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In every day life we are used to properties which can not be dealt with satisfac-
torily on a simple yes or no basis. Whether a house is “small” for example is
perhaps best indicated by a shade of gray rather than by the black or white of a
simple dichotomy. In 1965 Lotfi Zadeh [Zad65] suggested a modified set theory
in which an individual could have a degree of membership which ranged over a
continuum of values rather than being 0 or 1. He showed how set operations such
as union and intersection could be defined for these “fuzzy sets” and developed a
consistent framework for dealing with them. His system allows fuzzy sets to be
manipulated in a consistent and reasonable intuitive way.
In [Háj98] Hájek presents a systematic treatment of deductive aspect and struc-
ture of fuzzy logic. He gives a set of axioms for fuzzy predicate logic which he
calls BL∀-axioms and defines a BL-chain to be a residuated lattice L = 〈L,+,⇒
,≤, 0, 1〉〉. In particular, the framework is general enough to include all three
“classical” fuzzy predicate logics, namely  Lukawsiewicz, Gödel and product log-
ics. In [LS02], Shashoua and Laskowski algebraically classified BL-chains to be
an ordinal sum of certain ‘basic forms’ derived from ordered Abelian groups.
In this paper we investigate the interplay between fuzzy predicate product logic
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Π∀ and embeddings of ordered Abelian groups. In the context of predicate fuzzy
logic, for a fixed BL-chain L and countable relational language L, an L-structure
M consists of a non-empty universe M together with functions rp : Mn → L
for each P ∈ L. We define truth evaluation by ||p(~a)||LM = rp(~a) for atomic for-

















M | a ∈M} provided the infimum
and supremum exist. A L-structure, M, is called safe, if ||ϕ||LM is defined for all
ϕ. α is called an L-tautology if and only if ||α||LM = 1L for all safe L-structures
M. Hájek’s Completeness Theorem (Theorem 4.2.17) says:
If T is a theory over any extension of BL∀ by finitely many axioms,
then a sentence α is provable from T if and only if ||α||LM = 1L for all
BL-chain L and safe L-structure M.
In this paper we strengthen Hájek’s Completeness Theorem for predicate
product logic, Π∀, substantially. Let L(RQ) be the BL-chain consisting of the
extended negative cone of RQ followed by a single point. We proved (Theorem
6.1.6):
Let T be a theory over Π∀ and α a sentence. Then T proves α if and
only if ||α||
L(RQ)
M = 1L(RQ), for all closed L(R
Q)-structures M.
A closed L-structure is a structure where ||∃xϕ||LM = ||ϕ(c)||
L
M for some c ∈M
and ||∀xϕ||LM = ||ϕ(d)||
L
M for some d ∈ M , provided ||∀xϕ||
L
M 6= 0. We were
actually able to strengthen this result even further. Let L(RS) be a BL-chain
consisting of the extended negative cone of RS, where S is not initially scattered
(see Definition 2.1.18, followed by a single point. Then for T a theory over Π∀
and α a sentence we have (Theorem 6.1.7):
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T proves α if and only if ||α||
L(RS)
M = 1L(R
S), for all closed L-structures
M.
That is the set of sentences provable from Π∀ is the same as the set of tau-
tologies for any L = L(RS), where S is not initially scattered. Hence, this set
of tautologies are recursively enumerable. On the other hand, in Chapter 7 we
extend Montagna’s result for L(R1) tautologies [Mon01] and we show that if S is
initially scattered, then the set of L(RS)-tautologies is not arithmetical (Theorem
7.3.9).
In order to get our results we show that if L is a Π∀-chain then L consists of an
extended negative cone of an ordered Abelian group followed by a single point,
L(G) (Theorem 5.1.6). Therefore we concentrate on ordered Abelian groups. To
prove the above results, we extensively use coinitiality preserving embeddings of
ordered Abelian groups. We show that the embedding provided by the Hahn
Embedding Theorem (Theorem 3.3.6) f : (G,≤,+) → (RS,≤,+), where S is
the set of Archimedean classes of N(G), the negative cone of G, is coinitiality
preserving. On one hand, we prove that if S is countable, then there exists a coin-
tiality preserving embedding or RS either into RQ or R1+Q. On the other hand,
we show that if S is initially scattered then there exists a coinitiality preserving
embedding h : RQ → RS. It is also proved that if f : (G,≤,+)→ (H,≤,+) is a
coinitiality preserving embedding of ordered Abelian groups, then if α is not an
L(G)-tautology then α is not an L(H)-tautology (Theorem 5.5.3).
Our Completeness Theorems for fuzzy predicate product logic by combining
a modification of Henkin’s method with our results on embeddings of ordered
Abelian groups We conclude that if S, the set of Archimedean classes of N(G),
is initially scattered then L(RS)-tautologies are not arithmetical. If S is not ini-
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tially scattered then L(RS)-tautologies coincide with consequences of Π∀ and are
recursively enumerable.
Only the notion of initially scattered and Lemmas 2.2.4, 2.2.5, 2.2.6, 2.2.7, 2.2.8
in Chapter 2 are original. In Chapter 3, only the lemmas concerning coinitiality
preserving embeddings are original. Material in Chapter 4 is all due to Hájek,
Laskowski and Shashoua. The bulk of the original results are in Chapter 5 which
is the heart of the thesis. The material in Chapters 6 and 7 follow from Chapter
5 and illustrate the difference between the two cases. Chapter 8 is self contained
and is not used anywhere else in the paper.
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Chapter 2
Preliminaries for Linear Orderings
In this chapter we will first go over some preliminary definitions and results
about linear orderings. Then we will give some specific results for countable
linear orderings. The majority of the material in section 2.1 comes from [Ros82].
2.1 Linear Orderings
Definition 2.1.1 (Definition 1.1 of [Ros82]). A linear ordering of the set A
is a binary relation R on A satisfying the conditions
1. if (x, y) ∈ R and (y, z) ∈ R then (x, z) ∈ R;
2. if x 6= y, then either (x, y) ∈ R or (y, x) ∈ R, but not both;
3. (x, x) /∈ R.
Example 2.1.2. Here are some examples of linear orderings.
1. An = {0, 1, 2, . . . , n− 1} and RAn = {(i, j) | i < j}.
2. ω the set of natural numbers and Rω = {(i, j) | i < j}, the natural ordering.
3. ω the set of natural numbers and Rω∗ = {(i, j) | i > j}, the backward
ordering.
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4. γ any ordinal and Rγ = {(i, j) | i < j}, the natural ordering.
5. γ any ordinal and Rγ∗ = {(i, j) | i > j}, the backward ordering.
6. Z the integers and RZ = {(i, j) | i < j}, the natural ordering.
For any ordinal γ, letγ denote 〈γ,Rγ〉 and γ
∗ denote 〈γ,Rγ∗〉.
Definition 2.1.3 (Definitions 1.8 and 1.9 of [Ros82]). Let R be a linear
ordering of A and let S be a linear ordering of B. An isomorphism of 〈A,R〉 onto
〈B,S〉 is an order preserving function f from A onto B which satisfies
f(a1) <S f(a2) if and only if a1 <R a2.
Example 2.1.4. Let B = {2n | n ∈ ω} and RB the natural ordering. f :
ω → 〈B,RB〉 defined by f(x) = 2x is an isomorphism of ω onto 〈B,RB〉 and
ω ≃ 〈B,RB〉.
Definition 2.1.5. We say 〈A, r〉 and 〈B,S〉 have the same order type if 〈A, r〉 ≃
〈B,S〉.
Lemma 2.1.6. Having the same order type is an equivalence relation on the class
of all linear orderings.
Proof. Obvious.
Definition 2.1.7. We say that a linear ordering 〈A,R〉 has type order τ if τ is
a representative of the equivalence class of 〈A,R〉.
Definition 2.1.8. Let 〈A,R〉 and 〈B,S〉 be linear orderings and assume A and
B are disjoint. We define the sum
〈A,R〉+ 〈B,S〉
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to be the linear ordering 〈C, T 〉, where C = A ∪B and
c1 <T c2 if and only if (c1 ∈ A and c2 ∈ B) or
(c1 ∈ A and c2 ∈ A and c1 <R c2) or
(c1 ∈ B and c2 ∈ b and c1 <S c2).
It is easily verified that 〈C, T 〉 is a linear ordering. Intuitively adding 〈B,S〉
to 〈A,R〉 means to place the entire linear ordering 〈B,S〉 to the right of the linear
ordering 〈A,R〉.
Example 2.1.9. 1. Z has the order type ω∗ + ω.
2. 1 + Q is a linear ordering with a first element followed by a copy of Q (the
rational numbers ordered naturally).
We now turn to the definition of generalized sums of linear orderings.
Definition 2.1.10 (Definition 1.38 of Rosenstein). Let 〈I, R〉 be a linear
ordering and for each i ∈ I let 〈Ai, Ri〉 be a linear ordering. We assume that
{Ai | i ∈ I} are pairwise disjoint. We define the generalized sum
∑
{Ai | i ∈ I}
to be the linear ordering 〈C, T 〉 where C = ∪{Ai | i ∈ I} and
x <T y if (for some i ∈ I, x ∈ Ai and y ∈ Ai and x <Ri y) or
(for some i 6= j, x ∈ Ai and y ∈ Aj and i <R j).
Intuitively, imagine I stretched out as a line. Replace each element i ∈ I by
a miniature version of Ai. The resulting linear ordering is
∑
{Ai | i ∈ I}.
Definition 2.1.11. Let A be a linear ordering with more than 1 element. We
say A is dense if and only if, given any two elements a1, a2 ∈ A such that a1 < a2,
then there exists a3 ∈ A such that a1 < a3 < a2.
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Example 2.1.12. Q, the rational numbers are dense and Z, the integers are not.
Definition 2.1.13. Let A be a linear ordering and let X be a subordering of A.
1. We say X is cofinal in A if and only if for all a ∈ A there is an x ∈ X such
that a ≤ x.
2. We say X is coinitial in A if and only if for all a ∈ A there is an x ∈ X
such that x ≤ a.
Example 2.1.14. 1. Z is both cofinal and coinitial in R.
2. N is cofinal and not coinitial in R.
Definition 2.1.15. Let A and B be two linear orderings and f : A → B be an
order preserving map. We say f is cofinality (coinitiality) preserving if and only
if f(X) is cofinal (coinitial) in B when X is cofinal (coinitial) in A.
Definition 2.1.16. A linear ordering S is called scattered if it does not contain
a dense subset.
Example 2.1.17. 1. ω, ω∗ are scattered.
2. Q,R are not scattered.
Definition 2.1.18. Let (T,<) be a linear ordering. We say T is initially scattered
if and only if there exists t ∈ T such that {s ∈ T | s ≤ t} is scattered.
Example 2.1.19. 1. Any scattered set is initially scattered.
2. Q is not initially scattered but 1 + Q is.
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2.2 Countable Linear Orderings
In this section we will focus on countable linear orderings and obtain a few results.
For the rest of this section we assume (T,<) is a countable ordered set and let Q
denote the ordered set of the rational numbers.
Definition 2.2.1. Let X and Y be ordered sets. Let f : X → Y be any
order preserving map. We say f preserves cofinality (coinitiality) or is cofinality
(coinitiality) preserving if and only if whenever {xi | i ∈ I} is cofinal (coinitial)
in X then {f(xi) | i ∈ I} is cofinal (coinitial) in Y .
Example 2.2.2. 1. Let f : (R,≤) → (R2,≤) defined by f(x) = (x, 0) (R2 is
ordered lexicographically). Then f is cofinality (coinitiality) preserving.
2. Let f : (R,≤)→ (R2,≤) defined by f(x) = (0, x). Then f is not cofinality
preserving.
The following lemma is a well known result that any countable linear ordering
may be embedded into Q.
Lemma 2.2.3. There exists f : T → Q which is order preserving.
Proof. Let {tn | n ∈ ω} be an enumeration of T . We will define f inductively.
Let f(t0) = 0. Suppose we have decided f(t0), . . . , f(tn) in an order preserving
fashion. We need to decide f(tn+1). Observe the the relation of tn+1 to t0, . . . , tn.
Since Q is dense and without end points, there exist a ∈ Q \ {f(t0), . . . , f(tn)}
such that a has the same relation to f(t0), . . . , f(tn) as tn+1 has to t0, . . . , tn. Let
f(tn+1) = a. By construction f is order preserving.
The following lemmas gives criteria for existence of cointiality preserving maps
between countable linear orderings.
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Lemma 2.2.4. If T does not contain a minimal element, then there exists f :
T → Q which is coinitiality preserving.
Proof. We will prove this lemma in a very similar fashion to Lemma 2.2.3. Let
{tn | n ∈ ω} be an enumeration of T . We will define f inductively. Let f(t0) = 0.
Suppose we have decided f(t0), . . . , f(tn) in an order preserving fashion. We need
to decide f(tn+1). Observe the the relation of tn+1 to t0, . . . , tn. If tn+1 < ti, i =
1, . . . , n, then let f(tn+1) = mini f(ti)−1. Otherwise let a ∈ Q\{f(t0), . . . , f(tn)}
such that a has the same relation to f(t0), . . . , f(tn) as tn+1 has to t0, . . . , tn. In
this case let f(tn+1) = a. By construction f is order preserving and cointiality
preserving.
Lemma 2.2.5. Let T and S be countable sets. Suppose T has a minimal element
t0. Let f : T → S be an order preserving map. Then f is cointiality preserving
if and only if S has a minimal element s0 and f(t0) = s0.
Proof. →: Suppose f is coinitiality preserving. t0 ≤ t for all t ∈ T , therefore
f(t0) ≤ s for all s ∈ S. Hence, f(t0) = s0 the minimal element of S.
←: Suppose s0 is the minimal element of S. Suppose X is a coinitial subset of
T . Since t0 is the minimal element of T , t0 ∈ X. Since f is order preserving
and f(t0) = s0 < s for all s ∈ S we have f(X) is coinitial in S.
The proof is complete.
Lemma 2.2.6. Let T be a not initially scattered linear ordering. Then for all
t ∈ T there exists s ∈ T such that s < t and (s, t) ∩ T contains a dense subset.
Proof. Fix t ∈ T . Since T is not initially scattered, {s ∈ T | s ≤ t} contains
a dense subset X. Let s ∈ X be arbitrary. Then (s, t) ∩ T contains a dense
subset.
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Lemma 2.2.7. Let T be a countable not initially scattered linear ordering. Then
there is {sn | n ∈ ω} ⊆ T such that
1. sn+1 < sn for all n ∈ ω;
2. For all t ∈ T , sn < t for some n ∈ ω;
3. (sn+1, sn) ∩ T = {t ∈ T | sn+1 < t < sn} contains a dense subset.
Proof. Let {tn | n ∈ ω} be an enumeration of T . Let s0 = t0. By Lemma 2.2.6
there is s∗0 < s0 such that (s
∗
0, s0)∩T contains a dense subset. Let s1 = min{t1, s
∗
0}.
Suppose we have chosen s0, . . . sn satisfying the requirements. We need to choose
sn+1. By Lemma 2.2.6 there is s
∗
n < sn such that (s
∗
n, sn) ∩ T contains a dense
subset. Let sn+1 = min{tn+1, s
∗
n}. Then by construction {sn | n ∈ ω} satisfies
the requirements.
Lemma 2.2.8. Let T be a countable not initially scattered linear ordering. Then
there exists a cointiality preserving embedding h : Q→ T .




(−n− 1,−n) ∪ (0,∞) ∪ {−n | n ∈ ω}
and (−n − 1,−n) ∼= (0,∞) ∼= Q for n ∈ ω. It is a well known fact that Q
has an order preserving embedding into any countable dense linear ordering. Let
{sn | n ∈ ω} ⊆ T be as in Lemma 2.2.7. Then (sn+1, sn) ∩ T = {t ∈ T | sn+1 <
t < sn} contains a dense subset. Let fn : (−n − 1,−n) → (sn+2, sn+1), n ∈ ω






sn+1 if q = −n, n ∈ ω
fn(q) if q ∈ (−n− 1,−n), n ∈ ω
f(q) if q > 0.
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In this chapter we will investigate different notions of embedding of ordered
Abelian groups. We will show that any ordered Abelian group may be embedded
into RT , a lexicographic function space, in a coinitiality preserving manner. But
first we will discuss some properties of countable ordered sets which we will utilize
in our embedding discussions.
3.1 Ordered Abelian Groups
Definition 3.1.1. An ordered Abelian semigroup (G,≤,+) is a linear ordering
(G,≤) with a commutative and associative operation + which satisfies
x ≤ y implies x+ z ≤ y + z.
for all x, y and z ∈ G.
Definition 3.1.2. (G,≤,+) is said to be an ordered Abelian group if and only if
(G,+) is an Abelian group, (G,≤) is a linear ordering and for all x, y and z ∈ G
x ≤ y implies x+ z ≤ y + z.
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Note that an ordered Abelian group is either trivial G = {0} or G is infinite
with no element of finite order. That is, G is torsion free. For the rest of the this
paper we will exclude the trivial case.
Definition 3.1.3. Let G be an ordered Abelian group.
1. Let N(G) = {g ∈ G | g < 0G}. N(G) is called the negative cone of G.
2. Let P (G) = {g ∈ G | g > 0G}. P (G) is called the positive cone of G.
The negative cone of an ordered Abelian group will be used extensively in the
following chapters when we deal with predicate Product Logic. There we would
like to to get a “universal” ordered Abelian group. This will be provided by RQ
which is a lexicographic function space. We define this term formally now.
Definition 3.1.4. Let (T,<) be any non-empty ordered set.
RT := {f : T → R | {t ∈ T : f(t) 6= 0} is well-ordered}
RT is called a lexicographic function space (LFS) and it is ordered lexicographi-
cally.
Example 3.1.5. 1. Let T = {t}, then RT ∼= R.
2. If T is well ordered then RT ∼= Rα for some ordinal α.






1 i = t
0 i 6= t.
1t is called the characteristic function at t.
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Definition 3.1.7. Let (G,+,≤) be an ordered Abelian group and let a, b ∈ G.
1. We write a  b if and only if a ≤G nb for some n ∈ ω \ {0}.
2. We say a ∼ b if and only if a  b and b  a.
3. For ease of notation we write a≪ b if and only if a  b and a ≁ b.
Definition 3.1.8. Let G be an ordered Abelian group
1. Let [a] = {b ∈ G | a ∼ b}. [a] is called the Archimedean class of a.
2. Let T be the collection of Archimedean classes of G. We define order on T
by t < s if and only if a≪ b, for some a ∈ t and b ∈ s. (This is well defined
by basic properties of ≪.)
Example 3.1.9. 1. (1, 1)  (1, 0) and (1, 0)  (1, 1), hence they belong to
the same Archimedean class of R2.
2. (0, 1)≪ (1, 0), hence they belong to different Archimedean classes of R2.
Definition 3.1.10. Let (G,+,≤) be an ordered Abelian group. We say G is
Archimedean if and only if N(G) consists of a single Archimedean class.
Example 3.1.11. 1. (R,+,≤) is an Archimedean ordered Abelian group.
2. (R2,+,≤) where ≤ is the lexicographic order is not Archimedean; n·(0, 1) <
(1, 0) for all n ∈ ω.
It is easy to see that, for an ordered Abelian group G, the set of Archimedean
classes with ≪ form a linear ordering.
Lemma 3.1.12. Let G and H be ordered Abelian groups. Let f : G→ H be an
order preserving group homomorphism. If [g1] < [g2], then [f(g1)] < [f(g2)].
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Proof. Suppose [g1] < [g2]. Then ng1 < g2 for all n ∈ ω. Therefore f(ng1) < f(g2)
for all n ∈ ω. Hence, [f(g1)] < [f(g2)].
Lemma 3.1.13. Let T be an ordered set. Define f : N(RT ) → T by f(x) = t
where the first non zero component of x appears at t. For all x, y ∈ n(RT ), we
have f(x) = f(y) if and only if [x] = [y]. Hence, we may identify Archimedean
classes of N(RT ) with the set T .
Proof. Suppose x = (xi)i, y = (yi)i ∈ N(RT ) so that x < y < 0.
f(x) = f(y) Then xj = yj = 0 for j < f(x) and xf(x) < yf(x). R is Archimedean,
so there exist n a positive integer such that nyf(x) ≤ xf(x). Hence, ny ≤ x
and [x] = [y].
f(x) 6= f(y) Then nx < y for all positive integer n, hence [x] < [y].
Let X be the collection of Archimedean classes of N(RT ). Then the map g :
X → T defined by g([x]) = f(x) is a well defined order preserving bijection and
we have the result.
3.2 Embeddings of Ordered Abelian Groups
In this section we will investigate certain embeddings of ordered Abelian groups.
Note if f : G→ H is a linear embedding then we have f(0G) = 0H .
Definition 3.2.1. Let G and H be ordered Abelian groups. Let f : (G,+,≤)→
(H,+,≤) be an order preserving map. We say f is an embedding that preserves
cofinality (cointiality) or a cofinality (coinitiality) preserving embedding if f has
the following properties:
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1. f is a group homomorphism, i.e., f(g1 +G g2) = f(g1) +H f(g2).and
2. f : (G,≤)→ (H,≤) is cofinality (coinitiality) preserving.
In the following lemma we show that the notion of cofinality preserving and
coinitiality preserving coincides for ordered Abelian groups.
Lemma 3.2.2. A cofinality preserving embedding, f is coinitiality preserving and
vice versa.
Proof. Suppose f : G→ H is cofinality preserving embedding. Let {xn | n ∈ I}
be coinitial in G. Then {−xn | n ∈ I} is cofinal in G and hence {f(−xn) | n ∈
I} = {−f(xn) | n ∈ I} is cofinal in H. Therefore {f(xn) | n ∈ I} is coinitial in
H. The opposite direction is symmetric.
Example 3.2.3. 1. Let f : (R,+,≤) → (R2,+,≤) defined by f(x) = (x, 0).
Then f is a cofinality preserving embedding.
2. Let f : (R,+,≤) → (R2,+,≤) defined by f(x) = (0, x). Then f is not a
cofinality preserving embedding.
We now turn our attention to the embedding of RT into RS. We will give
criteria for existence of coinitiality preserving map between RT and RS. We first
make the following definition:
Definition 3.2.4. Let T and S be two ordered sets. Let h : T → S be an order
preserving map. Define fh : RT → RS by










fh is called the canonical map induced by h.
Lemma 3.2.5. Let T and S be two ordered sets. Then there exist a cointiality
preserving map h : T → S if and only if there exists a coinitiality preserving
embedding f : RT → RS
Proof. →: Let f : RT → RS be the canonical map induced by h. We need to
show f is a cofinality preserving embedding. It is very easy to check that
f is a group homomorphism. We will show f is order preserving. Let
(gi)i∈T , (ki)i∈T ∈ RT . Suppose (gi)i < (ki)i. Say the first component where
they differ is at position t0, that is gt0 < kt0 and gj = kj = 0 for j < t0.
Then by construction the first position f((gi)i) is different from f((ki)i) is
t0. h being a order preserving map, gives us h(gt0) < h(kt0) and hence
f((gi)i) < f((ki)i).
We now show f is cofinality preserving. Let X = {xj | j ∈ I} be a cofinal
sequence in RT . Let k = (ki)i∈S ∈ RS. We need to find j0 ∈ J such
that f(xj0) > k. Let s be the first non-zero position of k. Since h is
coinitiality preserving there is a t ∈ T such that h(t) ≤ s. Then we have
n01h(t) > k, for some n0 ∈ ω and where 1h(t) is the characteristic function
at h(t). Since X is cofinal in RT , there is a j0 such that xj0 > n01t, so
f(xj0) > f(n01t) = n01h(t) > k.
←: Suppose there exists f : RT → RS which is coinitiality preserving. Define
h : T → S by h(t) = ts, where ts is the first non-zero position of f(1t), 1t is
the characteristic function at t. We need to show h is coinitiality preserving.
h is obviously order preserving. Let X = {xn | n ∈ ω} be coinitial in T . Let
s ∈ S. We need to find x ∈ X so that h(x) ≤ s. Since X is coinitial in T ,
{1x | x ∈ X} is coinitial in RT . Therefore, since f is coinitiality preserving,
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there exists x ∈ X such that f(1x) ≤ 1s. Now h(x) = the first non-zero
position of f(1x), hence h(x) ≤ s and the proof is complete.
Lemma 3.2.6. Let T be a countable linear ordering. Then T does not contain
a minimal element if and only if there exist a coinitiality preserving embedding
f : RT → RQ.
Proof. →: If T does not contain a minimal element then by Lemma 2.2.4, there
exists h : T → Q which is coinitiality preserving and by Lemma 3.2.5, the
canonical map induced by h is cofinality preserving.
← If T contains a minimal element, then by Lemma 2.2.5, there are no coinitial
preserving map h : T → Q since Q has no least element. Hence there is no
coinitiality preserving map f : RT → RQ.
Lemma 3.2.7. Let T be a countable linear ordering with a minimal element.
Then there exists a cointiality preserving embedding f : RT → R1+Q.
Proof. Let t0 be the minimal element of T and let h : T \ {t0} → Q be order
preserving. Let g : T → 1 + Q be defined by g(x) = f(x) if x 6= t0 and g(t0) = 1.
Then g is coinitiality preserving.
Lemma 3.2.8. Let T be a countable linear ordering. Then either there exist
f : RT → RQ or f : RT → R1+Q which is coinitiality preserving.
Proof. This is a direct corollary to Lemmas 3.2.6 and 3.2.7.
Example 3.2.9. Let T = {1} and S = {1, 2}.
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1. Define h : T → S by h(1) = 1. Then h is cointiality preserving and the
corresponding map f : R → R2 defined by f(x) = (x, 0) is order and
cofinality preserving.
2. Note if we define h : T → S by h(1) = 2, then the corresponding map
f : RT → RS defined by f(x) = (0, x) is not cofinality preserving.
3.3 Hahn Embedding of G into an RT
The Hahn Embedding Theorem asserts that any ordered Abelian group (G,+,≤)
can be embedded into a lexicographic function space (RT ,+,≤), where T is set of
Archimedean classes of N(G). This embedding is taken place in two steps. First
G is embedded into a ordered vector space and then the ordered vector space is
mapped into a lexicographic function space. We will state the results and give
references for their proofs. We will show that at each step the embedding is
coinitiality preserving. Hence, (G,+,≤)→ (RT ,+,≤) is cointiality preserving.
Definition 3.3.1. Let G be an ordered Abelian group. Let VG = {(x, n)|x ∈
G, n a positive integer}. We define equality by
(x,m) ≈ (y, n) if and only if nx = my,
and addition and Q-scalar multiplication by
(x,m) + (y, n) ≈ (nx+my,mn)
q
p
· (x,m) ≈ (px, qm).
Proposition 3.3.2. Let G be an ordered Abelian group. Then
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1. VG is a vector space over the rational numbers, Q. Furthermore, if we
define
(x,m) > (y, n) if and only if nx > my
then VG becomes an ordered vector space.
2. VG is divisible as an ordered Abelian group, i.e., for any v ∈ VG and
positive integer n, there exists x ∈ VG such that nx = v.
3. VG is dense.
Proof. 1. Showing VG is an ordered vector space over Q is a routine exercise.
We just note that 0V = (0, 1) and −(x,m) ≈ (−x,m).
2. First note that n(x,m) ≈ (nmn−1x,mn) for (x,m) ∈ VG and n a positive
natural number. Let v = (g, k) ∈ V and n ∈ N. Let x = (g, kn). Hence
nx ≈ (n(kn)n−1g, (nk)n) ≈ (nnkn−1g, nnkn) ≈ (g, k).
3. Any ordered divisible Abelian group is dense. Let v1, v2 ∈ VG such that
v1 < v2. Since VG is divisible,
v1+v2
2




Hence, VG is dense.
We now show that there exists a natural embedding of G → VG which is
coinitiality preserving.
Theorem 3.3.3. Let G be an ordered Abelian group. Let f : G→ VG be defined
by x 7→ (x, 1). Then f is a coinitiality preserving embedding.
Proof. 1. f(x+ y) = (x+ y, 1) = (x, 1) + (y, 1) = f(x) + f(y), for all x, y ∈ G.
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2. x < y if and only if f(x) = (x, 1) < (y, 1) = f(y), for all x, y ∈ G.
3. Let X = {xi | i ∈ I} ⊆ G be coinitial in G. Let (y, n) ∈ VG. There is
xi0 ∈ X such that xi0 < z. Therefore, (xi0 , 1) < (z, n) and f is coinitiality
preserving.
The next lemma shows that the set of the Archimedean classes of VG can be
identified with that of G.
Lemma 3.3.4. In the above construction every Archimedean class of VG contains
an element of G. Hence we may identify the set T of Archimedean equivalence
classes of V with that of G.





I.e., (x, 1) ∼ (x,m) and therefore (x, 1) ∈ [(x,m)]. We need to show if x, y in G
are in different Archimedean classes of G, then (x, 1) and (y, 1) are in different
Archimedean classes of VG . Without loss of generality assume x≪ y. Then for
all n ∈ ω, nx < y, hence (nx, 1) < (y, 1) for all n ∈ ω. Therefore
(x, 1) ≪ (y, 1). Hence we may identify the set T of Archimedean equivalence
classes of VG with that of G.
We will now state the Hahn embedding Theorem as proved by Clifford [Cli54].
In 1907 Hans Hahn showed that every ordered Abelian group can be embedded
in a lexicographically ordered real function space. His proof is very lengthy. In
1952, Hausner and Wendel [HW52] gave a much shorter proof of the same theorem
for an ordered real vector space. Their work was slightly modified by Clifford
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[Cli54]to get the same result for an ordered rational vector space. This provides
a more accessible proof of Hahn’s fundamental theorem. We will show that the
embedding provided in the Hahn embedding Theorem is cofinality preserving.
We first need to make a definition so we can give the statement of the Hahn
embedding Theorem in full.
Definition 3.3.5. Let RT an LFS be given. Let Ct0 : R
T → RT be a linear
transformation defined by Ct0(f)(t) = f(t) for t < t0 and Ct0(f)(t) = 0 for
t ≥ t0. Ct0 is called the cut determined by t0.
Theorem 3.3.6 (Hahn Embedding Theorem). Let V be an ordered vector
space over Q, let T be the set of Archimedean classes of N(V), and for each
t ∈ T let a representative et ∈ t be selected. Form the vector space RT , denoting
the characteristic function of the point t by 1t. There is a mapping F : V→ RT
satisfying the following requirements:
1. F is a group homomorphism;
2. F is 1-1;
3. F is order preserving;
4. F (qet) = q · 1t, t ∈ T, q ∈ Q;
5. If f ∈ F (V) and C is any cut, then Cf ∈ F (V).
We will forgo the proof. The proof can be found in several places including
in [Cli54] and [Fuc63]. We have shown that any ordered Abelian group G can
be embedded into a vector space VG over the rationals and that we can identify
the set T of Archimedean equivalence classes of VG with that of G. Clifford uses
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these facts in [Cli54] and modifies the proof of the Theorem 3.3.6 to get Hahn’s
embedding Theorem for rational vector spaces, hence he has the fundamental
Theorem of Hahn that any ordered Abelian group may be embedded into a
lexicographically ordered, real function space.
Theorem 3.3.7. Let G be an ordered Abelian group and let T be the set of
Archimedean classes of N(G). Let F : G → RT be the mapping given by the
Hahn embedding Theorem. Then F is a coinitiality preserving embedding.
Proof. The fact that F is a group homomorphism and order preserving is part of
the Hahn Theorem. We need to show F is coinitiality preserving. Let X = {xn |
n ∈ I} be a coinitial set in G. We will show that {F (xn) | n ∈ I} is coinitial in
RT .
For each t ∈ T , select et ∈ T , a representative so that by condition 4 of Hahn
Theorem we have F (et) = 1t. Let g ∈ RT , then there is a t and m0 a positive
integer such that (−m0)1t < g. Since X is coinitial in G, for each et there is an
xn0 such that xn0 < (−m0)et. We have
xn0 < (−m0)et implies F (xn0) < F ((−m0)et) = (−m0)1t (F is order preserving)
(−m0)1t < g implies F (xn0) < g.
We have shown that F is a coinitiality preserving embedding.
Definition 3.3.8. Let G be an ordered Abelian group. Let RT and F be from




In this chapter we give background information about Fuzzy logic. In section
4.1 we go over the classification of BL-chains. In section 4.2 we introduce fuzzy
predicate logic.
4.1 Classification of BL-chains
BL-chains arise naturally in Hájek’s analysis of the proof theory of propositional
logics. In her Ph.D. thesis, Yvonne Shashoua gave an algebraic classification
of BL-chains. The following comes mostly from her thesis [Sha02], [LSar] and
[LS02] At the end we will forgo the the rather lengthy proof of the classification
of BL-chains theorem.
Definition 4.1.1. M = (M,+,≤, 0, 1) is a BL-Chain if it satisfies the following:
• The relation ≤ is a linear order on A with 1 as the top and 0 as the bottom
element;
• (M,+,≤) is an ordered Abelian semigroup;
• 1 is the identity of (M,+); and
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• For all y ≤ x, there is a largest z such that x+ z = y.
In particular, this means that BL-algebras form an elementary class.
Definition 4.1.2. Let M = (M,+,≤) be given. Let x, y ∈ M , then we define
x ⇒ y := z, where z is the largest element of M such that x + z = y if y < x
and x ⇒ y := 1 if x ≤ y. Hence ⇒ is definable from + and ≤. We will use ⇒
extensively in our work. It makes the notation and discussions to come have a
smoother flow.
Example 4.1.3. The following are the three main examples of BL-chains:
1.  Lukasiewicz Logic [0, 1] L





1 if x ≤ y
1− x+ y if x > y
2. Gödel Logic [0, 1]G





1 if x ≤ y
y if x > y
3. Product logic [0, 1]Π





1 if x ≤ y
y/x if x > y
Definition 4.1.4. Let (G,+,≤) be any ordered Abelian group.
26
1. The extended negative cone (N−∞(G),+,≤) is an extension of N(G) with
the universe N(G)∪{−∞}, where + and ≤ are extended by the definitions:
x + (−∞) = (−∞) + x := −∞ for all x ∈ N−∞(G), −∞ < x for all
x ∈ N(G).
2. Choose and d ∈ N(G). The truncation of N(G) at d is the structure
(T (G, d),+d,≤d) with universe {x ∈ N(G) : x ≥ d}, where ≤d is inherited





x+G y if x+G y > d
d if x+G y ≤ d
Definition 4.1.5. Let C := (C,+,≤) be an ordered Abelian group. We say that
C is a basic form if one of the following holds:
1. C is a singleton {p}, where p+ p = p and p ≤ p.
2. C ∼= N(G) for some ordered Abelian group G.
3. C ∼= N−∞(G) for some ordered Abelian group G.
4. C ∼= T (G, d) for some ordered Abelian group and some d ∈ N(G).
Definition 4.1.6. A tower of basic forms is a sequence T = 〈Ci : i ∈ I〉 indexed
by a linearly ordered set (I,≤) with a first and a last element each such that each
Ci := (Ci,+,≤) is a basic form, Ci ∩ Cj = ∅ for all i, j ∈ I such that i 6= j, Cfirst
has a least element, and Clast is a singleton.
Associated to any tower of basic formulas is a canonical BL-chain AT built
from T defined by:




{Ci : i ∈ I};
• For x ∈ Ci, y ∈ Cj,
x ≤T y if and only if [i ≤I j or (i = j and x ≤Ci y)]
• 0T := the least element of Cfirst, and 1T := the unique element of Clast;





x+Ci y for x, y ∈ Ci for some i ∈ I
min{x, y} for x ∈ Ci, y ∈ Cj, i 6= j
Theorem 4.1.7 (Classification of BL-Chains). For any tower T of basic
forms, the structure AT constructed as above is a BL-chain. And every BL-chain
is isomorphic to AT for some tower T of basic forms.
Here is the application of the classification theorem to the three “classical” BL-
chains.
Example 4.1.8. 1. [0, 1] L ∼= AT L , where T L = 〈C0, C1〉, where (C0,+,≤)
∼=
(T (R,−1),+,≤) and C1 is a singleton.
2. [0, 1]G ∼= ATG , where TG = 〈Ci : i ∈ [0, 1]〉, where Ci is a singleton.
3. [0, 1]Π ∼= ATΠ , where TΠ = 〈C0, C1〉 where (C0,+,≤)
∼= (N−∞(R),+,≤) and
C1 is a singleton.
Shahshoua shows that there is only obstruction to the uniqueness of a de-
composition. Specifically, whenever a singleton is followed by a copy of N(G)
we may “fuse” them together and have N−∞(G) instead. Hence, we may assume
that whenever a singleton is the first component of a tower it is either followed
28
by another singleton or a copy of T (G, d) for some ordered Abelian group. This
will be crucial when we investigate models of predicate product logic.
4.2 Fuzzy Predicate Logic
We would like to investigate fuzzy predicate logic. Most of the following material
come from Hájek [Háj98].
Definition 4.2.1. A predicate language contains the following:
• Predicates: P,Q,R, . . . each together with a positive natural number, its
arity
• Object constants: c, d, . . .
• Object variables: x, y, z, . . .
• Connectives: &,→
• The truth constants: 0̄, 1̄
• Quantifiers ∀,∃.
Definition 4.2.2. Terms and formulas of predicate logic are defined in the fol-
lowing way:
• Object variables and object constants are terms .
• P (t1, t2, . . . tn) where P is a predicate of arity n and t1, . . . tn are terms is
an atomic formula.
• If ϕ, ψ are formulas, then so are ϕ&ψ and ϕ→ ψ.
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• if ϕ is a formula and x is an object variable, then (∀x)ϕ(x) and (∃x)ϕ(x)
are formulas.
• 0̄ and 1̄ are formulas.
We will assume that predicate languages that we work with are countable
and contain only relation symbols and constants. The only place we will deal
with the cardinality of L is when we consider a single sentence in the context
of completeness theorem. Since a sentence has finitely many symbols from the
language we may already have assumed that L is countable.
Definition 4.2.3. We define other connectives as follows:
• ϕ ∧ ψ denotes ϕ&(ϕ→ ψ).
• ϕ ∨ ψ denotes ((ϕ→ ψ)→ ψ) ∧ ((ψ → ϕ)→ ϕ).
• ¬ϕ denotes ϕ→ 0̄.
• ϕ ≡ ψ denotes (ϕ→ ψ)&(ψ → ϕ).




Definition 4.2.4. Let L be a predicate language and let L be a BL-chain. An
L-structure M = 〈M, (rP )P , (mc)c〉 for L contains the following:
• Non-empty domain M ;
• rP : M
n → L, for each n-ary predicate P ;
• mc ∈M for each constant object c.
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Example 4.2.5. Let L have one binary predicate R and one object constant c.
L is the BL-algebra [0, 1]Π. M = 〈M, rR,mc〉 where M = {1, 2, 3}, mc = 1 and
rR is given by the following matrix.
1 2 3
1 1 .3 .8
2 .5 1 .2
3 .2 1 .3
Definition 4.2.6. 1. An evaluation of L into M an L-structure, is a map ν
from the set object variables into the domain M of M, ν : {x, y, . . .} →M .
2. Given an evaluation ν we define for every formula ϕ, the truth value ||ϕ||LM,ν
in the following inductive manner (⇒ and + denote the operations of L):
• ||P (x1, . . . , xn)||
L
M,ν = rP (ν(x1), . . . , ν(xn)), P and n-ary predicate;












M,ν = 0; ||1̄||
L
M,ν = 1;
• Let E(ν, x) denote the set of all evaluations which coincide with ν on








provided the infimum/supremum exists, otherwise the truth value of the
formula in question is undefined.
If the free variables of ϕ are among x1, . . . , xn, and a1, . . . , an ∈ M , then for
all ν and ν ′ such that for i = 1, . . . , n, ν(xi) = ν
′(xi), we have ||ϕ||M,ν = ||ϕ||M,ν′ .
Thus we will write ||ϕ(a1, . . . , an)||M to mean ||ϕ||M,ν .
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Definition 4.2.7. The structure M is L-safe if all the needed infima and suprema
exist, i.e. ||ϕ||LM,ν is defined for all ϕ, ν.
In particular, each finite structure (with finite domain) is safe. Every L-
structure M where L = [0, 1] L, [0, 1]G, [0, 1]Π is safe, since [0, 1] contains the
limit points of every monotone sequence.
Example 4.2.8. We verify that in example 4.2.5
||∀xR(x, c)||M,ν = 0.2
and
||∃x¬R(c, x)||M,ν = 0.
In his work, [Háj98], Hájek uses safe models. In this paper we define a new
class of models which has more restrictions than the class of safe models.
Definition 4.2.9. 1. ||ϕ||LM = inf{||ϕ||
L
M,ν | ν M − evaluation}
2. A formula ϕ of a language L is an L-tautology if and only if ||ϕ||LM = 1 for
all M safe L-model. That is, ||ϕ||LM,ν = 1 for each safe L-structure M and
each M-valuation ν of object variables. Let LL-TAUT denote the set of
L-tautologies for the language L.
We will drop the subscript L from L-TAUT, whenever the language is clear
from the context.
Example 4.2.10. ∀xϕ(x) → ∃xϕ(x) is an LL-tautology for any L and L. This







Definition 4.2.11. Let L be a predicate language. For any formulas ϕ, ψ, χ of
L, the following are axioms of basic fuzzy predicate logic:
(A1) (ϕ→ ψ)→ ((ψ → χ)→ (ϕ→ χ))
(A2) (ϕ&ψ)→ ϕ
(A3) (ϕ&ψ)→ (ψ&ϕ)
(A4) ((ϕ&(ϕ→ ψ))→ (ψ&(ψ → ϕ))
(A5a) (ϕ→ (ψ → χ))→ ((ϕ&ψ)→ χ)
(A5b) ((ϕ&ψ)→ χ)→ (ϕ→ (ψ → χ))
(A6) ((ϕ→ ψ)→ χ)→ (((ψ → ϕ)→ χ)→ χ)
(A7) 0̄→ ϕ
(∀1) ∀xϕ(x)→ ϕ(t) (t substitutable for x in ϕ(x)
(∃1) ϕ(t)→ ∃xϕ(x) (t substitutable for x in ϕ(x)
(∀2) ∀x(ψ → ϕ)→ (ψ → ∀xϕ) (x not free in ψ)
(∃2) ∀x(ϕ→ ψ)→ (∃xϕ→ ψ) (x not free in ψ)
(∀3) ∀x(ϕ ∨ ψ)→ (∀xϕ ∨ ψ) (x not free in ψ)
(∀1)− (∃2) are called Logical axioms on quantifiers:. We usually denote (A1)−
(∀3), the logical axioms of quantifiers, by BL∀.
Definition 4.2.12. 1. An axiom schema given by a formula Φ(p1, . . . , pn) is
the set of all formulas Φ(ϕ1, . . . , ϕn) resulting by the substitution of ϕi for
pi (i = 1, . . . , n) in Φ(p1, . . . , pn).
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2. A logical calculus C∀ is a schematic extension of BL∀ if it results from BL∀
by adding some (finitely or infinitely many) axiom schemata to its axioms.
3. Let C∀ be schematic extension of BL∀ and let L be a BL-chain. L is a
C∀-chain if all axioms of C∀ are L-tautologies.
Definition 4.2.13. Let C∀ be a schematic extension of BL∀.
1. A theory over C∀ is a set of formulas. Elements of T are axioms of T .
2. The deduction rules of Basic Predicate Fuzzy Logic are
- modus ponens : From ϕ and ϕ→ ψ infer ψ.
- generalization (from ϕ infer ∀xϕ).
3. A proof from theory T (over C∀) is a finite sequence of formulas ϕ0, . . . , ϕn
such that for each i = 0 to n, ϕi is either an element of T ∪ C∀ or follows
from some earlier ϕj and ϕk (j, k < i) by modus ponens or ϕi = ∀xϕj for
some earlier ϕj.
4. A formula ϕ is provable from T if there exists a proof from T : ϕ0, . . . ϕn
with ϕ = ϕn, the last line of the proof.
5. Let M be a safe L-structure. M is called an L-model of T if ||ϕ||LM = 1L
for each ϕ ∈ T .
Example 4.2.14. The following are three examples of theories:
 L∀ := {BL∀-axioms} ∪ {¬¬ϕ : ϕ is a formula of BL∀}
G∀ := {BL∀-axioms} ∪ {ϕ→ (ϕ&ϕ) : ϕ is a formula of BL∀}
Π∀ := {BL∀-axioms} ∪ {(ϕ ∧ ¬ϕ)→ 0̄) : ϕ is a formula of BL∀}
∪ {¬¬χ→ ((ϕ&χ→ ψ&χ)→ (ϕ→ ψ)) : ϕ, ψ, χ are formulas of BL∀}
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Specifically, we shall be interested in Π∀ (predicate Product Logic) in the
later chapters.
Lemma 4.2.15. The axioms (∀1)− (∃2) are all L-tautologies for each BL-chain
L.
Proof. Lemma 5.1.9 of [Háj98].
Theorem 4.2.16 (Deduction Theorem). Let T be a theory over C∀ and let
ϕ, ψ be closed formulas of the language of T . Then (T ∪ {ϕ}) ⊢ ψ if and only if
T ⊢ ϕn → ψ for some positive integer n.
Theorem 4.2.17 (Completeness). Let C∀ be the predicate calculus given by
schematic extension C of BL, let T be a theory over C∀ and let α be a formula
of language of T . Then T ⊢ α if and only if for each C-chain L and each safe
L-model M of T , ||α||LM = 1L .
Lemma 4.2.18. For all ϕ, ψ and χ we have ⊢ (ϕ→ ψ)→ ((ϕ&χ)→ (ψ&χ)).
Proof. By the Completeness Theorem it suffices to show
||(ϕ→ ψ)→ ((ϕ&χ)→ (ψ&χ))||LM = 1L
for all BL-chain L and safe L-structure M. Hence it suffices to show, for all
a, b, c ∈ L, (a⇒ b)⇒ ((a+ c)⇒ (b+ c)) = 1L.
a ≤ b : In this case, a + c ≤ b + c, hence a ⇒ b = (a + c) ⇒ (b + c) = 1 and
1⇒ 1 = 1.
a > b : In this case a+ c ≥ b+ c. If a and b are in the same component of L then
a + c and b + c would too. Then a ⇒ b = b − a and a + c ⇒ b + c = 1 or
b + c − a − c = b. Then, both (b − a) ⇒ 1 and (b − a) ⇒ 1 = 1. If a and
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b are in different components of L, then a ⇒ b = b. Considering different
position of c with respect to a, b we get (a+ c)⇒ (b+ c) = b or 1. We have




In this chapter we will focus on predicate Product Logic. We will use Shashoua’s
Classification of BL-Chains extensively. Her algebraic classification of BL-chains
lets us focus on ordered Abelian groups and their properties. In his work [Háj98],
Hájek uses safe structures. We would like to define a new class of structures
(called closed) with more restraints. The Completeness Theorem for Π∀ as stated
by Hájek (Theorem 4.2.17) says Π∀ ⊢ α if and only if for each Π∀-chain L, and
M safe L-structure ||α||LM = 1. We will be able to improve this theorem to get
L = L(RS) a lexicographic function space and M a closed L-model. We will
actually improve the theorem so that S is Q. We will first classify Π∀-chains and
then define closed structures and motivate their definition.
5.1 Classification of Π∀-Chains
In this section we will investigate the possible Π∀-chains. As noted by Laskowski
and Shashoua BL-chains are a sequence of basic forms (singleton, extended neg-
ative cone of an ordered Abelian group and T (G, d) for some ordered Abelian
group). We will show that if L is a Π∀-chain then L consists of an extended neg-
ative cone of an ordered Abelian group and a singleton. Remember from chapter
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4 that
Π∀ := {BL∀-axioms} ∪ {(ϕ ∧ ¬ϕ)→ 0̄) : ϕ is a formula of BL∀}
∪ {¬¬χ→ ((ϕ&χ→ ψ&χ)→ (ϕ→ ψ)) : ϕ, ψ, χ are formulas of BL∀}
and a BL-chain, L, is called a Π∀-chain if all axioms of Π∀ are L-tautologies.
Lemma 5.1.1. Let L be any BL-chain. Then for all x, y ∈ L, x + (x ⇒ y) =
min{x, y}.
Proof. If x ≤ y then x ⇒ y = 1 and x + (x ⇒ y) = x + 1 = x = min{x, y}.
If y < x then x ⇒ y = z where z is the largest such that x + z = y, then
x+ (x⇒ y) = y = min{x, y}.
Lemma 5.1.2. Let L be a Π∀-chain. Then for all x ∈ L we have min{x, x ⇒
0} = 0.
Proof. Π∀ ⊢ ϕ ∧ ¬ϕ → 0 for all ϕ. Let L a Π∀-chain and M a safe L-structure.
Then ||ϕ ∧ ¬ϕ→ 0||LM = 1. Hence, ||ϕ&(p→ ¬ϕ)||
L
M = 0. Therefore by Lemma
5.1.1 for all x ∈ L, we get min{x,¬x} = min{x, x⇒ 0} = 0.
Lemma 5.1.3. Let L be a Π∀-chain, where L = AT for some tower T . Then
(T (G, d),+,≤) is not a component of T for any Abelian group G and d ∈ G.
Proof. By way of contradiction suppose (T (G, d),+,≤) ∈ T , for some Abelian
group G and d ∈ G.
Case 1: T (G, d) is the first component. Note 0L = d. Let x 6= d ∈ T (G, d). Then
¬x = x ⇒ 0L = d− x, hence min{x,¬x} 6= 0L which is a contradiction to
Lemma 5.1.2.
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Case 2: T (G, d) ∈ T but it is not the first component. Let a > b > d ∈ T (G, d).
We have that a + d = b + d = d. Since L is a ϕ-chain we have ¬¬χ →
((ϕ&χ→ ψ&χ)→ (ϕ&ψ)) is an L-tautology.
¬¬d⇒ ((a+ d→ b+ d)⇒ (a⇒ b)) = 1
1⇒ ((d⇒ d)⇒ (a⇒ b)) = 1
1⇒ (a⇒ b) = 1
a⇒ b = 1.
But a⇒ b = b− a < 1 and we have a contradiction.
Lemma 5.1.4. Let L be a Π∀-chain, where L = AT for some tower T . Then
none of the components are singletons except for possibly the first and last ones.
Proof. Suppose {p} ∈ T is neither the first or last component. Then ¬¬p = 1
and p+p = p. Since L is a Π∀-chain, we have ¬¬χ→ ((ϕ&χ→ ψ&χ)→ (ϕ&ψ))
is an L-tautology. Hence
¬¬p⇒ ((1 + p⇒ p+ p)⇒ (1⇒ p)) = 1
1⇒ ((p⇒ p)⇒ p) = 1
(p⇒ p)⇒ p = 1
1⇒ p = 1
p = 1.
But p < 1 and we have a contradiction.
Lemma 5.1.5. Let L be a Π∀-chain, where L = AT for some tower T . If Ci, Cj
are components of T and neither is the last component, then i = j.
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Proof. Without loss of generality, assume j < i. By Lemma 5.1.4, we know Ci
and Cj are not singleton. Let a, b ∈ Ci so that a > b and let c 6= 0 ∈ Cj. Since
L is a Π∀-chain, we have ¬¬χ → ((ϕ&χ → ψ&χ) → (ϕ&ψ)) is an L-tautology.
Hence
¬¬c⇒ ((a+ c⇒ b+ c)⇒ (a⇒ b)) = 1
1⇒ ((c⇒ c)⇒ (a⇒ b)) = 1
(c⇒ c)⇒ (a⇒ b) = 1
1⇒ (a⇒ b) = 1
a⇒ b = 1.
But a⇒ b = b− a < 1L which is a contradiction. Therefore i = j.
Theorem 5.1.6. Let L be a Π∀-chain, where L = AT for some tower T . Then
T = 〈C0, C1〉 where C0 ∼= (N−∞(G),+,≤), for some ordered Abelian group G and
C1 is a singleton.
Proof. This is a direct corollary of the preceding lemmas. If the first component is
a singleton by the decomposition theorem it has to be followed either by another
singleton or an T (G, d). Lemmas 5.1.4 and 5.1.3 imply that this can not happen.
Now Lemma 5.1.5 gives us that T has two components 〈C0, C1〉, where C0 ∼=
(N−∞(G),+,≤), for some ordered Abelian group G and C1 is a singleton.
In order to make the notation easy to follow we make the following definition.
Definition 5.1.7. Let G be an ordered Abelian group. Let L = AT , where
T = 〈C0, C1〉 and C0 ∼= (N−∞(G),+,≤). We write L(G) for L.





We first remind the reader of the definition of safe structures (Definition 4.2.7).
Given L a BL-chain, the structure M is L-safe if all the needed infima and
suprema exist, i.e. ||ϕ||LM,ν is defined for all ϕ, ν.
Definition 5.2.1. Given L a BL-chain, the structure M is called L-closed if and
only if for every ϕ a formula
||∃xϕ(x)||LM = ||ϕ(c)||
L
M for some c ∈M ;
||∀xϕ(x)||LM = ||ϕ(c)||
L
M for some c ∈M , provided ||∀xϕ(x)||
L
M 6= 0.
Note that a closed L-structure is a safe L-structure. The following example
and discussion motivates our definition of closed models, that we may not assume
that if 0 is the infimum of a sequence then it is actually an element of the sequence.
Example 5.2.2. σ := (∀xP → Q)→ ∃x(P → Q) is not a tautology of Π∀.
Let L = L(G) for some ordered Abelian group, G. Let {xn | xn ∈ N−∞(G), n ∈
ω, infn xn = 0, xn 6= 0}. Let M = 〈M, rP , rQ〉 where M = ω and rP (n) = xn and
rQ(n) = 0 for n ∈ ω. Then
||σ||M = (inf
n
xn ⇒ y)⇒ sup
n
(xn ⇒ y)






= 1⇒ 0 = 0
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In the above example, assume xn0 = 0 for some n0 ∈ ω. Then we would
actually have ||σ||M = 1.
||σ||M = (inf
n
xn ⇒ y)⇒ sup
n
(xn ⇒ y)





Here we have a sentence which is not an L(G)-tautology, but it will evaluate
to 1 if we assume that 0 is attained by a point in the sequence. We shall later
see that the obstacle we face in predicate Product Logic is exactly sequences
approaching zero. We will divide our Π∀-chains, L(G) into two collections. One
collection contains those L(G)’s that N(G) contains an element with minimal
Archimedean class, like L(R1+Q). The other collection contains those L(G)’s
that N(G) does not have an element with minimal Archimedean class, like L(RQ).
We will finally see that in evaluating a sentence α in some L(G) and M L(G)-
structure, if we do not encounter a sequence approaching zero such that zero is
not one of its elements then we may assume that L(G) is in the second collection
and is actually L(RQ).
5.3 Some Results for Π∀
In this section we will prove some preliminary result for Π∀. For the rest of
section we fix L a countable predicate language.
Lemma 5.3.1. For each natural n ≥ 1 and formula ϕ,
1. Π∀ ⊢ (∀xϕ(x))n ≡ ∀xϕn(x),
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2. Π∀ ⊢ (∃xϕ(x))n ≡ ∃xϕn(x).
Proof. 1. Theorem 4.2.17 implies Π∀ ⊢ (∀xϕ(x))n ≡ ∀xϕn(x) if and only if for
all Π∀-chains L and L-safe structure M, we have ||(∀xϕ(x))n ≡ ∀xϕn(x)||LM =
1L. We have shown that if L is a Π∀-chain then L = L(G) for some or-
dered Abelian group. Let L(G) and M an L(G)-safe structure be given.
Let ||ϕ(mi)||M = ai, for each mi ∈ M and some ai ∈ N(G). Then since +






so ||(∀xϕ(x))n ≡ ∀xϕn(x)||
L(G)
M = 1L.
2. We have the same proof as above, replacing infimum with supremum.
Lemma 5.3.2. For each natural n ≥ 1 and formulas ϕ and ψ,
1. Π∀ ⊢ (ϕ→ ψ)n ≡ (ϕn → ψn),
2. Π∀ ⊢ (ϕ&ψ)n ≡ (ϕn&ψn).
Proof. Again we will use the technique of Lemma 5.3.1. We need to show
||(ϕ→ ψ)n ≡ (ϕn → ψn)||
L(G)
M = 1 and ||(ϕ&ψ)
n ≡ (ϕn&ψn)||
L(G)
M = 1 for all or-
dered Abelian groups, G and all L(G)-safe structures M. Fix n ≥ 1, a, b ∈ N(G)
for G an ordered Abelian group. We need to show n(a ⇒ b) = na ⇒ nb and
n(a+ b) = na+ nb.
1. If a ≤ b then we have na ≤ nb, hence n(a⇒ b) = n1 = 1 and na⇒ nb = 1.
If a > b, then n(a ⇒ b) = n(b − a) = nb − na = na ⇒ nb. In both cases,
n(a⇒ b) = na⇒ nb.
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2. Trivial.
Lemma 5.3.3. Let ϕ be an arbitrary formula, ν a formula not containing x,
then
1. ⊢ ∀x(ϕ(x)→ ν) ≡ (∃xϕ(x)→ v),
2. Π∀ ⊢ ∃x(ν → ϕ(x)) ≡ (ν → ∃xϕ(x)).
Proof. 1. (→) is (∃2).
(←), ⊢ ϕ(x)→ ∃xϕ(x);
∴ ⊢ (∃xϕ(x)→ ν)→ (ϕ(x)→ ν; )
∴ ⊢ ∀x((∃xϕ(x)→ ν)→ (ϕ(x)→ ν)) (generalization);
∴ ⊢ (∃xϕ(x)→ ν)→ ∀x(ϕ(x)→ ν) by ∀2.
2. (→), ⊢ (ν → ϕ(x))→ (ν → ∃xϕ(x));
∴ ⊢ ∀x((ν → ϕ(x))→ (ν → ∃xϕ(x))), (generalization);
∴ ⊢ ∃x(ν → ϕ(x))→ (ν → ∃xϕ(x)) by applying (∃2).
(←), Let L(G) be a Π∀-chain, where G is an ordered Abelian group. It
suffices to show a ⇒ supi bi ≤ supi(a ⇒ bi), for a, bi, sup bi ∈ N(G). If
there is a j such that a ≤ bj then a ≤ supi bi. Therefore we get, a ⇒
supi bi = 1 = a⇒ bj = supi(a ⇒ bi). On the other hand, if a ≥ bi for all i
we get a⇒ supi bi = supi bi − a = supi(bi − a) = supi(a⇒ bi).
Lemma 5.3.4. For each theory T and closed formulas α, ϕ, ψ, if T 0 α then
either T ∪ {ϕ→ ψ} 0 α or T ∪ {ψ → ϕ} 0 α.
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Proof. Suppose T ∪ {ϕ → ψ} ⊢ α and T ∪ {ψ → ϕ} ⊢ α. Then by Deduction
Theorem, for some n a positive integer T ⊢ (ϕ→ ψ)n → α and T ⊢ (ψ → ϕ)n →
α, thus T ⊢ ((ϕ → ψ)n ∨ (ψ → ϕ)n) → α. But ⊢ (ϕ → ψ)n ∨ (ψ → ϕ)n, hence
T ⊢ α a contradiction.
Let T ′ = T ∪ {ϕ → ψ} in the former case and T ′ = T ∪ {ψ → ϕ} in the latter
case. T ′ is an extension of T deciding (ϕ, ψ) and keeping α unprovable.
Lemma 5.3.5. Let T be a theory over Π∀ and assume T 0 α for some closed
formula α. Let c be a new constant symbol. Then T ∪ {∃xχ(x)→ χ(c)} 0 α.
Proof. By way of contradiction suppose T ∪ {∃xχ(x)→ χ(c)} ⊢ α.
∴ T ⊢ (∃xχ(x)→ χ(c))k → α), for some positive integer k (Deduction Theorem);
∴ T ⊢ (∃xχ(x)→ χ(y))k → α), replacing c by y a new variable;
∴ T ⊢ ∀y((∃xχ(x)→ χ(y))k → α)) generalization;
∴ T ⊢ ∃y(∃xχ(x)→ χ(y))k → α, (∃2);
∴ T ⊢ (∃y(∃xχ(x)→ χ(y)))k → α, Lemma 5.3.1;
∴ T ⊢ (∃xχ(x)→ ∃yχ(y))k → α, Lemma 5.3.3;
∴ T ⊢ α, which is a contradiction.
Hence, T ∪ {∃xχ(x)→ χ(c)} 0 α.
Lemma 5.3.6. Let T be a theory over Π∀ and assume T∪{χ(c)→ (∀x)χ(x)} ⊢ α
for some new constant symbol c. Then T ∪ {∃y(χ(y)→ ∀xχ(x))} ⊢ α.
Proof. T ∪ {χ(c)→ (∀x)χ(x)} ⊢ α
∴ T ⊢ (χ(c)→ ∀xχ(x))k → α, Deduction Theorem;
∴ T ⊢ (χ(y)→ ∀xχ(x))k → α, replacing c by y;
∴ T ⊢ ∀y((χ(y)→ ∀xχ(x))k → α), generalization;
∴ T ⊢ ∃y(χ(y)→ ∀xχ(x))k → α, Lemma 5.3.3;
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∴ T ⊢ (∃y(χ(y)→ ∀xχ(x))k → α, Lemma 5.3.1;
T ∪ {∃y(χ(y)→ ∀xχ(x))} ⊢ α, Deduction Theorem.
Theorem 5.3.7. Let T be a theory over Π∀ and suppose T ∪ {∀xχ(x)→ 0} ⊢ α
and T ∪ {χ(c)→ (∀x)χ(x)} ⊢ α (c a new constant symbol). Then T ⊢ α.
Proof. Let L be a BL-chain and let M be a L-model of T .We need to show
||α||M = 1.
Case 1: ||∀xχ(x)||LM = 0. Then ||∀xχ(x)→ 0||
L
M = 1. Therefore, M |= T ∪
{∀xχ(x)→ 0} and ||α||LM = 1.
Case 2: ||∀xχ(x))||LM 6= 0. Therefore, ||∃y(χ(y)→ ∀xχ(x))||
L
M = 1 On the other
hand T ∪{χ(c)→ (∀x)χ(x)} ⊢ α which implies T ∪{∃y(χ(y)→ ∀xχ(x))} ⊢
α (Lemma 5.3.6).
∴ T ⊢ (∃y(χ(y)→ ∀xχ(x)))k → α (Deduction Theorem).
∴ ||(∃y(χ(y)→ ∀xχ(x)))k → α||
L
M = 1. But
||(∃y(χ(y)→ ∀xχ(x)))k → α||
L
M = ||1→ α||
L
M
= ||α||LM = 1L.
In both cases we have shown that ||α||LM = 1 and this completes the proof of the
theorem.
Corollary 5.3.8. Let T be a theory over Π∀ and suppose T 0 α. Let χ(x)
be a formula of the language of T and c a new constant symbol. Then either
T ∪ {∀xχ(x)→ 0} 0 α or T ∪ {χ(c)→ (∀x)χ(x)} 0 α .
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5.4 Completeness Theorem For Π∀
In this section we will strengthen Hájek’s Completeness Theorem for predicate
product logic. We will use techniques used in [Háj98]. We will expand our
language and go through a Henkinization process. We then provide a closed
L-model for T which is the collection of classes of T -equivalent closed formulas.
Definition 5.4.1. ([Háj98]) Let T be a theory over C∀ a schematic extension of
BL∀.
1. T is consistent if there is formula ϕ unprovable in T .
2. T is complete if for each pair ϕ, ψ of closed formulas, T ⊢ (ϕ → ψ) or
T ⊢ (ψ → ϕ).
3. T is Henkin if for each closed formula of the form ∀xϕ(x) unprovable in T
there is a constant c in the language of T such that ϕ(c) is unprovable in
T .
Definition 5.4.2. Let C∀ be a schematic extension of BL∀. Let T be a theory
over C∀. For each closed formula ϕ let [ϕ]T = {ψ | T ⊢ ϕ ≡ ψ}. Let LT be the
set of all the classes [ϕ]T . We define
[ϕ]T + [ψ]T := [ϕ&ψ]T .
[ϕ]T ⇒ [ψ]T := [ϕ→ ψ]T
Lemma 5.4.3. 1. If T is complete then LT is a BL-chain.








(c running over all constants of T ).
Proof. 1. We order LT by
[ϕ]T ≤ [ψ]T if and only if T ⊢ ϕ→ ψ.
(a) Since T is complete the definition of ≤ is well defined on LT and
[1]T = 1LT and [0]T = 0LT .
(b) It is a very straightforward application of the definitions to show
(LT ,+) is a semigroup ([ϕ&ψ]T = [ψ&ϕ]T ). We now need to show
for all ϕ, ψ and χ formula the following holds.
[ϕ]T ≤ [ψ]T if and only if [ϕ]T + [χ]T ≤ [ψ]T + [χ]T .
Suppose [ϕ]T ≤ [ψ]T , then T ⊢ ϕ→ ψ. But by Lemma 4.2.18 we have
⊢ (ϕ → ψ) → ((ϕ&χ) → (ψ&χ)), therefore T ⊢ (ϕ&χ) → (ψ&χ).
Hence [ϕ]T + [χ]T ≤ [ψ]T + [χ]T .
Now suppose [ϕ]T  [ψ]T . Then [ψ]T < [ϕ]T . A symmetric argument
shows that [ψ]T + [χ]T ≤ [ϕ]T + [χ]T .
(c) [ϕ]T + [ϕ→ ψ]T = [ψ]T by definition.
Therefore LT is a BL-chain.
2. Obviously, [ϕ(c)]T ≤ [∃xϕ(x)]T for all c. Assume [ϕ(c)]T ≤ [γ]T for all c.
We need to show [∃xϕ(x)]T ≤ [γ]T .
By way of contradiction, suppose [∃xϕ(x)]T  [γ]T . ∴ T 0 (∃xϕ(x))→ γ.
∴ T 0 ∀x(ϕ(x)→ γ).
∴ T 0 ϕ(c)→ γ (T is Henkin).
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∴ [ϕ(c)]T  [γ]T a contradiction. Therefore [∃xϕ]T = supc[ϕ(c)]T . A
similar argument shows that [∀xϕ]T = infc[ϕ(c)]T .
Lemma 5.4.4. For each theory T over Π∀ and each closed formula α, if T 0 α
then there is theory T̂ such that
1. T ⊆ T̂ ;
2. T̂ is Henkin and complete;
3. {∃xχ(x)→ χ(cχ)} ∈ T̂ for all χ formula and some constant cχ;
4. Either {∀xχ(x) → 0} ∈ T̂ or {χ(dχ) → (∀x)χ(x)} ∈ T̂ for all χ formula
and some constant dχ;
5. T̂ 0 α.
Proof. We first extend the language L of T to L′ = L ∪ {ci | i ∈ ω}, where ci’s
are new constant symbols. In our construction we need to ensure four properties:
completeness, the Henkin property, the ∃ and ∀ properties. Fix a countable
enumeration {(ϕ, ψ) | ϕ, ψ formulas of L′} of pairs of L′-formulas. For n ∈ ω, at
4n steps we will decide on (ϕ→ ψ) and (ψ → ϕ) (completeness). At 4n+1 steps
we will take care of formulas of the form ∀xχ(x), at 4n+ 2 steps we will process
the ∃ property and at 4n+ 3 we will process the ∀ property.
Let T0 = T, α0 = α. Assume Tn, αn have been constructed so that T0 ⊆ Tn, Tn ⊢
α → αn, Tn 0 αn. We want to construct Tn+1, αn+1 so that Tn+1 ⊢ αn → αn+1,
Tn+1 0 αn+1 and Tn+1 satisfies the nth task.
Case 1: The nth task is deciding (ϕ, ψ). By Lemma 5.3.4 let Tn+1 be the exten-
sion of Tn deciding (ϕ, ψ), keeping αn unprovable. Let αn+1 = αn.
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Case 2: The nth task is deciding ∀xχ(x). Let c be one of the new constant
symbols of L′ not appearing in Tn.
Subcase (a) Tn 0 αn ∨ χ(c), then Tn 0 χ(c), hence Tn 0 ∀xχ(x). In this
case, let Tn+1 = Tn and αn+1 = αn ∨ χ(c).
Subcase (b) Tn ⊢ αn ∨ χ(c).
∴ Tn ⊢ αn ∨ χ(x) (c does not appear in Tn).
∴ Tn ⊢ ∀x(αn ∨ χ(x)) (generalization).
∴ Tn ⊢ (αn ∨ ∀xχ(x)) ((∀3)).
But (αn ∨ ∀xχ(x)) ≡ [(αn → ∀xχ(x))→ ∀xχ(x)] ∧ [(∀xχ(x)→ α)→
∀xχ(x)].
∴ T ∪ {∀xχ(x)→ αn} ⊢ αn (Deduction Theorem).
∴ T ∪ {αn → ∀xχ(x)} 0 αn (Lemma 5.3.4) and
T ∪ {αn → ∀xχ(x)} ⊢ ∀xχ(x).
In this case, we let Tn+1 = T ∪ {αn → ∀xχ(x)} and αn+1 = αn.
Case 3: The nth task is deciding ∃ property. Let Tn+1 = Tn∪{∃xχ(x)→ χ(cχ)}
and αn+1 = αn. Note Tn+1 0 αn+1 by Lemma 5.3.5.
Case 4: The nth task is deciding between {∀xχ(x)→ 0} and {χ(dχ)→ (∀x)χ(x)}.
Then by corollary 5.3.8 either Tn ∪ {∀xχ(x) → 0} 0 α or Tn ∪ {χ(c) →
(∀x)χ(x)} 0 α . In the former case let Tn+1 = Tn ∪ {∀xχ(x) → 0} and in
the latter case let Tn+1 = Tn ∪ {χ(c)→ (∀x)χ(x)}.
Let T̂ =
⋃
n Tn. We show T̂ has the desired properties.
T̂ is complete: By construction (ϕ, ψ) was decided at one of the steps. Hence
either ϕ→ ψ ∈ T̂ or ψ → ϕ ∈ T̂ .
50
T̂ is Henkin: Suppose T̂ 0 ∀xχ(x) and suppose ∀xχ(x) was handled in step n.
Then Tn+1 0 ∀xχ(x), so we can apply subcase (2a) and Tn+1 0 αn ∨ χ(c).
So, T̂ 0 χ(c).
T̂ 0 α: Suppose T̂ ⊢ α. Then Tn ⊢ α for some n. But Tn ⊢ α → αn. Therefore
Tn ⊢ αn, a contradiction.
We have {∃xχ(x) → χ(cχ)} ∈ T̂ for all χ formula and some constant cχ by
construction;
Similarly by construction, either {∀xχ(x)→ 0} ∈ T̂ or {χ(dχ)→ (∀x)χ(x)} ∈ T̂
for all χ formula and some constant dχ;
Theorem 5.4.5. For each theory T over Π∀ satisfying the conditions (2) − (4)
of Lemma 5.4.4 and each closed formula α such that T 0 α, there is a Π∀-chain
L and closed L-model M of T such that ||α||LM < 1L.
Proof. Let L be the language of T . Let L = LT Which is a BL-chain by Lemma
5.4.3 . Let M = 〈M, (rP )P , (mc)c〉, where M is the set of all constant symbols of
L, mc = c and for each predicate P define rP (~c) = [P (~c)]T .
Claim 1: ||ϕ||LM = [ϕ]T .
Proof of the claim 1: We will prove this by induction on the formulas. If ϕ is an
atomic formula the claim follows from definition.





= [ϕ]T ⋄ [ψ]T
= [ϕ ◦ ψ]T
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= [∃xϕ(x)]T , Lemma 5.4.3.
This completes the proof of the claim 1.
Claim 2: M is a closed L-model. Let χ(x) be a formula with one free variable
we need to show:
1. ∃c such that ||∃xχ(x)||LM = ||χ(c)||
L
M;









That is ||∃xχ(x)||LM ≤ ||χ(cχ)||
L
M








Either {∀xχ(x) → 0} ∈ T or {χ(dχ) → (∀x)χ(x)} ∈ T . If ||∀xχ(x)||
L
M 6= 0, we










But ||(∀x)χ(x)||LM ≤ ||χ(dχ)||
L
M




is a closed L-model and the proof of claim 2 is complete.
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We have shown that M is a closed model of T , i.e., for every axiom ϕ of T we
have ||ϕ||LM = [ϕ]T = 1L. However, ||α||
L
M = [α]T 6= [1]T = 1L. This completes
the proof of the theorem.
Notice in the above theorem by construction M and L are countable since we
are working with countable languages. We are now ready to tackle Completeness
Theorem.
Theorem 5.4.6 (Completeness Theorem for Π∀ (A)). Let T be a theory
over Π∀. Let ϕ be a formula of the language of T . Then T ⊢ ϕ if and only if
||ϕ||LM = 1L for every countable L a Π∀-chain and every countable closed L-model
M.
Proof. This follows immediately from Theorem 5.4.5 and Lemma 5.4.4.
Theorem 5.4.7 (Completeness Theorem for Π∀ (B)). Let T be a theory
over Π∀. Let ϕ be a formula of the language of T . Then T ⊢ ϕ if and only if
||ϕ||LM = 1L(G) for every countable ordered Abelian group, G, and every countable
closed L(G)-model M of T .
Proof. The proof follows from Theorem 5.4.6 and the fact that if L is a Π∀-chain
then L = L(G) for some ordered Abelian group.
5.5 Transfer Results to RQ or R1+Q
In this section we will show Π∀ ⊢ α if and only if for all M closed L-structures
||α||LM = 1, where L = L(R
Q) or L(R1+Q). This will be done in several steps.
We will first show that if α is not an L(G)-tautology then α is not an L(RS)-
tautology, where (F, S) is a Hahn representation of G. This will be done using
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the fact that F is cointiality preserving. We will then show that α is either not
an L(R1+Q)-tautology or not an L(RQ)-tautology. This will be achieved using
the fact that for any ordered set S there is a coinitiality preserving embedding of
RS into either RQ or R1+Q.
Definition 5.5.1. Let G and H be two ordered Abelian groups and let f : G→
H be a coinitiality preserving embedding (hence f : N(G) →֒ N(H)) . Let
f̃ : L(G)→ L(H) be defined by f̃(−∞) = −∞ f̃ ⇂N(G)= f and f̃(1) = 1.
Theorem 5.5.2. Let G and H be two ordered Abelian groups and let f : G→ H
be a coinitiality preserving embedding. Let M = 〈M, (rP )P , (mc)c〉 be a closed
L(G)-model. Let f̃ be from Definition 5.5.1 and let M̂ = 〈M, (r̂P )P , (m̂c)c〉,





for all ν evaluation and ϕ a formula and M̂ is a closed L(H)-structure.
Proof. . We prove this by induction on the formulas.
||x||M̂,ν = ν(x) = ||x||M,ν ;
||c||M̂,ν = m̂c = mc = ||c||M,ν ;
||P (~t)||
L̂
M̂,ν = r̂P (||~t||
L̂
M̂,ν) = f̃(rP (||~t||
L
M,ν)) = f̃(||P (~t)||
L
M,ν);







= f̃(||ϕ||LM,ν) ⋄ f̃(||ψ||
L
M,ν) (induction)
= f̃(||ϕ ◦ ψ||LM,ν)
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where ◦ = &,→ and ⋄ = +,⇒.
For quantifiers we have
f̃(||∃xϕ||LM,ν) = f̃(||ϕ(c)||
L







The last equality holds since f̃(||ϕ(c)||LM,ν) ≥ f̃(||ϕ(d)||
L
M,ν) (f̃ is order pre-
serving) and supν′∈E(ν,x) ||ϕ(x)||
L̂






If ||∀xϕ||LM,ν 6= 0, then
f̃(||∀xϕ||LM,ν) = f̃(||ϕ(c)||
L







The last equality holds since f̃(||ϕ(c)||LM,ν) ≤ f̃(||ϕ(d)||
L
M,ν) (f̃ is order preserving)
and infν′∈E(ν,x) ||ϕ(x)||
L̂







If ||∀xϕ||LM,ν = 0, then since f̃ is coinitiality preserving we have ||∀xϕ||
L̂
M̂,ν = 0.
This complete the proof of the claim and that M̂ is a closed L(H)-model.
Corollary 5.5.3. Suppose f : G→ H is a coinitiality preserving embedding. Let




Proof. This is a direct corollary of Theorem 5.5.2.
Corollary 5.5.4. Let G be a countable ordered Abelian group and let M be a






Proof. Let (RS, F ) be a Hahn representation of G. We have shown that F is
coinitiality preserving. Therefore by corollary 5.5.3, ϕ is not an L(RS)-tautology.
Lemma 5.5.5. Let S be a countable linear ordering and let M be a closed L(RS)-
structure. Suppose ||ϕ||
L(RS)
M < 1 Then either ||ϕ||
L(RQ)
M̂




Proof. By Lemma 3.2.8, we have that for any countable ordered set S, RS there
exists a coinitiality preserving embedding f : RS → RQ or R1+Q. This gives the
desired result.
So far we have shown that if α is not an L(G)-tautology for some countable
G, then either α is not an L(RQ)-tautology or α is not an L(R1+Q)-tautology.
The next two Completeness Theorems follow directly from our earlier versions of
Completeness Theorem and the results in section 5.5.
Theorem 5.5.6 (Completeness Theorem for Π∀ (C)). Let T be a theory
over Π∀. Let ϕ be a formula of the language of T . Then T ⊢ ϕ if and only if
||α||LM = 1L where L = L(R
S) for all lexicographic function space RS (S countable)
and every countable closed RS-model M of T .
Proof. (→) Suppose T ⊢ α then for every L, a Π∀-chain and every closed L-
model M, ||ϕ||LM = 1L. We have shown that L = L(G) for some countable
ordered Abelian group. And certainly, RS is an ordered Abelian group.
(←) Suppose T 0 α. Then there is an L(G) for some ordered Abelian group and
a closed L(G)-model M such that ||α||L(G)M 6= 1. Now by corollary 5.5.4 we may
assume that L = L(RS), where (RS, F ) is a Hahn representation for G. And the
proof is complete.
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Theorem 5.5.7 (Completeness Theorem for Π∀ (D)). Let T be a theory
over Π∀. Let ϕ be a formula of the language of T . Then T ⊢ ϕ if and only if
||α||LM = 1L where L = L(R
Q) or L(R1+Q) and every countable closed L-model M
of T .
Proof. The result directly follows from Theorem 5.5.6 and Lemma 5.5.5.
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Chapter 6
L(RS)-Tautologies When S Is Not Initially Scattered
In this chapter will show that if α is not provable from Π∀, then α is not an
L(RS)-tautology, where S is not initially scattered. We will go through a very
similar Henkenization process as in 5.4. We will conclude that L(RS)-TAUT is
recursively enumerable if S is not initially scattered.
6.1 Main Result
Again for the rest of this section let L be a countable predicate language. We
need to deal with sequences that approach but do not equal 0 in evaluation of
sentences.
Lemma 6.1.1. Let T be a theory over Π∀ and α a sentence of L, the language
of T . Let L be a Π∀-chain and M a closed L-model of T such that ||α||LM < 1.
Let χ(x) be an L-formula with one single variable and let c ∈ M . Suppose there
exists b∗ ∈M such that ||χ(b∗)||LM ≤ m||χ(c)||
L
M for all m ∈ ω. Then
T ∪ {χ(e)→ χm(c) : m ∈ ω} 0 α,
where e is a new constant symbol.
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Proof. Note by assumption we have T 0 α. By way of contradiction suppose
T ∪ {χ(e) → χm(c) : m ∈ ω} ⊢ α. Since proofs have finite length, we may
assume there is a single m such that T ∪{χ(e)→ χm(c)} ⊢ α. Now by Deduction
theorem T ⊢ (χk(e) → χmk(c)) → α, for some positive k. Since e is a constant
not appearing in T we may replace it by x and get T ⊢ (χk(x) → χmk(c)) → α.
Hence by generalization we get ||(χk(b∗)→ χmk(c))→ α||
L
M = 1. However, we
have ||χk(b∗)→ χmk(c)||
L
M = 1. Therefore, ||α||
L
M = 1 a contradiction and we
have the result.
Lemma 6.1.2. Let T be a complete Henkin theory over Π∀, where L is the
language of T . Suppose T 0 α. Then there exists L′ ⊇ L and T ′ ⊇ T such that
1. T ′ is a complete Henkin theory over L′;
2. T ′ 0 α;
3. For all L-formulas χ(x) with one free variable, there exist c ∈ L′ such that
{∃xχ(x)→ χ(c)} ∈ T ′;
4. For all L-formulas χ(x) with one free variable, either there is d ∈ L′ such
that {χ(d) → ∀xχ(x)} ∈ T ′ or for all c ∈ L there is dc ∈ L
′ such that
{χ(dc)→ χ(c)
n | n ∈ ω} ∈ T ′.
Proof. We first extend the language L of T to L′ = L ∪ {ci | i ∈ ω}, where ci’s
are new constants. The proof of this theorem is almost identical to the proof of
Lemma 5.4.4. The only slight difference is in ensuring property 4. This is how
we do it. If the nth task is deciding between {χ(d) → ∀xχ(x)} and {χ(dc) →
χ(c)n | n ∈ ω}. By corollary 5.3.8 we have either Tn ∪ {∀xχ(x) → 0} 0 α or
Tn∪{χ(c)→ (∀x)χ(x)} 0 α . In the former case let Tn+1 = Tn∪{χ(dc)→ χ(c)n |
n ∈ ω} and in the latter case let Tn+1 = Tn ∪ {χ(d)→ (∀x)χ(x)}.
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Let T ′ =
⋃
n Tn. Verifying T
′ has the desired properties is identical to the
proof of Lemma 5.4.4.
Theorem 6.1.3. Let T be a theory over Π∀ in the language L. Suppose T 0 α,
α an L-sentence. Then there is L∗ ⊇ L, L a Π∀-chain, M a closed L-structure
such that
1. M is an L-model of T , i.e., ||σ||M = 1L for all σ ∈ T .
2. M is super-closed, i.e.,
(a) For all L∗-formula ϕ(x) with one free variable there is c ∈ L∗ such
that ||ϕ(c)||M ≥ ||∃xϕ(x)||M (hence we have equality);
(b) For all L∗-formula ϕ(x) with one free variable such that ||∀xϕ(x)||M 6=
0, there is d ∈ L∗ such that ||ϕ(d)||M ≤ ||∀xϕ(x)||M (hence we have
equality).
(c) For all L∗-formula ϕ(x) with one free variable such that ||∀xϕ(x)||M =
0, but ||ϕ(c)||M > 0 for all c ∈ L
∗, there exists dc ∈ L
∗ such that
||ϕ(dc)||M ≤ ||ϕ(c)
n||M for all n ∈ ω and c ∈ L
∗.
Proof. Given T,L and α let L0 ⊇ L ∪ Henkin constants. Let T0 be a complete
Henkin theory in L0 such that T0 0 α. Iterate Lemma 6.1.2 ω times. At step n
let Tn+1 = (Tn)
′. αn+1 = α. Let L
∗ = ∪{Ln : n ∈ ω} and T
∗ ∪ {Tn : n ∈ ω}.
Claim: T ∗ is a complete Henkin theory in L∗ such that
1. T ∗ 0 α;
2. For all L-formulas ϕ(x) with one free variable, there exist c ∈ L′ such that
{∃xϕ(x)→ ϕ(c)} ∈ T ′;
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3. For all L-formulas ϕ(x) with one free variable, either there is d ∈ L′ such
that {ϕ(d) → ∀xϕ(x)} ∈ T ′ or for all c ∈ L there is dc ∈ L
′ such that
{ϕ(dc)→ ϕ(c)
n | n ∈ ω} ∈ T ′.
Proof of the claim: The completeness and Henkin properties of T ∗ is proved
exactly as in 6.1.2. By way of contradiction suppose T ∗ ⊢ α, then Tn ⊢ α for
some n ∈ ω a contradiction to Lemma 6.1.2. By construction we have the other
3 properties involving quantifiers.
Let L be the Π∀-chain and M be the closed L-model we produced in theorem
5.4.5. We claim that M has the properties needed by the theorem.
By construction M is a model of T ∗. Again by construction ||α||M < 1.
Let ϕ(x) be an L∗ formula with one free variable. Since ϕ has finitely many
symbols we may assume ϕ is an Ln-formula for some n ∈ ω. Then by
Lemma 6.1.2, there exists c ∈ Ln+1 ⊆ L
∗ such that {∃xϕ(x) → ϕ(c)} ∈
Tn+1 ⊆ T
∗. Hence ||∃xϕ(x)→ ϕ(c)||M = 1, that is ||ϕ(c)||M ≥ ||∃xϕ(x)||M.
Let ϕ(x) be an L∗ formula with one free variable. Again we may assume ϕ
is an Ln-formula for some n ∈ ω. Then by Lemma 6.1.2, either there is
d ∈ Ln+1 ⊆ L
∗ such that {ϕ(d) → ∀xϕ(x)} ∈ Tn+1 ⊆ T
∗ or for all c ∈ Ln
there is dc ∈ Ln+1 such that {ϕ(dc) → ϕ(c)
n | n ∈ ω} ∈ Tn+1 ⊆ T
∗. In
the former case ||ϕ(d)→ ∀xϕ(x)||M = 1, hence ||ϕ(d)||M ≤ ||∀xϕ(x)||M. In
the latter case ||ϕ(dc)→ ϕ(c)
n||M = 1 for all n ∈ ω, hence ||ϕ(dc)||M ≤
||ϕ(c)n||M = n||ϕ(c)||M for all n ∈ ω.
And the proof is complete.
Definition 6.1.4. Let L be a predicate language. Let L be a Π∀-chain and let
M be a closed L-structure over L. We say there is a threat present at M if and
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only if for some L-formula with one free variable, ϕ(x), ||∀xϕ(x)||LM = 0, but
||ϕ(c)||LM 6= 0 for all c ∈ L.
Now we would like to show if ||α||
L(RS)
M < 1 then ||α||
L(RQ)
M < 1. We will
use Theorem 5.5.2 which requires a coinitiality preserving embedding. However,
we note that if there are no threats present at M, it suffices to have an order
preserving embedding f : S → Q.
Lemma 6.1.5. Let T be a theory over Π∀. Suppose T 0 α for some sentence α.
Then α is not an L(RQ)-tautology.




There are two cases. Either there is a threat present at M or not.
Case 1: Suppose there is no threat present at M. Let h : S → Q be any order
preserving map. Let f : RS → RQ be the canonical map induced by h.






Case 2: Suppose there is a threat present at M. Hence there exists a ϕ such
that ||∀xϕ(x)||
L(RS)
M = 0, but ||ϕ(c)||
L(RS)
M 6= 0 for all c ∈ L. Therefore by
part 2(c) of 6.1.3, we have that L(RS) does not contain a smallest non-zero
Archimedean class. Therefore S does not contain a smallest element. Let
h : S → Q be an order and cointiality preserving map given by Lemma
2.2.4. Let f : RS → RQ be the canonical map induced by h which is




M ) < 1.
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This completes the proof of the theorem.
Theorem 6.1.6 (Completeness theorem for Π∀ (E)). Let T be a theory
over Π∀. Let ϕ be a formula of the language of T . Then T ⊢ ϕ if and only if
||α||
L(RQ)
M = 1L(RQ), for every countable closed L(R
Q)-structure M of T .
Proof. This is a direct result of Lemma 6.1.5 and our other completeness theo-
rems.
Theorem 6.1.7. Let T be a theory over Π∀. Let ϕ be a formula of the language
of T . Let S be a countable, not initially scattered linear ordering. Then T ⊢ ϕ if
and only if ||α||L(R
S)
M = 1L(RS), for every countable closed L(R
S)-structure M of
T .
Proof. → Theorem 5.5.6.
← Suppose T 0 ϕ, then by Theorem 6.1.6 ||α||L(R
Q)
M < 1L(RQ), for every countable
closed L(RQ)-structure M. By Lemma 2.2.8 we have a coinitiality preserv-




every countable closed L(RQ)-structure M̂.
Corollary 6.1.8. Let S be a countable not initially scattered linear ordering.
Then L(RS)-TAUT is recursively enumerable. In particular L(RS)-TAUT=L(RQ)-
TAUT.
Proof. σ ∈ L(RS)-TAUT if and only if Π∀ ⊢ σ if and only if σ ∈ L(RQ)-TAUT.
Hence, L(RS)-TAUT is recursively enumerable.
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Chapter 7
L(RS)-Tautologies When S Is Initially Scattered
In [Mon01], Montagna proves that the set of L(R1)-tautologies of predicate Prod-
uct Logic is not arithmetical. We will extend his proof to show that the set of
L(RT )-tautologies is not arithmetical when T is initially scattered.
7.1 Preliminaries
Let L0 be a predicate language containing {Z, S,E, L,A, P}, and let L = L0∪{U}
where
• Z and U are unary predicates, Z(x) to be read as x = 0 and U(x) has no
arithmetical interpretation;
• S,E and L are binary relations. S(x, y) to be read x+ 1 = y, E(x, y) to be
read x = y and L(x, y) to be read x < y;
• A and P are ternary relation symbols, A(x, y, z) to be read x + y = z and
P (x, y, z) to be read x · y = z.
Definition 7.1.1. For every L0-formula ϕ(x) , we write ϕ(0) for
∀x(x = 0→ ϕ(x)),
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and for k a positive integer , we write ϕ(x+ k) for
∀x1 . . . ∀xk((
k−1∧
i=1
(xi + 1 = xi+1) ∧ (x1 = x+ 1))→ ϕ(xk)).
Definition 7.1.2. Let P denote a finitely axiomatizable system of arithmetic (in
the language L0), whose axioms are:
• The axioms of Robinson’s Q, including the axioms of equality.
– ∀x(¬S(x) = 0);
– ∀x∀y(S(x) = S(y)→ x = y);
– ∀x(x+ 0 = x);
– ∀x∀y(x+ S(y) = S(x+ y));
– ∀x(x · 0 = 0);
– ∀x∀y(x · S(y) = x · y + x);
– ∀x(¬x < 0);
– ∀x∀y(x < S(y)↔ x < y ∨ x = y);
– ∀x∀y(x < y ∨ x = y ∨ y < x);
• Axioms representing that < is a strict linear order, compatible with + and
with ·.
• The axiom ∀x(x < x+ 1 ∧ ¬∃u(x < u ∧ u < x+ 1)).
Let Θ be the conjunction of the axioms of P.
Definition 7.1.3. For every L-formula ϕ we let ϕ◦ denote the formula obtained
from ϕ by replacing every atomic formula α of the language L0 by ¬¬α and
leaving other atomic formulas unchanged.
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The above definition basically says in a formula ϕ of the language L, replace
Z, S,E, L,A and P by ¬¬Z,¬¬S,¬¬E,¬¬L,¬¬A and ¬¬P .
Example 7.1.4. 1. (U(x)→ Z(x))◦ ≡ U(x)→ ¬¬Z(x).
2. [∀x(∃yS(x, y)→ U(x))]◦ ≡ ∀x(∃y¬¬S(x, y)→ U(x)).
In the next section we will utilize some properties of non-standard models
of Robinson’s Q. We will now go over some properties that we will need. For
the rest of this chapter let N∗ be a non-standard model of Q. A non-standard
model of Q, N∗, contains a copy of the natural numbers and an element which is
larger than all natural numbers and models axioms of Q. Note, N∗ is an ordered
Abelian semigroup. For 0 < a < b we write a ≪ b if and only if na < b for all
n ∈ ω and we write a ∼ b if there is a positive integer n such that b < na.
Lemma 7.1.5. a ∼ a+ n for all 0 < a ∈ N∗ and n ∈ ω.
Proof. By the structure of N∗, ∃m ∈ ω such that a+ n ≤ ma.
Lemma 7.1.6. For a, b ∈ N∗, if a≪ b then a+ n≪ b for all n ∈ ω.
Proof. Follows immediately from Lemma 7.1.5.
Lemma 7.1.7. For a, b ∈ N∗, if a≪ b then a≪ a+b
2
≪ b.
Proof. By way of contradiction suppose there is n such that a+b
2
≤ na. Then
b ≤ (2n − 1)a, which is a contradiction to a < b. Hence a ≪ a+b
2
. Similar
argument shows that a+b
2
≪ b.









+ 1≪ bm if and only if nbm + bm−1 + n + 1≪ (n + 1)bm if and
only if bm−1 + n+ 1≪ bm which is always true by Lemma 7.1.6.
Lemma 7.1.9. Let b ∈ N∗ be a non-standard element and m a positive integer.
Consider the set
Bm = {b
m−1, bm} ∪ {
(2k − 1)bm + bm−1
2k










(2k − 1)bm + bm−1
2k
+ 1≪ . . .≪ bm + 1.
Furthermore, Bm is dense.








+ 1. I.e., each
middle term is the average of the previous term and bm + 1. Therefore Bm is
dense and the other result follows from Lemma 7.1.7.
7.2 Montagna’s Technique
The basic idea for this section comes from [Mon01], where he focuses on L(R1).
We were able to extend his result to L(RT )’s (for initially scattered sets T ) which
are Π∀-chains. Our technique to prove theorem 7.3.5 is new. In his paper, he
basically uses the fact that any coinitial sequence in [0, 1] converges to 0. For
the rest of this section suppose T is a linear ordering and M is a closed L(RT )-
structure. For ease of notation let || · ||M = || · ||
L(RT )
M .
Lemma 7.2.1. 1. Let x ∈ L(RT ) such that x > 0. Then ¬¬x = 1 and
¬¬0 = 0.
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2. Let x, y ∈ L(RT ) such that x > y, then x⇒ (y + z) ≤ z for all z ∈ L(RT ).
Proof. 1. ¬¬x = 0⇒ (0⇒ x) = 1 if x 6= 0 and ¬¬0 = 0.
2. x > y > y + z for all z. Therefore, x ⇒ (y + z) = y + z − x = z + y − x.
y − x < 0 implies z + y − x < z and x⇒ (y + z) ≤ z
Lemma 7.2.2. Let ν be an M-evaluation. Then for every formula ϕ of the
language of P
||ϕ◦||M,ν = 0 or 1.
Furthermore, ||ϕ◦||M,ν = 1 if and only if ||ϕ||M,ν > 0.
Proof. By Lemma 7.2.1, ¬¬x is either 0 or 1. Now since U does not appear in ϕ,
ϕ◦ involves atomic formulas of the form ¬¬α, whose evaluations in M is either 0
or 1. So we have
||ϕ◦||M,ν = 0 if and only if ||ϕ||M,ν = 0
and
||ϕ◦||M,ν = 1 if and only if ||ϕ||M,ν > 0.
Lemma 7.2.3. Suppose ||Θ◦||M = 1 and ||E(a, b)
◦||M = 1 then ||L(a, b)
◦||M = 0
and ||L(b, a)◦||M = 0.
Proof. Since ||Θ◦||M = 1, we have ||E(a, b)→ ¬L(a, b)||M > 0. By way of contra-
diction suppose ||L(a, b)||M > 0. Then ||¬L(a, b)||M = 0 and ||E(a, b)→ 0||M > 0
implies ||E(a, b)||M = 0 which is a contradiction. Therefore, ||L(a, b)||M = 0.
Switch the place of a and b and we have ||L(b, a)||M = 0.
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Lemma 7.2.3, intuitively implies that if a and b ∈M have a positive chance of
being equal, they have zero chance of not being equal and hence we can not define
a linear ordering just yet. To remedy this problem, we define a new relation on
M .
Definition 7.2.4. Suppose ||Θ◦||M = 1. For a and b ∈M let
a ∼ b if and only if ||E(a, b)◦||M = 1
if and only if ||E(a, b)||M > 0
Lemma 7.2.5. 1. ∼ is an equivalence relation of M .
2. The ∼-equivalence classes are convex.
3. M◦ := M/ ∼, < is a linear ordering, where
[a] < [b] if and only if ||L(a, b)||M > 0.
Proof. 1. a ∼ a if and only if ||E(a, a)||M 6= 0, which is true since ||Θ
◦||M = 1.
Suppose a ∼ b, we need to show b ∼ a. Again since ||Θ◦||M = 1, we
have that ||E(a, b)⇒ E(b, a)||M 6= 0. By way of contradiction suppose
||E(b, a)||M = 0 then since ||E(a, b)||M 6= 0 we would get
||E(a, b)⇒ E(b, a)||M = 0,
which is a contradiction.
Suppose a ∼ b and b ∼ c, we need to show a ∼ c. We have ||E(a, b)||M 6= 0,
||E(b, c)||M 6= 0 and ||E(a, b)&E(b, c)→ E(a, c)||M 6= 0. By way of contra-
diction suppose ||E(a, c)||M = 0. This would imply ||E(a, b)&E(b, c)||M = 0
which in turn implies either ||E(a, b)||M = 0 or ||E(b, c)||M = 0,a contradic-
tion. Hence a ∼ c. This completes the proof of part 1.
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2. Let a ∼ b and suppose ||L(a, c)||M 6= 0 and ||L(c, b)||M 6= 0, we need to show
a ∼ c (Intuitively we have a ∼ b and a < c < b. We want to show a ∼ c).
Since ||Θ◦||M = 1, we have ||E(a, b)&L(a, c)&L(c, b)→ E(a, c)||M 6= 0.
Therefore, we have ||E(a, c)||M 6= 0 and a ∼ c.
3. First we show < is well defined. Suppose a ∼ a′, b ∼ b′ and ||L(a, b)||M > 0.
We have ||E(a, a′)||M > 0 and ||E(b, b
′)||M > 0. Since ||Θ
◦||M = 1, we get
||L(a′, b′)||M > 0. (Read a = a
′, b = b′, a < b then a′ < b′.)
We also need to show if ||L(a, b)||M > 0 then a ≁ b. Suppose a ∼ b then
by Lemma 7.2.3, ||L(a, b)||M = 0. Showing < is a linear ordering of M/ ∼
follows immediately from the definition.
Lemma 7.2.6. Let M and M◦ be as in Lemma 7.2.5. For every a ∈ M let [a]
denote the equivalence class of a modulo ∼. For every ν an M-evaluation, let [ν]
be an M◦-evaluation defined by [ν](x) = [e(x)] for all variable x.
1. Then for every formula ϕ of P and for every M-evaluation e, we have
M◦, [ν] |= ϕ if and only if ||ϕ◦||M,ν = 1
2. If M◦ is isomorphic to the standard model N of natural numbers, then for
every sentence ϕ in the language of P we have
N |= ϕ if and only if ||ϕ◦||M = 1.
Proof. Immediate from Lemma 7.2.5.
7.3 Main Result
Definition 7.3.1. We introduce the following formulas:
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• Ψ0 ≡ ¬∀xU(x).
• Ψ1 ≡ ∀x∀y∀z(((U(x)&U(z))→ (U(y)&U(z)))→ (U(x)→ U(y))).
• Ψ2 ≡ ∀x¬¬U(x).
• Ψ3 ≡ (∀x(U(x+ 1)→ (∀z((z ≤ x)→ U(z)))
3))◦.
• Ψ ≡ Θ◦&Ψ0&Ψ1&Ψ2&Ψ3.
Intuitively, Ψ0 says the infimum of U(ai) is 0, Ψ1 is one of the axioms of the
Product logic. Ψ2 says no U(ai) is 0 and Ψ3 controls the speed at which U(ai)
decreases to 0.
For the rest of this section we will suppose ||Ψ||M > 0. Therefore, we have M◦ is





Proposition 7.3.2. Let M be a closed L(RT )-structure such that ||Ψ||M > 0. Let
M◦ be defined as before. Then there exists b ∈ M such that for all c ∈ M , if
M◦ |= [b] ≤ [c], then





Proof. First note that since ||Ψ||M > 0 we have ||Θ
◦||M = 1. Hence M◦ |= P. Let






Suppose by way of contradiction that for all a ∈ M , there is b(a) ∈ B such that
[a] ≤M
◦
[b(a)]. Then by Lemma 7.2.1

























So, ||Ψ3||M = 0. This is a contradiction to ||Ψ||M > 0.
Lemma 7.3.3. Let M be a closed L(RT )-structure such that ||Ψ||M > 0. Let M◦
be defined as before. Let b be from proposition 7.3.2 . Then for all n ∈ ω
||U(b+ n)||M ≤ 2
n||U(b)||M.
Proof. By proposition 7.3.2 we have ||U(b+ 1)||M ≤ 2(inf [z]≤M◦ [b] ||U(z)||M) ≤
2||U(b)||M. Inductively, we get the result
||U(b+ n)||M ≤ 2
n||U(b)||M.
Lemma 7.3.4. Let M be a closed L(RT )-structure such that ||Ψ||M > 0. Let M◦
be defined as before. Let b be from proposition 7.3.2. Then for all c ∈ M such
that [b]≪M
◦
[c], ||U(c)||M ≪ ||U(b)||M.
Proof. First note that [b+n]≪ [c] for all n ∈ ω by Lemma 7.1.6 ([b+n] ≤M
◦
[c]).
Therefore for all n ∈ ω we have




||U(z)||M) ≤ 2||U(b+ n)||M ≤ 2
n+1||U(b)||M.
We conclude that for all n ∈ ω, ||U(c+ 1)||M ≤ 2
n+1||U(b)||M, hence ||U(b)||M ≫
||U(c)||M.
Theorem 7.3.5. Let T be an initially scattered set. Let M be a closed L(RT )-
structure such that ||Ψ||M > 0. Let M◦ be defined as before. Then M◦ is isomor-
phic with the standard model of natural numbers.
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Proof. By way of contradiction, suppose that M◦ contains a non-standard ele-
ment [d]. Without loss of generality we may assume [d] = [b] from proposition
7.3.2. Since infa∈M ||U(a)||M = 0, without loss of generality we may assume
infn∈ω ||U(b




{bm−1, bm} ∪ {
(2k − 1)bm + bm−1
2k
+ 1 | k a positive integer}.










(2k − 1)bm + bm−1
2k
+ 1≪ . . .≪ bm + 1




+ 1)||M ≫ ||U(
3bm+bm−1
4












+ 1)||M | m, k a positive integer}






+ 1)||M] | m, k a positive integer}
is a coinitial dense subset of Archimedean classes of N(RT ) which has the same
order type of T . However, T is an initially scattered set, and we have arrived at
a contradiction. Henceforth, Then M◦ is isomorphic with the standard model of
natural numbers.
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Corollary 7.3.6. Let T be an initially scattered set.
1. If Φ is a sentence of arithmetic which is true in the standard model of
natural numbers, then Ψ→ Φ◦ is an L(RT )-tautology.
2. If Φ is a sentence of arithmetic which is false in the standard model of
natural numbers, then ||Ψ&Φ◦||M 6= 1 for any M closed L(RT )-structure.
Proof. Let M be a closed L(RT )-structure.
Case 1: ||Ψ||M = 0, then ||Ψ→ Φ
◦||M = 1 and ||Ψ&Φ
◦||M = 0
Case 2 ||Ψ||M > 0. Then by Theorem 7.3.5 M◦ is isomorphic to the standard
model of natural numbers. So, if M◦ |= Φ◦, then ||Φ◦||M = 1 and hence
||Ψ→ Φ◦||M = 1. If M◦ 2 Φ◦, we have ||Φ◦||M = 0 and hence ||Ψ&Φ◦||M =
0.
This completes the proof.
Notice that the choice of formula Ψ is independent of the set T in corollary
7.3.6. That is we use the the same Ψ for different initially scattered sets. Hence
we have the following generalized corollary.
Corollary 7.3.7. Let {Ti | i ∈ I} be a collection of initially scattered sets.
1. If Φ is a sentence of arithmetic which is true in the standard model of
natural numbers, then Ψ→ Φ◦ is an L(RTi )-tautology, for all i ∈ I.
2. If Φ is a sentence of arithmetic which is false in the standard model of
natural numbers, then ||Ψ&Φ◦||M 6= 1 for any M closed L(RTi )-structure,
i ∈ I.
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Theorem 7.3.8. Let T be an initially scattered set. Then there exists a closed
L(RT )-structure M such that ||Ψ||M = 1. Hence:
1. If Φ is a sentence of arithmetic which is true in the standard model of
natural numbers, then Ψ→ Φ◦ is an L(RT )-tautology.
2. If Φ is a sentence of arithmetic which is false in the standard model of
natural numbers, then ||Ψ&Φ◦||M 6= 1 for any M closed L(RT )-structure.
Proof. Let ω the set of natural numbers be the universe of M. For every atomic
L0-formula ϕ(x1, . . . , xn) and every a1, . . . , an ∈ ω let
||ϕ(a1, . . . , an)||M = 1 if and only if N |= ϕ(a1, . . . , an).
For k ∈ ω, If T is well ordered let ||U(k)||M = (γi)i∈T , where
γ0 = −3
k and γi = 0, i 6= 0.
If T is not well ordered, then {t−k | k ∈ ω} ⊆ T , where t−k−1 < t−k for all k ∈ ω.
In this case let ||U(k)||M = (γi)i∈T , where
γt−k = −3
k and γi = 0 otherwise.
Claim 1: ||Θ◦||M = ||Ψ0||M = ||Ψ1||M = ||Ψ2||M = ||Ψ3||M = 1.
Proof of the claim 1:
1. ||Θ◦||M = 1 by definition.
2. infk∈ω ||U(k)||M = 0, therefore ||Ψ0||M = ¬ infk∈ω ||U(k)||M = 1.
3. Ψ1 = ∀x∀y∀z(((U(x)&U(z)) → (U(y)&U(z))) → (U(x) → U(y))) is an
axiom of Π∀ hence and ||Ψ0||M = 1
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4. ||U(k)||M > 0 for all k, hence ¬¬||U(k)||M = 1. Therefore, ||Ψ2||M =
infk∈ω(¬¬||U(k)||M) = 1
5. ||Ψ3||M = ||(∀x(U(x+ 1)→ (∀z((z ≤ x)→ U(z))
3))◦||M. For l < k + 1 we
have ||U(k + 1)||M = ||U(l)||M, for both cases of T . An tedious computation
notation-wise shows that ||Ψ3||M = 1.
Claim 2: M is a closed L(RT )-structure.
Proof of claim 2: First note ||∃xU(x)||M = ||U(0)||M. By construction, M is
closed. The rest of the theorem is a direct corollary to 7.3.6.
Theorem 7.3.9. Fix L(RT ), T initially scattered. Then for every sentence Φ of
arithmetic Ψ → Φ◦ is an L(RT )-tautology if and only if N |= Φ. Hence L(RT )-
TAUT, is not arithmetical.
Proof. This is an immediate result of Theorem 7.3.8 and corollary 7.3.6.
Example 7.3.10. L(R1+Q)-TAUT is not arithmetical.
Again we have a generalized result since the choice of Ψ is uniform for all T
initially scattered set.





On one hand the Completeness Theorem for Π∀ implies that L(RQ)-TAUT
∩L(R1+Q)-TAUT is recursively enumerable. On the other hand, in this chapter
we have shown that L(R1+Q)-TAUT is not arithmetical. Consider the following
example.
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Example 7.3.12. Let σ be a sentence of arithmetic so that N |= σ but Q 0 α.
Let θ = Ψ&σ◦. Then, θ is an L(R1+Q)-tautology. On the other hand, Π∀ 0 θ.
Hence θ is not an L(RQ)-tautology. In fact, we have θ is an L(RT )-tautology if
and only if T is initially scattered.
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Chapter 8
Scattered Subsets of Ordered Abelian Group
Remember in chapter 2 we defined a linear ordering S to be scattered if it does
not contain a dense subset. In this chapter we will show that if A and B are two
convergent and scattered subsets of an ordered Abelian group then A+B is also
convergent and scattered. We will formally define A+B and convergent later in
thin chapter.
8.1 Main Result
Definition 2.1.16 tells us what a scattered linear ordering is by telling us what it is
not. The following definition gives a more positive description of scattered linear
orderings by a providing a prescription of how to construct it from “simpler”
scattered linear orderings.
Definition 8.1.1. We define the class L of ranked linear orderings by presenting
inductively for each ordinal α a class Lα, and then by setting L = ∪Lα.
1. 0,1 ∈ L0.
2. Given a linear ordering I of type γ, γ∗ for some ordinal γ and for each i ∈ I
a linear ordering Li ∈ ∪{Lβ | β < α}, then
∑
{Li | i ∈ I} ∈ Lα.
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The rank of L, a ranked linear ordering, is the smallest ordinal α such that
L ∈ Lα.
Example 8.1.2. ω, ω∗ are ranked linear orderings of rank 1.
Theorem 8.1.3 (Hausdorff). A linear ordering is in L if and only if it is
scattered.
A proof of Hausdorff Theorem may be found in [Ros82].
Definition 8.1.4. Let G be an ordered Abelian group. A scattered linear order-
ing S ⊆ G is convergent if and only if every countable increasing or decreasing
sequence of elements of S has a limit point in G.
Lemma 8.1.5. Let A and B be two convergent scattered linear orderings of G
an ordered Abelian group. Then A ∪B is also convergent and scattered.
Proof. Scattered: By way of contradiction suppose X ⊆ A ∪ B is dense. Then
we claim either X ∩ A or X ∩ B contains a dense subset. Without loss
of generality assume X ∩ A contains at least two elements a1 < a2. It
suffices to show there exists a3 ∈ X ∩ A such that a1 < a3 < a2. Let
(a1, a2) = {x ∈ X | a1 < x < a2}. By way of contradiction suppose
(a1, a2) ∩X ∩ A is empty. Then (a1, a2) is a dense subset of B which is a
contradiction to B being scattered.
Convergent: Let {xn | n ∈ ω}, without loss of generality be an increasing
sequence in A∪B. Then either {xn | n ∈ ω} ∩A or {xn | n ∈ ω} ∩B is an
infinite increasing sequence. By assumption either one has a limit point in
G. This completes the proof.
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Definition 8.1.6. Let G be an ordered Abelian group. Let A and B be subsets
of G. Then A+B denotes
{a+ b | a ∈ A, b ∈ B}.
Example 8.1.7. Let G = R and let {qn, n ∈ ω} be an enumeration of Q∩ [0, 1].
Let A = {10n + qn | n ∈ ω} and B = {−10
n | n ∈ ω}. Then {10n + qn + (−10
n) |
n ∈ ω} ⊆ A+B. That is Q ∩ [0, 1] ⊆ A+B. Hence A+B is not scattered.
The above gives an example of two scattered sets where their sum is not
scattered. The problem turns out to be that A and B are not convergent. In the
next few theorems we will show that if A and B are scattered and convergent
then A+B will be scattered and convergent.
Definition 8.1.8. Let α be an ordinal. Let A =
∑
{Ai | i ∈ α} and B =
∑
{Bj |





A+Bj convergent scattered for all j
Ai +B convergent scattered for all i
⇒ A+B is convergent and scattered.
We will show that ⊙α holds for all ordinals α. We will show ⊙ω holds and
then prove ⊙α, (ω < α < ω1) holds by induction. But we first need a preliminary
lemma.
Lemma 8.1.9. Let α be an ordinal. Let A =
∑
{Ai | i ∈ α} and B =
∑
{Bj |
j ∈ β} where either β = α or β = α∗. Suppose Ai +B and A+Bj are convergent
and scattered for all i ∈ α and j ∈ β. Then A and B are convergent and scattered.
Proof. We will show A is convergent and scattered. The proof for B is symmetric.
Let j ∈ β and b ∈ Bj. Then by assumption A + Bj is convergent and scattered,
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hence A + b ⊆ A + Bj is convergent and scattered. Now A + b ∼= A, hence A is
convergent and scattered.
Note if ⊙α holds then ⊙β holds for all β ≤ α. This is true since we may
let Aj = Bj = ∅, β < j < α (∅ is assumed to be scattered and convergent).
Assume ⊙α holds and β is an initial segment of α. Suppose A =
∑
{Ai | i ∈ α}
and B =
∑
{Bj | j ∈ β} where either β = α or β = α
∗. Also suppose that
Ai + B, i ∈ α and A + Bj, j ∈ ρ is convergent and scattered. Then A + B is
convergent and scattered. This is again done by inserting ∅ into B.
Lemma 8.1.10. ⊙ω holds. Hence ⊙n, n ∈ ω holds.
Proof. There are 2 cases to consider. α = ω, β = ω∗ and α = ω, β = ω.
Case 1: (α = ω, β = ω∗) Let sup(A) = a ∈ G and inf(B) = b ∈ G. Consider




[min(Ak) + b,min(Ak+1) + b)
∪
⋃
k∈ω (a+ max(Bk+1), a+ max(Bk)]
∪ {a+ b}
First we will show that the intersection of A+B with any of these disjoint
intervals is scattered.
Claim 1: Fix k. (A+B) ∩ [min(Ak) + b,min(Ak+1) + b) ⊆ ∪t≤k(At +B).
Proof of Claim 1: If t ≥ k + 1, then for all x ∈ At, x ≥ min(Ak+1). So
for all y ∈ B since y > b, we have x + y > min(Ak+1) + b. So if t ≥ k + 1
then At +B ∩ [min(Ak) + b,min(Ak+1) + b) = ∅. So we have shown that
(A+B) ∩ [min(Ak) + b,min(Ak+1) + b) ⊆ ∪t≤k(At +B).
81
∪t≤k(At +B) is a finite union of scattered sets hence it is scattered.
Claim 2: Fix k. (A+B)∩ (a+ max(Bk+1), a+ max(Bk)] ⊆ ∪t≤k(A+Bt).
Proof of Claim 2: The proof of claim 2 is symmetric to that of claim
1. So we have A + B is scattered. We need to show A + B is convergent.
Without loss of generality suppose {xn | n ∈ ω} is an increasing sequence
in A+B. Then either xn converges to a+ b or for all but finitely many xn
is in one of the above intervals. Now since the intersection of A + B with
any of those intervals is convergent, {xn} converges to a point in A+B.
Case 2: (α = ω, β = ω) Let a = sup(A), b = sup(B).
Claim Let d < a + b, then (A + B) ∩ (−∞, d) ≤ ∪i<Q(Ai + B) for some
Q ∈ ω.
Proof of the Claim Let c = a+b−d
2
and choose Q ∈ ω such that if i, j ≥ Q
then
min(Ai) > a− c and min(Bj) > b− c.
So if i, j ≥ Q we have min(Ai) + min(Bj) > a− c+ b− c = d. Therefore, if
Ai +Bj intersects (−∞, d) non-trivially, at least one of the i or j is less than
Q. Without loss of generality assume i < Q. Then (A + B) ∩ (−∞, d) ≤
∪i<Q(Ai + B) which is convergent and scattered. This implies that A + B
is scattered. To show A+B is convergent is exactly the same argument as
the previous case.
Lemma 8.1.11. ⊙δ holds for all δ < ω1 .
Proof. Since we have already shown ⊙ω, it suffices to show ⊙δ, δ < ω1. There
are two cases:
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δ is a countable limit ordinal > ω: Then δ = ∪n∈ωβn, ω < βn < δ and βn is
strictly increasing. Suppose ⊙β holds for all γ < δ . We have A =
∑
{Ai |
i ∈ δ} and B =
∑
{Bj | j ∈ δ or δ
∗}. We need to show A+B is convergent
and scattered. Let γ0 = β0 and γi = βi\βi−1. Then δ is a disjoint union of
γi, i ∈ ω. We may rewrite A and B as follows:
A =
∑
{Cn | n ∈ ω} where Cn =
∑
{Ai | i ∈ γn}
B =
∑
{Dn | n ∈ ω} where Dn =
∑
{Bi | i ∈ γn}.
Now induction hypothesis applies to Cn and Dm. We have (Cn)k + B and
A+ (Dm)k convergent and scattered for all k by the induction hypothesis.
Therefore, showing A + B is convergent and scattered which has been re-
duced to showing ⊙ω, which we already have. Therefore A+B is convergent
and scattered. The case where A =
∑
{Ai | i ∈ δ} and B =
∑
{Bj | j ∈ δ
∗}
is identical.
δ + 1 is a successor ordinal: Suppose ⊙ρ holds for all ρ < δ + 1. We have
A =
∑
{Ai | i ∈ δ+ 1} and B =
∑




{Ai | i ∈ δ}+ Aδ
B =
∑




{Ai | i ∈ δ}+
∑
{Bj | j ∈ δ})
∪ (
∑
{Ai | i ∈ δ}+Bδ)
∪ (Aδ +
∑
{Bj | j ∈ δ}) ∪ (Aδ +Bδ).
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Each part of the above decomposition is convergent and scattered by the
induction hypothesis. A + B being a finite union of convergent scattered
sets is convergent and scattered. The case where A =
∑
{Ai | i ∈ α} and
B =
∑
{Bj | j ∈ α
∗} is again identical.
Theorem 8.1.12. Let G be an ordered Abelian group and let A and B be count-
able convergent scattered subsets of G. Then A+B is countable, convergent and
scattered.
Proof. Let G be an ordered Abelian group. We call A ⊆ G ccs if and only if A
is countable, convergent and scattered. Let for α and β countable,
(∗)(α,β) := [if A is ccs of rank < α and B is ccs of rank < β]⇒
A+B is ccs;
(#)α := ∀(β < ω1)(∗)(α,β)
= (∀B ccs)(A is ccs of rank < α⇒ A+B is ccs).
To prove the theorem we need to prove (∗)(α,β) for all countable α, β which is
equivalent to showing (#)α for all countable α. We will do this by induction:
α = 0: There are no scattered sets with rank smaller than 0, so (#)0 is true
trivially.
α a limit ordinal: Assume for δ < α, (#)δ holds. Suppose rank(A) < α, then
rank(A) < rank(A) + 1 < α and by the inductive assumption (#)rank(A)+1
holds. That is (∀B)(A+B) is countable, convergent and scattered.
α + 1 a successor countable ordinal: Assume (#)δ holds for all δ < α + 1.
We need to show (#)α+1. Choose A of rank less than α+1. We may assume
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rank(A) = α. So A has the form A =
∑
{Ai | i ∈ δ} where rank(Ai) < α
for all i. Note since A is countable, δ < ω1. We need to prove A + B is
convergent and scattered for all B. We will do this by induction on the
rank of B.
Let
(+)β := ∀B ccs of rank < β, A+B is ccs
β = 0: Trivially true.
β a limit ordinal: Assume for δ < β (+)δ holds. If rank of B is less than
β then rank(B) < rank(B)+1 < β. Therefore by induction hypothesis
(+)rank(B)+1 holds. Hence A+B is convergent and scattered.
β + 1 successor ordinal: Assume (+)δ holds for all δ < β + 1. we need
to show (+)β+1. Choose B of rank less than β + 1. We may assume
rank(B) = β. We need to show A + B is convergent and scattered.
Say B has the form B =
∑
{Bj | j ∈ γ} where rank(Bj) < β for all
j and γ < ω1. Now we have both ⊙δ and ⊙γ holds. Without loss of
generality suppose δ ≤ γ. Then by the observation from before and
inserting ∅ into A we get A+B is scattered.
This completes the proof of (+)β+1, which in turn completes the proof of
(#)α+1. This concludes the proof of the double induction and we have the theo-
rem.
We now relax the the countability requirement for A and B in Theorem 8.1.12.
Theorem 8.1.13. Let G be an ordered Abelian group and let A and B be con-
vergent scattered subsets of G. Then A+B is convergent and scattered.
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Proof. The proof mimics the proof of Theorem 8.1.12. We first show ⊙α holds for
all ordinal α. We have previously shown that ⊙α holds if α is countable. Let α
be an uncountable ordinal. Suppose A =
∑
{Ai | i ∈ α} and B =
∑
{Bi | i ∈ α}
satisfy the assumptions of ⊙α but A+ B is not a convergent scattered subset of
G. Let X be a dense subset of A + B. We may assume X is countable. Collect
all Ai and Bi represented in X and add all the limit points (and corresponding
factors) needed from A and B. Call these sets A′ and B′ respectively. A′ and
B′ are countable subsets of A and B respectively. Then X is a dense subset of
A′ +B′ which by the countable case is scattered. Hence we have a contradiction.
Let {xn | n ∈ ω} be an increasing sequence in A + B. Collect all Ai and Bi
represented in {xn | n ∈ ω} and add all the limit points (and corresponding
factors) needed from A and B. Call these sets A′ and B′ respectively. Since
the sequence is countable, A′ and B′ re countable and {xn | n ∈ ω} ⊆ A
′ + B′.
Therefore the sequence has a limit point in A′ + B′ ⊆ A + B by the countable
case. Therefore {xn | n ∈ ω} is convergent in A+B. This completes the proof of
⊙α for all ordinal α. Now we go through the proof of Theorem 8.1.12 and leave
out any reference to countability. This shows gives the desired result.
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