Introduction
Just like image segmentation in image processing, shape decomposition has been considered as a fundamental problem in shape related areas, such as computer vision, computer graphics and scientific data visualization. After decomposition, many operators, which cannot be or too complicated to be applied on original objects, can be applied on decomposed parts easily and efficiently. Thus, shape decomposition is very useful in shape analysis, shape matching, topology extraction, collision detection and other geometric processing methods employing divide-and-conquer strategies. The aim of this paper is to propose a new shape decomposition method, called convex shape decomposition, denoted by CSD. This method can decompose an object into approximately convex parts at the minimal cost. Its advantages include:
• It is suitable for arbitrary objects. In theory, this method can decompose objects of arbitrary dimension, although for very high dimension objects, the complexity is high. For 2D and 3D objects, such decomposition is fast.
• The decomposition is achieved by minimizing the total cost of decomposition under some concavity constraints, which guarantees to be globally optimal in many situations.
• It can naturally deal with objects with holes.
First, we give a mathematical definition of the decomposition.
Definition 1. For an object O of dimension n, a cut is a nonempty connected component of the intersection of a (n − 1)-dimensional hyperplane with O.
We observe that a cut satisfies two criteria: 1) it lies entirely within the object O; 2) its border points are also the border points of object O. Obviously, to decompose an object into q parts, we need at least q − 1 cuts which do not intersect each other.
A cut C can be assigned a positive real number, denoted by Cost(C), as its cost. In the same way, a part P can be assigned a positive real number which represents the degree of its concavity, denoted by Concavity(P).
Formally, the decomposition can be described as follows: for an object O, divide it into q parts using m cuts such that the total cost of m cuts is minimal and the concavity measure of every decomposed part is no more than a threshold ε.
where O = ∪ q i=1 P i , P i ∩ P j = ∅ when i ̸ = j and Concavity(P i ) ≤ ε for all i.
Such decomposition is very useful, at least in two applications:
• Shape Representation. After decomposition, since every decomposed part is approximately convex, it can be approximately represented by its convex hull; thus, a compact representation of original object is obtained. Such representation captures not only all the important topological information, but also all the important geometric information of original object. Obviously, such representation facilitates many applications, such as collision detection, motion planning and inner distance computation.
• Topology Extraction. After decomposition, if we regard each part as a node and two nodes have an edge if and only if they are adjacent, a graph, called convex graph, is obtained. Compared with Reeb Graph Figure 1 . Illustration of shape decomposition and representation.
[3], convex graph has many advantages: it is unique and captures all important topological information of the object. Convex graph is a topological descriptor; based on it, we can also extract the approximate skeleton of the object.
In Fig. 1 , (b) is a convex decomposition of (a); (c) is an approximation of (a), with every decomposed part is substituted by its convex hull, it captures nearly all important information of (a); (d) is the convex graph of (a), which represents the topological relation of parts.
We now present our main idea. If an object is convex, then it contains all line segments between each pair of its inner points. This fact indicates us to consider the relation between inner points of an object. 4 . For a mutex pair formed by a and b, a weight is assigned to it to measure this, denoted by Concavity(a, b). Note that if the object O contains the line segment between a and b, a and b can be considered to form a mutex pair with weight 0. In Fig. 2 
For an object O, its ε-mutex set, denoted by M ε (O), is the set of all mutex pairs whose weight is not smaller than ε. By ignoring mutex pairs with small weights, M ε (O) provides the constraints for approximately convex decomposition. In the same way, for an object O, all possible cuts form a set, called candidate cut set, denoted by C(O). Since each candidate cut in C(O) can satisfy some mutex pairs in M ε (O), to decompose an object, we just need to select some cuts from C(O) to satisfy all mutex pairs in M ε (O).
Supposing there are n candidate cuts in candidate cut set,
The index set of final cuts is I, which means that if i ∈ I, then cut i is a final cut. Let us assign a binary variable x i to cut i where
For every candidate cut in C(O), say, cut i , the mutex pairs it satisfies form a subset of M ε (O), denoted by S i . In this way, we obtain n subsets of M ε (O). For a mutex pair in M ε (O), say, mp i , in all cuts that can satisfy it, at least one cut index must be in set I; thus, it implies a constraint:
Since there are m mutex pairs, we have m constraints. Let us denote
T , the formula (3) translates problem (1) into a integer linear programming problem [16] :
It is NP-complete; however, we can relax our constraint on x i and let 0 ≤ x i ≤ 1. By such relaxation, the problem is now a linear programming problem [16] , which is expressed as follows:
By solving (4), we can get an approximate optimal solution of (3). x i can be regarded as the possibility of choosing cut i . After (4) is solved, we can iteratively select the cut which has the highest possibility until all the mutex pairs in M ε (O) are satisfied. For an object O, M ε (O) and C(O) are very large, thus unpractical to deal with. However, many mutex pairs in M ε (O) are redundant, in other words, when some mutex pairs are satisfied, other mutex pairs are automatically satisfied. In Section 3.3, we will show how to eliminate these redundant mutex pairs and obtain a very small set, M ε (O). As for C(O), if our aim is to find rough position of the cuts, we just need a small subset of it which ensures to satisfy all the mutex pairs in M ε (O). Based on a rough cut, we can adjust it according to the local structure of the object to get precise cuts. Thus, in our method, we in fact deal with small M ε (O) and C(O). In Section 3, a systematic method to build M ε (O) and C(O) based on Morse theory is introduced. Of course, we can also add cuts found by other methods to C(O). The related literature 
Literature Review
Shape segmentation is an important step toward shape analysis and understanding [1, 17] . A variety of applications in computer vision and computer graphics could benefit from preprocessing the shape using an efficient and reliable decomposition method, such as shape simplification [2] , collision detection [10] , and skeleton extraction [7] .
Most of shape decomposition methods fall into two large categories. One category is to decompose an object into meaningful parts; the other category is to decompose an object into certain kind of geometric primitives.
The accepted notion of meaningful part relies on human perception and thus has no accurate definition. However, there are some rules from cognitive science which are the basis for meaningful decomposition. As pointed out by Hoffman [6] , the human visual system perceives region boundaries at negative minima of principal curvature, or concave creases-this observation is known as the minima rule. The minima rule is an elegant theory that defines a framework for how human perception might decompose an object into its constituent parts. However, minima rule just define boundary points at which to parse, but does not tell how to use these points to cut shapes, and therefore does not tell what the parts are. Short cut rule, proposed by Singh, Seyranian and Hoffman [18] , is its complement. It states that, other things being equal, human vision prefers to use the shortest possible cuts to decompose shapes into parts. Most of decomposition methods are based on these two rules. Wu et al. [19] proposed to decompose 3D meshes using a simulated electrical charge distribution, which in fact decomposes along the deep surface concavities. Latecki and Lakaemper [8] proposed a method to decompose 2D shapes using discrete contour evolution. In their paper, they used convexity rule, which is very similar to minima rule.
For the second category, there are many geometric primitives. Erickson and Harpeled [4] proposed a method to cut a surface into disks. Mortara et al. tried to decompose a 3D object into blowing bubbles [14] . At the same time, they proposed another method which decomposes a 3D object into tubular parts [15] . The most popular primitive is convex part. This is because many algorithms perform more efficiently on convex objects than on non-convex objects. Thus, convex decomposition is widely used in many areas, such as collision detection [10] and motion planning [9] . However, for complex objects, convex decomposition is time-consuming and usually results in an unmanageable number of parts. Thus, some researchers try to decompose an object into approximate convex parts. Lien and Amato proposed methods to decompose polygons and polyhedrons into approximately convex parts [11, 12] . They reported that approximate convex decomposition usually results in significantly smaller number of parts and can be computed more efficiently. For some applications, the ability to consider only important features may not only be more efficient, but may lead to improved results. Thus, approximate convex decomposition is very important, especially in computer vision, since we need to ignore some small details. However, little research has been done in this field.
The aim of our method is to decompose an object into approximate convex parts by minimal cost. Thus, it falls into the second category. But, it can decompose many objects into meaningful parts. This is because convexity plays an important role in human perception [17] . Nearly all the methods analyzed above, whether decomposing them into convex parts or meaningful parts, are specially designed for some representation methods, such as polygon, polyhedral and point set. However, our method is suitable for all these representation methods. At the same time, our method expresses the convex decomposition problem as an integer linear programming problem. To our best knowledge, this is the first such formalization, and it is very important, since it can guarantee our solution is optimal in many situations. For example, it usually results in smallest number of cuts. Another important advantage of our method is that it is not limited by dimension of objects. In theory, it can decompose objects of arbitrary dimension. For high dimensional data analysis and visualization, our method is based on Reeb graph [5] and can be considered to be an extension of Reeb graph. Thus, it may be very useful for high dimensional data.
Computing Mutex Pairs and Candidate
Cuts by Morse Theory
In the procedure of translating the decomposition problem (1) into liner programming problem (4), the central problem is how to build M ε (O) and C(O) systematically and efficiently. Our method is inspired by Reeb graph, which has a solid mathematical foundation in Morse theory. Simply speaking, for a manifold, it has two basic operations. First, constructs a Morse function f : M → R, where R is the set of real numbers, which can be considered to be a projection from higher dimension to one dimensional manifold; second, contract the connected components of the level sets f −1 to points. Fig. 3 illustrates an object and its Reeb graph (blue nodes and edges). The Morse function f is constructed as follows: for every point p in this object, f (p) is the height of point p, thus called height function. The Reeb graph is determined by the changes in the number of connected components of f −1 . In Fig. 3 , the Reeb graph has three nodes and each corresponds to one part of the object, which reflects partial topological information of the object.
Note that a Reeb graph provides both part of M ε (O) and part of C(O). In Fig. 3 , every point in part B and every point in part C form a mutex pair; at the same time, line segment p 1 p 2 and line segment p 2 p 3 are two candidate cuts, both can satisfy the mutex pairs formed by the points in part B and part C. To obtain M ε (O) and C(O), a natural idea is to utilize multiple Reeb graphs. Alg. 1 illustrates the overall framework of our algorithm.
Morse functions
For an object O of dimension n, in order to detect the concave parts as effective as possible, we choose to evenly, or approximately evenly, sample half of the unit n − 1 dimensional sphere to obtain t directions,
Corresponding Morse functions are then constructed as follows:
< . > is inner product, which is in fact a projection on the direction vector d i . Obviously, every Morse function is in essence a projection from n dimension to 1D, in this procedure, information is inevitably lost. However, as the 
Concavity Measure
Concavity measure is fundamental in approximate convex decomposition method. We now give a precise definition of concavity measure ε in the viewpoint of Morse functions. For the simplicity, we first consider the situations that the object O has no holes. For objects with holes, there is just a little difference, see Section 3.5.
Definition 3. For two points p 1 and p 2 in the object O, a curve connecting p 1 and p 2 within O is called a path between p 1 and p 2 . All the paths connecting p 1 and p 2 form a set, denoted by C(p 1 , p 2 ) .
Obviously, the number of paths in C(p 1 , p 2 ) may be infinite. For each path, a concavity measure depending on f is assigned: for a point p on path C connecting p 1 and p 2 , in the Morse function f , suppose f (p 1 ) ≥ f (p 2 ), we define:
In Fig. 4 , C 1 , C 2 and C 3 are all paths between p 1 and
Definition 4. The concave measure of a path C connecting p 1 and p 2 , denoted by Concavity(C), is the maximum of g f (C) among all f .
By considering all paths connecting p 1 and p 2 , we can define the concavity measure for points p 1 and p 2 .
Definition 5. The concave measure of points p 1 and p 2 , denoted by Concavity(p 1 , p 2 ) , is the minimum of the concavity measure of all paths connecting points p 1 and p 2 .
Concavity(C) (9) Based on the concave measure of two points, we can define the concave measure of a part P . Definition 6. The concavity measure of a part P , denoted by Concavity(P ), is the maximum of the concavity measures of arbitrary two points in P . That is:
From Reeb graph, it is easy to obtain the paths with minimal concavity measure, which make it possible to efficiently decompose objects.
Mutex Pairs and Candidate Cuts
For an object O, M ε (O) contains the mutex pairs whose weight is not smaller than ε. Obviously, M ε (O) is too large. To reduce the complexity, instead of dealing with the mutex pairs formed by points, we consider the mutex pairs formed by two point sets, which leads to much smaller M ε (O).
Definition 7. For two point sets A and B without intersection, if there is a mutex pair formed by a point from A and a point from B, set A and B is called a mutex pair, and is denoted by A ≈ B.
Note that a point can be regarded as a set with one point, thus, mutex pair of point sets in fact includes mutex pair of points. Especially, two points are considered to be a mutex pair with weight 0 even if there is a line segment between them within the object. This means for point set A and B, if A ∩ B = ∅, then A ≈ B. Just like the concavity measure of points, we can define the concavity measure of point sets. For a point set, it has two concave measures.
Definition 8. For two point set, A and B, if A ≈ B, the maximal (minimal) concavity measure of A and B, denoted by M (A, B) (m(A, B) ), is the maximum (minimum) of the concavity measure of mutex pairs of points from A and points from B.
M (A, B) = max
p1∈A,p2∈B 
These two measures are very useful. If M (A, B) < ε, this mutex pair can be ignored; if m(A, B) ≥ ε, every pair of points from A and B forms a mutex pair whose weight is not smaller than ε. Now our aim is to find point sets A and B with m(A, B) ≥ ε, and also find candidate cuts that can separate them. Note that regions are all point sets. In our implementation, we in fact use the mutex pair of regions.
Given the Reeb graph constructed from f , such task is very easy. Since Reeb graph is determined by the changes in the number of connected components of f −1 , two connected components (regions) determined by function value range [f 1 , f 2 ], in other words, two connected components formed by points belonging to f
, is a mutex pair. At the same time, the cuts between adjacent nodes of Reeb graph can separate these mutex pairs, thus are all candidate cuts.
In Fig. 5 , two sets (regions) in yellow, A and B, form a mutex pair, A ≈ B. At the same time, two candidate cuts, p 1 p 2 and p 2 p 3 , both can separate A and B. Obviously, m(A, B) = ε.
By combing all the mutex pairs and candidate cuts found from different Reeb graphs, M ε (O) and C(O) are built. M ε (O) contains mutex pairs of regions instead of mutex pairs of points, which greatly reduces its size. Since the candidate cuts guarantee to satisfy the mutex pairs constructed from the same Reeb graph, C(O) guarantees to satisfy M ε (O), which means that linear programming problem (4) is always solvable.
Obviously, from Reeb graphs, we just can obtain some basic cuts. By selecting some of them, we can decompose the object, but the positions of these cuts are usually not precise, since we only consider Morse functions in a small number of directions. By increasing the number of Morse functions, more precise cuts can be obtained, but it also increases the complexity of the method. The results can be improved in two stages: first, when building C(O), more cuts found by other methods can be added; second, when Figure 6 . Paths between two points for an object with holes final cuts are chosen by (4), we can adjust their positions according to the local structure of the shape. However, since these methods usually need some heuristic rules depending on the shapes and no heuristic rule is suitable for all shapes.
In our experiments, we do not use these methods and just demonstrate the rough results of decomposition.
Cost of cuts
Since our aim is to minimize the total cost, we prefer cuts with small cost. Thus, cost is the criteria to select cuts. No matter how cost is computed, our method guarantees that the obtained parts are all approximate convex. In our experimental results in Section 4, we only use the short cut rule, which means the cost of a cut is its norm. For a 2D cut, its cost is its length and for a 3D cut, its cost is the area of the cut.
Object with holes
For two points p 1 and p 2 in a object O with no holes, if a cut segments a path in C(p 1 , p 2 ), then it segments all paths in C(p 1 , p 2 ). Thus, to satisfy the mutex pair formed by p 1 and p 2 , we just need to select one cut; however, for objects with holes, we usually need to select more than one cut. Fig. 6 illustrates four paths between p 1 and p 2 , C 1 , C 2 , C 3 and C 4 . Obviously, a cut segmenting C 3 cannot guarantee to segment C 1 ; however, a cut segmenting C 3 can guarantee to segment C 4 .
For two paths C 1 and C 2 in C(p 1 , p 2 ), if a cut segmenting C 1 can guarantee to segment C 2 and vice versa, C 1 and C 2 is regarded as equivalent, denoted by C 1 ∼ C 2 . Such relation forms an equivalence relation on p 2 )/ ∼ contributes one constraints for (4), thus, the number of constraints contributed by mutex pair p 1 ≈ p 2 is the norm of quotient set C(p 1 , p 2 )/ ∼. We can interpret it as point p 1 and p 2 form multiple mutex pairs from different paths.
Experiments
Our method has two parameters, t and ε. t is the number of Morse functions, ε is the threshold of concavity measure. The size of two central sets, M ε (O) and C(O), are both propositional to t. The most time-consuming part is constructing multiple Morse functions, which is O(tn log(n)), n is the number of basic elements of an object. For example, for point sets, n is the number of points; for meshes, n is the number of triangles.
In our experiments, t is small, for 2D objects, t = 16, for 3D objects, t = 33; increasing t can improve the precision of the cuts, but also increases the complexity. ε depends on the concave regions we want to ignore, the smaller ε is, the larger the number of decomposed parts is.
In Fig. 7 , the first row demonstrates the decomposed results on a camel shape at ε = 0.03R, ε = 0.06R, ε = 0.1R, ε = 0.14R, respectively; the second row demonstrates the decomposed results a beetle shape at ε = 0.03R, ε = 0.06R, ε = 0.12R, respectively. Obviously, the results of decomposition greatly depend on ε. As ε increases, the number of parts decreases; at the same time, the precision of some cuts decreases. This is because ε is in fact a concavity tolerance of the decomposed parts, large ε means large error. Fig. 8 demonstrates the decomposed results on objects with holes. There is no limit on the number of holes. To partition two parts, more holes usually mean more cuts.
Although the goal of our method is to decompose an object into approximately convex parts at the minimal cost, our method can also be used to decompose most of objects into perceptual parts. This is because convexity plays a very important role in human perception. Fig. 9 offers an explicit comparison with the method proposed by Xiaofeng and DeCarlo [13] , which is specially designed to decompose 2D object into meaningful parts. Row A is the decomposed Figure 9 . Row A demonstrates the results in [13] ; Row B demonstrates the results of our method results using their method; Row B is the results using our method. Since some perceptual parts have large concavity, our method will decompose them into multiple parts, for example, the leg and tail of the kangaroo in row B. . The problem with Reeb graph is that it can just capture partial information of an object. Since our method utilizes multiple Reeb graphs, thus, more information, especially all important information is preserved. We observe that no Reeb graph theory exists that allows for combination of multiple Reeb graphs. Column D illustrates the convex graph obtained by our method. In Fig. 10 , column A contains five shapes from MPEG-7 shape database. Column B illustrates their Reeb graphs, using height functions along vertical direction as Morse functions. Column C shows the decomposition results by our method, red lines are the cuts. Column D illustrates the convex graphs of these shapes. According to (4) , when the costs of all cuts are nearly identical, we seek for a minimal number of cuts. The second image (fork) illustrates such situation. There are just four cuts; the second branch and the center part are in one part. Fig. 11 compares the approximate convex results of our method with the method proposed by Jyh-Ming Lien [11] . The second row shows the decomposed results of our method. Both methods can limit the concavity of the decomposed parts, although the definitions of concavity are different. The advantage of our method is that it can guarantee the number of the cuts is minimal. Fig. 12 demonstrates more 2D decomposed shapes from MPEG-7 shape database. For some objects, we can decompose them into meaningful parts; but in many situations, it will decompose a meaningful part into many approximate convex sub-parts. Fig. 13 demonstrates some decomposed 3D shapes. Most of the obtained parts seem meaningful. However, in the human model, the body and a leg belong to the same part; this is because the aim of our method is to decompose an object into approximate convex parts, it cannot guarantee that all decomposed parts are meaningful. Figure 10 . Reeb graphs and convex graphs. Column A contains five shapes from MPEG-7 shape database. Column B illustrates their Reeb graphs, using height functions along vertical direction as Morse functions. Column C shows the decomposition results by our method, red lines are the final cuts. Column D illustrates the convex graphs of these shapes Figure 11 . The results of approximate convex decomposition. The first row is the results in [11] and the second row is the result of our method
Conclusion
In this paper, we propose a novel method that can decompose an object into approximately convex parts. The decomposition is achieved by minimizing total cost of the cuts under some concavity constraints. Thus, it usually results in the number of decomposed parts is minimal. Our Figure 12 . Decomposition of some shapes from MPEG-7 shape database Figure 13 . Decomposition of some 3D models method is based on Morse theory and it combines the information from multiple Morse functions. After decomposition, we obtain a compact and efficient representation which contains nearly all important geometrical and topological information of original object. Such representation is very useful and we demonstrate its applications in some graphics and vision tasks.
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