Replication of their DNA genomes is a central step in the reproduction of many viruses. Procedures to find replication origins, which are initiation sites of the DNA replication process, are therefore of great importance for controlling the growth and spread of such viruses. Existing computational methods for viral replication origin prediction have mostly been tested within the family of herpesviruses. This paper proposes a new approach by least-squares support vector machines (LS-SVMs) and tests its performance not only on the herpes family but also on a collection of caudoviruses coming from three viral families under the order of caudovirales. The LS-SVM approach provides sensitivities and positive predictive values superior or comparable to those given by the previous methods. When suitably combined with previous methods, the LS-SVM approach further improves the prediction accuracy for the herpesvirus replication origins. Furthermore, by recursive feature elimination, the LS-SVM has also helped find the most significant features of the data sets. The results suggest that the LS-SVMs will be a highly useful addition to the set of computational tools for viral replication origin prediction and illustrate the value of optimization-based computing techniques in biomedical applications.
Introduction
In many viruses, replication of their DNA genomes is the central step of reproduction. Understanding the viral replication mechanism is of great importance in developing strategies to control the growth and spread of viruses (Delecluse and Hammerschmidt, 2000; Hartline et al., 2005; Villarreal, 2003) for various reasons related to health and economy. For example, viral DNA replication has been the target for a number of anti-herpesvirus drugs, including acyclovir (Wishart et al., 2006) which is used to treat patients infected with herpes simplex 1 and 2 (cold sores and genital herpes), varicella-zoster (shingles and chicken pox), and the Epstein-Barr virus (mononucleosis). Bacteriophage (viruses living in bacteria are called bacteriophages) replication is also a big concern in dairy industries because viruses infecting lactic acid bacteria are a threat to industrial milk fermentation (Brussow, 2001 ).
Since replication origins are regarded as major sites for regulating genome replication, labor-intensive laboratory procedures have been used to search for replication origins (e.g., Deng et al., 2004; Newlon and Theis, 2002; Zhu et al., 1998) . Early studies on the genome DNA sequences of herpesviruses have suggested that replication origins often lie around regions with unusually high concentration of palindromes (Masse et al., 1992; Reisman et al., 1985; Weller et al., 1985) , where a palindrome is a stretch of DNA bases followed immediately by its reverse complement. Based on these observations, Leung et al. (2005) suggest a computational method using the scan statistics to locate significant clusters of palindromes and predict the likely locations of replication origins. Chew et al. (2005) have further developed palindrome-based scoring schemes for predicting replication origins in complete herpesvirus genomes. Their approach is to slide a window of size about 0.5% of the genome length over the sequence. As the window moves along, a score which reflects the concentration of palindromes in the window is calculated. The top scoring windows are then selected as predicted likely locations of replication origins. While the method has achieved a reasonable degree of accuracy, it can be further improved if the following issues can be addressed.
First, the method uses only a single sequence feature, namely the palindrome distribution, of the genome and does not offer any obvious generalization for multiple sequence features to be simultaneously taken into consideration. Second, when predicting replication origins for one herpesvirus, relevant information from other members of the viral family is not used. In (Cruz-Cano et al., 2007) , we have proposed to address these issues by a machine learning approach, namely artificial neural networks (ANN). Like ANN, support vector machines (SVMs) can learn from characteristics of the known replication origins of those genomes in the training data set and then make predictions of where the replication origins of a new genome are likely to be. Moreover, the SVM approach has certain additional advantages over ANN. For example, for a two-class problem like the one in this study, an SVM can be trained so that the direct decision function maximizes the generalization ability (Abe, 2005) . The SVM approach also allows recursive feature elimination to be conducted to suggest which sequence features are more important for identifying viral replication origins. Advantages of our SVM approach over other machine learning methods will be discussed later in greater details.
In this paper, motivated by the above considerations, we apply SVM technique for the replication origin prediction. Furthermore, we include more genome features, namely, family/subfamily information and the A+T content (recently shown in Chew et al. (2007) to be an important feature for prediction) as our input variables for SVMs. The palindrome scores, for the first time, are also included in our consideration. Consequently, we achieve higher accuracy in our prediction. The annexation of this information and the use of a feature selection technique lead us to conclusions beyond those reached in the ANN approach (Cruz-Cano et al., 2007) . For example, we now believe that other information besides the one based on the content of a particular region of DNA can be used to determine if such region is a replication origin or not. Our findings in this work suggest that the best way to increase the accuracy of the predictions is not by creating or using more complex methods, but simply combining the predictions of several independent techniques. In extending this SVM prediction method to replication origin prediction in the Caudoviruses family, we also discovered that even if two families of viruses have many common characteristics (for example, the Herpesviruses and the Caudoviruses families are double-stranded DNA with possibility of multiple replication origins) one cannot predict the replication origins in one family by using the information from another family.
The general construct of SVM allows any number of selected sequence characteristics to be included as input variables. In this study, we train the SVMs with different numbers of input variables containing information about the known replication origin locations and other characteristics of the genome sequence. The results indicate that SVMs with adequate prediction accuracy can be constructed. We shall briefly describe the SVM approach in the next section. The application of least-squares SVMs to predict replication origins in herpesviruses and caudoviruses and the prediction accuracy are presented in Section 3. A few concluding remarks are given in Section 4.
Least-Squares Support Vector Machines

Basic Concepts
SVMs (Vapnik, 1995) have already been used in various biological applications such as the identification of bacterial strains (Doran et al., 2007) and transition-metal-binding sites (Passerini et al., 2006) , and the prediction of single nucleotide polymorphisms (Kong and Choo, 2007) , protein stability changes (Cheng et al., 2006) , and insurgence of human genetic diseases (Capriotti et al., 2006) . Before describing its application to viral replication origin prediction, we first explain the basic concepts of SVMs briefly.
For an SVM, the available data is transformed into a numerical representation and then expressed as a matrix X and a vector Y. The rows of the matrix X store the vectors of inputs X i 's. The element y i of the vector Y represents the desired output for the input vector X i . X is an N by n matrix, where n is the dimension of the input vectors and N the number of inputoutput instances in the data set. Naturally, the length of the vector Y is N.
The modification of the parameters of the SVM in order to get the desired results is known as training. Usually, the behavior desired for an SVM is obtained by providing to it examples of inputs and the corresponding observed outputs. In most cases it is neither possible nor desirable to present all the possible instances to the SVM during training. Quite the contrary, it is expected that the SVM should be able to generalize the knowledge acquired from a reasonable number of examples. For this purpose, a portion of the data set is reserved and used to demonstrate the accuracy of the SVM for unseen cases. These instances are presented to the system during a procedure called testing which follows training.
For SVMs, the classification of the examples in both the training and test sets is performed by a decision function (1) where φ(X) = (÷ 1 (X), ÷ 2 (X), …, ÷ L (X)) T is a vector of functions which transforms the classification problem from n dimensions to L dimensions, where usually n ⪡ L. This allows the classes to be separated by a hyperplane, even if they are not linearly separable in the original n-dimensional space of the input vectors X. The elements of the vector W = (w 1 , w 2 , …, w L ) and the bias term b are real numbers. It is considered that the decision function has correctly classified the input vector X i if (2) In our case, it was preferable not to make Eq. (2) true for all the N examples in the original training set. Instead, we iteratively reduce the size of the training set and restrict our attention to only M input vectors called support vectors (SVs). How to determine which examples are dropped from the training set and why is explained later in this section.
Optimization of LS-SVMs
It should be pointed out that it is not necessary to perform computation in the high dimensional space, , in order to find the optimal SVM. Indeed, during the optimization and classification processes of SVM, the value of φ(X) is not explicitly used, and all that are needed are the inner products φ(X i ) T φ(X j ). Under certain circumstances, these inner products can be represented by functions K(X j , X) which have the same form; just the values of their parameters are different depending on which SV X j they are associated with. They are called kernel functions. In this case (1) can be represented as
where M is the number of SVs and the parameters A = ( α 1 , α 2 , …, α M ) T are real numbers to be determined. The most popular kernels are the Linear, Radial Basis Function (RBF) and Artificial Neural Networks kernels. We choose the RBF and Linear kernels for this application due to its documented ability to produce adequate results in many different fields of research (See, for example, Suykens et al. (2002) ). The corresponding functions are: K(X j , X) = X T j X for linear kernel; and K(X j , X) = exp(-λ | x -X j | 2 ) for RBF. Here | · | denotes the norm function and λ is chosen to be 1. Since the algorithm proves to be robust for a wide range of λ values during preliminary tests, an exhaustive search for its most desirable value is not necessary. The invariability of the performance for the test set for a large range of values of λ has been pointed out also in (Abe, 2005) for a blood cell classification problem.
The generalization capabilities of the decision function can be maximized by increasing the margin, i.e. the distance between a decision function and the input vector nearest to it. It can be proved that the margin is optimized by minimizing: (4) subject to the constraints in (2) for all input-output examples in the training set. Decision functions that provide maximum margins are known as hard-margin SVMs. Hard-margin SVMs may not always exist in real-life problems. One can get around this situation by introducing slack terms, represented by the ξ i 's, in (5) as follows:
Equation (2) is also modified by including the slack terms in the right-hand side of the inequality. The vector W has l elements, one for each function of the vector φ(), while only M slacks terms are needed, one for each support vector, i.e. one for each input-output vector which included in the training set. The resulting systems are known as soft-margin SVMs. The solution that minimizes (5) subject to the new constraints in (2) with equalities holding is called a least-squares support vector machines (LS-SVMs). LS-SVMs have performed well in various applications, including classification of calcium channel antagonists (Yao et al., 2005) , quantification of bacteria (Borin et al., 2007) and proteomic studies (Caballero et al., 2007) . An attractive characteristic of LS-SVMs is that the optimal solutions for the vector W (or the vector A if using the kernel trick) and the bias term b can be found by solving a system of linear equations (Suykens and Vandewalle, 1999) .
Besides vectors A or W and the parameter b, other parameters are needed to define the best LS-SVM. These include the M SVs X i 's in (3) and their corresponding y i 's. One approach is to consider all the vectors in the data set SVs, but this was found to limit the generalization capabilities of our LS-SVMs in our preliminary experiments. Moreover, there is no unique way to find out which vectors should be kept as SVs and which should not.
The strategy we adopt in this paper is to first use all the training data and then eliminate from it the SVs with little influence in the decision functions described in (1) and (3), i.e. SVs with small w i 's or α j 's. The reduced training set is then used to find a new set of values for A or W and b. This procedure is repeated until a predefined performance measure is no longer met. This strategy was proposed in (Suykens, 2000) and (Suykens et al., 2002) and has been widely used in SVM research due to its simplicity and effectiveness. Each time every one of the parameters is updated, an iteration is said to have occurred.
For positive cases (i.e., y i = 1), we set C = number of negative cases/number of positive cases; while C = 1 for negative cases (i.e., y i = −1). This formula is proposed for imbalance data in (Lee et al., 2001) , where the different values of C are named C + and C − for the classes of positive and negative cases respectively. An SVM with a severely imbalance set of SVs will tend to classify every example presented to it as a case of the over-represented class. It can be demonstrated that this choice of C values produces a more balanced set of SVs at the end of training. Hence it can improve the performance of the final SVM for the under-represented class.
Feature Selection using SVM
It is not always easy to determine which input variables should be included in the training and test data sets to obtain a suitable SVM. This issue is important because by including only useful information, a smaller classification system can be used to solve the problem. Simpler systems require less computational resources and usually lead to better performance for the test set. The process that deals with the reduction of the number of input variables is known as feature selection.
The change in the generalization capability of an SVM created by eliminating a variable can be accurately estimated (Abe, 2005) . The process of iteratively eliminating from the data set the variables which produce the smallest change in the generalization capability of an SVM is called recursive feature elimination (RFE) (Guyon et al., 2002) .
The Adaptive Scaling for Feature Selection (ASFE) method (Grandvalet and Canu, 2002 ) is an algorithm for automatic relevance determination of input variables in SVM. Relevance is measured by scale factors defining the input space and feature selection is performed by assigning smaller weights to irrelevant variables. The weights of the features are initialized to the same value; in our example this value is 1; and then they are updated by a descent algorithm while keeping W and b constant. Once the scaling factors have been updated they remain constant while the rest of the parameters (values and W, b, the number of SVs, etc.) are optimized. This process is stopped when a certain convergence criterion is met, e.g. the difference between averages of the scaling factors from one iteration to the next is less than 0.001.
The algorithm has compared favorably to state-of-the-art feature selection procedures and demonstrated its effectiveness on tasks such as the demanding facial expression recognition problem (Grandvalet and Canu, 2002) . These processes will be applied to our data sets in Subsection 3.5.
LS-SVMs versus Other Machine Learning Approaches
Other machine learning approaches were tested for this research before settling for LSSVMs, for example, multilayer feedforward neural network based on multi-valued neurons (MLMVN) (Aizenberg and Moraga, 2006) and Fuzzy Inference Neural Networks (Rutkowska and Starczewski, 2000; Babuska, 2000) . Preliminary tests show that these more complex approaches failed to achieve the degree of accuracy provided by LS-SVMs. The well-known feedforward back-propagation network provided by the MATLAB Neural Network Toolbox also failed to produce results of quality similar to those of the LS-SVMs.
Although ANN has been applied to the replication origin prediction problem before (CruzCano et al., 2007) , we have decided to explore the SVM approach because it offers several significant advantages:
1. SVMs are designed to provide the largest margin for the data at hand, while the ANN obtained after the application of a back-propagation algorithm, or any of its derivations, is only a locally optimal solution.
2. SVMs are less susceptible to overfitting than ANN. Overfitting occurs when a machine learning method approximates a set of data too closely, capturing the noise in it, and not its general characteristics. When overfitting occurs, there is good performance for the training set, but poor for the test set.
3. ANN are black boxes which can perform many tasks very effciently but cannot provide any further knowledge about the problem being investigated. In contrast, as mentioned in subsection 2.3, by studying how the margin changes when different input variables are deleted, one can obtain information about each variable's influence on the SVM. Such information may lend further insights into the relative importance of the variables for the real problem to be addressed. A few examples of this type of SVM applications are described in (Saeys et al., 2007) .
We choose LS-SVMs over standard SVMs for the following considerations:
1. LS-SVMs has a lower computational complexity over SVMs. We only need to solve a system of linear equations in LS-SVM instead of a quadratic programming problem in SVM. This makes LS-SVMs easier to build from the ground up, and hence eliminating any dependency on software which may be diffcult to modify and to adapt to a particular application. This characteristic further facilitates the analysis and understanding of the feature selection and classification processes. Under these considerations, Abe (2008) , Luo et al. (2005) , Suykens et al. (2001) and Wei et al. (2007) chose LS-SVMs over SVMs in their studies.
2.
The LS-SVMs have proved to be better classifiers than SVMs in numerous occasions. For example, in (Van Gestel et al., 2001) , several classification methods are compared across 20 different classification problems. LS-SVMs turn out to be the best classifiers in 9 out of the 20 problems, whereas SVMs in 4 out of 20.
3. Preliminary tests in our problem showed that LS-SVMs were at least as adequate for our problem as SVMs. For the herpesviruses the best SVM correctly classified 97.46% of the testing set, while the LS-SVM got 98.10% of them right. For the Caudoviruses the best SVM correctly classified 96.92%, while the LS-SVM got 97.02% right.
For the SVMs we used the software provided by (Chang and Lin, 2001 ). Tables 1 and 2 show, respectively, the herpesviruses and caudoviruses that are used in this study and their known replication origins, documented in the annotations of the GenBank files.
Application to Herpesviruses and Caudoviruses
Data Sets
The prediction strategy used for this research considers the viral genome as a set of equal size overlapping windows, with each window being a small DNA segment about 0.5% of the genome length. This window length is chosen because it is around the average length of the known replication origins reported in Tables 1 and 2 (0.448%). Locations of replication origins are predicted by computing the LS-SVM output for each window and selecting the top scoring windows. As in (Chew et al., 2005) , we consider a prediction successful if the predicted location is within two map units of a known replication origin, where one map unit is equivalent to 1% of the genome length.
The features used for the construction of the LS-SVMs, for both herpesviruses and caudoviruses, are described below.
1. Subfamily/Family: All members of our herpesvirus data set belong to the Herpesviridae family and they are classified into the α, β and γ subfamilies according to their biological properties such as the range of hosts and types of infected cells. Our collection of caudoviruses belongs to the order Caudovirales and is divided into three families: Myoviridae, Siphoviridae and Podoviridae. The subfamilies of the herpesviruses and the families of the caudoviruses will be used as input variables to the LS-SVMs.
2.
Palindrome scores: Because of the documented observation that replication origins often lie around regions with unusually high concentration of palindromes, two palindrome scores, namely the palindrome length score (PLS) and the baseweighted score (BWS1), described by Chew et al. (2005) , are included as features of the LS-SVMs. Basically, PLS scores a palindrome proportional to its length whereas BWS1 scores a palindrome according to how rarely it is observed in a random nucleotide base sequence generated by a first order Markov chain. Regardless of the scoring scheme, the total score of a window is the sum of the scores of all palindromes whose centers lie within the window.
A+T content:
The A+T content of a window refers to the percentage of A and T bases in the window. DNA replication typically requires the binding of an assembly of enzymes (e.g., helicases) to locally unwind the DNA helical structure, and pull apart the two complementary strands. Higher A+T content around the origins makes the two complementary DNA strands bond less strongly to each other. This facilitates the two strands to be pulled apart and initiate the replication process. As other studies (Chew et al., 2005 (Chew et al., ,2007 Segurado et al., 2003) have reported the use of A+T content to locate DNA replication origins, we include it as a feature of our LS-SVMs.
4.
Standardized window number: This is the feature that enables information about the location of the known replication origins to be fed into the LS-SVMs. First described in (Cruz-Cano et al., 2007) , the standardized window number is the window number divided by the total number of windows in the virus. Hence the window number will be normalized to a real number between 0 and 1. For example, if a virus has a total of 500 windows then the corresponding standardized window number for the 455th window is 455/500 = 0.91. The idea of including this variable as an input initially came from the observation that the replication origins are located in very similar parts of the genome in groups of viruses, especially for the herpesviruses family. Figure 1 gives a schematic representation of the genomes as vertical bars where the black colored regions are those windows close to known replication origins.
5.
Dinucleotide scores: A dinucleotide is a word made up of any two nucleotide bases. The 16 possible dinucleotides in DNA are AA, AC, …, TT. In the past, measures of the dinucleotide content have been used as genomic signature for different bacteria (Jernigan and Baran, 2002; Karlin and Burge, 1995; van Passel et al., 2006) . In our research the dinucleotide scores (Cruz-Cano et al., 2007) are 16 variables consisting of the natural logarithm of the proportion of each possible dinucleotide in each window divided by the product of the percentages (Pct.) of the two constituting single nucleotide bases in the whole DNA sequence of the virus. The score for a dinucleotide ab in window w of virus v is:
The five features above are represented by a total of 23 input variables: 3 for family/ subfamily classification, 2 for palindromes, 1 for A+T content, 1 for standardized window number, and 16 for dinucleotide scores. Other features were included during preliminary trials, e.g. mononucleotide and trinucleotide scores, but they do not seem to offer any significant advantage over the features mentioned above.
Tests for the LS-SVMs
As a preliminary assessment of the LS-SVM approach, with the above features, we randomly select windows from each of the herpesvirus and caudovirus data sets to form the training and test set using the procedure described in (Cruz-Cano et al., 2007) .
After training, the LS-SVM is asked to classify windows randomly selected from the different genomes as close or not close to a replication origin. We intend to see how the LS-SVM compares with the ANN method presented in (Cruz-Cano et al., 2007 To assess the actual performance of the LS-SVMs in predicting replication origins for a new virus based on the information gathered from other related viruses, we carry out a test on each individual virus using all the other viruses in the same data set for training the LSSVMs. For the herpesviruses, we implement 20 LS-SVMs. Each LS-SVM is trained with the information provided by 19 of the herpesviruses in Table 1 and then applied to predict the location of replication origins in the one remaining virus left out from the training set. The data is unbalanced since there are very few positive examples: 292 of the 5824 windows for the caudoviruses and 365 of the 8637 windows for the herpesviruses. This problem was partially alleviated by using only a random 15% of the available negative examples. This circumstance also led us to use the formula described in the last paragraph of Section 2.2.
To avoid overfitting by the decision function, the support vectors with the lowest 5% weight in the decision function are discarded after each of the 15 iterations that is performed to create a final LS-SVM for each virus. Then, the few highest ranking windows, i.e., the windows with the highest output given by the LS-SVM, are selected as the predicted positions of the replication origins. The same test is also conducted on the caudoviruses in Table 2 .
The post processing described in (Cruz-Cano et al., 2007) was applied. That is, first, a prediction is considered invalid if its position is too close to the two ends of the virus genome. Any window within the first three map units or the last two map units of the genome will not be considered as a valid prediction, where one map unit is equivalent to 1% of the genome length. These cut-off percentages are set according to the observed locations of the known origins for all the viruses of Figure 1 . Second, a prediction is invalid if it lies within two map units from an already found valid prediction. This means that if two or more predictions are located within 2 map units only the prediction associated with the highest LS-SVM output among them is considered valid. Following these rules, we select the few valid windows with the highest output values from the LS-SVM to be the predicted locations of replication origins in the test sequence.
The performance of a prediction scheme is often quantified by two commonly accepted measures: sensitivity and positive predictive value (PPV). In our context, sensitivity is the percentage of known origins that are close to the regions suggested by the prediction scheme; and positive predictive value is the percentage of identified regions that are close to at least one known origin. Results from the performance tests are presented in the next section.
Performance Results
The sensitivity and PPV for the herpesvirus and caudovirus data sets are shown in Figure 2 . The different prediction methods used are:
1. BWS1: using BWS1 (Chew et al., 2005) as the only predictor. -Cano et al., 2007) .
ANN: the artificial neural network approach as in (Cruz
3. LSSVM23: using LS-SVMs with all 23 input variables described in Subsection 3.1.
4.
LSSVM16: using LS-SVMs with only the 16 variables corresponding to the dinucleotide scores.
5.
Art23: using LS-SVMs with all 23 variables, but with the replications origins scrambled randomly in each viral genome, therefore creating a set of artificial genomes. The purpose of these experiments will be explained in Subsection 3.5.
For the caudoviruses, where both BWS1 and ANN give rather low prediction accuracy, the LS-SVMs performs substantially better. On the other hand, in the herpesviruses where each of BWS1 and ANN already shows relatively good prediction accuracy, LSSVM23 cannot offer any improvement. However, with machine learning systems, it is often advantageous to use smaller sets of input variables that contain the most useful information. Our previous works with the herpesviruses have indicated that the 16 dinucleotide scores contain relevant information that contributes to the good prediction results when used as input variables for the ANN approach (Cruz-Cano et al., 2007) . We have, therefore, also implemented LSSVMs using only the 16 dinucleotides scores as input variables. This method (LSSVM16) provides the best performance for herpesviruses so far. Notice that almost 90% of the herpesvirus origins are found using the top six predictions. The PPV also improves substantially. For the caudoviruses, however, the LS-SVMs with 23 variables remains superior.
It is interesting to note the contrast in prediction accuracy between the herpesviruses and caudoviruses. First, all the prediction methods used in this study perform better with the herpesviruses. Second, as seen in Figure 2 , using only 16 dinucleotide scores as input variables works well for the herpesviruses but not for the caudoviruses. These observations may be explained by the difference in the degree of similarity among the genomes in the two data sets. Unlike the herpesvirus genomes which all come from the family of Herpesviridae, the caudoviruses come from three different families (Myoviridae, Podoviridae, and Siphoviridae) under the order of Caudovirales. As a consequence, the genome organizations of the herpesviruses are more similar to one another, making it possible to give reliable predictions on one herpesvirus based on the information of the other members in the data set. Furthermore, as the herpesviruses are closely related, the 16 dinucleotide scores seem to be sufficient to capture the important characteristics of the genomes and produce even more accurate predictions than the larger set of 23 input variables. The programs used to determine the performances of the LS-SVMs were run in a Dell Optiplex 745 Minitower, PentiumD 945/3.40GHz using MATLAB R2007 with Windows XP.
Joint Predictions
These preliminary results, the results presented in Section 2.4 (first paragraph) and Section 3 (Fig 2) and in (Chew et al., 2007) lead us to believe that there is not much room to improve the classification accuracy by creating or using more complex methods, but a better approach is to combine the predictions of several independent techniques. With several different methods for replication origin prediction available, it is possible to combine the results to look for "joint predictions" which refer to regions consistently predicted to be likely origins by all the methods. In the case of the herpesviruses, we take the top three predictions using LS-SVM along with the top three predictions made by BWS1 (Chew et al., 2005 , Table 2 ) and ANN (Cruz-Cano et al., 2007, Table III ) and list them in Table 3 and  Table 4 . The italic cells indicate the cases in which all three methods produce a similar prediction; i.e. less than 2 map units from one another. For the 20 viruses with known replication origins shown in Table 3 , we find a total of 12 joint predictions all of which are close to one or more replication origins, giving a PPV of 100%. Even more remarkable is that these 12 predictions actually find 14 origins giving an average of 1.17 origins found per prediction. Although surprising, the average of 1.17 origins per prediction in this case is due to the fact that some of the CeHV1 (NC_004812) origins lie so close to one another that it is possible to find more than one origin by exploring the area around just one prediction. In contrast to herpesviruses, there are only two joint predictions found for the caudoviruses, neither of which is close to known replication origins. This is not unexpected because one can derive little reliable information for the caudoviruses from the BWS1 and ANN. Table 4 presents prediction results for a number of other herpesviruses whose complete genome sequences are available but are not included in Table 1 . These genomes are not used in the training or test sets for the LS-SVMs because no information on the locations of their replication origins is available. Given the good performance test results for the 20 herpesviruses with known replication origins, we also report the top three predicted locations from each prediction method and their joint predictions here. We expect that these predictions may help virologists experimentally determine the exact location of replication origins in these viral genomes.
Feature Selection
To assess the relative contributions of different input variables to the generalization capability of our LS-SVMs, we carry out the RFE process mentioned in Section 2.2 using 50% of the positive examples and 10% of the negative examples. The random selection leads to different rankings of the variables each time that the RFE algorithm is executed. Table 5 presents the averages and standard deviations of the rankings resulting from 12 executions of RFE (with the highest and lowest rankings for each variable excluded from the calculations).
We note that for both herpesviruses and caudoviruses, BWS1 and PLS are consistently considered the variables containing the least information. It is important to understand that this does not imply that these palindrome scores do not contain information useful for predicting replication origins. The reason for their early elimination is that during RFE, data are assumed to come from a deterministic objective function. In other words, due to their random nature and multiple contradictions, palindrome scores provide little information for LS-SVMs. Next, all the dinucleotides scores, and the A+T content are eliminated. Although the elimination of any one of these variables does not cause a significant decrease in the performance of the LS-SVMs, as a set they contain a great amount of information. Also, the order of their elimination changes from one run to another due to the random selection of the training set, this can be seen from Table 5 in the standard deviations of the rankings corresponding to the different features. These results are supported by experiments with RFE using SVMs, with both the linear and RBF kernels, and by another SVM-based feature selection technique called R 2 W 2 (Weston et al., 2000) with the RBF and linear kernels. The software used for these experiments can be found in (Canu et al., 2005) .
In both herpesviruses and caudoviruses, the standardized window number is considered the most important variable in all the RFE runs. Nevertheless, the prediction accuracy of the LSSVMs on the artificial genomes with their replication origins placed at various random positions of the genome sequence has not been reduced tremendously (See Art23 in Figure  2 ). This suggests that the rest of the variables are informative enough to overcome the fact that the standardized window number no longer provide any useful information of the location of the real replication origins. This is further confirmed with a second experiment in which the standardized window number is removed from the set of input variables. Like Art23, the prediction accuracy is somewhat reduced but is not drastically worse than that of SVM23. The only catastrophic decrease in the performance of the LS-SVMs is observed when the original genomes were used as training set, but the artificial genomes as test set. In this situation, the LS-SVMs first receives a set of data in which the standardized window number is a good predictor and then it is asked to predict replication origins in data sets in which the same feature is basically a random number. The resulting performance on the herpesviruses and caudoviruses are respectively reduced to about one half and one third of that of the SVM23. The programs used to perform the RFE of the LS-SVMs were run in a Sun Blade 150 using MATLAB R2007 with operating system Unix.
The results of applying the ASFE to the viral data used for the RFE are presented in Tables  6 and 7 . The ASFE software does not allow modification of the parameter C during running time, so it was fixed to a value of 1 instead of being adapted to compensate for the imbalance data. The parameter γ, as in Section 2.2, was set to 1. The results presented in Tables 6 and 7 , like those presented in Table 5 , are consistent for a wide range of values of γ and C besides those selected for our computational work. The programs used to perform ASFE were run in a Dell Optiplex 745 Minitower, PentiumD 945/3.40GHz using MATLAB R2008 with Windows XP.
The ASFE has a strong inclination for the A+T Content and the Family/Subfamily features, ranking them always as the best variables. The Standard Window Number is again considered among the most informative input variables, especially for the caudoviruses where it is the variable with the largest measure of contribution, on average. In the herpesviruses the dinucleotide AA is again considered the worst among the dinucleotides, where its average scaling value of almost zero indicates that it basically disappears from the SVM calculations. For both herpesviruses and caudoviruses, the repetitive structures variables are not considered completely irrelevant. Surprisingly, A+T Content is among the most relevant features for both the caudoviruses and herpesviruses. However, it is important to notice that the ASFE has a significantly larger average standard error (4.15) compared to the Recursive Feature Selection results (herpesviruses 2.5 and caudoviruses 2.7), suggesting that more detailed assessment of the validity of the results may be necessary.
To find out which feature selection method is the most appropriate for our problem, a comparison of the performance of an SVM trained using the top ASFE variables versus a LS-SVM created using the top RFE features would be of interest. This study can be done when the ASFE software is adapted to handle a larger training set and to compensate for the imbalance data.
Concluding Remarks
The potential of LS-SVMs for predicting viral replication origins has been demonstrated with the herpesvirus and caudovirus data sets. In the case of the caudoviruses where existing replication origin prediction methods do not perform well, the LS-SVM approach produces much better results. Alternatively, as in the case of herpesviruses where the other methods give reasonably successful predictions, LS-SVMs can be used in conjunction with these methods to further improve the prediction accuracy. In this paper, we have used the results common to three prediction methods as our joint predictions and obtain excellent PPV for the herpesviruses. We plan to explore other possible joint prediction schemes which may improve prediction accuracy in more general settings.
Finally, we note that the problem of determining the optimal set of sequence features for the LS-SVMs to give the best replication origin predictions still needs to be investigated in greater detail with more genome sequence data. The RFE process, which recursively maximizes the margin of the LS-SVM as the variables are being eliminated, will continue to be the key instrument for this pursuit. The Sensitivity (top) and PPV (bottom) for the herpesviruses (left) and caudoviruses (right) are compared for the BWS1 method, the ANN method, LS-SVM with 23 variables, LS-SVM using the dinucleotides, and LS-SVM with 23 variables for the artificial genomes. Table 3 First 3 Predictions for BWS1, ANN and LS-SVM methods.(Underline = one replication origin found; Bold = two replication origins found; Italics = joint prediction, i.e. all three methods produce predictions close to one another; 'N/A' = virus was not included in previous studies but has since been sequenced and available for analysis.) Results of the Recursive Feature Selection. Rank 1(resp. 23) indicates the most (resp. least) contribution to the LS-SVM. Table 6 Results of the Adaptive Scaling Feature Selection: Herpesviruses. The left block gives the average value and standard deviation of the scaling factor while the right block gives those of the rank. Table 7 Results of the Adaptive Scaling Feature Selection: Caudoviruses 
