This paper presents a weighted multiple model adaptive control (WMMAC) scheme to deal with large parametric uncertainty of continuous-time plant. In this proposed scheme, each 'local' controller is designed according to the mixed-µ-synthesis method to consider small uncertainty of plant parameters and disturbance; the weighting algorithm is directly based on model output errors rather than the residuals generated by multiple Kalman filters as in classical multiple model adaptive control (CMMAC). The closedloop stability (signal boundedness) and tracking performance of the proposed WMMAC system are proved with the help of virtual equivalent system (VES) concept and methodology. INDEX TERMS Multiple model adaptive control, weighting algorithm, stability.
I. INTRODUCTION
Many efforts have been made towards ''robust'' and ''adaptive'' characteristics in control field. Among others, the robust multiple model adaptive control (RMMAC) architecture provides an attractive framework for searching the ''holy grail'' of robust adaptive control [1] , which inherits the basic structure of CMMAC [2] - [5] with several innovations. In brief, RMMAC differs from CMMAC mainly in the following three aspects: 1) As local controller strategy, output dynamic compensator designed by mixed-µ-synthesis method replaced LQ state feedback controller in CMMAC; 2) RMMAC separates control from Kalman filters, which are used for state estimation (also known as multiple model adaptive estimation) and model identification (also known as weighting algorithm or posterior probability evaluator: PPE); 3) Performance-driven methodology to determine the number of required models. As Kuipers and Ioannou pointed out in [6] that the RMMAC scheme outperforms the best achievable non-adaptive scheme in a benchmark problem. However RMMAC scheme might have poor performance due to either large initial state estimate error or inaccurate knowledge of the disturbance/noise statistics. Additionally, the complexity of RMMAC may hinder its application because every candidate controller requires The associate editor coordinating the review of this manuscript and approving it for publication was Zhongyang Fei .
a Kalman filter and a post posterior evaluation. Consequently, some modified RMMAC scheme have been proposed to leave out Kalman filters. Adaptive mixing control (AMC) [6] - [8] and fuzzy-fusion [9] based RMMAC schemes have demonstrated some merits from different aspects. Fuzzyfusion based scheme is rather simple, but the membership function needs to be determined off-line, which may introduce inaccuracy. AMC approach was proposed with stability and robustness analysis, but the required conditions on the plant, the estimator, and the mixer, are still to be relaxed to make it applicable to more practical situations. Besides, the persistent excitation condition is also required in the estimator of AMC, which may bring about inconvenience in real applications.
As a new concept of adaptive control, reference [10] proposed a novel WMMAC approach that makes weighted sum directly on the multiple model parameter vectors as plant parameters estimates. Compared to classical adaptive control schemes, this approach has faster estimates convergence rate, resulting in better closed-loop performance. However, this approach requires that the parameter vector of the plant lies in a convex hull of the parameter vectors of multiple models. Besides, the standard assumptions for model reference adaptive control are also required in this approach [11] .
In references [12] , [13] , a new kind of weighting algorithm for WMMAC of discrete-time stochastic plant is presented, in which 'local' controllers could be designed by any possible control strategies such as pole-assignment, etc, provided that each 'local' controller stabilizes its corresponding 'local' model. In addition, the closed-loop stability of the resulting WMMAC system is proved with the help of VES concept and methodology [14] .
Motivated by the research works in [6] , [12] , [13] , we present an improved WMMAC scheme for continuoustime plant with large parametric uncertainty, modeling error, and bounded disturbance. In detail, the proposed WMMAC scheme consists of dynamic output feedback compensator designed by mixed-µ-synthesis method or any other robust control strategies, and the weighting algorithm proposed in [13] with modification to be suitable for continuous-time system. The main contribution of this paper is the closed-loop stability analysis, which is not a trivial extension from the discrete-time system.
The rest of the paper is organized as follows. Section 2 gives the description of the proposed WMMAC scheme. Stability and tracking performance of WMMAC are addressed in Section 3. Section 4 includes some simulations results to support the theoretical analysis. Finally, concluding remarks are drawn in Section 5.
NOTATIONS AND PRELIMINARIES
For a n-vector x, x is the Euclidean norm, i.e.,
) as x → x 1 , means lim x→x 1 |f (x)| g(x) → 0 where x 1 may be a finite real number or ∞.
We write f (x) = O(g(x)), if there exists a constant c such that |f (x)| ≤ c|g(x)| for all x ∈ X , where X denotes a set of real numbers contained in the domain of the functions f (x) and g(x).
II. DESCRIPTION OF THE WMMAC SYSTEM
Consider a single-input-single-output (SISO) plant P with large parametric uncertainty.
where u(t), y p (t), and x p (t) are input, output, and state vectors of the plant, respectively; A(θ), B(θ), D(θ), and E(θ) are vectors or matrices with proper dimensions; θ denotes the parameter uncertainty, which is supposed to belong to a limited set = {θ 1 , θ 2 , . . . , θ m }; d(t) is bounded disturbance, i. e., |d(t)| < ∞.
To design a WMMAC system, there are mainly three tasks, i. e., 1) to construct a model set (it is a modeling problem); 2) to design a 'local' controller set; 3) to design a weighting algorithm. First of all, a model set should be established to cover the uncertainty of plant, i. e., M = {A(θ), B(θ), D(θ ), E(θ )}, or for simplicity, denote 
Then for each local model M i with small parametric uncertainty, a corresponding local robust controller (or local robust compensator) C i is designed by mixed-µ-synthesis method (details are omitted here, since it can be readily done by corresponding Matlab functions). The objective of each local controller is to track a bounded reference signal y r (t), |y r (t)| ≤ η < ∞.
To be specific, each local robust controller C i is an admissible controller that, together with M i , constitutes an internal stable closed-loop system as shown in Figure 1 , in which C i (s) and M i (s) are corresponding transfer functions of C i and M i , respectively.
Local control signal u i (t) is generated by local controller C i with the following state-space realization
where K i is the feedback gain, G i is the feed-forward gain.
Then global control is obtained by
where p i (t) is the weight for 'local controller' C i . Based on the model output error, i. e.
we have the following weighting algorithm, which was adapted from reference [13] . (11) where k denotes the sampling time sequence, α > 0 is a small constant to avoid l i (k) = 0; ceil(x) is the ceiling function that generates the smallest integer not less than x, i.e.,
Remark 1: The earlier version of algorithm (5)-(10) can be found in reference [12] , which is easier to understand but with lower convergence rate. For convenience of comparison, here we give the weighting algorithm in [12] .
The above-mentioned weighting algorithm was developed according to a simple thinking: the closer the model to the plant to be controlled, the smaller the signal energy of the model output error e i (k). It can also be regarded as an on-line learning algorithm.
As the convergence analysis of weighting algorithm (5)-(11), we have the following result.
Theorem 3: Suppose there is a model, say M l ∈ M, which is closest to the true plant in the following sense
where k * is an unknown limited sampling time instant.
Then we have
Proof: By (5)-(9) under condition (12), the following facts are obvious For the only exception situation
that's because, in Eq.
is monotonically increasing with upper bound 1/e (see Lemma A1 in Reference [13] for details). Then by (10), we have
Further with the zero-order-hold (ZOH), i. e., Eq. (11), we have
That completes the proof. By now, we can give a concise structure block diagram of the WMMAC system as shown in Figure 2 , in which the weighting algorithm is omitted.
In the following section, the main results of the WMMAC system will be developed according to Figure 2 and Theorem 3.
III. MAIN RESULTS
In this section, we present the stability and tracking performance analysis of the WMMAC system based on VES concept and methodology. Two situations are considered, one is that the true model of the plant is included in the model set; the other is that the true model is not included in the model set, but there is a closest model to the plant with bounded or vanishing modeling errors. For the first situation, we have Theorem 4; for the second situation, we have Corollary 7 and Corollary 8.
Theorem 4: If the WMMAC system for plant described in Eq. (1) with weighting algorithm (5) -(11) has the following properties:
1) The true model of plant, denoted as M l , is included in the model set M, and condition (12) is satisfied;
2) Each local controller C i is stable, C i and M i constitute an internal stable closed-loop system whose output is tracking the reference signal y r (t);
3) Disturbance d(t) is bounded and tends to zero. Then the closed-loop WMMAC system is stable and tracking. Proof: We will prove theorem 4 in two cases, i.e., Case 1: d(t) = 0; and Case 2: d(t) → 0.
Next we treat Case 1 in 4 steps.
Step 1: The convergence of weighting algorithm. According to Theorem 3, condition 1) of Theorem 4 yields
Step 2: The construction of VES and the property of u(t).
In the input-output sense, the original WMMAC system as shown in Figure 2 is equivalent to the system as shown in Figure 3 , which is named the virtual equivalent system (VES).
In Figure 3 , u(t) = u(t) − u l (t) is a complementary signal. It is worth pointing out that from Figure 2 to Figure 3 , a nonlinear system is converted into an LTI system with a nonlinear signal u(t). In other words, a nonlinear dominant (in structure) problem is converted into a linear dominant (in structure) problem. In this conversion the nonlinearity in structure of the original system has been transferred to a 'small' ( see below, u (t) = o ( x cl (t) + M ) nonlinear signal in an LTI system that is easier to deal with.
Considering Condition 2), i.e., each local controller is stable, then by Lemma 10 we have ||x ci (t)|| = O(||x cl (t)||), i = 1, 2, · · · , m, i = l (14) Further considering p l (t) → 1, p i (t) → 0, i = l, we have the property of u(t)
where |y r (t)| ≤ η < ∞.
Step 3: The decomposition of the VES. Since Figure 3 is an LTI system with zero initial state and complementary signal u(t), it can be decomposed into two subsystems with zero initial states, i. e., subsystem I as shown in Figure 4 and subsystem II as shown in Figure 5 .
Remark 5: Actually, subsystem I, as shown in Figure 4 , is the 'ideal' closed-loop control system, i. e., the target for the WMMAC system to converge to. Denote
as the augmented state vectors of the VES (Figure 3 ), subsystem I (Figure 4) , and subsystem II ( Figure 5 ), respectively. For simplicity, we don't have to give the detailed state-space descriptions of these systems, but we know that they are all internal stable LTI systems.
Then by linear superposition principle, we have
Step 4: The proof of the conclusion. According to condition 2), subsystem I as shown in Figure 4 is an internal stable LTI system, and its output is tracking, i. e.
Obviously subsystem II as shown in Figure 5 is also an internal stable LTI system with reference signal y r (t) = 0, u(t) satisfying (15) . Further noticing x cl (t) ≤ x(t) by definition, we get the following result according to Lemma 11 and Corollary 12 in Appendix
Putting (16), (17) , and (18) together, according to Lemma 13, we obtain
Thus, by (18) we have Consequently we get
Case 2: d(t) → 0 Next we consider the non-ideal situation, the disturbance is not zero but bounded and vanishing, i. e., d(t) → 0. Obviously disturbance d(t) can also be treated as u(t), and accordingly we have the third decomposed subsystem as shown in Figure 6 . Then we have by linear superposition principle
Obviously, the properties of x (t), x (t) remain unchanged as in Case 1. Since subsystem III is a stable system with input signal d(t) → 0, then it is not difficult to see that
Thus we still have
That completes the proof.
Remark 6: Of course, d(t) may have some effects on the performance of the weighting algorithm. If only Eq. (12) can be satisfied, then d(t) does not make a difference to the stability and tracking performance of the WMMAC system.
In Theorem 4 we actually deal with an ideal modeling situation, next we consider the non-ideal modeling situation, i. e., the true model of the plant is not included in the model set, but there is a closet model with bounded (or vanishing) modeling errors, i. e., e l (t) y p (t) − y ml (t), e xl (t) x p (t) − x ml (t) are bounded or further e l (t) → 0, e xl (t) → 0, Then we have the following results.
Corollary 7: If the WMMAC system for plant described in Eq. (1) with weighting algorithm (5) -(11) has the following properties:
1) There is a closest model to the plant, denoted as M l ∈ M, with bounded modeling errors e l (t), e xl (t), such that condition (12) is satisfied;
3) Disturbance d(t) is bounded. Then the closed-loop WMMAC system is stable, i. e., all signals in the closed-loop system are bounded. Corollary 8: If the WMMAC system for plant described in Eq. (1) with weighting algorithm (5) - (11) has the following properties:
1) There is a closest model to the plant, denoted as M l ∈ M, with e l (t) → 0, e xl (t) → 0, such that condition (12) is satisfied;
3
) Disturbance d(t) is bounded and tends to zero. Then the closed-loop WMMAC system is stable and tracking.
The proofs of Corollary 7 and Corollary 8 are similar to that of Theorem 4, details are omitted to save space.
Remark 9: Corollary 7 and Corollary 8 mean that although only limited discrete parameter uncertainties are considered, the WMMAC scheme can also be applied to other uncertainty situations, such as the uncertain parameter is a continuum, or even with unstructured uncertainty.
IV. SIMULATION RESULTS
This section demonstrates the effectiveness of the theoretical analysis with simulation results that are conducted on the well-known bench-mark problem, i. e., the two-cart massspring-damper (MSD) system [1] , as shown in Figure 7 . The performances of the proposed WMMAC scheme will be compared with the RMMAC, and the non-adaptive robust control, respectively.
In Figure 7 , the parameters m 1 = m 2 = 1 and b 1 = b 2 = 0.1 are known, while k 1 is known to belong to = k 1 : 0.25 ≤ k 1 ≤ 1.45. The plant disturbance d(t) is a low-frequency, stationary stochastic process that acts on m 2 and is generated by
where a = 0.1 is the disturbance bandwidth and the white gaussian process ω(t) has zero mean and unit intensity. The only measurement is m 2 's displacement plus additive white gaussian noise, i.e., y(t) = x 2 (t) + v(t), where Ev(t) = 0 and Ev(t)v(τ ) = 10 −6 δ(t − τ ). The control is applied to m 1 through a control channel with an maximum time delay of 0.05 sec., i.e. τ ≤ 0.05 sec. The state-space description of the two-cart MSD system is given by
where the state vector is The performance variable z(t) = x 2 (t) is to be kept small. The control objective is to design suitable u(t) so that the effect of the disturbance and the noise on z(t) is attenuated as much as possible.
The parameter uncertainty of k 1 is divided into three subdivisions, accordingly three models below are used to construct the 'local' controllers by mixed-µ-synthesis method, for details, see [1] , [15] , [16] .
Controllers C 1 , C 2 , and C 3 are designed according to M 1 , M 2 , and M 3 , respectively.
In simulation, two different cases are considered. Case 1: k 1 is fixed, i. e. k 1 = 0.6. The control (disturbances attenuation) performances of WMMAC, RMMAC, and the non-adaptive robust control, are shown in Figure 8 . The corresponding weight signals are shown in Figure 9 .
The WMMAC and RMMAC perform almost the same, significantly better than the non-adaptive robust control.
Case 2: k 1 is jumping from k 1 = 0.6 to k 1 = 1.45 at t = 40 sec.. The control (disturbances attenuation) performances of WMMAC, RMMAC, and the non-adaptive robust control, are shown in Figure 10 . The corresponding weight signals are shown in Figure 11 . The WMMAC performs a little better than RMMAC, and they both perform significantly better than the non-adaptive robust control. It should also be pointed out that, in Case 2, there are two methods to avoid the zero lock-in condition of p i from occurring. One is to set lower bounds for weights p i , i = 1, 2, . . . , m as in reference [17] ; The other is to reset each weight according to Eq. (5) when the parameter jump is detected. In this paper, we adopted the former method.
In summary, the simulation results (Figure 8 -Figure 11 ) verified the effectiveness of the proposed WMMAC scheme.
V. CONCLUSION
The long-standing stability issue of RMMAC has been addressed under some reasonable assumptions that there is a closest model of the plant in the model set to generate minimum model output error (to guarantee the convergence of weighting algorithm); each local controller stabilizes its corresponding local model (many control strategies, such as mixed-µ-synthesis method and pole assignment are up to this standard).
It should be pointed out that this research didn't pay much attention to the modeling (model set) problem which, together with weighting algorithm and local controller design, constitutes three design issues of all kinds of WMMAC systems. As a result, this paper focused on weighting algorithm and closed-loop stability analysis in a relatively concise way. For more details of the modeling (model set) problem, please be referred to [17] - [20] .
The future works include analyzing the stability of WMMAC systems of non-linear continuous-time stochastic plant with different noises, such as Guassian noise and colored noise.
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APPENDIX LEMMAS AND PROOF
Lemma 10: For stable dynamic output feedback controllers C i , i = 1, 2, · · · , m, as described in (3), we have ||x cj (t)|| = O(||x ci (t)||), i, j = 1, 2, · · · , m, i = j (A.1)
Proof: Solving the state-space equation (3), we obtain
Since each controller C i is stable, then there must exist constants λ i > 0, k i > 0, such that
Further by (A. 2) we have
wherek i = k i B ci . Similarly we have
Noticing the following facts:
i. e., Proof: Solving the state equation of (A. 8), noticing x(0) = 0, we have
Since it is a stable system, i. e., A is a Hurwitz matrix, there must exist constants λ > 0, c > 0, such that Next we prove the conclusion of the lemma by reduction to absurdity. Suppose x (t) is unbounded, there must exist a subseries x (t k ) that goes to infinity, i. e, x(t k ) → ∞, satisfying
Dividing both sides of (A. 14) by x(t k ) , we have
Considering x (t k ) is bounded, then by Squeezing Principle, (A.15) gives a contradiction that
Thus the assumption that x (t) is unbounded can not hold. That completes the proof.
