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This paper deals with a third order Stirling-like method used for ﬁnding ﬁxed points of
nonlinear operator equations in Banach spaces. The semilocal convergence of the method
is established by using recurrence relations under the assumption that the ﬁrst Fréchet
derivative of the involved operator satisﬁes the Hölder continuity condition. A theorem is
given to establish the error bounds and the existence and uniqueness regions for ﬁxed
points. The R-order of the method is also shown to be equal to at least (2p + 1) for
p ∈ (0,1]. The eﬃcacy of our approach is shown by solving three nonlinear elementary
scalar functions and two nonlinear integral equations by using both Stirling-like method
and Newton-like method. It is observed that our convergence analysis is more effective
and give better results.
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1. Introduction
The computation of ﬁxed points of nonlinear operator equations in Banach spaces is one of the most important and
challenging problems in numerical analysis and applied mathematics. A large number of researchers [1–3,11,14,17,19,21,22]
have studied this problem extensively and developed several methods along with their convergence analysis. This has mo-
tivated us to consider the problem of approximating a ﬁxed point x of a nonlinear operator equation
x = F (x), (1.1)
where F : Ω ⊆ X → X be a nonlinear operator on an open convex subset Ω of a Banach space X with values in itself. If F
has a Fréchet derivative F ′ at least at the required points then the following quadratically convergent iterative method for
ﬁnding ﬁxed points
xn+1 = xn −
(
I − F ′(yn)
)−1(
xn − F (xn)
)
, n = 0,1,2 . . . , (1.2)
where I denotes the identity operator, x0 be the starting value and the sequence {yn} ⊂ X suitably chosen was studied by
Bartle [3] under the assumption that a modulus of continuity is known for F ′(x) as a function of x. Special cases of (1.2) are
Newton’s method for yn = xn and modiﬁed Newton’s method for yn = x0. The Stirling’s method is obtained by Rall [21] as
a special case of (1.2) for
yn = F (xn), n = 0,1,2 . . . , (1.3)
and established its convergence by assuming that the ﬁrst Fréchet derivative is Lipschitz continuous. The ﬁrst Fréchet deriva-
tive F ′ is Lipschitz continuous if a constant K > 0 exists such that ‖F ′(x) − F ′(y)‖  K‖x − y‖ for all x, y ∈ Ω . K is
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method gives results superior to those provided by Newton’s method though both of them require the same computational
cost.
Recently, development of higher order one point and multi points iterative methods without involving higher order
derivatives have gained importance to solve nonlinear equations. It is clear that higher the order of the method, higher
will be the rate of convergence. However, these methods are important because many applications such as stiff systems of
equations require quick convergence of their solution methods (see [15]). Third order one point iterative methods such as
the most famous Chebyshev, Halley and Super Halley methods are developed in [4,10,12] for solving nonlinear equations
in Banach spaces. Candela et al. [4,5] presented a system of error bounds for Halley’s method and Chebyshev’s method in
Banach spaces. Theorems are established which give suﬃcient conditions on the initial point to ensure the convergence of
their method by means of a system of recurrence relations derived by using arguments based on monotonic and contraction
properties of the involved nonlinear operators. They have also improved the error bounds obtained earlier by others and
have shown that their bounds are optimal for second degree polynomials. However, a very restrictive condition of one point
iteration of order N is that they depend explicitly on the ﬁrst N − 1 derivatives of F . All these higher order derivatives are
very diﬃcult to compute. On the other end, multi point third order iterative methods [9,13,16,17,23,24] use information at
a number of points. The convergence analysis of these methods are established based on the various continuity conditions
on the second Fréchet derivative of the involved operator. It is not diﬃcult to show that there are certain problems in which
the second Fréchet derivative may not exists or becomes unbounded. Ye et al. [25] considered the variants of Chebyshev–
Halley iteration family with parameters for solving (1.1) and established its convergence by assuming that the ﬁrst Fréchet
derivative of the involved operator satisﬁes Hölder continuity condition. They have also established this convergence of
order 1 + p for their iteration family. Ezquerro et al. [6,8] used a Newton-like method of R-order three to solve (1.1) and
established its convergence under the assumption that F ′ satisﬁes Lipschitz continuity condition. In [7], they relaxed the
Lipschitz continuity condition by Hölder continuity condition on F ′ and established convergence with R-order equal to
2p + 1 for p ∈ (0,1].
This paper deals with a third order Stirling-like method used for ﬁnding ﬁxed points of nonlinear operator equations
in Banach spaces. The semilocal convergence of the method is established by using recurrence relations [4,5] under the
assumption that the ﬁrst Fréchet derivative of the involved operator satisﬁes the Hölder continuity condition. A theorem is
given to derive the error bounds and the existence and uniqueness regions for ﬁxed points. The R-order of the method is
also shown to be equal to at least (2p + 1). The eﬃcacy of our approach is shown by solving three nonlinear elementary
scalar functions and two nonlinear integral equations by using both Stirling-like method and Newton-like method. It is
observed that our convergence analysis is more effective and give better results.
This paper is organized as follows. In Section 2, a Stirling-like method (2.1) and some preliminary results used to establish
its convergence are given. In Section 3, the recurrence relations are derived to establish its semilocal convergence analysis.
In Section 4, a theorem is given to derive the error bounds and the existence and uniqueness regions for ﬁxed points. The
R-order of the method is also shown to be equal to at least (2p + 1). In Section 5, numerical examples are worked out
to show the effectiveness of our convergence analysis. The results obtained are compared with the third order Newton-like
method. Finally, the conclusions form Section 6.
2. A Stirling-like method
In this section, we shall give some preliminary results which will be utilized to show the convergence of the Stirling-like
iterative method [1] given by
yn = F (xn),
zn = xn −
(
I − F ′(yn)
)−1(
xn − F (xn)
)
,
xn+1 = zn −
(
I − F ′(yn)
)−1(
zn − F (zn)
)
, n = 0,1,2 . . . ,
⎫⎪⎪⎬
⎪⎪⎭
(2.1)
for solving the nonlinear operator equation (1.1). Let the ﬁrst Fréchet derivative of the operator F exists in Ω and BL(X, X)
be the set of bounded linear operators from X into X . Let Γ0 = (I − F ′(y0))−1 ∈ BL(X, X) exists at some point x0, y0 ∈ Ω
and the following conditions hold on F .
C1. ‖Γ0‖ β,
C2. ‖z0 − x0‖ η,
C3.
∥∥F ′(x)∥∥ α < 1, ∀x ∈ Ω,
C4.
∥∥I − F ′(x)∥∥ δ, ∀x ∈ Ω,
C5.
∥∥F ′(x) − F ′(y)∥∥ K‖x− y‖p, ∀x, y ∈ Ω and K  0, p ∈ (0,1].
⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
(2.2)
Let a0 = Kβηp . Now, for n ∈ Z+ , we deﬁne a real sequence
an+1 = an f (an)1+p g(an)p, (2.3)
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f (x) = 1
1− (α(1+ qx))px , (2.4)
g(x) = q
(
αp + q
pxp
p + 1
)
x2, (2.5)
and
q = δp + 1
1+ p .
Our ﬁrst goal is to analyze the real sequence (2.3) to obtain the convergence of the sequence (2.1) deﬁned in Banach
spaces. For this, we have to prove that (2.1) is a Cauchy sequence. The following lemmas will prove some properties of the
sequence {an}.
Lemma 2.1. Let f and g be two real functions given in (2.4) and (2.5), respectively. Then
(i) f is increasing and f (x) > 1 in (0,1/2);
(ii) g is increasing in (0,1/2);
(iii) f (γ x) < f (x) and g(γ x) < γ 2g(x) for γ ∈ (0,1).
Proof. The proof is trivial. 
Lemma 2.2. Let f and g be two real functions given in (2.4) and (2.5), respectively. If a0 ∈ (0,1/2) then
(i) f (a0)1+p g(a0)p < 1;
(ii) the sequence {an} is decreasing;
(iii) (α(1+ qan))pan < 1, for all n 0.
Proof. From the deﬁnition of f and g , one can easily conclude that f (a0)1+p g(a0)p < 1. We show (ii) by mathematical
induction on n. For n = 0 from (i), we get
a1 = a0 f (a0)1+p g(a0)p < a0.
So, 0< a1 < a0.
Suppose that a j < a j−1 for j = 1,2, . . . ,n. Then,
an+1 = an f (an)1+p g(an)p
< an f (a0)
1+p g(a0)p
< an.
Hence by mathematical induction it is true for all n 0.
Since a j < a j−1, it follows that(
α(1+ qan)
)p
an <
(
α(1+ qa0)
)p
a0 < 1,
for all n 0 and a0 ∈ (0,1/2). Hence (iii) is proved. 
Lemma 2.3. Let us suppose the hypotheses of Lemma 2.2 and deﬁne γ = a1/a0 . Then
(In) an < γ (2p+1)
n−1
an−1 < γ
(2p+1)n−1
2p a0 , for all n 2;
(IIn) f (an)g(an) < γ
(2p+1)n
p / f (a0)1/p , for all n 1.
Proof. We can prove (In) by following an inductive procedure. As a1 = γ a0. We have
a2 = a1 f (a1)1+p g(a1)p
< γ a0 f (a0)
1+pγ 2p g(a0)p
= γ 2p+1a1
< γ 2p+2a0.
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ak+1 = ak f (ak)1+p g(ak)P
< γ (2p+1)k−1ak−1 f
(
γ (2p+1)k−1ak−1
)1+p
g
(
γ (2p+1)k−1ak−1
)p
< γ (2p+1)k−1ak−1 f (ak−1)1+pγ 2p(2p+1)
k−1
g(ak−1)p
= γ (2p+1)kak.
Moreover,
ak < γ
(2p+1)k−1ak−1 < γ (2p+1)
k−1
γ (2p+1)k−2ak−2 < · · ·
< γ (2p+1)k−1γ (2p+1)k−2 . . . γ (2p+1)k−ka0
= γ (2p+1)
k−1
2p a0.
Hence, by induction, we get
an < γ
(2p+1)n−1an−1 < γ
(2p+1)n−1
2p a0, for all n 2.
To prove (IIn), we observe that
f (an)g(an) < f
(
γ
(2p+1)n−1
2p a0
)
g
(
γ
(2p+1)n−1
2p a0
)
< γ
(2p+1)n−1
p f (a0)g(a0)
= γ (2p+1)
n
p / f (a0)
1/p .
Hence (IIn) proved. 
3. Recurrence relations
In this section, the recurrence relations are derived for the method (2.1) under the assumptions given in (2.2). Let x0 ∈ Ω ,
then we get
z0 − F (z0) = z0 − F (x0) −
1∫
0
F ′
(
x0 + t(z0 − x0)
)
(z0 − x0)dt
= F ′(y0)(z0 − x0) −
1∫
0
F ′
(
x0 + t(z0 − x0)
)
(z0 − x0)dt
=
1∫
0
(
F ′(y0) − F ′
(
x0 + t(z0 − x0)
))
(z0 − x0)dt.
So,
∥∥z0 − F (z0)∥∥
1∫
0
∥∥F ′(x0 + t(z0 − x0))− F ′(y0)∥∥dt‖z0 − x0‖
 K
1∫
0
∥∥x0 − y0 + t(z0 − x0)∥∥p dt‖z0 − x0‖
 K
(
‖x0 − y0‖p + 1
1+ p ‖z0 − x0‖
p
)
‖z0 − x0‖
 K
(
δp + 1
1+ p
)
‖z0 − x0‖p+1 = qK‖z0 − x0‖p+1. (3.1)
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‖x1 − x0‖ ‖x1 − z0‖ + ‖z0 − x0‖
 ‖Γ0‖
∥∥z0 − F (z0)∥∥+ ‖z0 − x0‖
 qK‖Γ0‖‖z0 − x0‖p+1 + ‖z0 − x0‖
 (1+ qa0)‖z0 − x0‖. (3.2)
Based on the above results, the following inequalities can be proved for n 1:
(In) ‖Γn‖ = ‖(I − F ′(yn))−1‖ f (an−1)‖Γn−1‖;
(IIn) ‖zn − xn‖ = ‖(I − F ′(yn))−1(xn − F (xn))‖ f (an−1)g(an−1)‖zn−1 − xn−1‖;
(IIIn) K‖Γn‖‖zn − xn‖p  an;
(IVn) ‖xn+1 − xn‖ (1+ qan)‖zn − xn‖.
Induction can be used to prove (In)–(IVn). Assume that x1 ∈ Ω . We now have∥∥I − Γ0(I − F ′(y1))∥∥ ‖Γ0‖∥∥F ′(y1) − F ′(y0)∥∥
 K‖Γ0‖‖y1 − y0‖p
 Kαp‖Γ0‖‖x1 − x0‖p

(
α(1+ qa0)
)p
a0 < 1. (3.3)
Hence, by Banach theorem, Γ1 = (I − F ′(y1))−1 exists and
‖Γ1‖ ‖Γ0‖
1− (α(1+ qa0))pa0 = f (a0)‖Γ0‖.
Now, for n = 1, we get
‖z1 − x1‖ ‖Γ1‖
∥∥x1 − F (x1)∥∥
 ‖Γ1‖
1∫
0
∥∥F ′(z0 + t(x1 − z0))− F ′(y0)∥∥dt‖x1 − z0‖
 K‖Γ1‖
(
‖z0 − y0‖p + 1
p + 1‖x1 − z0‖
p
)
‖x1 − z0‖
 K‖Γ1‖
(
αp + q
pap0
p + 1
)
qa0‖z0 − x0‖p+1
 f (a0)g(a0)‖z0 − x0‖.
Also,
K‖Γ1‖‖z1 − x1‖p  K‖Γ0‖ f (a0)p+1g(a0)p‖z0 − x0‖p  a0 f (a0)p+1g(a0)p = a1.
Finally, we can easily deduce that
‖x2 − x1‖ ‖x2 − z1‖ + ‖z1 − x1‖
 ‖Γ1‖
∥∥z1 − F (z1)∥∥+ ‖z1 − x1‖
 ‖Γ1‖
1∫
0
∥∥F ′(x1 + t(z1 − x1))− F ′(y1)∥∥dt‖z1 − x1‖ + ‖z1 − x1‖
 K‖Γ1‖
(
‖x1 − y1‖p + 1
p + 1‖z1 − x1‖
p
)
‖z1 − x1‖ + ‖z1 − x1‖
 qK‖Γ1‖‖z1 − x1‖p+1 + ‖z1 − x‖
 (1+ qa1)‖z1 − x1‖.
Hence, for n = 1, the conditions (In)–(IVn) are true. Now by considering that the statements (In)–(IVn) hold for n = k and
xk ∈ Ω , one can easily prove that the conditions (In)–(IVn) also hold for n = k + 1. Hence by induction it holds for all n.
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In this section, we shall establish the convergence of the method (2.1) and obtain a priori error bounds for it. Let us
denote γ = a1/a0, 
 = 1/ f (a0)1/p , R = 1+q1−γ 1/p
 , B¯(x0, R) = {x ∈ X: ‖x− x0‖ R} and B(x0, R) = {x ∈ X: ‖x− x0‖ < R}. We
shall now give the following theorem.
Theorem 4.1. Let X be a Banach space and F : Ω ⊆ X → X be a nonlinear once Fréchet differentiable operator in an open convex
domain Ω . Under the assumptions (2.2) and B¯(x0, Rη) ⊆ Ω , the method (2.1) starting from x0 generates a sequence {xn} converging
to a ﬁxed point x of (1.1)with R-order at least (2p+1). The ﬁxed point x , the iterates xn and zn belong to B¯(x0, Rη) and the solution
x is unique in B(x0, ((p + 1)/(αp Kβ) − (Rη)p)1/p) ∩ Ω . Furthermore, a priori error bounds on x is given by
∥∥xn − x∥∥ (1+ q)γ (2p+1)
n−1
2p2

n
1− γ (2p+1)
n
p 

η. (4.1)
Proof. In order to establish the convergence of the sequence {xn}, we have to show that sequence {xn} is a Cauchy sequence.
From (IIn) we observe that
‖zn − xn‖ f (an−1)g(an−1)‖zn−1 − xn−1‖
 f (an−1)g(nn−1) f (an−2)g(an−2)‖zn−2 − xn−2‖
 · · · ‖z0 − x0‖
n−1∏
j=0
f (a j)g(a j).
From Lemma 2.3, we have
n−1∏
j=0
f (a j)g(a j)
n−1∏
j=0
γ
(2p+1) j
p 
 = γ
(2p+1)n−1
2p2 
n < 1.
So, for m 1 and n 1, we get
‖xn+m − xn‖ ‖xn+m − xn+m−1‖ + ‖xn+m−1 − xn+m−2‖ + · · · + ‖xn+1 − xn‖
< (1+ qan+m−1)η
n+m−2∏
j=0
f (a j)g(a j) + · · · + (1+ qan)η
n−1∏
j=0
f (a j)g(a j)
 (1+ qan)
(
γ
(2p+1)n+m−1−1
2p2 
n+m−1 + · · · + γ
(2p+1)n−1
2p2 
n
)
η
 (1+ qa0)
n
(
γ
(2p+1)n+m−1−1
2p2 
m−1 + · · · + γ
(2p+1)n−1
2p2
)
η.
By Bernoulli’s inequality, for every real number x> −1 and every integer k 0, we have (1+ x)k  1+ kx. Thus
‖xn+m − xn‖ (1+ qa0)
nγ
(2p+1)n−1
2p2
(
1+ γ (2p+1)
n
p 
 + · · · + γ (m−1) (2p+1)
n
p 
m−1
)
η
 (1+ q)
nγ
(2p+1)n−1
2p2
(
1− γm (2p+1)
n
p 
m
1− γ (2p+1)
n
p 

)
η. (4.2)
Hence, {xn} is a cauchy sequence. For m 1 and n = 0, we obtain
‖xm − x0‖ (1+ q)
(
1− γm/p
m
1− γ 1/p

)
η < Rη. (4.3)
Hence, xm ∈ B¯(x0, Rη) for all m 0. Similarly, we have zn ∈ B¯(x0, Rη) for all n 0. On taking limit as m → ∞ in (4.3), we
get x ∈ B¯(x0, Rη). To show that x is a ﬁxed point of (1.1), we have to show that x is a solution of x− F (x) = 0. For this,
we see that ‖xn − F (xn)‖  ‖I − F ′(yn)‖‖Γn(xn − F (xn))‖ and the sequence {‖I − F ′(yn)‖} is bounded. So, by taking limit
as n → ∞ and from continuity of an operator, we get x is a solution of x− F (x) = 0. Hence, x is a ﬁxed point of (1.1). To
show the uniqueness of x , let z be the another ﬁxed point of (1.1) in B(x0, ((p + 1)/(αp Kβ) − (Rη)p)1/p) ∩ Ω . Then
0 = x − F (x)− z + F (z)=
1∫ (
I − F ′(x + t(z − x)))dt(x − z).
0
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∫ 1
0 (I − F ′(x + t(z − x)))dt is invertible, then z = x . From
‖Γ0‖
1∫
0
∥∥F ′(x + t(z − x))− F ′(y0)∥∥dt  Kβ
1∫
0
∥∥x − y0 + t(z − x)∥∥p dt
 Kβ
1∫
0
(
(1− t)p∥∥x − y0∥∥p + t p∥∥z − y0∥∥p)dt
 Kβ
p + 1
(∥∥x − y0∥∥p + ∥∥z − y0∥∥p)
 α
p Kβ
p + 1
(∥∥x − x0∥∥p + ∥∥z − x0∥∥p)
<
αp Kβ
p + 1
(
(Rη)p + p + 1
αp Kβ
− (Rη)p
)
= 1,
and the Banach’s theorem, the operator
∫ 1
0 (I − F ′(x + t(z − x)))dt is invertible. Hence z = x . 
5. Numerical examples
In this section, ﬁve numerical examples consisting of three nonlinear scalar elementary functions and two nonlinear
integral equations are worked out for demonstrating the eﬃcacy of our approach. It is found that the Stirling-like method
has the same or better behavior than Newton-like method in both nonlinear elementary scalar functions and integral equa-
tions.
Example 5.1. Let
f (x) = sin2(x) − x2 + 1 = 0.
Starting with x0 = 1.0, the Newton-like method [7] gives the root x∗ = 1.404491648215341 correct up to 15 decimal places
in 16 iterations. However, the Stirling-like method applied to x = G(x) = sin2(x)+1x obtained it in 3 iterations.
Example 5.2. Let
f (x) = xex − 0.1 = 0.
Starting with x0 = 1.0, the Newton-like method [7] gives the root x∗ = 0.091276527160862 correct up to 15 decimal places
in 5 iterations. However, the Stirling-like method applied to x = G(x) = 0.1ex obtained in 3 iterations.
Example 5.3. Let
f (x) = x3 + 4x2 − 10 = 0.
Starting with x0 = 2.0, both the Stirling-like method and Newton-like method [7] give the root x∗ = 1.365230013414097
correct up to 15 decimal places in 4 iterations.
Example 5.4. Consider a nonlinear integral equation of Hammerstein type [18] given by
x(s) = f (s) +
b∫
a
G(s, t)φ
(
t, x(t)
)
dt, s ∈ [a,b], (5.1)
for x ∈ C[a,b], where G(s, t) is the kernel of a linear integral operator in C[a,b] and φ(t,u) is a continuous function for
t ∈ [a,b] and −∞ < u < +∞.
In this study, we consider
x(s) = f (s) + λ
b∫
a
G(s, t)x(t)1+p dt, p ∈ (0,1], (5.2)
where f is a continuous function such that f (s) > 0, s ∈ [a,b], λ is a real number and the kernel G is continuous and
nonnegative in [a,b] × [a,b].
S.K. Parhi, D.K. Gupta / J. Math. Anal. Appl. 359 (2009) 642–652 649For instance, when G(s, t) is the Green kernel, the corresponding integral equation is equivalent to the boundary value
problem
{
x′′ = λx1+p,
x(a) = f (a), x(b) = f (b). (5.3)
Problems of this type are used in [20]. We observe that solving Eq. (5.2) is equivalent to solving (1.1), where F : C[0,1] →
C[0,1],
F (x)(s) = f (s) + λ
b∫
a
G(s, t)x(t)1+p dt, p ∈ (0,1], (5.4)
where, s ∈ [a,b], x, f ∈ X and λ be a real number. The kernel G(s, t) is continuous and nonnegative in [a,b] × [a,b]. Here,
we have taken norm as sup-norm and G(s, t) as Green’s function
G(s, t) =
{
(b − s)(t − a)/(b − a), t  s,
(s − a)(b − t)/(b − a), s t.
Now it is easy to ﬁnd out the ﬁrst derivative of F as
F ′(x)u(s) = (1+ p)λ
b∫
a
G(s, t)x(t)pu(t)dt, u ∈ Ω,
∥∥F ′(x) − F ′(y)∥∥ (1+ p)|λ| max
s∈[a,b]
∣∣∣∣∣
b∫
a
G(s, t)dt
∣∣∣∣∣‖x− y‖p
 (1+ p)|λ|‖l‖‖x− y‖p,
where,
‖l‖ = max
s∈[a,b]
∣∣∣∣∣
b∫
a
G(s, t)dt
∣∣∣∣∣.
Here F ′ does not satisfy Lipschitz continuity condition as, for p ∈ (0,1) and x, y ∈ Ω . But it satisﬁes Hölder continuity
condition as p ∈ (0,1). Hence
K = (1+ p)|λ|‖l‖.
Note that it is easy to compute
∥∥F (x0)∥∥ ‖ f ‖ + |λ|‖l‖‖x0‖1+p
and
∥∥F ′(y0)∥∥ (1+ p)|λ|‖l‖‖y0‖p .
If (1+ p)|λ|‖l‖‖y0‖p < 1, then by Banach’s theorem, we obtain
∥∥(I − F ′(y0))−1∥∥ 1
1− (1+ p)|λ|‖l‖‖y0‖p = β.
Hence,
∥∥Γ0(x0 − F (x0))∥∥ ‖x0 − f ‖ + |λ|‖l‖‖x0‖
1+p
1− (1+ p)|λ|‖l‖‖y0‖p = η.
Now, for [a,b] = [0,1], λ = 1, f (s) = 1, and the initial approximation x0 = 1, we have
‖l‖ = max
s∈[0,1]
∣∣∣∣∣
1∫
0
G(s, t)dt
∣∣∣∣∣= 1/8,
β = 1.248243, K = 0.1875, η = 0.156 and a0 = 0.09244 ∈ (0,1/2).
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Table 1
Comparison of error bounds.
n From our work From work of [7]
0 0.446495 0.275536
1 6.18966× 10−3 4.47663× 10−2
2 1.37718× 10−6 7.27319× 10−3
3 7.68155× 10−14 1.18168× 10−3
4 2.69142× 10−28 1.91987× 10−4
5 3.72103× 10−57 3.11922× 10−5
By considering α = 1/3 and δ = 1 + α, we ﬁnd that the solution of Eq. (5.4) exists in the ball B¯(1,0.446495) and the
solution is unique in the ball B(1,108.83762) ∩ Ω .
When we compute the work of Ezquerro et al. [7], we get β = 1.230769, K = 0.1875, η = 0.153846 and a0 = 0.090515.
This implies that the solution exists in the ball B¯(1,0.27553) and the solution is unique in the ball B(1,35.70164) ∩ Ω .
Fig. 1 shows the behavior of the error bounds obtain in Table 1.
From Table 1 and Fig. 1, one can easily see that our convergence analysis gives better error bounds and existence and
uniqueness regions for ﬁxed points.
Example 5.5. Let X = C[0,1] be the space of continuous functions on [0,1] and let us consider the integral equation
x = F (x), where,
F (x)(s) = f (s) + λ
1∫
0
s
s + t x(t)
1+p dt, (5.5)
with s ∈ [0,1], x, f ∈ X and λ be a real number.
The given integral equations are called Fredhlom-type integral equations. Here, the norm is taken as sup-norm. Now, it
is easy to ﬁnd the ﬁrst derivative of F as
F ′(x)u(s) = (1+ p)λ
1∫
0
s
s + t x(t)
pu(t)dt, u ∈ Ω,
∥∥F ′(x) − F ′(y)∥∥ (1+ p)|λ| max
s∈[0,1]
∣∣∣∣∣
1∫
0
s
s + t dt
∣∣∣∣∣‖x− y‖p
 (1+ p)|λ| log2‖x− y‖p,
F ′ does not satisfy Lipschitz continuity condition as, for p ∈ (0,1) and x, y ∈ Ω . But it satisﬁes Hölder continuity condition
as p ∈ (0,1). Hence, K = (1+ p)|λ| log2. Now, it is easy to compute
∥∥F (x0)∥∥ ‖ f ‖ + |λ| log2‖x0‖1+p
and
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Table 2
Comparison of error bounds.
n From our work From work of [7]
0 0.725768 0.505401
1 4.26553× 10−2 0.154177
2 2.12241× 10−4 4.70329× 10−2
3 6.82241× 10−9 1.43478× 10−2
4 9.06295× 10−18 4.37691× 10−3
5 2.05598× 10−35 1.33521× 10−3
6 1.36021× 10−70 4.07317× 10−4
∥∥F ′(y0)∥∥ (1+ p)|λ| log2‖y0‖p .
If (1+ p)|λ| log2‖y0‖p < 1, then by Banach’s theorem, we obtain
∥∥(I − F ′(y0))−1∥∥ 1
1− (1+ p)|λ| log2‖y0‖p = β,
∥∥Γ0(x0 − F (x0))∥∥ ‖x0 − f ‖ + |λ| log2‖x0‖
1+p
1− (1+ p)|λ| log2‖y0‖p .
Now, for λ = 1/4, f (s) = 1, α = 1/3, δ = 1 + α and the initial approximation x0 = 1 in the interval [0,1], we get
β = 1.391889, K = 0.25993, η = 0.241196 and a0 = 0.177683 ∈ (0,1/2). So the solution of Eq. (5.5) exists in the ball
B¯(1,0.725768) and unique in the ball B(1,40.058402) ∩ Ω .
When we compute the work of Ezquerro et al. [7], we get β = 1.351224, K = 0.25993, η = 0.23414 and a0 = 0.16995 ∈
(0,1/2). Hence, by the convergence theorem given in [7], the solution exists in B¯(1,0.505401) and unique in the ball
B(1,12.672638) ∩ Ω .
Fig. 2 shows the behavior of the error bounds obtain in Table 2.
From Table 2 and Fig. 2, one can easily see that our convergence analysis gives better error bounds and existence and
uniqueness regions for ﬁxed points.
6. Conclusions
The semilocal convergence of a Stirling-like method to ﬁnd ﬁxed points of nonlinear equations in Banach spaces is
established in this paper. This convergence is achieved by using recurrence relations under the assumption that the ﬁrst
Fréchet derivative of the involved operator satisﬁes the Hölder continuity condition. A convergence theorem is given to
derive error bounds and the domains of existence and uniqueness of a ﬁxed point. The R-order of the method is shown to
be equal to at least (2p + 1). Five numerical examples consisting of three nonlinear scalar elementary functions and two
nonlinear integral equations are worked out for demonstrating the eﬃcacy of our approach. It is found that the Stirling-like
method has the same or better behavior than Newton-like method in all the examples considered.
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