In this paper we analyze Hertz potentials for free massless spin-s fields on the Minkowski spacetime, with data in weighted Sobolev spaces. We prove existence and pointwise estimates for the Hertz potentials using a weighted estimate for the wave equation. This is then applied to give weighted estimates for the solutions of the spin-s field equations, for arbitrary half-integer s. In particular, the peeling properties of the free massless spin-s fields are analyzed for initial data in weighted Sobolev spaces with arbitrary, non-integer weights.
Introduction
The analysis by Christodoulou and Klainerman of the decay of massless fields of spins 1 and 2 on Minkowski space [9] served as an important preliminary for their proof of the non-linear stability of Minkowski space [10] . The method used in [9] was based on energy estimates using the vector fields method, see [18] . This approach was extended to fields of arbitrary spin by Shu [32] . The approach of [10] to the problem of nonlinear stability of Minkowski space was later extended by Klainerman and Nicolo [21] to give the full peeling behavior for the Weyl tensor at null infinity.
The vector fields method makes use of the conformal symmetries of Minkowski space to derive conservation laws for higher order energies, which then via the Klainerman Sobolev inequality [20] give pointwise estimates for the solution of the wave equation. An analogous procedure is used for the higher spin fields in the papers cited above. This procedure gives pointwise decay estimates for the solution of the Cauchy problem of the wave equation and the spin-s equation, for initial data of one particular falloff at spatial infinity. The conditions on the initial data originate in the growth properties of the conformal Killing vector fields on Minkowski space, which are used in the energy estimates.
Let H j δ be the weighted L 2 Sobolev spaces on R 3 , that is to say the space of functions φ for which We use the conventions 1 of Bartnik [3] . Since we shall use the 2-spinor formalism, as defined in Section 2.1, we work here and throughout the paper on Minkowski space with signature + − − −. Consider the Cauchy problem for the wave equation φ = 0, (1.1)
−5/2 . Then, for j ≥ 2, one has the estimate [18] |φ(x, t)| ≤ C<u> For s ≥ 1, the Cauchy datum ϕ A...F must satisfy the constraint equation
where D AB is the intrinsic space spinor derivative on Σ, see Section 2.1. The spin 1/2 case does not have constraints.
One of the main differences in the asymptotic behavior between a massless scalar field satisfying a wave equation and a massless higher spin field is the existence of a hierarchy of decay rates for the different null components of the field along the outgoing null directions. This property, known as peeling, was first pointed out by Sachs in 1961 [31] .
Let o A , ι A be a spin dyad aligned with the outgoing and ingoing null directions ∂ v , ∂ u , and let φ i be the scalars of φ A...F defined by
One says that φ A...F satisfies the peeling property if the components φ i satisfy φ i = O(r i−2s−1 ), along the outgoing null geodesics with affine parameter r. In [29] , Penrose gave two arguments for peeling of massless fields on Minkowski space. The first, cf. [29, §4] , makes use of a representation of the field in terms of a Hertz potential of order 2s, i.e. the field is written as a derivative of order 2s of a potential satisfying a wave equation. Penrose assumed that the Hertz potential decays at a specific rate along outgoing null rays. He then infered the peeling property from this decay assumption.
The second approach presented by Penrose, cf. [29, §13] , is based on the just mentioned fact together with the conformal invariance of the spin-s field equation. Solving the Cauchy problem in the conformally compactified picture, as was discussed for the wave equation in [16, §6.7] , and taking into account the effect of the conformal rescaling, one recovers the peeling property for the solution of the massless spin-s equation on Minkowski space. Based on this analysis, Penrose conjectured that the peeling of massless fields at null infinity should be a generic property of asymptotically simple space-times.
The estimate proved in [9] for the spin-1 or Maxwell field can be stated in the present notation as along outgoing null rays. Thus, this result does not give the peeling property for all components of φ AB , which is due to the fact that the norm ϕ AB j,−5/2 is not compatible with the conformal compactification of Minkowski space. Similarly for the spin-2 case, the result in [9] gives peeling for φ i , i = 2, 3, 4 for initial data in H j −7/2 , while peeling fails to hold for φ i , i = 0, 1. On the other hand, the condition on the initial datum which is compatible with a regular conformal compactification, and also gives peeling, is for a spin-s field ∂ ℓ ϕ A...F = O(r −2s−2−ℓ ). (1.5) In this paper we shall follow an approach outlined by Penrose in [29, §6] to give a weighted decay estimate for spin-s fields of arbitrary, half-integer spin-s. The result proved here admits conditions on the initial data which include the ones considered in [9, 32] , as well as conditions which are compatible with peeling, but also general weights. The results of this paper clarify the relation between the condition on the initial datum and the peeling property of the solution of the spin-s field equation. In this paper we shall make use of some estimates for elliptic equations in weighted Sobolev spaces, and for technical reasons these are not compatible with the integer powers or r as in (1.5) .
The method we shall use is based on the notion of Hertz potentials. The reader can refer for background to Stewart [35] , Fayos et al. [13] Benn et al. [5] and references therein. Since Minkowski space is topologically trivial, there is no obstruction to representing a Maxwell field on Minkowski space in terms of a Hertz potential. However, this general fact does not provide estimates for the potential. In this paper we prove the necessary estimates not only for the Maxwell field but for fields with general half-integer spins.
To introduce the method we here consider the spin-1 case, i.e. the Maxwell field on 3+1 dimensional Minkowski space. With our choice of signature, the metric on the spatial slices is negative definite.
The Maxwell field, in the absence of sources, is a real differential 2-form F ab which is closed and divergence free. For convenience we consider the complex anti-self-dual form Let ξ a = (∂ t ) a be the unit normal to the Cauchy surface Σ = {t = 0}. Given a complex 1-form E a on Σ, satisfying the Maxwell constraint equation 8) there is a unique solution of the Maxwell equation such that
Now, let H ab be a self-dual 2-form which solves the wave equation Let the complex 1-form K a be the "electric field" corresponding to H ab ,
A calculation shows that if F ab is defined in terms of H ab by (1.10), the Cauchy data for (1.9) is related to the Cauchy data for F ab by 
(1.12) Then taking H ab to be a solution of (1.9) with Cauchy data
gives a solution to the Maxwell equation via (1.10). Estimates for the wave equation can thus be applied to give estimates for the solution of the Maxwell field equation.
The operator * d acting on 1-forms, which appears in Eqs. (1.11) and (1.12) is simply the curl operator. The first important thing to notice about Eq. (1.12) is the fact this is an overdetermined system of partial differential equations: the electric field has to satisfy constraints in order to ensure the existence of a solution. The integrability of these equations is well-known to be described by the elliptic complex
This complex, which is derived from the standard de Rham complex plays a crucial role in the analysis of Hertz potentials. The geometric constraint d * E a = 0 guarantees that Eq. (1.12) can be solved, at least formally. This is described in Section 3.
In Proposition 4.5 below, we shall prove that for non-integer weights δ,
δ is a surjection, and the estimate L a j+1,δ+1 ≤ C E a j,δ (1.14)
holds, for some constant C. It is instructive to consider two special weights in the spin-1 case. First let E a ∈ H j −5/2 be a solution to the Maxwell constraint equation (1.8) . This corresponds to the case considered in [9] . We shall now construct a solution L a ∈ H j+1 −3/2 to (1.12), which will give us Cauchy data for the Herz potential. Recall that the Laplacian ∆ = dd
Making use of the constraint equation (1.8) , and the fact that ∆ and d * commute, we find 2 Recall that, in dimension 3, for p-forms, the exterior co-derivative is given by d
automatically closed, using the integrability of the complex (1.13), cf. Remark 3.5, it is also exact, η a = (df ) a for some f . This fact is usually referred to as the Poincaré Lemma and can as we will see below, be generalized to higher spin. It follows that the cokernel of ∆ is automatically L 2 -orthogonal to ker d
is surjective. Using this fact, by the argument above we can find a solution L a ∈ H j+1 −5/2 to equation (1.12) . For the case of general weights, see Proposition 4.5.
It is important to notice that, for weights δ < −4, none of the elements in the cokernel have a preimage under the Laplacian. However, in Lemma 4.4, we prove that one can add an element ζ a in the image of * d, so that E a − i( * dζ) a is orthogonal to the cokernel of ∆, so that a preimage can be found. This way we can always find a preimage under * d, even if we can not find a preimage under ∆.
In the spin-s case, the argument follows the same outline. However, this requires an extension of the complex (1.13) to arbitrary spin, and relating the corresponding operators to an elliptic operator, which in this case will be a power of the Laplacian ∆ ⌊s⌋ . Nonetheless, two important preliminary results have to be proved to this end: an extension of the complex (1.13) to arbitrary spin and a decay result for the solution of the scalar wave equation with initial data in Sobolev spaces of arbitrary non-integer weights and its derivatives.
As far as the authors know, not much work has been performed to extend the Hodge-de Rham theory to arbitrary weighted Sobolev spaces on the one hand and to arbitrary spin on the other hand. Cantor [7] proved the first steps of a Hodge decomposition for tensors in weighted Sobolev spaces and Weck and Witsch [36] gave a Hodge-Helmholtz decomposition for forms in L p δ spaces. These two results are nonetheless not sufficient for our purposes. As far as the extension to arbitrary spin is concerned, for analytic solutions of the massless field equation of arbitrary spin on the Euclidean 4-sphere, Woodhouse [37, Section 10] , describes the procedure to construct the intermediate potentials, up to the penultimate, in the form language. Penrose [28, 27] extended this construction for the spin 3/2 in a wider context. Using this formalism, a topological condition on the domain of validity of the representation on the sphere is given.
In order to apply standard elliptic theory, one has to perform a 3+1 splitting of the equation relating the field and its Hertz potential
Assuming that the initial data for the potential are 16) where G 2s is a differential operator of order 2s − 1 (see Definition 2.11). In the spin-1 case, if one translates the spin formalism into the form language, one recovers Eq. (1.12). Finding a generalization of the complex (1.13) to arbitrary spin, which encompasses equation (1.16), and especially the operator G 2s , is then a necessary step in the construction of the initial data of the Hertz potential. A generalization of the de Rham complexes have been introduced in the context of the deformation of conformally flat structures by Gasqui-Goldschmidt [15] and, later generalized by Beig [4] (see Section 3). They obtained differential complexes corresponding to the spin-2 case. We generalize, on R 3 , their results to arbitrary spin. One introduces the fundamental operators
We prove that, if S 2s is the space of symmetric space spinor fields on R 3 , the sequence
is an elliptic complex. For s = 1, one recovers the complex (1.13). In the situation considered by Gasqui-Goldschmidt and Beig for the spin-2 case, the operator G 4 is the linearized CottonYork tensor. See Section 3 for details.
The existence of a solution to (1.12) with the estimate (1.14) is then used together with a weighted estimate for the solution of the wave equation
As we have not found a sufficiently general result in the literature, in particular which covers the range of weights δ > −1 which we need for the applications to the Hertz potential in the range where full peeling fails to hold (including the situation considered in [9] ), we prove the required result in Section 5. This result consists in a direct estimate for the solution of the wave equation, using the representation formula. For δ < −1, we have in the exterior region
The main result of the paper, stated in Theorem 7.7, combines the analysis of the Hertz potential Cauchy data in weighted Sobolev spaces with the weighted estimate for the solution of the wave equation to provide a weighted estimate for the solution to the massless spin-s field equation. The peeling properties of the spin-s field with initial data in weighted Sobolev spaces are analyzed in detail.
Here it is important to note that the detailed decay estimates for the components of the massless spin-s field φ A...F relies on the decay of the Hertz potential χ A ′ ...F ′ , for which all components decay as solutions to the scalar wave equation. The decay properties of the components of φ A...F are due to their relation to the derivatives of χ A ′ ...F ′ in terms of a null tetrad. In particular, the falloff condition on the initial datum of the massless fields which ensures that the peeling property holds is given explicitly. All the intermediate states, where the peeling fails because the initial datum does not falloff sufficiently, such as the decay result obtained by Christodoulou-Klainerman [9] , are clearly explained in terms of a decay result for the scalar wave equation.
Overview of this paper. In Section 2 we state our conventions and recall some basic facts about elliptic operators on weighted Sobolev spaces. In particular we introduce the Stein-Weiss operators divergence â, curl Á and the twistor operator Ö for higher spin fields, as well as the fundamental higher order operator G originating in the 3+1 splitting of the Hertz potential equation. In Section 3 we use these to introduce a generalization of the de Rham complex for spinor fields. The problem of constructing initial data for the Hertz potential is solved in Section 4. The weighted estimate for the wave equation is given in Section 5, and the resulting estimates for spin-s fields generated by potentials is given in Section 6. Everything is then tied together in Section 7, where the 3+1 splitting of the potential equation is considered and the potential is constructed. The section is then concluded with the estimates for spin-s fields. Appendix A contains some results on the operator G used in the analysis of the elliptic complex introduced in Section 3 as well as for the construction of the initial data for the Hertz potential in Section 4.
Preliminaries
2.1. Conventions. In this paper, we will only work on Minkowski space time. We will use Cartesian coordinates (t, x 1 , x 2 , x 3 ) as well as the corresponding spherical coordinates (t, r, θ, φ). The spinor formalism with the conventions of [30] is extensively used. For important parts of the paper, 3+1 splittings of spinor expressions are performed. The space spinor formalism as introduced in [34] is used for this purpose. In this case, the conventions of [2] are adopted. We will always consider the space spinors on the {t = const.} slices of Minkowski space with normal τ AA ′ = √ 2∇ AA ′ t. Observe that a negative definite metric on these slices is used.
The Minkowski space-time (R 4 , η αβ ) is endowed with its standard connection ∇ a = ∇ AA ′ . The time slice {t = 0} is endowed with the connection D a = D AB defined by
where τ AA ′ is the timelike vector field defined above. Its relation to the connection of the ambient space-time is given by
Let S k denote the vector bundle of symmetric valence k spinors on R 3 . Furthermore, let S k denote the space of smooth (C ∞ ) sections of S k . Definition 2.1. Let P <δ (S k ) denote the finite dimensional subspace of S k spanned by constant spinors with polynomial coefficients of degree < δ.
Observe that with δ ≤ 0, P <δ (S k ) is just the trivial space {0}.
Analytic framework.
We introduce in this section the analytic framework which is necessary to understand the propagation of the field as well as the geometric constraints. We will use the conventions of Bartnik [3] . Even though Bartnik's paper only gives statements for functions, we can easily extend this to space spinors on Euclidean space.
We recall first the standard norms, coming from the Hermitian space spinor product. If u is a real scalar, its Japanese bracket is defined by
Definition 2.2. The Hermitian space spinor product is given by
We next define the weighted Sobolev norms, which will be used to describe the asymptotic behavior of initial data at space-like infinity. 
and, in fact,
We finally recall the following properties of elliptic operators, restricting ourself to powers of the Laplacian. The result stated is a combination of the standard results, see e.g., [3, 26, 7, 17] . is Fredholm and satisfies
• its kernel is a subspace of P <δ (S 2s ); in particular, ∆ l 2s is injective when δ < 0; • its co-kernel is a subspace of P <−3−δ+2l (S 2s ); in particular, ∆ l 2s is surjective when δ > 2l − 3.
Furthermore, there exists a constant C such that, for all spinor fields in H
In fact the infimum is attained, and there exists a
Remark 2.8.
(1) In this paper, the set N is the set of positive integers and N 0 the set of non-negative integers. (2) In the range of weights −1 ≤ δ ≤ 0, the operator ∆ is bijective. (3) The inequality comes from the closed range property (see [17, Theorem 5.2] [24] . However, we will not make explicit use of this.
Fundamental operators.
Definition 2.9.
These operators will be called divergence, curl and twistor operator respectively.
We suppress the indices of φ in the left hand sides. The label k indicates its valence. The importance of these operators comes from the following irreducible decomposition which is valid for any k ≥ 1,
This irreducible decomposition follows from [30, Proposition 3.3.54] . Contraction with the spin metric ǫ AB and partial expansion of the symmetries give the coefficients.
We consider now the symbols of these operators
where L(S k , S j ) is the space of bundle maps from S k into S j . When applied to a 1-form ξ AB , one denotes the symbols σ ξ .
Lemma 2.10. When applied to a 1-form
Hermitian and has only real eigenvalues.
Proof. By definition we have
where ξ AB , is real, i.e.
Hence, the symbol σ ξ (Á k ) is for each point Hermitian and, by the spectral theorem, has only real eigenvalues.
The operators â k , Á k and Ö k are special cases of Stein-Weiss operators. We refer to [6] and references therein for general properties of this class of operators.
We will now consider some operators of general order, that will play an important role in this paper. The most important second order operator is clearly the Laplacian ∆ ≡ D AB D AB . Note that here we are using a negative definite metric on R 3 . When the Laplacian acts on a spinor field φ A...F in S k , we will often use the notation (∆ k φ) A...F , where k indicates the valence of φ A...F .
Definition 2.11. Define the order
The first operators are
These operators appear naturally in Proposition 7.1 below. The most important properties of these operators are
which is valid for any k ≥ 2. The main idea to prove this is to use that
For a complete proof see Proposition A.3. The operators G k also commute with Á k ; this is proven in Proposition A.1. To connect with the standard elliptic theory, we express appropriate powers of the Laplacian in terms of the operators
where the operators
See Lemma A.4 in the appendix for the proof of (2.2a) and (2.2b). The operator Á 2 is the spinor equivalent to the operator * d acting on 1-forms. The tensor equivalent of the operator G 4 is the linearized Cotton-York tensor acting on symmetric tracefree 2-tensors. In the following section, a more detailed description of these relations is given.
Integrability properties of spinor fields
A crucial part of this work relies on integrability properties for spinors, that is to say proving that a spinor belongs to the image of a certain differential operator. In the case of spin-1, the operator under consideration is the curl operator; its integrability properties are well known since it is described by the de Rham complex. For spin-2, one has to resort to a generalization of the de Rham theory to trace free 2-tensors, which happened to have been studied in the context of conformal deformations of the flat metric by Gasqui and Goldschmidt [15] , whose results were extended by Beig [4] . On R 3 , we consider a generalization of these elliptic complexes for arbitrary spin.
We present here the general picture of this integrability result for smooth spinors. It is well known that for 1-forms the integrability conditions are given by the following elliptic complex
whose spinorial equivalent is
(3.1) Gasqui and Goldschmidt were interested in the conformal deformation of a metric on a 3-manifold M . A deformation g t of a metric g 0 is said to be conformally rigid if there exist a family of diffeomorphisms φ ⋆ t and of functions u t such that φ
The infinitesimal equation corresponding to this deformation is given by the conformal Killing equation
where X is a vector field on M and h is a trace free 2-tensor. The spinor equivalent of this equation is given by 2D (AB X CD) = h ABCD . Solving (3.2) requires that the 2-tensor h satisfies the constraint equation. This is stated in [15, Theorem 6.1, (2.24)] and in [4] .
Theorem 3.1 (Gasqui-Goldschmidt). If (M , g) is a conformally flat 3-dimensional manifold, then the following is an elliptic complex
where
) is the space of symmetric trace free 2-tensors and
(1) A consequence of Theorem 3.1 is that equation
In terms of spinors, the operator R ab reads
The spinorial equivalent of this sequence is the following elliptic complex
We now state, using the fundamental operators Ö 2s−2 , G 2s and â 2s , a generalization of the elliptic complexes (3.1) and (3.3) for arbitrary spin.
Lemma 3.3. The sequence
is an elliptic complex.
Proof. In view of (2.1), the sequence is a differential complex. It is therefore enough to check that the symbol sequence is exact, i.e. for a non-zero ξ in
This follows from the vanishing properties (2.1) and the expression of powers of the Laplacian in terms of these operators, i.e. (2.2a) and (2.2b).
Let ξ be a fixed non-zero element of T ⋆ M . We first notice that (2.1) implies
We then notice that the symbol of the Laplacian ∆ k 2s is an invertible symbol which is in the center of the algebra of symbols since its expression is
Furthermore, using the relations stated in Lemma A.4, we have
2 + N 0 . Assume now that the spin is an integer. The proof in the case when the spin is a half integer is left to the reader (the proof is almost identical). Let Y be an element of ker(σ ξ (â 2s )). Using formula (3.4), we get
Since the symbol of the Laplacian commutes with all other symbols, we consequently get
that is to say that Y belongs to the image of σ ξ (G 2s ). If we now assume that Y is in ker(σ ξ (G 2s )). Using formula (3.4), we get
Since G 2s and Á 2s commute (Lemma A.1) and since the symbol of the Laplacian commutes with all other symbols, we get
that is to say that Y belongs to the image of σ ξ (Ö 2s−2 ).
Using the ellipticity of the sequence, it is finally possible to prove the existence of solutions of equations involving G 2s and Ö 2s . This theorem is a direct consequence of [33, Theorem 1.4] .
Proposition 3.4. For x in R 3 , there exists an open neighborhood U of x such that the sequence
is exact, where A(U , E) denotes the space of real analytic sections of E. Remark 3.5. We in fact only need this result in the context of polynomials. The problem will be to solve, for any real number δ, the equations
and
Proposition 3.4 ensures the local existence of solutions to these equations provided that
G 2s ψ = 0 and â 2s ζ = 0.
By integration, these solutions are necessarily polynomials.
Proof. The proof of Proposition 3.4 is a direct consequence of the fact that the fundamental operators Ö 2s−2 , G 2s and â 2s are operators with constant coefficients, which consist only of higher order homogeneous terms. As a consequence, these operators are all sufficiently regular in the terminology of [33] 
Construction of initial data for the potential
As seen in the introduction, one of the key points when constructing the initial data for the potential for the massless free field is the ability to solve, at the level of the initial data, the equation
This requires a partial generalization of Proposition 3.4 to weighted Sobolev spaces. The main difficulty in the construction of ζ A...F is to obtain the estimate
This inequality is similar to those in standard elliptic theory. The main idea of this section is to construct a solution using the relations between the operator G 2s and powers of the Laplacian ∆ as stated in Equations (2.2a) and (2.2b). The strategy of the proof is as follows:
(1) using the elliptic properties of the Laplacian and its powers, a preimage θ A...F of ϕ A...F is constructed; (2) using Equations (2.2a) and (2.2b), the constraint equation satisfied by the initial datum, and the differential complex stated in Lemma (3.3), we prove that the only non-vanishing term of Equations (2.2a) and (2.2b) is the one containing G 2s .
However, this schematic procedure works only for a certain range of weights. Outside this range, a more thorough discussion has to be performed. One of the key facts which is used is that the polynomial nature of the elements of the kernel of the Laplacian (and its powers) makes it possible to use Proposition 3.4 (and Remark 3.5). This section deals strictly with the initial data both for the field and the potential. The corresponding Cauchy problems for higher spin fields and for the potential are described in Section 7. More precisely, the details regarding the relation between the Hertz potential and the field are given in Section 7.1, which is devoted to the 3+1 splitting of the potential equation. Furthermore, the representation Theorem 7.6 for a massless field in terms of a Hertz potential, based on the uniqueness of solutions of the Cauchy problem, is given in Section 7.2.
For s = 1/2, we immediately get the desired solution by setting ζ A = ϕ A . For higher spin, a more careful analysis is required. To simplify the presentation, the spin-1 case is discussed first in detail, followed by the general spin case.
The following lemma is a technical result describing the orthogonality properties of the range of Ö and the kernel of â.
An integration by parts and Remark 2.3 give
Taking the limit as i → ∞ on both sides gives
Define the space E s,δ to be the
Remark 4.3. If δ ≥ −2s − 2, the space E s,δ is trivial. This follows from the fact that F s,δ ⊂ P <−3−δ (S 2s ) and that G 2s is a homogeneous order 2s − 1 operator. With −3− δ ≤ 2s − 1 or equivalently δ ≥ −2s−2 we have F s,δ ⊂ P <−3−δ (S 2s ) ⊂ ker G 2s and consequently E s,δ = {0}.
Before we prove existence of preimages under G 2s , we prove a technical lemma that allows us to reduce the problem of finding a preimage of ker â 2s ∩ H j δ (S 2s ) under G 2s to that of finding a preimage of ker 
by choosing a sequence {ξ
Repeated integration by parts gives
where the boundary terms vanish due to the compact support of ξ i,k A...F . In the limit k → ∞, this gives, making use of the definition of the weighted spaces,
We also get the estimates
where C only depends on s, j and δ. 
Proof
is orthogonal to E 1,δ . The estimates in Lemma 4.4 are of the right type, so if we can prove the proposition for ϕ AB + (G 2ζ ) AB instead of ϕ AB , we are done. We can therefore in the rest of the proof without loss of generality assume that ϕ AB is orthogonal to E 1,δ . From now on, to make the link with the language of forms clear, we replace the operator G 2 = 2Á 2 with the curl operator Á 2 .
Let θ AB be in F 1,δ ∩ ker Á 2 . The field θ AB is then in P <−3−δ (S 2 ) and therefore real analytic. Furthermore it is curl-free (i.e. in ker Á 2 ). Using Proposition 3.4, the sequence
is exact and, therefore, θ AB can be written as a gradient
As θ AB was arbitrary in F 1,δ ∩ ker Á 2 and ϕ AB was by assumption orthogonal to E 1,δ , we have that ϕ AB is orthogonal to all of
is formally self-adjoint and has closed range and finite dimensional kernel -see [7, 26, 23] where C only depends on j and δ. Now, we can re-express the Laplacian ∆ 2 as
We now want to show that (Ö 0 â 2 θ) AB vanishes (for δ < 0) or is in the image of Á 2 (for δ > 0). By the constraint equation and commutations of the divergence and the Laplace operator,
δ+1 (S 0 ) only contains polynomials with degree < 1, i.e. constants, which means that they are in the kernel of the gradient operator Ö 0 . Hence,
and we can therefore choose ζ AB = −(Á 2 θ) AB , and we get
If δ > 0, we need to be more careful. Let Ω ≡ ker ∆ 0 ∩ L 2 δ+1 (S 0 ), i.e. the set of harmonic polynomials with degree strictly smaller than δ + 1.
is also a finite dimensional space of smooth fields. Since â 2 Ö 0 = ∆ 0 , we have the following diagram
Using the integrability condition stated in Proposition 3.4, and Remark 3.5, and more specifically by
we can define an a priori non unique linear mapping T : Ö 0 (Ω) → S 2 , such that Á 2 T acts as the identity on Ö 0 (Ω). As a linear operator from the finite dimensional space
δ+2 (S 2 ) (endowed with their respective induced Sobolev norms), T is bounded and, therefore, there exists a constant C, depending on the choice of the mapping T, such that Now, we will establish that ϕ A...F is orthogonal to F s,δ by using the constraint equation and the orthogonality to E s,δ . The spinors in F s,δ ⊂ P <−3−δ (S 2s ) are polynomial, so we can use Proposition 3.4 to conclude that If δ > 0, we need to be more careful.
. We know that it is a finite dimensional space of polynomial fields.
) is therefore also a finite dimensional space in P <δ (S 2s ).
Using the relations (2.1), (2.2a) and (2.2b) we get The relations between the considered operators can be summarized by
Using the integrability condition stated by the exact sequence in Proposition 3.4 applied to polynomials (cf. Remark 3.5), and more specifically
we can define an a priori non unique linear mapping T : Ö 2s−2 F 2s−2 (Ω) → S 2s such that G 2s T is the identity operator on Ö 2s−2 F 2s−2 (Ω). As a linear operator on the finite dimensional space This gives the desired relations
Estimates for solutions of the scalar wave equation with initial data with arbitrary weight
This section contains complementary results for the study of the decay of the solution of the wave equation for the Cauchy problem such as the one stated in [18, 19] (using the vector field method), in [1] (using the integral representation), and [11] (using Strichartz estimates). The purpose is to link precisely the asymptotic behavior of the initial data at i 0 and the asymptotic behavior in the future region t ≥ 0.
It is important to remark that these different decay results for the wave equation hold for different regularities of the initial data (f , g). In all the aforementioned results, the limiting factor is the use of the Sobolev embedding from H 2 into L ∞ , and more precisely the way it is used. If the Sobolev embedding is used at the level of both f and g, we need (f , g) ∈ H j δ ×H j−1 δ−1 for j ≥ 3. This phenomenon occurs for instance in the work of Asakura [1] , who is relies on the integral representation of solutions. Energy methods can be used to give a result with weaker regularity assumtions. The Klainerman-Sobolev inequality [20, Theorem 1] yields a decay estimate with weight δ = −3/2 for j = 2. Further, using the conformal compactification of Minkowski space to a subset of the Einstein cylinder, and the conformal transformation properties of the wave equation, gives using standard estimates for the wave equation in the Einstein cylinder the decay result for δ = −2 and j = 2, cf. [16, Section 6.7 ]. It appears to be an open problem to prove the corresponding decay result with j = 2 for general weight δ.
In this section we shall prove estimates for general weights δ. Although, for δ > 0, these are not actually decay estimates, it will be convenient to refer to them using this term. It goes without saying that the most important applications are those with δ < 0. In the following, we shall consider the Cauchy problem 
where S 2 is the unit 2-sphere and ∂ ω is the derivative in the unit outer normal direction ω to S 2 .
Making use of the representation formula stated in Lemma 5.1, and of Proposition 2.6, gives the following result.
Proposition 5.2. Let j ≥ 3 and δ in R, and let φ be a solution to the Cauchy problem (5.1).
The following inequality holds in the region t > 0.
If, furthermore, (k, l, m) is a triple of non-negative integers, j ≥ 3 + k + l + m, the following pointwise inequality holds, for all t > 0 and r > 1,
are respectively the outgoing and ingoing null directions.
Remark 5.3.
(1) For δ = −1, it is important to notice that the following inequalities hold
As a consequence, in the interior region t > 3r, the decay result for φ is
and, in the exterior region 3r > t > 
The constant C depends on the norms of f and g as above. (2) It is important to note that, in the interior region, <u> and <v> are equivalent, and, as a consequence, the general estimate holds, for all weight δ:
For the proof we will need some integral estimates. Proof. Let (t, x) be fixed and consider the sphere S(x, t) with center x and radius t. Let q be a point on the sphere S(x, t). The coordinates of q are then given by (θ, φ) defined by:
Lemma 5.4. For any δ in R, we have the following integral estimates, for all t > 0 and x in
• in the 2-plane containing the origin o, the point x and q, θ is the oriented angle
• in the plane orthogonal to ox and passing through x, one chooses a direction of origin. The direction of the orthogonal projection of xq on this plane is labeled by an angle φ belonging to (0, 2π).
The integral can now be rewritten as
We note that <u> and <v> always satisfy
• <u> ≥ 1 and <v> ≥ 1;
Let F κ denote the function defined, for κ ≥ 0 and z in (0, 1],
For κ > 0, F κ is a continuous monotonic non-negative function on (0, 1]. It is bounded from above by C κ = max(1, κ −1 ) and from below by c κ = min(1, κ −1 ) on (0, 1]. For all δ, the following identities hold,
Using the bounds on F κ , one gets
Remark 5.6. These inequalities actually provide us with global estimates for the solution of the wave equation, that is to say inequalities valid both on the exterior and the interior regions.

Proof of Proposition 5.2. Using Proposition 2.6, one knows that if
Using the representation formula stated in Lemma 5.1, one gets immediately
We can use the estimate t ≤ (<u> 2 + <v> 2 ) 1/2 and Lemma 5. coming from ∂f and g in H j−1 δ−1 . The estimates stated in these columns are written in such a way that the first factor gives the estimate which is multiplied by bounded quantities, except when considering logarithmic terms. Finally, the last column gives the estimate for the full solution of the wave equation obtained by summing the previous integrals. We use the function F 0 defined by
As a consequence, the following pointwise estimate holds for φ: for all t ≥ 0 and x in R 3 ,
The same process can be applied to the derivatives of φ in the direction of u and v. The integral representations of the derivatives are then
Using Sobolev embeddings, one gets immediately
Again using Lemma 5.4 and the same comparison procedure as in the previous table, one gets that, for all t > 0 and x in R 3 ,
Using these results, one can now refine the estimates for the derivatives of the function φ, using the commutators properties of the wave equation with the vector fields generating the symmetries of the metric. Introducing S = u∂ u + v∂ v which satisfies [S, ] = −2 , the function Sφ satisfies the Cauchy problem for the linear wave equation
As a consequence, one can apply the decay results (5.2) and(5.3) to Sφ. This gives
To get the full decay result, we need to compare carefully the decay for Sφ, and the decay for ∂ u φ to get the full decay result for ∂ v φ. We follow the same procedure as above to compare the decay of these terms in a table using |u| ≤ <u>, v ≤ <v>, and, for all r > 1,
This consequently gives the following
Finally, the fact that commutes with the generators of SO (3),
can be used to obtain, for t > 0 and r > 1,
The proof is completed by a recursion over the number of derivatives, which is not written here in detail. 
Estimates for spinor fields represented by potentials
Penrose, in his original paper on zero-rest mass fields [29] , proved to the following two results:
• the existence for analytic massless fields of arbitrary spin of representation of the form • from a decay ansatz for χ along outgoing null light rays, he deduced the full peeling result for the considered field. The purpose of this section is to give a similar result for massless field admitting a potential of the form considered by Penrose. The decay result for the solution of the wave equation which is used in this section is given by Proposition 5.2.
6.1. Geometric background and preliminary lemmata. The geometric framework and notations are introduced in this section. The geometric background is the Minkowski spacetime. We consider on this space time the normalized null tetrad defined by
so that l a n a = 1 and m a m a = −1, and the plane spanned by l a , n a is orthogonal to that spanned by m a , m a . The derivatives in the directions l a , n a , m a , m a are denoted by D, D ′ , δ, δ ′ respectively. Consider finally a spin basis (o A , ι A ) arising from this tetrad, i.e.,
This basis satisfies
Lemma 6.1 (Commutators). The following commutator relations hold:
• D and D ′ commute.
• consider the gradient / ∇ on the sphere of radius r,
where / ∇ k is the k-th power of the operator / ∇.
Remark 6.2. One can directly infer from this lemma that the operator r / ∇ commutes with D and D ′ .
Proof. The proof follows directly from the commutator relations
and their complex conjugates, and on
and their complex conjugates. 
Then, for any integer n, ∇ n α and ∇ n β are smooth bounded functions on M\{R × B(0, 1)}.
Furthermore, considering the derivatives in the null directions, the following estimates hold for θ ∈ [c, π − c] (c > 0):
To prove that α and β are bounded functions, it suffices to consider the decomposition of the real vector field ξ A ξ A ′ in Cartesian coordinates. The time component of the vector field is |α 2 | + |β| 2 and it is constant. As a consequence, α and β are smooth bounded functions.
The second step consists in calculating the derivatives of the components in ξ A . Since o A and ι A are constant along outgoing and ingoing null rays, the following identities hold:
For the angular derivatives, we have:
An induction using these recursive relations gives the desired results.
6.2. Proof of the decay result. We consider in this section a spin-s field represented as
where χ is a complex scalar Hertz potential satisfying the wave equation
and ξ A ′ 1 , . . . , ξ F ′ 2s are constants spinors. The purpose of this section is to give a result which is similar to the one obtained for the wave (or spin-0) equation in order to retrieve similar decay estimates as in the pioneering work of Christodoulou-Klainerman [9] . 
The norm of the initial data is denoted by
Then, the following inequalities hold, for all i in {0, 2s}:
(1) for any t ≥ 0, x ∈ R 3 , such that t > 3r, that is to say in the interior region,
, that is to say in the exterior region,
Remark 6.5.
(1) For the spin-1 case with δ = −1/2, that is to say for initial data for the Maxwell fields lying in H −5/2 , which is the case considered in [9] Proof. The proof is made by induction on the spin. The result for the spin-0 case is exactly the one obtained for the wave equation and is the base step of the induction. We now make the following induction hypothesis for spin-s, with s ∈ 
where χ is a potential whose initial data lie in H j δ (R 3 , C) × H j−1 δ−1 (R 3 , C), for j > 2 + 2s + n with n = k + l + m, the estimates stated in the theorem hold.
Let now (k, l, m) be a triple of non-negative integers and consider a spin-(s + 1/2) field written
where χ is a potential whose initial data are in
Consequently, the induction hypothesis is satisfied for the spin-s field
with the same χ whose initial data also lies in
satisfies the appropriate decay result. We first consider the interior decay. The result trivially follows from the interior decay result for the wave equation stated in Proposition 5.2 and Remark 5.3. As a consequence, the following relation holds:
which is a derivative of order n + 1 of a spinor field of valence 2s which satisfies the induction hypothesis. As a consequence, the following decay result is immediate, in the interior region 3t ≤ r:
where C is a constant depending on n and s. This closes the induction for the part concerning the interior decay. Now we consider the problem of the exterior decay, that is to say the decay in the neighborhood of an outgoing light cone:
Recall that the components of the spinor ψ B...F are defined by
The proof in this region is done by induction as in the first part of the proof. Let (k, l, m) be a given triple of non negative integers and denote by n their sum. The induction hypothesis is written as follows for spin-s: For any spinor field of valence 2s ψ B...G satisfying:
, the following decay results holds, in the exterior region t 3 ≤ r ≤ 3t, for all integer k, l, m:
where the constant C depends on the bounds of the exterior domain and the integers k, l, m. There is no need to prove the initial step since it is exactly the result for the standard wave equation. Assume that the induction hypothesis holds for spin-s in 
where χ is a complex scalar solution of the massless wave equation whose initial data lies in
As a consequence, the spinor:
is a spinor field of valence s satisfying the requirements of the induction assumption.
To insure the proof of the induction assumption, a relation between the components of φ A.. .F and the components of the field ψ B. ..G have to established. The components of these fields are related by the following Lemma. The components of φ A...G of spin-(s + 1/2) and ψ 
are given by the following relations:
Proof. The proof is carried out by using relations (6.1) and is a basic calculation. We have
and hence
Consider now i > 0 fixed; we have
Consequently, by the relations
, we get (6.5).
Using Lemma 6.6, the proof of Proposition 6.4 can be continued. The two cases (i = 0 and i > 0) are treated separately although the method is the same. Here we present the case i = 0, the other case follows similarly.
In order to use the decay result stated in the induction hypothesis, the number of derivatives in the ingoing direction has to be taken into account:
In order to simplify the presentation of the proof, we deal specifically with the sum
Assume first that 1 + δ − l < 0. For this case the sum a priori contains terms of both type a and type b. We therefore split up the sum over e into two parts corresponding to the different types. Let e ′ be the largest integer such that e ′ ≤ l and δ − l + e ′ < 0. This means that, if 0 ≤ e ≤ e ′ − 1, we have 1 + δ − (l − e) < 0 and if e ′ ≤ e ≤ l we have 1 + δ − (l − e) > 0. Using the induction hypothesis, the sum A can then be bounded as follows: there exists a constant C such that Since we are considering the exterior region, that is to say the region defined by t 3 ≤ r ≤ 3t, the following inequalities hold (assuming also r > 1, which is not restrictive, when studying the asymptotic behavior), <v> r ≤ √ 17 and <u> <v> ≤ 1.
As a consequence, there exists a constant C depending only on the considered region and of the number of derivatives such that
In the case when 1 + δ − l > 0, all the indices 1 + δ − l + e are a fortiori positive and, as a consequence, the induction hypothesis gives immediately: there exists a constant C depending on the number of derivatives and on the bounds of the derivatives of α and β such that
There exists consequently, as previously, a constant C depending on the number of derivatives such that
The other terms in (6.6) can be studied in a similar way and details are left to the reader. Collecting all the inequalities obtained for these derivatives, one gets that there exists a constant C, depending only on the Sobolev embeddings and the number of derivatives such that
The other components ψ i of the field can be studied in a similar way. The discussion will this time occur on the sign of 1 + δ − l − i. These complementary computations are left to the reader.
We have now proved that the induction hypothesis holds also for s + 1/2. We can therefore conclude that it holds for all s ∈ 1 2 N 0 .
Asymptotic behavior of higher spin fields using Hertz potential
This section contains the main result of the paper, which consists, for arbitrary spin, in a decay result for solutions of the Cauchy problem with initial data in weighted Sobolev spaces. This extends the result contained in [9] for the fixed weight δ = −s − 3/2 (for spin-s fields with s = 1, 2) and clarifies the fact that peeling fails for the rapidly decaying components of the field. Furthermore, through Theorem 7.6, we establish a full correspondence between the decay result of the wave equation and the peeling result for the higher spin fields.
Consider a free massless spin-s field φ A...F , i.e. a symmetric valence 2s spinor field on Minkowski space, which solves
For s ≥ 1, this Cauchy problem is consistent only when the geometric constraint
is satisfied.
In this section, we first investigate which spin-s fields can be represented by a potential of the form
3) where the Hertz potential satisfies a Cauchy problem
To achieve this, a 3+1 splitting of Eq. 7.3 with respect to the Cauchy surfaces {t = const.} is performed in Section 7.1 so that the initial data for the field ϕ A...F and for the potential (ξ A...F , ζ A...F ) are related through the operator G 2s . Theorem 4.6 is then used to construct initial data for the Hertz potential and control their Sobolev norms. In Section 7.2, the uniqueness of the Cauchy problem for higher spin fields ensures that this field is represented by a Hertz potential satisfying the Cauchy problem (7.4) with the constructed data. Finally, in Section 7.3, the asymptotic behavior of the field is derived from the decay result for the scalar wave equation stated in Proposition 5.2 through the technical Proposition 6.4.
7.1. Space spinor splitting. A 3+1 splitting of the potential equation (7.3) is now performed. Let τ AA ′ = √ 2∇ AA ′ t, which is covariantly constant. The operator
A ′ is valid everywhere and it coincides with the intrinsic derivative on the slices {t = const.}. We therefore can consider it as an operator acting both on space-time spinors and on spatial spinors on a time slice. All other operators defined for fields on R 3 also extend in this way to operators on fields on Minkowski space. With this view, we have the decomposition
ǫ AB ∂ t . The evolution equations of the Cauchy problems (7.1) and (7.4) can be re-expressed as
For the spin-1/2 case, we immediately get
This simple pattern in fact generalizes to arbitrary spin: A key point which will be used later to prove that the field can be represented by a potential is the uniqueness of the Cauchy problem for first order hyperbolic systems. For such a result, the reader can refer either to [22] or [8, Appendix 4] . That the massless spin-s field equation has a first order symmetric hyperbolic formulation follows immediately from Equation (7. 
It is a simple calculation to check that φ A...F satisfies the massless field equation of spin-s (see [29] , for instance 
where the spinor field χ A...F , defined by
satisfies the Cauchy problem (7.4) for the wave equation with initial data (0,
Proof. This result is a direct consequence of Lemma 7.5, and of Propositions 4.5 and 4.6.
7.3. Decay result for higher spin fields. The notations adopted in the formulation of the main theorem is consistent with the ones which are adopted in Section 6.1.
The following decay result for higher spin fields recovers the decay result obtained by Christodoulou and Klainerman in [9] for the spins 1 (corresponding to the weight δ = −5/2) and 2 (corresponding to the weight δ = −7/2). The main difference is the regularity of the initial data: Christodoulou and Klainerman rely on weighted Sobolev embedding to obtain their decay result, so that only two derivatives of the initial data are required. The result which is presented here is based on the decay result of solutions of the wave equation stated in Section 5 and consequently requires at least three derivatives of the initial data. This restriction can be removed as soon as a decay result for the wave equation for initial data with arbitrary decay at spatial infinity, and regularity H 2 × H 1 , is established. The following theorem will then also hold with one derivative less in the norms. 
We finally consider three nonnegative integers k, l, m whose sum is denoted by n ≤ j − 3. The following inequalities hold, for all i in {0, . . . , 2s}: there exists a constant C depending only on a choice of a constant dyad and of k, l, m such that:
(1) for any t ≥ 0, x ∈ R 3 such that t > 3r, that is to say, in the interior region,
, that is to say in the exterior region, 
Furthermore, the norm of the potential is controlled by the norm of the initial data 
δ+2s−1 (R 3 , C). Proposition 6.4 can then be used, on each of the components of the field. All these components decay exactly in the same way and, consequently, the field φ A...F decays exactly as the field under consideration in Proposition 6.4.
Proof. We begin by proving that (G k Á k φ) A 1 ...A k has the desired form. By partially expanding the symmetry of the Á k operator we get
Where we used
Where we just changed n → n − 1 in the last sum. The Pascal triangle gives the algebraic identity
which in turn gives the desired form for (
..A k we partially expand the symmetry in the following expression
Where we in the last step again used In the last step we used the definition of G 2s and Lemma A.1. In fact we have defined G k to match the ∂ t part of this expression.
Proposition A.3. For k ≥ 2, the operators G k have the properties â k G k = 0 and G k Ö k−2 = 0.
Proof. First we prove that â k G k = 0. By partially expanding the symmetrization in the definition of G k and restricting the summation to non-vanishing terms we get
Using D A C D BC = − The first sum is identical to the second sum after a variable change n → n − 1, hence G k Ö k−2 = 0.
To use elliptic theory, we need well behaved elliptic operators. G k is in general not elliptic but, through the following lemma, it can related to some power of the Laplacian -which of course is elliptic. In the second sum we have changed the order of summation followed by the change n → k − n − 1. Hence, we have (2.2a).
