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Abstract 
Peterzil, Y., Zilber’s conjecture for some o-minimal structures over the reals, Annals of Pure 
and Applied Logic 61 (1993) 223-239. 
We formulate an analogue of Zilber’s conjecture for o-minimal structures in general, and then 
prove it for a class of o-minimal structures over the reals. We conclude in particular that if jzz is 
an ordered reduct of ([w, <, +, ., ex) whose theory T does not have the CF property then, 
given any model N of T, a real closed field is definable on a subinterval of X. 
1. Introduction 
One of the driving forces in Model Theory during the last decade has been a 
conjecture made by Zilber in the early Eighties. Zilber conjectured (see [14]) that 
if JII is a strongly minimal structure which is not locally modular then an 
algebraically closed field F is interpretable in At. Furthermore, the structure Al 
itself is interpretable inside F. In 1988 Hrushovski (see [3]), refuted this 
conjecture in its greatest generality. However, in [ll] and [12], Zilber and 
Rabinovich showed that if A is a reduct of an algebraically closed field then 
Zilber’s conjecture holds for it. 
Since so many notions from the model theory of strongly minimal structures 
were successfully translated into that of o-minimal structures one may ask 
whether a similar conjecture is true in the o-minimal case. The notion of 
modularity and local modularity, with respect to the algebraic closure, can still be 
defined in this context and the obvious translation of ‘algebraically closed field’ 
is ‘real closed field’. SO, the first attempt at translating Zilber’s conjecture into 
the o-minimal context is: If Ju is an o-minimal structure whose theory is not 
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locally modular then a real closed field is definable in Ju. However, as was 
pointed out by Loveys (see [5] for the details), given any transcendental a E R 
thestructure.&=(([W,+,<,(x~a(X)I[-l,l]) h as a non-locally modular theory 
and yet it is a reduct of an ordered vector space and hence no field can be defined 
in JIX. 
As we will show below, a new notion, extending that of modularity, is needed 
in the o-minimal context. This property is the ‘Collapse of Families of functions’ 
(or the CF property), which roughly says that every definable family of unary 
functions can be written as a one-parameter family. One advantage of this 
property is that it is a first-order property, namely a property of the theory rather 
than of the structure. As was shown in [8], locally modular structures have the CF 
property but the converse fails as demonstrated by the structure .4 above. 
The following two theorems taken together give a local characterization of 
every CF structure whose algebraic closure is not trivial (or equivalently, that its 
theory is nondyadic, i.e., that there is a formula which is not equivalent to a 
boolean combination of binary formulas). We point out that originally the first 
theorem was formulated using the notion ‘a local group’. Following the results in 
[5] we know that this is the same as an interval in an ordered group, which we call 
a group-interval. 
Theorem 1.1 [8]. If JI% is a CF structure whose theory is nondyadic then a 
group-interval is Al-definable on some interval in A%. The (partial) group operation 
is abelian when defined, and divisible. 
For .4l a structure and S G Ju an &-definable set, we denote by JU ( S the 
structure that S inherits from 4, namely the collection of all &-definable subsets 
of Sk, for any k. 
Theorem 1.2 [5]. Let At = ((.A\, <, +, . . . ) be an o-minimal expansion of an 
ordered group or group-interval. Then ~2 has the CF property iff there is an 
ordered vector space V over some ordered division ring, and an interval I E V, 
such that Th(&) is the theory of a reduct of V [ 1. 
(What we mean by the latter statement is that the theory of the reduct of V ) I 
is interpretable in .& with l&l as the universe and +, < as in Ju, and that every 
&definable set is definable in that reduct.) 
At least as far as understanding the local structure, it is left then to examine 
o-minimal models that do not have the CF property. The modified version of 
Zilber’s conjecture for o-minimal structures should be then: 
Conjecture. If .4l is an o-minimal structure whose theory does not have the CF 
property then a real closed field F is definable in J!. 
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We should point out that, since we know by now of many o-minimal proper 
expansions of (R , +, e), we cannot hope to obtain the second part of the original 
conjecture in this context, i.e., that the whole structure of JU is interpretable 
inside F. However, as Corollary 4.5 shows, a similar result holds when JR is a 
reduct of (R, +, e). 
Definition 1.3. Let X = (R, -=L, * . -) be an o-minimal structure. We say that X 
satisfies the partition condition if the following holds: 
Let f : lR”--, R be an X-definable function. Then there are X-definable open 
sets D1, . . . , D,~R~suchthatf(D, is a real-analytic function for i = 1, . . . , k 
and dim@” \ U 0;) < n. 
It is known (see for example [2]) that (R, +, -) satisfies the partition condition. 
Following Wilkie’s theorem on the model completeness and o-minimality of 
(R, <, +, ., eX> (see [131), we know that the latter structure also satisfies the 
partition condition. 
In this paper we first characterize the CF property in reducts of structures over 
IF! which satisfy the partition condition. This resembles Zilber’s characterization 
of locally modular structures as those without definable pseudoplanes (see [l]). 
We then prove the above conjecture for such reducts. Namely, we prove the 
following (for a more detailed formulation, see Theorem 4.4): 
Theorem 1.4. Let X be a structure over [w which satisfies the partition condition 
andletJII=(R,<;* . ) be a reduct of X which does not have the CF property. 
Then, given any model .4, that is elementarily equivalent to Jll, a real closed field 
is definable on some subinterual of MI. 
Marker, Peterzil and Pillay proved some partial results towards this theorem. 
We will make use of the following theorem: 
Theorem 1.5 [6]. If % c R2 is a C2 curve that is not semi-linear then, in the 
structure (R , +, <, V), a real closed field is definable on some subinterval of R. 
2. Preliminaries 
We assume that the reader is familiar with basic notions from the theory of 
o-minimal structures. However, we make precise some of the definitions and 
results that we use here. 
The first-order language we consider will always assume to contain the binary 
relation <, interpreted in all structures as a dense linear ordering. Unless 
otherwise stated, we take ‘definable’ to mean ‘definable with parameters’. In 
some cases we will make precise the fact that we use parameters from a set A E .4t 
226 Y. Peterzil 
by saying ‘A-definable’. For B G .IU and a E JH, we say that a is in the definable 
closure of B, a E dcl(B), if there is a formula with parameters from B such that a 
is the unique element satisfying this formula. Notice that in ordered structures the 
definable closure equals the algebraic closure. For a first-order structure Jt, we 
say that Ju, is a reduct of JR if JCI, and Jdl have the same universe and every 
.&-definable set is &-definable (one gets a slightly different notion by considering 
only O-definable sets, but our formulation makes a stronger statement of Theorem 
4.4). 
A structure & is called o-minimal if every definable subset of Ju is a finite 
union of points from JII and open intervals, all of whose endpoints lie in 
Jtl U { IIS}. As was shown in [4], if _44 is o-minimal and N = JU then X is also 
o-minimal. We refer to the reader to this last paper and to [lo] for details on the 
following results and definitions. 
The cell decomposition theorem says that every A-definable set in an o-minimal 
structure is a finite union of A-definable cells (we omit here the definition of a 
cell). One of the main tools in the proof of this theorem is the fact that, in 
o-minimal structures, every definable unary function f is piecewise continuous and 
monotone. Namely, its domain can be partitioned into finitely many intervals and 
points such that on each interval f is continuous and either strictly monotone or 
constant. As a corollary, we have the exchange principle for the definable closure 
in o-minimal structures. 
We obtain now two notions of dimension. On one hand, the exchange principle 
gives rise to an algebraic notion of dimension for subsets of o-minimal structures. 
On the other hand, since every cell C is definably homoemorphic to an open 
subset of some .AX”, for a unique n, we define the dimension of C to be this n. We 
have then a notion of topological dimension for every definable set. 
Definition 2.1. Let JII be an o-minimal structure. 
(i) For A and B two subsets of Jtz, we define 
dim(A/B) = min{lA’l: A’ GA and for all a E A, a E dcl(A’ U B)}. 
(ii) If U c JUk is a definable set then 
dim(U) = the largest n such that U contains a cell of dimension n. 
As a corollary of the previous results these notions have all the properties we 
expect them to have. Namely, dim(AIB) is the same as the cardinality of any 
maximal independent (over B) subset of A. If U = C, U - . . U C, is a union of 
cells then dim(U) = max{dim(C)}. Furthermore, as was pointed out in [9], if 
{UZ]ZEJ4 x is an A-definable family of uniformly definable sets then, for every 
1 E N, the set {ti: dim(U,) = 1} is A-definable. We can quote now a very useful 
result from [4]. 
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Proposition 2.2. Let U 5 JR’ be an A-definable open set and f an A-definable 
function from U into JU. Then U can be partitioned into finitely many A-definable 
sets, U,,..., U,, such that f is continuous on each Ui. 
The following definition brings together the two notions of dimensions. 
Definition 2.3. Let & be an o-minimal structure, and assume that U is an 
A-definable subset of J@ for some k. We say that ii0 is generic in U over A if 
dim(&/A) = dim(U). 
As was noted in [9], if JR is an w-saturated structure, A a finite subset of Ju, 
and U an A-definable set then 
ii0 is generic in U over A iff dim(&/A) = max{dim(E/A): ii E U}. 
It is easy to verify that we could replace in the above ‘Ju is w-saturated’ by ‘for 
every non-empty open interval 1 E Ju, dim(l/A) 3 X0’. 
An important property of generics is that if UO is generic in U over A and if 
V c U is an A-definable set containing & then dim(V) = dim(U). In particular, if 
& is generic over A inside an open A-definable set U c_ JR”, and if f : U-, _& is an 
A-definable function then there is a neighborhood V E U of ii0 such that f ) V is a 
continuous function. Another property is the following (we call V an open 
rectangular box in Ak if V is of the form (a,, b,) X * . - X (ak, bk), for some open 
intervals (a,, b,), . . . , (a,&, bk)). 
Fact 2.4. If U 5 JIk is an A-dejinable set and U0 is generic in U over A then for 
any open rectangular box V c Jllk containing ii0 we have dim(V II U) = dim(U). 
Proof. We use the fact that, in the cell decomposition of U, U. must be in a cell 
whose dimension is the same as the dimension of U. It is easy now to verify that if 
V is an open rectangular box and C is a cell then either V fl C = 0 or 
dim(V fl C) = dim(C). q 
For U a definable subset of Jllk and 11 E U, we say that V s U is a neighborhood 
of U if V contains an open set around U in the relative topology of U. It follows 
that if V G U is a neighborhood of some generic point in I!/ then dim(V) = 
dim(U). 
3. On equivalence relations and the CF property 
We first introduce some notation. Let Jl be an o-minimal structure and let U 
be a definable subset of A”. For E a definable equivalence relation on U we 
define the dimension of the quotient U/E as follows: 
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For k E (0, . . . , dim(U)}, we let Uf = {U E CT: dim([ii],) = k} ([u]~ is the 
E-equivalence class of ii in U). Notice that U,” is definable over the same 
parameters used to define U and E. We define the dimension of U/E to be 
dim(U/E) = max{dim(UE) - k: k = 0, . . . , dim(U)}. 
In [8], several basic results were proved for this notion, demonstrating why this 
definition is natural. We will use the fact that this is a definable notion, in the 
sense that if {U,, Ea}aeA is a definable family of sets, each equipped with a 
definable equivalence relation, and if 1 is a nonnegative integer then 
(5: dim(UJE,) = 1) is a definable set. For U and E as above, if V c_ U is a 
definable set we will use E to denote also the restriction of E to V. Hence V/E is 
just {[v]~ fl V: ii E V}. The following facts are easily deduced from the defini- 
tion. Most of them are established in [8]. 
Fact 3.1. For U and E as above, the following hold. 
(i) Zf U = IJ U f or some finite collection of definable sets then dim(U/E) = 
max{dim(U,/E)}. 
(ii) Let U E &l/II” be a definable set and let El, E2 be two definable equivalence 
relations on U such that El G E2 and such that for all ii E U, dim([ii],,/E,) =S r, 
then dim( U/E,) =S dim( U/E,) + r. 
(iii) As in (ii), but replacing G by 2 in both places. 
(iv) Assume that V c JII’ is a definable set and F a definable equivalence relation 
on V. Let f : U-+ V be a definable function such that for all Cl, ii2 E U we have 
iiIEiiz ifSf(tZI)Ff(tiz). Then dim(U/E) = dim(Im(f)/F). 
(v) For V E U definable, define Cl,(V) = {ti E U: 30 E V (GEti)}. Then 
dim(V/E) = dim(Cl,(V)/E). 
Lemma 3.2. Let U G 4” and E be an A-definable set and equivalence relation, 
respectively. Assume that dim(U/E) = k. Let 1 E (0, . . . , n} be such that 
dim(@) - I = k. Then, given any generic ii0 E UI,” over A and any neighborhood 
V G U of i&,, we have dim(V/E) = k. 
Proof. Let ii0 E r/B be a generic point over A and V G U a neighborhood of it. By 
Fact 2.4, we have dim(V rl U?) = dim(U?). Clearly, Cl,(V f7 U?) E U,” hence 
(using (v) above) 
dim((V n UF)/E) = dim((Cl,(V n Uk))/E) = dim(Uk) - I= k. 
But then k 2 dim(V/E) 2 dim((V n Uf)/E) = k, hence dim(V/E) = k. 0 
We will make use of the following lemma: 
Lemma 3.3. If U E JW and E are as above and dim( U/E) 2 1 then there is a 
definable set I E U (possibly over new parameters) such that dim(Z) = 1 and 
dim(Z/E) = 1. 
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Proof. Without loss of generality, U and E are O-definable, U of dimension m, 
and for every U E U we have dim([ii],) = k < m. Let 5 = (al, . . . , a,) be generic 
in U over 0 and assume that A is a maximal subset of {a,, . . . , a,} such that the 
set [G]~ is not definable over A (there is such a set since [& is not definable over 
0, for if it were then dim(a) G k cm). Clearly, I= dim(A) cm. We first show 
that 1 =m - 1: 
Assume that I < m - 1. There are then ai,, uiz independent over A and formulas 
over A, &(i, y) and &(f, y), such that #r(2, a,,) and @,(X, a,,) both define the 
set [G]~. Since dim(ui,/uj,A) = 1 there is an open interval J around ui, such that 
for every al, E J the formulas @,(X, al,) and +&, Ui2) define the same set. Define 
now on & (over A) the equivalence relation a ’ - u”evz (@l(i, a’) ++ qb,(_f, a”)). 
The --equivalence class of ui, contains J and there can be only finitely many 
--classes which contain an interval. It is easily seen then that each such class is 
definable over A and hence the set 4r(.kP, Ui,) = [iilE is definable over A, 
contradicting our assumption on A. 
If I= m - 1 then there is an A-definable set Z E Ju” of dimension 1 such that 
ti E I. Since [tilE is not A-definable there are infinitely many different E-classes C 
in U such that C f? Z #0. It follows that dim(Z n U) = dim((Z fl I/)/E) = 1, as 
needed. 0 
Let W c .M”+’ be a definable set and F: W -+ JII a definable function. If U is the 
projection of W onto the first n coordinates then we obtain a family of unary 
functions 9= {fG: ii E U} defined by f&) = F(i& x). We say then that 9 is a 
definable family of (partial) functions, given via the function F. For such an 9 
denote by Z, the domain of fC. For U ,,&ElJandJsJU, wesaythatf,,)J=f,,IJ 
if Ii, n J = ZG, fl J and for all x E Z,, II J we have fi,(x) = f;,(x). 9 induces the 
following two equivalence relations on U: 
Definition 3.4. (i) For J E 4, define U, -J U, iff fG, ( J = fi, [ J. 
(ii) For a E 4, define U, -a U, iff there exists a’ > a such that ii, --(_,) u,. 
Since the definition of the equivalence relations depends on 9 we will use it 
only when it is clear from the context which @we refer to. The following fact was 
established in [S]. 
Fact 3.5. For 9 and U us above, assume that both are A-definable for some 
A 5 &. Zf u is a point in Ju and U, is generic in U over UA then there is a’ > a and a 
neighborhood V s U of ii0 such that for all ii E V we have 
dim([ij]-,,,,,,) = dim([fi]_O) = dim([z&]_a). 
Assume now that 9 = {fC: U E U} is a family as above, given via the function 
F:W+& where WGJU”” and U c A”. Assume also that dim(U/--,) = k for 
some a E Ju. We fix such a throughout the rest of the following argument. 
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Let X be an o-minimal structure in which F is definable and let P be some 
X-definable property of the IZ + 1-tuples (ii, x) (e.g., ‘F is continuous at (ii, x)’ 
or, in the right context, ‘F is analytic at (U, x)’ etc.). Suppose also that in N the 
set W can be partitioned into finitely many definable sets, WI, . . . , W,, such that 
P holds on each Wj with respect to fi = F ( W. As before, each 6 generates a 
family of functions !3$ parametrized over the set Ui (17; is the projection of Wi on 
the first IZ coordinates). 
The domain of fi?, I,, is a finite union of points and open intervals. Denote by 
1, the set Z, together with the left endpoints of any open interval that is contained 
in Z, (e.g., (a, 6)A= [a, 6)). Let U= (12 E U: a E I;}. It is easy to verify that 
dim(U/-,) = dim(U/--,). Similarly, we obtain from U,, . . . , U, the sets 
ir,, . . . ) or (each with respect to 4, but still with the same a). The set U is 
the disjoint union of U1, . . . , 0, therefore there is j, 1 <j < r, such that 
dim(Uj/-,) = dim(U/-,) = k. If we denote by -‘, the equivalence relation on Uj 
which is induced by 8, we see that -‘, and -a give the same equivalence relation 
on the set Ui. We can then replace the family 9 with the X-definable family 4, 
where now the function 6 which generates %j has the property P on Wj. Notice 
that we haven’t used any new parameters to define 4. 
Consider now F, W and a as before and let Ju = ( JH, <, F). By partitioning U, 
definably in Jl, we may assume that U = UT0 for some 1. Assume now that X is 
an expansion of Ju in which the partition of W with respect to P can be, definably 
in .,Y, carried out. Using the same notation as above, there is j such 
that dim(Uj) = dim(U). But then, there is an open rectangular box R such 
that R fl oj = R fl 0 and dim(R n U) = dim(U). Replace 9 with the family 
%a= {ffi: U E R II o}. $3 is &-definable (now with new parameters) and 
the -u -dimension of R n U with respect to 92 is still k. Moreover, the function 
4 1 R 17 U which induces 3 satisfies the property P. 
Example 3.6. Let X be a structure over Iw which satisfies the partition condition. 
Let JU be an ordered reduct of & and 9 an A-definable family of functions, given 
via the function F(ii, x). Suppose that dim(U/-,) = k for some k. In JY every 
definable function from [w” into 1w can be partitioned into finitely many definable 
functions, all analytic on their domain. Using the above argument, we can obtain 
from 9 an A-definable family of functions 3, parametrized over some set V and 
given via a function G(ii, x) such that G is analytic on its domain, and dim(V/-,) 
with respect to 93 is still k. 
We can now define the CF property. 
Definition 3.7. An o-minimal structure & is said to have the CF property (CF 
stands for ‘Collapse of Families of functions’) if for every 9 and U as above, if a 
is a point in ~2 then dim( Ul-,) s 1. We call such an JII a CF structure. 
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Notice that the CF property can be expressed by an axiom scheme, hence it is a 
property of the complete theory of the structure. We say that T has the CF 
properg if one of its models (hence every model) is a CF structure. 
The following characterization of the CF property is similar to the characteriza- 
tion of non-locally modular structures as those in which one can define a 
pseudoplane. (Namely, the family of functions described in Lemma 3.8(2) below 
is similar to a pseudoplane.) 
For 9 and U as before and X, y E 4, we let U, = {U E U: fti(x) = y}. 
Lemma 3.8. Let X be a structure over R which satisfies the partition condition and 
ZetJU=(R,<;+ .) be a reduct of JK Then the following are equivalent. 
(1) .A does not have the CFproperty. 
(2) There is an At-definable family of functions 9 = {fz: ii E U} and open 
intervals Z,, I, c R such that for all ii E U, dom(f;) = Ii and such that: 
(i) For every point (x, y) E Z, x Z2 we have dim(U,,/-,) 2 1. 
(ii) For every iii, ii2 E U, either fii, 1 1, = ffi, 1 I, or there are at most finitely many 
points x E Z, for which fz,(x) = ffi,(x). 
Proof. It is easy to see that (2) implies (1): We may first assume in (2) that 9 is a 
family of continuous functions. Then, if there is an a such that for infinitely many 
y’s dim(U,,/-,) 2 1, we define the equivalence relation U,Ez& iff ffi,(a) = ffi,(a). 
dim(U/E) = 1, and the continuity of 9 implies that -a E E. But now, for 
infinitely many E-classes we have dim([S],/-,) 2 1. By 3.l(iii), it follows that 
dim( L/l-,) 2 2. 
We need then to prove that (1) implies (2). Let 9 = { fG: ii E U} and a E A be 
the family and point witnessing the failure of CF. Namely, dim( Ul-,) 2 2. We 
first modify B as follows. 
Without loss of generality %, U and a are O-definable. Furthermore, as 
Example 3.6 and the argument before it shows, we may assume that each fii is an 
analytic function on its domain and that this domain is an interval (a, b(S)), 
where b(u) is a O-definable function (notice that we cannot assume that the 
functions are analytic at the point a itself). It follows that if fG, agrees with fG, on 
infinitely many points, i.e. on an interval, then the functions agree everywhere on 
their common domain. By restricting to the right Z/p we may also assume that 
for all U E U we have dim([z7]_0) = 1 G dim(U) - 2. Let U0 be a generic point in U 
over 0. By Lemma 3.2, for every neighborhood V c U of U,, we have 
dim(V/-,) 3 2. Since b(z&) > a and b(u) must be continuous at z&, there is 
a’ 3 a and a neighborhood V s U of ii (, such that for all fi E V we have 
(a, a’) E dom(fG). B y cutting down 9 we may assume that for all U E U we have 
dom(fJ = (a, a’). To establish (2) it is sufficient, by o-minimality, to show that 
there is a,, a < a, < a’, such that for every x E (a, a,) there are infinitely many y’s 
for which dim(U,,/---,) 2 1 (I, will be then a subinterval of (a, a,)). 
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Assume, towards contradiction, that this fails. By o-minimality, there is 
a” E (a, a’) and k 2 0 such that for all n E (a, a”) there are exactly k points y for 
which dim(U,,/-,) 3 1. Since this property of y is O-definable there are 
O-definable functions yl(x), . . . , y&) such that for every x E (a, a”) we have 
dim(U,,/-,) 3 1 iff y = y,(x) for some i. Without loss of generality a’ = a”. 
If there is u,>u andjE{l,..., k} such that f&x) =Y,(x) on (a, aI) then, 
since ii, is generic in U and the y,‘s are O-definable, there is a neighborhood 
V c U of & such that for all t7 E V, f5(x) = yj(X) on some interval (a, b’(v)). It 
follows that for all b E V we have V -(I ii,,, contradicting the fact that 
dim(V/-,) > 2. So again by o-minimality, there is a, E (a, a’) such that for all 
x E (a, al) and for all j E (1, . . . , k}, we have fE,,(x) #y,(x). Namely, if we denote 
f&) by y(x) then dim(U,,,, /--,) = 0 for all x E (a, ai). Using the genericity of 
r+,, we can consider a restricted version of 9 such that, keeping the same 
notations for this new family, dim( Ul-,) 3 2 and for all ii E U and all x E (a, a,) 
we have dim(UX~~~,,/--,) = 0. It follows that for every x E (a, al) and every y we 
have dim(U,,/-,) = 0. Repeating a similar argument to the one used in showing 
that (2) implies (l), we get that dim(U/-,) s 1 for every x E (a, aI). 
On the other hand, for every ii E U we have dim([ii]_O) < dim(U) - 2 and by 
the analiticity of the frl’s, if x E (a, ai) then [ii]_, = [U]_,. It follows that for every 
x E (a, ai) and ii E U we have dim([ii]_X) c dim(U) - 2 and hence dim(U/-,) 2 2. 
Contradiction. q 
Remarks. 1. The above argument actually shows the following: Let 9, U and a 
witness the failure of the CF property, namely dim( U/--J 2 2. Then there is 
a, > a such that for all x E (a, al) the set S, = {y: dim(U,,/-,)) 2 l} is infinite. In 
particular, there are infinitely many x’s for which the set S, is infinite. Also, by 
standard o-minimal arguments, there can be only finitely many X’S, for which 
dim(U/-,) > 2 and the set S, is finite. It follows that, for all but finitely many u’s, 
if dim(U/-,) 2 2 then there is Z, as in Lemma 3.8(2) such that a E Z,. 
2. Given Ii, I, as in Lemma 3.8(2), if c E Z, and d E Z2 then there is a definable 
order-preserving bijection between some neighborhood of c and a neighborhood 
of d (since there is at least one fiT for which fi(c) = d and fc is strictly monotone 
on a neighborhood of c). Also, for every c ,, c2 E Z, there is a definable bijection 
between neighborhoods of cl and c2. Namely, take d E Z, and find U,, ii2 E U such 
that fti,(c,) = d =fC2(c2) and such that neither of the two functions is constant on 
neighborhoods of the Ci’S. The function fiiJ;,’ gives a bijection between 
neighborhoods of ci and c2. Clearly, this implies the same for any dl, d2 E Z2. 
4. Defining the field 
Proposition 4.1. Let Z be an open interval in R and let a < b be real numbers. 
Assume that 9 = {J(x): t E Z} is a family of partial functions, each from a 
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t-definable open interval J, c (a, b) into R, given via a C” function F(t, x) =fr(x). 
Assume further that 9 satisfies the following properties : 
(i) There is a point c E J and a point d E R such that for every t E Z, we have 
c E J, and A(c) = d. 
(ii) For every t E Z the function f&x) is analytic at c. 
(iii) The structure (R , <, F) is o-minimal. 
(iv) dim(Z/-,) = 1, with respect to the family 9. 
Then, in (R, <, F), a group-interval is definable on some subinterval J of 
(a, b) and this group-interval is isomorphic to ((-E, E), g-, <), where i is the 
restriction of + to (-e, e). 
Proof. Without loss of generality, 5, U and c are all O-definable. As before, we 
denote by [t]_, the equivalence class of t with respect to -C. Since dim(Z/-,) = 1 
we may assume that for all t E Z we have dim([t]_$ = 0. 
The relation ^I~ induces an obvious equivalence relation on the functions&. We 
denote by [L] the equivalence class of J with respect to this relation and call this 
class the germ of ft at c. By o-minimality, the germs at c can be definably in .4t 
linearly ordered by: [fl,J < [ft,] iff there is c’ > c such that fr,(x) <f&x) for all 
x E (c, c’). 
For k E N, define dk : Z+ R by dk(t) = (d“f,/d..?)(c). Since the fr’s are analytic at 
c and since there are infinitely many germs at c, there must be an m such that d,,, 
is not a constant function on 1. Let n be the least such m. The function d,, is a 
continuous function on Z (since F is Cm), so it cannot attain only finitely many 
values there. So, d, attains infinitely many values on Z and for all m < n, d, is a 
constant function on I. 
Since F is a C” function, d,, must be continuously differentiable on I. In 
particular, there must be an open subinterval of Z such that d, is a strictly 
monotone function on this interval. By cutting down Z we may assume that Z itself 
is this subinterval and also that d,(t) # 0 for all t E I. 
We will first show that we may assume that the graph of F(t, x) is contained in 
(a, b)3, and that for some t, E Z we have [ft,] = [xl. To do that we want to obtain a 
bijection from a subinterval of Z onto a subinterval of (a, 6). 
Let to be a generic point in Z over 0 (there is such a point since every interval 
has cardinality 2%). The germ [ft,] is not the germ of a constant function, i.e., it is 
the germ of a strictly monotone function. There is then c, > c, c1 E (a, b), such 
that dim(t,c,) = 2 and such that fr, is strictly monotone on a neighborhood of ci. 
By the genericity of (to, c,), there is a neighborhood V E Z x (a, b) of (to, cl) on 
which the function F(t, x) is continuous and strictly monotone in both variables. 
Let w = F(to, c,) and define the map t ++x iff F(t, x) = w. This gives a bijection 
between neighborhoods of to and c,. 
By cutting 9 down, we may use the above bijection to replace Z with a 
subinterval J of (a, b). By replacing every germ [fi] with [f,‘] 0 [fr] (namely, the 
composition of f,’ with ft on some neighborhood of c where it is defined), we 
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may assume that [f,] = [x] and that for every t E J, [ft] is the germ of an 
increasing function. We still preserve the fact that d, is strictly monotone and 
nonzero on J and that for 0 < m <n the function d, is constant. For all t E J we 
have now h(c) = c, and both the domain and the range of each h are contained in 
(a, b). Notice that now, for tl, t, E J, [fJ 0 [fJ is well defined, and the nth 
derivative of [ft,] 0 [ft,] is also well defined. 
We will use the following fact regarding ‘37’ functions: For f and g differentiable 
at a point c, if f(c) =g(c) and f’(c) <g’(c) then there is c’ > c such that 
f(x) <g(x) for all x E (c, c’), i.e., [f] < [g]. More generally, if 
fee) =gtc), . . . , g{(C) ~2 (c) and -$f{(c) < 2 (,-) 
then [fl < kl. 
For tl, t,, t3 E J define the following partial operation: 
tl * t2 = t3 e d”([f,ll ‘%‘) (c) = d,,(t3). 
dx” 
(By the monotonicity of d,, if there is such t3 then it must be unique.) The 
following claim shows that * is a first-order definable operation. 
Claim. if d, is increasing on J then for all tI, t,, t3 E J, 
t, * tz = t3 = Vt E J (t ’ t3+ (Ml > [fi,l o [ft,l) 
& (t < t3’ mtl < [ft,l o [ft,l))). 
(If d, is decreasing on J then the equivalence holds after exchanging < and > in 
the statement.) 
Proof. Assume that d, is increasing (the other case is proved in the same 
manner). Denote by @(tl, t2, t3) the formula to the right of ‘e’. Assume now that 
tl * t2 = t3, hence 
d” tfr,l o [ft,l 
dx” 
(c) = $$f (c) = d,(t,). 
If t > t3 then d,(t) > dn(t3). But then, by the comments above, [ft] > [ft,]o[ff,]. 
Similarly, if t < t3 then [ft] < [fi,]o [ft,]. So, #(t,, t,, t3) holds. 
If 
dnrhA;‘h2’ (c) < dn(t3) (i.e., tl * t2 f t3) 
then, by the continuity of d,, there is t < t3 such that 
d”‘f~:[ft21 (c) <d,(t). 
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But then, again by the above comments, [fl,] 0 [fr,] < [fi], so @(t,, t,, tJ fails. We 
deal with the case 
d”[f-;‘LJ (c) > d,(t,) 
in a similar way. 0 Claim 
Consider now the following two cases. 
Case 1: n = 1. By the chain rule, tl * t2 = t3 iff dl(t3) = dl(tl)dl(t2). Since d1 is 
continuous on J and since d,(t,J = 1, for every t1 there is a neighborhood of to on 
which the map t H tl * t is defined. Actually, there is an interval 1 containing 1 
such that 
(J, 2, *, to) = (.f, <, c, 1) via the map t-d,(t), 
where : ’ IS the partial operation we obtain by restricting the graph of multiplica- 
tion to j3 and 2 is either the original order on J or the reverse order, depending 
on whether d, is increasing or not. In the latter case we can always reverse the 
order on J by the map x H l/x. 
Case 2: n > 1. For m <n, the function d,(t) is now constant on J and since 
[&I = [x] is in the family we get: d,(t) = 1 for all t E J and d,(t) = 0 for all t E J 
and l<m<n. 
By the chain rule, for all tl, t2 E J, 
d[f,,l o [ft,l 
b\: (c)=1. 
By induction, one can verify that if 1 <m <n then 
d”rt,l o K,l 
dx” 
(c) = 0 and 
Just as before, there is an interval .?, this time around 0, such that 
(J, <, *, to) = (.f, <, 4, 0) via the map t-&(t), 
where 4 is the partial operation we obtain by restricting the graph of + to j3. (If 
needed we can reverse the order as in Case 1.) 
Since the map x -In(x) is an isomorphism of the multiplicative and additive 
groups, the structures we obtain in Case 1 and in Case 2 are, locally, isomorphic 
to each other (via a map which may not be definable in our structure). Namely, in 
either case we can define in our structure a group-interval that is isomorphic to 
Q-6 c), <, $7 0). 0 
We should point out that it is not true, in Proposition 4.1, that we can get in 
general J to contain the point c. This fact is important since, as the next 
proposition shows, if there is a point c E J and d E II2 such that there is a definable 
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infinite family of germs through the point (c, d), then a real closed field is 
definable in our structure. Clearly, the conditions given by the last proposition 
should not be sufficient to obtain a real closed field. 
Example 4.2. Let 5% be the family of functions defined by L(x) = tx, - 16 t, x c 1. 
This family satisfies the conditions of Proposition 4.1, hence we can define (an 
obvious) group-interval on some subinterval of (-l,l). However, this group- 
interval cannot be chosen to contain 0. 
Proposition 4.3. Let J c R be an interval around 0 and denote by $ the restriction 
of the graph of + to the set J3. Let Z be an open interval in R and assume that 
9 = {ft: t E I} is a family of functions, each from a t-definable interval J, G J into 
R, which is given via the C2 function F(t, x) =ft(x), and has the following 
properties : 
(i) There is a point c E J and a point d E R! such that for every t E I, we have 
c E J, and h(c) = d. 
(ii) The structure (R, <, g-, F) is o-minimal. 
(iii) dim(Z/--,) = 1 with respect to the family 9. 
Then, in the structure ~4 = (02, <, q-, F), a real closed field is definable on some 
subinterval K of J. This real closed field is isomorphic to (R , +, . ). 
Proof. As before, we may assume that %, U, c and d are O-definable and that for 
every t E Z we have dim([t]_$ = 0. First notice that by translating 0 to c we may 
assume that c = 0. As in the last proof, we may assume that h(c) = c for all t E Z 
and that Z G J. By cutting the domain of the functions, we may also assume that 
for each t E Z the domain and the range of fr are intervals contained in J. 
If one of the functions ft is not semi-linear then, by Theorem 1.5, a real closed 
field is &-definable on some subinterval of I. Assume then that for all t E Z the 
function ft is piecewise linear. So, for every t E Z there is E, > 0 such that ft is 
defined and linear on the interval (0, 6,). 
Let m(t) be the slope of ft on the interval (0, E,). Then for every t E Z and every 
x E (0, E,) we have J(x) = m(t)x. If m(t) is constant on some interval Z, c Z then 
clearly dim(Z,/-,,) = 0, contradicting our choice of I. Since F(t, x) is a C2 
function, the function m(t) is differentiable and hence, cutting down Z further, to 
an interval that we call K, we have that m(t) is strictly monotone and continuous 
on K. 
Let to a point in K and replace 9 by the family, call it 9 again, 
{A(x) - ft,,(x): t E K}. Now the range of the new m(t) contains an interval around 
0. Just like in the proof of Theorem 1.5, we can define the following partial 
operations on K: 
t1 +* t2 = t3 - [ft,l+ [fi,l = [fr,l, 
t1* t2 = t3 - [ft,l o [f,,l = [ft,l. 
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But then, tr +* t2 = t3 iff m(t,) + m(t2) = m(t3) and tl * t2 = t3 iff m(tl)m(t,) = 
m(td 
It follows that there is an interval Z? c [w, containing 0, such that 
(K, <, +*, *, to) = (rz, <, +-, ^ , O), 
where 4, : are the restrictions of the graphs of + and . to R’. 
To obtain a full real-closed field we could either refer to [6] or use the following 
argument: By Tarski’s quantifier elimination result, every semi-algebraic subset of 
Z?’ is quantifier-free definable using <, 0, 1 and the full + , . . It is easy to verify 
that, as a corollary, we get that every semi-algebraic subset of rz” is definable 
using <, 0, 1, < and ^. To obtain a definable real closed field, we just need to 
point out that given any semi-algebraic bijection t between [w and R (clearly, 
there are many such bijections), the image of the real closed field structure on Iw 
via the map t induces a real closed field structure on & that is semi-algebraically 
definable and clearly isomorphic to (R’ , +, . ) . By the previous comment this field 
is definable in ($ <, T-, ^, 0). So, considering now the structure (K, <, +*, * 
, to), a real closed field isomorphic to ([w , +, *) is d-definable on K. Cl 
Putting together Proposition 4.1 and 4.3 we get now the desired following 
theorem. Since the structure ([w , <, +, ., ex) satisfies the partition condition it 
immediately follows that in every ordered reduct of ([w , <, +, a, ex) that does not 
have the CF property a real closed field is definable. 
Theorem 4.4. Let K be an o-minimal structure over R which satisfies the partition 
condition. Zf Ju = ((a, b), <, . . -) is an interval in a reduct of X and T = Th(JU) 
does not have the CF property then in every model AlI of T there is an open 
interval on which a real closed field is .&-definable. Moreover, if 9 = { fi: ii E U> 
is an A,-definable family that violates the CF property, then for all but finitely 
many points c E A,, if dim(Ul-,) 2 2 then the real closed field can be taken to 
contain c. 
Note that the converse of this theorem is clearly true since if there is a real 
closed field F, definable on some interval in JV”, then the family of functions 
{UiX + u*: ur, u2 E rW} violates the CF property. Also note that, by Remark 1 on 
page 232, if 9 is a family violating the CF property then there are infinitely many 
c’s for which dim(U/-,) 2 2. 
Proof of Theorem 4.4. Analyzing the proofs of Theorems 1.5 and 4.3, it is easy 
to see that the real closed field which we define there on the interval K E LQ can 
be taken so that its ordering is the same as <, the order induced from If8 . Assume 
now that in JU we can define, possibly with parameters, a real closed field whose 
universe is a subinterval of Iw and its ordering agrees with the ordering of Iw. 
There is then a first-order sentence which says that in every model X of T an 
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ordered field is definable (possibly with parameters) on an interval K E N, whose 
ordering agrees with the ordering of &. It follows that X 1 K is an o-minimal 
expansion of an ordered field. But in o-minimal structures every such ordered 
field is real closed (see [lo]), so in every model of T a real closed field can be 
defined. It is sufficient then to prove the theorem for & instead of an arbitrary 
JuIkT. 
Let 9 = {fG: ii E U} be an A-definable family of functions violating the CF 
property. By Lemma 3.8 and Remark 1 on page 232 there are intervals 
Z,, Z, c (a, b) such that for every point (x, y) E Z, X Z, we have dim(U,,/--,) 2 1. 
Moreover, for all but finitely many c’s, if dim( U/--,) 2 2 then we can choose such 
Z, containing c. It is sufficient then to show that, given any point c E Zi , there is an 
interval containing c on which a real closed field structure is A-definable. We first 
show that a real closed field is definable on some subinterval of Z1. 
Since every A-definable function is piecewise analytic, we may assume that 9 
is given via an analytic function F(ii, x). By cutting down Z1 and U we may 
assume that for all ii, E U we have Im(fi,) G Z,. Fix (c,, d,) E Z, x Z2 and let 
Z c UC,,,, be the definable set we obtain by Lemma 3.3, with respect to the 
relation -c,. Namely, dim(Z) = 1 and dim(Z/-,,) = 1. Since Z is a finite union of 
cells, definable in a reduct of N, we may assume that it is the graph of an analytic 
function from some interval Z c (a, b) into Iw”. Hence we may assume that Z is 
actually a subset of (a, b). But now, the family {fl: t E Z} satisfies the conditions 
of Proposition 4.1, so a group-interval (J, *, <), isomorphic to ((-E, E), q-, <} 
for some E > 0, is definable on an interval .Z G Zi. 
By our choice of 9, there is a point c2 E .Z and a point d2 E Z, such that infinitely 
many germs from 9 go through the point (c2, d2). As before, this allows us to 
obtain the conditions necessary for Proposition 4.3, thus defining a field L on an 
interval K cJ. Let o E K be the 0 of L and let c be any other point in the original 
interval Z1. By Remark 2 on page 232, there is a definable, order-preserving or 
order-reversing bijection between an interval K1 c K containing o and some 
interval K, containing c. This bijection transfers the restriction of L to K, onto 
K,. Just like the argument at the end of the proof of Proposition 4.3, we could 
then define a real closed field on K2. 0 
In [7], Nesin and Pillay showed that if K = (JK(, t, .) is a real closed field 
definable in 6% = (R, +, <, .) then there is a semi-algebraic isomorphism 
between K and 3. It follows that, for every IZ, every semi-algebraic subset of lK(1” 
is definable using the field structure of K. Since (aB, +, <, *) satisfies the 
partition condition we may conclude the following: 
Corollary 4.5. Let A=(R, <, .*.) be a reduct of 9?,= (R, +, .) and 9= 
{fg ii E .!J) an Al-definable family of functions which witnesses the failure of the 
CF property in A. Then for all but finitely many c E JU, if dim(U/-,) 2 2 then 
there is an interval K containing c such that every set in 92 1 K is JU-definable. 
Remark. The assumption that definable functions in the structures we consider 
are piecewise analytic (i.e., ‘the partition condition’) is used twice in this paper. 
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In Lemma 3.8 we use the fact that if two analytic functions from [w into [w agree 
on some open interval then they agree on all of their common domain. In 
Proposition 4.1 we make use of the fact that if f(x) and g(x) are two functions 
which are analytic at a point c and if f’“‘(c) = g’“‘(c) for all n 2 0 then f = g on 
some interval containing c. 
Recently, the author was able to omit this assumption in Theorem 1.4 and 
Theorem 4.4 and replace it with the assumption that the structure K is any 
o-minimal expansion of a real closed field. The result will appear in a subsequent 
paper. 
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