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1. Introduction 
 Merchant (2001, 2008) presents the following constraint on ellipsis: 
 
(1)  MaxElide 
 Let XP be an elided constituent containing an A'-trace.1 Let YP be a 
possible target for deletion. YP must not properly contain XP (XP ⊄ 
YP). 
 
Observe the following examples (throughout this paper, phonologically 
empty phrases are shadowed).2 
 
(2)  a.     *Mary was kissing someone, but I don’t know who she was  
  [VP kissing e]. 
 b.  Mary was kissing someone, but I don’t know who [TP she was  
  [VP kissing e]]. 
(3) a.   John seems to like math, but Mary doesn’t seem to [VP like math]. 
 b.   John seems to like math, but Mary doesn’t [VP seem to [VP like  
     math]]. 
(4) a.  I know SHARON invited LARRY, but I can’t remember who  
  JACK did [VP invite e]. 
 b. It’s clear that they COULD invite someone, but I don’t know who  
  they ever WOULD [VP invite e]. 
   
(1) demands that you elide as much as possible (in environments where the 
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licensing conditions on ellipsis are met; see Sag 1976 Lobeck 1995, 
Merchant 2001 among others), but on two conditions. First, (1) applies only 
to syntactic domains in which one finds an A'-trace. If elidable constituents 
do not contain an A'-trace, it does not apply. This can be clearly seen by the 
contrast between (2) and (3). In (2a,b) the two possible target domains for 
ellipsis do contain an A'-trace left by the wh-movement, so one must delete 
the larger constituent (in this case, TP). In (3a,b), on the other hand, it is 
A-movement (raising) that is involved and hence (1) is simply irrelevant. 
This is why (3b), which deletes the larger constituent, does not block (3a). 
Second, (1) applies to only possible targets for deletion. As Schuyler (2001) 
amply demonstrates, constituents with a focused element cannot be elided. 
This is why VP ellipsis is permitted in (4) in sharp contrast to (2a). 
Although the elided VP in (4a,b) contains an A'-trace, ellipsis of the larger 
TP is not an option because the constituent contains focused elements (the 
subject JACK in (4a) and the auxiliary WOULD in (4b)). 
 Takahashi and Fox (2005) argue that (1) should be generalized in such 
a way that it covers certain interpretative differences in pairs similar to 
(3a,b). The observation is that given two alternatives of the kind illustrated 
in (3), ellipsis of the larger constituent enjoys a wider range of 
interpretations than that of the smaller one (see also Sag 1976 and Williams 
1977). To illustrate, consider (5) (adapted from Sag 1976:131). 
 
(5) a. John said Mary hit him, and BILL also said she did [VP hit him]. 
                                             (strict) *(sloppy) 
 b. John said Mary hit him, and BILL also did [VP say Mary [VP hit him]]. 
                                             (strict) (sloppy) 
 
Just as in (3), there are two possibilities of VP ellipsis in (5) where no 
A'-movement is involved. What is interesting is that the interpretation of the 
pronoun him in the elided clause varies depending on how much you elide. 
In (5a) where the lower VP is deleted, the missing pronoun him can refer to 
John but cannot refer to Bill (strict reading). In (5b) where ellipsis targets 
the higher VP, on the other hand, it can be Bill (sloppy reading) in addition 
to John.3 
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 As we will see below, Takahashi and Fox’s (2005) proposal captures 
(2)-(5) and thus seems, at first glance, superior to Marchant’s (2001, 2008) 
original version of MaxElide in (1), which has nothing to say about the 
difference in interpretation between (5a) and (5b) (see also Hartman 2011). 
 It has been pointed out, however, that Takahashi and Fox’s 
formulation of MaxElide is not without problems (Hardt 2006, Sauerland 
2008, Messick and Thoms 2016). 
 Given this state of affairs, the purpose of this paper is to provide an 
alternative account of MaxElide effects (and their absence) that overcomes 
problems with Takahashi and Fox 2005.  
 The rest of this paper is organized in the following way. Section 2 
summarizes Takahashi and Fox’s (2005) revised version of MaxElide and 
shows how it accounts for (2)-(5) and other relevant data. Then it reveals 
that their proposal suffers from three kinds of defects. Section 3 presents a 
novel account that combines the movement-based deletion theory of ellipsis 
(Johnson 2001, Authier 2011) and the copy theory of ellipsis (Wasow 1972, 
Lobeck 1991, Chung et al. 1995). The leading idea is that MaxElide effects 
arise as a particular instance of “A-over-A” effects observed in movement 
(Chomsky 1973) and their absence is due to the lack of movement. It will be 
shown that the present account is more successful than the previous ones. 
Section 4 is a brief conclusion. 
 
 
2. Generalized MaxElide 
2.1. The Proposal 
 Discussing the relevance of MaxElide to strict/sloppy identity under 
ellipsis, Takahashi and Fox (2005) (hereafter, T&F) offer a generalized 
version of (1), given in (6). 
 
(6) MaxElide 
 Elide the biggest deletable constituent reflexively dominated by the  
 PD (Parallelism Domain). 
 
Let us call (6) Generalized MaxElide. The definition of reflexive 
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domination is as follows: 
 
(7)  XP reflexively dominates YP if XP dominates YP or XP = YP. 
 
The notion of Parallelism Domain and the Parallelism Condition are given 
below: 
 
(8)  For ellipsis of EC [elided constituent] to be licensed, there must exist 
 a constituent, which reflexively dominates EC, and satisfies the 
 parallelism condition in (9). [Call such a constituent a Parallelism 
 Domain (PD).] 
(9)    PD satisfies the parallelism condition if PD is semantically identical  
     to another constituent AC, modulo focus-marked constituents. 
 
Let us see how exactly (6), in combination with (7)-(9), explains the data in 
(2)-(5). T&F’s account takes two steps (Hartman 2011). Your first task is to 
select a PD. Then you apply MaxElide to that PD. (2) has the following LF 
representation (hereafter, ACs and PDs are indicated by underlines): 
 
(10) someone [TP λy. Mary was [VP kissing y]], but I don’t know 
                AC  
 who [TP λx. she was [VP kissing x]]         (=(2)) 
               PD  
 
Here Quantifier Raising (QR) takes place in the antecedent clause (see May 
1985 among others), with a λ-operator adjoined to the scope of the raised 
element. The wh-phrase in the elided clause is assumed to introduce another 
λ-operator in a similar way. Given (8) and (9), the only possible PD in (10) 
is in fact the TP. In particular, the VP does not qualify as a PD because it 
does not contain a legitimate binder of the variable and hence the VP in the 
elided clause is not semantically identical to the one in the antecedent clause. 
Therefore, MaxElide applies to the TP, resulting in sluicing. This is why 
(2a) is ruled out. 
 Turning now to (3) where no A'-movement is involved, it has two 
PDs.4  
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(11) a.  John seems to [VP like math], but  
           AC 
  Mary doesn’t seem to [VP like math]        (=(3a)) 
             PD 
 b.  John [VP seems to [VP like math]], but  
            AC 
  Mary doesn’t [VP seem to [VP like math]]      (=(3b)) 
           PD 
 
(11) differs crucially from (10) in that it does not contain any operator- 
variable dependencies. As indicated in (11a), the lower VP in the second 
clause qualifies as a PD, which is clearly semantically parallel to its 
corresponding AC. If this PD is selected for the purpose of MaxElide, the 
PD itself gets deleted, resulting in (3a). In addition, there is another option 
of selecting the higher VP as a PD, as shown in (11b). If this option is taken, 
MaxElide demands once again that the PD itself be deleted (in other words, 
the ellipsis of the lower VP is banned in this case). This way the two 
possibilities of ellipsis in (3) are captured. 
 T&F explain the influence of focus illustrated in (4) basically in the 
same way as Merchant (2001, 2008) by maintaining that focused elements 
are not deletable. Consider the LF representations of (4a,b).  
 
(12) a. I know LARRY [TP λy. SHARON [VP invited y]], but  
              AC 
   I can’t remember who [TP λx. JACK did [VP invite x]]     (=(4a)) 
                 PD 
 b. it’s clear that someone [TP λy. they COULD [VP invite y]], but  
                AC  
   I don’t know who [TP λx. they ever WOULD [VP invite x]]  (=(4b)) 
                 PD 
                         
Assuming that contrastive foci and indefinites can undergo QR (Chomsky 
1976, May 1985), we derive (12) similar to (10). Just as in (10), the PD is 
the TP within which the wh-variable is successfully bound by its operator in 
the parallel way its equivalent is in the antecedent clause. Hence, we apply 
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MaxElide to the TP, but constituents with focused materials cannot be 
deleted. As a consequence, ellipsis targets the biggest deletable constituent 
within the PD, namely the VP.  
 Let us now see how T&F explain the data in (5), which motivated 
them to revise Merchant’s MaxElide in the first place. Here we need to 
distinguish between the strict interpretation and the sloppy one. The strict 
reading, in which him in the elided constituent refers to John, allows there to 
be two PDs, as in (3), because it entails no presence of a variable.  
 
(13) a.  John said Mary [VP hit himJohn], but  
           AC 
  BILL also said she did [VP hit himJohn]         
             PD 
 b.  John [VP said Mary [VP hit himJohn]], but  
            AC 
  BILL also did [VP say Mary [VP hit himJohn]]  
           PD 
              (=(5) under the strict reading) 
 
The possible PDs are the higher and lower VPs. They are both deletable, as 
we saw above in connection with (11). 
 Under the sloppy reading, the missing pronoun him, which refers to 
Bill rather than John, functions as a variable. Assuming Partee’s (1975) 
Derived VP Rule which introduces a λ-operator at the edge of VP, the 
following is the LF representation of (5) under the relevant reading.5 
 
(14) John [VP λy. said Mary [VP hit y]], but  
         AC 
 BILL also did [VP λx. say Mary [VP hit x]]  
          PD 
              (=(5) under the sloppy reading) 
 
As shown in (14), the PD is the matrix VP, within which the operator binds 
the variable, with the AC containing the parallel binding relation and being 
semantically identical to the PD. The embedded VP does not qualify as a 
PD because the variable is free within that domain, failing to satisfy the 
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parallelism condition in (9). MaxElide correctly applies to and deletes the 
matrix VP under this particular reading.6 
 It is interesting to note that MaxElide interacts not only with overt 
movement (see (2)) but also with covert movement. Observe the following 
pair (adapted from Williams 2003, cited by T&F): 
 
(15) a. At least one doctor tried to get me to arrest every patient, and at least   
     one NURSE tried to get me to [VP arrest every patient], as well. 
 (∃ >∀) *(∀ > ∃) 
 b. At least one doctor tried to get me to arrest every patient, and at least 
one NURSE did [VP try to get me to [VP arrest every patient]], as well.  
(∃ >∀) ?(∀ > ∃)  
 
In (15a) the lowest VP is deleted, whereas in (15b) the highest one is. What 
is noteworthy is the fact that the (15) is interpreted differently depending on 
which VP goes missing. In particular, (15a) permits only one reading in 
which the existential quantifier one (doctor or nurse) takes scope over the 
universal one every patient. On the other hand, (15b) is ambiguous between 
the reading available in (15a) and the one in which every patient takes scope 
over one (doctor or nurse).  
 Given the assumption that quantifiers undergo covert raising, the LF 
structures of (15a,b) under the narrow reading of the universal quantifier are 
roughly as follows (without indicating the covert movement of the 
existential quantifier): 
 
(16) a. one doctor tried to get me to [every patient] [λx. [VP arrest x]],  
                                  AC 
   and one NURSE tried to get me to [every patient] [λy. [VP arrest y]]  
                                                 PD 
 b. one doctor [every patient] [λx. [VP tried to [get me to [arrest x]]],  
                  AC 
  and one NURSE did [every patient] [λy. [VP try to get me to [arrest  
   y]]]                                        PD 
                                (=(15) under the ∃ >∀ reading)     
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In (16) the universal quantifier undergoes raising to adjoin to VP (May 
1985). This results in the structures where the existential quantifier 
c-commands the universal one, leading to the relevant reading. In (16a) 
MaxElide requires that the lowest VP be deleted, giving rise to (15a). In 
(16b) the largest constituent deletable in the PD is the highest VP, which is 
why (15b) has the narrow scope interpretation of the universal quantifier. 
 Turning to the other reading where the universal quantifier takes scope 
over the existential one, the relevant portion of its LF structure is provided 
below (again, the raising of the existential quantifier is suppressed): 
    
(17) [every patient] [λx. [one doctor [VP tried to get me to [VP arrest x]]]],  
                  AC 
 and             
 [every patient] [λy. [one NURSE did [VP try to get me to [VP arrest y]]]]  
                 PD 
              (=(15) under the ∀ >∃ reading) 
 
The crucial difference between (16) and (17) is that the universal quantifier 
every patient has raised all the way to the sentence-initial position from 
which it c-commands and scopes over the subject existential quantifier. This 
raising has the effect of expanding the PD to the entire clause, with the 
concomitant result of MaxElide forcing the ellipsis of the largest constituent 
possible, namely the highest VP. This explains why only (15b) is 
compatible with the wide reading of the universal quantifier. 
 Note that Merchant’s version of MaxElide in (1) cannot handle (15). If 
a trace left by QR counts as an A'-trace, as seems natural, then (1) wrongly 
predicts that (15a), regardless of how it is interpreted, should be uniformly 
blocked by (15b). If one maintains that QR does not leave an A'-trace, the 
optional elidability would be expected, but then the interpretative difference 
between (15a) and (15b) remains mysterious.7 
 To sum up, T&F’s version of MaxElide seems more desirable than 
Merchant’s (2001, 2008) in that it explains not only the core data discussed 
by Merchant but also the correlations between the size of ellipsis on one 
hand and the availability of sloppy and wide scope readings on the other 
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(Sag 1976, Williams 2003).8 
 
2.2. The Problems 
 The discussion so far suggests that Generalized MaxElide in (6) covers 
a wider range of data than MaxElide in (1). Nonetheless, there is evidence 
that even Generalized MaxElide faces certain empirical problems. 
 First,  (6) leaves data like (18a) unaccounted for (Merchant 2008:142). 
 
(18) a. ??Ben knows who she invited, but Charlie doesn’t know who  
  [TP she [VP invited e]]. 
 b.  Ben knows who she invited, but Charlie doesn’t [VP know [CP who  
  [TP she [VP invited e]]]]. 
 
More specifically, T&F’s analysis wrongly expects (18a) to be legitimate 
because it actually elides the largest constituent within one of the two 
independent PDs, illustrated in (19).  
 
(19) a.  Ben knows who [TP λx. she [VP invited x]],  
                             AC 
  but Charlie doesn’t know who [TP λy. she [VP invited y]]  
                                        PD          (=(18a)) 
 b.  Ben [VP knows who [TP λx. she [VP invited x]]],   
                         AC 
  but Charlie doesn’t [VP know who [TP λy. she [VP invited y]]]     
                                       PD           (=(18b)) 
 
It is easy to see that in (19a) the AC and the PD are completely parallel. 
Ellipsis should be able to target the PD itself, namely the TP, but it fails. 
(19b) shows that the other PD is available, and if MaxElide applies to it, 
(18b) is derived.  
 Merchant’s MaxElide, on the other hand, correctly rules out (18a), 
which elides a constituent containing an A'-trace properly contained in a 
larger deletable constituent in violation of (1). 
 Second, T&F cannot deal with the optionality of the kind noted by 
Parker and Seely (2010). Observe (20a,b), which are both grammatical 
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instances of ellipsis. 
 
(20) a.  Sue criticized some of the students, but I don’t know exactly 
   which ONES she did [VP criticize e].  
 b.  Sue criticized some of the students, but I don’t know exactly 
   which ONES [TP she [VP criticized e]]. 
 
In contrast to (2a,b) we started our discussion with, (20a) is not blocked by 
(20b) in spite of the fact that the latter elides the larger constituent than the 
former. (20a,b) differ from (2a,b) in a significant way: they contain a 
D(iscourse)-linked wh-phrase in the sense of Pesetsky (1987).9 Pesetsky 
(1987) points out that unlike non-D-linked wh-phrases, D-linked ones do not 
exhibit Superiority effects. Observe the following examples: 
 
(21) a.  Who did you persuade e to read what? 
 b.   *What did you persuade who to read e? 
(22) a.  Which person did you persuade e to read which book? 
 b.  Which book did you persuade which person to read e? 
 
In English multiple wh-questions, it is usually the highest wh-phrase that 
moves to the relevant operator position (Chomsky 1973). This condition 
explains (21a,b) with the non-D-linked phrases who and what. In (22) the 
D-linked phrases which person and which book are used. The 
well-formedness of (22a) is expected because it obeys the condition. That of 
(22b) comes as a surprise and demonstrates that D-linking exempts 
wh-phrases from the condition.  
 Taking Superiority effects as a diagnostic for movement, Pesetsky 
(1987) argues that D-linked wh-phrases can be licensed by the mechanism 
of (unselective) binding (at LF). Elaborating on this idea, Cinque (1990) 
maintains that D-linked wh-phrases can enter a binding relation in overt 
Syntax or at LF.10 Cinque’s proposal can easily handle the well-known 
contrast regarding extraction out of weak islands in (23). 
 
(23) a.   Which of these books do you wonder whether John read e? 
 b. ??What do you wonder whether John read e? 
Elidability and Interpretation
〔 165 〕
(23b) is marginal because the non-D-linked wh-phrase what has actually 
moved out of the weak island headed by whether. The grammaticality of 
(23a) indicates that the D-linked wh-phrase which of these books does not 
have to undergo syntactic movement. Rather, it is directly inserted in the 
matrix Spec of CP, from which it binds its θ-position (occupied by a pro, 
according to Cinque (1990)).   
 With this unique property of D-linked wh-phrases in mind, let us go 
back to (20) whose LF structure is as follows: 
 
(24) [some of the students] [λx. [TP Sue [VP criticized x]]], but I don’t know 
                                AC 
 exactly [which ONES] [λy. [TP she did [VP criticize y]]]  
                                 PD 
 
Actually, it does not matter whether the A'-dependency in the elided clause 
arises via movement or binding in the determination of the PD. The PD is 
the TP containing the λ-operator and its variable. This means that 
Generalized MaxElide should yield sluicing and ban VP ellipsis, contrary to 
the grammaticality of (20a). 
 There is another set of data that poses basically the same problem (see 
Hardt 2006 for the initial observation). Consider (25) ((25a) is adapted from 
Sauerland 2008:336). 
 
(25) a. Almost every boy hopes that Sally will marry him. Even this boy  
      hopes that she will [VP marry him].               *(strict) (sloppy)  
 b. Almost every boy hopes that Sally will marry him. Even this boy  
      does [VP hope that she will [VP marry him]].       *(strict) (sloppy) 
                               
Importantly, (25) differs from (5) in that the antecedent clause obligatorily 
contains an operator-variable relation, as indicated by the impossibility of 
the strict reading in (25).11 Sauerland (2008) points out that T&F’s account 
wrongly predicts the sloppy reading to be unavailable in (25a) because there 
is a possibility of eliding a larger constituent, as in (25b) (see (5)). This 
seems to be what Hardt (2006) implies with respect to examples similar to 
(25a), though he is not very explicit about Generalized MaxElide, pointing 
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out only that they prove the existence of re-binding (binding from outside 
an elided constituent).12 Consider the rough LF representation for (25) 
given below: 
 
(26) every boy [λx. [TP hopes that Sally will marry x]] 
             AC  
 this boy [λy. [TP hopes that she will marry y] 
                        PD 
 
In (26) the quantifier every boy in the antecedent clause binds the 
pronominal variable him. The Parallelism Condition requires that the PD for 
(25) be the entire clause. Generalized MaxElide, applied to this particular 
PD, deletes the largest matrix VP, yielding (25b) but wrongly blocking 
(25a) under the sloppy reading. 
 Sauerland (2008) observes in connection to (25) that the replacement 
of the matrix subject in the elided clause affects the availability of sloppy 
reading (adapted from Sauerland 2008: 333).  
 
(27) #Almost every boy hopes that Sally will marry him. Even the teacher 
     hopes that she will [VP marry him].             *(strict) *(sloppy) 
                        
In (27) this boy in (25) has been replaced by the teacher. This wipes out the 
sloppy reading (hence (27) is marked with #, permitting only a third reading 
where him refers to someone not mentioned in (27)). Sauerland (2008:336) 
presents the generalization that “a sloppy reading in apparent violation of 
MaxElide is possible if and only if the nominal binding into the elided VP 
denotes an individual that is an element of the domain of the quantifier 
binding into the antecedent VP.” (25a) allows the sloppy reading, because 
this boy can be one of the boys denoted by every boy, whereas (27) does not, 
because it is highly unlikely for the teacher to be be a boy. 
 Notice that MaxElide in (1) can explain the optionality in (20), given 
that they do not contain any A'-traces. If this is true, (1) is simply not 
applicable. In other words, (20) is on a par with (3) as far as elidability is 
concerned. (25), however, remains puzzling for (1), just like (5).13 
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 Third, there are cases where T&F’s analysis incorrectly expects there 
to be sloppy identity. Compare the following examples with (5) ((28a) is 
taken from T&F:226, whereas (28b) is taken from Messick and Thoms 
2016: 309, footnote 3). 
 
(28) a.  John argued that Mary hit him, but BILL DENIED that she did 
   [VP hit him].                           (strict) (sloppy)                      
 b.  John said that Mary hit him, and Bill said that she DIDN’T  
  [VP hit him].                           (strict) *(sloppy)   
 
(28a,b) crucially differ from (5) in that they have only one possibility of 
ellipsis: the comparative focus in the second conjunct prevents deletion of 
the higher VP in (28). As expected, (28a,b) permit the strict interpretation, 
whose ACs and PDs are shown below: 
 
(29) a. John argued that Mary [VP hit himJohn], but 
                         AC 
   BILL DENIED that she did [VP hit himJohn]     
                                 PD 
 b. John said that Mary[VP hit himJohn] and 
                          AC 
   Bill said that she DIDN’T [VP hit himJohn] 
                                PD   
                                     ((28) under the strict reading) 
 
In (29) the PD corresponds to the lower VP, which successfully undergoes 
deletion with the pronoun referring to John. 
 How about the sloppy reading? Generalized MaxElide predicts that it 
should be available in both (28a) and (28b). Consider the following 
representations under the sloppy interpretation: 
 
(30) a. John [VP λy. argued that Mary [VP hit y]], but 
                   AC 
   BILL [VP λx. DENIED that she did [VP hit x]]    
                         PD 
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 b. John [VP λy. said that Mary[VP hit y]] and 
                     AC 
   Bill [VP λx. said that she DIDN’T [VP hit x]] 
                       PD   
                (=(28) under the sloppy reading) 
 
Just as in (14), the PDs expand to include the higher VP, which houses both 
the λ-operator and its variable. MaxElide applies to these PDs, but the 
outputs are exactly the same as those we get in (29) because of the 
contrastively focused elements which cannot be deleted. In other words, 
ellipsis must target the lowest VP even in (30). 
 (28a) allows the sloppy reading and hence is explicable under T&F’s 
account. On the other hand, (28b) unexpectedly does not, and poses an acute 
problem for the account. 
 One might try to save Generalized MaxElide by claiming that the 
operator-variable relation in (30b) is somehow blocked by the presence of 
negation. This is, however, a mere stipulation, because typically, the 
relevant kind of dependencies is unproblematic, as in (31) (see Ross 1984 
for discussion of “inner islands”). 
 
(31) I know Mary hit David, but I don’t know who she DIDN’T [VP hit t]. 
 
Here the wh-operator who successfully binds its variable despite the 
intervening negation. We conclude then that (28b) is a real problem for 
Generalized MaxElide. 
 MaxElide in (1) correctly predicts that ellipsis must target the lowest 
VP in (28a,b) but sheds no light on their interpretative properties (especially, 
the impossibility of sloppy interpretation in (28b)).  
 To sum up this section, there are problems with Generalized MaxElide, 
which we can put into three categories. They concern cases where (a) two 
PDs which T&F regard as independent are not really independent and 
compete in the application of MaxElide ((18a)), (b) there is a single PD but 
T&F incorrectly exclude the possible ellipsis of the smaller elidable 
constituent ((20a), (25a)), and (c) Generalized MaxElide makes wrong 
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predictions about the availability of sloppy identity ((28b)). Merchant’s 
original MaxElide can explain (18a) and (20a), but it says nothing 
illuminating about (25a) and (28a), just as it remains silent about examples 
like (5) and (15). The following table summarizes how (un)successful the 
two proposals are with respect to the relevant examples of ellipsis discussed 
above. 
 
(32)       MaxElide      Generalized MaxElide  
  (2)      √       √ 
  (3)      √        √ 
  (4)         √        √ 
  (5)       n/a       √ 
  (15)      n/a       √ 
  (18)     √        * 
  (20)     √        * 
  (25)      n/a        * 
  (28)      n/a       * 
 
With this in mind, let us turn to the question of whether there is a unified 
account of the facts in question. 
 
   
3. An Alternative Proposal 
 Having established that neither MaxElide nor Generalized MaxElide 
can fully account for the data reviewed here, I would like to present an 
alternative proposal based in part on the movement analysis of ellipsis 
(Johnson 2001 and Authier 2011). I will argue that the theory of ellipsis 
capitalizing on its dual nature can explain not only cases that MaxElide can 
handle but also those surrounding sloppy identity and scope interpretation 
that it cannot. 
 Johnson (2001) points out similarities between VP ellipsis and VP 
topicalization in English and claims that the former necessarily involves the 
latter before phonological deletion.14 Nakamura (2015) notes that MaxElide, 
viewed from the movement theory of ellipsis, is reminiscent of the 
following minimality principle put forth by Chomsky (1973:235):15 
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(33) A-over-A Principle 
 If a transformation applies to a structure of the form [α... [A... ]A ... ] α, 
 where α is a cyclic node, then it must be so interpreted as to apply to  
 the maximal phrase of the type A. 
 
Given the movement theory of ellipsis, MaxElide can be subsumed under 
(33) (or whatever replaces it in the current theoretical framework: see for 
example Müller 2011). In the following configuration, where XP and YP are 
of the same type (that is, they are in principle elidable) and the head of TopP 
(Topic Phrase) triggers movement,   
 
(34) ... [TopP ... [XP ... [YP ... ] ... ] ... ] ... 
 
only XP, which properly contains YP, is eligible for movement and hence 
ellipsis. Following Müller and Sternefeld (1993), I place TopP between CP 
and TP. Let us assume that the movement-triggering feature appears on the 
Top head at the left periphery of the largest clause that satisfies the 
Parallelism Condition—a natural assumption in light of the treatment of the 
movement in question as a species of topicalization. In (2), for example, the 
elided category is required to move to Spec of TopP within the embedded 
clause, which is parallel to the whole antecedent clause. Since TP is the 
closer to Spec of TopP than VP, (2b) is derived, blocking (2a).16 The same 
explanation applies to (18), which poses a problem for T&F. In (18) the 
elided category must move to Spec of TopP between but and Charlie, which, 
in accordance with (33), rules out (18a) in favor of (18b). 
 The lack of MaxElide effects in (3) can be accounted for, given the 
following claim made by Lasnik (1999): 
 
(35) A-movement does not leave a trace. 
 
According to Lasnik (1999), (35) is the very reason why there is no 
A-movement reconstruction—the conclusion he reaches through his careful 
examination of scope (non)interactions in raising contexts. (35) implies that 
θ-roles are features that can be checked at LF. This means in turn that the 
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VP in (3) does not have to have fully articulated structure and can be an 
empty category (Wasow 1972, Lobeck 1995). The more accurate structural 
representation of (3a) is as follows: 
 
(36) John seems to like math, but Mary doesn’t seem to [VP e].  (=(3a)) 
                      
At LF the empty VP is identified with the preceding VP like math. Since the 
ellipsis in (3a) does not involve movement, it is free from the A-over-A 
Principle and thus is not blocked by its counterpart in (3b). The reason why 
MaxElide must make reference to the presence of a trace has to do with the 
following condition within the movement theory of ellipsis: 
 
(37) Syntactic structure can be phonologically null iff it undergoes 
 movement. 
 
Regarding (2) and (18), the presence of a trace requires there to be full 
syntactic structure in the elided clause: the use of empty VP/TP is prohibited. 
Thus (37) forces the movement of the elided clause. 
 It is rather easy to see how the present account extends to (20) and (25), 
which T&F cannot explain. In (20a) with VP ellipsis, the D-linked 
wh-phrase does not have to undergo movement and leave a trace in the 
object position of criticize. This implies that the elided VP can be an empty 
VP and hence does not undergo movement. At LF the empty VP is replaced 
by the antecedent VP criticize some of the students, followed by a pro 
substituting some under identity. (20a) is legitimate because it is not subject 
to (34). In (25), too, the elided category does not contain any trace left by 
movement. The silent VP in (25a) can therefore start out as an empty VP 
and hence does not have to compete with (25b) in terms of (33). At the level 
of LF the empty VP is converted to the antecedent VP marry him, the 
pronoun being a variable bound by every boy. The pronominal variable is 
compatible with the matrix subject this boy of the elided sentence because of 
Sauerland’s (2008) generalization referred to above. As already stated, the 
lack of strict reading in (25) is due to the operator-variable relation in the 
antecedent clause. 
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 All that the present account needs to deal with (4) is the assumption 
shared by Merchant and T&F, that categories containing a focused element 
cannot be possible targets for deletion. Consider the following schematic 
structure for (4).  
 
(38) ... [TopP ... [TP ... FOCUS ... [VP... ] ... ] ... ] ... 
 
In (38) TP does not qualify as a deletable constituent because it contains a 
focused material either in its Spec (in (4a)) or in its head (in (4b)). Then VP 
is the only possible target for movement/ellipsis, which is why (4a,b) are 
grammatical. 
 Now let us discuss the interactions between ellipsis and interpretation 
(except for (25) which we have already dealt with) that Merchant’s original 
MaxElide does not cover. 
 Going back to (5), it should be clear from the discussion so far that the 
VP ellipsis in (5a) cannot derive from movement: such a derivation is 
necessarily blocked by (5b) with ellipsis targeting the larger VP. Thus the 
silent VP in (5a) must be a phonologically empty VP. The strict reading in 
(5a) becomes available when we copy the antecedent VP hit himJohn onto the 
the empty VP at LF. This is actually the only possibility, ruling out the 
sloppy reading. 
 What about (5b)? Just like (5a) it can make use of a null VP. If this 
option is taken, the strict reading will ensue. Unlike (5a), however, it can be 
obtained by moving the fully articulated constituent to be phonologically 
deleted. If this second option is taken, the pronoun him within the elided VP, 
just like its overt counterpart, has the liberty to refer to Bill, leading to the 
sloppy reading.17 
 The interpretative contrast in (15) receives the same kind of 
explanation. The empty category in (15a) is a null VP whose content must 
be fixed at LF. Being VP, it has to include the verb and the object. At LF the 
universal quantifier undergoes QR in the antecedent clause, but in this case 
it is trapped inside VP in order for the copying of VP to be successful. In 
other words, the universal quantifier has no chance to scope over the 
existential ones (one doctor in the antecedent clause and one nurse in the 
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elided clause). This is why (15a) lacks the wide scope interpretation of the 
universal quantifier. 
 The elided clause in (15b), on the other hand, can have full syntactic 
structure hosting the universal quantifier. The universal quantifier can raise 
to the top of each sentence, satisfying the Parallelism Condition and leading 
to the interpretation where it takes scope over the existential quantifier. This 
is why (15b) is ambiguous. 
 Let us finally turn to (28). The availability of strict reading in (28) 
needs no explanation: except for special cases like (25), one can always get 
strict reading by using an empty VP. The sharp contrast between (28a) and 
(28b) with respect to sloppy reading, however, needs to be accounted for. 
Recall from the above discussion of (5) that sloppy reading requires the 
presence of a bound pronoun in ellipsis and hence the movement of the fully 
articulated phrase to be phonologically deleted. Consider the following 
derivations for (28a,b) under the sloppy interpretation: 
 
(39) a.  Bill denied that [VP hit him] [TP she did eVP] 
                                           (=(28a))       
 b.  *Bill said that [VP hit him] [TP she didn’t eVP] 
                   (=(28b)) 
 
The crucial difference between (39a) and (39b) has to do with the presence 
of negation in the latter. I suggest that the VP movement in (39b) is ruled 
out as a case of “inner island” (see Ross 1984, Rizzi 1990) violation. In 
other words, the ill-formedness of (39b) should be treated on a par with that 
of (40b) below. 
 
(40) a.  Bill is here, as he should.   
 b.  *Bill is here, as he shouldn’t. 
 
Potts (2002) argues convincingly that as-paretheticals of the kind 
exemplified in (40) involve obligatory movement of empty VP, a null 
operator of the category VP in particular. The as-clauses in (40) have the 
following derivations: 
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(41) a.  [PP as [CP Op [TP he should eVP]]] 
                      (=(40a))                     
 b.  *[PP as [CP Op [TP he shouldn’t eVP]]] 
                   (=(40b)) 
                    
The null operator raises in overt syntax to the Spec of CP selected by as. 
The movement of the nonargumental VP null operator is blocked by the 
negation (see Rizzi 1990: 15-22 for much relevant discussion). Though the 
landing sites differ in (39) and (41), the (b) examples are both excluded as 
instances of “inner island” effects.  
 Thus the movement theory of ellipsis can explain why sloppy reading 
is missing in (28b). If this is correct, data like (28b) count as direct evidence 
for the movement nature of ellipsis.18 
 To wrap up, it has been shown that the theory of ellipsis that forces 
syntactic movement of the elided constituent whose internal structure is 
fully articulated offers a unified account of all the data reviewed here, some 
of which the previous proposals cannot explain. It reduces Merchant’s 
MaxElide in (1), which, as it stands, is a mere observation, to the A-over-A 
Principle in (33) (or its modern equivalent), a welcome result. In cases 
where the elided phrase does not have to have full syntactic structure, there 
is an option of using a phonologically empty VP, whose content is retrieved 
via LF copying. In short, the dual nature of ellipsis is the source of 
elidability and its interpretative consequences. 
 
 
4. Conclusion 
 This paper has examined certain ellipsis phenomena, related to 
MaxElide, which have resisted a unified account. It has been shown that 
neither MaxElide (Merchant 2001, 2008) nor Generalized MaxElide 
(Takahashi and Fox 2005) can offer a satisfactory analysis. As an alternative, 
I have argued, building on Johnson 2001 and Authier 2011, that when 
MaxElide effects are observed (or when elided constituents have full 
structure), ellipsis in question must be executed by syntactic movement, 
which is subject to a minimality condition. When MaxElide appears 
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irrelevant, there is an option of inserting an empty category, whose identity 
is copied from its antecedent at LF. Since this option does not involve any 
syntactic movement, no MaxElide effects show up, but it often imposes 
restrictions on interpretation. 
 There have been two major competing structural approaches to ellipsis, 
the deletion theory, represented by Ross 1969, Chomsky and Lasnik 1993, 
and Merchant 2001,19 and the copy theory, represented by Wasow 1972, 
Lobeck 1991, and Chung et al. 1995. If the present proposal is on the right 
track, both of these theories must be correct and deal with different aspects 
of ellipsis: It has been argued that ellipsis must come at least in two types: 
one arising from movement followed by deletion and the other taking 
advantage of empty categories. It is worth pointing out that the set of data 
discussed here remains totally mysterious under the nonstructural approach 
to ellipsis advocated, for example, by Culicover and Jackendoff (2005). 
 Recently, attempts have been made to reduce various construal rules to 
the theory of movement. One prime example of this is a collection of papers 
in a volume edited by Hornstein and Polinsky (2010), where the movement 
theory of control is extensively defended. Although this paper deals 
exclusively with ellipsis, it, when viewed from a broader perspective, 
constitutes part of such attempts. Admittedly, there still are a number of 
remaining questions regarding the movement theory of ellipsis. For instance, 
no principled answer has been given to the fundamental question of why 
(37) holds. Clearly, more work needs to be done to construct a 
comprehensive theory of complex ellipsis phenomena.  
 
 
 
Notes 
* The work reported here was supported by a Senshu University Research 
Grant for the academic year 2015-2016, for which I am grateful.  
1. It should be noted at the outset that the term “trace” is reserved for a 
silent element that arises through movement. 
2. Thanks to Stephen Ryan (personal communication) for confirming the 
grammaticality of (3a,b). (4a,b) are adapted from Schuyler 2001:8. 
3. Throughout the discussion here, I will for the most part put aside the kind 
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of reading where the pronoun refers to someone else other than John and 
Bill. 
4. As has been pointed out (Hartman 2011:371, footnote 7), there are other 
possible PDs here, but they are ignored because they fail to meet the 
licensing conditions on ellipsis (see Lobeck 1995 among others). 
5. The λ-operators at the embedded VP level are suppressed here for the 
ease of exposition.  
6. The same kind of phenomena where the size of ellipsis impacts on 
pronominal interpretations is found in such pairs as (i) (adapted from 
Williams 1977:122). 
(i)  a. John is proud that there are pictures of him there, and BILL is proud  
   that there are [pictures of him there], too. 
 b. John is proud that there are pictures of him there, and BILL is  
      [proud that there are pictures of him there], too. 
As expected, both (ia) and (ib) permit the strict interpretation of the 
unpronounced him referring to John but only (ib) allows the sloppy 
interpretation where Bill binds the pronominal variable in the elided 
constituent.  
7. Merchant (2001, 2008) argues for the PF deletion theory of ellipsis, under 
which (1) is sensitive only to A'-traces created in overt syntax. One might 
try to modify (1) in an attempt to deal with problematic (5) and (15) (and (i) 
in note 6). Specifically, the replacement of “A'-trace” with “variable” and 
the additional condition that (1) applies to derivations leading to the same 
interpretation (cf. Fox 2000) may seem to rectify the defect, but again, the 
modification is incompatible with the PF theory of ellipsis. Furthermore, it 
still cannot handle the fact that (15a) and (15b) share the same interpretation, 
namely the narrow reading of the universal quantifier.  
8. See Hartman 2011 for interesting discussion of wh-adverbials as they 
relate to MaxElide within T&F’s framework. As far as I can see, the relevant 
data are amenable to the present account. Hartman argues that not only 
A'-traces but also A-traces (left especially by subject movement) and traces 
of head movement (T-to-C movement in particular) count as variables for 
the purpose of MaxElide. For reasons that will become clear, I will assume 
with Lasnik (1999) that A-movement does not leave traces. The examples 
Hartman presents in support of the alleged variable status of A-traces and 
X0-traces can be handled in terms of economy (see Messick and Thoms 
2016). 
9. Kroch’s (1998:23) articulation of D-linking, for example, is given below: 
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(i)  D-linking 
“D-linked wh-phrases refer to members of a set that has been evoked 
in the discourse, while non-D-linked wh-phrases, being operators, 
make no such reference.” 
10. Cinque (1990) claims that Pesetsky’s notion of D-linking can be 
subsumed under his notion of referentiality. He uses the term “trace” when 
he talks about D-linked wh-phrases entering a binding relation. As 
mentioned in note 1, the term is used exclusively for the entity left by 
movement in the present paper. Thus D-linked phrases are assumed here to 
bind not a trace but a pro (see Cinque 1990 chap.3 for relevant discussion). 
11. Recall from note 3 that we have been ignoring the interpretation where 
the pronoun refers to someone not mentioned in the discourse.  
12. To explain examples like (25a), Hardt (2006) rejects MaxElide and 
proposes instead that re-binding is possible only when necessary to satisfy 
parallelism. Sauerland (2008) shows, however, that this proposal cannot 
deal with data like (27) below. See Sauerland 2008 for an attempt to 
explicate relevant data on sloppy identity within his framework of flat 
binding. I must relegate a careful comparison between his approach and the 
present proposal to future work. 
13. See note 7. 
14. See Aelbrecht and Haegeman 2012 for examples where correlations 
between VP ellipsis and VP topicalization apparently break down and a 
possible modification of Johnson 2001.  
15. See Bresnan (1976) for an early critical discussion of (33). 
16. The movement of TP to Spec of TopP is banned within the framework of 
anti-locality (Grohman 2003). Furthermore, if the wh-movement takes place 
out of the topicalized TP, it may be expected to be impossible on general 
grounds. I will not dwell upon these problem here, simply speculating that 
there are technical ways out. 
17. It also permits the strict reading. I will not explore the question of 
whether the empty VP/TP strategy, akin in some sense to the resumptive 
strategy under A'-movement, is a last resort. 
18. Since movement of elided phrases tends to be more local than other 
kinds of A'-movement due to the Parallelism Condition and (33), it seems 
impossible to see whether it exhibits regular island effects. 
19. Unlike Johnson 2001 and Authier 2011, these works do not endorse 
syntactic movement of elided categories though. 
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