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車 A：速度 50[km/h]，車 B：速度 40[km/h]，車C：速度 60[km/h]
と与えられても，




















いとまがないが，代表的なアルゴリズムでは BMアルゴリズム [1]や KMPアルゴリ

















































の集合を Σ∗で表す．任意の文字列w ∈ Σ∗に対し，w = xyzを満たす文字列 x，y，zを
それぞれwの接頭辞，部分文字列，接尾辞と呼ぶ．文字列wの長さを |w|と表す．空
文字列を εと表す．|ε| = 0である．長さ nの文字列wに対し，wの i番目の文字をw[i]
で表す．ただし，1 ≤ i ≤ nである．また，wの i番目で終わる接頭辞，wの i番目か
ら始まる接尾辞，wの i番目から始まり j番目で終わる部分文字列をそれぞれw[: i]，
w[i :]，w[i : j]で表す．ただし，1 ≤ i ≤ j ≤ nである．任意の文字列 t，wに対し，tが
wより辞書順で小さいか tとwが等しいとき，t ⪯ wと表す．
2.2 マルチトラック
マルチトラックとは，長さ nの文字列の N項組 T = (t1, t2, ..., tN)である．Tの要素
である文字列 ti ∈ Σnをトラックと呼ぶ．マルチトラック T の長さを |T |lenと表すと，
任意の 1 ≤ i ≤ Nに対して |T |len = |ti | = nである．また，Tの要素数を |T |numで表す．
マルチトラック T = (t1, t2, ..., tN)における部分文字列とは，1 ≤ i ≤ j ≤ nを満たす
任意の i， jに対し，T[i : j] = (t1[i : j], t2[i : j], ..., tN[i : j])を言う．また，Tの i番目で
終わる接頭辞マルチトラックをT[: i] = (t1[: i], t2[: i], ..., tN[: i])，Tの i番目から始まる
接尾辞マルチトラックを T[i :] = (t1[i :], t2[i :], ..., tN[i :])とする．マルチトラック Tに
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Tの位置 3で終わる接頭辞 T[: 3] Tの位置 2から始まる接尾辞 T[2 :]











Tの部分文字列 T[2 : 3]
集合S = {1,2, ...,N}から相異なるM個の要素を取り出して得られる列 r = (r1, r2, ..., rM)
を考える．マルチトラック T = (t1, t2, ..., tN)に対し，r で指定される Tの順列マルチ





定義 1 (等価) 任意のマルチトラックT = (t1, t2, ..., t|T |num)とW = (w1,w2, ...,w|W|num)に対
して，TとWが等価であるとは，|T |len = |W|lenかつ |T |num= |W|numを満たし，1 ≤ i ≤
7
|T |numである任意の iに対し，ti = wiが成り立つときである．TとWが等価であると
き，T =Wと表す．
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
定義 2 (順列マッチ) 任意の 2つのマルチトラック T，Wに対し，TとWが順列マッ
チするとは，T =W′を満たすWの全順列マルチトラックW′が存在するときである．
TとWが順列マッチするとき，T =perm Wと表す．
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
定義 3 (出現) 任意のマルチトラックTとWに関して，WがTに出現するとは，W =perm
T′を満たす Tの部分順列マルチトラック T′が存在するときである．
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 , W =
 w1w2
 =






























定義 5 (接尾辞配列) 文字列 w ∈ Σ∗の接尾辞配列とは，S A[i] = jで表される長さ |w|
の配列である．ただし，w[ j :]はwの辞書順で i番目に小さい接尾辞である．
例 6 文字列 w = abaababa$について，wの接尾辞配列 S Aを図 3.2に示す．ここで，
$はwの中で辞書順最小な終端文字である．
接尾辞配列にはいくつかの線形時間構築アルゴリズム [4, 7, 14]が知られており，高
さ配列 [5, 13]などの補助配列を用いることで接尾辞木の多くの機能を模倣すること
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w[1 :] = abaababa$
w[2 :] = baababa$
w[3 :] = aababa$
w[4 :] = ababa$
w[5 :] = baba$
w[6 :] = aba$
w[7 :] = ba$
w[8 :] = a$
w[9 :] = $
w[9 :] = $
w[8 :] = a$
w[3 :] = aababa$
w[6 :] = aba$
w[1 :] = abaababa$
w[4 :] = ababa$
w[7 :] = ba$
w[2 :] = baababa$











(a) wの接尾辞 (b)辞書順に並べたwの接尾辞 (c) wの接尾辞配列






• 文字列wのすべての部分文字列の集合 S ubstr(w)とする．
• S ubstr(w)の要素 sに対し，sのw中での開始位置の集合を BeginPos(s)とする．
• BeginPos(s)が一致するような要素の集合を左同値類 Le f tEquivClass(s)とする．
• Le f tEquivClass(s)の中で最長の要素を llec(s)とする．
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このとき，以下のような木構造 (V,E)を持つ木を接尾辞木と呼ぶ．
V= {s | s= llec(s), s ∈ S ubstr(w)}


















a b ab a b
 = {1,3}
BeginPos
a b a bb a b a
 = {1,3}
BeginPos
a b a b ab a b a b
 = {1}
BeginPos










a b ab a b

⊇ BeginPos
a b a bb a b a

⊇ BeginPos
a b a b ab a b a b

⊇ BeginPos





























































定義 6 マルチトラック T = (t1, t2, . . . , tN)に対して，各トラックを辞書順に並び替え
てできる配列を
S TT [i] = j
とする．ここで，t j は t1, t2, . . . , tNの辞書順で i番目に小さいトラックである．また，
マルチトラック Tの各トラックを辞書順に並べたものを
Tsort = (tS TT [1] , tS TT [2] , . . . , tS TT [N])
とする．
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 ,
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定義 7 マルチトラックT = (t1, t2, . . . , tN)に対して，各トラックを先頭から 1文字ずつ
連結した文字列を
CS(T) = t1[1]t2[1] · · · tN[1]t1[2] · · · tN[2] · · · t1[n] · · · tN[n]
とする．これを Tの連結文字列と呼ぶ．
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a b b b
a b b a
 , CS(T) = a a a b b b a b b b b a
定義 8 マルチトラックT，Wに対して，CS(Tsort) ⪯ CS(Wsort)であるとき，TはWよ
り辞書順で小さいか等しいという．
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 , CS(Wsort) = a a a a b b a a b b a a
16
定義 9 マルチトラックの集合 T = {T1,T2, . . . ,TL}に対して，各マルチトラックを辞
書順に並び替えてできる配列を
SMTT [i] = j
とする．ここで，T jはT1,T2, . . . ,TLの辞書順で i番目に小さいマルチトラックである．
定義 10 (接尾辞行列) マルチトラック Tの接尾辞行列とは，
SM[i][ j] =
 k j = 1のときS TT[k:][ j − 1] j ≥ 2のとき




定理 1 |T |len = n，|T |num= Nであるマルチトラック Tに対する接尾辞行列SMは Tの
アルファベットサイズを定数とするとき，O(n2N)時間で構築可能である．
証明 1 1≤i≤nの S TT[i:] は，基数ソートを用いることでそれぞれO(N)で構築できる．





定理 2 |T |len = n，|T |num= Nであるマルチトラック Tに対し，s= max(n,N)とすると
き，Tの接尾辞行列 SMはO(nNlogs)bitの領域を必要とする．
証明 2 SMの要素はすべて整数型である．また，Tのトラック長・トラック数に対す
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 T[1 :]sort =

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1 2 3 4
1 1 2 1 3
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長さ nのテキスト T = (t1, t2, ..., tN)と長さmのパターン P = (p1, p2, ..., pN)を受
け取ったとき，Tに出現するすべての Pの位置を出力する．ただし，m ≤ nと
する．
順列パターンマッチング問題
長さ nのテキスト T = (t1, t2, ..., tN)と長さmのパターン P = (p1, p2, ..., pM)を





















入力として長さ nのテキストT = (t1, t2, ..., tN)と正整数 f，mを受け取ったとき，∣∣∣∣{T′ | T′ =perm T[i : i +m− 1]}∣∣∣∣ ≥ f であるすべての Tの部分全順列マルチトラッ
ク（m-gramマルチトラック）T[i : i +m−1]を出力する．ただし，m≤ nとする．
f 頻出全順列マルチトラック発見
入力として長さ nのテキスト T = (t1, t2, ..., tN)と正整数 f を受け取ったとき，
|{T′ | T′ =perm T[i : i + k − 1]}| ≥ f であるすべての Tの部分全順列マルチトラッ
ク T[i : i + k− 1]を出力する．ただし，1 ≤ k ≤ nである．
f 頻出順列マルチトラック発見
入力として長さ nのテキスト T = (t1, t2, ..., tN)と正整数 f を受け取ったとき，


































1 ≤ i ≤ n−m+ 1を満たすすべての iに対し，部分文字列 T[i : i +m− 1]がパターン
Pと順列マッチするかどうかを判定していけばよい．
マルチトラックについて，以下の補題が成り立つ．
補題 1 トラック長n，トラック数NのマルチトラックT = (t1, . . . , tN)，W = (w1, . . . ,wN)
について TとWが等価（T =W）であるかはO(nN)時間で判定可能．
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Algorithm 1 : 全順列パターンマッチング問題に対する素朴なアルゴリズム
input :テキスト T，パターン P
Psort← sort(P);1
for i in 1 to n−m+ 1 do2
T[i : i +m− 1]sort← sort(T[i : i +m− 1]);3
if T[i : i +m− 1]sort == Psort then output i;4
5
証明 3 1 ≤ i ≤ n，1 ≤ j ≤ Nの i， jに対し，ti[ j] = wi[ j]となるかを比較すればよいこ
とから，明らかにO(nN)時間で判定可能である．
補題 2 トラック長 n，トラック数NのマルチトラックT = (t1, . . . , tN)についてTsortは
比較ソートを用いることでO(nN logN)時間で計算可能．
証明 4 N個の要素を比較ソートによってソートするためにはΩ(N logN)時間かかる．
要素が文字列の場合，文字列長分の比較が必要となるので，t1, . . . , tNをソートするに
はO(nN logN)時間かかる．
補題 1， 2から以下の定理が成り立つ．
定理 3 テキスト T(|T |len = n, |T |num = N)とパターン P(|P|len = m, |P|num = N)が与えら
れたとき，Algorithm 1は，T上の Pの出現位置をO(nmNlogN)時間で計算する．
証明 5 1 ≤ i ≤ n−m+ 1を満たすすべての iに対し，部分文字列 T[i : i +m− 1]がパ
ターン Pと順列マッチするかどうかを T[i : i +m− 1]sortと Psortの各トラックを比較
することで判定する．
Psortを得るのに O(mNlogN)時間かかる．次に 1 ≤ i ≤ n − m + 1に対し，T[i :







に対応する T[pos: pos+m− 1]sortと Psortが一致する位置 iを二分探索し，iから前後
に走査していくことで，Tにおける Pの出現位置を効率的に計算できる．これに関し
て以下の補題が成り立つ．
補題 3 トラック長 n，トラック数NのマルチトラックTとトラック長m，トラック数
NのマルチトラックWに対し，Tの接尾辞行列SMとWsortが与えられたとき，Wsortの
Tにおける出現位置のひとつをO(mNlogn)時間で計算可能．ただし，m≤ nとする．
証明 6 SMが与えられるとき，1 ≤ i ≤ nの i に対し，T[i :]sortの辞書順を表す配列
SM1が得られている．ここで，Wsortを接頭辞に持つ T[i :]sortを SM1上で二分探索す
ると，走査にO(logn)時間，Wsortと T[i : i +m− 1]sortの等価判定にO(mN)時間かか
るので，O(mNlogn)時間で探索可能である．よって，Wsortが Tに出現する位置のひ
とつをO(mNlogn)時間で計算可能である．
補題 1， 2， 3より以下の定理を得る．
定理 4 テキスト T(|T |len = n, |T |num = N)，パターン P(|P|len = m, |P|num = N)，T の
接尾辞行列 SMが与えられたとき，Algorithm 2は，T上の Pのすべての出現位置を
O(mN(logn+ logN + c))時間で計算する．ただし，m≤ nとし，cを T上の Pの出現
数とする．






より，計算量はO(mN(logn+ logN + c))時間である．
24
Algorithm 2 : 全順列パターンマッチング問題に対する接尾辞行列を用いたアルゴ
リズム
input :テキスト T，パターン P，Tの接尾辞行列 SM
Psort← sort(P), low← 1， high← n;1
pos← −1;2
while low ≤ highdo3
mid← (low+ high)/2, i ← SM1[mid];4
if T[i : i +m− 1]sort == Psort then pos← i, break;5
else ifT[i : i +m− 1]sort ⪯ Psort then low← mid+ 1;6
else high← mid− 1;7
if pos== −1 then output NULL ;8
output pos;9
for i in pos+ 1 to n do10
j ← SM1[i];11
if T[ j : j +m− 1]sort == Psort then output j;12
else break;13
14
for i in pos− 1 to 1 do15
j ← SM1[i];16







補題 4 トラック長 n，トラック数NのマルチトラックTとトラック長m，トラック数
25
NのマルチトラックWに対し，Tの接尾辞行列SMとWsortが与えられたとき，Wsort




i = 1のとき T[SM1[i] : SM1[i] +m− 1]sort =Wsort
2 ≤ i ≤ nのとき

T[SM1[i] : SM1[i] +m− 1]sort =Wsort
かつ




1 ≤ i ≤ n− 1のとき

T[SM1[i] : SM1[i] +m− 1]sort =Wsort
かつ
T[SM1[i] : SM1[i] +m− 1]sort , T[SM1[i + 1] : SM1[i + 1] +m− 1]sort
i = nのとき T[SM1[i] : SM1[i] +m− 1]sort =Wsort
この条件を満たす iを iendとする．
istart，iendはSM1上を二分探索することでO(mNlogn)時間で計算可能である．接尾辞
行列SM上で，順列マッチする接頭辞をもつ接尾辞は隣り合っているので，istart ≤ i ≤ iend




定理 5 テキスト T(|T |len = n, |T |num= N)，パターン P(|P|len = m, |P|num= N)，Tの接尾
辞行列 SMが与えられたとき，Algorithm 3は，T上の Pの出現位置をO(mN(logn+
logN) + c)時間で計算する．ただし，m≤ nとし，cを T上の Pの出現数とする．
26
証明 9 補題 2より PのソートにO(mNlogN)時間かかる．次に，接尾辞行列SMを用
いて Psortのすべての出現位置を計算する．これは補題 4によりO(mNlogn+ c)時間





Algorithm 3 : 全順列パターンマッチング問題に対する接尾辞行列を用いたアルゴ
リズム
input :テキスト T，パターン P，Tの接尾辞行列 SM
Psort← sort(P);1
low← 1，high← n;2
while low ≤ highdo3
mid← (low+ high)/2，i ← SM1[mid];4
if mid == 1 then5
if T[i : i +m− 1]sort == Psort then start← i，break;6
else7
j ← SM1[mid− 1];8





while low ≤ highdo14
mid← (low+ high)/2，i ← SM1[mid];15
if mid == n then16
if T[i : i +m− 1]sort == Psort then start← i，break;17
else18
j ← SM1[mid+ 1];19




for istart ≤ i ≤ iend do24
T[i : i +m− 1]sort← sort(T[i : i +m− 1]);25






1 ≤ i ≤ n−m+ 1を満たすすべての iに対し，部分文字列 T[i : i +m− 1]にパターン
Pが出現するかどうかを判定していけばよい．これより，以下の定理を得る．
定理 6 テキスト T(|T |len = n, |T |num = N)，パターン P(|P|len = m, |P|num = M)が与えら
れたとき，Algorithm 4は，T上の Pの出現位置をO(nmNM)時間で計算する．
証明 10 Pの出現を判定するため，Pのすべてのトラック pj(1 ≤ j ≤ M)に対し，pj =
tk[i : i +m− 1]なる T[i : i +m− 1]のトラック tk(1 ≤ k ≤ N)を探す. P，T[i : i +m− 1]
を走査し，pj と tk[i : i +m− 1]が一致するかを調べるにはO(mNM)時間かかる．こ









並べたときの順列がわかっている．このため，部分文字列 T[i : i + m− 1]と Pが順
列マッチするかどうかを判定するために，Pの構成トラック pj(1 ≤ j ≤ M)に対し
pj = tk[i : i +m− 1]なる T[i : i +m− 1]の構成トラック tk(1 ≤ k ≤ N)を探す際，二分
探索を使って高速に探索することが可能である．
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Algorithm 4 : 順列パターンマッチング問題に対する素朴なアルゴリズム
input :テキスト T，パターン P
for i in 1 to n−m+ 1 do1
W← T[i : i +m− 1];2
count← 0;3
for j in 1 to M do4
for k in 1 to N do5






if count== M then output i;12
13
補題 5 トラック長 n，トラック数 Nのマルチトラック Tとトラック長m，トラック








m≤ n，M ≤ Nとする．
証明 11 1 ≤ j ≤ Mを満たす jについて，w′jと一致するトラックを，1 ≤ i ≤ Nなるす







1 ⪯ w′2より，1 ≤ i < posminを満た





posmin ≤ i ≤ Nなる t′i から探索すればよい．これは 1 ≤ j ≤ Mなるすべてのw′jについ
て成り立つ．ただし，1 ≤ posmin ≤ Nであるため，それぞれの探索に必要な計算時間
30
はO(mlogN)である．
1 ≤ j ≤ M なるすべての w′j に対し，一致する t′i を探索するので，計算時間は
O(mM logN)である．
補題 6 トラック長 n，トラック数NのマルチトラックTとトラック長m，トラック数
MのマルチトラックWに対し，Tの接尾辞行列SMとWsortが与えられたとき，Wsort
の T におけるすべての出現位置を O(nmMlogN)時間で計算可能．ただし，m ≤ n，
M ≤ Nとする．
証明 12 SMが与えられるとき，1 ≤ i ≤ nの iに対し，T[i :]sortが辞書順に得られてい
る．補題 5より，T[i :]sortにWsortが出現するかどうかをO(mM logN)時間で判定可能
である．よって，1 ≤ i ≤ nを満たすすべての iに対し，T[i :]sortにWsortが出現するかど
うかを判定し，出現した場合には iを出力すればよいので，計算時間はO(nmMlogN)
である．
補題 1， 2， 6より，以下の定理を得る．
定理 7 テキストT(|T |len = n, |T |num= N)，パターン P(|P|len = m, |P|num= M)，Tの接尾
辞行列 SMが与えられたとき，Algorithm 5は，T上の Pの出現位置をO(nmMlogN)
時間で計算する．





Algorithm 5 : 順列パターンマッチング問題に対する接尾辞行列を用いたアルゴリ
ズム
input :テキスト T，パターン P，Tの接尾辞行列 SM
Psort(= (p′1, . . . , p
′
M))← sort(P);1
for i in 1 to n do2
pos← SM1[i];3
if n− pos+ 1 < m then continue;4
start← 0，count← 0;5
for j in 1 to M do6
k← binary search(p′j ,T[pos: pos+m− 1]sort, start,N);7





if start> N then break;13
14






この問題を解く素朴な方法としては，1 ≤ i ≤ n−m+ 1を満たすすべての iに対し，
部分文字列 T[i : i +m− 1]を連想配列に挿入し， f 回以上出現しているものを数え上
げるという手法が考えられる．素朴な解法に関して，以下の定理が成り立つ．
定理 8 テキストT(|T |len = n, |T |num= N)と正整数 f，mが与えられたとき，Algorithm 6
は，Tに f 回以上現れる長さmのすべての部分文字列をO(nmNlogn)時間で出力する．
証明 14 1 ≤ i ≤ n−m+1を満たすすべての iに対し，部分文字列T[i : i +m−1]を連想
配列に挿入する．ここで，順列マッチする部分文字列を一意に数えるため，連想配列に
はT[i : i+m−1]sortを挿入する．補題 2より，T[i : i+m−1]のソートにはO(mNlogN)
時間かかる．また，連想配列に挿入する部分文字列の総数は n−m+ 1 = O(n)である








定理 9 テキスト T(|T |len = n, |T |num = N)と正整数 f，m，T の接尾辞行列 SMが与
えられたとき，Algorithm 7は，Tに f 回以上現れる長さmのすべての部分文字列を
O(nmN)時間で出力する．
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Algorithm 6 : f 頻出マルチトラックm-gram発見問題に対する素朴なアルゴリズム
input :テキスト T，パターン P
dict← NULL;1
for i in 1 to n−m+ 1 do2
T[i : i +m− 1]sort← sort(T[i : i +m− 1]);3
key← T[i : i +m− 1]sort;4
if dict have keythen dict[key] ← dict[key] + 1;5
else insert(dict, key: 1);6
for key in dict do7
if dict[key] ≥ f then output key;8
9
証明 15 接尾辞行列SMによって，T[i : i +m− 1]sortを接頭辞にもつ Tの接尾辞が辞
書順に並んだ状態で得られる．したがって，1 ≤ i ≤ n − 1を満たすすべての i に対
し，T[SM1[i] :] の長さmの接頭辞 T[SM1[i] : SM1[i] + m− 1]と，T[SM1[i + 1] :]の
長さmの接頭辞 T[SM1[i + 1] : SM1[i + 1] +m− 1]が等価であるかどうかを調べ，等
価ならば頻出m-gramとしてカウントすればよい．この比較にはO(mN)時間かかる．
1 ≤ i ≤ n−mを満たすすべての iで比較することを考えると，全体ではO(nmN)時間
で計算できる．
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Algorithm 7 : f 頻出マルチトラックm-gram発見問題に対する接尾辞行列を用いた
アルゴリズム
input :テキスト T，パターン P，Tの接尾辞行列 SM
count← 1;1
prev← T[SM1[1] : SM1[1] +m− 1]⟨SM[1][2 :] ⟩;2
for 2 ≤ i ≤ n− 1 do3
if prev== T[SM1[i] : SM1[i] +m− 1]⟨SM[i][2 :] ⟩ then4
count← count+ 1;5
else6
if count≥ f then output prev;7













































• n = (5,10,100,200, . . . , 1000,2000, . . . , 10000)
• N = (2,3, . . . ,10,20, . . . ,100)
• σ = (2,5,10,15,20, 25)




























図 6.3:テキスト長 nを変化させたときの計算時間の変化 (ランダムテキスト，N = 5，
m= 2，σ = 2)
図 6.4:テキストのトラック数 Nを変化させたときの計算時間の変化 (ランダムテキ
スト，n = 1000，m= 2，σ = 2)
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図 6.5:パターン長mを変化させたときの計算時間の変化 (ランダムテキスト，n = 1000，
N = 5，σ = 2)
図 6.6:パターン長mを変化させたときの計算時間の変化 (ランダムテキスト，n = 1000，
N = 100，σ = 2)
41
図 6.7:アルファベットサイズσを変化させたときの計算時間の変化 (ランダムテキス
ト，n = 1000，N = 5，m= 2)
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交通データ











図 6.8:テキスト長 nを変化させたときの計算時間の変化 (交通データ，N = 5，m= 2，
σ = 10)
図 6.9: テキストのトラック数 Nを変化させたときの計算時間の変化 (交通データ，
n = 1000，m= 2，σ = 10)
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図 6.10:パターン長mを変化させたときの計算時間の変化 (交通データ，n = 1000，
















• n = (5,10,100,200, . . . , 1000,2000, . . . , 10000)
• N = (2,3, . . . ,10,20, . . . ,100)
• σ = (2,5,10,15,20, 25)
• m= (1,2, . . . , 10)












図 6.11:テキスト長 nを変化させたときの計算時間の変化 (ランダムテキスト，N = 5，
m= 2，M = 2，σ = 2)
図 6.12:テキストのトラック数 Nを変化させたときの計算時間の変化 (ランダムテキ
スト，n = 1000，m= 2，M = 2，σ = 2)
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図 6.13:テキスト長nを変化させたときの計算時間の変化 (ランダムテキスト，N = 100，
m= 10，M = 10，σ = 2)
図 6.14:テキストのトラック数 Nを変化させたときの計算時間の変化 (ランダムテキ




挙動が大きく変わることがわかった．以下に，N = 10, 100のそれぞれの場合につい
て，m，Mを変化させたときの実験結果を示す
まず，N = 10に対し，mを変化させたときの実験結果を，M = 1,2,10のそれぞれ




する．このような結果は N = 100の場合にも得られた．N = 100に対し，mを変化さ




















データに対する実験結果では σ = 10なため，mが小さいときでもそこまで大きい計
算時間にはなっていない．
次に，N = 10に対し，Mを変化させたときの実験結果を，m= 1,2,10, 100のそれ




果を，m= 1,2,10,100のそれぞれの場合について，図 6.26， 6.27， 6.28， 6.29に示











図 6.15:パターン長mを変化させたときの計算時間の変化 (ランダムテキスト，n =
1000，N = 10，M = 1，σ = 2)
図 6.16:パターン長mを変化させたときの計算時間の変化 (ランダムテキスト，n =
1000，N = 10，M = 2，σ = 2)
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図 6.17:パターン長mを変化させたときの計算時間の変化 (ランダムテキスト，n =
1000，N = 10，M = 10，σ = 2)
図 6.18:パターン長mを変化させたときの計算時間の変化 (ランダムテキスト，n =
1000，N = 100，M = 1，σ = 2)
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図 6.19:パターン長mを変化させたときの計算時間の変化 (ランダムテキスト，n =
1000，N = 100，M = 2，σ = 2)
図 6.20:パターン長mを変化させたときの計算時間の変化 (ランダムテキスト，n =
1000，N = 100，M = 10，σ = 2)
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図 6.21:パターン長mを変化させたときの計算時間の変化 (ランダムテキスト，n =
1000，N = 100，M = 100，σ = 2)
図 6.22:パターンのトラック数Mを変化させたときの計算時間の変化 (ランダムテキ
スト，n = 1000，N = 10，m= 1，σ = 2)
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図 6.23:パターンのトラック数Mを変化させたときの計算時間の変化 (ランダムテキ
スト，n = 1000，N = 10，m= 2，σ = 2)
図 6.24:パターンのトラック数Mを変化させたときの計算時間の変化 (ランダムテキ
スト，n = 1000，N = 10，m= 10，σ = 2)
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図 6.25:パターンのトラック数Mを変化させたときの計算時間の変化 (ランダムテキ
スト，n = 1000，N = 10，m= 100，σ = 2)
図 6.26:パターンのトラック数Mを変化させたときの計算時間の変化 (ランダムテキ
スト，n = 1000，N = 100，m= 1，σ = 2)
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図 6.27:パターンのトラック数Mを変化させたときの計算時間の変化 (ランダムテキ
スト，n = 1000，N = 100，m= 2，σ = 2)
図 6.28:パターンのトラック数Mを変化させたときの計算時間の変化 (ランダムテキ
スト，n = 1000，N = 100，m= 10，σ = 2)
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図 6.29:パターンのトラック数Mを変化させたときの計算時間の変化 (ランダムテキ
スト，n = 1000，N = 100，m= 100，σ = 2)
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交通データ
図 6.30 - 6.48に交通データに対する実験結果を示す．
結果を見ると，ランダムテキストと同様，接尾辞行列を用いた手法が高速な入力と，




図 6.34 - 6.40にはパターン長mによる計算時間変化を示している．ランダムテキ
ストにおける実験結果を示した際に触れたように，mが小さいときの計算時間の増大
がないことがわかる．
図 6.41 - 6.48にはパターンのトラック数Mによる計算時間変化を示している．ラ
ンダムテキスト同様，Pがマッチングしない場合には高速である．図 6.46， 6.47に
示す結果では，Mが 10までの値を取る範囲で，Pがマッチした場合の計算時間変化














図 6.30:テキスト長nを変化させたときの計算時間の変化 (交通データ，N = 5，m= 2，
M = 2，σ = 10)
図 6.31:テキストのトラック数 Nを変化させたときの計算時間の変化 (交通データ，
n = 1000，m= 2，M = 2，σ = 10)
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図 6.32:テキスト長nを変化させたときの計算時間の変化 (交通データ，N = 5，m= 2，
M = 2，σ = 10)
図 6.33:テキストのトラック数 Nを変化させたときの計算時間の変化 (交通データ，
n = 1000，m= 10，M = 10，σ = 10)
62
図 6.34:パターン長mを変化させたときの計算時間の変化 (交通データ，n = 1000，
N = 10，M = 1，σ = 10)
図 6.35:パターン長mを変化させたときの計算時間の変化 (交通データ，n = 1000，
N = 10，M = 2，σ = 10)
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図 6.36:パターン長mを変化させたときの計算時間の変化 (交通データ，n = 1000，
N = 10，M = 10，σ = 10)
図 6.37:パターン長mを変化させたときの計算時間の変化 (交通データ，n = 1000，
N = 100，M = 1，σ = 10)
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図 6.38:パターン長mを変化させたときの計算時間の変化 (交通データ，n = 1000，
N = 100，M = 2，σ = 10)
図 6.39:パターン長mを変化させたときの計算時間の変化 (交通データ，n = 1000，
N = 100，M = 10，σ = 10)
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図 6.40:パターン長mを変化させたときの計算時間の変化 (交通データ，n = 1000，
N = 100，M = 100，σ = 10)
図 6.41:パターンのトラック数 Mを変化させたときの計算時間の変化 (交通データ，
n = 1000，N = 10，m= 1，σ = 10)
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図 6.42:パターンのトラック数 Mを変化させたときの計算時間の変化 (交通データ，
n = 1000，N = 10，m= 2，σ = 10)
図 6.43:パターンのトラック数 Mを変化させたときの計算時間の変化 (交通データ，
n = 1000，N = 10，m= 10，σ = 10)
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図 6.44:パターンのトラック数 Mを変化させたときの計算時間の変化 (交通データ，
n = 1000，N = 10，m= 100，σ = 10)
図 6.45:パターンのトラック数 Mを変化させたときの計算時間の変化 (交通データ，
n = 1000，N = 100，m= 1，σ = 10)
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図 6.46:パターンのトラック数 Mを変化させたときの計算時間の変化 (交通データ，
n = 1000，N = 100，m= 2，σ = 10)
図 6.47:パターンのトラック数 Mを変化させたときの計算時間の変化 (交通データ，
n = 1000，N = 100，m= 10，σ = 10)
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図 6.48:パターンのトラック数 Mを変化させたときの計算時間の変化 (交通データ，











• n = (5,10,100,200, . . . , 1000,2000, . . . , 10000)
• N = (2,3, . . . ,10,20, . . . ,100)
• m= (2,3, . . . , 10)
• f = (2,3, . . . , 10)











図 6.49:テキスト長nを変化させたときの計算時間の変化 (ランダムテキスト，N = 10，
m= 2， f = 2，σ = 2)




図 6.50:テキストのトラック数 Nを変化させたときの計算時間の変化 (ランダムテキ
スト，n = 1000，m= 2， f = 2，σ = 2)
図 6.51:入力gram長mによる計算時間の変化 (ランダムテキスト，n = 1000，N = 10，
f = 2，σ = 2)
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図 6.52:入力頻度 f による計算時間の変化 (ランダムテキスト，n = 1000，N = 10，
m= 2，σ = 2)
図 6.53:テキストのアルファベットサイズσによる計算時間の変化 (ランダムテキス
ト，n = 1000，N = 10，m= 2， f = 2)
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図 6.54: テキスト長 nを変化させたときの計算時間の変化 (交通データ，N = 10，
m= 2， f = 2，σ = 10)
交通データ




図 6.55:テキストのトラック数 Nを変化させたときの計算時間の変化 (交通データ，
n = 1000，m= 2， f = 2，σ = 10)
図 6.56:入力gram長mによる計算時間の変化 (交通データ，n = 1000，N = 10，f = 2，
σ = 10)
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