In this paper, we study pattern-avoidance in the set of words over the alphabet [k]. We say that a word w ∈ [k] n contains a pattern τ ∈ [ℓ] m , if w contains a subsequence order-isomorphic to τ . This notion generalizes pattern-avoidance in permutations. We determine all the Wilf-equivalence classes of word patterns of length at most six.
Introduction
In this paper, we study patterns avoidance in the domains of words, integer partitions, and parking functions. This can be seen as an extension of the frequently studied concept of pattern avoidance of permutation patterns. Our results extend previous work of Burstein [4] , who described the equivalence classes of k-ary words of length at most 3, and of Savage and Wilf [14] , who described the equivalence classes of integer compositions of length at most 3. Our classification is largely based on several new bijective arguments, inspired by the ideas from Krattenthaler [11] , Backelin, West and Xin [3] , and Jelínek and Mansour [9] .
k-ary words
Let [k] = {1, 2, . . . , k} be a totally ordered alphabet of k letters, and let [k] n denote the set of words of length n over this alphabet.
Consider two words, σ ∈ [k] n and τ ∈ [ℓ] m . Assume additionally that τ contains all letters 1 through ℓ (a word with this property will be called a pattern). We say that σ contains an occurrence of τ , or simply that σ contains τ , if σ has a subsequence orderisomorphic to τ , i.e., if there exist 1 ≤ i 1 < . . . < i m ≤ n such that, for any two indices 1 ≤ a, b ≤ m, σ ia < σ i b if and only if τ a < τ b . If σ contains no occurrences of τ , we say that σ avoids τ . For a pattern τ , let [k] n (τ ) denote the set of k-ary words of length n which avoid the pattern τ . Let f τ (n, k) be the number of τ -avoiding words in [k] n , i.e.,
n (τ )|. We say that two patterns τ and τ ′ are word-equivalent (or, more briefly, w-equivalent), and we write τ
for all values of k and n, we have f τ (n, k) = f τ ′ (n, k). There are two operations on words which trivially preserve the w-equivalence, called the reversal and the complement. The reversal of a word τ ∈ [k] m , denoted by r(τ ), is obtained by writing the letters of τ in the reverse order, i.e., the i-th letter of r(τ ) is equal to the (m−i+ 1)-th letter of τ . The complement of a word τ , denoted by c(τ ), is obtained by turning τ "upside-down", i.e., a letter j is replaced by the letter ℓ −j + 1, where ℓ is the largest letter of τ . For example, if ℓ = 3, m = 4, then r(1232) = 2321, c(1232) = 3212, r(c(1232)) = c(r(1232)) = 2123. Clearly, c • r = r • c and r 2 = c 2 = (c • r) 2 = id, so r, c is a group of symmetries of a rectangle.
Several authors have previously considered pattern avoidance in words [1, 2, 4, 5, 10, 13] . In 1998, Burstein [4] proved that 123 w ∼ 132. In 2002, Burstein and Mansour [5] proved that 121 w ∼ 112. By these two results we obtain that there are 3 w-equivalence classes of patterns of length three:
• 111, 
Compositions
A composition σ = σ 1 σ 2 . . . σ m of n ∈ N is an ordered collection of one or more positive integers whose sum is n. The numbers σ 1 , . . . , σ m are called parts of the composition. We let C n denote set of all compositions of n.
We say that the composition σ ∈ C n contains a pattern τ ∈ [ℓ] s , if σ contains a subsequence order-isomorphic to τ . Let C n (τ ) denote the set of all the compositions in C n that avoid τ . We say that two patterns τ and τ ′ are composition-equivalent (or just c-equivalent), and we write τ c ∼ τ
′ , if for all values of n, we have |C n (τ )| = |C n (τ ′ )|. It is easy to see that every pattern is c-equivalent to its reversal. However, a pattern does not need to be c-equivalent to its complement.
Savage and Wilf [14] considered pattern avoidance in compositions for a single pattern τ ∈ S 3 (S 3 is the set of the permutations on three letters), and showed that the number of compositions of n avoiding τ ∈ S 3 is independent of τ , that is, 123 • 111.
Parking functions
n is called a parking function if for every i = 1, . . . , n, σ has at least i letters smaller or equal to i. Let P F n denote the set of parking functions of length n, and let P F n (τ ) be the set of the parking functions of length n that avoid a pattern τ . We say that two patterns τ, τ ′ are p-equivalent, denoted by τ p ∼ τ ′ , if for every n, the two sets P F n (τ ) and P F n (τ ′ ) have the same cardinality. Clearly, each pattern is p-equivalent to its reversal.
Although some enumerative aspects of parking functions have been previously studied [6, 12, 15] , we are not aware of any previous results dealing with pattern avoidance in this setting.
Strong equivalence of words
We now introduce an equivalence relation on words, which refines all the equivalences mentioned above. For a word σ of length n, the content of σ is the unordered multiset of the n letters appearing in σ. In particular, two words have the same content, if one can be obtained from the other by a suitable rearrangement of letters.
We say that two patterns τ, τ ′ are strongly equivalent, denoted by τ
n (τ ) and [k] n (τ ′ ) with the property that for every
n (τ ), the word f (σ) has the same content as σ. Clearly, if two patterns are strongly equivalent, then they are also w-equivalent, c-equivalent and p-equivalent. Each pattern is strongly equivalent to its reversal, and if two patterns τ and τ ′ are strongly equivalent, then their complements c(τ ) and c(τ ′ ) are strongly equivalent as well. In this note, we adapt previous results on fillings of diagrams [11] , as well as results on pattern-avoidance in set partitions [9] to describe several types of content-preserving bijections between pattern-avoiding families of words. Using systematic computer enumeration of small patterns, we verify that these bijections, together with the reversal and complement operations, are sufficient to describe all the w-equivalent patterns of length at most six. Similarly, we verify that our results on strong equivalence describe all the c-equivalence and p-equivalence classes of patterns of size at most five. In particular, for patterns of size at most five, c-equivalence classes coincide with p-equivalence classes (but not with w-equivalence classes, because w-equivalence is closed under complementation and reversal, whereas p-and c-equivalence is only closed under reversal).
In the appendix, we briefly summarize the equivalence classes of small patterns, with respect to w-, c-, and p-equivalence. The full enumeration data and the source codes of the computer programs we used are available on the website of the second author [16, 17, 18, 19, 20, 21] .
Strongly equivalent families
In this section, we use several techniques previously applied in the context of fillings of Ferrers diagrams to obtain classes of strongly equivalent words.
We may represent k-ary words of length n as 0−1 matrices with k rows and n columns and exactly one 1-cell in each column. We assume that the rows of a matrix are numbered bottom-to-top, and the columns are numbered left-to-right. For a word σ of length n over the alphabet [k] , let M(σ, k) be the k × n matrix with a 1-cell in row i and column j if and only the j-th letter of σ is equal to i.
With this representation, we may use known bijections on fillings of diagrams to obtain directly new equivalences among words. A Ferrers diagram is an array of cells whose columns have nonincreasing length, and the bottom cells of the columns appear in the same row. A filling of a Ferrers diagram is an assignment of zeros and ones into its cells such that every column has exactly one 1-cell. We say that a filling of a Ferrers shape F contains a matrix M if F has a (not necessarily contiguous) rectangular subshape which induces a filling identical to M. We will say that two matrices M and M ′ are Ferrersequivalent if for every Ferrers shape F the number of M-avoiding fillings is equal to the number of M ′ -avoiding fillings. We say that M and M ′ are strongly Ferrers-equivalent if for every Ferrers shape F there is a bijection between M-avoiding and M ′ -avoiding fillings of F that preserves the number of 1-cells in each row.
The following lemma allows us to translate results about fillings of Ferrers shapes into results about words. The lemma is based on an idea which is often applied in the context of pattern-avoiding permutations [3] , graphs [8] or set partitions [9] .
For a word ρ ∈ [ℓ] n and an integer k, we let ρ + k denote the word obtained by increasing each letter of ρ by k. Using known results about Ferrers equivalence [8, 9, 11] , we obtain the following equivalences, valid for any pattern ρ. The above-mentioned results do not account for all the equivalences among wordpatterns of small length. To complete our classification, we need another lemma, whose proof uses an idea that has been previously applied in the context of pattern-avoiding set partitions [9, Theorem 48].
Lemma 2.4. For any k, all the patterns that consist of a single symbol '1', a single symbol '3' and k − 2 symbols '2' are strongly equivalent.
Proof. Let k be fixed. Let τ (i, j) denote the word of length k whose i-th symbol is '1', the j-th symbol is '3' and the remaining symbols are equal to '2'. Our aim is to show that all the patterns in the set {τ (i, j), i = j, 1 ≤ i, j ≤ k} are strongly equivalent. Since each word is strongly equivalent to its reversal, we only need to deal with the words τ (i, j) with i < j. From Fact 2.3, we deduce that the words {τ (1, j), j = 2, . . . , k} are all strongly equivalent, and the words {τ (i, k), i = 1, . . . , k − 1} are all strongly equivalent as well.
To prove the lemma, it suffices to show that for every i < j < k, the word τ (i, j) is strongly equivalent to the word τ (i + 1, j + 1). Let m be an integer. We will say that a word σ contains τ (i, j) at level m if there is a pair of symbols ℓ, h such that ℓ < m < h, and such that the word σ contains a subword over the alphabet {ℓ, m, h} which is orderisomorphic to τ (i, j). For example, the word 132342 contains the pattern 1223 at level 3 (due to the subword 1334), while it avoids 1223 at level 2. Assume now that we are given a fixed pair of indices i, j, with i < j < k, and we want to provide a content-preserving bijection between τ (i, j)-avoiding and τ (i + 1, j + 1)-avoiding words of length n. We will say that a word σ is an m-hybrid if for every m < m, the word σ avoids τ (i, j) at level m, while for every m ≥ m, σ avoids τ (i + 1, j + 1) at level m. We will present, for any m ≥ 1, a content-preserving bijection between m-hybrids and (m + 1)-hybrids. By composing these bijections, we obtain the required bijection between τ (i, j)-avoiding and τ (i + 1, j + 1)-avoiding words.
Let m ≥ 1 be fixed. Let σ be an arbitrary word. A letter of σ is called low if it is smaller than m, and a letter is called high if it is greater than m. A low cluster of σ is a maximal block of consecutive low symbols of σ. A high cluster is defined analogously. Thus, every symbol of σ different from m belongs to a unique cluster. The landscape of σ is a word over the alphabet {L, m, H} obtained by replacing every low cluster of σ by a single symbol L, and every high cluster of σ by a single symbol H. Note that σ contains τ (i, j) at level m if and only if the landscape of σ contains the subsequence m i−1 Lm j−i−1 Hm k−j . We will now describe the bijection between m-hybrids and (m + 1)-hybrids. Let σ be an m-hybrid word, let X be its landscape. We split X into three parts X = P mS, where P is the prefix of X formed by all the symbols of X that appear before the first occurrence of m in X, and S is the suffix of all the symbols that appear after the first occurrence of m. Let us define a word X ′ by X ′ = SmP . Note that X ′ contains a subsequence m i−1 Lm j−i−1 Hm k−j if and only if X contains a subsequence m i Lm j−i−1 Hm k−j−1 . Thus, since X is a landscape of a word that avoids τ (i + 1, j + 1) at level m, we know that any word with landscape X ′ must avoid τ (i, j) at level m. Let us define a word σ ′ by the following three rules.
1. The word σ ′ has landscape X ′ .
2. For any p, the p-th low cluster of σ ′ consists of the same sequence of symbols as the p-th low cluster of σ.
3. For any q, the q-th high cluster of σ ′ consists of the same sequence of symbols as the q-th high cluster of σ.
Clearly, there is a unique word σ ′ satisfying these properties. Note that the subsequence of all the low symbols of σ is the same as the subsequence of all the low symbols of σ ′ , and these sequences are partitioned into low clusters in the same way. An analogous property holds for the high symbols too.
We claim that σ ′ is an (m + 1)-hybrid. We have already pointed out that σ ′ avoids τ (i, j) at level m. Let us now argue that σ ′ avoids τ (i, j) at level m, for every m < m. For contradiction, assume that σ ′ contains a subsequence T = m i−1 ℓm j−i−1 hm k−j , for some ℓ < m < h. If h < m, then all the symbols of T are low, and since σ has the same subsequence of low symbols as σ ′ , we know that σ also contains T as a subsequence, contradicting the assumption that σ is an m-hybrid.
Assume now that h ≥ m. Let x and y be the two symbols adjacent to h in the sequence T (note that h is not the last symbol of T , so x and y are well defined). Both x and y are the electronic journal of combinatorics 16 (2009), #R58 low, and they belong to distinct low clusters of σ ′ , because the symbol h is not low. Since the low symbols of σ are the same as the low symbols of σ ′ , and they are partitioned into clusters in the same way, we know that σ contains a subsequence m i−1 ℓm j−i−1 h ′ m k−j , where h ′ is a non-low symbol. This shows that σ contains τ (i, j) at level m, which is impossible, because σ is an m-hybrid.
By an analogous argument, we may show that σ ′ avoids τ (i + 1, j + 1) at any level m > m. We conclude that the mapping described above transforms an m-hybrid σ into an (m + 1)-hybrid σ ′ . It is clear that the mapping is reversible and provides the required bijection between m-hybrids and (m + 1)-hybrids.
Appendix B: p-equivalence and c-equivalence classes
In Tables 4 and 5 , we list the nontrivial c-equivalence classes for patterns of size 4 and 5, respectively. For patterns of these sizes, the c-equivalence classes coincide with pequivalence classes. A symmetry class of a pattern is generated by the reversal operation. We again consider only one representative of each symmetry class, and we only list the c-equivalence classes with at least two nonsymmetric elements.
