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Abstract 
The movement of cohesive sediment is of great importance in many coastal and 
estuarine engineering problems. Navigation channels often need to be dredged to 
maintain navigable depths, allowing for the effect of a harbour or wharf on the 
local sediment transport regime. Contaminants are readily absorbed by silt and clay 
particles, causing a range of water quality problems. 
This thesis describes the development and testing of a finite element program to model 
cohesive sediment transport. 
The program solves the coupled Navier-Stokes and scalar-transport equations 
along with several complex numerical algorithms for settling velocity, flocculation, 
non-Newtonian flow and turbulence. The program also uses h-adaptivity and 
unstructured mesh generation to capture important flow features. 
The program is benchmarked against the thermally driven cavity problem, producing 
results that compare well with existing solutions without any special scheme for 
advection dominated flow. This is possible by modelling the transient problem using 
h-adaptivity. The program is also applied to realistic cohesive sediment transport 
problems. It predicts the formation of a hindered settling layer and uses h-adaptivity 
to capture sharp density interfaces. It also solves settling of dredged material onto a 
inclined bed and non-Newtonian flow in a race-track flume. The program produces 
results that compare well with experimental data. 
The h-adaptive finite element method is found to be a very successful in modelling the 
transport of cohesive sediment and its associated physical processes. 
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The movement of suspended cohesive sediment is of great importance in many coastal 
and estuarine engineering situations. The ability to accurately predict the behaviour of 
cohesive sediment for any given situation would be significant for instance when trying 
to assess the effects of a new harbour or wharf on the existing sediment transport 
regime. 
Navigation channels and estuaries need to be regularly dredged to maintain navigable 
depths. Reliable predictions of siltation can be used to formulate a scheme of dredging 
to keep channels clear while minimising costs. 
Also, certain contaminants are readily absorbed by silt and clay particles, causing a 
range of water quality problems. Heavy metals such as zinc, cadmium, lead, mercury 
and arsenic can be concentrated when the sediment consolidates into a bed. Phosphates 
and carbons from agricultural and industrial runoff are an important source of nutrients 
for water borne algae and bacteria, high concentrations of this food source can cause 
explosive growth, ultimately leading to poor water quality. Most importantly perhaps, 
pesticides and herbicides can be easily absorbed by cohesive sediment and transported 
over large distances. 
1.2 Physical characteristics and behaviour of cohesive 
sediment 
Cohesive sediment can follow a cycle from suspension in a flow, to subsequent 
flocculation and settling out to form a settled bed. At any stage in this process sediment 
can be entrained back into the flow. Figure 1.1 (following Kirby [1]) shows the behaviour 
graphically. Each sediment phase has its own characteristics and affects the behaviour 
of sediment in different ways. 
ENTRAINMENT 
SETTLING 
MOBILE 	 STATIONARY 
SUSPENSION 	 SUSPENSION 
DEPOSITION! 
S\\EROSN 	 SETTLED COIDA1IO,// 
MUD 
Figure 1.1: Movement of cohesive sediment 
Suspension and transport 
Sediment is maintained in suspension by turbulent diffusion and is advected by the 
mean flow. A slow moving layer with a high bulk density can cause considerably higher 
levels of sediment transport than a fast moving layer with a low bulk density. However 
other chemical and biological factors can also affect its behaviour and ultimate fate. 
Flocculation 
Flocculation can occur when two particles of clay mineral come into close proximity 
with each other or actually collide. If the chemical conditions present in the suspending 
flow are suitable the particles can adhere together under electrostatic forces and form 
a larger, less dense conglomerate. 
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Clay particles can come into contact with each other in a number of ways (see Dyer [2]): 
. Brownian motion - Particle aggregation caused by inter-molecular thermal 
currents bringing small particles into contact with each other. 
. Differential settling - Larger, faster settling particles colliding with smaller, slower 
settling particles. 
• Current shear - Particles suspended at the boundary of shear layers passing over 
each other can collide and flocculate. 
• Inertial encounters - Large particles respond less quickly to local accelerations 
than small particles generating relative movement between floc sizes. 
Generally clay particles will repel each other as they carry a like negative charge, 
however positive ions, if present in the suspending flow, can attach themselves to the 
particle effectively reducing the repulsive force. There is another force acting on the 
particles, the short range molecular London van der Waals force. As the particles 
become very close together the attractive molecular force becomes greater than the 
repulsive ionic force and the particles stick together. 
The conditions for flocculation become more favourable as the salinity of the suspending 
water and the concentration of suspended sediment increases. Saline water contains 
positive ions that enhance coagulation and the particle concentration influences the 
effectiveness of all four collision mechanisms. Turbulence promotes flocculation, as it 
increases the number of inter-particle collisions but can lead to floc break-up. This 
happens for two reasons 
• High energy inter-particle collisions can destroy flocs rather than promote further 
4 
flocculation. 
. Differential current shears can pull the flocs apart. 
Flocculation improves the settling characteristics of the sediment suspension, increasing 
the settling velocity expected for individual particles up to a limit dictated by hindered 
settling, as will be explained below. 
Settling and deposition 
In clear water a particle settles under its own gravitational force and is opposed by 
viscous drag. A spherical particle diameter can be directly linked to the Stokes settling 
velocity, however, very few particles are exactly spherical and allowance has to be made 
for irregular geometries. An equivalent spherical diameter can be calculated for any 
shape. The actual settling of clay particles can be affected by the presence of turbulence 
in the flow, the level of mass concentration, inter-particle collisions and flocculation. 
Once the particle settles out and reaches the bed it can be re-entrained into the flow 
before it starts to consolidate and form part of a settled bed. 
Consolidation 
Under suitable conditions, slack water or low local turbulence, a layer of recently 
deposited mud can form over the existing bed. Gradually the pore water is squeezed 
out and the layer attains a small shear strength. As layers form over the top of the bed 
more pore water is expelled and the effective shear strength increases. A settled bed 
will show an increase in shear strength with depth. 
Erosion 
Erosion occurs when the imposed shear stress exceeds the bed shear strength. Cohesive 
sediment can be eroded in three ways: 
. Re-entrainment by the flow - not strictly erosion of the settled bed but affects 
fluid mud before it has a chance to consolidate. 
• Aggregate by aggregate - occurs at low to medium excess bed stress. 
• Mass erosion - happens at high excess bed stresses. 
Hindered settling 
The phenomenon of hindered settling happens at high concentrations of suspended 
cohesive sediment. As the sediment settles the number of inter-particle collisions 
increase and large, low density flocs are created. The increasing concentration of flocs 
causes water flow through the layer to slow as the void ratio increases. The upward 
movement of pore water balances the settling velocity of the dense layer. Fluid mud 
develops when the dense sediment gets close to the bed. 
Fluid mud 
Fluid mud is defined by Ross et al [3] as "A layer of high concentration near-bed 
suspension of cohesive sediment" It can also be defined as a suspension of flocculated 
particles in the range of 60-120 kgm 3 
Fluid mud can be created in three ways 
DI 
• Dredged spoil being dumped at sea. 
. As a consequence of the hindered settling process. 
Fluidisation of a soft muddy bed by wave action. 
As the fluid mud layer settles the particles become closer together, eventually forming 
a weak soil matrix with a small effective stress. It is sometimes assumed to have a 
Bingham yield strength of 0.1 N m 2 (Odd and Rodger [4]). The layer then starts to 
consolidate under its own weight, the water content of the mud decreasing as pore 
water is squeezed out. This is the beginning of the consolidation process as described 
earlier. 
1.3 Numerical analysis 
Historically modelling fluid flow has been the domain of Finite Difference Methods 
(FDM) but the last 15 to 20 years have seen the emergence of successful finite element 
models. Finite element methods (FEM) were previously used to solve structural 
analysis problems. FEM offers advantages over FDM 
• FEM allows elements to vary in shape and size thus modelling complex shapes 
and irregular boundaries more closely. 
• Flow variables can be interpolated at any point in the domain, whereas FDM 
only allow values to be determined at node points. 
Numerical models used in predicting the transport of cohesive sediment can be roughly 
divided into three different groups 
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Classical - solves components of the suspension separately i.e.: 
Advect ion-diffusion equations 
Hydrodynamic equations 
Bottom sediment budget 
Consolidation 
The exchange between each component is determined empirically. A good 
example of this type is set out in Hayter and Mehta [5]. 
Integrated - Considers the whole water column as a continuous media but the 
hydrodynamic model and the sediment transport model are solved separately 
and momentum is transferred between them - a two phase continuum. Erosion 
and deposition are considered as internal vertical exchanges, see Teisson et al [6]. 
Continuous - The whole water column is considered as a single fluid of varying density 
but it still maintains its incompressible nature. Continuity and momentum 
equations are solved together, see Toorman and Berlamont [7]. 
Researchers have tackled the problem of modelling cohesive sediment transport using 
different numerical methods and spatial and temporal arrangements. These different 
approaches can be categorised by the number of spatial dimensions they employ. 
Limited computing power restricts the level of realism described by a numerical 
model, some level of compromise has to be struck between the number of spatial 
dimensions and the extent of the computationally expensive representation of cohesive 
sediment behaviour: flocculation, non-Newtonian flow effects and turbulence. Cohesive 
sediment transport has been modelled in a 2-dimensional, horizontal manner (2DH) by 
Teisson [8], Hayter and Mehta [5] , Roberts [9], Fritz and Holz [10], Wang [11], and 
Krishnappan [12]. Most of the applications for these models tend to be predicting the 
movement of sediment around estuaries and harbours. There have been a number of 
2-dimensional, vertical models (2DV) including Toorman and Berlamont [7], Teisson [6], 
Le Hir [13] and Findikakis and Law [14]. These models tend to focus on local phenomena 
of sediment transport rather than the large scale 2DH models, typical applications 
include erosion/deposition processes and the fate of dumped materials. 3-dimensional 
models focus on simulating large scale processes in harbours and estuaries, solving 
similar applications to the 2DB models but in 3 dimensions. Models have been produced 
by Maicherek et al [15], Nicholson and O'Connor [16] and Lick et al [17]. 
1-dimensional, vertical (1DV) models are sometimes used to test numerical routines for 
cohesive sediment transport, see Winterwerp [18] and Le Hir [13] but these are very 
limited in the degree of information they can give on real flow problems. 
These lists are not exhaustive but should serve to give an example of each type of 
model. 
1.3.1 Key modelling issues 
Flocculation 
There is a wide range of approaches to modelling flocculation. The vast majority of 
programs do not model flocculation explicitly - they rely on modifying the settling 
velocity to allow for aggregation and break up of flocs, see Leussen [19] and Teisson [8]. 
Several researchers have coupled explicit flocculation routines with sediment transport 
solvers - Krishnappan [12,20], Lick et al [17,21] and Winterwerp [18]. 
Krishnappan [12] presents a formulation that deals with the flocculation process 
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explicitly, dividing the range of floc sizes into a number of discrete 'bins'. He uses 
the 1-D advection-diffusion equation to model simple settling and compares numerical 
results with experimental data as set out in Kranck [22]. The model produces 
good results for a stagnant settling column but lacks the generality (hydrodynamic 
model/multiple dimensions) for more complex settling situations. Later Krishnappan 
[20] produces a 2DB model for advection-diffusion in a river channel that uses the same 
flocculation model as in [12] but allows for inter-particle collisions due to turbulence, 
however he does not model turbulent breakup of flocs or use any sort of coupling with 
hydrodynamic equations. There is also no provision for non-Newtonian effects. 
Lick et al [21] present a flocculation model coupled with the 1DV time dependent 
advection-diffusion equations that models the transport of multiple concentration 
scalars. They use the model to study the phenomena of flocculation rather than its 
role in a properly 'integrated' cohesive sediment transport model. In a later paper [17] 
they couple the advection-diffusion equations with an established hydrodynamic model 
ECOM-3D, however they only use three size classes to represent the entire range of 
floc sizes. This obviously limits the level of realism that can be represented by the 
model. The settling velocity algorithm they use does not allow for hindered settling 
and non-Newtonian flow effects are not considered. ECOM-3D is a robust, all purpose 
coastal ocean flow model but it is not specifically tailored to modelling cohesive sediment 
transport e.g. the effects of suspended sediment on the hydrodynamic flow equations 
cannot be modelled. 
Winterwerp [18] produces a more complete modelling package that includes provision 
for flocculation, settling, hindered settling and consolidation but only implements 
this with a simple 1DV coupled hydrodynamic and sediment transport model. He 
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also neglects important non-Newtonian flow effects, only allowing for the influence of 
suspended sediment on the flow by including buoyancy effects. 
Lutoclines 
As mentioned earlier a lutocline can be defined as a sudden change in the suspended 
concentration of cohesive sediment and occurs as a consequence of the hindered settling 
phenomenon. The problem of capturing lutoclines and sharp density interfaces using a 
coupled system of equations has been mentioned in recent research papers (Le Hir [13] 
and Roberts [23]). The accuracy of the simulation becomes dependent upon the size 
and placement of elements in the mesh/grid or more specifically the degree of vertical 
resolution. Globally refining the mesh/grid to capture sharp vertical gradients results 
in high computational costs and is not efficient. 
Non-Newtonian flow 
Toorman and Berlamont [7] state that the addition of non-Newtonian parameters 
in the flow model tends to lead to slow solution convergence and hence increased 
computational costs due to high viscosities encountered in high concentration 
suspensions. 
Turbulence modelling 
The choice of turbulence model is determined by the type of flow being modelled 
and the effect of the suspended sediment on the effective fluid viscosity. The k - 
turbulence model is only strictly valid for high Reynolds number flows - if k gets 
very small it becomes very difficult to obtain a converged solution of the flow equations 
(Toorman [24]). Low Reynolds number flows can be modelled by application of damping 
functions but these tend to based on distance from the walls, they are not designed 
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to accommodate lutoclines or non-Newtonian effects. The mixing-length model is 
computationally less demanding and more robust than the k - c model. Recently 
Kranenburg [25] and Roberts [23] have applied the mixing length model to lutoclines 
and commented on its suitability. 
1.3.2 Program design for cohesive sediment transport 
The discussion in the previous section highlights important shortcomings of the existing 
cohesive sediment transport models. The design of the new program to model cohesive 
sediment transport discussed in this thesis will proceed with the following points in 
mind: 
The hydrodynamic and sediment transport models should be purpose written 
for cohesive sediment transport, allowing full integration of physical flow effects 
through both equations. 
The choice and development of a suitable flocculation model allowing for all 
important collision mechanisms, turbulent break-up of flocs and fractal nature 
of the floc structure. 
The use of a sophisticated non-Newtonian flow model to simulate the effect of 
suspended sediment load on the flow field. 
The program should allow for transport of multiple scalar concentrations, 
modelling all size classes used in the flocculation model. This can be achieved by 
solving the sediment transport equations for each size class. 
The development of a sophisticated model to predict settling velocity and 
hindered settling effects for different fioc sizes and suspension concentrations. 
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Implementation of a turbulence model including allowances for damping of 
turbulence in a stratified suspension. 
Devising a strategy to handle sharp concentration gradients present in hindered 
settling layers. 
Finding a good solution to the last point is particularly important to the success of 
the program and its ability to model sharp density interfaces. The h-adaptive finite 
element method is ideally suited to capturing steep scàlar gradients efficiently but has 
never before been applied to cohesive sediment transport. 
1.4 Introduction to adaptivity 
The finite element method can be optimised by using mesh adaptivity. The size and 
placement of elements in the domain controls the accuracy of the solution. Spatial 
adaptivity removes the need for trial and error mesh design, automatically designing 
the most optimal mesh for the problem and increasing the accuracy and reliability of 
finite element analysis. There are two main types of spatial adaptivity: 
p-refinement - Increase the order of polynomial interpolation of the variables. 
h-refinement - Increase the number of elements in the domain. 
p-refinement increases the accuracy of each individual element by increasing the order 
of its polynomial interpolation, h-refinement can take the form of mesh sub-division 
(mesh enrichment) or mesh regeneration. Mesh sub-division involves dividing elements 
that fail to meet error limit criteria into smaller elements. Mesh regeneration calculates 
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the optimal mesh for a given problem and regenerates some or all of the mesh. This 
method also allows mesh coarsening but is more computationally expensive that mesh 
sub-division, h-adaptivity (with mesh re-generation) was used to predict the optimal 
mesh for problems solved in this thesis. 
Areas of high scalar-gradient tend to need the most refinement as the greatest 
discretisation errors occur there. The strength of h-adaptivity lies in being able to 
predict where refinement should take place. This is achieved by calculating the error 
in discretisation over the whole domain and specifying new element sizes based on the 
magnitude of the local errors. Error analysis allows calculation of the level of error in 
each element in the mesh. Early work on a-posteriori error analysis for an adaptive 
finite method was conducted by Babuska and Rheinboldt [26] and subsequently by Kelly 
et al [27] and Gago et al [28]. Zienkiewicz and Zhu [29] later developed the concept of 
using a smoothed value as an approximation to a higher order solution. They improved 
upon this method by utilising the super-convergence phenomenon [30-32] to develop a 
local smoothing technique. 
As mentioned earlier in the chapter, cohesive sediment tends to flocculate and settle 
out of suspension creating sharp lutoclines in the process. These lutoclines represent 
very steep concentration gradients and thus are difficult to model numerically. The 
h-adaptive finite element method is ideally suited to modelling cohesive sediment 
transport, effectively capturing important flow features that characterise its behaviour. 
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1.5 Program development 
The majority of the three years set aside for this work was spent on code development. 
The basis for the program lies within several heat transfer codes available through the 
research group. The solver, matrix assembly routines and mesh generator gleaned from 
HADAPT, written by Usmani [33], form the skeleton of the program. 
Program development can be shown to pass through a series of distinct stages: 
Identify an idea or physical problem, some physical situation or problem to be 
modelled. 
Decide upon an algorithm to mathematical represent the physical problem. 
Render the algorithm ready for computational solution, numerically modelling 
the algorithm. 
Write a pseudo-code, presenting the formulation in a form easily translatable into 
a high level programming language. This could involve drawing up flow charts or 
other logical constructs to enable programming. 
Write the actual program based on information from preceding steps. Good 
programming practice is important here, including plenty of comments, adhering 
to ANSI standards to ensure code portability and incorporating modular features 
in the code making the program easier to read and more efficient to run. 
Remove compile and run-time errors from the program. This is accelerated by 
use of debug software, allowing the program to be executed and paused at any 
stage to examine output and track down program 'bugs'. 
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Run the program against a problem with an analytical solution or a widely 
accepted benchmark problem i.e. Lid driven cavity, solved in Usmani [34], 
Bercovier and Engelman [35] and Burggraf [36], Thermally driven cavity (see 
chapter 3), Rotating cone in Usmani [37,38] and Backward facing step solved 
in Taylor [39] and Taylor et al [40, 41]. 	These benchmarks ensure the 
coupling between the governing equations, the Navier-Stokes and scalar-transport 
equations, is robust and produces accurate solutions to range of flow and transport 
problems. 
Build upon the confidence generated by successful solution of the benchmark 
problems by solving cohesive sediment flow problems and comparing the results 
against quantitative and qualitative experimental data. 
Code development can take two paths through the steps listed above. Writing new code 
can start at step 1 or 2 depending on whether an algorithm exists for the given problem. 
However if the piece of code has been already written by someone else there is little 
sense in 're-inventing the wheel'. Caution must be exercised as using an external section 
of code can lead to integration problems. As every programmer has their own style 
and possibly their own bad habits, a complete understanding of the processes modelled 
within the new code is essential. Most ready-written code cannot be treated as a 'black 
box', the interface between the existing program and the new code must be sound i.e. 
communicating arrays and variables must be consistent with the input/output expected 
by the new code sequence. This process starts at step 5 and continues in a cycle to 
step 6 and 7 until the program is deemed to be satisfactory. 
Proper documentation of the code development process (or cycle as program 
development is a continuous process) is essential. Recording algorithms, formulation, 
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pseudo-code etc for later examination can save time. This allows a crucial insight into 
what was coded and how it was done but also why it was structured in that way. This 
can be very helpful at the debugging stage. These documents can later be revised and 
compiled into a user manual. 
1.6 Aims and objectives 
The ultimate goal of this work was to develop a program capable of modelling cohesive 
sediment transport using the h-adaptive finite element method. This involves preparing 
algorithms and numerical formulation that effectively represent physical cohesive 
sediment processes: flocculation, settling, non-Newtonian flow and turbulence. It also 
requires formulation of the governing equations and boundary conditions with cohesive 
sediment algorithms in mind. A series of benchmarks is solved to generate confidence 
in the solution of the coupled governing equations and in the cohesive sediment process 
models. The code is also used to solve several cohesive sediment transport problems, 
comparing results with experimental data. This work should ultimately result in the 
development and testing of a program capable of giving a greater understanding of the 
processes and flow phenomena that dominate cohesive sediment transport. 
1.7 Layout of thesis 
The thesis is divided into six chapters in all. The second chapter presents the 
numerical formulation applied to the governing equations: continuity, Navier-Stokes 
and scalar-transport equations. 
The third chapter deals with the thorough benchmarking of the coupled Navier-Stokes 
and scalar-transport equations. This is achieved through solution of the thermally 
driven cavity problem for a range of Rayleigh numbers. Results for each Rayleigh 
number along with a direct comparison against existing results is presented. The role 
of adaptivity in the solution is highlighted by a series of figures. The second half of the 
chapter is concerned with the unsteady/chaotic nature of the flow at higher Rayleigh 
numbers. Time traces and fast Fourier transform (FFT) plots show the fundamental 
frequencies underlying the oscillatory behaviour of the problem. Again a sequence of 
meshes with vector and isotherm plots illustrate the crucial role adaptivity plays in 
modelling the flow. 
Chapter four sets out the four key numerical models developed for cohesive 
sediment transport modelling : turbulence, non-Newtonian flow, settling velocity and 
flocculation. Each model is described and its numerical application presented. 
Chapter five builds upon the confidence generated by successful solution of the 
benchmark tests in chapter three. It presents the results of a number of problems that 
test the ability of the program to solve basic and complex cohesive sediment transport 
problems. 
Chapter six presents conclusions based on the preceding chapters and also makes 
recommendations for further work. 








Figure 2.1: Control volume principle 
2.1 Introduction 
Effectively modelling cohesive sediment transport involves solution of coupled 
hydrodynamic and sediment transport equations. This is best achieved by applying 
the conservation principle and deriving the necessary equations. It is logical to follow 
an Eulerian frame of reference when formulating the equations, studying the velocity 
field as a function of position and time i.e. describing the flow at every fixed point. 
Cartesian coordinates are used throughout. 
2.2 Conservation principle 
The standard approach in deriving the governing equations of fluid flow is to consider 
a control volume bounded by a control surface. The general form of the conservation 
principle in relationship to the control volume is shown in figure 2.1, that is 
The rate of storage of the conserved quantity is equal to the inflow minus the outflow 
of the quantity plus the rate of its production in the control volume. 
The conservation principle can be invoked for 
Mass (Continuity) 
Momentum (Mass Flux), Newton's second law 
Energy, first law of thermodynamics 
2.2.1 Conservation of mass 
To satisfy the principle the rate of creation of mass must equal the inflow of mass 
minus the outflow of mass plus the rate of change of mass storage. Mass can neither 
be created nor destroyed within the control volume so the creation of mass must equal 
zero. Consider a control volume of fixed volume V bounded by a control surface F. 
Fluid is entering and leaving V by crossing the control surface F. If dF is an element 
of surface area and v is the velocity at the surface, some component of v is responsible 
for transporting mass out of V. The mass flux per unit time across dF is: 
fr = _ fpv.dF 	 (2.1) 
where p is the density of the fluid. Therefore, the total mass flux across the whole 













dV 	 (2.4) 
To maintain mass continuity within the control volume equations 2.2 and 2.4 must 
equal each other. 
f dV = - f V. (pv ) dV 	 (2.5) 
which simplifies to: 
at +Vpv = 	0 (2.6) 
Where p is the density of the fluid, t is the time and v represents the velocity. If 
incompressible flow is assumed density remains constant over time and the continuity 
equation can be simplified to 
V.v = 0 	 (2.7) 
2.2.2 Conservation of momentum 
Similarly the conservation of momentum can be written: the rate of creation of 
momentum must equal the inflow of momentum minus the outflow of momentum plus 
the rate of change of momentum storage. Newton's second law states that 
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I 	I x plane I y plane I z plane 
x direction OrXX o 
y direction Orzy  
z direction OrXz o 
Table 2.1: Force per unit volume 
F = ma (2.8) 
where F is force, m is mass and a is acceleration. The rate of creation of momentum 
(mass flux) can be equated to the resultant of all external forces acting on the control 




the acceleration term 	can be expanded Dt 
DvDy Dv Dv Dv 
- 	 (2.10) 
Dx 	Dy 	Dz 
where the velocities in the three spatial dimensions x, y and z are represented by u, 
v and w respectively. The total resultant force on the control volume is made up of 
pressure gradients, body forces and viscous forces. Table 2.1 shows the nine stress 
components associated with the fluid in the control volume. The orientation of the 
principle axes is shown in figure 2.2. 
Table 2.2 shows the change in stress components over the three dimensions i.e. the 
force per unit volume. 
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Figure 2.2: Orientation of principle axes in the control volume 
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z component -- 
Ox Oy 
Table 2.2: Stress components 
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If the body force is represented by the vector C the momentum equation for each 
direction can be written 
x- direct ion 
Dv 	- 	OaOcT,XOcTZX 
	
pG (2.11) = +— 
Ox 	Oy 	Oz 
y-direction 
Dv 	
- 	 (2.12) 
Dt Ox 	Oy 	Oz 
z-direction 
Dv 
p 	 (2.13) --=pG 	
Ox 	Oy 	Oz 
where a23 = –P61 + T 3 , P is the pressure, ö is the Kronecker delta and -rij is the shear 
stress. 
The shear stress 7- 3 can be related to the deformation of the fluid through velocity 
gradients using Stokes' hypothesis, considering the shear stresses to be proportional to 
rates of angular deformation. The components of stress can be written as 
On 2 
2i— - 	div v 
Ov 2 
= 2– - div v 
Ow 2 
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Tz = Txz = it 	+ax 
(2.15) 
where p is the dynamic viscosity. 
Assuming the only body forces to be due to gravity, neglecting Coriolis forces which may 
be important for large-scale applications, the momentum equation can be expressed in 
vector notation as: 
Dv 
	
= Vcr+pg 	 (2.16) 
Dt 
If constant density, constant viscosity and incompressibility are assumed the equation 
simplifies to: 
Dv 
= —VP+pV 2v+pg 	 (2.17) 
Dt 
2.2.3 Conservation of energy 
Temperature versus concentration 
The conservation of energy equation is derived to model convection and conduction of 
heat within a given domain. The temperature, as a measure of the intensity of heat, is 
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Transported value Heat Mass 
Measure of intensity Temperature Concentration 
Name of equation Energy Advection-diffusion 
Diffusive term Thermal diffusivity ic Mass diffusivity D 
Table 2.3: Heat transfer versus mass transfer 
calculated at each node in the problem domain. However this is equally applicable to 
advection and diffusion of mass. The formulation differs only in the transported scalar 
and the type of diffusivity applied. Table 2.3 shows the parallels and terminology 
adopted for each use of the scalar-transport equation. 
The formulation of the energy equation is equally valid for both mass and heat transfer 
and the symbol 0 has been used to represent temperature/concentration throughout 
the thesis. Chapters 2 and 3 deal with heat transfer and chapters 4 and 5 deal with 
mass transfer however the expression scalar-transport will be used to describe both 
heat and mass transport equations. 
The Boussinesq approximation (set out in section 2.3) still holds for a concentration 
difference but the buoyancy is negative for a positive difference in concentration 
i.e. the presence of suspended sediment will exert a vertical force in the negative 
direction (down), relative in magnitude to the difference between some reference value 
of concentration (zero) and the concentration at that point in the domain. The value 
of 3 can be calculated relative to the suspension characteristics. 
The rate of creation of energy must equal the inflow of energy minus the outflow of 
energy plus the rate of change of energy storage. The first law of thermodynamics 
states: 
dEt = dQt + dW 	 (2.18) 
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dEt is the change in total energy of the system, dQt is the heat added to the system 
and dW is the work done on the system. For a given fluid particle Et can be written 
as: 
Et = p(e+v2_g.r) 	 (2.19) 
e represents the internal energy per unit mass and r a given displacement of the fluid 
particle. Equation 2.18 can be written as a time rate of change: 





Therefore equation 2.19 becomes: 
DE 




Heat added to the system 
Consider a control volume dxdydz,as shown in figure 2.3. Vector heat flow per unit 




where 0 here represents the temperature and k is the thermal conductivity. Fourier's 
law states that the rate of heat flow through a homogeneous medium is directly 
proportional to the temperature difference across the medium times the thermal 
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Heat flux in 
dz 
Heat flux out 
Figure 2.3: Heat flux across the control volume 
conductivity of the homogeneous material. Heat flow into left face of control volume is 
qdydz while the heat flow out of the right face is (qx + 2Ex OX ) dydz. This can be invoked 
for the other faces of the control volume yielding expressions involving qy  and q. The 
net heat transferred to the control volume is: 
(.Iqx 9q 9q \ 
- 	-------) dxdydz 
	 (2.23) 
Divide through by the control volume dxdydz to get: 
DQt 
-- = 
— dzvq = div (kVq5) 	 (2.24) 
Dt
Work done on the system 
The rate of work done to the control volume per unit area on the left face is set out in 
White [42]: 
WX = 	 (2.25) 
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and on the right face: 
w 	
(9 w 
— - —dx 
OX 
(2.26) 
this process can be extended to the other faces yielding: 
DW = —divw = V. (v. T 3 ) 	 ( 2.27) 
Dt 
Final equation 
substituting equations 2.21, 2.24 and 2.27 into equation 2.20 and cancelling kinetic and 
potential energy terms gives: 
De 	 9u 
= div (kV) + 	 (2.28) 
t 9x 
Dividing the stress tensor into pressure and viscous components and applying the 
equation of continuity, equation 2.28 can be re-written as: 
D/ P\ DP 
p 	(e + -) = -- + div (kVq5) + d 	 (2.29)Dt 
where d  is the dissipation function. Substitution of fluid enthalpy (h = e + ) and 
the thermodynamic identity: 
dh = cdçb + (1 - /3q) 	 (2.30) 
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where c is the specific heat capacity and 0 is the volumetric coefficient of thermal 
expansion, into equation 2.29 gives: 
pc,— = 	
DP 
+ div (kVq) + d 	 (2.31)Dt 
If the flow is assumed to be low velocity and incompressible, d  and 1J tend to zero, 
the equation simplifies to: 
pcp -— 	div (kVq5) 	 (2.32) 
Dt 
If the fluid is assumed to possess constant thermal conductivity then equation 2.32 
further simplifies to: 
PCp 
D j 
	kV0 	 (2.33) 
2.3 Boussinesq approximation 
This states that the effects of density variations on the flow caused by thermal gradients 
in an incompressible fluid may be neglected except in the body force terms which 
contribute to fluid motion. This is a two part approximation: 
Change the body force term to allow for density differences. 
Approximate the density difference using a simplified equation of state. 
If there is no fluid motion equation 2.17 becomes: 
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0 = —VP+pg 	 (2.34) 
Pressure can be divided into a dynamic term and a hydrostatic term: 
P = P+P, 
	
(2.35) 
The hydrostatic pressure Ph = pgy where y is the depth of fluid. The additional force 
due to an increase in temperature from 40 to 01 is: 
(P0 - P1) g 
	
(2.36) 
The simplified equation of state can be written: 
P1 = P0 [1 - 0 (40 - 01)] 	 (2.37) 
Equation 2.37 can be re-written to give: 
[(po—pi)g = po/3g(o—q5i ) 	 (2.38) 
Therefore it can be said that the extra force generated by the temperature difference 
is pflg  (q5o - 0) i.e. the bigger the temperature difference the bigger the buoyancy 
driven force. This approximation is valid as long as zq does not get too large so as to 
change i, k, c or p considerably. 
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Differentiation of equation 2.35 yields terms that cancel with the body force term in 
the y-direction momentum equation: 





This removes the total pressure term and leaves the dynamic pressure component along 
with the buoyancy term. 
2.4 Governing equations 
The governing equations have been written for a constant density, incompressible 





where v represents the velocity. 
Navier-Stokes 
/ Ov 
p+v.Vv) +VP = v[vv+(vv)T] _fi(_) 	(2.42) 




 + v Vq5 = VtcV5 	 (2.43) 
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2.4.1 Simplified governing equations 
All equations shown in their final form assuming constant viscosity/conductivity, 
incompressible flow in 2-D. The y-axis has been orientated in the vertical direction 
and the x-axis in the horizontal direction. 
Continuity 




fOu 	Ou 	Ou\ 	OP 	/ 02 u 02u 	02v '\ 
p 	+ u— + v_) = + ,a (2_ + 	+ (2.46) 
y-Momentum 
(
aV  Ov Ov\ - op 	/ 82v02v 02u
p—+u—+v—) 	+ 8t 	Ox 	 2++oa) 
+pg/3(çb—cbr ) ( 2.47) 
Scalar-transport 
— +U— +V— K 
	
- ( 	'\a2 O2 
Ox 	0 - 	
+ 	 (2.48) at 
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2.4.2 Boundary conditions 
The Navier-Stokes and scalar-transport equations can be solved with a number of 
different types of boundary and initial conditions. 
2.4.3 Dirichiet boundary conditions (Essential boundary conditions) 
This is a forced condition, specifying primitive variables on boundary 	and I'. 
They can be constant or vary with time. Pressure cannot be specified as a boundary 
condition as it is an implicit variable in incompressible flow, application of a pressure 
boundary condition at a node renders the continuity constraint redundant at that point 
leading to a violation of the conservation of mass. 
	
v = V (x, y, t) 	 (2.49) 
= 	(x,y,t) 	 (2.50) 
2.4.4 Neumann boundary conditions (Natural boundary conditions) 
This imposes heat flux conditions on the boundary F. 
n.(,cVq5) = q 
	
(2.51) 
where q is a specified normal heat flux. 
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2.4.5 Traction boundary conditions 
This allows specification of pressure shear and normal stress on the boundary FT. 
F = Pn - p [vv + (Vv)T] 	 (2.52) 
Where F represents the applied tractions on the boundary, the force applied by the 
boundary to the fluid and n is the unit normal vector. The calculation and application 
of both traction and Neumann boundary conditions are set out in section C.3 
2.4.6 Initial conditions 
An initial condition is needed to solve the coupled system of equations. 
v (t = 0) = v0 	with 	V . v0 = 0 	 (2.53) 
0 (t = 0) = 00 
	 (2.54) 
2.5 Finite element formulation of the governing equations 
Real life problems possess an infinite number of unknowns. Numerical methods reduce 
this to a finite number allowing calculation of field variables at specified points in the 
problem domain. 
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2.5.1 Method of weighted residuals (MWR) 
The finite element method sub-divides the computational domain into sub-domains or 
elements, variables (0) can then be calculated at nodal points. Variation of 0 between 
nodal points can be determined by use of basis functions: 
0 	= 	NO2 	 (2.55) 
where 6 is the approximated value, Ni is the basis or shape function, n is the number of 
discrete nodes on the element and Oi is the nodal value. N are the set of interpolating 
polynomials that allow calculation of the spatial variation of 0 over the element. The 
higher the order of the shape functions the more accurate the interpolation. More 
information on shape functions and the finite element method can be found in Owen 
and Hinton [43]. The set of differential equations to be solved can be written: 
A(0)—f = 0 
	
(2.56) 
however the inclusion of the approximated variable solution leaves a residual Req : 
= Req 54 0 	 (2.57) 
The method of weighted residuals attempts to minimise the residual over the whole 
domain. This is achieved by employing a set of weighted functions (W) such that: 
. 
• Velocity 
o Velocity and pressure 
Figure 2.4: Six and nine noded quadrilateral finite elements 
In WR eq dl = 0 	 (2.58) 
i.e. the weighting functions are chosen to reduce the residual over the whole domain 
to zero. The Galerkin (or Bubnov-Galerkin) method takes the weighting functions to 
be the same as the shape functions i.e. W = N. 
2.5.2 Mixed interpolation 
Equal order interpolation for pressure and velocity in incompressible flow results in 
difficulty in obtaining a solution for pressure (see Taylor and Hood [44]). At best it 
may generate some spurious pressures or it may cause the whole problem solution to 
be ruined. Changing the order of shape functions used for pressure relative to the 
order of shape functions used for velocity is one way to solve the problem. Velocity 
shape functions are normally chosen to be one order higher than the pressure shape 
functions. Figure 2.4 shows the linear and quadratic nature of the pressure and velocity 
interpolation respectively in six and nine-noded elements. 
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2.5.3 Green's theorem 
Green's theorem is a vector identity used to reduce the order of a differential operator 
by one: 
fn Adxdy = - fn Bdxdy + fr AB1dF 	 (2.59) 
f Adxdy = - fn Bdxdy + f ABl,dF 	 (2.60) 
(2.61) 
where A and B are differential functions, l and l i,, are outward normal direction cosines, 
F is the boundary surface and 1 is the whole domain. It is used to reduce the order 
of the differentials in the Navier-Stokes and scalar-transport equations by one, getting 
rid of the diffusive second derivative terms. 
2.5.4 Streamline Upwinding Petrov-Galerkin (SUP G) technique 
Advection dominated problems (problems that possess high Peclet or Reynolds 
numbers) generate numerical oscillations or wiggles in areas of inadequate mesh density. 
This problem can be eased with the addition of artificial diffusion. Gresho and Lee [45] 
argue that the presence of wiggles indicates inadequate spatial discretisation and 
that they should not be suppressed by indiscriminate artificial diffusion. Brooks and 
Hughes [46] present a smart or optimal upwinding method that only applies diffusion 
in the streamline direction. The streamline upwinding Petrov-Galerkin method avoids 
spurious cross-wind diffusion. 
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The Petrov-Galerkin weighted residual method requires use of discontinuous weighting 




Where N is the continuous Galerkin weighting function and p is the discontinuous 
streamline upwind contribution. p ensures that the artificial diffusion is applied only 
in the stream direction and is defined as 
111 V•VN 	 (2.63) 




where and 77 represent the local coordinate axes, vC  and v 71 the velocities in the local 
directions and he  and h are characteristic element lengths defined in [46]. 






N (v. V) d+f 	VNyvTVdQe 
lie 	lvii = fQ  
(2.65) 
where 0 is the time derivative of 0. 
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2.5.5 Finite element formulation 
While the scalar-transport equation employs the streamline upwind Petrov-Galerkin 
method, a conventional Galerkin weighted residual method has been used to formulate 
the Navier-Stokes and Continuity equations. 
Continuity 
f (irYiU 3 + N -{iv) d1 = 0 	 (2.66) 
x-Momentum 
f (NN3i&3+ NiNkUkY 2.Uj + NNkvk 1iu) 
	
- f IO ON3 	ON ON3 	ON ONj 




(--J-NPj) dQ 	f N2 fdF 	 (2.67) 
y-Momentum 
f P(NN3i).7+NN ON3 +NNkvk 	v d Vj 	 )1Z k ukT ay 
-  J
' 'ON bN 	
2 	Yz 	ON ONj \ (\---- ---v 3 + 0 v3 + -b-- —u) d09X 
/ ON' - f (iN1J) d 	= f NfdF - f NNjpgfi ( — r) d1 	(2.68) 
Scalar- transport 
f (N,, N, c1j + NiNkUkY 2-qj + NiNkvk 	cbj) dQ 
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(aN, ON3 	ON ON:, q5:, "\ dfl 	
file 
(U INj 	 ON 
+ I'c- + +v
JczOx 
----- q5j + 	




2'i ON3 	ONON3 	2 ONON3 	ON2  ONi) dd e = 0 
I lvii Ze 	Ox 	
i + uv 	-- :, + -- -- + 	Ox 
where Ix and  f, are body forces in the x and y directions respectively. Although 
the streamline upwind Petrov-Galerkin method has been used to formulate the 
scalar-transport equation this does not necessarily mean that SUPG has been applied 
for every problem solved in this thesis. Equation 2.62 shows the relationship between 
Galerkin and Petrov-Galerkin shape functions. The Petrov-Galerkin formulation can 
be disabled and the Galerkin formulation applied by disregarding the shape function p. 
The SUPG formulation is presented for completeness as it was used in the benchmarking 
of the program but not in the production of results for the thesis. 
We may write the final set of spatially discretised equations in a partially coupled form 
as follows, 
MO + KO = F 	 (2.69) 
Notation used here is as used by Gresho et al, [47,48]. Equation 2.69 may be written 
in expanded matrix form as: 
Navier-Stokes 
pM 	0 	0 ii Kuu 	Cu U 
o 	0 	0 + C?; 	0 	C?; P 	= 	0 
o 	o pM r K vu 	Cv 	Kvv j v 	 F 
The first to third rows represent the x-momentum, continuity and y-momentum 
equation respectively. The right hand side vector F contains the coupling buoyancy 
term. 
Scalar Transport 
[M0 ]() + [K0 ](q5) = (F0 ) 
Expansion of all terms can be found in Usmani et al [49]. The two systems of equations 
above are solved as a coupled system, with the K 0 term containing the velocities 
obtained from solving the flow field and the F v term containing the buoyancy forces 
determined by the scalar field. 
The matrix components are as follows, 
M = M = f NN  dQ 
Mo=fNNjd1l + 	( 
k f / ON2 0N2 \ 
u+VIdl 
lvii le \ Ox 	Oy j 
K0 
= f  (N, NkUk "Nj + NiNkvk) 
ION2 ON ON2 ON\ 
+,c(----+-----Id1 
\Ox Ox 	Oy  Oyj 
k r 
(U2  ON, ON 	ON,ON 	ON,ON ONON+ J 	+ uv 	+ + VU 	 ) d e lvii c 	Ox Ox Ox Oy Oy Oy 	Oy Ox I 










d1 KVV =fp(NNkukL?-+NNkvki) +p--- +ay 
Kvu = I 	dci 	 (2.70) ci \Ox c9y) 
Cu = _ f!Ndci 
ox 
Cv = _ fiJvdci 
ci OY 
These are n x n' matrices. 
cT = f NN i' u-' j  dQ 
CT = f Ni"'Nj dQ 
These are n' x n matrices. Finally, the force vectors, which are all n vectors. 
F=0 
Fu = fr Nifdr 
F = f Nify — pgOMv (0(.)j — 0,) dr 
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2.6 Temporal discretisation 
Temporal discretisation of the domain is achieved by applying the generalised midpoint 
rule, presented in Hughes [50,51]. 
= aL 	
K + I (On ) + ] (Oi) 	
[In+- - (1 - a) 	1 	 (Fn+a) 	(2.71) 
L 	 + aLt 	 t a J 	a 
Variation of a leads to different members of this family of methods i.e. 
a = 0 -Forward Difference or Forward Euler. 
a = 1 -Midpoint rule or Crank Nicolson. 
a = § -Galerkin. 
a = 1 -Backward Difference or Backward Euler. 
Balance for stability 
The choice of implicit scheme within the midpoint rule is critical. The balance lies 
between numerical stability and a reasonable time step size. The numerical oscillation 
limit for any given problem depends primarily on the size of the time step and the 
choice of time stepping scheme. The list above shows the commonly used factors. The 
stability of the simulation increases dramatically as a result of changing the factor a 
from 0.5 to 1.0. However a = 0.5 produces results an order of accuracy higher than 
a = 1.0. There is a definite balance to be sought satisfying both criteria: finding 
satisfactorily accurate results while still maintaining numerical stability. 
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Balance for adaptivity 
Another balance has to be struck in order to maintain reasonable levels of 
adaptive re-meshing. Setting the time stepping factor a to 0.5 ensures the highest 
solution accuracy and therefore produces sharper scalar gradients, promoting adaptive 
re-meshing on the basis of scalar gradient based error estimation. However lowering 
the a factor to 0.5 may also introduce numerical oscillations to the solution, generating 
spurious re-meshing of the numerical oscillatory front. Cyclic re-meshing of the same 
area of the solution domain is therefore indicative of re-meshing on the basis of 
numerical instability. 
The Crank Nicolson, Galerkin and Backward Euler schemes are all unconditionally 
stable, however, of these methods the oscillation limit is lowest for a = . The choice 
of unconditionally stable implicit methods is enforced by the use of h-adaptivity as 
the smallest elements determine the stability of conditionally stable explicit methods, 
which makes them impractical for use in this context. 
2.7 Newton-Raphson technique 
This mathematical technique is applied to both sets of equations in order to accelerate 
iterative convergence. 
For a system of equations, A(x)x = b(x), we can apply the Newton Raphson method 
to obtain, 
[A(xm)xm -b(x)m] 1xm+1 - m] = [b(xm) - A(xm)xm} 	(2.72) 
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Where m is the current iteration number 
The derivative on the left hand side of the equation is the Jacobian. 
J = 	-- [A(x'3 )x' - b(x)] 	 (2.73) 
Ox 
Equation (2.72) can be rearranged to give, 
[J] [xm+1] = [b(x m )] + [J - A(xm)] [xmj 	 (2.74) 
The nature of the partially coupled equations requires the Newton Raphson terms in 
the left hand side matrix be factored and subtracted from the right hand side vector. 
2.8 Adaptivity 
The use of h-adaptivity enables the efficient solution of numerical problems without the 
time-consuming task of designing a suitable mesh. Adaptivity automatically produces 
an optimal mesh based on a user specified discretisation error thus saving computational 
time and focusing effort intelligently over successive time steps on areas of high field 
variable gradients. 
There are five distinct steps to the iterative adaptive process used here 
Solution of the coupled system 
Recovery of smoothed scalar gradients using the super-convergent patch recovery 
(SPR) method, Zienkiewicz and J.Z.Zhu [30] 
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Error Estimation using the a-posteriori error calculated at all nodes in the mesh 
for the scalar field 
Re-meshing based on the mesh sizes produced from the previous step 
Transfer of all data to the new mesh 
Recovery 
In order to calculate an error for the mesh, the finite element approximate scalar field 
has to be compared to an 'exact' solution, this is not readily available but a more 
accurate solution can be calculated. Hinton and Campbell [52] show that finite elements 
produce superior values of scalar gradient at node points after application of a smooth-
ing procedure. Their method was based on a global smoothing scheme requiring the 
solution of a large system of equations. Zienkiewicz and Zhu [29] state that a globally 
smoothed value can be used as an higher order approximation of the scalar field. The 
scalar field generated by the finite element method is most accurate at nodal points 
whereas the scalar gradients are most accurate at Gaussian integration points, known 
as the super-convergence phenomenon, see Zlamal [53]. A more efficient and effective 
procedure was introduced by Zienkiewicz and Zhu [30], called super-convergent patch 
recovery (SPR). The smoothed nodal gradients are calculated from the Gauss points 
on a patch of elements surrounding a node, using a least squares interpolation, for each 
node in the mesh. 
Error Estimation 
Once the 'exact' solution has been calculated it can be compared against the 
unsmoothed solution and prediction of the level of refinement needed to satisfy the 
error limit can be made. The error estimator was originally derived for heat conduction 
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(elliptic), Lewis et al [54]. Mathematical justification of using such an estimator for a 
convective-conductive equation (hyperbolic) does not exist, however as the estimator 
used is based on the scalar flux, it has proven very effective in detecting regions of high 
scalar gradient, which in practice is sufficient. The a-posteriori error is based upon an 
energy norm (see Lewis et al [54]), 
11e112 = f (v)T,vdc - fn(V)Tr V ~dQ 	 (2.75) 
where q  and represent the unsmoothed and smoothed solutions respectively. 




IIII 2 = 
fn (V
~)T r.V~dQ 	 (2.76) 
then Equation (2.75) can be rewritten as 
11e112 = 1Q112 - IIII 2 	 (2.77) 
Such a definition allows a practical representation of the error norm in terms of a 
percentage error 
I eli = 1-1- 1-1 xl00% 	 (2.78) 
Re-meshing and mesh generation 
Specification of a permissible error determines the level of refinement throughout 
the mesh, leading to a predicted reduction or increase in the element sizes so that the 
new mesh may possess an approximately equal distribution of error. The maximum 
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permissible error for each element is calculated as, 
11Q 2 
Idle = 	
(il 	 (2.79) 
where m is the number of elements, i is the specified maximum percentage error. 
Dividing 11 6 11 e by the calculated error in an element yields a parameter 6, as follows, 
I lel le = 
I el le 
(2.80) 
i.e. if e > 1 the mesh must be refined in the vicinity of element e, conversely, if G < 1 





where he  is the original element size and p is the order of the element shape functions. 
Mesh data transfer 
Ensuring proper transfer of variables between meshes is crucial for conservation of 
quantities such as energy and momentum. A transfer strategy using local coordinates 
of nodal points and elemental shape functions has been used that maps the mesh 
data accurately. The local coordinates ( - ) of each node in the adapted mesh are 
determined with respect to the elements of the previous mesh. Element shape functions 
are then used to accurately interpolate the data onto the new mesh nodes. This method 
is set out in more detail in section C.2. 
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Chapter 3 
Thermally driven cavity problem 
C51 
3.1 Introduction 
Thorough testing and benchmarking of the coupled Navier-Stokes and scalar- transport 
equations is crucial in generating confidence in the program's predictive ability. Several 
benchmarks exist that test various aspects of the coupled/uncoupled equations and 
supporting algorithms. Four separate benchmark problems have been solved in all. Lid 
driven cavity, rotating cone, flow over a backward facing step (all as listed in section 1.5) 
and the thermally driven cavity problem. This chapter examines the latter in detail. 
Successful solution of this benchmark over a range of Rayleigh numbers generating 
confidence in the coupling of the governing equations and in the h-adaptive process. 
It is well known that h-adaptive FEM is very well suited to modelling scalar and vector 
fields containing sharp gradients by automatically refining the spatial discretisation to 
'fit' the solution. The refinement is normally based on some a-posteriori estimation 
of the discretisation error. h-adaptive FEM fulfils another very important role for 
transient flow and transport problems where advection is the dominant mechanism. It 
removes the requirement of introducing any special algorithm for treatment of the 
'wiggles' generated by using numerical schemes which are essentially of a 'central 
difference' type, as is the case with the standard Galerkin finite element formulation, 
often referred to as GFEM. There has been a great deal of controversy over the special 
schemes that are used to 'suppress the wiggles' (see Gresho and Lee [55]), however some 
of the best schemes, for instance SUPG [46], have been highly successful in providing 
a mathematically consistent framework, by using non-Galerkin formulations for such 
problems. In a previous paper [38], Usmani clearly demonstrated that if h-adaptive 
FEM is used for transient pure-advection problem (the rotating cone or cosine-hill 
problem) than the GFEM and SUPG solutions are practically indistinguishable. This 
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was a confirmation of the original assertion by Gresho and Lee [55], 'don't suppress the 
wiggles they are telling you something'. 
The thermally driven cavity problem provides a convenient benchmark to test the 
suitability of the program to model transport of cohesive sediments in estuarine waters, 
which are characterised by sharp density interfaces similar to the sharp temperature 
gradients that dominate the thermally driven cavity problem. Modelling the effects 
of a temperature difference across a square cavity has many important technical 
applications. A thorough understanding of the convective processes present at high 
Rayleigh numbers is critical in assessing the transport of heat in nuclear reactors, 
solar collectors and buildings. The thermally driven cavity problem also serves as a 
convenient benchmark test for new programs (de Vahl Davis [56]). The program is 
thoroughly tested by solving the thermally driven cavity problem, generating steady 
state results for Rayleigh numbers up to 1.0 x 108  and unsteady results for Rayleigh 
numbers; 2 x 108,  3 x 108  and 4 x 108.  Results are compared in considerable detail with 
the best available benchmark solutions. 
The thermal cavity problem has been extensively studied and solved for Prandtl number 
of 0.71 (corresponding to an air filled cavity) over a range of Rayleigh numbers in a 
steady state, de Vahl Davis and Jones [57], Jones [58], Saitoh and Hirose [59] and de Vahl 
Davis [60], and transient manner, le Quere [61] and Chenoweth and Paolucci [62,63]. 
Several researchers have solved this problem using Pr = 1.0 Gresho et al [47], Marshall 
et al [64] and Usmani [34], however Patterson and Imberger [65] determined that the 
steady state result is independent of the Prandtl number, but the transient behaviour 
and hence the approach to steady state, is not. De Vahl Davis [57] invited researchers 
to submit solutions of the thermal cavity problem using Pr = 0.71. A complete set of 
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results is available for comparison of flow data at Rayleigh numbers from 10 3 to 106.  De 
Vahi Davis concluded that, for a given problem and solution technique, mesh density 
controlled the accuracy of the results. 
He also concluded that although there were accurate contributions from both the FEM 
and FDM the former was by and large the better, giving better results at higher 
Rayleigh numbers. De Vahi Davis also recommends that further work be conducted on 
the selective refinement of the mesh in the region of the boundary layers, stressing that 
this would be important for high Rayleigh numbers. 
Finally he reports that Upson et al, who produced one of the best solutions, used the 
finite element method and had taken care to provide a high density of grid points in 
the wall and corner regions of the cavity. 
Solutions have been obtained for Rayleigh numbers of 10 7 and 108  by a number of 
authors, for instance Saitoh and Hirose [59], le Quere [61], Haldenwang [66,67] and le 
Quere and Roquefort [68], but the volume of published results is considerably less than 
for the lower Rayleigh number cases. 
Bergholz [69] and Patterson et al [65] both discuss important features that are present in 
the development of a transient solution for high Rayleigh number cavity flows. Prandtl 
number strongly influences the transient development of the buoyancy driven flow 
features. The separation and recirculation observed in the departing corners becomes 
less pronounced and eventually disappears as the Rayleigh number is increased (see 
Ravi et al [70] and Bergholz [69]). The corner regions are particularly important in the 
development of the flow over time. Ivey [71] proposed that the corner flow regions were 
characteristic of a hydraulic jump however Ravi et al [70] have concluded that this was 
not possible for several reasons. Among these 
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• Theory of hydraulic jumps does not explain the separation of flow at the horizontal 
boundaries. 
. There is no substantial energy loss associated with the departing corner flow. 
• The Froude number dependency appears to be arbitrary. 
They propose that the flow structure in the departing corner is solely dependent on 
thermal effects, producing a separation and recirculation of the boundary layer. They 
also state that the separation zone that characterises the departing corner for high 
Rayleigh number flows, does not form beyond a Prandtl number of 1.2, similarly 
the recirculation zone disappears for Prandtl numbers above 1.4. They go on to say 
that this is due to the core temperature distribution suppressing large undershoots of 
temperature at the boundaries. Several researchers discuss the oscillatory behaviour 
of the flow at high Rayleigh number due to internal wave instability, Chenoweth and 
Paolucci [62,63] and Haldenwang [66,67]. Chenoweth and Paolucci [62] present power 
spectra plots of temperature time trace data, giving values of two key frequencies 
that dominate high Rayleigh number flows; the frequency of the boundary layer on the 
vertical wall and the frequency of wave breaking at the departing corners. The decrease 
in thickness of the boundary layer with increasing Rayleigh number imposes a constraint 
on the solution of the problem, (see Chenoweth and Paolucci [62], Haldenwang [66] and 
Armfleld and Patterson [72]), requiring a high level of discretisation. 
3.2 The thermally driven cavity benchmark problem 
The problem involves modelling fluid flow in a two dimensional square cavity of typical 
dimension L with the two vertical walls being maintained at a temperature difference 
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of i.4 (see Figure 3.1). The top and bottom walls are insulated and the velocities 
at all boundaries set to zero. The fluid inside the cavity is initially at rest and at a 












Figure 3.1: Boundary conditions for thermal cavity benchmark problem 













uL u* = - 	 (3.2) 
Ic 




01 - 02 
Coordinates 
= 	 (3.5) 
= 	 (3.6) 
Time 
t* = 	 (3.7) 
where * indicates the the non-dimensional quantity. 	ji and 02 are the fixed 
temperatures at the two side walls of the cavity. 
The Nusselt number is calculated at each node in the domain using 
Nu = u— 	 (3.8) 
where the temperature gradient is obtained by the gradient recovery process. 
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The Nusselt number is a ratio of the total heat transfer to the conductive heat transfer, 
essentially a measure of the conduction dominance of the heat transfer occurring in the 
domain. 
3.3 Steady Results 
The spacing between the isotherms at the sides of the cavity decreases with increasing 
Rayleigh number. The high level of mesh refinement in this area allows the thin 
boundary layer to be captured accurately, avoiding any oscillations that can be 
generated when modelling steep temperature gradients without adequate discretisation. 
A uniformly distributed mesh with the 'same' number of elements will be inadequate 
to model large changes in temperature at the boundary and will produce an oscillatory 
solution. At high Rayleigh numbers (> 106)  a convergent solution may not be possible 
at all. Figure 3.2 shows the top half of the cavity for four different dimensionless times. 
It can be seen that the mesh adapts to follow the high temperature gradient front 
as it passes the departing corner. The refinement of the mesh around the side walls 
at t = 0.0001 (Figure 3.2(a)) is due to a pre-adaptive loop where the mesh is refined 
based on the the initial conditions. Figure 3.3 shows plots of velocity and temperature 
near the vertical boundary line of the cavity along x = 0.5 for each Rayleigh number 
at steady state. The figure clearly shows that mesh refinement based only upon the 
temperature gradients is appropriate for this problem as the steep velocity gradients 
occur in the same locations as the steep temperature gradients. Figures 3.4 to 3.9 
show the mesh, velocity vectors, pressure field and isotherms for each Rayleigh number 
at steady state. Table 3.2 shows results obtained for the six Rayleigh numbers 
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(a) Plot of velocity on y = 0.5 near boundary 
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(b) Plot of temperature on y = 0.5 near boundary 







(b) Velocity Vectors 
(c) Pressure 
	 (d) Temperature 
Figure 3.4: Above figures show the mesh, velocity vector plot, temperature contours 
and pressure contours for a Rayleigh number of 10 3 
Parameter Description 
 Maximum horizontal velocity on vertical mid plane of cavity 
y y-coordinate position of maximum horizontal velocity on vertical mid plane 
 Maximum vertical velocity on horizontal mid plane of cavity 
x x-coordinate position of maximum vertical velocity on horizontal mid plane 
Nu0 Average Nusselt number on the vertical boundary x = 0 
Numax  Maximum Nusselt number on the vertical boundary x = 0 
y y-coordinate position of maximum Nusselt number on vertical boundary x = 0 
Num in Minimum Nusselt number on the vertical boundary x = 0 
y y-coordinate position of minimum Nusselt number on vertical boundary x = 0 
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Figure 3.5: Above figures show the mesh, velocity vector plot, temperature contours 








Figure 3.6: Above figures show the mesh, velocity vector plot, temperature contours 
and pressure contours for a Rayleigh number of 10 5 
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Figure 3.7: Above figures show the mesh, velocity vector plot, temperature contours 




(b) Velocity Vectors 
(d) Temperature 
Figure 3.8: Above figures show the mesh, velocity vector plot, temperature contours 




(b) Velocity Vectors 
(d) Temperature 
Figure 3.9: Above figures show the mesh, velocity vector plot, temperature contours 
and pressure contours for a Rayleigh number of 10 8 
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io  iOs j 	106  107 108 
Umax 3.6493 16.1798 34.7741 64.6912 145.2666 283.0689 
y 0.8125 0.8235 0.8535 0.8460 0.8845 0.9455 
Vmax  3.6962 19.6177 68.6920 220.8331 703.2526 2223.4424 
x 0.1790 0.1195 0.0665 0.0380 0.0215 0.0130 
Nu 0 1.1149 2.2593 4.4832 8.8811 16.3869 29.6256 
Nflma x  1.5062 3.5305 7.7084 17.5308 41.0247 91.2095 
y 0.08956 0.1426 0.08353 0.03768 0.03899 0.0670 
Numin 0.6913 0.5850 0.7282 0.9845 1.3799 2.0440 
y 1.0 1.0 1.0 1.0 1.0 1.0 
Table 3.2: The benchmark solution 
Ra from 103  to 106 
The results for all the values measured are very close to the accurate results obtained 
by De Vahl Davis [60], only deviating slightly at 106.  The error between De Vahi Davis' 
solution and the adaptive FEM results have been calculated and presented in table 3.3, 
in the manner presented in reference [57]. 
Ra from 10 7 to 108 
Established benchmark solutions analogous to the lower Rayleigh number results do not 
exist for the higher Rayleigh number problems. However, several researchers have solved 
the thermally driven cavity problem for 10 7 and above. Table 3.4 shows the comparison 
of the adaptive FEM results with others for the Rayleigh number of 10 7 . Again the 
adaptive FEM results compare well with other solutions both in the magnitude of 
velocity and heat transfer rates but also with the locations of the maximum and 
minimum values. A similar comparison is shown in Table 3.5 for Rayleigh number 
108 , the same conclusions apply. 
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Umax 0.0 





Vmax  0.0 0.0 0.1 0.7 
Nu0 0.2 -1.0 0.6 -0.7 
Numax  0.1 0.1 0.1 2.2 
NUm in 1 0.1 0.2 0.1 0.5 
Table 3.3: Solution error (%) 
Present work Haldenwang [66,67] ] Le Quere [61] 1 Chenoweth [62] 1 Le Quere [68] 
Umax 145.26 381.6 148.6 146 148.8 
y 0.8845  0.879 0.881 0.879 
Vmax  703.2526 700.4 699.1 699 699.3 
x 0.0215  0.021 0.0213 0.0213 
Nu0 16.3869 16.53 16.523 16.82 16.51 
NUmax  41.0247 39.39 39.37 
y 0.03899  0.018  0.0180 
Numin 1.3799 1.36635 1.367 
y 1.0  1.0  1.0 
Table 3.4: The benchmark solution for Ra = 107 
Presentwork ]_Haldenwang [66,67] ] _Le Quere [61] 
Umax  283.0689 1082 321.9 
y 0.9455  0.928 
Vmax  2223.4424 2192 2222 
x 0.0130  0.012 
Nu0 29.6256 30.26 30.225 
NUmax  91.2095 87.2355 
y 0.0067  0.008 
Numin 2.0440 1.91907 
y 1.0  1.0 
Table 3.5: The benchmark solution for Ra = 108 
3.4 Unsteady Results 
It is important to understand the mechanism that generates the destabilising internal 
waves, dictating the pattern of the flow field. As mentioned in the introduction, Ravi 
et al [70] set out a description of the flow behaviour in the departing corners and give a 
mechanism for its creation. The left cavity region next to the vertical boundary carries 
flow at large velocities. This flow, after departing the corner, slows down, the isotherms 
that were packed closely together at the wall boundary spread out over a much thicker 
layer. The highest velocity layer, nearest the to the hot boundary experiences the 
greatest change in velocity after passing the departing corner. A slightly cooler layer 
(travelling at a slightly lower velocity) next to the hot layer is forced to slide over it 
in the corner region. This causes a sharp reversal in velocity as the cooler boundary 
layer plunges abruptly back into the cooler core, resulting in the characteristic u-shape 
isotherm. At high Rayleigh numbers the downward force of the negatively buoyant 
plume is enough to cause separation of flow from the horizontal boundary. Recirculation 
occurs when the fluid is re-entrained into the vertical wall boundary from the plume. 
Ra = 2 x 108,  3 x 108  and 4 x 108 
Values of u-velocity, v-velocity and temperature were recorded over the duration of the 
simulation for all three Rayleigh numbers; 2 x 108,  3 x 108  and 4 x 108.  They where 
recorded at a point x = 0.1032, y = 0.8036 within the unit square cavity, following 
Chenoweth et at [62]. This point falls in a particularly sensitive location regarding 
the oscillatory nature of the boundary layer. Figures 3.10 and 3.11 show time trace 
histories for all three variables. The temperature time history data was also converted 
from the time domain into the frequency domain using Fast Fourier Transform (FFT) 
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analysis, this allows frequencies that characterise the time plots to be seen more clearly, 
see Figure 3.11. 
The graphs showing primitive variable time histories for Ra = 2 x 108,  figures 
3.10(a),3.10(b), 3.11(a) show convergence to a periodic oscillation. Each plot is 
dominated by one fundamental frequency. This fundamental frequency is generated 
by the internal boundary layer instability at the departing corners. 
Figure 3.11(b) shows one very clear spike, indicating the fundamental frequency, with 
a value of 546.9 Hz. The Ra = 3 x 108  time histories show a clear waveform consisting 
of more than one frequency, exhibiting quasi-periodic behaviour. The FFT plot, figure 
3.11(d), reveals a clear fundamental frequency at 651.0 Hz. followed by several small, 
high frequency components. The time history graphs for Ra = 4 x 108  show mildly 
chaotic, quasi-periodic behaviour, as previously shown by Chenoweth and Paolucci [62]. 
The fundamental frequency as per figure 3.11(f) is 781.3 Hz. There is also an increased 
amount of high frequency background noise. 
It is clear from the results that an increase in Rayleigh number is accompanied by an 
increase in the fundamental frequency of the oscillation. Chenoweth et al [62] present a 
table of results showing a similar increase in frequency with Rayleigh number however 
the values they obtained were slightly higher; 630.3, 737.7 and 850.2 for Ra = 2 x 10 8 , 
3 x 108  and 4 x 108  respectively. 
The frequency plot for Ra = 3 x 108,  figure 3.11(d), shows a clear high amplitude 
fundamental frequency followed by several low amplitude high frequencies. The 
amplitude of the fundamental frequency is significantly larger than that of 2 x 10 8 
and 4 x 108.  For 3 x 108  the majority of the spectral energy resides in this spike while 
in the other Rayleigh numbers this energy is divided up between the fundamental 
frequency and other more substantial higher frequency components. The spectral plots 
presented by Chenoweth and Paolucci [62] show the same phenomenon but on a log 
scale for amplitude. 
3.4.1 Rayleigh number behaviour scale 
Figure 3.12 has been constructed on the basis of results presented in several research 
papers, le Quere [61], Chenoweth and Paolucci [62] and Haldenwang [66]. The first 
important threshold marked on the diagram is Ra = 1.9 x 108.  This represents the 
transition from steady state flow to unsteady periodic flow, as recorded by Chenoweth 
et al [62] and Le Quere [73]. Chenoweth and Paolucci go on to predict two more regions 
of transition; instability of the wall boundary layers leading to quasi-periodic flow near 
2.7 x 108 and a further change to mildly chaotic flow somewhere between 3 x 108  and 
4 x 108. Very similar behaviour is noticed in the presented results, in that at Ra = 
2 x 108  the flow is periodic, at 3 x 108  the flow is clearly quasi-periodic and at 4 x 10 8 
the flow is still maintains its quasi-periodic nature but shows signs of chaoticity, see 
Chenoweth et al figure 13 [62]. 
3.4.2 h-adaptivity and its role in the solution 
Figure 3.13 shows a sequence of meshes produced during the solution of the thermally 
driven cavity problem for Ra = 4 x 108.  There were a total of 750 time steps producing 
13 separate adaptive meshes during the simulation, six are shown to highlight the 
effective capture of important flow features. The corresponding velocity vectors and 
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Figure 3.12: Rayleigh number versus behaviour 
Mesh 1 - This is the pre-adaptive mesh i.e. the result of a number of re-meshing cycles 
based on the boundary conditions. The area around the vertical boundary layers is 
heavily discretised to capture the steep temperature gradients. 
Mesh 6 - The boundary layer has rounded the corner and is moving across the horizontal 
surface. The mesh follows the temperature front as it moves, some degree of flow 
separation is manifested in the mesh at the departing corner. 
Mesh 8 - The boundary layer is half way across the cavity, there are two distinct regions 
that form the leading edge of the intrusion; the separated zone and the boundary layer 
still attached to the horizontal surface. 
Mesh 10 - The boundary layer has reached the opposite vertical boundary. A continuous 
plume stretches across the cavity. 
Mesh 12 - The boundary layer has diffused into its surroundings to some degree 
causing the temperature gradients to decrease. The mesh has coarsened in these areas 
accordingly. 
74 
Mesh 13 - The highest level of discretisation is focussed in the departing corners 
capturing the zone of boundary layer recirculation. The centre of the recirculating 
eddy is just visible as an area of lower discretisation near the corner. The flow has 
settled down considerably, however the separated boundary layer is moving back and 
forth quasi-periodically. This is the last re-meshing cycle of the run, the temperature 
gradients are only varying around the departing corners and they have been discretised 
adequately to capture the unsteady internal waves. 
Figures 3.14 to 3.16 show the development of the velocity field and temperature contours 
over time. The isotherms become increasingly stratified resulting in the distribution 
shown in Figure 3.16(f). The flow is mildly chaotic and unsteady but still retains a 
high degree of structure. The asymmetry of the flow, apparent in the isotherms and 
velocity vector plots in figures 3.14, 3.15 and 3.16, is mentioned by Chenoweth and 
Paolucci [62]. They suggest that the loss of symmetry is due to the quasi-periodic 
nature of the flow generated by presence of two different fundamental frequencies i.e. 
the internal wave and wall boundary oscillations. 
Figure 3.17 shows the time history of temperature recorded at two points for Ra = 
2 x 108, one at x = 0.1032, y = 0.8036 and the other at x = 0.8968, y = 0.1964. 
The fundamental frequencies of the two time traces are very similar but there is an 
obvious difference between the two time history plots in figure 3.17. Unfortunately the 
lower time trace seems 'damped' compared to the top trace, this is due to the effect of 
unstructured mesh generation. The application of a structured mesh generator should 
remove this problem and allow a thorough analysis of any possible phase differences. 
Table 3.6 shows the vertical positions of of maximum and minimum Nusselt numbers for 
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(a) Time step 1, velocity vectors. 
(c) Time step 14, velocity vectors. 
(e) Time step 22, velocity vectors. 
(b) Time step 1, isotherms. 
(d) Time step 14, isotherms. 
(f) Time step 22, isotherms. 
Figure 3.14: Velocity vectors and isotherms for R.a = 4 x 108  at (a),(b) t = 0.0; (c),(d) 





(b) Time step 33, isotherms. (a) Time step 33, velocity vectors. 
(c) Time step 69, velocity vectors. 
- 
(e) Time step 78, velocity vectors. 
(d) Time step 69, isotherms. 
(f) Time step 78, isotherms 
Figure 3.15: Velocity vectors and isotherms for Ra = 4 x 108  at (a),(b) t = 0.00066; 
(c),(d) t = 0.00138; (e),(f) t = 0.00156. 
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Jf, 
(a) Time step 188, velocity vectors. (b) Time step 188, isotherms. 
(d) Time step 468, isotherms. 
(f) Time step 748, isotherms 
(c) Time step 468, velocity vectors. 
(e) Time step 748, velocity vectors. 
Figure 3.16: Velocity vectors and isotherms for Ra = 4 x 108  at (a),(b) t = 0.00376; 
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Figure 3.17: Temperature time trace for Ra = 2 x 10 8 
I 	I 	2 x 108 	I 3 x 108 	1 4 x108 
Numax,y 6.7140 x iO 6.7031 x iO 6.7328 x iO 
Numin, y 1.0 1.0 0.9938 
Table 3.6: Nusselt number positions for each Rayleigh number 
the three Rayleigh numbers presented. Figures 3.18, 3.19 and 3.20 show the variation 
of Nusselt number over a period of time. The maximum, minimum and average Nusselt 
number on the boundary x = 0.0 plotted against dimensionless time are shown. All nine 
plots show that the value of Nusselt number at the vertical boundary show periodic 
variation. The time histories of maximum and average Nusselt numbers show small 
amplitude oscillation while the minimum Nusselt number is more sensitive to the 
unsteady nature of the flow, exhibiting larger amplitude oscillation, becoming more 
pronounced with increasing Rayleigh number. 
37.99 
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Figure 3.20: Time plots of Nusselt number on x = 0.0 for Ra = 4 x 10 8 
3.5 Conclusions 
A full set of results has been produced for the thermally driven cavity problem at 
Rayleigh numbers of 10 3 to 108.  The results presented compare well with existing 
transient and steady state solutions both qualitatively and quantitatively. Fundamental 
frequencies were calculated for three Rayleigh numbers; 2 x 108,  3 x 108  and 4 x 
108 . These frequencies were found to be slightly lower than previously calculated by 
Chenoweth and Paolucci [62]. The primitive variable time history results indicate 
that the transition from periodic to quasi-periodic and quasi-periodic to mildly chaotic 
flow match those compiled from past results. Further details such as the possible 
phase differences between the oscillations at the two departing corners could not be 
investigated here as an unstructured mesh generator was used in this work. Unless one 
is prepared to refine to a much lower mesh size (which will be very expensive) it is 
difficult to separate the effects caused by small differences in the local mesh refinement 
and genuine flow features. 
It was demonstrated that h-adaptivity with GFEM provides a powerful means of 
solving difficult problems such as the thermally driven cavity problem at high Rayleigh 
numbers characterised by; thin boundary layers, separation and recirculation zones 
and oscillatory internal waves dominating the flow behaviour. The use of h-adaptivity 
produces an accurate, efficient and economical solution to this problem. A pre-adaptive 
step, adapting the mesh on the basis of the fixed temperature boundary conditions, 
allows the thin boundary layers to be captured effectively from the very beginning. 
h-adaptive methods with automatic mesh refinement based upon the actual physics 
of the problem are inherently efficient as little development time is required to 
create the 'right' mesh for a problem. They are also economical as an 'optimal' 
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discretisation is produced for a desired level of accuracy, with grid-points placed only 
where they are needed. The actual computational time is divided between the solution 
of the discretised governing equations and the adaptive process (gradient recovery, 
error-estimation and mesh refinement). The adaptive process accounts for only 0.25% 
of the total Cpu time. This can be reduced considerably by using simpler structured 
meshes with a mesh enrichment method of refinement. It is clear that this problem 
is dominated by the advective transport mechanism, however the solutions achieved 
do not rely upon any special scheme for advection dominated flow, such as SUPG 
method [46] and the Taylor-Galerkin method (see Donea [74]). However Gresho and 
Lee [45] have shown that the oscillations that result from using GFEM in advection 
dominated problems are strongly related to inadequate spatial discretisation. Usmani 
[38] showed conclusively that for transient solution of advection dominated problems 
this was indeed the case and the discretisation produced by using h-adaptivity made it 
unnecessary to use any special schemes for advection dominant problems. This finding 




Numerical models for cohesive 
sediment transport 
4.1 Introduction 
This chapter details the numerical algorithms used to model four complex physical 
phenomena associated with cohesive sediment: non-Newtonian flow, turbulence, 
flocculation and settling. The governing equations are formulated to accommodate 
variable viscosities, generated in non-Newtonian and turbulence routines, see section 
4.2. The four cohesive sediment phenomena and their mathematical modelling and 
numerical formulations are also discussed in sections 4.3, 4.4, 4.5 and 4.6. 
4.2 Formulation for non-Newtonian and turbulence mod-
elling 
Some degree of re-formulation of the governing equations set out in chapter 2 has to 
take place in order to accommodate cohesive sediment effects. This involves re-writing 
the Navier-Stokes and scalar-transport equations to allow for variable viscosity terms. 
4.2.1 Navier-Stokes 
Bringing non-Newtonian and turbulent effects into the Navier-Stokes equation changes 
the relationship between the local shear rates and the local shear stresses. A 
constitutive equation links these two parameters. Specified local viscosities from 
turbulent and non-Newtonian calculations introduces two independent scalars that need 
to be incorporated into the formulation, this serves to complicate the Navier-Stokes 
equations considerably. The stress tensor can be expressed as 
EM 
crjj = 	Orij 
	 (4.1) 
where d 3 is the conservative part of the stress tensor and O is the dissipative part of 
the stress tensor. Equation 4.1 can be rewritten as 
aij = —Pö + rjj 	 (4.2) 
Where P is the fluid pressure, 6Z3  is the Kronecker delta and 	is the viscous shear 
stress. 
/ 19uj + 	
(4.3) ru = Pt\; Dxu) 
where p is the laminar viscosity. When considering a turbulent, non-Newtonian flow p 
can be replaced by two separate viscous components so that, 
P = 
	 (4.4) 
Pm represents the 'material' viscosity of the sediment-fluid mixture and is calculated 
from the bulk density of the suspended sediment. pt represents the turbulent dynamic 
viscosity. The substitution of turbulent and material viscosities into the viscous shear 
stress equation yields: 
(
+ /9u 8u3 \ 
axj= Pm \aX 
(4.5)
axi ) . 








f 	Ov\ 	IOu Ov 
Txy = 	ay ax 09Y ax) 
The Navier-Stokes equation can be written for a general case as: 
Dv 
= V T + pg - VP 	 (4.6) 
Dt 
The momentum equation in the x - direction is given by 
Dv 	0 	0 	 OP 
_(rxx)+(ryx )+pgx 	 (4.7) 
Dt Ox ax 
Where the two shear stress terms constitute the stress tensor in that direction. The 
momentum equation in the y - direction is given by 
Dv 	0 	0 	 OP 
p = 	(ryy)+(rxy)+pgy 	 (4.8) 
Both Pm  and pj vary throughout the flow field and have to be considered variable in 
the equation formulation. 
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Fully expanded viscous stress terms 
The derivation of equations (4.7) and (4.8) has already been shown for a constant 
viscosity formulation (equations 2.46 and 2.47) so only the viscous terms will be 
re-calculated. 
Replacement stress term for the x-direction 
02u 	 02 u 
	
+ 2
Ox Ox + 
	+ Ox Ox 
82 u 	02v Ohm On Ohm  Ov 
+pm w—+ --- + Xay 
02 u 	02v OpOu Op8v 
+ht 	+ IL t TXay + -- + ax 
Replacement stress term for the y-direction 
02 v 	 02 v  
2pm+ 0 Oy 
+ 	
+ oy oy 
02v 	02u Ohm On Ohm Ov 
+hm+hm 	+ OyOx 
82 v 	02 u 	OOu OtOv 
+ht — +,at 	+ + 
Finite element formulation of stress terms 
Formulate stress terms using the method of weighted residuals. 
x- direction 
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Apply Galerkin formulation for final equations 
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The variable viscosity stress terms replace the constant viscous stress terms in equation 
2.69. 
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The final set of equations can be written 
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4.2.2 Scalar-transport equation 
Following the Navier-Stokes formulation the diffusivity can be divided into material 
and turbulent parts: 
D = Dm +Dt 
	 (4.9) 
where Dm  is the material diffusivity and Dt is the turbulent diffusivity. These terms 
can be expressed as: 
Vrn 
Drn = - 	 (4.10) 
7rn 
Vt = - 	 (4.11) 
Ut 
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where 1m = 	and Urn and at are the material and turbulent Schmidt numbers 
respectively. The right hand side of the scalar-transport equation becomes: 
div ((D m + Dt)(Vq)) (4.12) 
Both diffusivities are non-constant and therefore cannot be removed from the derivative. 
Turbulent diffusivity D 
The turbulent diffusivity should model the exchange of mass between adjacent layers of 
fluid. As the mixing length equation is being used to calculate values of Vt for a shear 
flow, the shear varies in the vertical direction (). The direction of turbulent mass ay  
diffusivity should take place across the main direction of flow or in the cross-streamline 
direction, diffusing mass at right angles to the streamlines. In order to provide 
directionality for turbulent diffusion in the scalar-transport equation a rotation of 
the streamline diffusion formulation has been used. This ensures cross-streamline (a 
rotation of 900)  diffusion for turbulence, the magnitude of turbulence being controlled 
by the termcalculated for every element. (Dt controls the magnitude of diffusion 
applied). 





where A is the angle of rotation, in this case 900.  Following the formulation set out in 
2.65 the formulation for the turbulent diffusive term can be written as: 
f (4.13) II'iJ 
Ifis calculated on an elemental basis it can be taken out of the integration. The 
vector product can be written as: 
U 
	
v 	 vuv 2 
apply the rotation matrix at A = 90° to get: 
- vu 
y .vT = 
—uv 
following the formulation set out in 2.65 the turbulent diffusive term can be written: 
12,v2
ç5 	ONj ON 	 ai 	+ 	 (4.14) 
VIJOx Ox 




-- [ NvNv'— - NuNv---- - NvNu---- +N 2 uN2u 
	
ON3 	OIv:)OIvJ 	V:1ON 
lvii Jcle 	OX OX Oy Ox OX Oy 	 y ay 
(4.15) 
Material diffusivity Dm  
After removal of the turbulent diffusivity equation 4.12 can be re-written as: 
 ao + 	 (4.16) 
Ox 	Ox) Oy Oy) 
this can be expanded using the chain rule to give: 
D 	+01)m 	
O2 	ODmOct 
mO2 	OX OX 
+ Dm + (4.17) 
finite element formulation of the viscous stress term gives: 
Wi [N, D. O2 	+ OX 
O2N 
+ NjDm_O2 	i  + 
ON3 ON3 1 
d Dm j 
Ox 
Dm_ij ay  
(4.18) 
apply Greens theorem: 
f NiDmi +Wi Dmi +NiDm çbi + (4.19)ay 
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WjDmçbjdZ fr WiNjDmqj1xdF - fr WiNjDmçbjlydF 
 (4.20)
09Y09Y 
Boundary conditions for scalar-transport equation: 
Dm LO =0 an 
and 
(4.21) 




- 	x + 	 (4.23) - ax  
so equation 4.21 becomes: 
Dm 	= Dm 1x + Dm 1y = 0 	 (4.24) 
apply finite element method and the right hand side of equation 4.24: 
f WiNjDm4j 1xdF + fr wiNjDm2cbj1ydF 	 (4.25)19Y 
boundary integral terms in equation 4.20 cancel with the boundary conditions. The 
Galerkin form of the final equation is: 
144 
fn 
NjDm 	r + Nj Dm çbj + NjDm j 
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+Ni Dm q5jd1 
09Y 
(4.26) 
this is added to K as: 
[NjDmt 	+ NiDm 	+ NjDm 	+ NiDm d11 (4.27) 
jç 	Ox Ox Ox 	Ox Dy Dy 	Dy 	Dy 
4.3 Non-Newtonian flow 
The constitutive equation describes the relationship between the rate of shear and 
the shear stress at any point in the flow. This relationship changes for different 
concentrations of suspended sediment. As mentioned previously the material viscosity 
varies throughout the flow field. It is an apparent viscosity of the mud/water 
mixture treated as a continuum and has be calculated using an empirical equation 
derived by Crapper [75]. 
	
iLm = pe 01096 m_ 123487) 
	
(4.28) 
where Pm  is the bulk density. Bulk density at any node in the mud suspension can be 
calculated using the following relationship: 
ns 	 I 	fls 	\ 
Pm = 	
flp; + ( 1 - p 	 (4.29) 
n=1 	 n=1 I 
where 	is the volumetric concentration for size class n, pis the floc density for size 
class n and ns is the total number of size classes. The bulk density is essentially a 
measure of the density of the fluid mud mixture allowing for the distribution of mass 
across size classes. A Newtonian model can be used to directly model shear rate/stress 





Shear Rate 7 
Figure 4.1: Newtonian constitutive relationship 
A different constitutive model is needed once the concentration increases beyond a 
specified threshold bulk density. The relationship becomes non-linear as sediment 
concentration increases. The resulting graph can be described by the four parameter 
Moore model as set out by Toorman [76]. This allows the constitutive model to be set 
by changing four parameters. Figure 4.2 shows the model. 








Shear Rate 'y 
Figure 4.2: Non-Newtonian four parameter Moore model 





Where -y is the shear rate; r is the shear stress; AT is the Bingham shear stress TB 
minus the true yield stress r; Y0 is a shear rate given by AT / Lp ; where 2/t is 
,the Bingham viscosity, minus ji, the initial differential viscosity. 
This model is capable of describing most time independent cohesive sediment 
suspensions however it is too complex to be used in the Navier-Stokes equations. It 
has been simplified to allow formulation but still maintain accurate results. 
Figure 4.3 shows the simplified relationship. Shear stress is calculated by a chosen set 
of equations depending on the shear rate. For instance if the shear rate falls in the 
range of: 
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Figure 4.3: Modified non-Newtonian Moore model 




The relationship changes once the shear rate exceeds IL  For this particular graph ranges 
of shear rate and their associated constitutive equation can be written as: 
ifO<'y<ILthenr = [L 0 y 
ifIL< zy<yj2thenr = / t1Y+Tt y  
ifzy>yj2 thenr = /Lm'Y+TB 
The simplified graph can be described by specifying Tt, TB, 'yL2 and p1. The first 
three values will vary with concentration altering the shape of the graph, while p, is 
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set to a large value. Any other parameters needed for the constitutive equation can be 




(TB + /Loo7L2) - Tty 
Ia' = 
'YL2 - 'YL 
This means in effect that the low concentration, linear Newtonian relationship is applied 
for high concentrations but the viscosity and any additional term depends on the rate 
of shear relative to the sections of the graph. 
The general form of the shear stress tensor becomes 
Tij = 	1L1')' + Tz 	 (4.33) 
Where T can assume any scalar value. (Tt or TB) 
4.4 Turbulence modelling 
Prandtl's mixing length [77] can be written as set out in Guan et al [78] and Kent and 
Pritchard [79]: 
Im = z (i - 
	
(1 + fis Rj) 	 (4.34) 
where z is the node position above the bed, h is the total depth of fluid, j9, is a 
stratification parameter, Rj is the Richardson number and R is von Karman's constant. 
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The Richardson number can be expressed as 
(p 




where g is the acceleration due to gravity, Pm  is the bulk density of the suspension and 
u is the velocity in the x-direction. Rj is a measure of the stability of stratified flow, 
(see Odd and Rodger [801). 
An increase in the Richardson number reduces mixing length, simulating the damping 
of turbulence through increasingly stratified flow. Hindered settling layers feature sharp 
concentration gradients and therefore possess a very high Richardson's number (high 
therefore high Ri). This will suppress the mixing length at the lutocline, damping ay  
turbulence. 
The mixing length formulation allows calculation of turbulent viscosity at any point 
in the flow. The relationship between viscosity and the turbulent nature of the flow is 
derived by applying the eddy viscosity concept to the Reynolds stresses found in the 
turbulent formulation of the Navier-Stokes equations. 
The turbulent eddy viscosity can be derived as 
2 c9U 
Vt = 1m (4.36) 
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4.5 Flocculation 
A full understanding of the processes that influence flocculation is needed before 
successful modelling can occur. There are a multitude of environmental factors to 
consider when trying to model flocculation of cohesive sediment transport. 
4.5.1 Chemical and physical factors affecting flocculation 
Mineralogy 
Clay size particles are created through chemical weathering, leaving broken chemical 
bonds at the extremities of the clay platelet. These broken bonds leave the particle 
with variations in charge across its surface, a negative charge at the faces and a positive 
charge at the edges. It is this property of the clay particles that promotes inter-particle 
attraction and ultimately flocculation. 
A range of clay mineral characteristics and properties affect the flocculation process 
Constituent materials affect the salinity threshold for flocculation - Clay minerals 
generally contain a range of different rock types, quartz, mica, feldspar etc. A clay 
mineral is more commonly defined by its size (< 10m), particles above this size tend 
to be created by physical weathering. 
pH value of clay - The repulsive charge on the face of the platelet increases with 
increasing pH of the constituent clay minerals i.e. the presence of excess hydroxide 
anions (OH) alters the electrostatic charge. 
Range of elemental particle sizes - Grading of particles sizes influences the particle 
packing in the floc generation, an evenly graded floc distribution will form a denser 
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more compact floe. The mineralogy of the clay platelets also varies with their size, the 
relative amounts of rock minerals forming the clay platelet varying with particle size. 
Geometry of clay platelet - The ratio of width to thickness of the clay platelet can vary 
between 10:1 and 50:1. 
Salinity 
The degree of salinity of the suspending fluid is perhaps the most important 
environmental factor as it acts as a catalyst for the flocculation process. Solution of 
salt (NaCl) in water leads to the presence of free ions, sodium (Na+),  potassium  (k+) 
and magnesium (Mg) in the fluid. These cations will readily bind with negatively 
charged faces of the clay mineral platelets, reducing the overall electrostatic charge 
allowing short range, attractive London van der Waal forces to dominate over small 
distances i.e. upon collision. Dyer [2] states that the type of clay mineral dictates the 
initiation and extent of flocculation for a given salinity 
Kaolinite - beginning at 0.6 
illite - beginning at 1.1 
Montmorillonite - beginning at 2.4, complete above 35 
Temperature 
An increase in temperature leads to an increase in the thermal motions of free ions 
resulting in increased repulsion. This effectively decreases the rate of flocculation. 
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Organic material 
Suspended organic material possess a positive charge and therefore readily bonds with 
the clay particles, enhancing flocculation. It also makes the flocs more resistant to 
turbulent break-up, acting as a 'cement' between the bound primary particles. 
PH 
Flocculation is promoted by acid conditions i.e. the H+  cations reduce the repulsive 
forces between the clay platelets. Figure 4.4 shows a diagram of a typical clay platelet. 
2 lm 
+ ye 
Figure 4.4: Clay platelet 
Given pH = 7 for neutral conditions 
Higher pH (>7)- abundance of Hydroxide anions (OH- ) - base/alkaline solution 
Lower pH (<7) - abundance of Hydrogen cations (Hj - acid solution 
As the pH exceeds 7.2 - 7.3 the charge on the edges of the platelet pass through an 
IDI 
iso-electric point (see Jepson [81]), i.e. the charge on the edges becomes negative due 
to the effect of binding hydroxide anions. 
A change in the pH towards base conditions can lead to de-flocculation. 
4.5.2 Numerical modelling of flocculation 
The numerical flocculation model includes the major contributors to floccualtion 
and floc behaviour: particle geometry, particle numbers, collision mechanisms and 
inter-particle adhesion. The concept of fractal dimension is used to model particle 
packing and their geometry. Collision mechanisms in terms of particle size and 
flow characteristics are examined and the adhesion coefficient is used model adhesion 
between colliding particles. The effects of temperature, salinity and pH on the 
flocculation process are not modelled explicitly, they are assumed to be constant across 
the flow domain. Particle binding organics are taken to reduce the overall density of 
the primary sediment particles. 
4.5.3 Fractal dimension 
The concept of fractal dimension is used to model the ability of fine particles to fill 
the space as a function of the overall size of the floc created. This is demonstrated by 
Kranenburg [82], Huang [83] and Winterwerp [18]. If D1 is the floc diameter, D the 
particle diameter and nf taken to be the fractal dimension it can be stated that NP, 
the total number of particles in floc i is 




The fractal dimension nf can vary from 1 to 3, where nf = 1 can be regarded as a very 
'stringy' particle arrangement while nf = 3 has no gaps i.e. pure coalescence. The 
fractal dimension of the floc depends directly on the packing and structure, which in 
turn depends on the collision mechanism that formed the floc in the first place. A typical 
range for real cohesive sediment flocs is 1.8 <nf <2.2. However flocs in a consolidating 
bed for instance can have a significantly higher value of nf, 2.6 < nf < 2.8, see 
Winterwerp [18]. The induction of suspending fluid into the floc structure reduces its 
overall density. According to Kranenburg [82] the density of a floc P1  can be written 
as: 
P1 = ((Ps - p) 	+ p 	 (4.38) 
where p is the density of the elemental clay particle, p is the density of the suspending 
fluid and In  is the number of particles in size class n. 
Floc structure 
Van Leussen [84] presents the fioc structure divided into a hierarchy of four levels 
• Primary particles - 1im in size 
• Flocculi, composed of primary particles - 10 - 20pm in size 
• Flocs, composed of flocculi - 50 - 200pm in size 
• Floc Aggregates, composed of flocs 
Figure 4.5 shows graphically the relationship between the four levels. 
u1us 
Hoc 
Figure 4.5: Floe structure 
4.5.4 Size classes 
A cohesive sediment suspension contains a large number of unique particle shapes and 
sizes. In order to allow numerical modelling of the flocculation process the continuous 
range of floe sizes, from elemental particles up to the largest floe, contained in the 
suspension have to be discretised into a finite number of bins. Krishnappan [12,20] 
presents an effective strategy that defines a number of particle bins and the rules that 
govern exchanges of mass between them. Table 4.5.4 shows the relationship between 
each size class in terms of number of particles, floe diameter, floe volume, floe density 
and the range of each size class. 
The demarcation of size classes used in this thesis deviates from previous flocculation 
models as the range of each size class is based on the number of primary particles in 
each floe rather than the volume of each floe. The number of primary particles bound 
into each floe doubles for each size class. The exchange of mass between each size class 
is dependent on several parameters 
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size class 1 number of particles floc diameter floc volume floc density 
1 1 d V1 2300.00 
2 2 1.414d 2.83 V1 1919.23 
3 4 2.Od 8.0V1 1650.00 
4 8 2.828d 22.611/1 1.459.62 
5 16 4.Od 64.01/1 1325.00 
6 32 5.656d 180.94V1 1229.81 
ns 2(ns-1) (I)Jd d 3 (Ps_P 
Table 4.1: Floc size relationship 
• Probability of two particles colliding (the probability of three or more particles 
colliding simultaneously is assumed to be negligible) 
• Time over which the flocculation process is considered i.e. time step length 
• Number of particles interacting, the number of particles in bins i and j 
• Probability of particles sticking together or coalescing once they have collided 
Each size class is treated as a separate set of scalar values to be transported with a 
scalar-transport equation being solved at each node for each size class. The total effect 
of the sediment suspension on the flow field can be calculated using the equation for 
bulk density (4.29). Figures A.1 to A.3 show the arrangement of scalar-transport and 
Navier-Stokes solutions for each time step. The number of size classes used in the 
program is set at the start of the simulation and automatically dictates the maximum 
floc size that will occur in the simulation. Size classes are tested at each time step 
for dormancy, this ensures that empty size classes, i.e. size classes that don't contain 
any mass but may attain some later in the run, are not transported and therefore do 
not waste computational time. Similarly flocculation calculations are suppressed for 
size classes that do not contain any mass as they cannot produce new flocs. Mass can 
only enter an empty size class through particles in two lower size classes flocculating 
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and fitting into the empty size class or by by a mass cascade from an increase in local 
turbulence - see section 4.5.5. 
4.5.5 Collision mechanisms 
The model contains 4 main modes of collision: 
. Brownian motion (Perikinetic) 
. Fluid shear (Orthokinetic) 
. Inertial encounters (Orthokinetic) 
. Differential settling (Gravitational) 
Further details on the collision mechanism equations can be found in Dyer [2], 
Krishnappan [20] and van Leussen [84]. 
Brownian motion 
Important for very small particles (< 1.0gm) at high particle concentrations. 
Predominant collision mechanism at the start of the flocculation process however as the 
elemental particles are bound into flocs orthokinetic collisions begin to dominate. It is 
effectively a diffuse process, the microscopic thermal motion of individual molecules 
within the suspending fluid causing inter-particle collisions. The overall rate of 
flocculation is very low for Brownian motion as it forms very small fiocs. Flocs formed 
in this way have a ragged structure being weakly bonded together and easily dispersed 
by shearing (see van Leussen [84]). 
The collision factor equation for Brownian motion can be written: 
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2 kbT (r + r)2 
Kb = - 	 (4.39) 
3 Lip 	r2r3 
where kb is the Boltzmann constant, v the kinematic viscosity, T is the temperature in 
Kelvin and r2 and r3 are the radii of flocs in size classes i and j respectively. 
Fluid shear 
Consider two layers of fluid passing over each other. Particles suspended in the flow 
at the edges of the layer can come into contact with each other. The high velocities 
involved tend to form dense, compact, spherical flocs [84]. Huang [83] suggests that 
this mode of flocculation is dominant in flows with high fluid shear. 
The collision factor equation for fluid shear can be written: 
1 
4 I\ 
K8h = ::(;) (
rj+r)3 	 (4.40) 
c is the turbulent energy dissipation per unit mass. 
Turbulent breakup 
High shear flow can promote flocculation but can also lead to floc breakup. It does this 
in two ways 
• High energy floc to floc collisions causing break-up 
• Fluid shear acting across the floc can result in the floc being torn apart 
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For a given flow, the larger the floc the more susceptible it is to break-up from both 
of these mechanisms. Floc breakup is resisted by the shear strength of the floc r3 and 
promoted by the turbulent energy dissipation c. Greater floc size results in a greater 
difference in shear force across the floc, greater cross sectional area means it is more 
likely for other particles/flocs to collide with it. Larger flocs also tend to be less tightly 
bound together than smaller more compact flocs, this effectively lowers the resisting 
shear strength of the floc T3 . The level of turbulence at any point in the flow can be 
assumed to limit the maximum floc size allowed, dictating the upper size limit that can 
withstand the turbulent hydrodynamic forces. An increase in local turbulence can lead 
to large flocs being broken up into a number of smaller fiocs. 






where Dmax is the maximum floc diameter and G is the root mean square velocity 
gradient, given by: 
G = 	 (4.42) 
Malcherek and Zielke [85] give an equation for € 
T 9u 
€ = 	 (4.43) 
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where r is the shear stress. Van Leussen [84] gives a well known equation for r, ( is 
assumed to be constant): 
T = 	= PV-; 	 (4.44)ay 
substitution of ii for Vt in equation 4.36 gives: 
OuIDu 
T = PVt-  
au 
 = p 	 (4.45) 
Dy ay 
substitution of equation 4.45 into equation 4.43 gives: 
Du Du 
= Vt - - 
Dy Dy 
(4.46) 
The units of c are m2 s 
This method relates the magnitude of local turbulence to the maximum floc size 
undisturbed by the turbulent flow. Each collision mechanism generates a characteristic 
type of floc therefore each floc will have a varying resistance turbulent breakup based 
on the collision mechanism(s) that created it, for simplicity this model assumes that 
all inter-particle bonds and floc structures are identical and equally resistant to floc 
breakup. 
Inertial encounters 
Larger flocs respond less quickly to local accelerations than small flocs (see Dyer [2]). 
This leads to a differential movement between size classes. Effective for flocs smaller 
than 100 jim. 
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The collision factor equation for inertial encounters can be written 
(
3 )
K = 1.21 	
- 
(r2 +r3 	Ir ) 2 -rI 	 (4.47) 
p v 
where Ps  is the density of the elemental sediment particles and p is the density of the 
suspending fluid. 
Differential settling 
The stokes settling velocity for a given suspending fluid floc depends on its density and 
diameter. Large flocs settle more rapidly than small flocs, this can lead to a large floc 
gathering smaller flocs in its path. The greater the difference in diameter the greater 
the relative settling velocity. The flocs formed through differential settling are not as 
ordered or robust as those formed through orthokinetic flocculation and are more likely 
to break-up under turbulent shear. 
The collision factor equation for differential settling can be written 
K2 = 	
(-P   }
PsP\ (r2+r3)2 Ir- 
9v rI 
(4.48) 
where g is the acceleration due to gravity. The occurrence of hindered settling 
complicates inter-particle collisions through differential settling. The flocs involved 
in hindered settling tend to be large low density conglomerates and individually they 
will settle out of suspension quickly. The equation allows for floc size by including 
the floc radius r in the collision equation however this does not allow for hindered 
settling effects i.e. the relative settling speeds of the flocs is no longer dictated by 
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floc size. Special allowances have to be made for flocs experiencing hindered settling, 
this can be achieved by calculating the equivalent Stokes floc diameter for a given floc 





\  - 	(p8 —p)g 
Equation 4.49 is a re-arrangement of the basic stokes settling velocity equation where 
De  is the effective floc diameter and W3 is the hindered settling velocity. This 
equation tends to specify a smaller floc diameter and therefore inhibits inter-particle 
collisions through differential settling. Allowances for this effect have not previously 
been included in any other numerical model, neglecting this adjustment leads to an 
over-prediction of flocculation within the hindered settling layer. 
4.5.6 Floc generation 
In total there are five parameters that control the number of new flocs created at any 
node in the numerical model. 
PN = N1 N2 a LT K 	 (4.50) 
where PN is the number of new flocs created, N1 and N2 are the number of particles 
in the two given size classes interacting, a is the adhesion coefficient, LT is the time 
considered for collisions to take place (time step size) and K is the total collision 
frequency function. K can be written as [12]: 
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0.5 
K = Kb + {(Kh) + (Ky) + (K)] 	 (4.51) 
The adhesion coefficient a varies from 0 to 1 and sets the probability of a floc being 
created from the collision of two particles. This coefficient indirectly takes the effects 
of salinity, pH, temperature etc. on the flocculation process into account. 
The mass exchange between size classes due to flocculation is calculated at the start of 
each time step, see figure A.1. Each bin is assumed to contain a range of floc sizes at 
each node. If particles in bin i collide with partilces in bin j (Given that bin i contains 
larger particles than bin j) the resulting flocs fit into bins i and i + 1. The distribution 
of newly formed fiocs between bins i and i + 1 is calculated using an apportion function 
AP NP+NF —NP1 
= 	NP - NP1 	
(4.52) 
where NP, NP3 and NP1 are the number of particles in bins i, j and i+1 respectively. 
The proportional of newly formed flocs A goes into bin i while the proportion 1.0- Ap 
goes into size class i + 1. The necessary deductions are made from bins i and j to 
ensure continuity. All the particles in all of the size classes (bins) are assumed to 
interact with all other size classes including itself creating ns2 flocculation calculations 
at each node in the mesh. The number of particles in each size class is calculated at the 
start of the flocculation routine from the concentration for each size class at each node 
obtained from the previous time step. The flocculation calculations are then conducted 
on the basis of the number of particles in each size class and converted back to a 
concentration at the end of the subroutine, ready for the next time step. Essentially 
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flocculation controls the movement and redistribution of mass between size classes at 
each node in the mesh. 
4.6 Settling velocity 
4.6.1 Settling velocity equation 
The settling velocity is calculated for each size class at each node in the problem domain 
using an equation presented by Winterwerp [18] 
(Ps - 	 D7 1 (4.53) T'Vs ,r = 18p P 	(i + 0.15Re .687) 
where Ws,r is the settling velocity for individual mud flocs, Ps  is the density of the 
primary sediment particles, p the density of the suspending fluid, j the dynamic 
viscosity, g the acceleration due to gravity, D the diameter of a primary particle, 
Df the diameter of the floc, t the dynamic viscosity and Re the particle Reynolds 
number. 
s,r D1 
Re = W 
	 (4.54) 
II 
where ii is the kinematic viscosity. 
The settling velocity is solved iteratively as Ws,r determines the value of the particle 
Reynolds number. The equation allows for the fractal nature of the flocs and for the 
drag exerted on the flocs by the viscous Re term. 
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Hindered settling 
Various factors have to be taken into consideration when calculating the actual settling 
rate of flocs in a suspension, prediction of individual floc settling velocity by these 
factors is known as hindered settling. 
. Return Flow - As a particle falls it displaces fluid. The adjacent fluid moves to 
fill the void and in doing so generates an upward flow, disturbing the settling 
of nearby particles. A dense suspension has reduced pathways for return flow 
impeding the displacement of water. 
• Viscosity - An increase in mass concentration results in an increase in the effective 
viscosity of the suspension. 
Hindered settling can be applied as a multiplying coefficient to the original settling 
velocity equation [18] 
ws = 	 (4.55) 
1+ 2.5 
where 1 is the volumetric concentration given by 
(4.56) 
gel 
where 0 is the mass concentration and qj is the gelling concentration, given by: 
3—nf 




The volumetric concentration of flocs reaches unity at the 'gelling point' i.e. a complete 
matrix of sediment is formed, q'gei  is the mass concentration at which this will happen. 
can exceed unity in a consolidating bed as fiocs collapse, so we define 	= for 




The coefficient b accounts for flow effects, particle-particle collisions and 
particle-particle interactions. 
4.6.2 Scalar-transport equation 
The inclusion of a settling velocity in the scalar-transport equation necessitates 
consideration of extra vertical velocity terms and a corresponding boundary condition. 
The settling velocity is subtracted from the Navier-Stokes calculated vertical velocity 





The original Neumann boundary condition D = 0 prescribes zero normal diffusive On 
flux across the boundaries. A change is needed to accommodate a settling velocity 
deposition boundary condition. 
Nicholson and O'Connor [16], describe a deposition boundary condition for settling 
velocity. For bed/surface boundaries: 
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DLO 	D=—W8 ç1 	 (4.60) 
Dx 	ay  
For other boundaries: 
D=0 	D=0 	 (4.61) 
Dx 	Dy 




where 1x and l are the unit normals in the x and y directions respectively. Combining 
equations 4.60 and 4.62 
DLO = — W5 çb1 
	
(4.63) 
This means that the normal convective flux of settling velocity i.e. —W. 9 4l is balanced 
by the normal diffusive flux across the boundary D. Figure 4.6 shows a unit an 
square domain with a free surface. The convective flux is balanced at the top/bottom 
boundaries by the diffusive flux leading to an increase in concentration along the bed 
and a decrease along the surface. The unit normals dictate the sign and direction of 


















Figure 4.6: Deposition boundary condition in a unit square cavity 
4.6.3 Finite element formulation 
The extra vertical velocity and the deposition boundary condition are incorporated into 
the finite element formulation. 
Advective/diffusive terms 
The scalar-transport equation is discretised using the SUPG technique, this generates 







yi_ -cb + Vj) WsdIle 	(4.64) 
These two terms are added to the left hand side stiffness matrix K: 
/ k ' ôN3N öN8N 




Deposition boundary condition 
The boundary integral term for the settling velocity deposition boundary condition can 
be written as 
—fW qldF 	 (4.66) 
For bed/surface boundaries the natural boundary condition does not cancel completely 
with the Green's theorem generated boundary integral terms (after application of 
MWR), it leaves an extra term containing 0 : 
- f W. (NW 8Nq) ldF 	 (4.67) 
apply Galerkin scheme 
- f (NNkW 5Ncbj) 1dF 	 (4.68) 
This is added to the left hand side stiffness matrix Kc as 
- f (N2 NkW S Nj) 1dF 	 (4.69) 
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Prepare values for floe density, floe volume and 
floe diameter for each size class 
Execute flocculation calculations 
Calculate bulk density, volumetric concentration 
and particle volumetric concentration 
Calculate bulk density gradients and fluid 
shear for turbulent viscosity equations 
Determine turbulent viscosity using mixing 
length equation and material viscosity using 
an empirical equation 
Calculate non-Newtonian relationships 
Calculate settling velocity for each size 
class at each node 
Figure 4.7: Sequene of calculations for cohesive sediment behaviour 
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4.7 Final form of scalar-transport equation 
The scalar-transport equation presented in section 2.5.5 has to re-written to allow for 
variable material viscosity, turbulent viscosity and settling velocity terms: 
Scalar- transport 
f (NiNj ~j + NjNkukcb + NNkvkq - NiNkW s 2- cbj)  dQ 
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4.8 Summary of numerical procedures 
Figure 4.7 shows a sequence of calculations and numerical routines. All four numerical 
models for cohesive sediment, non-Newtonian flow, turbulence, flocculation and 
settling are structured and executed sequentially, forming the basis upon which the 
Navier-Stokes and scalar-transport equations are solved. These calculations are largely 
contained in module 7 of the program, see figures A.15 and A.1. 
The general solution procedure is as follows: 
Solve Navier-Stokes equations. 
Solve scalar-transport equations for each size class. 
Ensure grand convergence i.e. convergence of velocities and all transported 
scalars. 
Advance to next time step. 
Execute flocculation calculations. 
Return to 1. 
Non-Newtonian, turbulence and settling velocity calculations updated at every iteration 
as part of the equation solution, flocculation calculations are conducted at the start of 




Cohesive sediment applications 
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5.1 Introduction 
This chapter presents the results of a number of problems that test the ability of the 
program to solve basic and complex cohesive sediment transport problems. The overall 
goal is to show that the program can reproduce physiëal phenomenon characteristic of 
cohesive sediment transport and compare the results with experimental data. 
Section 5.2 presents the physical behaviour of cohesive sediment settling onto an 
inclined boundary as observed in experiments and field measurements. A preliminary 
sensitivity analysis is detailed in section 5.3.1 followed by three transport problems: an 
uncoupled flow problem examining settling of sediment in slack water (section 5.4) and 
coupled flow solutions of dredged spoil settling onto an inclined bed boundary (section 
5.5.1) and non-Newtonian flow behaviour of mud in a race-track flume (section 5.5.2). 
Each problem tests the programs ability to model different aspects of sediment flow 
behaviour. 
The term 'isolute' (isos - equal(Greek), lutum - mud(Latin)) will be used to refer to a 
line that joins all points of the same value of suspended sediment concentration. 
5.2 Physical behaviour 
It is important to understand the effect of an inclined bed boundary on the settling 
and transport of cohesive sediment. 
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5.2.1 Layers in high concentration 
Figure 5.1 shows four distinct layers that form when a high concentration suspension 
flocculates and settles on a slope, presented in Hale et al [86] and Ali et al [87,88]. 
Layer 1 - This contains relatively clear water, containing an unflocculated particle 
suspension, the vast majority of flocculated particles have settled already. 
Layer 2 - Contains most of the flocculated particles. The whole layer is experiencing 
hindered settling. The steep lutocline marking the boundary between layers 1 and 2 
remains sharp and distinct throughout the settling process, gradually sinking as the 
sediment is deposited onto the slope. 
Layer 3 - The fluid mud layer still exhibits hindered settling but moves predominantly 
in the lateral dimension, flowing down the slope. The characteristics of this layer, 
velocity, thickness and concentration, vary with time. 
Layer 4 - The last layer represents the settled bed of deposited flocs. The symbol 
Layer 1 - Cleared layer 
Layer 2 - Hindered settling layer 
Layer 3 
- Fluid mud 
TSettJed7 
Figure 5.1: Layering in high concentration suspension 
used to denote a free surface shown in figure 5.1 indicates that the flow is allowed to 
move tangentially with respect to the boundary surface but not penetrate it ]i.e. a slip 
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boundary condition. The free surface is modelled as a rigid, level boundary without 
allowing for deformation in the free surface due to turbulence or wave action. 
5.2.2 Initiation of fluid mud flow 
According to Hale et al [86] there are two distinct mechanisms that lead to the 
movement of mud on a slope. 
Density gradient 
There is a lateral density gradient caused by the distribution of sediment on the slope, 
this does not occur for horizontal beds, however it has a minimal effect on the overall 
movement of mud on inclined beds. 
Bed slump 
This phenomenon occurs when the settled bed on the sloping floor of the tank reaches 
a critical thickness and the bed collapses or slumps under its own weight. The limiting 
factor is the internal friction or Bingham yield strength of the mud. Once the net 
gravitational force trying to drive the mud down the slope exceeds the yield strength 
of the settled bed, fluid mud will be generated. Odd [89] gives an expression for the 
critical threshold thickness of the bed as 
dm t = Tb  
Lpg® 
(5.1) 
where Tb is the Bingham yield strength of the bed, Lp is the difference between the bulk 
density of the suspension and the density of the suspending fluid, g is the acceleration 
due to gravity and ® is the angle of the slope. 
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5.2.3 Effects of fluid mud flow 
Bed slump leads to movement of the local fluid mud layer, this in turn leads to a 
thickening of the downstream bed layer. If the conditions are right an 'avalanche' of 
mud can happen as the bed thickens and slumps progressively, see Odd [89]. The 
movement of fluid mud down the slope generates a reaction from the adjacent layers. 
Figure 5.2 shows the fluid mud layer passing between layers 2 and 4. Odd and Rodger [4] 
Hindered settling layer 
- - -. 	 F1Ujj mud 
edbed 
Figure 5.2: Entrainment and erosion due to fluid mud layer 
suggest that entrainment of the overlying layer into the fluid mud can occur and that 
this results in a thicker, more diluted flow. They also mention that the shear stress 
exerted on the bed surface may be high enough to cause erosion. If erosion were to 
occur the fluid mud layer would slow down due to the extra mass being mobilised. This 
is consistent with the mechanism of de-acceleration of the fluid mud layer observed by 
Hale et al [86]. Hale et al report that the fluid mud layer 'reduces in thickness from 
beneath'. Hale et al conclude that both mechanisms could contribute to changes in the 
velocity of the fluid mud layer over time. 
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5.3 Numerical simulation 
Unfortunately standard benchmark problems do not exist for cohesive sediment 
transport processes. A different approach is needed in testing the programs ability 
to model cohesive sediment transport effectively. 
5.3.1 Sensitivity analysis 
A sensitivity analysis must be made to ensure the consistent solution of the coupled 
Navier-Stokes and scalar-transport equations. The conservation of mass over time is a 
particularly important issue regarding the accurate simulation of sediment transport. 
Calculating the volume under the concentration field, for the whole problem domain, 
using numerical integration and comparing it with each subsequent time step gives 
a measure of how successfully mass is being conserved. Figure 5.3 shows a discrete 
mass of sediment in direct contact with the boundary. The initial concentration 
was set to 20 kg m 3 , modelled with one size class containing elemental clay 
platelets 10 5iim in diameter. Flocculation and hindered settling effects were not 
considered. The mass is allowed to settle onto the boundary with and without buoyancy 
effects(coupled/uncoupled). The loss in mass over a period of 25 time steps is plotted 
in figure 5.4(a) and 5.4(b) for the uncoupled and coupled systems respectively. Table 
5.1 presents details of nine runs, five uncoupled (runs 1-4a) and four coupled (runs 
5-8). a is the time stepping factor presented in section 2.6. Figure 5.4(a) shows 
four lines representing runs 1-4 (the figure shows two numbers in the key, the first is 
the minimum element size and the second is the time stepping factor a). It is clear 
that the gradients of the lines are dictated by the time stepping factor a. Both runs 










Figure 5.3: Sensitivity analysis geometry 
Run number a I Time step size 
[ 
Minimum element size I Total error (%) 
1 1.0 2.0 0.01 0.242 
2 1.0 2.0 0.02 0.300 
3 0.5 2.0 0.02 0.696 
4 0.5 2.0 0.01 0.612 
4a 0.5 0.1 0.01 0.612 
5 1.0 2.0 0.01 1.530 
6 1.0 2.0 0.02 0.131 
7 0.5 2.0 0.02 0.925 
8 0.5 2.0 0.01 2.321 
Table 5.1: Sensitivity analysis runs 
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definite steps in it, these represent mass fluctuations due to mesh data transfer between 
adaptive meshes. Line 1 also contains steps but they are much smaller. A smaller mesh 
size near the critical bottom boundary ensures a more accurate interpolation of the data 
from one mesh to another. Lines 3 and 4 exhibit similar behaviour but possess larger 
characteristic gradient. Figure 5.4(a) contains a line marked 4a, this is a repeat of run 4 
but simulated using a smaller time step (0.1). It can be seen that the very beginning of 
the plot is dominated by several consecutive mesh data transfer jumps but then settles 
down to exactly the same rate of mass loss as run 4. Changing a from 1.0 to 0.5 results 
in a greater constant mass loss for each time step. This is due to the inadequacy of 
the mesh to model very steep, if not nearly vertical, gradients and the size of the time 
step over which this is executed. The deposition boundary condition calculates the flux 
of sediment leaving the domain due to the settling velocity and adds it back into the 
domain as a diffusive flux across the nodes of the bottom boundary, this produces a 
sharp step in the concentration field. The program identifies these very steep gradients 
and re-meshes to try and capture the step but however fine the program makes the 
mesh it cannot capture the step exactly (this would mean having an infinitely small 
element size or two nodes occupying the same space). The discretisation produces over 
and undershoots of concentration or wiggles in its attempt to model the step leading 
to some of the concentration being lost. 
Changing the time stepping factor a from 1.0 to 0.5 lowers the oscillatory limit, (see 
Usmani [33]) and results in larger wiggles at the step boundary, ultimately leading 
to a larger loss in mass per time step. While using a = 0.5 should result in a more 
accurate solution it can also introduce some level of error through numerical oscillation 
or wiggles. 
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(b) mass loss for different mesh densities and a 
Figure 5.4: Mass loss for uncoupled and coupled equations 
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Figure 5.4(b) shows the mass loss rate for the coupled solution of Navier-Stokes 
and scalar-transport equations, were buoyancy effects are taken into consideration. 
The behaviour exhibited by each run is quite different to the analogous simple 
scalar-transport, settling runs set out in table 5.1. The bottom boundary have been 
set to 'slip', allowing flow tangentially along the boundary edge allowing the sediment 
to slide over the boundary. The formulation for the slip boundary condition is set 
out in appendix C.4. Buoyancy effects will cause the slug to bifurcate, one density 
current flowing up the slip boundary and one flowing down, generally introducing lateral 
movement to the simulation. Attempting to model a concentration field with a sharp 
gradient will cause numerical oscillation but this becomes more pronounced when the 
concentration field is advected in both spatial directions. The trend of the results shown 
in figure 5.4(b) is grouped by the choice of minimum element size rather than the time 
stepping factor a. Both runs 5 and 8 show the worst rate of mass loss, the combination 
of a = 0.5 and a minimum element size of 0.01 clearly faring badly. Again the adaptive 
mesh data transfer across the larger minimum element size can be seen as steps in runs 
6 and 7, however these runs have produced the best results. The inclusion of buoyancy 
effects accentuates temporal instabilities. A decrease in a coupled with a decrease in 
element size both lead to a lowering of the oscillatory limit [33]. The best run has the 
combination of parameters that produce the least numerical oscillation. 
The results of this study indicates that the program struggles to model a vertical step in 
the concentration field and mass conservation suffers as a consequence. The step change 
in concentration occurs across one element, the concentration at the boundary nodes is 
increased while the other three nodes in the element are unaffected leading to a massive 
discontinuity in concentration between adjacent nodes in the boundary elements. The 
element tries to model an instantaneous increase in concentration between two nodes 
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leading to numerical oscillation. Increasing the discretisation will have little effect in 
this case as the discontinuity is always across the boundary elements, it will only serve 
to lower the oscillation limit for the value of a taken, see figure 5.4(b). 
A practical solution to this problem involves increasing the diffusivity of the mud 
suspension near the sharp increase in concentration at the bed. This can be achieved 
by altering the material Schmidt number m,  see equation 4.11. This changes the 
relationship between the kinematic material viscosity and the mass diffusivity, the lower 
the Schmidt number the higher the relative mass diffusivity. A steep concentration 
gradient coupled with an increased mass diffusivity should result in an appreciable 
mass flux away from the sharp bed gradients, easing the mass loss problem due to 
numerical oscillation. 
5.4 Uncoupled flow solution 
Settling velocity and flocculation models can be tested with a simple estuarial slack 
water settling problem i.e. modelling flocculation and settling of cohesive sediment 
in the absence of an advective flow. The problem involves solution of the uncoupled 
scalar-transport equations with a uniform concentration of sediment allowed to settle 
in a tank with a sloped base, see figure 5.5. This effectively represents a 2-D vertical 
slice of estuary from water surface to bed. The initial concentration field is set to 20 kg 
m 3 following the floc distribution set out in Roberts and Feates [90]. Table 5.2 shows 




_Symbol I Value 
Number of size classes n 7 
Fractal dimension D 1.8 
Sediment density Ps 2300.0 
Hindered settling coefficient m 20.0 
Flocculation cohesion factor a 0.05 
Primary particle size SS 1.0 x iO 
Water density Pw 1000 
Time step (seconds) LT 4.0 
Total time run (seconds) TT 9264.0 





Figure 5.5: Settling tank geometry 
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5.4.1 Experimental comparison 
Figure 5.7 shows the evolution of the concentration profile over time at x = 0. Three 
distinct zones develop: a cleared layer containing mainly unfiocculated particles, a 
hindered settling layer and a settled bed. These layers exhibit the characteristics 
described in section 5.2. The fourth layer, fluid mud, described in section 5.2.1 is 
not present in this case as there is no coupling with the Navier-Stokes equations that 
provide the negatively buoyant forces and therefore no mechanism for its creation. The 
top of the hindered settling layer is clear from the first graph (5.7(a)) and remains 
clear throughout the simulation. The layer settles at a reasonably constant rate of 
approximately 0.1 mrn/s, this can be compared with experiments conducted by Au 
and Crapper [91]. Ali and Crapper observed hindered settling in a race track flume 
at low re-circulation speeds and recorded the position of the hindered settling layer 
over time. Initially the layer settled at 0.05 mm/s but slowed down over time to less 
than 0.001 rn/s as the hindered settling layer neared the bed. The effect of the mean 
flow is to retard settling and keep the sediment in suspension for longer relative to 
floc settling in completely stagnant water. Figure 5.6 shows two graphs, one for the 
numerical results and one for the experimental results presented by Crapper and Au. 
While the graphs cannot be compared directly due to the presence of the mean flow 
in the experimental results, a rough quantitative comparison can be made. The onset 
of hindered settling is recorded relatively early in the experimental run by Ali and 
Crapper, at 30 minutes. This is observed in the numerical results, a clear hindered 
settling layer forming quite early in the run and persisting throughout the simulation 
time. The shape and development of the concentration profile compares well with 
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(b) Experimental results 
Figure 5.6: Numerical and experimental results for position of the hindered settling 
layer over time 
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and Rodger [4]. As mentioned earlier the concentration profile exhibits the majority 
of characteristics expected for fioc settling onto an inclined bed. Moving from the the 
surface to the bed, a relatively clear upper layer containing unfiocculated particles, then 
a sharp concentration gradient marking the beginning of the hindered settling layer, 
finishing with a further increase in concentration near the bottom marking the settled 
bed. 
The graphs in figure 5.8 show the change in mass distribution over the size classes with 
time. There is a clear shift in mass towards the upper size classes resulting in a much 
flatter distribution by the final graph. This is expected as there is no floc break-up due 
to turbulence. 
5.4.2 Adaptivity 
Figures 5.9 and 5.10 show a sequences of adaptive meshes with the corresponding isolute 
contour plot for that particular time step. A total of ten adaptive meshes are produced 
over the 200 time steps that make up the simulation, six are shown. It can be seen from 
the isolute plots, figures 5.9(b) to 5.10(f), that the hindered settling layer forms at the 
start and persists throughout the run. The sharp nature of the concentration gradients 
is revealed in the tight bunching of the contours around the lutocline. It can also be seen 
that the mesh adapts to follow the top of the hindered settling layer as it settles, figures 
5.9(a) to 5.10(e), effectively capturing the steep concentration gradients. It can also be 
seen that the bed layer increases in thickness over time. The mesh initially refines to 
capture sharp gradients at the bottom boundary, the level of discretisation decreasing 
as the concentration gradient decreases, figures 5.9(b) to 5.10(f). The total amount 
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Figure 5.8: Mass distribution between size classes 
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(a) Time = 24 seconds 
(c) Time = 1368 seconds 
(b) Time = 24 seconds 
(d) Time = 1368 seconds 
(e) Time = 3648 seconds (f) Time = 3648 seconds 
Figure 5.9: Evolution of mesh with changes in concentration field, meshes 3, 6 and 7 
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(a) Time = 5676 seconds 
(c) Time = 7668 seconds 
(b) Time = 5676 seconds 
(d) Time = 7668 seconds 
(e) Time = 8928 seconds (f) Time = 8928 seconds 
Figure 5.10: Evolution of mesh with changes in concentration field, meshes 8, 9 and 10 
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the conservation laws i.e. mass loss. This problem did not require any adjustment of 
the Schmidt number to control oscillation at the bed boundary and conserved the total 
amount of mass to within 1%. 
5.5 Coupled flow solution 
This section presents the coupled flow solution of two different problems, solving 
the coupled Navier-Stokes and scalar-transport equations. As mentioned previously, 
coupling is provided by the buoyancy term and variable viscosities in the Navier-Stokes 
equation and by fluid velocities in the scalar-transport equation. Cohesive sediment 
exerts a negatively buoyant force on the flow. Coupling of the equations will allow the 
effects of the flow field on the sediment to be examined, more precisely, the creation of 
fluid mud. 
5.5.1 Coupling test 1: Slug settling and spread 
Figure 5.11 shows a slug of sediment suspended in a fluid filled tank. This situation is 
representative of the disposal of dredged spoil at sea, a dense discrete mass of sediment 
settling through clear water on to the sea bed. Le Hir [13] presents solution of a similar 
problem representing settling of dredged cohesive material onto a sloping bed. He 
comments on the creation of fluid mud and its progress along the sloped boundary, 
entraining overlying water. 
The problem domain's two side walls and bottom boundary have been set to 'slip'. 
Allowing the slug to settle through clear water while exerting buoyancy effects on 
the surrounding fluid and modelling the behaviour of the sediment as it comes into 
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contact with the boundary will provide a very stern test of the program and mass 
conservation. This problem constitutes an extreme, worst case scenario for sediment 
transport. It involves modelling very sharp, almost vertical concentration gradients 
being transported through clear-water and impinging on a sloped, slip bed boundary. 
The success of the simulation lies in modelling the problem accurately, representing 
the creation of a density driven current and its behaviour over time while maintaining 
a reasonable level of mass conservation. The material Schmidt number is increased 
near the bed boundary to increase the levels of mass diffusion away from the steep 








Figure 5.11: Test tank geometry for a bed slope of 1:5 
Normal parameters for mud and water were assumed (as set out in table 5.2). 
The slug was subject to settling velocity effects, however only one size class was 
transported, containing elemental clay particles of iO m in diameter and flocculation 
not considered. The angle of the bed slope was varied, three slopes being considered, 
1:5, 1:10 and 1:20. The vertical distance from the bottom boundary to the centre of 
the slug H3 was kept constant at 0.3 m. This ensured that the slug fell through an 
equal distance before it impinged upon the boundary for each slope modelled. The 
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Slope I B x I B y  I Slug centre x I Slug centre y 
1:5 1.0 0.2 0.5 0.6 
1:10 1.0 0.3 0.5 0.65 
1:20 1.0 0.35 0.5 0.675 
Table 5.3: Sample coordinate positions for each slope 
I Slope I Time to peak, Point A (secs) I Time to peak, Point B (secs) I 
1:5 468 444 
1:10 520 436 
1:20 600 464 
Table 5.4: Peak times for each slope at sample points A and B 
concentration, u-velocity and v-velocity were recorded for each time step at point 
B midway along the bottom boundary and at the left hand corner (point A). The 
y-coordinate of the bottom boundary midpoint varied with each slope as shown in 
table 5.3. 
The radius and concentration of the slug are initially set to 0.2 m and 20 kg m 3 
respectively. 
Figure 5.12 shows time trace plots of concentration at points A and B for each slope 
and table 5.4 shows the time at which the values of concentration peaked at sample 
points A and B for each slope. The time taken for sediment to reach point A is similar 
for each slope but the time history after that is markedly different. Slope 1:5 seems to 
reach a peak quite quickly then tail off, conversely slope 1:20 continues increasing up 
to a 'plateau'. Figure 5.13 show isolutes and velocity vectors for three different time 
steps produced in the solution of slope = 1:5. At time = 212 seconds the slug has just 
made contact with the boundary, the velocity vectors have aligned themselves into two 
interconnected eddies. The tightly bunched isolutes near the edges of the slug suggest 
that some diffusion of the near vertical concentration gradients initially defining the 
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(f) Slope = 1:20, point B 
Figure 5.12: Time trace plots for concentration at points A and B 
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part going up the slope, the other down the slope. The slug flattens on impact and the 
centres of the two eddies move further apart as the sediment divides into two streams. 
The stream moving up the slope comes into contact with the left hand slip boundary 
and 'sloshes' up against it. The stream moving down the slope continues unobstructed. 
Figure 5.14 shows the isolutes and velocity vectors at the end of the simulation. 
The isolute patterns suggest a moving stream of sediment, characterised by steep 
concentration gradients at its front, progressing along the bed boundary. This stream 
is analogous to the fluid mud layer described at the beginning of the chapter in section 
5.2.1. It is a dense compact stream of suspended sediment moving along the boundary 
driven by a negatively buoyant forces, however, the mechanism for its creation is 
different as there is no settled bed present in the slug settling scenario. An animation 
of the slug settling shows fluid being entrained at the top layer of the stream moving 
down the slope, thickening the overall layer of fluid mud. The layer does not slow down 
as there is no friction at the bed-layer interface. 
Program runs for slopes 1:5 and 1:20 resulted in fairly low mass loss 5-10 % over the 
run however slope 1:10 experienced a higher level of mass loss early on, 10 % over quite 
a short period, then recovered slightly. This explains the slightly depressed values in 
the time-concentration plots (figures 5.12(c) and 5.12(d)). The mass loss is worst when 
the sediment reaches the bottom left hand side corner. The settling sediment forms a 
very steep spike in the corner - as mentioned earlier the nature of the settling velocity 
boundary condition means that some mass loss occurs here but as these steep gradients 
are concentrated in one corner this is accentuated. 
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(a) Time = 212 seconds, isolutes 
(c) Time = 312 seconds, isolutes (d) Time = 312 seconds, velocity vectors 
(f) Time = 412 seconds, velocity vectors (e) Time = 412 seconds, isolutes 
(b) Time = 212 seconds, velocity vectors 
Figure 5.13: Bifurcatory behaviour of slug at contact with bed boundary 
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(a) Time = 656 seconds, isolutes 	 (b) Time = 656 seconds, velocity vectors 
Figure 5.14: Bifurcatory behaviour of slug after 656 seconds 
5.5.2 Coupling test 2: Race-track flume 
The final problem presented in this chapter examines the modelling of a section of a 
race-track flume used in an experimental investigation of fluid mud. A brief description 
will be given here but full details of the flume and the experimental procedure can be 
found in Crapper [75]. 
Figure 5.15 shows a plan view of the race-track flume. 
Flow is generated in the flume by a toothed belt drive very near to the water surface. 
The working section represents the length of the flume that contains perspex walls 
through which the mud suspension was observed. All experimental measurements were 
recorded along this portion. The experiment was initiated by introducing the correct 
amount of mud and setting the toothed belt drive to full speed. This ensured that all the 
mud was fully mixed and in suspension so as to provide a uniform initial concentration. 
Once a uniform suspension was achieved the paddle speed was reduced to allow settling 
and deposition. The toothed belt drive was observed to cause re-suspension and mixing 
due to local turbulence as the sediment circulated past it. Several papers have been 
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Figure 5.15: Race-track flume 
written on results obtained from experiments using the race track flume, Ali et al 
[88, 91-93] and Crapper and Au [94]. 
Numerical Modelling 
The 'working section' of the tank can be effectively modelled in 2-D. The problem 
domain reduced to a longitudinal slice 4.Om long, shown in figure 5.16. Solving this 
problem highlights several important aspects of cohesive sediment transport and the 
programs ability to model it i.e. the non-Newtonian nature of high concentration 
suspensions and the level of turbulence in the flume. 
As the whole of the race-track flume is not being modelled some assumptions need to be 
made about the boundary conditions at the inlet. Figure 5.16 also shows a 2m channel 
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Figure 5.16: Flume geometry and boundary conditions 
leading into the 4m flume. 
The 2m metre channel does not model any particular portion of the race-track flume, it 
merely allows the the inlet boundary conditions for concentration and velocity a fully 
developed suspension to the flume section. Different distributions of concentration were 
tested and the best used to model the mixing due to the toothed belt upstream. The 
steady state velocity field was calculated first and imposed as an initial condition for 
each run, with a mean velocity of 0.01 m 
Hindered settling 
Hindered settling effects were not considered for this particular problem. Hindered 
settling slows down the development of the settled bed and general suspension, a large 
number of time steps would have been needed to model hindered settling in the flume 
leading to an unfeasible demand on computational resources. The time step is limited 
by numerical oscillation concerns and therefore could not be increased to compensate 
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for the increase in simulated time. 
Slip vs no-slip 
The problem has been solved with two separate types of boundary conditions at the bed 
boundary: slip and no-slip conditions. Slip conditions allow tangential flow along the 
boundary, this should serve to highlight non-Newtonian flow conditions more clearly 
i.e. the bed boundary layer does not interfere with the velocity profile so effect of any 
small increase in viscosity near the bed should be apparent. 
Solving the problem with no-slip conditions promotes turbulence near the bed, imposing 
a velocity gradient across the bed boundary layer. Even though turbulence is being 
calculated for runs using slip bed conditions the lack of steep velocity gradients 
anywhere in the domain means that f remains very small and therefore flocculation 
due to turbulence is correspondingly small. 
The most realistic situation is to have a formulation that allows a finite level of friction 
to be applied to simulate a real bed surface. This can be achieved by re-writing equation 
2.52: 
Fn = 	 (5.2) 
an 
(Dun 8UT \ 
F,- = i 
	
(5.3) 
where Fn is the traction force in the normal direction and FT is the traction force in 
the tangential direction. Using equation 5.3 a friction force can be calculated for any 
given values of 3' and 	. In this context i becomes a kind of 'friction factor', 
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controlling the magnitude of F. Although the framework for this calculation to take 
place is present in the program it was decided to work with the two extremes of slip and 
no-slip for simplicity, see section C.3 and section C.4 for the formulation for traction 
and tangential boundary conditions respectively. 
Numerical runs 
The flume problem was solved with initial concentrations of 20, 30, 40 and 50 kg m 3 
with a slip bed boundary condition. The number of size classes and the proportional 
distribution of mass between each size class was taken as per section 5.4. The problem 
was also solved with an initial concentrations of 30 kg m 3 with a no-slip bed boundary 
condition to examine the generation of turbulence. 
The application of an effective inlet boundary condition for concentration was 
problematic as the inflow concentration profile tended to flood the domain and obscure 
the slow development of the downstream suspension. The time frame available for 
suspension development is limited by computational power and the design of the 
model but useful results can be taken from the solutions. Obtaining very dense 
suspensions was difficult as the inlet concentration boundary condition tended to affect 
suspension development downstream although it was possible to temporarily generate 
non-Newtonian flow at higher concentrations (40 and 50 kg m 3 ). A more sophisticated 
scheme to deal with the inlet boundary condition is needed to improve the quality of 
the simulation. 
Non-Newtonian flow effects 
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Figure 5.17: Velocity and concentration profiles plotted against depth 
0.8 in downstream of the inlet at time = 120 seconds for an initial concentration of 50 
kg m 3 . The bed is modelled using a slip boundary condition therefore the velocity 
profile at that point, without the effect of a mud suspension, is a vertical line at u = 
0.01 m s 1 . At a concentration of 60 to 65 kg m 3 the viscosity of the mud suspension 
is higher than that of clear water, the exact value calculated on the basis of bulk 
density as set out in section 4.3. A 'linear' non-Newtonian relationship is applied 
until the concentration reaches 100 kg m 3 (a bulk density of approximately 1042 kg 
a Bingham relationship is applied. This is needed as cohesive sediment forms 
a weak matrix near 100 kg m 3 with an idealised shear strength of 0.1 N m 3 . The 
viscosity of the water-mud mixture can be increased to simulate resistance to flow, 
the Bingham non-Newtonian flow model described in section 4.3 sets this out in more 
detail. Modification of the velocity profile is small because the non-Newtonian influence 
of the suspension on the flow at a concentration of 60 kg m 3 is relatively small. A 
higher concentration or a lutocline layer present in hindered settling would have a 
more dramatic effect on the appearance of the velocity profile. The peak value of 
concentration in figure 5.17(b) occurs some distance above the bed, this is due to the 
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development of the profile near the bed at the start of the run. At the start of the 
run, after 16 seconds, the highest bulk density occurs at the bed level, this in turn 
results in the highest material viscosity. This slows down the layer of fluid closest to 
bed, reducing the supply of concentration from the inlet to this zone, allowing the layer 
above to increase in concentration. This process gains momentum and develops into 
the profile shown in figure 5.17(b). This situation persists even though the bulk density 
of the layer of fluid nearest the bed subsequently drops below that of the layer above. 
Figures 5.19 and 520 show concentration profiles recorded at a point 5.5 m along the 
length of the modelled section just upstream of the outlet. Three figures are produced 
for each initial concentration of 20, 30, 40 and 50 kg m 3 showing the profile at three 
different times in the run. 
The figures show the expected profiles for each run, in the absence of hindered settling 
effects the suspension will flocculate and settle out of suspension. Larger fiocs will settle 
faster than smaller flocs and the profile will shift from a vertical line at time zero to 
a slope with a slight increase in sediment concentration at the bed, the concentration 
profile in figure 5.18 shows the typical profile for un-hindered cohesive sediment settling. 
The upper layers of the suspension consist predominantly of unflocculated particles 
and small flocs, the larger flocs having settled to a lower part of the flume. The peak 
concentration at the bed increases with initial concentration until 50 kg m 3 . The 
concentration profiles for 40 and 50 kg m 3 are similar in magnitude for time = 472 
seconds however the distribution of mass between the size classes is quite different 
resulting different bulk densities. The run with an initial concentration of 40 kg m 3 
has a peak bulk density of 1040.731 kg m 3 while the run with an initial concentration 
of 50 kg m 3 has a peak bulk density of 1045.571 kg m 3 . The second bulk density falls 
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into the category of Bingham fluids and is treated differently as regards the constitutive 
relationship. A higher effective viscosity affects the shape of the concentration profile 
at its base, slowing the development of the profile over time. Figure 5.21 shows the 
concentration profile at time = 632 seconds for an initial concentration of 50 kg m 3 
The peak concentration has increased and the profile has smoothed out. Again the total 
amount of mass was monitored at each time step and similar to the problem solved in 
section 5.4 the Schmidt number was not altered and the mass was conserved to within 
1% over the whole simulation. - 
5.5.3 Experimental comparison 
The direct comparison of numerical and experimental results is hampered by the 
exclusion of hindered settling modelling from the numerical model. The majority of 
results presented in the experimental papers, Ali et al [88, 91-93] and Crapper and 
Ali [94], examine the creation and development of hindered settling, fluid mud and 
a settled bed. However the effect of suspended sediment on the velocity profile is 
also investigated and results presented. Crapper and Ali [94] present velocity profiles 
modified by different amounts of suspended sediment. The greater the suspension 
concentration the greater the divergence from the expected velocity profile. They show 
very large modification of the velocity profile as the suspension becomes increasingly 
non-Newtonian. 
Modification of the velocity profile by a sediment suspension is also observed by Teisson 
et al [6]. Teisson presents evidence that the classic logarithmic velocity profile is 
modified by suspended sediment. Figure 5.18 shows the concentration (solid line) 
against the velocity profile (dashed line). The logarithmic velocity profile is clearly 
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modified by the suspended sediment concentration, a kink in the profile located at the 
increase in suspended sediment. 
Velocity rn/s 
0.0 	0.1 	0.2 	0.3 	0.4 	0.5 	0.6 	0.7 
E 
0.0 	10.0 	20.0 	30.0 	40.0 	50.0 	60.0 	70.0 
Suspended sediment Concentration KgIm3 
Figure 5.18: Velocity profile and suspended sediment concentration 
Turbulence 
The generation of turbulence is relatively small when a slip boundary condition is used, 
as mentioned in section 5.5.2. A simulation with an initial concentration of 30 kg m 3 
possessing a no-slip bed boundary was executed to examine the generation of turbulence 
near the bed. Unfortunately the level of turbulence in the domain still remains small 
therefore the value of c, the turbulent energy dissipation per unit mass, is small. This 
parameter that controls floc creation through fluid shear and inertial encounter collision 
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Figure 5.19: Mass concentration profile development, initial concentrations of 20 and 
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Figure 5.20: Mass concentration profile development, initial concentrations of 40 and 
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Figure 5.21: Mass concentration profile development, initial concentration of 50 kg m 3 
gradient G. Unfortunately this application is not suitable for examining the effect of 
turbulence on floc creation! break-up. 
Flocculation 
The predominant mechanism for fioc creation in this case is differential settling. The 
relatively low level of turbulence in the system means that flocculation due to fluid 
shear and inertial encounters is suppressed. The majority of flocculation occurs near 
the boundary as this has the highest levels of concentration. 
5.6 Conclusions 
This chapter has presented the results of a number of problems that test the ability 
of the program to solve basic and complex cohesive sediment transport problems. It 
demonstrated that the program can successfully model hindered settling, flocculation, 
deposition, the creation of density driven currents (fluid mud), non-Newtonian flow 
effects and capture of sharp density interfaces using h-adaptivity. 
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A sensitivity analysis examined the boundary condition formulation for settling velocity 
and its impact on mass conservation. An adjustment of the material Schmidt number 
near the boundary was found to be effective in easing the mass loss rate and maintaining 
the integrity of the solution. This was only necessary when modelling very sharp density 
gradients coming into contact with the bed boundary, generally unphysical conditions 
i.e. the slug settling problem. The more realistic cohesive sediment problems, sections 
5.4 and 5.5.2 did not need Schmidt number adjustment and did not exhibit significant 
levels of mass loss (less than 1% over the whole simulation). 
Settling of cohesive sediment in quiescent waters was modelled using an initial uniform 
concentration of 20 kg m 3 and results compared with experimental data. The settling 
speed, general form and development of the hindered settling layer was found to be 
qualitatively close to that observed in experimental and field data. Further to that 
h-adaptivity enabled effective capture of the lutocline as it settled in the tank and the 
development of the fioc distribution over the course of the simulation was found to 
match general field observation. 
The program was also tested against a particularly difficult problem, modelling the 
settling of dredged spoil onto an inclined slip surface, essentially a 'worst case' scenario. 
The program was able to model this successfully with a minimum of mass loss. This 
problem also created a density driven stream of sediment analogous to fluid mud, 
exhibiting entrainment of overlying fluid into the shear layer. 
A section of a race-track flume was simulated and non-Newtonian flow effects observed 
for higher initials concentrations. The shape of the velocity profile across a section of 
the flume was found to be affected by suspended sediment, revealing the non-Newtonian 






As stated in chapter 1 the ultimate aim of this work was to develop a program 
capable of modelling cohesive sediment transport using the h- adaptive finite element 
method. This involved reviewing several heat transfer codes and developing a new 
program, incorporating routines to model specific cohesive sediment transport effects: 
flocculation, settling, non-Newtonian flow and turbulence. The program was also tested 
against established benchmarks and to a lesser extent cohesive sediment experimental 
data. 
In short, the aims of this research have been realised, ensuring a solid foundation for 
further development. 
The coupled Navier-Stokes and scalar-transport equations in conjunction with 
h-adaptivity presented in chapter 2 were tested several well known benchmark 
problems. Chapter 3 presents accurate solutions for the thermally driven cavity problem 
for a range of Rayleigh numbers. The program was shown to be very effective at 
capturing important flow features at high Rayleigh numbers while not relying on a 
special scheme for advection dominated flow, such as the SUPG method. The program 
was found to be particularly effective in capturing steep temperature (scalar) gradients 
present at the side walls of the domain. 
Chapter 4 set out the formulation of the governing equations for cohesive sediment 
transport along with numerical models for non-Newtonian flow, turbulence, flocculation 
and settling. A simplified version of the four parameter Moore model was used to 
simulate the non-Newtonian constitutive relationship while an empirical equation was 
used to calculate the effective material viscosity of the mud suspension. A Prandtl 
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mixing length turbulence model with turbulence damping through the Richardson 
number was described. A basic flocculation model first set out by Krishnappan [12] 
was presented and several important modelling developments made: introduction of floc 
break-up due to turbulence, use of fractal dimension to model floc structure, transport 
of multiple scalars representing size classes and allowances made for hindered settling in 
inter-particle collisions due to differential settling. A detailed settling velocity equation 
derived by Winterwerp [18] was set out and a corresponding boundary condition 
calculated. Together, these models in conjunction with the fully coupled system of 
governing equations, tested in chapter 3, form the basis of a highly sophisticated 
predictive tool for cohesive sediment transport. 
No other model is better equipped to simulate flocculation and settling of cohesive 
sediment and subsequent hindered settling effects that generate trademark sharp 
density interfaces. 
Chapter 5 presents the results of a number of problems that test the ability of the 
program to solve basic and complex cohesive sediment transport problems. The settling 
velocity boundary condition was found to cause numerical oscillation and mass loss but 
could be controlled by varying the material Schmidt number at the bed. Settling of 
sediment in slack water was modelled and the results compared well with experimental 
data, the use of h-adaptivity was found to be crucial in capturing sharp density 
interfaces generated at the upper surface of the hindered settling layer. Settling of 
dredged material onto a inclined bed was also examined and the characteristics of a 
density driven stream generated on impact at the bed boundary were found to be 
analogous to fluid mud. Finally a section of race-track flume was modelled with several 
different initial mud concentrations. Non-Newtonian flow was observed and its impact 
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on the velocity and concentration profile discussed. 
The program solved all the cohesive sediment transport problems successfully, however 
due to the complex nature of the cohesive sediment model formulations an extensive 
comparison of numerical results against experiment data was not possible in the time 
scale allowed for this period of research. The program contains a large number of 
adjustable parameters that influence the physics and behaviour of the suspension, this 
ensures the program is versatile but it also demands an appreciable length of time to 
prepare input files for each new problem. A period of 'iteration' is needed to judge the 
effect of a small change in a parameter on the behaviour of the suspension. 
The biggest hurdle to overcome in solving realistic cohesive sediment transport problems 
is lack of computational power. The solution of the Navier-Stokes equations coupled 
with multiple scalar-transport equations at each node, at each time step demands an 
enormous amount of computing power. The use of adaptivity optimises the number of 
elements needed to solve the problem but the program is still restricted to small scale 
domains. In this respect alone there are a number of major improvements that could 
be implemented. 
6.2 Recommendations for further work 
6.2.1 Simple development 
Based on the work carried out in this thesis there are several aspects of the program 
that can be improved/tested with relatively little program development and time: 
Further testing - further testing of the program in its present form is needed, with 
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a greater focus on turbulence damping by heavily stratified suspensions and fioc 
break-up due to turbulence. It is important to provide a solid foundation for 
further development. 
Employing bed friction - use the tangential traction force formulation to impose a 
level of friction at bed and wall boundaries allowing more realistic modelling, see 
section 5.5.2. 
Settling velocity boundary conditions - the formulation for this boundary condition 
needs to be improved, the current formulation causes some degree of oscillation at 
the bed boundary. Adding the mass back into the domain over a finite 'thickness' 
rather than on the boundary nodes alone would improve the situation, allowing 
adaptivity to capture the sharp concentration gradients. 
Consolidation model - The program needs a good consolidation model to allow 
development of the settled bed over time, Winterwerp [95] describes a suitable 
model that dove-tails with the other numerical routines used in the code. 
These alterations would allow solution of a range of general cohesive sediment transport 
problems in 2-D i.e., examining cohesive sediment flow phenomena. The program is 
not optimised to solving large problem domains but it can be used to solve smaller 
application specific problems. 
Several applications have been identified that involve cohesive sediment transport and 
relatively small scale problem domains. However, they require minor alterations to the 
code to allow comprehensive modelling. 
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Numerical modelling of flocculation and sedimentation processes for water 
treatment 
The UK water industry is faced with a legacy of treatment works designed in many cases 
with a very limited understanding of influent flow properties and of process operation. 
High operating costs can be incurred in energy consumption in maintaining flows, 
operating with large head losses across the system. Non-optimal chemical use also 
creates further problems in the generation of excess chemical sludge. These problems 
can be addressed by retro-fitting existing works with additional hardware however 
effective integration of fittings into individual plants is problematic and its effect on 
water treatment processes i.e. mixing of coagulant, flocculation and sedimentation, is 
not well defined. 
The program is capable of modelling flocculation and sedimentation however a more 
sophisticated turbulence model capable of simulating complex plant geometries would 
need to be installed. A k - e or Reynolds stress model would be sufficient to allow 
accurate representation of turbulence in the flow. Further development of the modelling 
of the chemical aspects of flocculation is needed so that the efficiency of flocculation for 
various influent characteristics in the presence of varying degrees and types of chemical 
additives may be accurately simulated. 
Entrainment of concentrated benthic suspensions by the breaking of inter-
facial waves 
Predictive sediment modelling is hampered by a lack of understanding of basic physical 
processes. In particular, entrainment of near-bed layers of dense mud, or concentrated 
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benthic suspensions (CBS), is relatively poorly understood at present. Near-bed layers 
form at slack water occurring at high and low tides in an estuary. A sharply stratified 
mud-water interface can develop as shown in Figure (6.1), from Mehta and Srinivas [96]. 
Following its formation, this interface is subject to shear from fluid motion, leading to 
Kelvin-Helmholz instabilities resulting in the formation and propagation of interfacial 
waves. These waves ultimately break, leading to the vertical distribution and transport 
of considerable amounts of sediment. It is known that the mechanism of entrainment 
is dependent upon the relative thickness of the shear layer, 8, and the diffuse interface 
layer 5, see Scarlatos and Mehta [97]. Previous work on stratified flow deals with saline 
or thermal stratification. Mass stratification presents a different set of problems 
The liquid phase is continuous, the inherent qualities of the water not changing. 
Stratification arises from movement of the solid phase with respect to the liquid 
phase. 
. There is a tendency to re-separate due to mud settling. All the processes 
associated with cohesive sediment i. e. flocculation, settling and hindered settling 
remain important. 
The program possess most of the tools to model sharp density interfaces but several 
new numerical routines need to be included to allow a complete simulation: 
. Free surface modelling to model wave effects accurately. This would be based on 
an ALE (Arbitrary Lagrangian-Eulerian) approach. 
. A smooth constitutive model for the non-Newtonian viscosity tensor to enable 
accurate and stable modelling of the shear rates at the interface layer with a high 
resolution. This is the main reason for having developed an h-adaptive code. 
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Fluid Mud Layer 
Figure 6.1: Stratified two layer flow showing density and velocity profiles. Symbols: p 
- density, u - velocity, z - location. 
• Special time dependent and consistent boundary conditions to enable wave 
generation and creation of periodic flows to model wave and tide action. 
Successful implementation of the above capabilities would enable the code to model 
interfacial waves accurately enough for the mechanisms of entrainment to be studied 
and quantified. 
6.2.2 High level development 
The biggest problem identified in the conclusions was the lack of computational power 
or more specifically the substantial computational demand involved in solving large 
complex problems. There are two distinct approaches to handle this problem: 
Reduce the demand on computing power - Optimise the code to run more efficiently, 
installing an iterative solver and a structured mesh generator with adaptive mesh 
enrichment. 
Increase computing power available - Use a more powerful computer to execute the 
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serial program or parallelise the code and run it on a parallel computer. 
Both of these approaches and the possibility of extending the program to model three 
dimensions are explored in the next section. 
Solution of non positive definite, non symmetric, sparse matrices 
The current program employs a frontal solver using Gaussian elimination with pivoting. 
It has proven to be a very robust method however computational costs escalate 
dramatically for large numbers of unknowns, Tsai and Lui [98] i.e. they vary with 
the square of the problem size. On the other hand an efficient preconditioned iterative 
solver requires less memory and solves the system of equations more rapidly. The 
computational effort varies linearly with the problem size, reducing the time taken for 
solution over the direct method [98]. This difference in time is accentuated for large 
numbers of unknowns. 
There are a host of Internet library sites for parallelised and serial iterative solvers 
(PETSc, PIM, NAG, SPARSKIT). 
If there is a drawback with iterative solvers it is that they are arguably not as stable 
and robust as some of the direct methods. An ideal solution module may contain an 
efficient, preconditioned iterative solver with a slower, robust direct solver on standby in 
case of non-convergence of the iterative method. Again, several online libraries exist for 




The prototype 2-D code supports h-adaptive unstructured mesh generation. The 
inclusion of a structured mesh generator would reduce computational demand 
minimum. The current error estimator has been derived for elliptic equations (diffusion 
problems only). Error estimation for hyperbolic equations (advection-diffusive 
problems) are much more complex and less readily available. An error indicator would 
be better suited to adaptive analysis as in this case mesh refinement is based upon 
the spatial variation of gradients of the target field variable (curvature) with no other 
mathematical implications. A multi-block mapping technique coupled with an elliptical 
grid generator could be implemented, allowing the creation of robust hexahedral 3-D 
meshes. 
Adaptive mesh enrichment can be easily incorporated into the mesh generation process. 
Data transfers between successive re-meshing would only be required for new nodal 
points and can be entrusted to a simple shape function interpolation algorithm. Error 
indication can be conducted on the geometric variation of the scalar field (mass 
concentration or temperature) i.e. the 2nd derivative (curvature) (Peraire et al [99]). 
Parallelisation 
The increase in computational demand due to a larger solution domain and therefore 
more unknowns necessitates parallelisation of the code. MPI, in this case, is the most 
efficient way of parallelising Fortran code for several reasons: 
. Most portable between different computer architectures 
. Most scalable 
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. Ensures best compatibility with other parallel libraries i.e. online resources 
MPI gives the user greater control over load balancing issues yielding a more efficient 
program compared to a code compiled using HPF tools. Parallelising a large Fortran 
program using MPI is not a trivial matter but familiarity with the serial code 
structure should alleviate most of the difficulties. Parallelisation of the mesh generator, 
preconditioner and solvers can be achieved by direct MPI conversion of the serial code 
or by using one of the parallelised Fortran code libraries. 
3-D Conversion 
There is experimental data readily available for a number of real estuaries, the Tamar, 
Trent, Severn, Thames, Humber and Oosterschelde. However, in order to simulate real 
estuarine and marine cohesive sediment transport the program has to be re-written to 
model 3 dimensional flow. 
The process of extending the original 2-D code to simulate 3-D flow necessitates 
substantial changes in the program structure and its supporting numerical algorithms, 
namely mesh generation and non-positive definite, non symmetric sparse matrix 
solution. 
3-D conversion of prototype Fortran code 
The governing PDE's, the Navier-Stokes, advection-diffusion and continuity equations 
need to be re-written to allow for the extra dimension. Free surface elevation modelling 
would also have to be included in the code to allow for the effects of wave and tide 
action. All existing geometry associated numerical schemes would also have to be 
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altered to take account of the spatial change; flocculation, turbulence, Non-Newtonian 
effects, error estimation for adaptivity, SU/PG and settling velocity calculation. 
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Program user manual 
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Module Function 
MODULEO Control variable input 
MODULE1 Handles adaptivity and re-meshing 
MODULE2 Reading in boundary conditions and preparation of arrays 
MODULE3A Assembly of Navier-Stokes equations 
MODULE313 Assembly of scalar-transport equations 
MODULE4c Frontal solver for Navier-Stokes equations 
MODULE41) Frontal solver for scalar-transport equations 
MODULE5A Convergence test for Navier-Stokes equation solution 
MODULE513 Convergence test for scalar-transport equation solution 
MODULE5C Grand convergence test 
MODULE6 Output results 
MODULE7 Cohesive sediment numerical routines 
Table A.1: Program modules 
A.1 Introduction 
This appendix sets out a 'user manual' for the program, detailing program structure 
and input/output file configurations. It gives information on the general structure 
and design of the program and details the function of individual components. it also 
displays input and output file templates and lists the primary input variables with 
typical values. 
A.2 Program overview 
The program has been written in a modular manner, meaning that any module can 
be replaced and not have an impact on the rest of the program. Table A.1 lists the 
modules and their functions. 
185 
A.3 Subroutine List 
Each module contains one or more subroutines that perform all the necessary program 
functions. 
AREAC - Calculates area of a triangle given its vertices 
BDENSY - Calculates the bulk density and volumetric concentration 
COSLXY - Calculates the outward normals for slip boundary conditions 
CGRAPH - Determines the type of constitutive relationship 
CONTROL - Enters control variables 
DIFFUS - Calculates elemental diffusion from turbulence for the scalar-transport 
equation 
DRCHLT - Apply fixed Dirichlet boundary conditions 
ERREST - Compare smoothed/approximated scalar fields and calculate new element 
sizes 
FLOC - Structure for flocculation calculations 
FONOCO - Forms elemental list of pointers and connectivity arrays 
FON00O2 - Forms elemental list of pointers and connectivity arrays 
FRONTS - Gaussian elimination solver 
GPC - Finds Gauss point coordinates 
GVOUT - Output data files for visualisation package 
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INDATA - Input boundary condition information 
INOROU3 - Enhanced check for enclosed node points 
INOROUH - Elemental check for enclosed node points 
INTERS - Calculates the point of intersection of two given lines 
JACOBN - Calculates Jacobian matrix 
L2NORM - Calculates error norm 
LHSMAC - Left hand side matrix written out to disk for scalar-transport equation 
LHSMAT - Left hand side matrix written out to disk for Navier-Stokes equation 
LHSSET - Calculates the settling velocity boundary condition component 
LINCHK - Checks for node points on a line segment 
LINEQ - Calculates c-intercept of a given straight line 
LOCALC - Calculates local coordinates of new nodal points 
MATINV - Performs matrix inversion 
MATRNS - Assembles elemental matrices for Navier-Stokes equation 
MATRST - Assembles elemental matrices for Scalar-Transport equation 
MESH2D - Calculates all mesh characteristics 
MESHTR - Transfers old mesh to separate arrays 
MCHANGE - Determines exchange of mass been size class 
MIXLEN - Calculates mixing length 
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OPDISK - Open files for output 
OUTFIL - Provides link between program and visualisation program file structure 
OUTPUT - Output diagnostic information 
PETROV - Calculates artificial SUPG diffusion 
PETROG - Calculates geometrical qualities for PETROV 
PRESS - Interpolate pressure field onto midside nodes 
PREWRK - Prepare mesh dependent arrays 
RECOVL - Structure for super-convergent patch recovery routines 
RHSVNS - Assemble right hand side vector for Navier-Stokes equations 
RHSVST - Assemble right hand side vector for scalar-transport equations 
SCPR6 - Calculates coefficients for SPCOOR 
SCPR9 - Calculates coefficients for SPCOOR 
SPCOOR - Finds sampling point coords for super-convergent patch recovery 
SHAPE3 - Calculates shape functions and derivatives for 3 noded elements 
SHAPE4 - Calculates shape functions and derivatives for 4 noded elements 
SHAPE6 - Calculates shape functions and derivatives for 6 noded elements 
SHAPE9 - Calculates shape functions and derivatives for 9 noded elements 
SHAPEF - Prepare shape function arrays for program 
SETTLE - Calculates settling velocity 
TOMESH - Apply boundary conditions to mesh 
TRANSF - Transfer mesh data from old to new mesh 
TRUNCE - Calculates next time step size 
VISCOS - Structure for calculation of PT  and I2m  
VMATER - Calculates Vm and ,im 
VTURBT - Calculation of VT, jif and c 
Figures A.1 to A.15 show the modules linked together to form the main program and 
the subroutines contained within each module. Appendix B describes the main arrays 
and variables used in the program. 
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Figure A.1: Main program structure 1 
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A.4 Input file templates 
Input and output files have a very strict order as the input is list directed. Both input 
and output file templates are described. All variables are explained in appendix B. 
A.4.1 ADPINP.DAT 
IPETR, IOUTF, JADAP, IPETR2, IPRAD, INTRA 
TTIME, STIME, DTIME, THETA 
NITER, TOLER, NRST 
GAMMA, ALPH1, DTMAX, DTMIN 
PCENT, ELMIN, ELMAX 
GRAy, BETA, XFORC, YFORC 
DENSY, GRIT, VISCY 
SCHMDT, POWER, VKARM, BSTRT 
CTHRES, SRATE2, VISCO 
SHERY, SHERB 
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Main adaptive ioop 




Figure A.3: Main program structure 3 
Figure A.4: Subroutine structure of module 0 
193 
Figure A.5: Subroutine structure of module 1 
01 
 
Figure A.6: Subroutine structure of module 2 














IBOUN, TEMP(1), TEMP(2), TEMP(3), IDUM 
NUMT 
IBOUN, TEMP(1), TEMP(2), TEMP(3), IDUM 
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Figure A.8: Subroutine structure of module 3B 
Module4C 
fronts 
Figure A.9: Subroutine structure of module 4C 
Module4D 
fronts 
Figure A.10: Subroutine structure of module 4D 
Module5A 
l2norm 




Figure A.12: Subroutine structure of module 5B 
Module5C 
l2norm 
Figure A.13: Subroutine structure of module 5C 












Details on input for the mesh generator is presented in a manual written by Usmani 
[100]. 










XD(NDPT), YD(NDPT), VALD(NDPT) 
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A.5 Output file templates 
A.5.1 V.DAT 
NPOIN, 4, NSTEP, TIME, DTIME, IDMSH 
I, UNEW(I), VNEW(I), CNEW(I), P(I) 
M.DAT 
NELEM, NPOIN, NMATR, MDIM, NNODP, NSTEP 
TELEM, MTYPE(IELEM), INODP, LNODS(IELEM,INODP) 
I, COORD(I,1), COORD(I,2) 
A.5.3 ADPOU.RES 
TITLE 
IPETR, IOUTF, IADAP, IPETR2, IPRAD, INTRA 
TTIME, STIME, DTIME, THETA 
NITER, TOLER, NRST 
GAMMA, ALPH1, DTMAX, DTMIN 
PCENT, ELMIN, ELMAX 
GRAy, BETA, XFORC, YFORC 
DENSY, GRIT, VISCY 
SCHMDT, POWER, VKARM, BSTRT 
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CTHRES, SRATE2, VISCO 
SHERY, SHERB 


















Variable Range Typical Variable ] 	Range ] 	Typical 
IPETR 0/1 1 - IOUTF 1-00 1 
IADAP 0/1 1 - IPETR2 0/1 0 
IPRAD 1-00 2 - INTRA 0/1 0 
TTIME 0.0-oo N/A - STIME 0.0-00 N/A 
DTIME 0.0-oo N/A - THETA 0.0-1.0 1.0 
NITER 1-00 10 - TOLER 0.0-00 0.001 
NRST 1-00 2 - GAMMA 0.0-00 0.1 
ALPH1 0.0-oo 0.01 - DTMAX 0.0-00 10.0 
DTMIN 0.0-oo 0.0 - PCENT 0.0 - 1.0 0.2 
ELMIN 0.0-oo 0.01 - ELMAX 0.0-00 0.3 
GRAV 0.0-oo 9.813 - BETA 0.0-1.0 5.OE-4 
XFORC 0.0-oc 0.0 - YFORC 0.0-00 0.0 
DENSY 0.0-oo 1000.0 - CRIT 0.0-00 0.0 
VISCY 0:0-00 0.001 SCHMDT0.0-oo 
POWER 0.0-1.0 -1.0 - VKARM 0.0-00 2.41 
BSTRT 0.0-oo 3.0 - CTHRES 0.0-00 * 
SRATE2 0.0-oo * - VISCO 0.0-00 * 
SHERY 0.0-oo * - SHERB SHERY-oo * 
PSEDI 0.0-oo 2300.0 - DIME 1.0-3.0 2.0 
ALPHA 0.0-1.0 0.05 - DIFFN 0.0-00 9.813E-6 
NCDPT 0-oo 0 
Table A.2: Variable ranges 
A.6 Variable Ranges 
Table A.2 shows the numerical range for most of the important input variables. Table 
A.3 shows the input/output streams. 
A.6.1 Input/Output CHANNELS 
The program uses several input/output streams for program diagnostics and results. 
Table A.3 shows the stream number, name and purpose. 
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Unit J Filename Purpose 
1 matrix.res diagnostic output 
2 unformatted elemental matrices 
4 unformatted normalised equations 
7 adpou.res control data and convergence output 
11 GEOMET.DAT geometry data input 
12 ADPINP.DAT main input file 
13 generr.res mesh generation log 
14 DENSIT.DAT mesh density input 
15 velorest restart data file 
64 m.dat mesh data file output 
65 v.dat variable data file output 
Table A.3: Input/output channels 
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Appendix B 
Program array glossary 
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Glossary 
This appendix lists all the important variables used in the program. Subroutine names 
are shown in capitals and variable names in bold capitals. N-S and S-T are taken to 
be short-hand for the Navier-Stokes and scalar transport equations respectively. 
ALPH1 
Parameter used in auto-sized time step selection 
ALPHA 
Cohesion coefficient used in MCHANGE 
AREAT(MGAUS) 
Product of elemental area and weighting function 
AREAW(MGAUS) 
Weighting factors at each Gauss point 
ARTURB (MELEM) 
Turbulent diffusivity coefficient at each element 
ARWET(MGAUS,MELEM) 




Fixed variable boundary value vector 
BOUDVC(MTOTV) 
Fixed variable boundary value vector for S-T 
B STRT 
Constant used in mixing length calculation 
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BULKM(MPOIN) 
Bulk density at each node 
C(MPOIN,NUMCN) 
Midpoint method value, of q-sca1ar 
CARLG(MDIM,MNODL*MGAUS*MGAUS) 
Linear global shape function derivatives 
CARPG(MDIM,MNODP*MGAUS*MGAUS) 
Parabolic global shape function derivatives 
CARTL(MDIM,MNODL) 
Linear global shape function derivative at one gauss point 
CARTP(MDIM,MNODP) 
Parabolic global shape function derivative at one gauss point 
CCONI(NUMCN) 
Initial value for i-sca1ar 
CFIX(MPOIN) 
Temporary array for CNEW used in fixing boundary conditions 
CGRDX(MPOIN) 
Concentration gradient w.r.t. the x-direction 
CGRDY(MPOIN) 
Concentration gradient w.r.t. the y-direction 
CLAST(MPOIN,NUMCN) 
Initial value of 5-scalar for current time step 
CKB(NUMCN,NUMCN) 
Collision frequency function for Brownian motion 
CKD(NUMCN,NUMCN) 
Collision frequency function for differential settling 
CKI(NUMCN,NUMCN) 
Collision frequency function for inertial encounters 
CKS(NUMCN,NUMCN) 
Collision frequency function for fluid shear 
CKT(NUMCN,NUMCN) 
Total collision frequency function 
CMASS(MPOIN,NUMCN) 
Massic concentration for each node/size class 
CMFXED(MPNOD) 
Fixed values of mass boundary conditions 
CN(MPOIN,NUMCN) 
Value of 4-scalar for previous time step 
CNEW(MPOIN,NUMCN) 
Value of q-sca1ar for current time step 
CNOW(MP OIN) 
Temporary array for CNEW used in matrix assembly 
CNR(MNODP) 
Value of -sca1ar at each node in a given element 
CNSAV1(NUMCN) 
Value of previous convergence norm for grand iteration q-sca1ar 
CNSAV2(NUMCN) 
Value of current convergence norm for grand iteration -sca1ar 
CNTOT 
Summed value of buoyancy term in N-S equations 
AIJ 
CO(MPOIN) 
Temporary array for 0 used in matrix assembly 
CONC(MNODP) 
Value of -sca1ar at each node in a given element 
CONCBC(MCDPT,NUMCN) 
Values of 0-sca1ar to be applied as Dirichiet boundary condition 
CONCEN(MPOIN) 
Value of -sca1ar used in error estimation for adaptivity 
CONCFX(MCDPT) 
Temporary array for CONCBC 
CONEW(MPOIN) 
Temporary array used for TRANSF 
CONE(MNODP,NUMCN) 




Gauss point coordinates for error recovery 
CPFIX(NUMCN,MPNOD) 
Mass profile fixed at boundary conditions 
CRIT 
Critical value of q-scalar for buoyancy calculations 
CSTOT(MPOIN) 
Total value of q-scalar at each node 
CTEST(MPOIN) 
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Value of -sca1ar tested for convergence 
CTHRES 
Threshold value of concentration for Non-Newtonian behaviour 
CVNRM1 
Value of convergence norm for S-T iteration q-scalar 
CNEW(MPOIN) 
Temporary array for CNEW used in mesh transfer 
COLD(MPOIN) 
Temporary array for CN used in mesh transfer 
DENSY 
Density of the suspending fluid 
DERIV(MDIM,MNODP) 
Derivative of shape functions 
DERVL1(MNODL,MGAUS,MELEM) 
Linear global shape function derivatives for mesh w.r.t x-axis 
DERVL2(MNODL,MGAUS,MELEM) 
Linear global shape function derivatives for mesh w.r.t y-axis 
DERVQ1(MNODP,MGAUS,MELEM) 
Parabolic global shape function derivatives for mesh w.r.t x-axis 
DERVQ2(MNODP,MGAUS,MELEM) 













Shape function derivative for Neumann boundary conditions. 
DTIME 
Current time step 
DUMMY(MPOIN) 
Temporary array used for TRANSF 
DTMAX 
Maximum permitted time step 
D TMIN 
Minimum permitted time step 
DTSTOR(300) 
Stored values of DTIME for gradient analysis 
DUMMY(MPOIN) 
Dummy array for mesh data transfer 
EHNEW(MPOIN) 
Predicted element sizes around nodal points 
EHOLD(MELEM) 
Previous element sizes 
ELARE(MELEM) 
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Sum of AREAT for each element 
ELM AX 
Maximum size of element permitted 
ELMIN 
Minimum size of element permitted 
EMM(MPLACE,MPLACE) 
N-S element mass matrix 
EMMC(MNODP,MNODP) 
S-T element mass matrix 
EPRHSC(MTOTV) 
S-T global right hand side vector 
EPRHSL(MTOTV) 
Temporary storage for N-S global right hand side vector 
EPRHSN(MTOTV) 




Equivalent floc diameter from hindered settling for floc calculations 
ERDOM 
Average norm error in the whole domain 
ERELM(MELEM) 
Relative norm errors in each element 
ERHSC(MNODP) 
Local right hand side vector for -sca1ar 
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ERHSU(MNODP) 
Local right hand side vector for U-vector 
ERHSV(MNODP) 
Local right hand side vector for V-vector 
ERMAX 
Maximum value of ERELM 
ERNOD (MPOIN) 
Average norm error for one element 	- - 
ERNOR(MELEM) 
Square of norm errors in each element 
ERSRT 
Calculated norm error for the mesh 
ESHAP(MNODP) 
Shape functions for Neumann boundary conditions 
ESM(MPLACE,MPLACE) 
N-S element stiffness matrix 
ESMC(MNODP,MNODP) 
S-T element stiffness matrix 
ESMRHC(MNODP,MNODP) 
S-T right hand side element stiffness matrix 
ESMRHS (MPLACE,MPLACE) 
N-S right hand side element stiffness matrix 
ETLOC(MPOIN) 





Time step modification factor 
FIXEDC(MBOUN,NUMCN) 
Temporary array for FIXEDCC 
FIXEDCC(MBOUN) 
Value of -scalar Dirichiet boundary condition 
FIXEDU(MBOUN) 
Value of U-vector Dirichiet boundary condition 
FIXED V(MBOUN) 
Value of V-vector Dirichiet boundary condition 
FLOCD(NUMCN) 
Floc density for each size class 
FLUM(MPLACE,MPLACE) 
Current element fluid matrix 
FLUXE(MELEM,MNODP) 
Specified Neumann diffusive flux 
FNBCN(MBPLN,3) 
Holds the parabolic equation for the normal traction boundary condition 
FNBCT(MBPLN,3) 
Holds the parabolic equation for the tangential traction boundary condition 
FNMBC(MBPLN,3) 
Holds the parabolic equation for the Neumann diffusive flux boundary condition 
FORCEX(MELEM,MNODP) 
Global force vector in the x-direction for traction boundary conditions 
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FORCEY(MELEM,MNODP) 
Global force vector in the y-direction for traction boundary conditions 
GAMMA 
Parameter used in auto-size time step selection 
GFLUM(MFRON,MFRON) 
Grand assembled fluid matrix 
GRADX(MPOIN) 
Recovered nodaLvalue of 0-sca1ar gradient w.r.t xaxis 
GRADY(MPOIN) 
Recovered nodal value of -sca1ar gradient w.r.t y-axis 
GRAV 
Acceleration due to gravity 
GVDAT(200) 
Output files for variable data 
GXLOC(MPOIN) 
Values of concentration gradient used in discontinuity capturing 
GYLOC(MPOIN) 
Values of concentration gradient used in discontinuity capturing 
HEIGHT 
Height of the flow domain 
HX(MPOIN) 
Geometrical parameter associated with SU/PG calculations 
HY(MPOIN) 
Geometrical parameter associated with SU/PG calculations 
GVMES(200) 
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Output files for mesh data 
IADAN 
Pre-Adaptivity indicator: 0 - no adaptivity, 1 - adaptivity 
IADAP 
Adaptivity indicator: 0 - no adaptivity, 1 - adaptivity 
IBOUN 
Boundary on which a traction boundary condition is to be applied 
IBSET(MBPLN) 
Indicates deposition/free surface boundaries for settling velocity 
ICALL 
INDATA call indicator: 0 - INDATA not called, 1 - INDATA called 
ICOAR 
Mesh indicator: 0 - do not coarsen, 1 - coarsen 
ICONT(MPOIN) 
Records the order elements are operated on in ERREST 
ICORNC 
Number of 0-sca1ar corners with Dirichiet boundary conditions 
ICORNU 
Number of U-velocity corners with Dirichiet boundary conditions 
ICORNV 
Number of V-velocity corners with Dirichlet boundary conditions 
ICOUNT 
Counter for time step truncation method 
ICSAMP(NUMCN) 
q-scalar convergence indicator array 
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IDMSH 
Indicator linking the mesh with the solution 
IDORM(NUMCN) 
Indicator of size class dormancy: 0 - dormant, 1 - not dormant 
IDT 
Temporary array for ITER 
IDUM 
Indicates axes orientation for traction boundary conditions 1 - x, 2 - y 
IFCON 
Indicates the number of times the solution has been restarted 
IFFIX(MPOIN) 
Temporary array indicating fixed variable nodes 
IFFIXC(MPOIN,NUMCN) 
Array indicating fixed qf-scalar nodes 
IFFIXP(MPOIN) 
Array indicating fixed P-scalar nodes 
IFFIXU(MPOIN) 
Array indicating fixed U-vector nodes 
IFFIXV(MPOIN) 
Array indicating fixed V-vector nodes 
IFIRST 
Indicator used in adaptivity 
IFLAG(MPOIN) 
Array indicating whether a node has a pressure variable 
IFLBN(MPOIN) 
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Array indicating whether a node is on the domain boundary 
IFLMN(MPOIN) 
Array indicating whether a node mid-sided or centred in the element 
IFLOC 
Indicator for flocculation: 0 - no flocculation, 1 - flocculation 
IFNBCN(MBPLN) 
Indicator for normal traction boundary condition 0 - none, 1 - x-orientation, 2 - 
y-orientation 
IFNBCT(MBPLN) 
Indicator for tangential traction boundary condition 0 - none, 1 - x-orientation, 2 - 
y-orientation 
IFRNT 
Indicator for frontal optimisation: 0 - no optimisation, 1 - optimisation 
IHIND 
Indicator for hindered settling calculations 
ILAMN 
Indicator for viscosity: 0 - not laminar, 1 - laminar 
ILNST 
Indicator for linear S-T: 0 - not linear, 1 - linear 
ILTER 
Maximum number of iterations taken for any q-scalar class 
IMCHN 
Holds the current mesh output file number 
INDCA 
N-S convergence indicator: 0 - not converged, 1 - converged 
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INDCCA(NUMCN) 
S-T convergence indicator: 0 - not converged, 1 - converged 
INDGIT 
Grand iteration convergence indicator: 0 - not converged, 1 - converged 
INEUM 
Indicator for traction boundary conditions 
INEUMS 
-Indicator for Neumanndiffusive flux boundary conditions 
INEWT 
Indicator for Non-Newtonian flow: 0 - Newtonian, 1 - Non-Newtonian 
INIT 
Indicates the first cycle through initial condition allocation 
INITR 
Indicates the first cycle through module 1 for mesh generation 
INTRA 
Output indicator: 0 - output to file, 1 - output to screen 
IOCUR(MPOIN) 
Stores number of valid nodes for recovery routine 
IOUTF 
Output frequency of data files for post-processor 
IOUTM 
Current mesh output file number 
IPETR 
SU/PG indicator: 0 - no SU/PG, 1 - SU/PG 
IPETR2 
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Discontinuity capturing indicator: 0 - no DC, 1 - DC 
IPRAD 
Pre-adaptive cycle indicator and counter 
IPRSET 
Pressure datum indicator 
IREST 
Restart facility switch: 0 - off, 1 - on 
--ISECND 	 - --• 
Indicator used in adaptivity 
ISETT 
Indicator for Settling Velocity: 0 - no settling, 1 - settling 
ISIGN 
Indicator used to skip node appearance sequence in FRONTS 
ISLIP(MBPLN) 
Boundary indicator for slip boundary conditions 
ISLVE 
Indicates which solver is being used 
ITOT 
Indicates slip boundary conditions 
ITCHN 
Holds the current variable output file number 
ITER 
Current iteration count for N-S equations 
ITERC (NUMCN) 
Current iteration count for S-T equations 
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ITERG 
Current iteration count for Grand Convergence loop 
ITRAD 
Number of adaptive cycles performed 
IT RU N C 
Indicator for time truncation method 
ITURB 
Indicator for turbulence: 0 - no turbulence, 1 - turbulence 
J 
Integer used to allot pressure values from VARB1 
JELOC(MPOIN) 
The local eta-coordinate of a new node point 
KELRM 
Element that contains the largest value of ERLEM 
L 
Integer used to allot U-vector values from VARB 1 
LBOUD(MTOTV) 
Array indicating if a variable has a fixed value 
LBOUDC(MTOTV) 
Array indicating if a variable has a fixed value for S-T 
LHEDV(MFRON) 
Heading vector used in FRONTS 
LHEDVC (MFRON) 
Heading vector used in FRONTS for S-T 
LNODS(MELEM,MNODP) 
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Nodal connectivity array 
LOCEL(MPLACE) 
Vector relating a local variable to its global numbering 
M 
Integer used to allot V-vector values from VARB 1 
MBOUN 
Maximum number of boundary conditions 
-MBPLN 	-. 
Maximum number of boundary segments 
MCDPT 
Maximum number of points defining property variations 
MDENS 
Maximum number of points defining material variations 
MDIM 
Maximum number of dimensions 
MELEM 
Maximum number of elements in the mesh 
MFRON 
Maximum size of front 
MGAUS 
Maximum number of gauss points 
MNODL 
Maximum number of nodes in a linear element 
MNODP 
Maximum number of nodes in a parabolic element 
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MPLACE 
Maximum number of variables in a parabolic element 
MPNOD 
Maximum number of nodes on a boundary segment 
MPOIN 
Maximum number of nodes in the mesh 
MPROF 
- 	- 	1i-idicatorfor fixed profile mass -boundary -conditions 	 - 
MTOTV 
Maximum number of variables in the mesh 
MTYPE (MELEM) 
Maximum number of material types 
Current q-scalar class 
NADFMC (MP OIN) 
Global D.O.F. number for the 1st q5-scalar D.O.F. at that node 
NADFMN(MPOIN) 
Global D.O.F. number for the 1st D.O.F. at that node 
NBCDC (NUMCN) 
Number of different values of Dirichiet boundary condition for concentration 
NBCDU 
Number of different values of Dirichiet boundary condition for U-Velocity 
NBCDV 
Number of different values of Dirichlet boundary condition for V-Velocity 
NBCFCC (MBPLN) 
224 
Temporary array for NBCFOC used in fixing boundary conditions 
NBCFOC(MBPLN,NUMCN) 
Array linking q-scalar Dirichlet boundary condition value and a boundary corner 
NBCFOU(MBPLN) 
Array linking U-vector Dirichlet boundary condition value and a boundary corner 
NBCTC(MBPLN,NUMCN) 
Array linking q5-scalar Dirichiet boundary condition values and boundary segments 
NBCFOV(MBPLN) 
Array linking V-vector Dirichiet boundary condition value and a boundary corner 
NBCTCC(MBPLN) 
Temporary array for NBCTC 
NBCTU(MBPLN) 
Array linking U-vector Dirichlet boundary condition values and boundary segments 
NBCTV(MBPLN) 
Array linking V-vector Dirichlet boundary condition values and boundary segments 
NBELE(MBPLN,MPNOD) 
Element number of each element on each boundary segment 
NBELF(MBPLN,MPNOD) 
Face number of the external face of each element on each boundary segment 
NBELN(MBPLN) 
Number of elements on each boundary segment with one face on the boundary 
NBELT(MBPLN,MPNOD) 
Auxiliary array for NBELE 
NBPLN 
Number of boundary segments in the domain 
225 
NBPOI(MBPLN) 
Number of nodes on each boundary segment 
NBREF(MBPLN,MPNOD) 
Node number of each node on each boundary segment 
NBRET(MBPLN,MPNOD) 
Auxiliary array for NBREF 
NCDPT 
Number of points defining property variations 
NCONO(MELEM,MNODP) 
Nodal connectivity array from previous mesh 
NCONC(MELEM,MNODP) 
Nodal connectivity array from current mesh indicating the last appearance of each 
node 
NDENS 
Number of points defining material variations 
NDEST(MPLACE) 
Vector indicating position in the front width relating to the current local variable 
NDFEP(MNODP) 
Local D.O.F. number for the pressure variable at that node 
NDFEU(MNODP) 
Local D.O.F. number for the U-velocity at that node 
NDFEV(MNODP) 
Local D.O.F. number for the V-velocity at that node 
NEFLAG (MP OIN) 
Elemental flag for slip boundary conditions 
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NELEM 
Number of elements in the mesh 
NELNO(MPOIN) 
Local node numbers associated with elements on a slip boundary 
NEVABC 
Number of S-T D.O.F. in an element 
NEVABN 
Number of N-S D.O.F. in an element 	 - 
NEWEL(MELEM) 
Array used in front optimisation after mesh generation 
NEWNO(MPOIN) 
Array used in profile optimisation after mesh generation 
NFIXBC(NUMCN) 
Number of q-scalar fixed boundary conditions 
NFIXBU 
Number of U-vector fixed boundary conditions 
NFIXBV 
Number of V-vector fixed boundary conditions 
NFIXDC(MBOUN,NUMCN) 
Node number on a -scalar fixed boundary 
NFIXDCC(MBOUN) 
Temporary array for NFIXDC used in fixing boundary conditions 
NFIXDU(MB OUN) 
Node number on a U-vector fixed boundary 
NFIXDV(MBOUN) 
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Node number on a V-vector fixed boundary 
NFL AG (MELEM) 
Array used in mesh generation 
NGASB 
Number of gauss points for the boundary 
NGAUS 
Number of gauss points for the element 
NITDN- 
Iteration number at or above which time step size is decreased 
NITER 
Maximum number of iterations permitted 
NITRA 
Maximum number of adaptive cycles allowed 
NITUP 
Iteration number at or below which time step size is increased 
NMATR 
Number of materials 
NNODL 
Number of nodes in a linear element 
NNODP 
Number of nodes in a parabolic element 
NNPFC 
Number of nodes per element face 
NODEL(MPOIN,MNODP) 
Link for local and global node numbers for slip boundary conditions 
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NODFMC(MPOIN) 
Number of S-T D.O.F. at each node 
NODFMN(MPOIN) 
Number of N-S D.O.F. at each node 
NOFLAG(MPOIN) 
Nodal flag for slip boundary conditions 
NOPP (NUMCN) 
- - 	Number of elemental particles-for a floc in a. size class-.  
NPOIN 
Number of nodes in the mesh 
NPRAD 
Pre-adaptive loop indicator for BDENSY routine 
NRST 
Iteration number at which the Newton Raphson method should be applied 
NSTEP 
Number of current time step 
NSWIT 
N-S switch: 0 - N-S and S-T, 1 - only N-S 
NTOTV 
Number of D.O.F. in the mesh 
NUMBC 
Boundary segment number on which a -sca1ar fixed boundary conditions is to be 
applied 
NUMBFC 




Boundary corner number on which a U-velocity fixed boundary conditions is to be 
applied 
NUMBFV 
Boundary corner number on which a V-velocity fixed boundary conditions is to be 
applied 
-- 	NUMBU 
Boundary segment number on which a U-velocity fixed boundary conditions is to be 
applied 
NUMB V 
Boundary segment number on which a V-velocity fixed boundary conditions is to be 
applied 
NUMC 
Number of boundary segments on which -scalar fixed boundary conditions are to be 
applied 
NUMCC 
q-scalar fixed boundary condition number for boundary segments 
NUMCFC 
q5-scalar fixed boundary condition number for corners 
NUMCFU 
U-velocity fixed boundary condition number for corners 
NUMCFV 
V-velocity fixed boundary condition number for corners 
NUMCN 
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Number of different q-sca1ar classes 
NUMCU 
13-velocity fixed boundary condition number for boundary segments 
NUMCV 
V-velocity fixed boundary condition number for boundary segments 
NUMMY 
Temporary array for restart facility 
NUMN 
Number of boundary segments on which normal traction boundary conditions are to 
be applied 
NUMS 
Number of boundary segments on which Neumann diffusive flux boundary conditions 
are to be applied 
NUMT 
Number of boundary segments on which tangential traction boundary conditions are 
to be applied 
NUMU 
Number of boundary segments on which U-velocity fixed boundary conditions are to 
be applied 
NUMV 
Number of boundary segments on which U-velocity fixed boundary conditions are to 
be applied 
NVARC (MPOIN) 
Global D.O.F. number for the qi-scalar at that node 
NVARP (MP OIN) 
231 
Global D.O.F. number for the pressure at that node 
NVARU(MPOIN) 
Global D.O.F. number for the U-velocity at that node 
NVARV(MPOIN) 
Global D.O.F. number for the V-velocity at that node 
P(MPOIN) 
Value of Pressure 
PCENT 	 - 
The target error to be reached by adapting meshes 
PERCENT(NUMCN) 
Percentage of mass at each point on a boundary 
PERMI(MELEM) 
Calculated element sizes 
PN(NUMCN) 
Number of flocs in each size class at a node 
PNN(NUMCN,NUMCN) 
Number of newly generated flocs 
PNORM(MFRON) 
Normalised pivotal equation 
POSGB(MGAUS) 
Position of gauss sampling points in local coordinates 
POSGX(MGAUS) 
Position of gauss sampling points w.r.t. the x-axis 
POSGY(MGAUS) 
Position of gauss sampling points w.r.t. the y-axis 
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Power applied to mixing length equation 
PS 
Grain density allowing for organics 
RHSLOC(MNODP) 
Contribution of the right hand side mass and stiffness matrices to the S-T right hand 
side vector 
- - RHSLOCN(MPLACE) 
Contribution of the right hand side mass and stiffness matrices to the N-S right hand 
side vector 
RLOC2(MNODP) 
Local values of 0-scalar for right hand side multiplication 
RLOC2N(MPLACE) 
Local values of velocity vectors for right hand side multiplication 
ROTAT(MPLACE,MPLACE,MELEM) 
Rotation matrix for elements on slip boundary condition 
RUMMY 
Temporary real number for restart facility 
SCHMDT 
Turbulent Schmidt number 
SETOLD(MPOIN) 
Old values of settling velocity 
SETTV(MPOIN) 
Value of settling velocity 
SGRDX(MELEM,MGAUS) 
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Smoothed value of the q5-scalar gradient w.r.t. x at gauss points 
SGRDY(MELEM,MGAUS) 
Smoothed value of the -sca1ar gradient w.r.t. y at gauss points 
SHALG(MNODL*MGAUS*MGAUS) 
Matrix holding all sampling point shape functions for a particular linear element 
SHAPE(MNODP) 
Shape functions at a particular sampling point 
- - 	SHAPF.L(MNODL,MGAUS,MELEM) 
Global version of SHALG 
SHAPFQ(MNODP,MGAUS,MELEM) 
Matrix holding all sampling point shape functions for a particular parabolic element 
SHAPG(MNODP*MGAUS*MGAUS) 
Global version of SHAPG 
SHAPL(MNODL) 
Linear shape functions at a particular sampling point 
SHAPP(MNODP) 
Parabolic shape functions at a particular sampling point 
SHERY 
Shear stress associated with movement in a Bingham plastic 
SHERB 
Shear stress associated with linear behaviour in Bingham plastic 
SOURC 
Value of source term for the S-T equation 
SPN(NUMCN) 
Holds number of newly created flocs 
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SRATE2 
Shear rate associated with linear phase of Non-Newtonian behaviour 
SR(NUMCN) 
Radius of floes in each size class 
SS(NUMCN) 
Diameter of floes in each size class 
STIME 
-Starting-time--for -transientflow - - - - 	- 	---.-- - 
STOREC(MPOIN,NUMCN) 
Negative values of CNEW array 
SUMMY(MPOIN,NUMCN) 
Temporary array for restart facility 
SVSMAT(MPOIN) 
Kinematic material viscosity 
SVSTOT(MPOIN) 
Total kinematic viscosity 
SVSTUR(MPOIN) 
Turbulent kinematic viscosity 
TEMP (3) 
Holds values of parabolic equation for traction boundary condition 
TEMP (MNODP,MNODP) 
Temporary storage of the right hand side matrices for S-T 
TEMP1(MNODP,MNODP) 
Temporary storage of the left hand side matrices for S-T 
TEMP1N(MPLACE,MPLACE) 
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Temporary storage of the left hand side matrices for N-S 
TEMPL (MPLACE,MPLACE) 
Temporary storage of the right hand side matrices for N-S 
TEMPL2 (MPLACE,MPLACE) 
Temporary storage of the right hand side matrices for N-S 
TEMPN(MPLACE,MPLACE) 
Temporary storage of the right hand side matrices for N-S 
- 	 T-ENER(MELEM) 
Mass flow dissipation in each element 
TGRDX(MELEM,MGAUS) 
Actual value of the 0-sca1ar gradient w.r.t. x at gauss points 
TGRDY(MELEM,MGAUS) 
Actual value of the 4-scalar gradient w.r.t. y at gauss points 
THETA 
Time stepping scheme selector for transient problems 
S-DII  
Current time elapsed 
TMASS(MPOIN) 
Total mass concentration at each node point 
TOLER 
Tolerance to which solution must converge 
TTIME 
Total time for simulation 
U(MPOIN) 
Midpoint method value, of U-vector 
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UGRDX(MPOIN) 
U-velocity gradient w.r.t. x-direction 
UGRDY(MPOIN) 
U-velocity gradient w.r.t. y-direction 
ULAST(MPOIN) 




Value of U-velocity for previous time step 
UNEW(MPOIN) 
Value of U-velocity for current time step 
UNR(MNODP) 
Value of U-velocity at each node in a given element based on UNEW 
UVEL(MNODP) 
Value of U-velocity at each node in a given element based on U 
UVELBC(MCDPT) 
Value of U-velocity to be applied as Dirichiet boundary condition 
U YELl 
Initial value of U 
UVELO(MPOIN) 
Temporary array for UNEW used in Petrov-Galerkin calculations 
UVNRM1 
Value of convergence norm for N-S iteration U-vector 
UVNRMC 
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Stored value of UVNRMG for time truncation calculations 
UVNRMG 
Value of Grand convergence norm for N-S iteration U-vector 
UVNRMO 
Stored value of UVNRMG for time truncation calculations 
V(MPOIN) 
Midpoint method value, of V-vector 
VARB1(MTOTV) 
Array holding all calculated values of primitive variables 
VF(MNODP) 
Temporary array for SETTV 
VFIXD (MPOIN) 
Temporary array for VFIXDC, VFIXDU, VFIXDV 
VFIXDC(MPOIN,NUMCN) 
q5-scalar value corresponding to the fixed boundary condition nodes 
VFIXDP (MPOIN) 
P-pressure value corresponding to the fixed boundary condition nodes 
VFIXDU(MPOIN) 
U-vector value corresponding to the fixed boundary condition nodes 
VFIXDV(MPOIN) 
V-vector value corresponding to the fixed boundary condition nodes 
VGRAD(MPOIN) 
Absolute values of U-velocity gradient w.r.t. y-direction 
VISCO 
Viscosity for the first phase of Bingham plastic behaviour 
VIsci 
Viscosity for the second phase of Bingham plastic behaviour 
VISCOS(MNODP) 
Temporary array for VISCY used in matrix formulation 
VISCY(MPOIN) 




Value of material viscosity at each node in a given element 
VIST(MNODP) 
Value of turbulent viscosity at each node in a given element 
VISMAT(MPOIN) 
Dynamic material viscosity 
VISTUR(MP OIN) 
Turbulent dynamic viscosity 
VLAST(MPOIN) 
Initial value of V-vector for current time step 
VLOC(MPOIN) 
Value of V-velocity in local directions 
VKARM 
Von Karman's constant 
VN(MPOIN) 
Value of V-vector for previous time step 
VNEW(MPOIN) 
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Value of V-vector for current time step 
VOL(NUMCN) 
Volume of a floc in each size class 
VOLCOF(MPOIN) 
Volumetric concentration of flocs 
VOLCOP(MPOIN) 
Volumetric concentration of particles 
- - VTOT(MPOIN 
Total value of V-velocity if settling velocity is present 
VNR(MNODP) 
Value of V-vector at each node in a given element based on VNEW 
VVEL(MNODP) 
Value of V-vector at each node in a given element based on V 
VVELBC(MCDPT) 
Value of V-vector to be applied as Dirichiet boundary condition 
VVELI 
Initial value of V 
VVELO(MPOIN) 
Temporary array for VNEW used in Petrov-Galerkin calculations 
VVNRM1 
Value of convergence norm for N-S iteration V-vector 
VVSAV1 
Value of Grand convergence norm for N-S iteration V-vector 
VVNRMC 
Stored value of VVNRMG for time truncation calculations 
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VVNRMG 
Value of Grand convergence norm for N-S iteration V-vector 
VVNRMO 
Stored value of VVNRMG for time truncation calculations 
WEIGB(MGAUS) 
Gauss weighting factors at sampling points 
WEIGP(MGAUS) 
Gauss -weighting factors at sampling points for elements 
XCORD(MNODP) 
X-coordinate of nodal points 
XDENS(MPOIN) 
X-coordinates of all nodes transferred to the mesh generator for locating density points 
XILOC(MPOIN) 
The local xi-coordinate of a new node point 
XFORC 
Body force in the X direction 
XLEN(MPOIN) 
Mixing length at each node point 
XNORM(MPOIN) 
Unit normal on a slip boundary in the x-direction 
YCORD (MNODP) 
Y-coordinate of nodal points 
YDENS(MPOIN) 
Y-coordinates of all nodes transferred to the mesh generator for locating density points 
YFORC 
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Body force in the Y direction 
YNORM(MPOIN) 
Unit normal on a slip boundary in the y-direction 
ZC(MPOIN) 






This appendix contains algorithms and formulation for several important components 
of the program: mesh data transfer, Neumann and traction boundary conditions and 
slip boundary conditions. 
C.2 Mesh data transfer 
The process of adaptivity will ultimately change the spatial qualities of the mesh. 
Therein lies a problem: effectively transferring variable data associated with the old 
mesh onto the newly adapted mesh. This is accomplished by considering the spatial 
relationship of nodes in the new mesh and elements in the old mesh. 
Each new node must be placed in an old element, then on the basis of proximity to 
the old nodes in that element, new variable values are assigned to the new mesh node. 
The following method performs this using the local coordinates of the new node and 
the corresponding shape functions for the old element. This transfers the mesh data 
accurately ensuring continuity been each re-meshing cycle. 
C.2.1 Element location check 
There are two levels to this process 
. A bounding box check 
. A full element check 
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The bounding box check quickly discounts unsuitable elements. It requires the 
maximum and minimum x and y coordinates to determine if the new node lies within 




Figure C.1: Bounding boxes for triangular and quadrilateral elements 
Figure C.1 shows bounding boxes for the two types of element used in the program. 
If a node is found to lie within an element's bounding box, a further test is employed. 
This test determines if the new node lies within, or on the boundary of the old element. 
This is achieved by projecting a line to a prescribed distant point from the new node 
and finding how many times it cuts the sides of the element. If the line cuts an even 
number of times the node is considered outside of the element, if however, the line cuts 
an odd number of times the node is considered to be on the element boundary or inside 
the element. 
Once the surrounding element has been found the local coordinates of the new node 
can be calculated. 
C.2.2 Local coordinates calculation 
The method for finding local coordinates differs for triangular and quadrilateral 
elements. Area coordinates can be used to find local coordinate positions for triangular 
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elements while quadrilateral elements require several geometrical calculation steps. 
Figure C.2 shows the new node, surrounding element and the geometrical constructs 













Figure C.2: System of lines and points for a quadrilateral element 
The numbers 1 to 4 denote the corners of the element and the projection lines are 
dotted. The procedure involves calculating the equation for each side of the element in 
the form y = mx + c then determining the intersection points of sides 2 and 4, and 1 
and 3. Two lines can then be drawn, joining the new node P to the two intersection 
points A and B. The equations of these lines can then be calculated (lines 5 and 6). The 
intersection of lines 5 and side 2 generates coordinates for point a and the intersection 
of lines 6 and 1 gives the coordinates for point 3. The coordinates of these two points 
can be mapped onto the local and ij axis establishing the position of the new node 
point relative to the parent element. 




. If any two facing sides of the element are parallel there will be no point of 
intersection. 
. If the element contains a vertical side or if any of the projected lines are vertical 
this will produce an infinite gradient. 
These exceptions can occur separately or together so accurate checks are needed to 
identify them and deal with them effectively. 
Triangular elements can take advantage of area coordinates. Figiire C3 	hbvs the 
distribution of areas within the element relative to the new node point and Figure C.3 




Figure C.3: Area coordinates for triangular elements 
Lines can be drawn from the new node to the corners of the element, dividing the 
triangle into three. Each area Al, A2 and A3 sectioned off by these lines can be 
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calculated. The local coordinates are given by 
A3 	 (C.1) 
A2 	
(C.2) 
A is the -total-area of-the element; 
C.2.3 Data Interpolation 
Once the local coordinates have been found they can be used to calculate the 
contribution from every node in the element to the new node point. The local 
coordinates only need to be calculated once for the mesh and can be applied repeatedly 
to transfer multiple variable values. 
C.3 Neumann and Traction Boundary Conditions 
There are five distinct steps in calculating the effect of a Neumann or traction boundary 
condition on the flow with this particular method: 
. Define a parabolic distribution traction (or heat flux across the boundary). 
. Calculate local intensities at node points in each element on boundary. 
• Integrate local intensities to obtain forces in local directions ( - 




Figure C.4: Traction boundary conditions 
Add global forces into right hand side vector. 
C.3.1 Parabolic Distribution 
Figure C.3.1 shows a typical 6 noded element on a boundary subject to normal F and 
tangential F tractions. 
The distribution of traction across the, boundary and therefore the elements that 
constitute the boundary can be described by specifying three parameters to form a 
parabolic equation: 
Ii = ax2 +bx+c 	 (C.3) 




Figure C.5: Nodal intensities on elemental face 
C.3.2 Local intensities 
Figure C.3.2 shows a parabolic distribution of normal traction across an element face. 
The local nodal intensities are shown as f', 12 and  f. L is the side length of the 
element. 
C.3.3 Calculation of local nodal forces 
The next stage involves calculating nodal forces from the nodal intensities. This involves 
integration across the side of the element, yielding a force in the local direction of the 
element ( - ij). Integration can be achieved simply by applying a stencil 
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F1 	 4f1+2f2 - f3 
L 
F2 	= 
j :j  2f1+16f2+2f3 
F3 	 —11+212+413 
or if Ii = 12 = 13 then equation C.3.3 can be written as: 
F1 1 
fL 
12 = 4 
F3 1 
Where F2 is the value of F in the local directions ( - 
C.3.4 Calculate global forces 
A rotation matrix needs to be applied to forces at each node in local directions to 
obtain forces in global directions. This matrix can be written as: 
F. 	= 	cos8  —sinO 	F. 
Fy 	sin9 cosO 	F 
where 8 is the angle between local and global sets of axes. 
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C.3.5 Right hand side vector 
Once the forces have been established they can be added into the right hand side force 
vector and the primitive variables calculated. 
C.4 Slip boundary conditions 
In order to achieve specification of a normal or tangential component of velocity at a 
boundary not parallel to the x or y axis a different approach must be used. 
Engelman et al [101] present a technique that allows specification of both normal (un) 
and tangential (UT) boundary conditions velocities i.e. either UT free, u specified or u 
specified, 'u free on a boundary segment. This is achieved by rotating the local x - y 
coordinate system at each boundary node to coincide with the tangential and normal 




= nx u + nY V 
	
(C.5) 
where r and T are the direction cosines of the tangential velocity r and fix  and n, are 
the direction cosines of the normal velocity ri. If A is the angle between the local and 
global coordinate systems equations C.4 and C.5 can be re-written to give: 
UT 	= 	cosO  —SiflO 	U 
Un 	 sinG cos9 	v 







Figure C.6: Relationship between local and global axes 
on the basis that n and r are taken as positive into the element and anti-clockwise 
respectively. Figure C.4 shows the relationship between local (r - n) and global (x - y) 
coordinate systems. 
C.4.1 Assembling rotation matrix 
The method used for calculating the normal components nx and ny has to be flexible 
enough to allow for curved boundaries and irregular boundary geometries. Engelman 
et al [101] present a method capable of calculating normals in a consistent manner. For 
a given boundary node i the normals can be written as: 
flxi = 
f 
	 (C.6) flu  
nyi = 
flu fn Dy 	 (C.7) 
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2 
n = /([ —d1l"\ + "[ -dIl" 	 (C.8) 
Vjciôx 	I 	Ji9y 
This results in normals calculated consistently, calculated on mass conservation 
arguments for an incompressible medium. 
C.4.2 Application of rotation matrix 
The rotation matrix transforms global to local coordinate systems. Therefore the 
relationship between global and local velocities, U9 and ul respectively can be written 
as: 
UI = RU9 
	 (C.9) 
similarly the local/global right hand side vector can be written as: 
F i =RFg 	 (C.1O) 
Based on this premise the system of equations K gUg = Fg can be re-written as: 
RK9RTu1 = RFg (C.11) 
However solution of this system of equations yields values of local velocities UI. Global 
velocities can be obtained through multiplying by the transpose of R. (matrix R is 
orthogonal and therefore RT = R') 
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u 	cosO sin9 	UT 
v 	—sinO cosO 	U 
In summary there are four distinct stages to the method: 
	
- . Calculation- of n  and n, and assembly of R. 	- 
Pre and post multiplication of the stiffness matrix by R and RT  respectively 
(RKgRT ). 
• Multiplication of the right hand side vector by R. 
• Multiplication of the calculated local velocities UI by RT  to obtain velocities in 
global directions. 
Slip boundary conditions are achieved by setting Un = 0 and allowing UT to be free on 
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Abstract An li-adaptive finite element code for solving coupled Navier-Stokes and energy 
equations is used to solve the thermally driven cavity problem. The buoyancy forces are 
represented using the Boussinesq approximation. The problem is characterised by very thin 
boundary layers at high values of Rayleigh number (> 106).  However, steady state solutions are 
achievable with adequate discretisation. This is where the auto-adaptive finite element method 
provides a powerful means of achieving optimal solutions without having to pre-define a mesh, 
which may be either inadequate or too expensive. Steady state and transient results are given for 
six different Rayleigh numbers in the range 101 to 108  for a Prandtl number of 0. 71. The use of 
h-adaptivity, based on a posteriori error estimation, is found to ensure a very accurate problem 
solution at a reasonable computational cost. 
1. Introduction 
Thermally driven cavity flow has been used to validate computer fluid flow 
models for the last two decades; it is also an important flow problem in its own 
right. Simulating a large horizontal temperature difference across a vertical 
cavity has applications in nuclear reactor insulation, double glazing, predicting 
fire spread in buildings and dispersion of heat in estuaries. The thermal cavity 
problem has been extensively studied and solved for Prandtl number of 0.71 
(corresponding to an air filled cavity) over a range of Rayleigh numbers in a 
steady state (de Vahl Davis and Jones, 1983; Jones, 1979; Saitoh and Hirose, 1989; 
de Vahi Davis, 1983), and transient manner (Le Quere, 1991; Chenoweth and 
Paolucci, 1986; Paolucci and Chenoweth, 1989). Several researchers have solved 
this problem using Pr = 1.0 (Greshe et aL, 1979; Marshall et aL, 1978; Usmani, 
1991); however, Patterson and Imberger (1980) determined that the steady state 
result is independent of the Prandtl number, but the transient behaviour, and 
hence the approach to steady state, is not. De Vahl Davis and Jones (1983) invited 
researchers to submit solutions of the thermal cavity problem using Pr = 0.71. A 
complete set of results is available for comparison of flow data at Rayleigh 
numbers from 1CP to They concluded that, for a given problem and solution 
technique, mesh density controlled the accuracy of the results. 
They also concluded that, although there were accurate contributions from 
both the FEM and FDM, the former was by and large the better, giving better 
results at higher Rayleigh numbers. They also recommend that further work be 
HFF 	 h-adaptive 10,6 
solution of 
.5 
conducted on the selective refinement of the mesh in the region of the boundary h-adaptive finite 
layers, stressing that this would be important for high Rayleigh numbers. 	element solution 
Finally they report that Upson et al., who produced one of the best solutions, 
used the finite element method and had taken care to provide a high density of 
grid points in the wall and corner regions of the cavity. 
Solutions have been obtained for Rayleigh numbers of iO and 108  by a 
	
number of authors, for instance Saitoh and Hirose (1989), Le Quere (1991), 	 599 
Haldenwang (1986), Haldenwang and Labrosse (1986), Le Quere and De 
Roquefort (1985), but-the volume of publishedresults is considerably less than 
for the lower Rayleigh number cases. Solutions for Rayleigh numbers iO tolD 8 
will be presented in this paper and compared with the existing results. 
2. Governing equations 
The governing equations have been written for a constant density, incompressible 
Newtonian fluid using the Boussinesq approximation to model buoyancy: 
Continuity 
Vv=0 	 (1) 
where v represents the velocity. 
Navier-Stokes 
p 	+ v. Vv + VP = V IVy + (Vv)T1 - pg(T - T) (2) 
at 
subject to boundary conditions: 
F = Pn - 1JVv + (Vv)T1 . 	 (3) 
v = V(x,y,t) 	 (4) 
and initial conditions: 
v(t = 0) = v0 	with 	V VO = 0 	 (5) 
where u is the dynamic viscosity, g is the acceleration due to gravity, 3 is the 
volumetric coefficient of thermal expansion, T is the temperature, Tr is a reference 




= VcVT 	 (6) 
at 
subject to boundary conditions: 
n.(,cVT) = q 	 (7) 
HFF 
	
T = T(x,y,t) 	 (8) 
10,6 	
and initial conditions: 
T(t=0)=T0 	 (9) 
riIc where q is a specified normal heat flux and ic is the thermal diffusivity given by: 
= 	- 	 (10) 
pcp 
where k is the thermal conductivity, p is the fluid density and Cp is the specific 
heat capacity. 
Finite element formulation 
The program is based on the Galerkin Finite Element Method (GFEM), solving 
for the primitive variables: U-velocity, V-velocity and T-temperature at all 
nodes in the mesh and P-pressure at a reduced level of interpolation to avoid 
spurious pressure modes, using a mixed formulation for the Navier-Stokes 
equations. The Navier-Stokes and energy equations were coupled by the 
Boussinesq approximation for buoyancy. Notation used here is as used by 
Gresho et at (1979, 1980). The Galerkin FEM discretisation produces a system 
of ODEs as follows: 
Navier-Stokes 
Fmu 0 0 1 /u'\ 	[K 	Cu K1 /u\F. 
000 	1+ CT  0 C 1 P 1 = 1 0 
v
I 0 0 M 'r 	 K vu Cv KVV ' v 	' F, 
The first to third rows represent the x-momentum, continuity andy-momentum 




[MT ]( 	+left[KT](T) = (FT). 
Expansion of all terms can be found in Usmani et at (1992). The two systems of 
equations above are solved as a coupled system, with the KT term containing 
the velocities (obtained from solving the flow field) and the Fv term containing 
the buoyancy forces (determined by the temperature field). 
Temporal discretisation 
Temporal discretisation of the time domain is achieved by applying the 




+ Kn+a1 (O+) 
= __ - (1 - 	 (en ) + 	( 11) 
aIt 	 att 	a a 
Variation of a leads to different members of this family of methods, i.e. 
a = 0 - forward difference or forward Euler. 
a = - midpoint rule or Crank Nicolson. 
a = — Galerkin. 
a = 1 - backward difference or backward Euler. 
The Crank Nicolson, Galerkin and backward Euler schemes are all 
unconditionally stable; however, of these methods the oscillation limit is lowest 
for a = . A larger time step size chosen for Ra - 101 to 10 constrains the 
choice of a to iT The time step size for Ra = 108  is chosen to be small enough 
to avoid an oscillatory solution when using a = 4 The choice of 
unconditionally stable implicit methods is enforced by the use of h-adaptivity 
as the smallest elements determine the stability of conditionally stable explicit 
methods, which makes them impractical for use in this context. 
The formulations described above were implemented in the implicit 
transient FE code CADTRAS (Coupled Advective Diffusive TRAnSport 
model), which was used to solve the thermally driven cavity problem. The code 
incorporates an unstructured Delaunay triangulation based mesh generator 
(Huang and Usmani, 1994), which allows automatic adaptive re-meshing to 
take place at each time step if necessitated by the a posteriori error estimation 
algorithm. Six-node triangular elements are used for all the meshes. 
3. Adaptivity 
The use of h-adaptivity enables the solution of this problem at high Rayleigh 
number without the necessity of designing a suitable mesh at first and going 
through a trial-and-error process. Adaptivity automatically produces an optimal 
mesh based on a user specified discretisation error, thus saving computational time 
and focusing inteffigently over successive time steps on areas of high scalar 
gradients (which for this problem coincide with the areas of high velocity gradients). 
There are five distinct steps to the iterative adaptive process used here: 
Solution of the coupled system. 
Recovery of smoothed scalar gradients using the super-convergent 
patch recovery (SPR) method (Zienkiewicz and Zhu, 1991). 
Error estimation using the a posteriori error calculated at all nodes in the 
mesh for the scalar field. 
Re-meshing based on the mesh sizes produced from the previous step. 
Transfer of all data to the new mesh. 
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HFF 	 Recovery 
10 6 The temperature field generated by the finite element method is most accurate 
at nodal points, whereas the temperature gradients are most accurate at 
Gaussian integration points, known as the super-convergence phenomenon. 
Hinton and Campbell (1974) showed that finite elements produce superior 
values of temperature gradient at node points after application of a smoothing 
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	 procedure. Their method was based on a global smoothing scheme requiring 
the solution of a large system of equations. A more efficient and effective 
-  procedure was introduced by Zienkiewicz and Zhu (1991), called super-
convergent patch recovery (SPR). The smoothed nodal gradients are calculated 
from the Gauss points on a patch of elements surrounding a node, using a least 
squares interpolation, for each node in the mesh. 
Error estimation 
The error estimator used was originally derived for heat conduction (Lewis et 
al., 1991). Mathematical justification of using such an estimator for the problem 
of this paper does not exist; however, as the estimator used is based on the 
scalar flux, it has proven very effective in detecting regions of high scalar 
gradient, which in practice is sufficient for the purposes of this paper. The a 
posteriori error is based upon an energy norm (see Zienkiewicz and Zhu, 1987): 
e112= f(VT)T, cVTd_ T(VT)T,cVTd1 	(12) 
If we define 
IQH2 = T(VT)T, cVTdcl 
III2 = I(V)T FcVTdI 	 (13) 
then equation (12) can be rewritten as 
11e112 = 11Q112 - IIII 2 . 	 ( 14) 
Such a definition allows a practical representation of the error norm in terms of 
a percentage error 77, 
lieU 77 = 11jj x100%. 	 (15) 
Re-meshing and mesh generation 
Specification of a permissible error f determines the level of refinement 
throughout the mesh, leading to a predicted reduction or increase in the element 
sizes so that the new mesh may possess an approximately equal distribution of 
h-adaptive finite 
element solution 
error. The maximum permissible error for each element is calculated as: 
uIIQII 2\ 2 
Pile  = 	 (16) m 
where m is the number of elements, is the specified maximum percentage 
error. Dividing I VI Ie by the calculated error in an element yields a parameter 
as-follows: 
I el le  
helL 
i.e. if 6, > 1 the mesh must be refined in the vicinity of element e; conversely, if 
<1 the mesh may be coarsened. The new element size is calculated using 
- - 
 
he   
GP 
h-- 
where h is the original element size and p is the order of the element shape 
functions. 
Mesh data transfer 
Ensuring proper transfer of variables between meshes is crucial for 
conservation of quantities such as energy and momentum. A transfer strategy 
using local coordinates of nodal points and elemental shape functions has been 
used that maps the mesh data accurately. The local coordinates ( - ii) of each 
node in the adapted mesh are determined with respect to the elements of the 
previous mesh. Element shape functions are then used to interpolate the data 
on to the new mesh nodes. 
4. The thermally driven cavity benchmark problem 
The problem involves modelling fluid flow in a two-dimensional square cavity 
of typical dimension L with the two vertical walls being maintained at a 
temperature difference of A T (see Figure 1). The top and bottom walls are 
insulated and the velocities at all boundaries set to zero. The fluid inside the 
cavity is initially at rest and at a temperature which is the mean of the 
temperatures on the vertical walls. 
The steady state flow and heat transfer in the thermal cavity are 
characterised by the Rayleigh number: 
Ra=g3 	. 	 (19) 
VK 
The following non-dimensional groups are used in the analysis and 








































t= nt 	 (25) 
where * indicdtes the non-dimensional quantity. T1 and T2 are the fixed 
temperatures at the two side walls of the cavity. 
The Nusselt number is calculated at each node in the domain using 	h-adaptive finite 
Nu = 	 (26) 
0T 	 element solution 
ax 
where the temperature gradient is obtained by the gradient recovery process. 
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The spacing between the isotherms at the sides of the cavity decreases with 
increasing Rayleigh number. The high level of mesh refinement in this area 
allows the thin boundary layer to be captured accurately, avoiding any 
oscillations that can be generated when modelling steep temperature gradients 
without adequate discretisation. A uniformly distributed mesh with the "same" 
number of elements will be inadequate to model large changes in temperature 
at the boundary and will produce an oscillatory solution. At high Rayleigh 
numbers (> 106) a convergent solution may not be possible at all. Figure 2 
(a) t = 0.0001, mesh 	(b) t = 0.0001, isotherms 	(c) 1 = 0.0001, velocity 
vectors 
ir I F 
(d) V = 0.0005, mesh 	(e) 1 = 0.0005, isotherms 	(f) i = 0.0005, velocity 
vectors 
(g) C = 0.0008, mesh 	(h) 1 = 0.0008, isotherins 	(i) V = 0.0008, velocity 
vectors 
tri:IW 
4!4UI 	 i.r 
flWSIIISIIT 
vectors 
1-IIFF 	 shows the top half of the cavity for four different dimensionless times. It can be 
10,6 seen that the mesh adapts to follow the high temperature gradient front as it 
passes the departing corner. The refinement of the mesh around the side walls 
at t = 0.0001 (Figure 2(a)) is due to a pre-adaptive loop where the mesh is 
refined based on the initial conditions. 
Figure 3 shows plots of velocity and temperature along the centre line of the 
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	 cavity (y = 0) for each Rayleigh number at steady state. The Figure clearly 
shows that mesh refinement based only upon the temperature gradients is 
5jirriãt&förthi s pfOblëm a s the stéé 0 velOitgmdieht s 5Cfff ih tliëSämë 
locations as the steep temperature gradients. 
Figures 4-9 show the mesh, velocity vectors, pressure field and isotherms for 
each Rayleigh number at steady state. 
The parameters presented are described in Table I: 
Ra , 103 to 106. 
Table II shows results obtained for the six Rayleigh numbers investigated. 
The results for all the values measured are very close to the accurate results 
obtained by De Vahl Davis (1983), only deviating slightly at 106.  The error 
between De Vahi Davis' solution and the adaptive FEM results have been 
calculated and presented in Table III, in the manner presented in de Vahl Davis 
andJones (1983): 
Ra - 10 to 108. 
Established benchmark solutions analogous to the lower Rayleigh number 
results do not exist for the higher Rayleigh number problems. However, several 
researchers have solved the thermally driven cavity problem for 107  and above. 
Table IV shows the comparison of the adaptive FEM results with others for 
the Rayleigh number of 107. Again, the adaptive FEM results compare well 
with other solutions both in the magnitude of velocity and heat transfer rates 
and with the locations of the maximum and minimum values. A similar 
comparison is shown in Table V for Rayleigh number 108;  the same 
conclusions apply. 
6. Conclusion 
A full set of results have been produced for the thermally driven cavity 
problem at Rayleigh numbers of 10 to 108.  The use of h-adaptivity ensures a 
very accurate solution to this problem at a reasonable computational cost. A 
pre-adaptive step, adapting the mesh on the basis of the fixed temperature 
boundary conditions, allows the thin boundary layers to be captured effectively 
from the very beginning. The results presented compare well with existing 
transient and steady state solutions both qualitatively and quantitatively. For 
highly advection dominated problems, such as the high Rayleigh number cases 
of the thermally driven cavity, h-adaptivity fulfils another very important 
function, in addition to the vital task of providing optimal meshes. This 
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(a) Plot of velocity on y - 0.5 near boundary 
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x-coorcf 
(b) Plot of temperature on y = 0.5 near boundary 
0.2 	 Figure 3. 
Velocity and 





(a) Mesh (b) Velocity Vectors 
Figure 4. 
Mesh, yelocity vector 
plot, temperature 
contours and pressure 
contours for a Rayleigh 
number of 10 (c) Pressure (d) Temperature 
Parameter Description 
Um  Maximum horizontal velocity on vertical mid-plane of cavity 
y y-coordinate position of maximum horizontal velocity on vertical mid-plane 
Maximum vertical velocity on horizontal mid-plane of cavity 
x x-coordinate position of maximum vertical velocity on horizontal mid-plane 
Nu0 Average Nusselt number on the vertical boundary x = 0 
NUmax  Maximum Nusselt number on the vertical boundary x = 0 
y y-coordinate position of maximum Nusselt number on vertical boundary x = 0 
Table 1. 	 NUm i n 
Minimum Nusselt number on the vertical boundary x = 0 
Measured parameters 	y y-coordinate position of minimum Nusselt number on vertical boundary x = 0 
- - 






(c) Pressure 	 (d) Temperature 
Figure 5. 
Mesh, velocity vector 
plot, temperature 
contours and pressure 
contours for a Rayleigh 
number of 104 
103 104 105 106  101 108 
U. 3.6493 16.1798 34.7741 64.6912 145.2666 283.0689 
y 0.8125 0.8235 0.8535 0.8460 0.8845 0.9455 
Vma x  3.6962 19.6177 68.6920 220.8331 703.2526 2,223.4424 
x 0.1790 0.1195 0.0665 0.0380 0.0215 0.0130 
Nu 0 1.1149 2.2593 4.4832 8.8811 16.3869 29.6256 
NU rn ,x 1.5062 3.5305 7.7084 17.5308 41.0247 91.2095 
y 0.08956 0.1426 0.08353 0.03768 0.03899 0.0670 
NUmin 0.6913 0.5850 0.7282 0.9845 1.3799 2.0440 
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(a) Mesh (b) Velocity Vectors 
Figure 6. 
Mesh, velocity vector 
plot, temperature 
contours and pressure 
contours for a Rayleigh 
number of 105 (c) Pressure 	 (d) Temperature 
104  105 106 
Umax 0.0 0.0 —0.1 —0.1 
Vinax 0.0 0.0 —0.1 0.7 
Nu0 0.2 —1.0 0.6 —0.7 
Table ifi. 	 NU, nax —0.1 —0.1 0.1 2.2 
Solution error (%) 	NU m j n 0.1 0.2 0.1 0.5 
function is related to the deficiency of standard Galerkin finite element method 
(analogous td centred difference FDM) in solving flow and transport problems 
where advection is the dominant mechanism. Many special techniques exist in 
order to address this deficiency, such as the SUPG method (Brooks and 
Hughes, 1982) and the Taylor-Galerkin method (Donea, 1984). However, Gresho 
and Lee (1981) have shown that the oscillations that result from using GFEM in 
h-adaptive finite 
element solution 
(a) Mesh (b) Velocity Vectors 
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(c) Pressure (d) Temperature 
Figure 7. 
Mesh, velocity vector 
plot, temperature 
contours and pressure 
contours for a Rayleigh 










145.26 381.6 148.6 146 148.8 
y 0.8845 0.879 0.881 0.879 
Vinax 703.2526 700.4 699.1 699 699.3 
x 0.0215 0.021 0.0213 0.0213 
Nu0 16.3869 16.53 16.523 16.82 16.51 
Nu,, x  41.0247 39.39 39.37 
y 0.03899 0.018 0.0180 
Nu, fl ,) 1.3799 1.36635 1.367 
y 1.0 1.0 1.0 
Table IV. 
The benchmark 
solution for Ra = 10 






Mesh, velocity vector 
plot, temperature 
contours and pressure 
contours for a Rayleigh 
number of 107 
(a) Mesh 
(c) Pressure 
Present work Haldenwang (1986) Le Quere (1991) 
Urn , 283.0689 1,082 321.9 
y 0.9455 0.928 
V.  2,223.4424 2,192 2,222 
x 0.0130 0.012 
Nu 0 29.6256 30.26 30.225 
NUmax  91.2095 87.2355 
y 0.0067 0.008 
Table V. NUm i n 2.0440 1.91907 
The benchmark 








Mesh, velocity vector 
plot, temperature 
contours and pressure 
contours for a Rayleigh 
number of 108 (c) Pressure (d) Temperature 
advection dominated problems are strongly related to inadequate spatial 
discretisation. Usmani (1999) showed conclusively that for transient solution of 
advection dominated problems this was indeed the case and the discretisation 
produced by using h-adaptivity made it unnecessary to use any special 
schemes for advection dominant problems. This finding is confirmed by the 
results of this paper, where all results have been produced using simply honest 
GFEM. In the opinion of the authors, this fact makes it doubly attractive to use 
this method. 
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