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Switched Linear Systems Meet Markov Decision Processes:
Stability Guaranteed Policy Synthesis
Bo Wu, Murat Cubuktepe, and Ufuk Topcu
Abstract—Switched linear systems are time-varying nonlin-
ear systems whose dynamics switch between different modes,
where each mode corresponds to different linear dynamics.
They arise naturally to model unexpected failures, environment
uncertainties or system noises during system operation. In this
paper, we consider a special class of switched linear systems
where the mode switches are governed by Markov decision
processes (MDPs). We study the problem of synthesizing a
policy in an MDP that stabilizes the switched system. Given
a policy, the switched linear system becomes a Markov jump
linear system whose stability conditions have been extensively
studied. We make use of these stability conditions and propose
three different computation approaches to find the stabilizing
policy in an MDP. We derive our first approach by extending
the stability conditions for a Markov jump linear system to
handle switches governed by an MDP. This approach requires
finding a feasible solution of a set of bilinear matrix inequalities,
which makes policy synthesis typically challenging. To improve
scalability, we provide two approaches based on convex opti-
mization. We give three examples to show and compare our
proposed solutions.
I. INTRODUCTION
In recent years, we have witnessed an increasing research
interest in switched linear systems [1], [2], which consist
of a set of subsystems (also known as modes) with linear
dynamics and a switching logic that describes all the possible
switches between modes. Such systems model engineering
systems with multi-controllers, abrupt system parameter vari-
ations due to environmental uncertainties and sudden change
in system structure because of system failures [3]. Switched
linear systems find its application in robotics [4], wireless
sensor networks [5], networked control systems [6], security
and privacy [7].
Generally speaking, in switched systems there are two
kinds of switching logic, namely autonomous and controlled
ones [8]. The former could be the result of system’s own
characteristics or the environment and the latter is caused
by designer’s objectives. In this paper, we introduce a new
system modeling framework for switched linear systems,
where the switching logic is governed by both autonomous
and controlled factors characterized by a Markov decision
process (MDP) [9].
The switching logic characterized by an MDP consists
of a set of modes, a set of actions controlled by the
designer, and a transition relation that defines the probability
of transiting from the current mode to next mode when
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taking a particular action. Therefore, such a switching logic
captures both the designer’s control by the action selection
and the environment uncertainties that result in probabilistic
mode switches. For example, in a multi-agent system, each
agent needs coordination to achieve some global agreement
with locally available information subject to possible com-
munication link failure and creation [10]. The designer may
decide to switch among a finite set of possible formations in
terms of relative distances between agents. The task here is
to design a switching logic such that the agents are able
to coordinate with each other to achieve a certain task.
However, each formation change may result in different
network topology probabilistically due to uncertainties in
wireless communication. Therefore, the system has to make
its formation switch decisions wisely to remain stable.
The major objective of this paper is to synthesize a policy
in an MDP such that the switched system is stable. Given
a policy, an MDP reduces to a discrete time Markov chain
(DTMC) and therefore, the switched linear system becomes a
Markov jump linear system (MJLS) [11], where the modes
in the system switch probabilistically following a DTMC.
The stability conditions for an MJLS have been extensively
studied, see e.g. [11], [12], [13], [14].
We first show that only considering deterministic and
stationary policies in an MDP, which can achieve max-
imum expected reward [9], is not sufficient to stabilize
the system. Based on different stability conditions for an
MJLS, we introduce three different approaches to finding
the stabilizing policy. The first approach extends the stability
conditions for an MJLS whose switches are governed by
an induced DTMC after applying a policy to an MDP. The
approach relies on finding a policy and a Lyapunov function
simultaneously that gives a certificate of the stability of
a MJLS. It involves solving for a set of bilinear matrix
inequalities, which are intractable to solve in general [15].
We also provide a sufficient condition for computation of
a policy that stabilizes the system based on semidefinite
programming and coordinate descent, which can be solved
more efficiently in polynomial time using interior point
methods [16]. The sufficient condition based on semidefinite
programming involves searching for a diagonal Lyapunov
function that guarantees the stability. As it is only a sufficient
condition, we propose another approach based on coordinate
descent [17], [18]. In each step, we update the variables with
in the coordinate descent method to improve the conver-
gence. Our experiments show that coordinate descent method
outperforms the semidefinite relaxation and directly solving
for the bilinear matrix inequalities.
The rest of this paper is organized as follows. Section
II introduces our modeling framework and necessary defini-
tions. Section III formulates our policy synthesis problem.
Three different solutions are proposed in Section IV with
respect to different stability conditions. Section V provides
three examples to show the validity of our proposed solutions
and compare their performances. Section VI concludes the
paper and discusses future directions.
Notation: |S| denotes the cardinality of a set S. Given
a real matrix A ∈ Rm×n, A′ denotes its transpose. If
m = n, ρ(A) represents the spectral radius of A, i.e.,
ρ(A) = maxi |λi| where λi, i ∈ {1, . . . , n} are eigenvalues
of A. A > 0 (A ≥ 0) denotes that the matrix A is positive
definite (positive semidefinite). E[.] stands for computing the
expectation. ⊗ denotes the Kronecker product. For Ai ∈
R
n×n, i ∈ {1, . . . , n}, we set diag(Ai) ∈ RNn×Nn the
block diagonal matrix formed with Ai at the diagonal and
zero anywhere else, i.e.
diag(Ai) =


A1 0 0
0
. . . 0
0 0 AN

 .
II. PRELIMINARIES
In this section, we describe preliminary notions and defi-
nitions used in the sequel.
A. Switched Linear Systems
A switched linear system [1] switches between different
modes s ∈ S = {1, . . . , |S|}, where there is a different
linear dynamic corresponds to each mode s. Mathematically,
a discrete time switched linear system is described by
x(k + 1) = Askx(k) + Bskw(k), (1)
where x(k) ∈ Rn is the state vector, Ask ∈ R
n×n and Bsk ∈
R
n×m implies a matrix A ∈ {A1, . . . , A|S|} and matrix B ∈
{B1, . . . , B|S|}, respectively. The linear dynamics of (1) is
given by matrices Ai and Bi when sk = i, i.e, the mode
that the system is in at time k. w(k) denotes an i.i.d random
noise with mean µw and variance Rw.
The system in (1) in its general form is a hybrid system
where the mode switches could depend on both the continu-
ous dynamics and discrete mode. Such a hybrid system has
been extensively studied [1], [19]. In this paper, we consider
the cases where the mode switches are governed by a Markov
decision process whose transitions only depends on discrete
modes but are independent from the continuous state values.
B. Markov Decision Processes
Formally, a Markov decision process (MDP) [9] is defined
as follows.
Definition An MDP is a tuple M = (S, sˆ,Σ, T ) which
includes a finite set S of states, an initial state sˆ, a finite
set Σ of actions. T : S ×Σ× S → [0, 1] is the probabilistic
transition function with T (s, σ, s′) := p(s′|s, σ), for s, s′ ∈
S, σ ∈ Σ. We denote the number of modes, i.e., |S| as N .
s1
x(k + 1) =
As1x(k) +Bs1w(k)
s2
x(k + 1) =
As2x(k) +Bs2w(k)
s3
x(k + 1) =
As3x(k) +Bs3w(k)
Fig. 1: A system with mode switches governed by an
MDP. Each arrow indicates a possible transition. Transition
probabilities and actions are omitted.
We denote Tσ ∈ RN×N as the transition probabilities
induced by an action σ ∈ Σ between state pairs, where
Tσ(i, j) = T (si, σ, sj). If σ is not defined on a state si,
Tσ(i, j) = 0 for any sj ∈ S.
An example of an MDPM of three states that governs the
mode switch of a system of the form (1) is shown in Figure
1. It can be observed that there are three system dynamics
corresponding to each discrete mode, i.e.
x(k + 1) = Asix(k) +Bsiw(k), for si ∈ S. (2)
At each state s, there is a set of actions available to choose.
Then the nondeterminism of the action selection has to be
resolved by a policy pi.
Definition A (randomized) policy pi : S × Σ → [0, 1] of
an MDP M is a function that maps every state action pair
(s, σ) where s ∈ S and σ ∈ Σ with a probability pi(s, σ).
By definition, the policy pi specifies the probability for the
next action σ to be taken at the current state s. As a result,
given a policy pi, the MDP M reduces to a discrete time
Markov chain (DTMC) C = (S, sˆ, P ), where P represents
the transition matrix and can be calculated by
P (si, sj) =
∑
σ∈Σ
T (si, σ, sj)pi(si, σ).
C. Markov Jump Linear Systems
We define Markov jump linear system [11] as follows.
Definition A Markov jump linear system (MJLS) is a
switched system defined in (1) with the mode switches
governed by a DTMC C = (S, sˆ, P ).
Given a switched system in (1) with modes S whose
switches are governed by an MDP M = (S, sˆ,Σ, T ) and
a policy pi, the resulting system is an MJLS whose mode
switches can be characterized by the DTMC C induced from
the policy pi.
If the system (1) is in mode si, then the probability that
it switches to mode sj is given by P (si, sj).
For MJLS analysis, stability is one of the major concerns.
Several notions of stability has been defined in the existing
literature [13]. In this paper, we are interested in mean square
stability as defined below.
Definition [11] An MJLS is said to be mean square stable
if
lim
k→∞
||E[x(k) − µ]||∞ → 0 and
lim
k→∞
||E[x(k)x′(k)]− C||∞ → 0.
for any initial condition x0, where µ and C are constants.
D. Semidefinite Program and Bilinear Matrix Inequalities
In this paper, we use semidefinite programs (SDPs) and bi-
linear matrix inequalities (BMIs) extensively in our solution
approach. We briefly define them in following.
An SDP is an optimization problem with a linear objec-
tive, linear equality constraints and a matrix nonnegativity
constraint on the variable y ∈ Rn, which can be written as
minimize c′y (3)
subject to
Ay = b, (4)
n∑
i=1
yiFi ≥ F0, (5)
where F0, . . . , Fm ∈ Rp×p, are given symmetric matrices,
A ∈ Rm×n is a given matrix, and c ∈ Rn, b ∈ Rm are given
vectors. SDPs are convex optimization problems, and can
be solved efficiently using interior point methods [16], [20].
The constraint in (5) is named as a linear matrix inequality
(LMI), and it is a convex constraint in y.
A BMI can be written as the following form:
n∑
i=1
yjFi +
m∑
j=1
zjGj +
n∑
i=1
m∑
j=1
yizjHij ≥ F0,
where Fi, Gj , Hij ∈ Rp×p for i = 1, . . . , n and j =
1, . . . ,m are given symmetric matrices, and x ∈ Rn, y ∈ Rm
are a vector of variables. A BMI is an LMI in y for fixed z
and an LMI in z for fixed y. The bilinear terms in a BMI
make the feasible set not jointly convex in y and z and it is
generally hard to find a feasible solution to a BMI [15].
III. PROBLEM FORMULATION
In traditional MDP literature, finding a policy for an
optimized expected cost [9] or to satisfy a specification in
temporal logic [21] is of the primary concern. However, in
this paper, we are concerned with finding a policy pi in an
MDP that governs the switches of a system defined in (1).
In this case, our objective is to stabilize the switched system
defined in 1.
Problem Given a switched system as in (1) with modes S
whose probabilistic transition is described by an MDPM =
(S, sˆ,Σ, T ), find a policy pi : S × Σ → [0, 1] for M such
that the resulting MJLS with switches defined by the induced
DTMC C is mean square stable.
IV. STABILITY GUARANTEED POLICY SYNTHESIS
A significant amount of efforts has been devoted to the
stability analysis of MJLS in the recent two decades [11],
[13]. We first review some stability conditions that we will
leverage to synthesize policies that stabilizes the switched
system.
A. Stability Conditions
Two necessary and sufficient stability conditions for an
MJLS are given as the following.
Theorem 1. [11] Given an MJLS as defined in (1) whose
mode s ∈ S makes random transitions described by a DTMC
C = (S, sˆ, P ), the following assertions are equivalent.
1) The MJLS is mean square stable.
2) ρ(A) < 1, where
A = (P ′ ⊗ I)diag(Ai ⊗Ai),
and I is the identity matrix of a proper dimension.
3) There exists a V = (V1, . . . , VN ) ∈ Rn×n with V > 0
such that
V − T (V ) > 0, (6)
where
Tj(V ) =
N∑
i=1
pijAiViA
′
i with pij = P (si, sj).
Note that the stability conditions do not depend on either
the initial state sˆ of the MDP or the initial continuous
state x(0). For computational efficiency, we state a sufficient
stability condition as follows.
Corollary 1. [11] Given an MJLS as defined in (1) whose
mode s ∈ S makes transitions following a DTMC C =
(S, sˆ, P ), the MJLS is mean square stable if there exists
αi > 0 such that the following is satisfied.
αiI −
N∑
j=1
pijαjAiA
′
i > 0, i ∈ {1, . . . , N}. (7)
The condition given in (6) can be checked by solving an
SDP with Vi as variables. However, the number of variables
for this SDP is n2 ·N , and finding a feasible solution for the
SDP can be time consuming for large n and N . On the other
hand, the condition in (7) can be checked by solving an SDP
with N variables, and the size of the optimization problem is
smaller compared to the optimization problem in (6). Based
on these two stability conditions, we propose three different
approaches to find the policy in Section IV-C and Section
IV-D.
B. Deterministic policy is not sufficient
We first show that a deterministic policy, i.e, pi : S → A
is not sufficient to guarantee the system stability. It means
that there may not exist a deterministic policy to stabilize
the system in (1), but there exists an randomized policy that
achieves stability.
Theorem 2. Given a switched system as defined in (1)
whose mode s ∈ S makes transitions following a MDP
M = (S, sˆ,Σ, T ), deterministic policies are not sufficient
to render the system mean square stable.
Proof. We prove this theorem by showing an counterexam-
ple. Consider a switched system with system dynamics in
(1)
A1 =
[
0.99 −0.56
−0.19 0.73
]
, A2 =
[
0.38 −0.98
−0.66 −0.66
]
The MDP M = (S, sˆ,Σ, T ) where S = {s1, s2} and
Σ = {σ1, σ2}. The transition probabilities induced by action
σ1 and σ2 are
Tσ1 =
[
0.21 0.79
0.90 0.10
]
and Tσ2 =
[
0.71 0.29
0.13 0.87
]
.
The deterministic policy that induces a minimal spectral
radius is selecting σ1 in both mode 1 and 2. The spectral
radius ρ(A) of the MJLS induced by this policy is 1.04 > 1,
which makes the overall system unstable.
However, the policy that selects σ1 in mode 1, and selects
σ1 in mode 2 with a probability of 0.27 induces an MJLS
that has a spectral radius of ρ(A) = 0.90 < 1. So the system
is stable according to Theorem 1. Therefore, we conclude
that deterministic policies are not sufficient to stabilize the
system in (1).
C. Policy Synthesis via Bilinear Matrix Inequalities
In this section, we formulate a condition based on bilinear
matrix inequalities to synthesize stabilizing a policy for the
system in (1). The condition is a straightforward general-
ization of the linear matrix inequalities given in (6). The
following result states that the search for a stabilizing policy
can be done by finding a solution to a set of bilinear matrix
inequalities.
Theorem 3. Consider a switched system (1) whose mode s ∈
S makes transitions following an MDP M = (S, sˆ,Σ, T ).
If there exists matrices Vi ∈ Rn×n, and pi such that the
following holds:
Vi > 0, (8)
V − T (V ) > 0, (9)
Tj(V ) =
N∑
i=1
pijAiViA
′
i, (10)
pij =
∑
σ∈Σ
T (i, σ, j)pi(i, σ), (11)
∑
σ∈Σ
pii,σ = 1, (12)
pi(i, σ) ≥ 0. (13)
for i, j = {1, . . . , N} and σ ∈ Σ, then the induced MJLS is
mean square stable.
Proof. Constraints (11), (12), (13) construct the induced
DTMC C with transitions governed by pij . Using the result of
Theorem 1, the constraints (8), (9), (10) ensure that the MJLS
is mean square stable for the induced DTMC C. Hence,
finding a policy and matrices Vi that satisfies the constraints
(8)–(11) shows that the MJLS is mean square stable.
Note that the constraints given in (8)–(13) are BMI con-
straints due to multiplication between variables pi and V
in (9)–(11), therefore it is hard in general to find a policy
by solving the BMI directly. In next section, we propose
two scalable approaches based on convex optimization, and
discuss their relationship with the BMI in (8)–(13).
D. Policy Synthesis via Convex Optimization
In this section, we propose two methods to synthesize a
policy that stabilizes the switched system in (1). The first
method is based on checking feasibility of an SDP, which is
an relaxation of the original stability condition. The second
method is based on applying a coordinate descent on the
variables V and pi. We can use coordinate descent in our case
efficiently, as the constraints in (9)–(11) are LMI constraints
if V or pi is fixed.
1) Semidefinite Relaxation: In the following, we state our
semidefinite relaxation to compute a policy that stabilizes the
switched system in (1). Our relaxation extends the stability
condition given in (7) for an MJLS to a switched system
whose mode switches are governed by an MDP.
Theorem 4. Consider a switched system (1) whose mode
s ∈ S makes transitions following a MDPM = (S, sˆ,Σ, T ).
If there exists Ki,σ, αi ∈ R > 0 such that
Vi = αiI > 0, (14)
V − T (V ) > 0, (15)
Tj(V ) =
N∑
i=1
∑
σ∈Σ
T (i, σ, j)Ki,σAiA
′
i, (16)
∑
σ∈Σ
Ki,σ = αi, (17)
Ki,σ ≥ 0. (18)
for i, j = {1, . . . , N} and σ ∈ Σ, then the MJLS is mean
square stable.
Proof. Suppose that the condition given by constraints (8)–
(13) is satisfied with Vi = αiI > 0, i = {1, . . . , N}. Then,
the constraint (10) becomes
Tj(V ) =
N∑
i=1
∑
σ∈Σ
T (i, σ, j)pi(i, σ)αiAiA
′
i, (19)
with variables αi > 0, i = {1, . . . , N} and pi. Note that for
a given policy pi and the induced DTMC C, the constraint
in (19) is equivalent to the condition given by (7) in Corollary
1. By defining the change of variable Ki,σ = pi(i, σ) · αi
for i = {1, . . . , N} and σ ∈ Σ, the constraints (10)–(13) are
equivalent to the constraints in (16)–(18). Finding a feasible
solution that satisfies the constraints in (8)–(13) yields a
policy pi(i, σ) = Ki,σ/αi for i = {1, . . . , N} and σ ∈ Σ,
which by construction satisfies the constraints in (8)–(13).
Therefore, the policy pi and V ensures that the induced MJLS
is mean square stable.
The constraints in (14)–(18) are LMIs in the variables K
and α. Finding a feasible solution of a set of LMIs can be
done by solving an SDP. However, this condition is only
a sufficient as we restrict the structure of the matrix V ,
therefore we may not be able to certify the stability of an
MJLS even though there may exists a policy that ensures
that the MJLS is MSS.
2) Coordinate Descent: In this section we discuss our co-
ordinate descent (CD) approach, and discuss the differences
in our method compared to a basic CD algorithm. Recall
that a BMI is an LMI if one the variables is fixed, and we
can check if the constraints in (8)–(13) are feasible for a
fixed V or pi. However, applying the basic CD on V and pi
requires the problems are feasible for a fixed V or pi, which
is not necessarily true in our case. If the imitial problem is
feasible, then we know that pi stabilizes the MJLS. Therefore,
we assume that our initial policy do not stabilize the system.
Our implementation differs from a basic coordinate de-
scent algorithm in the addition of the slack variables to the
constraint in (9), which ensures that the resulting LMI is
feasible for a fixed set of variables, and we use a proximal
update between the variables instead of the original update
method between V and pi. Details about the proximal update
and the convergence guarantees can be found in [22].
We start with an initial guess of the variables V 0 and
pi0. Then in each iteration k = {1, . . . ,M}, we solve the
following SDP for a fixed pik:
minimize − γ +
N∑
i=1
L||Vi − V
k−1
i ||2 (20)
subject to
Vi > 0, (21)
V − T (V ) ≥ γI, (22)
Tj(V ) =
N∑
i=1
pijAiViA
′
i, (23)
pij =
∑
σ∈Σ
T (i, σ, j)pik(i, σ), (24)
where Vi ∈ Rn×n, i = {1, . . . , N} and γ ∈ R are variables,
and L ∈ R is a small positive constant. The SDP we solve
for a fixed V k is given as follows:
minimize − γ +
N∑
i=1
∑
σ∈Σ
L||pi(i, σ)− pik−1(i, σ)||2 (25)
subject to
V k − T (V k) ≥ γI, (26)
Tj(V ) =
N∑
i=1
pijAiV
k
i A
′
i, (27)
pij =
∑
σ∈Σ
T (i, σ, j)pi(i, σ), (28)
∑
σ∈Σ
pii,σ = 1, (29)
pi(i, σ) ≥ 0. (30)
TABLE I: Results for the numerical example with 10 differ-
ent systems.
Number of successful cases Average Time (s)
BMP 4 1087.47
CDR 9 5.35
SDR 1 1.11
with variables pi for i = {1, . . . , N} and σ ∈ Σ, and γ ∈ R.
After solving each SDP, we update the variables until we
converge to a solution or we obtain a solution with γ > 0.
If we can find a solution with γ > 0, the conditions (22)
and (26) implies the condition given in (9), and the rest of
the conditions in (8)–(13) are already satisfied in either SDPs
that we solve during CD. In this case, we stop the algorithm
as the solution given by V and pi guarantees that the MJLS
is MSS. Note that our method is guaranteed to converge as
we use the update (1.3b) in [22], however the procedure can
converge to a solution with γ ≤ 0, which implies that the
CD method cannot certify if the MJLS is MSS.
V. EXAMPLES
We demonstrate the proposed approach on three domains:
(1) randomly generated systems, (2) power regulation in
wireless networks, and (3) transportation networks. The
simulations were performed on a computer with an Intel
Core i5-7200u 2.50 GHz processor and 8 GB of RAM with
MOSEK [23] as the SDP solver, PENLAB [24] as the BMI
solver, and using the CVX [25] interface. In each subsection,
we show and compare the results of three proposed methods
by solving the bilinear matrix inequalities (BMI), coordinate
descent between V and pi (CD), and solving the semidefinite
relaxation (SDP).
A. Numerical Examples
To show the scalability of the proposed method, we
generated 10 different systems in (1) with n = 15, N = 2,
and |Σ| = 2. The entries of the Ai matrices are randomly
selected between [−0.5, 0.5], and the transition probabilities
for the MDP is generated randomly. We show the results
of three different methods in Table I. We report number of
times that each method was able to find a solution and the
average time in seconds for each method when the method
is able to find a stabilizing policy.
The results show that the methods with coordinate descent
and semidefinite relaxation is faster than the BMI method,
and shows that the BMI method does not scale well for
systems with large dimensions. The CD and SDP method
have similar runtimes, however the CD method is able to
find a policy that stabilizes the system in 9 cases out of 10,
and the SDP method can only find a policy in one of the
systems. The BMI method had numerical troubles in 6 cases
which converged to infeasible solutions.
B. Transmission Power Regulation in Wireless Networks
Let’s consider a wireless network with n nodes as shown
in Figure 2. If the transmitter ti transmits with power xi
t1
r1
t2
r2
g11
g12
g21
g22
Fig. 2: A wireless network with two transmitters and two
receivers.
to its corresponding receiving node ri, its quality-of-service
(QoS) can be characterized by the Signal-to-Interference-
and-Noise-Ratio (SINR) as the following.
Γi =
giixi∑
j∈Ni
gjixj + vi
, (31)
where gij ∈ (0, 1] denotes the path loss on the commu-
nication link between transmitter ti and receiver rj due to
distance, shadowing and fading, vi denotes the thermal noise
at the receiver ri and Ni denotes the set of transmitters
different from ti that interfere with the receiver ri.
To achieve reliable communication, it is desired that SINR
at the receiver ri is no less than a threshold γi, i.e.,
giixi∑
j∈Ni
gijxj + vi
≥ γi. (32)
If the path losses are constants, a well-known distributed
power allocation algorithm, which is called Foschini-
Miljanic (FM) algorithm was proposed in [26] as shown
below.
xi(k+1) = (1−λi)xi(k)+λiγi(
∑
j∈Ni
gji
gii
xj(k)+
vi
gii
), (33)
where λi ∈ (0, 1]. In matrix form, we write (33) into
x(k + 1) = (I − ΛH)x(k) + Ληv(k)
= Ax(k) +Bv(k).
(34)
where I is the identity matrix, Λ = diag(λi) and η =
diag( γi
gii
). H is an n× n matrix defined by
Hij =
{
1, if i = j,
−γi
gji
gii
otherwise.
FM algorithm can find the smallest power vector x in the
element-wise sense to satisfy QoS requirement (32) when
(34) is stable [26]. However, in practice, path losses gij are
uncertain and can fluctuate randomly due to environmental
uncertainties or different antenna configurations [27]. With
the recent advances in mm-wave communications, mechan-
ically or electrically-steerable adaptive antennas are being
applied in practice [28]. As a result, a more realistic model
can be characterized as
x(k + 1) = Askx(k) +Bskv(k), (35)
TABLE II: Results for the wireless network example with
50 different systems.
Number of successful cases Average Time (s)
BMI 48 6.23
CD 47 1.87
SDP 4 0.19
x1 x2
x3x4
Fig. 3: A transportation network. Each node represents a
buffer. Each arrow indicates a transportation link.
where the path loss matrix g ∈ Rn×n with gij as defined
before jumps randomly among N different values based on
selected antenna configurations. The switch between mode
si to sj given an antenna configuration σ ∈ Σ is T (si, σ, sj)
which is governed by an MDP M = (S, sˆ,Σ, T ) with
transition probabilities induced by action σ1 and σ2 are
Tσ1 =
[
0.9 0.1
0.1 0.9
]
and Tσ2 =
[
0.3 0.7
0.6 0.4
]
.
Therefore, the objective in this wireless network is to
regulate the transmission power and guarantee the stability
of the power vector by finding a policy to switch among
different antenna configurations of the transmitter nodes.
The problem we consider has four nodes, which corre-
sponds to four continuous states, and two modes. We fixed
the MDP model and repeated the example with 50 different
continuous dynamics of the switched system. We report
number of times that each method was able to find a solution
and the average time in seconds for each method in Table II.
We set timeout to 300 seconds. As indicated in Table II,
the SDP method could not find a policy in most cases, as
it is only able to certify the stability of the system in four
cases. On the other hand, the BMI and CD method can find a
solution in most of the cases, and the CD approach is faster
than BMI method in average.
C. Linear Transportation Network
We adapt this example from [29]. Consider a transporta-
tion network connecting four buffers as shown in Figure
3. The continuous-time dynamics for this transportation
network are described by x˙ = Ax, where
A =


−1− l31 l12 0 0
0 2− l12 − l32 l23 0
l31 l32 3− l23 − l43 l34
0 0 l43 −4− l34

 .
(36)
The states x represents the quantity of the contents in the
buffers and lij represents the rate of transfer from buffer j
to i.
TABLE III: Results for the linear transportation network
example with 50 different systems.
Number of successful cases Average Time (s)
BMI 28 19.15
CD 41 6.78
SDP 3 0.32
We consider the discrete time version of the model in (36)
which can be obtained in a standard way [30]. The sampling
time is 0.1. There are two actions that may affect the rate
of transfer probabilistically which result in two different
matrices A. This can be modeled as a switched linear system
with transitions governed by an MDP M. The objective is
to guarantee the stability for each buffer.
We discuss the results in one particular case of a network.
The system we consider has two discrete modes. In the first
mode, the rate of transfer for l12, l23 and l31 are set to zero.
In the second mode, the rate of transfer for l32, l34 and l43
are set to zero. The transition probabilities induced by action
σ1 and σ2 are
Tσ1 =
[
0.5 0.5
0.6 0.4
]
and Tσ2 =
[
0.8 0.2
0.2 0.8
]
.
After 5 iterations, the CD method is able to find a feasible
policy that selects σ1 in mode 1 with a probability of 0.22,
and selects σ1 in mode with a probability of 0.13. The
spectral radius of the MJLS induced by the policy is 0.997 <
1, which ensures that the MJLS is stable. The solution
time for the CD method is 1.9 seconds. The BMI method
converges to a solution that assigns a negative probability to
σ1 in mode 1, and therefore it is infeasible. The solution time
for the BMI approach is 22.07 seconds. The SD method was
infeasible, even though there exists a policy that stabilizes
the MJLS.
We show the results of three different methods in Table III
similar to the previous examples. In this example, the MDP
has 4 discrete states and two actions. We fixed the MDP
model and repeated the example with 50 different continuous
dynamics. We report number of times that each method was
able to find a solution and the average time in seconds for
each method in Table III. Similar to the previous example,
we set timeout to 300 seconds. We note that all methods
are able to find a stabilizing policy in fewer cases compared
to the wireless network example. We also observe that the
average time was larger compared to the previous example,
even though both examples have 4 continuous states. Like
previous examples, the SDP approximation does not find a
stabilizing policy in almost all cases. The CD method was
able to find a solution in more cases compared to solving
the BMI directly, and it is faster when both BMI and CD
methods were able to find a policy that stabilizes the system.
VI. CONCLUSION
In this paper, we consider a switched linear system whose
mode switches are governed by an Markov decision process
(MDP). The objective is to find a policy in the MDP such
that the switched system is guaranteed to be stable. An MDP
reduces to a discrete time Markov chain with a given policy
and the switched system becomes an Markov jump linear
system (MJLS). So we leverage the stability conditions in
MJLS and propose three different approaches to compute
the stabilizing policy. Our numerical experiments show that
solving for bilinear inequalities is not a practical approach
for systems with large dimensions. They also show that the
relaxations that has been proposed in the literature cannot
certify the stability of the system in most of the cases.
For future works, we will continue to investigate how
to incorporate additional temporal logic constraint on mode
switches. We will also study how to find a stabilizing policy
that optimizes the cost of mode switches.
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