The Gaussian-smoothed Wigner function and its application to precision analysis  by Lee, Hai-Woong
The Gaussian-smoothed Wigner function and its application
to precision analysis
Hai-Woong Lee a,b,n
a Department of Physics, Ulsan National Institute of Science and Technology, Ulsan 689-798, Republic of Korea
b Department of Physics, Korea Advanced Institute of Science and Technology, Daejeon 305-701, Republic of Korea
a r t i c l e i n f o
Article history:
Received 10 May 2014
Received in revised form
9 June 2014
Accepted 13 June 2014
Available online 27 June 2014
Keywords:
Wigner function
Gaussian convolution
Eight-port homodyne detection
a b s t r a c t
We study a class of phase-space distribution functions that is generated from a Gaussian convolution of
the Wigner distribution function. This class of functions represents the joint count probability in
simultaneous measurements of position and momentum. We show that, using these functions, one can
determine the expectation value of a certain class of operators accurately, even if measurement data
performed only with imperfect detectors are available. As an illustration, we consider the eight-port
homodyne detection experiment that performs simultaneous measurements of two quadrature
amplitudes of a radiation ﬁeld.
& 2014 The Author. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction
The phase-space formulation of quantum mechanics, which
originates from the classic work of Wigner [1], has enjoyed a wide
popularity in all areas of physics [2,3]. As there is no unique way of
assigning a quantum-mechanical operator to a given classical func-
tion of conjugate variables, there can exist many different quantum
phase-space distribution functions, the best known of which are the
Wigner function [1], Husimi function [4], and P and Q functions [5,6].
All these distribution functions are equivalent to one another, in the
sense that any of them can be used to evaluate the expectation value
of any arbitrary operator. Only the rule of ordering of noncommuting
operators is different for a different function.
In this work, we study a class of distribution functions that
results from a Gaussian convolution of the Wigner function in
phase space. This class of functions, which we call the Gaussian-
smoothed Wigner function, has physical signiﬁcance in that it
represents a probability distribution resulting from simultaneous
measurements of position and momentum, where the widths in
position and momentum space, respectively, of the smoothing
Gaussian function can be identiﬁed as the measurement uncer-
tainties of the devices used to measure the position and momen-
tum. We ﬁnd the rule of ordering for the Gaussian-smoothed
Wigner function, which allows an accurate determination of
expectation values of phase-space operators. Based upon this, we
show that the Gaussian-smoothed Wigner function can be used to
determine accurately the expectation values from measurement
data obtained even with realistic, nonideal detectors. This ﬁnding
has immediate application in quantum optics to the problem of
detecting the state of a radiation ﬁeld, because there exists the
method of eight-port homodyne detection which performs simul-
taneous measurements of two quadrature amplitudes of the
radiation ﬁeld.
2. Gaussian-smoothed Wigner function
The starting point of our study is the equation:
Hðq; pÞ ¼ 1
πℏ
Z
dq0
Z
dp0 eðq
0 qÞ2=2σ2q eðp
0 pÞ2=2ðℏ=2σqÞ2Wðq0;p0Þ; ð1Þ
which deﬁnes the Husimi function H in terms of a Gaussian
convolution of the Wigner function W in phase space [2,7]. Note
that the width σq of the Gaussian function in q space and the
width σp ¼ ℏ=2σq in p space satisfy the Heisenberg minimum
uncertainty relation:
σqσp ¼
ℏ
2
: ð2Þ
It is straightforward to generalize Eq. (1) and deﬁne the Gaussian-
smoothed Wigner function G as
Gðq; pÞ ¼ 1
2πσqσp
Z
dq0
Z
dp0 eðq
0 qÞ2=2σ2q eðp
0 pÞ2=2σ2pWðq0; p0Þ: ð3Þ
The Husimi function is everywhere real and nonnegative [8]
and is entitled to probability interpretation. It has indeed been
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shown that the Husimi function represents a proper probability
distribution associated with ideal simultaneous measurements of
position and momentum [9–11], where the ideal measurement
refers to a measurement performed with a perfect measurement
device satisfying the Heisenberg minimum uncertainty relation.
We note that the widths σq and σp of the smoothing Gaussian
function in Eq. (1) are identiﬁed with the measurement uncer-
tainties in q and p, respectively. In other words, the act of
simultaneous measurement is modeled by phase-space Gaussian
smoothing, with the widths of the smoothing Gaussian function
identiﬁed as measurement uncertainties [12]. The physical sig-
niﬁcance of the function G deﬁned by Eq. (3) should now be clear.
It represents a probability distribution resulting from simulta-
neous measurements of position and momentum, where the
measurements are performed with a device characterized by
measurement uncertainties σq and σp. One may consider a large
number of identically prepared systems on each of which a
simultaneous measurement of position and momentum is per-
formed. Each time, the measurement is performed with an
identical measurement device of measurement uncertainties σq
and σp. The probability distribution in q and p resulting from such
measurements is the function G of Eq. (3), where the widths σq
and σp of the smoothing Gaussian function are given by the
measurement uncertainties in q and p, respectively, of the mea-
surement device used. According to the Heisenberg uncertainty
principle, the measurement uncertainties must satisfy
σqσpZ
ℏ
2
: ð4Þ
The function G, with σqσpZℏ=2, is thus physically measurable
through simultaneous measurements of position and momentum.
3. The rule of ordering
It should be emphasized that, at least in principle, the function
G is as good a quantum phase-space distribution function as the
Husimi function or the Wigner function. The expectation value of
any arbitrary operator can be calculated using the function G as
well as the Husimi function or the Wigner function. Only the rule
of ordering of noncommuting operators is different. In order to
ﬁnd the rule of ordering associated with the function G, we begin
with the equation [2]:
Trfρ^eiξq^þ iηp^ f ðξ;ηÞg ¼
Z
dq
Z
dpeiξqþ iηpGðq; pÞ: ð5Þ
It can be shown that the function f ðξ;ηÞ that determines the rule of
ordering for the function G is given by
f ðξ;ηÞ ¼ eσ2qξ2=2σ2pη2=2: ð6Þ
At this point we ﬁnd it convenient to introduce two parameters κ
and s deﬁned as
κ ¼ σp
σq
ð7Þ
and
s¼ σqσp
ℏ=2
¼ κσ
2
q
ℏ=2
: ð8Þ
The parameter κ has a dimension of mω [mass/time]. The para-
meter s is real and negative, and its absolute value measures the
product of the widths σq and σp associated with the function G
being considered with respect to that of the minimum uncertainty
Gaussian wave packet. Once σq and σp are given, κ and s are
determined, and vice versa. Eq. (6) can be rewritten, in terms of κ
and s, as
f ðξ;ηÞ ¼ esðℏξ2=4κÞþ sðℏκη2=4Þ: ð9Þ
We further introduce dimensionless parameters v and β and an
operator b^ as
v¼ iξ
ﬃﬃﬃﬃﬃﬃ
ℏ
2κ
r
η
ﬃﬃﬃﬃﬃﬃ
ℏκ
2
r
; ð10Þ
β¼
ﬃﬃﬃﬃﬃﬃ
κ
2ℏ
r
qþ iﬃﬃﬃﬃﬃﬃﬃﬃ
2ℏκ
p p; ð11Þ
b^ ¼
ﬃﬃﬃﬃﬃﬃ
κ
2ℏ
r
q^þ iﬃﬃﬃﬃﬃﬃﬃﬃ
2ℏκ
p p^: ð12Þ
Eq. (5), with f ðξ;ηÞ given by Eq. (6), can then be rewritten as
Trfρ^evb^
† vnb^ esjvj
2=2g ¼ Trfρ^evnb^ evb^
†
eðsþ1Þjvj
2=2g
¼
Z
d2βevβ
nvnβGðβ;βnÞ: ð13Þ
The rule of ordering for the function G can now be determined
from Eq. (13) using the same method that Cahill and Glauber [13]
adopted for their s-parameterized distribution function. The ﬁnal
result is
b^
†n
b^
m
 
¼ ∑
ðn;mÞ
k ¼ 0
k!
n
k
 
m
k
 
 s
2
1
2
 k
b^
ðmkÞ
b^
†ðnkÞ
; ð14Þ
where fb^†nb^mg represents the rule of ordering for the function G,
the symbol (n,m) denotes the smaller of the two integers n and m,
and nk
 
is a binomial coefﬁcient. Eq. (14) yields, for example,
fb^†g ¼ b^†, fb^g ¼ b^, fb^†b^g ¼ b^b^†12ðsþ1Þ, fb^
†
b^
2g ¼ b^2b^†ðsþ1Þb^,
fb^†2b^g ¼ b^b^†2ðsþ1Þb^†, and fb^†2b^2g ¼ b^2b^†22ðsþ1Þb^b^†þ12 ðsþ1Þ2.
As an illustration, let us ﬁnd the expectation value of q^p^2 with
the function Gðq; pÞ. We ﬁrst need to use Eqs. (7) and (11) and
perform change of variables from ðq; pÞ to ðβ;βnÞ to obtain Gðβ;βnÞ.
Expressing q^p^2 in terms of fb^†mb^ng, we obtain
q^p^2 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃ
ℏ3κ
8
s
½ b^3
 
þ b^†3
 
 b^† b^2
 
 b^†2b^
 
ðsþ2Þfb^gðs2Þfb^†g: ð15Þ
Eq. (15) leads immediately to
〈q^p^2〉¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃ
ℏ3κ
8
s Z
d2βGðβ;βnÞ½β3þβn3
β2βnββn2ðsþ2Þβðs2Þβn: ð16Þ
4. Application to precision analysis
4.1. General consideration
We now discuss a possible application of the function G to
precision analysis. When performing measurements, one faces a
realistic problem of having to deal with imperfect detectors of
efﬁciencies lower than 1. For precision analysis, one needs to ﬁnd a
reliable way of correcting unavoidable errors arising from imper-
fect measurements. An attractive feature of the function G intro-
duced here is that it provides a deﬁnite recipe, in the form of the
rule of ordering, that allows one to obtain precise quantitative
information about the system being considered from measure-
ment data collected by imperfect detectors. Let us suppose that
simultaneous measurements of two conjugate variables are per-
formed with realistic detectors of efﬁciencies less than 1, from
which the joint count probability distribution is obtained. One can
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identify exactly the function G representing this distribution, as
long as the efﬁciencies of the detectors are known. Since the rule
of ordering of noncommuting operators for the function G is
exactly known, the expectation value of any operator can be
evaluated accurately using the function G. Hence, at least in
principle, a high degree of accuracy comparable to that with
near-perfect detectors is within reach, even if measurements are
performed with imperfect detectors. We illustrate this below by
considering the eight-port homodyne detection experiment [3,14]
that performs simultaneous measurements of two quadrature
amplitudes of a radiation ﬁeld. The issue of obtaining precise
information from measurements performed with realistic detec-
tors in the eight-port homodyne detection experiment was inves-
tigated by Paris [15,16] for the case when the measurement
uncertainties are described by the s-parameterized function of
Cahill and Glauber [13]. Here we wish to provide a general theory
applicable to arbitrary values of measurement uncertainties.
4.2. Eight-port homodyne detection experiment
When applied to a radiation ﬁeld, which mathematically is
equivalent to a harmonic oscillator of mass m¼1, Eq. (3) translates
into
Gðα;αnÞ ¼ 1
2πσ1σ2
Z
d2α0 eðα1
0 α1Þ2=2σ21eðα2
0 α2Þ2=2σ22Wðα0;αn0 Þ;
ð17Þ
where α1 and α2, real and imaginary parts of α, respectively, refer
to two quadrature amplitudes of the radiation ﬁeld. When
σ1σ2 ¼ 14 , the function G becomes the Husimi function. In parti-
cular, when σ1 ¼ σ2 ¼ 12 , the function G is reduced to the Q
function. Furthermore, when σ1 ¼ σ2  σ, the function G becomes
the s-parameterized function of Cahill and Glauber [13] with
s¼ 4σ2.
Simultaneous measurements of two quadrature amplitudes of
a radiation ﬁeld, contingent upon the Heisenberg uncertainty
principle σ1σ2Z14 , can be performed using the eight-port homo-
dyne detection scheme proposed earlier [14]. It has been shown
[17,18] that the joint count probability of two quadrature ampli-
tudes is given, in the limit of a strong local oscillator, by the Q
function of the signal ﬁeld, provided that the detectors used for the
measurements are perfect. In reality, however, detectors have nonunit
efﬁciency ηo1. Assuming that the detectors have the identical
nonunit efﬁciency η, Leonhardt and Paul [19] have shown that the
eight-port homodyne scheme measures the s-parameterized function
of Cahill and Glauber [13], where s¼ ð2ηÞ=η. This result can be
generalized in a straightforward way to the case where the detectors
used to measure different quadrature amplitudes have different
efﬁciencies η1 and η2. [We assume, however, that two detectors used
to measure the same quadrature amplitude have the same efﬁciency.]
In this case, the eight-port homodyne schememeasures the function G
with σ1 and σ2 given by 4σ21 ¼ s1 ¼ ð2η1Þ=η1 and 4σ22 ¼ s2 ¼
ð2η2Þ=η2, respectively. For this case, the parameters κ and s are
given by (with mass m ¼ 1)
κ ¼ωσ2
σ1
¼ω
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2η2Þη1
ð2η1Þη2
s
; ð18Þ
s¼ 4σ1σ2 ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2η1Þð2η2Þ
η1η2
s
; ð19Þ
where ω is the angular frequency of the ﬁeld. The corresponding
rule of ordering is given by Eq. (14), where the operator b^, the
annihilation operator of a “squeezed” photon, is deﬁned in Eq. (12)
with κ given by Eq. (18).
4.3. Examples
For example, let us suppose that we wish to ﬁnd the expecta-
tion value of the photon number, 〈a^†a^〉, in the signal ﬁeld. For
this purpose, we ﬁrst need to express 〈a^†a^〉 in terms of fb^†nb^mg of
Eq. (14). A straightforward algebra yields
a^† a^ ¼  b^†2
 
þ b^2
  
sinh 2r
2
þ b^† b^
 
cosh 2rþ s
2
cosh 2r1
2
;
ð20Þ
where the “squeeze” parameter r is deﬁned as
er ¼
ﬃﬃﬃﬃ
κ
ω
r
: ð21Þ
We thus have
〈a^† a^〉¼
Z
d2β Gðβ;βnÞ½ðβn2þβ2Þsinh 2r
2
þjβj2 cosh 2rþ s
2
cosh 2r1
2
: ð22Þ
Here, the parameter β is related to the quadrature amplitude α by
β¼ α cosh rþαn sinh r ð23Þ
The joint count probability of two quadrature amplitudes mea-
sured with (imperfect) detectors in the eight-port homodyne
scheme leads directly to the identiﬁcation of the function
Gðα;αnÞ. One can then obtain Gðβ;βnÞ through change of variables
from ðα;αnÞ to ðβ;βnÞ. The expectation value 〈a^†a^〉 can then be
calculated using Eq. (22).
We emphasize that Eq. (22) is valid for any arbitrary values η1
and η2 of the efﬁciencies of the detectors used. Hence, an accurate
determination of 〈a^†a^〉 can be achieved even from measurement
data performed with imperfect detectors. One only needs to
determine the function Gðα;αnÞ accurately from the joint count
probability obtained with (imperfect) measurements. The function
to be determined here is the function G associated with the very
detectors used, not the function Gð ¼Q Þ which would be obtained
with the ideal detectors. To elaborate further on this point, let us
consider the simple case when the detectors have the same
efﬁciency η1 ¼ η2  η. In this case, we have κ ¼ω, β¼ α, and
r¼0, and Eq. (22) is simpliﬁed to
〈a^† a^〉¼
Z
d2α Gðα;αnÞjαj2þ1
2
ðs1Þ: ð24Þ
If the measurements were performed with the perfect detectors,
the joint count probability would yield the Q function [17,18], and
the expectation value 〈a^†a^〉 would be calculated by
〈a^† a^〉¼ 〈a^a^†〉1¼
Z
d2α Q ðα;αnÞjαj21: ð25Þ
The difference between Eqs. (24) and (25), namely 12 ðsþ1Þ,
represents the “correction” factor that needs to be added to
compensate for the use of imperfect detectors. This presents no
problem, because the correction factor can be determined exactly
[see Eq. (19)] once the efﬁciency η is known. One can thus say that
the expectation value 〈a^†a^〉 can be determined from the eight-port
homodyne detection experiment to a near-perfect degree of
accuracy, regardless of the efﬁciencies of the detectors used.
Difﬁculty arises, however, when one wants to evaluate the
expectation values 〈a^†na^m〉 for large integers n and m. In general,
the determination of 〈a^†na^m〉 requires an accurate evaluation of the
integrals
R
d2β Gðβ;βnÞβnnβm, R d2β Gðβ;βnÞβnn1βm1, etc. When
n and/or m are large, the value of these integrals may vary widely
with respect to small changes in the function G, and thus it is
important to determine accurately the function G from the
experiment. When low-efﬁciency detectors are used, the function
G resulting from the joint count probability is a strongly smoothed
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function and thus exhibits a relatively ﬂat distribution. In such a
case, an accurate determination of the function G requires an
accurate determination of a large number of signiﬁcant ﬁgures of
its values, which puts a heavy (and perhaps impossible if n and m
are quite large and if the detector efﬁciencies deviate signiﬁcantly
from unity) burden on the experiment. Another difﬁculty arises
from the fact that an accurate evaluation of 〈a^†na^m〉 requires an
accurate evaluation of lower-order expectation values, and thus a
small error in 〈a^†a^〉 and other low-order expectation values are
magniﬁed in the evaluation of high-order expectation values
〈a^†na^m〉. One thus concludes that, the greater the integers n and
m are, the closer to unity the efﬁciencies η1 and η2 are required to
be for an accurate evaluation of 〈a^†na^m〉, i.e., the requirement on
detector efﬁciencies gets increasingly severe for larger integer
values of n and m. In other words, the lower the efﬁciencies of the
detectors used are, the more strongly limited the number of
expectation values 〈a^†na^m〉 that can be determined reliably. With
imperfect detectors, it is practically impossible to accurately
evaluate the expectation values 〈a^†na^m〉 for all integers n and m.
Hence, an accurate state reconstruction, for example, which
requires 〈a^†na^m〉 for all integers n and m, may be difﬁcult, unless
the signal state is given by a ﬁnite superposition of the number
states and thus only a ﬁnite number of 〈a^†na^m〉 are different from
zero [15,16]. Nevertheless, if one is primarily interested in the
expectation values 〈a^†na^m〉 for small integers n and m, then the
phase-space approach with the function G may provide a way to
determine them with a high degree of accuracy, even if one is
equipped only with moderately imperfect detectors.
5. Discussion and summary
The question arises how low the efﬁciencies can be if one can
still hope to get reliable quantitative information about the system
being measured. As a rough estimate, it may be expected that the
function G with σ21  σ22  12 is as good a phase-space distribution
function as the Q function, in the same sense that the Q function
with σ21  σ22  14 is as good a function as the Wigner function.
Taking σ21 ¼ σ22 ¼ 12 , one obtains η1 ¼ η2  0:67, the value well
within reach of the present technology [20]. If the detectors used
in the eight-port homodyne detection experiment have efﬁcien-
cies higher than  0:67, then the function G constructed from the
experiment may be expected to provide reasonably accurate
information about the signal ﬁeld.
The difﬁculty mentioned in Section 4.3 associated with a
strongly smoothed function G derived from low-efﬁciency detec-
tors has its mathematical root in the fact that the Gaussian
convolution operation of Eq. (3) [or Eq. (17)] is, as has already
been noted [21], the two-dimensional Weierstrass transform,
which is an invertible point-to-point integral transform. As such,
there is, in principle, no information loss when the convolution
operation is performed, even if ﬁne structures are inevitably
smoothed. This is consistent with the fact that, regardless of the
strength of smoothing, a deﬁnite rule of ordering exists in the form
of Eq. (14), which enables, in principle, an accurate evaluation of
the expectation values 〈a^†na^m〉 for all integers n and m. There,
however, exists practical difﬁculty with the inverse Weierstrass
transform, because a small error is magniﬁed exponentially in the
inverse transform. Hence, the requirement on the accuracy of the
function G is increasingly severe, as the strength of smoothing is
increased. Despite this practical difﬁculty, it is still encouraging
that the expectation values 〈a^†na^m〉 for small integers can be
accurately evaluated, even if one has only imperfect detectors
and is therefore provided with a strongly smoothed function G.
In this work, we have shown that the Gaussian-smoothed
Wigner function G can be used in precision analysis to determine
accurately the expectation values of phase-space operators from
experimental data obtained with inefﬁcient detectors. Another
possible application of the function G is to the problem of
experimental test of quantum nonlocality. It has already been
shown [22–24] that Bell-type inequalities can be constructed with
the s-parameterized function of Cahill and Glauber as well as with
the Wigner function and Q function, and can be used to experi-
mentally test quantum nonlocality and witness entanglement.
As the function G deﬁned in Eq. (17) is a generalized version of
the s-parameterized function, in the sense that the former reduces
to the latter when σ1 ¼ σ2, it is straightforward to construct
generalized Bell inequalities based on the function G, which will
provide a variety of ways of demonstrating fundamental quantum
properties.
In summary, we have found the rule of ordering of conjugate
variables for the Gaussian-smoothed Wigner function G, which
allows an accurate evaluation of the expectation values 〈q^np^m〉 (or
〈a^†na^m〉). On the basis of the fact that the function G represents the
joint count probability in simultaneous measurements of two
conjugate variables q and p (or α1 and α2), we have shown that
the data obtained from simultaneous measurements performed
with realistic, nonideal detectors can be analyzed in such a way
that a fairly accurate evaluation of the expectation values 〈q^np^m〉
(or 〈a^†na^m〉) for low integers n and m can be achieved.
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