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计一个基于 Hadoop 的海量日志数据处理平台，论文的主要工作如下： 
首先，研究与讨论了相关的海量日志数据处理技术，主要是海量日志数据的
收集服务器 Scribe，以及海量数据业务处理等技术，而支撑这些技术的主要是






























With the rapid development of Internet and the explosive growth of Internet 
information, massive data processing received more concerns. Web log is generated 
by web servers, with the growth of the log data, it forms a massive log. The massive 
log mining is to analyze user behavior characteristics and access to user attributes 
model, generates user information, and it can also be found to optimize web pages for 
webmasters. This dissertation focus on research-related massive data processing, then 
research and design a massive Web log data processing system based on Hadoop. The 
main work is as follows: 
Firstly, the related technology of massive data processing was researched, the 
massive log data collection server scribe was discussed, then researches on core 
technologies of Google: BigTable, GFS distributed file system and MapReduce 
distributed programming model. On the basis, also researches and discusses a 
excellent open source project: Hadoop. 
Secondly, the design of this massive log data processing platform was researched 
and discussed in this dissertation. Mainly refers to the design of log collection module, 
statistics analysis module, association rules module and data UI module. At the same 
time, also studies and discusses the principle of Hive data warehouse and the 
improved algorithm of association rule. 
Finally, this dissertation realizes the massive log processing platform based on 
hadoop. With the log collection, data preprocessing, the mining of Hive data 
warehouse and the algorithm of association rules, it realizes the overall statistics, the 
present statistics, the statistics of users and new users, the coincidence degree of 
cookie and association rules of Web pages. Then results were displayed by the data UI 
module. 
The experiments show that the statistical results are accurate and reliable, and the 
required association rules model were generated. 
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网民数量达到了 5.61 亿，互联网普及率达 42.1%，2012 年全年网民增长为 5090
万，普及率提升了 3.8 个百分点，其网民数和普及率如图 1.1 所示。 
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发展，例如 Facebook 的 Scribe 日志收集系统以及 Google 提出的 BigTable、
MapReduce、GFS（Google File System）等技术；再如云计算、云框架、网格分
布式计算等，极大地满足了互联网的海量数据处理的发展与需求。 
1.2 问题的提出  



















有多少 IP 数，有多少点击量，以及每个小时的分布等等，这些都是一个大型 Web
系统需要计算、分析和统计的，最后生成报表。最典型的就是：收集上每个系统





















在关联规则挖掘方面，Agrawal[21]等人提出了 CD(count distribution)、DD(data 
distribution)和 CaD(candidate distribution)算法。Park 等人提出了 PDM 算法。其
中的 CD 算法具有速度较快、易于实现且对于各计算机间同步次数要求较少等优
点，但仍存在通信量大和产生大量候选项集等问题。但 CD 算法的执行效果要高







































































存储到 Hadoop 的分布式文件系统中，数据处理中用到了 Hive 数据仓库系统和
关联规则算法，分别进行统计分析和挖掘，结果由数据 UI 系统以报表的形式展
现出来。     
    论文的主要任务是解决海量 Web 日志面对的 4 个问题：日志收集、数据存
储、数据处理和结果可视化。    
    首先，研究与讨论了相关的海量日志数据处理技术，主要是海量日志数据的
收集服务器 Scribe，以及海量数据业务处理等技术，而支撑这些技术的主要是
Google 的三大核心技术：BigTable，GFS 分布式文件系统，MapReduce 分布式编
程模型。同时，还研究与讨论了基于 Google 三大核心技术原理而实现的一个优
秀的开源项目：Hadoop 项目。 
    其次，研究与讨论了海量日志数据处理平台的设计，主要是日志收集模块、
统计分析模块、关联规则挖掘模块和数据 UI 模块的设计。同时，还研究与讨论
了 Hive 海量数据仓库的原理和关联规则算法的改进； 


















    论文共分六章，论文的组织结构如下： 
    第一章 引言。主要介绍了论文的研究背景、海量数据和 Web 日志挖掘的研
究问题，并简述论文的主要研究内容和组织安排； 
    第二章 海量数据处理核心技术及原理。首先介绍了 Scribe 日志收集服务器，
深入研究与讨论了 Google 的三大核心技术：BigTable，GFS 分布式文件系统，
MapReduce 分布式编程模型。同时，本文还讨论了基于 Google 三大核心技术原
理而实现的一个优秀的开源项目：Hadoop 项目，主要涉及到了相关的 Hadoop 的
MapReduce 模型，HBase 文件存储，HDFS 分布式文件系统； 




    第四章 基于海量日志数据处理平台的实现。实现了一个基于 Hadoop 的海
量日志数据处理平台，首先展示了该分析平台的体系结构和数据流程，并详细描
述了体系结构中每个功能部件的作用和流程中的详细操作的实现； 
    第五章 系统实验。对海量日志数据处理分析平台的实验进行介绍，包括实
验环境的建立、实验数据的采集、实验的过程以及最终实验结果的展示； 
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