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Abstract
This paper proves that the Alon-Tarsi number of any planar graph is at most
5, which gives an alternate proof of the 5-choosability as well as the 5-paintability
of planar graphs.
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1 Introduction
Assume G is a graph. We associate to each vertex v of G a variable xv. The graph
polynomial PG(x⃗) of G is defined as
PG(x⃗) = ∏
u∼v,u<v
(xv − xu),
where x⃗ = {xv ∶ v ∈ V (G)} and “ < ” is an arbitrary fixed ordering of the vertices of
G. It is easy to see that a mapping φ ∶ V → R is a proper colouring of G if and only if
PG(φ) ≠ 0, where PG(φ) means to evaluate the polynomial at xv = φ(v) for v ∈ V (G).
Thus to find a proper colouring of G is equivalent to find an assignment of x⃗ so that the
polynomial evaluated at this assignment is non-zero. The Combinatorial Nullstellensatz
gives a sufficient condition for the existence of such an assignment.
Assume P (x⃗) a polynomial with variable set X . An index function η for P (x⃗) is a
mapping which assigns to each variable x a non-negative integer η(x). Given an index
function η, we denote by x⃗η the monomial ∏x∈X xη(x), and denote by cP,η the coefficient
of x⃗η in the expansion of P (x⃗). The Combinatorial Nullstellensatz asserts that if η is
an index function with ∑x∈X η(x) equals the degree of P (x⃗) and cP,η ≠ 0, and Ax is a
set of η(x) + 1 real numbers ( or elements of a field) for each x ∈ X , then there is an
assignment φ such that φ(x) ∈ Ax for each x ∈X and P (φ) ≠ 0. In particular, if cPG,η ≠ 0
and η(xv) < k for all v ∈ V , then G is k-choosable. This method developed by Alon and
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Tarsi is now a powerful tool in the study of list colouring of graphs. Jensen and Toft [3]
defined the Alon-Tarsi number of G as
AT (G) =min{k ∶ cPG,η ≠ 0 for some index function η with η(xv) < k for all v ∈ V (G)}.
As observed in [2], AT (G) has some distinct features and it is of interest to study
AT (G) as a separate graph invariant. Let ch(G) be the choice number of G and χP (G)
be the paint number (or the online choice number) of G (cf. [4] and [7]). It follows
from a result of Alon- and Tarsi [1] and a generalization of this result by Schauz [5]
ch(G) ≤ χP (G) ≤ AT (G) for any graph G. There are graphs for which both inequalities
are strict. However, upper bounds for the choice number of many natural classes of
graphs are also upper bounds for their Alon-Tarsi number. Thomassen [6] proved that
every planar graph G has ch(G) ≤ 5, and Schauz [4] showed that every planar graph
G has χP (G) ≤ 5. A natural question (cf. [2]) is whether AT (G) ≤ 5 for every planar
graph G. In this note we answer this question in affirmative.
Theorem 1 If G is a planar graph, then AT (G) ≤ 5.
2 A proof of Theorem 1
The proof of Theorem 1 is parallel to Thomassen’s proof of the 5-choosability of planar
graphs in [6].
For simplicity, we write cG,η for cPG,η, and say η is an index function of G instead of
an index function for PG(x⃗).
Definition 2 Assume G is a plane graph and e = v1v2 is a boundary edge of G. An
index function η of G − e is a nice for (G,e) if the following hold:
• cG−e,η ≠ 0.
• η(v1) = η(v2) = 0, η(v) ≤ 2 for every other boundary vertex v, and η(v) ≤ 4 for
every interior vertex v.
If η is a nice index function for (G,e), then let η′(x) = η(x) except that η′(xv1) = 1.
As PG(x⃗) = (xv1 − xv2)PG−e(x⃗) and η′(v2) = 0, we know that cG,η′ = cG−e,η ≠ 0. Note that
η′(xv) < 5 for each vertex v. Thus Theorem 1 follows from Theorem 3 below.
Theorem 3 Assume G is a plane graph and e = v1v2 is a boundary edge of G. Then
there exists a nice index function η for (G,e).
A variable x is a dummy variable in P (x⃗) if x does not really occur in P (x⃗), or
equivalently, η(x) = 0 for each monomial x⃗η in the expansion of P with a nonzero cP,η.
We shall frequently need to consider the summation and the product of polynomials.
By introducing dummy variables, we assume the involved polynomails in the sum or the
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product have the same set of variables. For example, we may view x2
2
be the same as
x0
1
x2
2
x0
3
. . . x0n, i.e, x
2
2
= x⃗η, where the variable set is X = {x1, x2, . . . , xn} and η(x2) = 2,
η(xi) = 0 for i ≠ 2. We denote by X the set of variables for polynomials in concern. For
two index functions η1, η2, we write η1 ≤ η2 if η1(x) ≤ η2(x) for all x ∈X , and η = η2 − η1
means that η(x) = η2(x) − η1(x) for all x ∈X .
Observation 4
1. If P (x⃗) = αP1(x⃗) + βP2(x⃗), then cP,η = αcP1,η + βcP2,η.
2. If P (x⃗) = x⃗η′P1(x⃗), then cP,η = cP1,η−η′ .
3. If P (x⃗) = x⃗η′P1(x⃗) and η′ /≤ η, then cP,η = 0.
4. If P (x⃗) = P1(x⃗)P2(x⃗) and for any η′ with cP2,η′ ≠ 0, there is a dummy variable x
of P1(x⃗) such that η′(x) ≠ η(x), then cP,η = 0.
5. If G is a graph and cG,η ≠ 0, then ∑x∈X η(x) = ∣E(G)∣.
Proof of Theorem 3 Assume the theorem is not true and G is a minimum counterex-
ample.
First we consider the case that G has a chord e′ = xy. Let G1,G2 be the two e′-
components (i.e., G1,G2 are induced subgraphs of G with V (G) = V (G1) ∪ V (G2) and
V (G1) ∩ V (G2) = {x, y}) with e ∈ G1.
By the minimality of G, there exist a nice index function η1 for (G1, e), and a nice
index function η2 for (G2, e′). Let η = η1 + η2. Note that
PG−e(x⃗) = PG1−e(x⃗)PG2−e′(x⃗).
Let R(x⃗) = cG2−e,η2 x⃗η2 , Q(x⃗) = PG2−e′(x⃗) − R(x⃗), P1(x⃗) = R(x⃗)PG1−e(x⃗) and P2(x⃗) =
Q(x⃗)PG1−e(x⃗). Then PG−e(x⃗) = P1(x⃗) + P2(x⃗).
By (5) of Observation 4, for any index function η′ with cQ,η′ ≠ 0, we have η′ ≠ η2 and
hence there is a vertex v ∈ V (G2) − {x, y} such that η′(xv) ≠ η2(xv) = η(xv). As xv is a
dummy variable in PG1−e(x⃗), by (4) of Observation 4, we have cP2,η = 0. By (1) and (2)
of Observation 4,
cG−e,η = cP1,η = cG2−e′,η2cG1−e,η1 ≠ 0.
So η is a nice index function for (G,e).
Assume G has no chord and assume B(G) = (v1, v2, . . . , vn).
Let G′ = G − vn. Let v1, u1, u2, . . . , uk, vn−1 be the neighbours of vn. Let
S(x⃗) = (xvn − xv1)(xvn−1 − xvn)(xu1 − xvn) . . . (xuk − xvn).
Then PG−e(x⃗) = S(x⃗)PG′−e(x⃗).
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If n = 3, then let η′ be nice for (G′, e). Let η(xv) = η′(xv) for v ∉ {u1, u2, . . . , uk} and
η(xv) = η′(xv) + 1 for v ∉ {u1, u2, . . . , uk} and η(xvn) = 2. Let η′′(xvn) = 2, η′′(xui) = 1 for
i = 1,2, . . . , k and η′′(x) = 0 for other x. Then
S(x⃗) = −x⃗η
′′
+ xv1A(x⃗) + xv2B(x⃗) + x
3
vn
C(x⃗)
for some polynimals A(x⃗), B(x⃗) and C(x⃗). Let P1(x⃗) = xv1A(x⃗)PG′−e(x⃗), P2(x⃗) =
xv2B(x⃗)PG′−e(x⃗) and P3(x⃗) = x3vnC(x⃗)PG′−e(x⃗). As η(xv1) = η(xv2) = 0 and η(xvn) = 2,
it follows from (3) of Observation 4 that cP1,η = cP2,η = cP3,η = 0. By (1) and (2) of
Observation 4, cG−e,η = −cG′−e,η′ ≠ 0. Hence η is nice for (G,e).
Assume n ≥ 4.
We say an index function η′ for G′ − e special if η′(vn−1) ≤ 1, η′(v1) = η′(v2) = 0,
η′(uj) ≤ 3 for j = 1,2, . . . , k. η′(v) ≤ 2 for each other boundary vertex v and η′(v) ≤ 4 for
each interior vertex v.
Case 1. cG′−e,η′ ≠ 0 for some special index function η′ for G′ − e.
Let η(v) = η′(v) for v ∉ {u1, u2, . . . , uk, vn−1} and η(v) = η′(v)+1 for v ∈ {u1, u2, . . . , uk, vn−1}
and η(vn) = 1. Let η′′ be the index function defined as η′′(xvn) = η′′(xvn−1) = η′′(xu1) =
. . . = η′′(xuk) = 1 and η′′(x) = 0 for other variables x. Then
S(x⃗) = x⃗η
′′
+ xv1A(x⃗) + x
2
vn
B(x⃗)
for some polynimals A(x⃗) and B(x⃗). Let P (x⃗) = x⃗η′′PG′−e(x⃗), P1(x⃗) = xv1A(x⃗)PG′−e(x⃗)
and P2(x⃗) = x2vnB(x⃗)PG′−e(x⃗). Then
PG,e(x⃗) = P (x⃗) +P1(x⃗) + P2(x⃗).
As η(v1) = 0 and η(vn) = 1, it follows from (3) of Observation 4 that cP1,η = cP2,η = 0.
By (1) and (2) of Observation 4, we have cG−e,η = cP,η = cG′−e,η′ ≠ 0. Hence η is nice for
(G,e).
Case 2. cG′−e,η′ = 0 for every special index function η′ for G′ − e.
By the minimality of G, there is an index function η′′ nice for (G′, e). Let η(xv) =
η′′(xv) for v ∉ {u1, u2, . . . , uk} and η(xv) = η′′(xv)+1 for v ∉ {u1, u2, . . . , uk} and η(xvn) =
2. Let η′′′(xvn) = 2, η′′′(xui) = 1 for i = 1,2, . . . , k and η′′(x) = 0 for other x. Then
S(x⃗) = x⃗η
′′′
+ xv1A(x⃗) + xvn−1B(x⃗) + x
3
vn
C(x⃗)
for some polynimals A(x⃗), B(x⃗) and C(x⃗).
Let P (x⃗) = x⃗η′′′PG′−e(x⃗), P1(x⃗) = xv1A(x⃗)PG′−e(x⃗), P2(x⃗) = xvn−1B(x⃗)PG′−e(x⃗) and
P3(x⃗) = x3vnC(x⃗)PG′−e(x⃗). As η(xv1) = 0 and η(xvn) = 2, it follows from (3) of Obser-
vation 4 that cP1,η = cP3,η = 0. As η(vn−1) ≤ 2, η(ui) = η′′(ui) + 1 ≤ 3, it follows from (2)
of Observation 4 that cP2,η = cG′−e,η′ for a special index function η′ for G′ − e (note that
η′(xvn−1) = η(xvn−1) − 1 and η′(x) ≤ η(x) for other x). By our assumption, cG′−e,η′ = 0.
Therefore cP2,η = 0. As
PG−e(x⃗) = P (x⃗) + P1(x⃗) + P2(x⃗) + P3(x⃗),
by (1) and (2) of Observation 4, cG−e,η = cP,η = cG′−e,η′′ ≠ 0.
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3 An alternate proof
A digraph D is Eulerian if d+D(v) = d
−
D(v) for every vertex v. Assume G is a graph and
D is an orientation of G. Let EE(D) (respectively, OE(D)) be the set of spanning
Eulerian sub-digraphs of D with an even (respectively, an odd) number of edges. Alon
and Tarsi [1] showed that for an index function η of G, cG,η = ±(∣EE(D)∣ − ∣OE(D)∣)
for an orientation D with d+D(v) = η(v) for every v ∈ V (G). Thus to prove that cG,η ≠ 0
is equivalent to show that there is an orientation D of G with d+D(v) = η(v) for every
v ∈ V (G) for which ∣EE(D)∣ ≠ ∣OE(D)∣.
Definition 5 Assume G is a plane graph and e = v1v2 is a boundary edge of G. An
orientation D of G − e is a nice for (G,e) if the following hold:
• ∣EE(D)∣ ≠ ∣OE(D)∣.
• d+D(v1) = d
+
D(v2) = 0, d
+
D(v) ≤ 2 for every other boundary vertex v, and d
+
D(v) ≤ 4
for every interior vertex v.
The following theorem is just a restatement of Theroem 3, and its proof is essentially
the same as the proof of Theorem 3. However, the translation from calculating the
coefficients of a polynomial to counting Eulerian subgraphs is not completely trivial.
We include a proof of this statement for pedagogical reason.
Theorem 6 Assume G is a plane graph and e = v1v2 is a boundary edge of G, then
(G,e) has a nice orientation.
Proof. Assume the theorem is not true and G is a minimum counterexample.
First we consider the case that G has a chord e′ = xy. Let G1,G2 be the two e′-
components with e ∈ G1.
By the minimality of G, (G1, e) has a nice orientation D1, and (G2, e′) has a nice
orientation D2. Let D = D1 ∪D2. Edges in D2 incident to x, y are not contained in any
directed cycles, and hence are not contained in any Eulerian sub-digraph ofD. Therefore
EE(D) = EE(D1) ×EE(D2) +OE(D1) ×OE(D2),
OE(D) = EE(D1) ×OE(D2) +OE(D1) ×EE(D2).
So ∣EE(D)∣ − ∣OE(D)∣ = (∣EE(D1)∣ − ∣OE(D1)∣)(∣EE(D2)∣ − ∣OE(D2)∣) ≠ 0. Hence D
is a nice orientation of (G,e).
Assume G has no chord. Assume B(G) = (v1, v2, . . . , vn).
Let G′ = G − vn. If n = 3, i.e. B(G) is a triangle, then let D′ be a nice orientation for
(G′, e), and let D be obtained from D′ by adding arcs (v3, v1) and (v3, v2). As v1, v2 are
sinks, no edge incident to vn is contained in a directed cycle and hence EE(D) = EE(D′)
and OE(D) = OE(D′). Therefore D is a nice orientation for (G,e).
Assume n ≥ 4. Let v1, u1, u2, . . . , uk, vn−1 be the neighbours of vn.
We call an orientation D of (G′, e) special if the following hold:
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• v1, v2 has out-degree 0, vn−1 has out-degree at most 1, and each of u1, u2, . . . , uk
has out-degree at most 3, each other boundary vertex has out-degree at most 2.
• every interior vertex has out-degree at most 4.
Case 1. (G′, e) has a special orientation D′ with ∣EE(D′)∣ ≠ ∣OE(D′)∣.
Let D be the orientation of G − e which is obtained from D′ by adding arcs
(vn, v1), (vn−1, vn), (u1, vn), . . . , (uk, vn).
Then D is a nice orientation of (G,e), as EE(D′) = EE(D) and OE(D′) = OE(D).
Case 2. For any special orientation D′ of (G′, e), ∣EE)D′)∣ = ∣OE(D′)∣.
By the minimality of G, (G′, e) has a nice orientation D′′. Let D be the orientation
of G − e obtained from D′′ by adding arcs (vn, v1), (vn, vn−1), (u1, vn), . . . , (uk, vn).
For i = 1,2, . . . , k, let
EEi(D) = {H ∈ EE(D) ∶ (ui, vn) ∈H}, OEi(D) = {H ∈ OE(D) ∶ (ui, vn) ∈H}.
For i = 1,2, . . . , k, if EEi(D) ∪ OEi(D) ≠ ∅, then let Ci be a directed cycle in D
containing (ui, vn). Note that every directed edge of an Eulerian digraph is contained
in a directed cycle, and Ci must contain (vn, vn−1). Let D′i be the orientation of G′
which is obtained from D′′ by reversing the direction of edges in Ci ∩ D′′ (note that
Ci ∩D′′ = Ci − {(ui, vn), (vn, vn−1)} is a directed path from vn−1 to ui).
Observe that D′i is a special orientation of (G′, e). Hence ∣EE(D
′
i)∣ = ∣OE(D
′
i)∣.
Now we show that ∣EEi(D)∣ = ∣OEi(D)∣ for i = 1,2, . . . , k. If EEi(D) ∪OEi(D) = ∅,
then this is trivially true.
Assume EEi(D) ∪OEi(D) ≠ ∅.
For each H ∈ EEi(D)∪OEi(D), H△C−1i ∈ EE(D
′
i)∪OE(D
′
i). Here C
−1
i is the reverse
of Ci and H △C−1i is the symmetric difference of H and C
−1
i , i.e., the digraph obtained
from the edge disjoint union of H and C−1i by deleting digons. Note that the symmetric
difference of any two Eulerian digraphs is an Eulerian digraph. Moreover, any edge of
Ci contained in H will form a digon with the corresponding edge in C−1i and hence is
deleted. In particular, (ui, vn), (vn, vn−1) are edges of Ci contained in H and are deleted.
So H △C−1i is a sub-digraph of D′′.
Similarly, for each H ∈ EE(D′i)∪OE(D
′
i), H△Ci ∈ EEi(D)∪OEi(D). As (H△Ci)△
C−1i = H , φ(H) ∶= H △C
−1
i is a one-to-one correspondence between EE(D
′
i) ∪OE(D
′
i)
and EEi(D) ∪ OEi(D). If Ci is of even length, then ∣E(φ(H))∣ and ∣E(H)∣ have the
same parity; if Ci is of odd length, then ∣E(φ(H))∣ and ∣E(H)∣ have different same
parities. So if Ci is of even length, then ∣EEi(D)∣ = ∣EE(D′i)∣, ∣OEi(D)∣ = ∣OE(D
′
i)∣;
if Ci is of odd length, then ∣EEi(D)∣ = ∣OE(D′i)∣, ∣OEi(D)∣ = ∣EE(D
′
i)∣. In any case,
∣EEi(D)∣ = ∣OEi(D)∣.
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Now
EE(D) = EE(D′′) ∪
k
⋃
i=1
EEi(D), OE(D) = OE(D′′) ∪
k
⋃
i=1
OEi(D).
The unions above are disjoint unions. So ∣EE(D)∣−∣OE(D)∣ = ∣EE(D′′)∣−∣OE(D′′)∣ ≠ 0.
I would like to thank Grzegorz Gutowski for bringing this problem to my attention,
and thank Jaroslaw Grytczuk for pointing out that the problem was contained in [2].
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