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Abstract
Accurate predictions of pollutant concentrations at new locations are often of inter-
est in air pollution studies on fine particulate matters (PM2.5), in which data is usually
not measured at all study locations. PM2.5 is also a mixture of many different chemical
components. Principal component analysis (PCA) can be incorporated to obtain lower-
dimensional representative scores of such multi-pollutant data. Spatial prediction can then
be used to estimate these scores at new locations. Recently developed predictive PCA
modifies the traditional PCA algorithm to obtain scores with spatial structures that can
be well predicted at unmeasured locations. However, these approaches require complete
data, whereas multi-pollutant data tends to have complex missing patterns in practice.
We propose probabilistic versions of predictive PCA which allow for flexible model-based
imputation that can account for spatial information and subsequently improve the overall
predictive performance.
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1 Introduction
In recent years, there has been a growing interest in studying the role and health impact
of PM2.5, which is fine particulate matter with aerodynamic diameter less than 2.5 µm (Brook
et al., 2004). PM2.5 is a complex mixture of many components, and its chemical profile may
vary drastically across time and space (Brook et al., 2004; Bell et al., 2007; Dominici et al.,
2010). Obtaining a lower-dimensional representation of PM2.5 multi-pollutant data is often
necessary, as including many highly correlated pollutants in a statistical model is problematic.
Principal component analysis (PCA) (Jolliffe, 1986) is an unsupervised dimension reduction
technique that has gained popularity in multi-pollutant analysis (Dominici et al., 2003).
Examples of environmental studies utilizing PM2.5 data include studies on the associ-
ations between various health outcomes and long-term (Pope III et al., 2002; Ku¨nzli et al.,
2005; Miller et al., 2007; Chan et al., 2015; Kaufman et al., 2016) or short-term (Gold et al.,
2000; Tolbert et al., 2007; Pascal et al., 2014; Achilleos et al., 2017; Hsu et al., 2017; Tian
et al., 2017) exposures to PM2.5. Many studies have suggested that the associations between
PM2.5 total mass and various health outcomes can be modified by some specific constituents
or the overall chemical composition (Franklin et al., 2008; Bell et al., 2009; Krall et al., 2013;
Zanobetti et al., 2014; Dai et al., 2014; Kioumourtzoglou et al., 2015; Wang et al., 2017; Keller
et al., 2018).
In the United States, PM2.5 studies often rely on data collected from regulatory moni-
toring networks managed by the Environmental Protection Agency (EPA). Unfortunately, for
many pollution-health association studies, these fixed monitoring sites are usually not at the
same locations where health outcomes are available. Such spatial misalignment motivates an
exposure modeling stage in which a spatial prediction model, such as land-use regression or
universal kriging, is often used to estimate the exposure at unmeasured locations where pollu-
tant data is not observed (Brauer et al., 2003; Ku¨nzli et al., 2005; Crouse et al., 2010; Bergen
et al., 2013; Chan et al., 2015).
Derivation of a lower-dimensional representation of PM2.5 multivariate data prior to
making these spatial predictions is necessary, as predicting chemically and spatially corre-
lated pollutant surfaces is challenging and intractable in most cases. As PCA is capable of
performing dimension reduction without meddling with the health outcomes, it can be eas-
ily integrated in the analysis of spatially-misaligned data. Using PCA, a lower-dimensional
scores of the multi-pollutant data at monitoring locations can be obtained. These monitoring
scores, along with geographic covariates, can then be used in a spatial prediction model to
estimate the corresponding scores at unmeasured locations. However, PCA does not account
for exogenous geographic information and spatial correlations across neighboring locations.
Hence, PCA may produce scores that summarize the monitoring data well but are difficult to
be predicted at unmeasured locations. A spatially predictive PCA algorithm (Jandarov et al.,
2017) was developed to mitigate this issue by producing scores with spatial patterns that can
be subsequently predicted well at new locations.
An additional challenge arises in practice where there is often a large amount of missing
data, especially for multi-pollutant monitoring data. For example, not all PM2.5 components
are measured at all monitoring sites, either due to environmental considerations, logistic con-
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straints or lack of resources. The missing patterns can sometimes be complex or spatially in-
formative. Neither traditional PCA nor predictive PCA is well-equipped to deal with missing
data, and thus a separate imputation step is required prior to dimension reduction. Existing
non-parametric imputation schemes, ranging from simple mean imputation to sophisticated
matrix completion, do not account for external spatial information. They may therefore dis-
tort the underlying spatial structure in the original data even before the dimension reduction
stage, and thus negatively impact the predictive performance in the final stage.
In this paper, our goal is to enhance the dimension reduction procedure under the pres-
ence of missing data by proposing a probabilistic framework in place of the deterministic
algorithm of predictive PCA. Similar to Jandarov et al. (2017), our methods seek to produce
principal components that can be well predicted at new locations. The added probabilistic
assumptions allow for flexible model-based imputation that takes into account the embedded
geographic and spatial information, and thus eliminates the need for a preprocessing stage
with non-parametric imputation.
2 Motivating example
To illustrate the merit of our proposed methods, we use data collected nationally by the
Air Quality System (AQS) network of monitors managed by the EPA. Measurements of annu-
ally averaged PM2.5 total mass and its components are only collected at a few subnetworks of
AQS. For consistency with previous related work (Keller et al., 2017; Jandarov et al., 2017), we
choose to use the 2010 data from the Chemical Speciation Network (CSN), of which monitoring
sites are located strategically in various urban areas. Data is available for 21 components of
PM2.5: elemental carbon (EC), organic carbon (OC), sulfate ion (SO
2−
4 ), nitrate ion (NO
−
3 ),
aluminum (Al), arsenic (As), bromine (Br), cadmium (Cd), calcium (Ca), chromium (Cr),
copper (Cu), iron (Fe), potassium (K), magnesium (MN), sodium (Na), sulfur (S), silicon (Si),
selenium (Se), nickel (Ni), vanadium (V), and zinc (Zn).
Geographic covariates are obtained for all available sites through the Exposure Assess-
ment Core Database by the MESA Air team at the University of Washington. Data on roughly
600 Geographic Information System (GIS) covariates are available, including distances from
roads, distances from major pollution sources, land-use information, vegetation indices, etc.
The specific sources and attributions of these geographic covariates are carefully described in
Bergen et al. (2013).
Data for 2010 is available for 221 CSN sites, with only 130 of those sites having complete
data on all 21 components. Overall the amount of missing data in 2010 is roughly 30.1%. Not
only do we compare the predictive performances following the application of different PCA
methods, but we also examine how different the chemical profiles are when considering only
complete sites versus all available data. The data processing, analysis procedures, and results
are discussed in Section 6.
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3 Review of traditional PCA and predictive PCA
We denote X ∈ Rn×p as the exposure data with p pollutants observed at n monitoring
sites with spatial coordinates s1, ..., sn. The exposure data X may contain missing elements
as some pollutants are not measured at all monitoring site. Let ri be a vector of k geo-
graphic covariates pertaining to the i-th monitoring sites. Variables corresponding to locations
where exposure data is of interest but not measured are distinguished by an asterisk, i.e.
n∗,X∗, s∗1, ..., s∗n∗ , r∗1, ..., r∗n∗ .
The data of interest, X∗, is high-dimensional but inaccessible. If X∗ were observed,
dimension reduction could be applied directly to obtain a lower-dimensional representation
U∗ ∈ Rn∗×q where q < p. Because of spatial misalignment, a spatial prediction model is
required to estimate the unobserved exposures. Modeling highly correlated surfaces is chal-
lenging and inefficient given the final aim of recovering only the lower-dimensional U∗. Thus,
a sensible modeling procedure under the presence of spatially misaligned multi-pollutant data
with missing observations may consist of several steps: (1) imputation for missing data, (2)
dimension reduction to derive scores at monitoring sites, and (3) spatial prediction to estimate
corresponding scores at new locations. In this paper, we focus on dimension reduction using
PCA, an unsupervised technique that is suitable for handling spatially-misaligned data.
Traditional PCA (TradPCA) provides a mapping from the original p-dimensional ex-
posure surface to a corresponding q-dimensional representation where X ≈ UV T for q < p.
We refer to the orthogonal columns of V ∈ Rp×q as the loadings or principal directions. The
columns of U ∈ Rn×q, {u1, ...,uq}, are the principal component (PC) scores. These PC scores
can be thought of as linear combinations of the original features of X. These newly trans-
formed variables are considered uncorrelated due to orthogonality of the loadings, which is an
attractive feature of TradPCA. The TradPCA algorithm is also optimal in the sense that the
derived PC scores are conveniently ordered by the amount of variability explained in X.
While TradPCA provides a unique solution in the reduced dimensions, the algorithm
can be reformulated into a series of biconvex optimization problems, in which the loading and
corresponding score of each PC can be solved in an iterative fashion (Shen and Huang, 2008),
min
u,v
∥∥∥X − uvT∥∥∥2
F
s.t. ‖v‖2 = 1.
Utilizing such optimization framework, Jandarov et al. (2017) develop a spatially predictive
PCA algorithm (PredPCA hereafter) by directly incorporating spatial information in the ob-
jective function:
min
α,v
∥∥∥∥X − ( Zα‖Zα‖2
)
vT
∥∥∥∥2
F
,
where Z =
[
R R˜
]
, in which R ∈ Rn×k contains k GIS covariates, and R˜ ∈ Rn×k˜ contains k˜
thin-plate spline basis functions. The induced PC score, Zα/‖Zα‖2, is constrained to have an
underlying smooth spatial structure guided by geographic and spatial information encoded in
Z. An advantage of PredPCA over TradPCA is the capability to identify principal directions
that lead to spatially predictable PC scores at unmeasured locations. Recent work by Bose
et al. (2018) further improves PredPCA by adaptively selecting information to be included in
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Z for each PC.
When monitoring data is incomplete, simply omitting locations with missing data may re-
duce the usable sample size substantially; thus, imputation is often required prior to dimension
reduction. Non-parametric techniques, ranging from mean imputation to matrix completions,
are based on observed pollutant values but not additional spatial information. When the miss-
ingness is spatially informative, such imputation schemes may heavily bias the results of these
PCA algorithms.
In the next section, we propose a probabilistic framework that aims to derive spatially
predictive PC scores, with the ability to handle incomplete monitoring data and induce flexible
model-based imputation that accounts for spatial and geographic information.
4 Probabilistic predictive PCA
4.1 Probabilistic formulation with a latent variable model: the Krige algo-
rithm
Tipping and Bishop (1999) proposed a probabilistic formulation of TradPCA based on
a Gaussian latent variable model. Their model assumes X = uvT +E, where u ∼ N (0, In),
v ∈ Rp, ‖v‖2 = 1, and the elements of E are independently and identically distributed (i.i.d.)
with mean zero and variance γ2. We extend this framework by directly imposing a spatial
mean and covariance structure on the latent variable space. That is, given a desired number
of PCs, q, our model assumes
X =
q∑
l=1
(
ulv
T
l +El
)
,
ul = Rβl + ηl,
where βl ∈ Rk includes the coefficients corresponding to the geographic covariates in R, while
ηl ∈ Rn has zero mean and spatial covariance Σ(ξl), with ξl denoting the spatial covariance
parameters of the latent space. We use similar constraint ‖vl‖2 = 1, and assume that Σ(ξl)
has no nugget effect. The latent score ul is stochastic with a full spatial distribution.
Let Θl be the collection of the model parameters, {vl,βl, γ2l , ξl}, corresponding to the l-
th PC. When the monitoring data is complete, estimate of the first loading, vˆ1, can be obtained
using the original data matrixX. The corresponding score uˆ1 at monitoring locations can then
be calculated by projecting X onto the direction of vˆ1. In later steps, Θl can be estimated
using X l = X l−1 − uˆl−1vˆTl−1, where X1 = X. The PC score uˆl can then be derived by
projecting X l onto vˆl. Note that we use projection of the data matrix to obtain the PC score
in each step instead of using model estimate of the latent mean Rβl. When some elements
of X are missing, estimation of Θl is based only on the observed elements of X l. Estimated
PC score uˆl can then be made by projecting the model-based imputed exposure data onto the
direction of vˆl.
Our approach to estimate Θl in each step is similar to the EM algorithm employed by
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Tipping and Bishop (1999). We consider the latent variable ul to be the “missing” portion,
and thus the “complete” data consists of the observed X l and the latent variable ul. The goal
is then to maximize the joint likelihood of X l and ul. The algorithm for parameter estimation
with complete data can be summarized in the following steps:
(a) Step 1: We initialize Θ˜l = {v˜l, γ˜2l , β˜l, ξ˜l}, and Σ˜l = Σ(ξ˜l)
(b) Step 2 (E-step): We derive the expectation of the “complete” log-likelihood with respect
to the current parameters Θ˜ and observed data X l. The distribution of ul conditioned
on both Θ˜l and X l has mean M˜ l and covariance S˜l, where:
S˜ =
(
γ˜−2l In + Σ˜
−1
l
)−1
,
M˜ = S
(
γ˜−2l X lv˜l + Σ˜
−1
l Rβ˜l
)
,
(c) Step 3 (M-step): We solve for Θˆl = {vˆl, γˆ2l, βˆl, ξˆl} by maximizing the expectation of the
log-likelihood calculated in the E-step.
(i) vˆl = v˘l/‖v˘l‖2, where v˘l = XTl M˜ l/
∥∥M˜ l∥∥22,
(ii) γˆ2 = N−1
[
Tr(S˜l) +
∥∥Vˆ lM˜ l −W l∥∥22], where Vˆ l = In⊗vˆl andW l is the vectorized
version of X l,
(iii) ξˆl = arg max
ξl
{
− log |Σl| − Tr
(
Σ−1l S˜l
)
− (M˜ l −Rβ˜l)TΣ−1l (M˜ l −Rβ˜l)
}
(iv) βˆl =
(
RTΣˆ
−1
l R
)−1
RTΣˆ
−1
l M˜ l.
(d) Step 4: We replace Θ˜l by Θˆl and iterate between step 2 and step 3 until convergence of
either the parameters or the observed log-likelihood W l|Θl.
The mathematical details and algorithm under missing data are described in Section
1 of the Supplements. We refer to this framework as the probabilistic predictive PCA, or
ProPrPCA, hereafter. Specifically, we call this algorithm ProPrPCA-Krige due to the kriging
formulation in the model assumptions.
4.2 Probabilistic formulation with thin-plate spline basis: the Spline algo-
rithm
While the ProPrPCA-Krige algorithm is cohesive with a prediction stage using univer-
sal kriging, the parameter estimation appears to be computational burdensome. In general,
the EM algorithm is often computationally expensive and convergence is not always guaran-
teed. Inspired by the objective function of PredPCA, we propose a more simplified version of
ProPrPCA,
X =
q∑
l=1
(
(Zβl)v
T
l +El
)
,
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where Z contains thin-plate spline functions similar to PredPCA. Compared to the ProPrPCA-
Krige model, the latent score ul no longer has a stochastic component. Instead, ul is now a
smooth structure enriched with spatial patterns included in Z.
The overall procedure to obtain PC scores is similar to the Krige algorithm. When
some elements of X l are missing, estimation of Θˆl = {vl,βl, γ2l } is based on the observed
elements of X l, and estimated PC score uˆl can be derived by projecting the model-based
imputed exposure matrix onto the direction of vˆl. When the monitoring data is complete, the
algorithm for parameter estimation at each step is straightforward:
(a) Step 1: We initialize Θ˜l = {v˜l, γ˜2l , β˜l}.
(b) Step 2: We solve for Θˆl = {vˆl, γˆ2l, βˆl} by updating each parameter:
(i) vˆ = v˘l/‖v˘l‖2, where v˘l = XTl Zβ˜l/
∥∥Zβ˜l∥∥22,
(ii) βˆl =
(
ZTZ
)−1
(Z ⊗ vˆl)TW l, where W l is the vectorized version of X l,
(iii) γˆ2l = N
−1∥∥W l − Vˆ lZβˆl∥∥22, where Vˆ l = In ⊗ vˆl.
Here we first solve for vl using the current value β˜l. We then solve for the regression
coefficients βl using vˆl. Finally, the variance parameter is calculated based on both vˆl
and βˆl.
(c) Step 3: We replace Θ˜l by Θˆl and repeat step 3 until convergence of either the parameters
or the log-likelihood of W l|Θl.
The mathematical derivations and the algorithm under missing monitoring data are
described in Section 2 of the Supplements. We refer to this model as ProPrPCA-Spline due to
the use of thin-plate spline basis functions.
5 Simulations
We conduct two sets of simulations to compare the different PCA approaches. The first
set involves a low-dimensional setting with three-pollutant exposure surfaces. The second set
illustrates a higher-dimensional setting with 15 generated pollutant surfaces. In both cases,
the multi-pollutant data is generated on a 100× 100 grid (N = 10, 000).
In each simulation, we randomly choose 400 training locations and 100 testing locations.
We then apply the four competing methods (TradPCA, PredPCA, ProPrPCA-Krige, and
ProPrPCA-Spline) to the training data, Xtrain, to obtain the corresponding loading vˆtrainl
and score uˆtrainl , for l = 1, ..., q where q is a desired number of PCs. We then use uˆ
train
l
and relevant covariate information to obtain uˆtestl , predicted scores at testing locations, in
a universal kriging model with an exponential covariance assumption. Finally, we compare
the predicted scores to the known scores, utestl , which is defined by projecting X
test onto the
direction of vˆtrainl .
We also consider various scenarios in which some training data is missing. These scenarios
include missing completely at random (MCAR) , with 30%, 35%, and 40% of missing data, and
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missing at random (MAR), in which the missing patterns are associated with the generated
spatial covariates. When there is missing data, we apply low-rank matrix completion via the
SoftImpute algorithm (Mazumder et al., 2010) to fill in the missing entries prior to TradPCA
and PredPCA.
There are several metrics to evaluate the predictive performance. The main metric of
interest is the prediction R2 adapted from Szpiro et al. (2011), which reflects the correlation be-
tween uˆtestl and u
test
l . We also look at the reconstruction error (RE), defined as ‖Xtest−Xˆ
test‖F
where Xˆ
test
= Uˆ
test
(Vˆ
train
)T, Uˆ
test
=
[
uˆtest1 ... uˆ
test
q
]
, and Vˆ
train
=
[
vˆtrain1 ... vˆ
train
q
]
.
5.1 Three-dimensional exposure surfaces
We simulate three-dimensional surfaces with {x1,x2,x3}, and three independent covari-
ates {r1, r2, r3}. Only r1 ∼ N (0, IN ) is “observed” and thus used in the universal kriging
model. Both r2 ∼ N (0, IN ) and r3 ∼ N (0, IN ) are unobserved and primarily used to induce
correlations across {x1,x2,x3}.
We generate data such that x1 = 4r1 +2r3 +1, x2 = 3r2 +2, and x3 = 2r1 +4r2 +3,
where 1, 2, 3 ∼ N (0,Σ), where Σ has an exponential structure with partial sill σ2 = 3.52,
nugget τ2 = 1, and range φ = 50. Under this setting, only x1 and x3 are predictable by r1.
While not dependent on r1, x2 is moderately correlated with x3 via r2. We also generate a
second set of data in which the errors 1, 2, 3 ∼ N (0,1) . For MAR scenarios, x1 is missing
at training locations where r1 values are larger than its 80th sample percentile, while x2 and
x3 have 20% MCAR. We only look at the first PC for these low-dimensional simulations, i.e.
q = 1.
Fig. 1 shows the prediction R2’s and REs across 1,000 simulations for data generated
with spatially correlated noise. Table 1 displays the means and standard deviations of the
estimated loadings from each method when the training data is complete. The principal
direction produced by TradPCA is loaded heavily on x3 and only moderately on both x1 and
x2. This leads to poor predictive performance for TradPCA (median R
2 = 0.40). Meanwhile,
loadings from the other three methods put the most weight on x1 and some on x3, thus they
have higher prediction R2’s (median R2’s are about 0.75) and lower REs.
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Figure 1: Prediction R2’s and reconstruction errors across 1,000 replications with three-dimensional
surface generated with spatially correlated noises. Under missing data scenarios, SoftImpute is used
prior to the application of either TradPCA or PredPCA.
Table 1: Means (standard deviations) of estimated PC1 loadings across 1,000 replications with three-
dimensional surface with spatially correlated noise and complete training data.
X1 X2 X3
TradPCA 0.40 (0.11) 0.41 (0.09) 0.80 (0.07)
PredPCA 0.88 (0.04) -0.07 (0.04) 0.46 (0.09)
ProPrPCA-Krige 0.85 (0.04) -0.11 (0.08) 0.50 (0.08)
ProPrPCA-Spline 0.86 (0.03) -0.12 (0.07) 0.49 (0.07)
Under MCAR scenarios, prediction R2’s substantially decrease and REs increase for both
TradPCA and PredPCA as the amount of missing data increases. Median R2 of PredPCA
drops to as low as 0.64 when training data is 35% MCAR. On the other hand, there are
only some subtle reductions in the predictive performances of both ProPrPCA approaches.
Under MAR, the performances of both TradPCA and PredPCA are significantly worse. While
ProPrPCA-Krige performs better than PredPCA on average, the variability in performance is
high across simulations. Despite not achieving the same level as when the data is complete,
ProPrPCA-Spline has the highest predictive performance among the four competing methods.
Table 2 shows the estimated loadings with complete data, while Fig. 2 shows the predic-
tion R2’s and REs across 1,000 simulations for data generated with independent noise. Similar
trends, where ProPrPCA outperforms the rest when missing data is more severe, are also
observed in this set of generated data.
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Figure 2: Prediction R2’s and reconstruction errors across 1,000 replications with three-dimensional
surface generated with independent noises. Under missing data scenarios, SoftImpute is used prior to
the application of either TradPCA or PredPCA.
Table 2: Means (standard deviations) of estimated PC1 loadings across 1,000 replications with three-
dimensional surface with independent noise and complete training data.
X1 X2 X3
TradPCA 0.53 (0.06) 0.39 (0.04) 0.75 (0.03)
PredPCA 0.89 (0.02) 0.01 (0.02) 0.45 (0.04)
ProPrPCA-Krige 0.88 (0.02) 0.03 (0.04) 0.47 (0.04)
ProPrPCA-Spline 0.89 (0.02) 0.01 (0.03) 0.46 (0.04)
5.2 High-dimensional exposure surfaces
We also demonstrate the performance of ProPrPCA algorithms via simulations with 15
generated pollutants. The full setup is described in Section 3 of the Supplements. Overall, the
high-dimensional exposure surfaces are generated from three underlying scores, u1, u2, and u3.
The data generating mechanism is such that u1 is the most spatially predictable, u2 is mod-
erately predictable, and u3 is not predictable by any covariates used in the universal kriging
model. The loadings used to generate the data are sparse, in order to clearly identify the behav-
iors of the PCA methods. That is, the first five pollutants, (x1,x2,x3,x4,x5), are generated
from u1. Meanwhile, (x6,x7,x8,x9,x10) are generated from u2, and (x11,x12,x13,x14,x15)
are generated from u3. For MAR scenario, we induce a mild spatial pattern in the missing
data for the first five pollutants. In these simulations, we evaluate the predictive performance
based on two PCs, i.e. q = 2.
We create two scenarios: scenario 1 with V ar(u1) = 10, V ar(u2) = 7.5, and V ar(u3) =
10
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5, and scenario 2 with V ar(u3) = 10, V ar(u1) = 7.5, and V ar(u2) = 5. In scenario 1, where
the order of variance contribution is the same as the order of spatial predictability, we expect
all PCA methods to identify linear combinations of u1 and u2 as the first two PCs when
training data is complete. In scenario 2, the non-predictable score u3 has the highest variance
contribution. Thus we expect TradPCA to identify linear combinations of u3 and u1 for the
first two PCs, with a large contribution of u3 for the first PC. Meanwhile, we anticipate the
other predictive methods to still pick linear combinations of u1 and u2.
The contributions of u1 and u2 toward an estimated PC score on training data dictate
the spatial predictability of the PC at new locations. For our simulations, we derive two PCs,
one of which is more predictable than the other. In practice, it is unclear whether the more
predictable PC would be obtained as the first or second PC. Therefore, we order the prediction
R2 values in each simulation to have a fair and clear comparison among competing PCA
methods. Table 3 shows the results for the ordered prediction R2’s across 1,000 simulations
under scenario 1. That is, we report the median R2’s for the more and less predictable PCs,
instead of median R2’s by PC1 and PC2 separately. Further results regarding how likely it
is that the more predictable PC is obtained as the first PC for each competing method are
discussed in Section 3 of the Supplements.
Table 3: The median prediction R2’s across 1,000 simulations for high-dimensional scenario 1. Under
missing data scenarios, SoftImpute is used prior to the application of either TradPCA or PredPCA.
Median R2 for the
more predictable PC Complete MCAR 35% MAR
TradPCA 0.829 0.801 0.681
PredPCA 0.837 0.809 0.697
ProPrPCA-Krige 0.835 0.827 0.726
ProPrPCA-Spline 0.836 0.832 0.751
Median R2 for the
less predictable PC Complete MCAR 35% MAR
TradPCA 0.601 0.583 0.591
PredPCA 0.603 0.583 0.609
ProPrPCA-Krige 0.604 0.597 0.609
ProPrPCA-Spline 0.604 0.600 0.616
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Figure 3: Differences in prediction R2 values between ProPrPCA-Spline and PredPCA for high-
dimensional scenario 1 under complete data, MCAR 35%, and MAR. The y-axis represents the R-
squared difference for the more predictable PC, while the x-axis represents the R-squared difference for
the less predictable PC. Percentages indicate the proportion out of 1,000 simulations that fall into each
quadrant.
As expected under scenario 1, all methods perform comparably when the training data is
complete. While the results for MCAR 30% and 40% are not shown in this paper, we observed
similar patterns to the three-dimensional simulations where the performance of TradPCA and
PredPCA decreases steadily as the amount of MCAR missing data increases. Under MCAR
35% setting, ProPrPCA-Spline has the best median R2’s for both PCs (0.832 and 0.600).
Under MAR, data among the first five pollutants is more likely to be missing at locations with
extreme geographic covariate values. This effectively has an impact on the actual variance
contributions of the underlying scores in a given sample. As a result, in many simulations,
the estimated scores tend to have less contribution from u1. This explains the decreases in
median R2’s of the more predictable PC for all methods. ProPrPCA-Spline notably has the
best median R2 (0.751), particularly compared to PredPCA (0.697).
We further compare the differences in R2 values between ProPrPCA-Spline and PredPCA
in Fig. 3. With complete training data, ProPrPCA-Spline outperforms PredPCA for only less
than 60% of the simulations, and the magnitude of the difference between the two methods
is rather negligible. Under MCAR 35%, ProPrPCA-Spline outperforms PredPCA for both
PCs in 69.7% of the 1,000 simulations, and, for 28.5% of the time, ProPrPCA-Spline is better
in one of the PCs. Finally, under MAR, there are only 2.8% of the simulations in which
ProPrPCA-Spline is worse than PredPCA for both PCs. There are 33.8% of the simulations
where ProPrPCA-Spline is better for only the more predictable PC (blue top-left quadrant).
Particularly for points lying in this quadrant, the greater spread along the y-axis implies that
a higher increase in R2 for the more predictable PC is often accompanied by a smaller decrease
in R2 for the other PC. Thus ProPrPCA-Spline shows more prominent benefits for the more
predictable PC without trading off too much in predictability of the other PC.
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Table 4 and Fig. 4 show the corresponding results under scenario 2. In this scenario, as
expected, TradPCA often identifies linear combinations of u3 and u1 as the first two PCs, and
thus the predictive performance is generally poor, especially for the less predictable PC of the
two. ProPrPCA-Krige severely underperforms compared to PredPCA and ProPrPCA-Spline,
even with complete data. Both PredPCA and ProPrPCA-Spline produce similar median R2’s
with complete data. Similar to scenario 1, ProPrPCA-Spline performs consistently well with
an increasing amount of MCAR, while the performance of PredPCA deteriorates. ProPrPCA-
Spline shows clear benefits under MAR, particularly for the more predictable PC (0.727)
compared to PredPCA (0.667). The visualization of the differences in prediction R2’s between
ProPrPCA-Spline and PredPCA in Fig. 4 further supports similar conclusions to those of
scenario 1.
Table 4: The median prediction R2’s across 1,000 simulations for high-dimensional scenario 2. Under
missing data scenarios, SoftImpute is used prior to the application of either TradPCA or PredPCA.
Median R2 for the
more predictable PC Complete MCAR 35% MAR
TradPCA 0.776 0.739 0.603
PredPCA 0.807 0.776 0.667
ProPrPCA-Krige 0.729 0.680 0.483
ProPrPCA-Spline 0.806 0.801 0.727
Median R2 for the
less predictable PC Complete MCAR 35% MAR
TradPCA 0.008 0.014 0.001
PredPCA 0.563 0.540 0.572
ProPrPCA-Krige 0.233 0.212 0.141
ProPrPCA-Spline 0.563 0.556 0.572
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Figure 4: Differences in prediction R2 values between ProPrPCA-Spline and PredPCA for high-
dimensional scenario 2 under complete data, MCAR 35%, and MAR. The y-axis represents the R-
squared difference for the more predictable PC, while the x-axis represents the R-squared difference for
the less predictable PC. Percentages indicate the proportion out of 1,000 simulations that fall into each
quadrant.
6 Data application
6.1 Methods
In this section, we first compare the pollutant profiles obtained by different PCA methods
to the annual average 2010 CSN data. Prior to our analysis, we take a similar approach to
Keller et al. (2017) and convert the mass concentrations of PM2.5 components to proportions by
dividing by the total mass of PM2.5, and then log-transform these proportions. We also follow a
similar preprocessing procedure as described in Keller et al. (2017) and Jandarov et al. (2017)
to the GIS covariates to be used in the predictive algorithms and spatial prediction model.
That is, we remove covariates that are missing at all chosen sites, have the same values in
at least 80% of the sites, or have at least 2% of their values being more than five standard
deviations away from the sample mean. We also remove land-use covariates whose maximal
value is only 10% among all chosen sites. Finally, we apply PCA on the processed GIS data
and use the first five PCs in later stages.
After the preprocessing procedure, we end up with a total of 221 CSN sites, only 130
of which have complete data on all 21 PM2.5 components. We first apply three methods,
TradPCA, PredPCA, and ProPrPCA-Spline, on the 130 sites with complete data (the “com-
plete” set). We then proceed to apply these methods on all 221 CSN sites (the “full” set),
where SoftImpute is applied prior to TradPCA and PredPCA. The goal is to assess how the
estimated loadings and PC scores change when using only sites with complete data compared
with using all available sites. The design matrix, Z, used in PredPCA and ProPrPCA-Spline
includes the five PCs of GIS covariates and thin-plate spline basis functions generated from
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the spatial coordinates, similar to Jandarov et al. (2017). We do not use ProPrPCA-Krige
in our comparison because of its computational cost and inferior performance compared to
ProPrPCA-Spline in our previously described simulations.
We also conduct leave-one-site-out cross-validation to compare the predictive perfor-
mances among these methods. In each round of cross-validation, we leave out one site among
the complete sites as test data. We then perform dimension reduction and fit a universal
kriging model on training data comprised of either only the remaining complete sites (the
“complete” training data), or all remaining sites (the “full” training data), while the testing
data in each round stays the same. The goal is to assess the predictive performance of different
PCA methods with both complete and missing data.
6.2 Results
6.2.1 The multi-pollutant profile
Fig. 5 shows the estimated loadings and the spatial distributions of corresponding scores
of the first PC for four combinations of PCA method and dataset: TradPCA applied to the
complete set, PredPCA applied to the complete set, imputation followed by PredPCA applied
to the full set, and ProPrPCA-Spline applied to the full set. The results for ProPrPCA-Spline
when using the complete set (not shown in this paper) are essentially identical to PredPCA
results.
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Figure 5: Estimated loadings for feature with highly positive weights on SO2−4 and S, and corresponding
scores, obtained from different PCA algorithms applied to 2010 CSN data: TradPCA and PredPCA
applied to the complete set (130 sites with complete data), PredPCA and ProPrPCA-Spline applied to
the full set (all 221 available sites).
The estimated PC1 loadings are similar across PredPCA applied to either sets and to
ProPrPCA-Spline, with highly positive weights on SO2−4 and S and highly negative weights on
Al, Ca, Na, and Si. Highly positive scores are observed in the east and part of the Midwest,
probably due to sulfur emissions from coal combustion (Thurston et al., 2011; Hand et al.,
2012). Negative scores are observed in the west and southwest, and have a classic resuspended
soil profile (Thurston et al., 2011; Tong et al., 2012; Clements et al., 2017). While the spatial
distribution of TradPCA scores looks similar to other methods, loadings obtained by TradPCA
applied to the complete set are fundamentally different than the rest, with much weaker positive
weights on SO2−4 and S, and strongly negative weights on many additional elements, including
Cr, Cu, Fe, Mn, Ni, Zn.
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Figure 6: Estimated loadings for feature with highly positive weights on Na, Ni, and V, and correspond-
ing scores, obtained from different PCA algorithms applied to 2010 CSN data: TradPCA and PredPCA
applied to the complete set (130 sites with complete data), PredPCA and ProPrPCA-Spline applied to
the full set (all 221 available sites).
Fig. 6 shows the estimated loadings and the score distributions for the PC that has
a highly positive composition of Na, Ni, and V. This feature corresponds to PC3 obtained
by TradPCA or PredPCA applied to the complete set, and PC2 obtained by PredPCA or
ProPrPCA-Spline applied to the full set. ProPrPCA-Spline results in highly positive scores
along the west coast, the east coast, and southeast region, possibly due to residual oil com-
bustion (Thurston et al., 2011), and marine aerosol (Thurston et al., 2011; Kotchenruther,
2017). ProPrPCA-Spline also identifies pronounced negative loadings on Zn and NO−3 . The
remaining three combinations of PCA methods and datasets are able to produce fairly similar
maps with strongly positive scores along the west coast and across the northern east coast,
although they fail to highlight some relevant coastal locations in the southeast region.
17
Vu et al.
CSN 2010 Data − Feature 3
EC OC SO4 NO3 Al As Br Cd Ca Cr Cu Fe K Mn Na S Si Se Ni V Zn
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
TradPCA (complete set)
SoftImpute + PredPCA (full set)
PredPCA (complete set)
ProPrPCA−Spline (full set)
ll
lllll
l
l
l
ll
ll
lll
l
ll
l
ll
l ll
l
ll
l
l
l
llll l
ll ll
l
l
l
l
l l l
l
ll
l
l
ll
l
l
l
ll l
l
l
l
l
l
l
l
l
l
ll
l
ll
ll
l
l
l
l
l
l
l l
l
l
l
lll
ll llllll
l
l
TradPCA (complete set): PC2
ll
lllll
l
l
l
ll
ll
lll
l
ll
l
ll
l ll
l
ll
l
l
l
llll l
ll ll
l
l
l
l
l l l
l
ll
l
l
ll
l
l
l
ll l
l
l
l
l
l
l
l
l
l
ll
l
ll
ll
l
l
l
l
l
l
l l
l
l
l
lll
ll llllll
l
l
PredPCA (complete set): PC2
ll
lllll
l
l
l
ll
ll
lll
l
ll
l
ll
l ll
l
ll
l
l
l
llll l
ll ll
l
l
l
l
l l l
l
ll
l
l
ll
l
l
l
ll l
l
l
l
l
l
l
l
l
l
ll
l
ll
ll
l
l
l
l
l
l
l l
l
l
l
lll
ll llllll
l
l
SoftImpute + PredPCA (full set): PC3
ll
lllll
l
l
l
ll
ll
lll
l
ll
l
ll
l ll
l
ll
l
l
l
llll l
ll ll
l
l
l
l
l l l
l
ll
l
l
ll
l
l
l
ll l
l
l
l
l
l
l
l
l
l
ll
l
ll
ll
l
l
l
l
l
l
l l
l
l
l
lll
ll llllll
l
l
ProPrPCA−Spline (full set): PC3
−4 −3 −2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5 3 4
Figure 7: Estimated loadings for feature with highly positive weights on NO−3 and Zn, and corresponding
scores, obtained from different PCA algorithms applied to 2010 CSN data: TradPCA and PredPCA
applied to the complete set (130 sites with complete data), PredPCA and ProPrPCA-Spline applied to
the full set (all 221 available sites).
Fig. 7 shows the results for features highly positive in NO−3 and Zn, which corresponds
to PC2 obtained by TradPCA or PredPCA applied to the complete set, and PC3 obtained by
PredPCA or ProPrPCA-Spline applied to the full set. For all methods, highly positive scores
are observed in the northern Midwest, possibly due to nitrate hazes (Coutant et al., 2003;
Pitchford et al., 2009; Hand et al., 2012). Additionally, loadings produced by ProPrPCA-
Spline are also strongly positive in Ni, V, and negative in Al, Si, with greater magnitude
compared to other methods. Thus, moderately positive scores are also observed along the west
coast. ProPrPCA-Spline also results in highly positive scores in the southeast region due to
the calcium poor soils in that region compared to Al and Si content (Shacklette and Boerngen,
1984).
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6.2.2 Cross-validation results
Finally, we look at the predictive performances in leave-one-site-out cross-validations,
and the results are shown in Fig. 8. While having decent performance for PC2 and PC3
(R2 = 0.51), using TradPCA applied to the complete training data yields a poor result for
PC1 (R2 = 0.24). PredPCA has similar performances for PC1 with either complete or full
training data. However, there is a substantial trade-off in performances between PC2 and
PC3, which can potentially be explained by the switching between PC2 and PC3 observed in
the pollutant profile. ProPrPCA-Spline applied on the full training data shows the highest
predictive performance for PC1 (R2 = 0.57) and PC3 (R2 = 0.69), but suffers from a decrease
in the ability to predict PC2 well (R2 = 0.35).
A possible explanation to the overall relatively low R2’s for all methods is that we use
the same pre-specified spatial information encoded in Z to characterize the spatial variability
across all PCs, which may not be effective. A potential solution, which is beyond the scope
of this paper, is adaptive selection of features to be included in Z, which is proposed and
discussed in Bose et al. (2018).
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Figure 8: Prediction R2’s from leave-one-site-out cross-validation on 2010 CSN data. Sites with complete
PM2.5 component data are used as testing data. Training data may include only complete sites, or all
available sites.
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7 Discussion
In this paper, we propose a probabilistic extension to the PredPCA algorithm developed
by Jandarov et al. (2017). The proposed ProPrPCA algorithms can be applied to misaligned
multi-pollutant data with missing observations. The ultimate goal is to improve the predictive
performance of the exposure modeling stage that is often required in air pollution studies that
rely on fixed site monitoring data. In spite of its simplicity, these probabilistic extensions are
nontrivial and effective in mitigating the impact of missing data on the predictive performance
of the exposure model. The proposed methods also eliminate the necessity of a separate
imputation procedure prior to dimension reduction. The scientific motivation, especially in
health-pollution studies on PM2.5 and its components, includes the ability to use estimated
PC scores at study locations as effect modifiers for the main health associations of interest.
We have demonstrated via simulations that ProPrPCA-Spline consistently outperforms
its competitors under various missing observation scenarios. Its computational speed is on par
with both TradPCA and PredPCA, which are non likelihood-based methods. The complex
version, ProPrPCA-Krige, assumes a universal kriging formulation for the latent variable, with
the mean model enriched by spatial covariates, and spatial correlations among the residuals.
ProPrPCA-Spline incorporates thin-plate spline basis functions, which can be regarded as an
alternative to a fixed low-rank kriging model (Kammann and Wand, 2003). Intuitively, the
latent specification of ProPrPCA-Krige would have been cohesive with the later prediction
stage using universal kriging. Possible explanations for the inferior performance of the Krige
algorithm in simulations include the difficult nature of the numerical optimization for spatial
variance parameters, the number of parameters to estimate, and no guaranteed convergence
to the global optima using the EM algorithm.
PCA is closely related to factor analysis (Harman, 1976), k-mean clustering (MacQueen,
1967), or positive matrix factorization (Paatero and Tapper, 1994), which have recently been
used as source apportionment or dimension reduction for exposure data prior to health analyses
(Sarnat et al., 2008; Ostro et al., 2011; Zanobetti et al., 2014; Ljungman et al., 2016). These
applications, however, have been limited to time-series analysis in specific regions, without the
challenge of spatial misalignment and severe missing data. Recent work by Keller et al. (2017)
and Jandarov et al. (2017) has modified the traditional clustering and PCA methods, respec-
tively, to the setting of spatially-misaligned multi-pollutant data, where the products of the
dimension reduction procedure are desired to be spatially predictable. We further extend these
frameworks by considering the realistic challenge of missing monitoring data. Our proposed
framework essentially performs model-based imputation, which is cohesive and complementary
to the spatial prediction stage. While one can impute the original data with sophisticated low-
rank matrix completion techniques, which also operate based on the assumption of a latent
variable structure, such methods only rely on observed measures. Therefore, if the missing
patterns depend on external geographic covariates, such imputation schemes cannot recover
the correct data structure.
In the literature, spatial latent variable models have been explored under the Bayesian
framework. For example, Wang and Wall (2003) proposed a generalized common spatial factor
model using MCMC techniques. Hogan and Tchernis (2004) formulated a Bayesian factor
analysis model, which was later extended by Liu et al. (2005) to motivate a generalized spatial
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structural equations model, and by Zhu et al. (2005) to deal with spatiotemporal data. These
rich modeling approaches have not been utilized in the setting of multi-pollutant analysis
with spatial misalignment. The main goal of these models is often to explain the associations
between the original variables and the underlying factors. Here the goal of an improved PCA
algorithm is to obtain a lower-dimensional representation of the data in a spatially predictive
way for subsequent use in spatial prediction and health regression.
The multi-stage procedure in analyzing health-pollution association under spatial mis-
alignment is a common and pragmatic approach (Crouse et al., 2010; Bergen et al., 2013;
Chan et al., 2015). However, it is important to be mindful of the potential implications of
measurement errors and model uncertainty of the spatial prediction stage on the health in-
ference model, a topic which has been discussed extensively in Szpiro and Paciorek (2013).
Additionally, these authors emphasized that the spatially structured components of the covari-
ates used in the health model should be included in the exposure modeling stage to guarantee a
consistent estimation of the health effects. In the multi-pollutant setting with missing observa-
tions, additional stages of imputation and dimension reduction lead to more complicated layers
of uncertainty. Our proposed methods eliminate the need of a separate imputation step prior
to dimension reduction, as these two steps are handled simultaneously using a model-based
approach. A possible alternative to the multi-stage paradigm is a unified approach where both
exposure and health data are considered simultaneously in a joint model, while leveraging the
factor analysis framework to perform dimension reduction. Szpiro and Paciorek (2013) point
out several disadvantages of such joint model, including sensitivity to influential or outlying
health data, vulnerability to model mis-specifications, and computational burden, especially
with multi-pollutant data.
While we focus our discussion in this paper exclusively on studies involving data on
PM2.5 and its components, our proposed method is both appropriate for other multi-pollutant
studies and applicable to other fields in general where spatial misalignment necessitates an
exposure modeling procedure. Future work includes further understanding and improvement
of the ProPrPCA-Krige algorithm, and a possible extension to spatiotemporal data.
Supplemental materials can be provided upon email request.
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