Simultaneous operation of multiple UAVs enables to enhance the mission accomplishment efficiency. In order to achieve this, easily scalable control algorithms are required, and swarm intelligence having such characteristics as flexibility, robustness, decentralized control, and self-organization based on behavioral model comes into the spotlight as a practical alternative. Recently, evolutionary robotics is applied to the control of UAVs to overcome the weakness of difficulties in the logical design of behavioral rules. In this paper, the neural net controller evolved by evolutionary robotics approach is applied to the control of multiple UAVs which have the mission of searching limited area as much as possible. By applying incremental evolution technique we could evolve a neural net controller which can minimize energy consumption without sacrificing the performance of area coverage and collision avoidance. 
I. Introduction
The simultaneous operation of multiple UAVs makes it possible to enhance the mission accomplishment efficiency. Multiple UAVs can reduce the time needed for surveillance, reconnaissance and search, they can track multiple targets concurrently and accomplish mission with the rest of UAVs when some UAVs are out of order or destroyed. Also target identification performance can be enhanced by equipping different types of sensors on each UAV and observing a target concurrently. For these reasons, researches on control algorithms for multiple UAVs are actively pursued recently. [1] [2] [3] [4] [5] [6] [7] [8] The swarm intelligence shown in the collective behaviors of social insects or swarming animals has the characteristics of showing up group level intelligence superior to the sum of individual intelligences. Inspired with this natural phenomenon, there are active researches of applying swarm intelligence to the problem solving or the algorithm developments in distributed way showing outstanding results in a variety of applications. 9 Swarming insects, flocking birds, schooling fish and herding animals have the ability of moving in a close group without colliding each other. These behaviors look so complex that it seems like there is a precise internal mechanism, but it was shown that this group behavior can be simulated using only simple behavioral models. 10 There is a bunch of literature on controlling multiple UAVs based on swarm intelligence with behavioral model due to the merits such as flexibility, robustness, decentralized control and self-organization.
To develop a behavioral model based controller, behavioral rules should be designed for each situation UAVs perceive through the sensors. However there is no logical way of designing the behavioral rules because the way which UAVs perceive information through sensors and react to it(proximal point of view) is different from the way a designer can recognize outside(distal point of view).
The merit of evolutionary robotics 11 as an alternative to the behavioral model is that a controller designer does not have to design a detailed behavioral model. Because it is a way that behavioral model is internally realized through the evolution of a neural net controller based on genetic algorithm, it is possible to develop a controller which includes the interactions between robots and their environments without the designer's intuition. Recent researches on applying evolutionary robotics to the design of controllers for UAVs have been reported. [12] [13] [14] [15] [16] In this paper, the neural net controllers are evolved by genetic algorithms based on evolutionary robotics and swarm intelligence to control multiple UAVs for the mission of searching area as much as possible in a limited time. Flight path for the search area is limited by outer obstacles. The earlier works of applying the evolutionary robotics to the control of multiple UAVs have adopted unrealistic over-simplified 2D aircraft dynamics model (constant altitude, speed and turn rate) and even assumed no collision. In this work, a 3D point mass aircraft dynamics model is applied and collision avoidance is considered for more realistic simulations.
II. Dynamics Model and Control Algorithm
A dynamic inversion controller is used to the control of flocking UAVs based on 3DOF point mass model expressed in Eqs. (1) 
Dynamic characteristics of thrust and turn of UAVs are modeled as 1st order differential equations as shown in Eqs. (7)- (9).
Desired velocity vector is assumed to be governed by Eqs. (10)- (12).
Using Eqs. (1)- (3) and (10)- (12), dynamic inversion control commands can be obtained as Eqs. (13)- (15) .
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Also from Eq. (14) and (15), load factor and bank angle commands can be expressed as;
The thrust command in Eq. (13) is limited to a maximum thrust value and the load factor command in Eq. (16) A guidance algorithm using above models is set as follows.
The 3DOF model parameters of UAVs are extracted as follows from 6DOF Aerosonde model which is open to the public in AeroSim Blockset by Unmanned Dynamics LLC.
III. Simulation Environments
The pheromone map, which is a typical example of swarm intelligence, is a mean of applying the way for ants to use pheromones for effective foraging to the control of multiple UAVs. It is possible to search the area effectively by minimizing the chances of searching the same cell multiple times using the pheromone strength information, which is determined proportional to the number of searching that cell by UAVs.
A 4km by 4km search area is transformed into the pheromone map 3-7 divided by 400 cells. The 200m-width outer region of left and bottom side of the pheromone map boundary is set to be a buffer zone which UAVs are allowed to fly in but destroyed if they fly toward the outside of this zone so that UAVs remain inside the confined area. The outer region of right and top side of the pheromone map boundary is the region where obstacles such as mountains or buildings exists, so UAVs flying into these boundaries are considered to collide with obstacles and destroyed immediately (Fig. 1) . After initial positions and headings of 10 UAVs are set randomly, target cell of each UAV to move next is determined by neural net controller which will be described in section IV and they are guided to the center region of each target cell using the algorithm of section II (Fig. 2) . The control and guidance block diagram is shown in Fig. 3 .
While Current Position is not Target Position Get T c , μc, n c from Eqs. (13)- (17) Get (T, μ, n) t+1 from Eqs. (7)- (9) Get (V, γ, χ, x, y, h) t+1 from Eqs. (1)- (6) Set When a UAV arrives at the center region (20m radius circle located at cell center) of a target cell, that cell is assumed to be completely searched and the pheromone strength of that cell is increased by 1. Initial pheromone strengths of inner cells are one and those of outer cells (buffer and obstacles zone) are set as 100 to keep UAVs inside the search area. If the distance between UAVs is less than 30m, they are assumed to collide with each other and all of them are destroyed. This process is repeated until one or more of the following simulation stop conditions are met.
-maximum simulation time (1,000 seconds) -100% area coverage -all UAVs are destroyed by collision or by breaking boundary
IV. Evolving Neural Net Controller
An algorithm of collision avoidance between UAVs, obstacle avoidance and minimizing the chance of searching the same cell multiple times is needed to search the area effectively using multiple UAVs. For this purpose a neural net controller is evolved and the structure of it is shown in Fig. 4 where collision avoidance heading means the opposite direction relative to the nearest UAV and pheromone avoidance heading is calculated from the pheromone strength distribution of surrounding 8 cells as shown in Fig. 5 to enhance the search efficiency. Collision sensing range in Fig. 4 is set to be 500m and UAVs cannot sense other UAVs out of this range. If this is too small collision possibility increases and if this is too large it is difficult to search the area effectively. If the output of neuron C is 0, UAVs climb or descend back to the initial altitude of 1,000 meters to keep the altitude of UAVs in some range. If the output of neuron C is 1, the UAV with higher altitude relative to the nearest UAV climbs 20 meters and the UAV with lower altitude descends 20 meters to increase the altitude difference between them for the purpose of minimizing collision probability. In any cases the altitude of UAVs are forced to remain within 1,000±50 meters. The other 3 neurons of output layer codes the heading of next cell to move and all headings (collision avoidance, pheromone avoidance, and next cell headings) are binary coded on 3 neurons as in Fig. 6 . Evolutionary robotics approach is a way of evolving the weights and biases of a neural net based on genetic algorithm 18 instead of designing the behavioral models by the intuition of a designer. The weights and biases of evolutionary robotics based controllers are automatically determined through genetic algorithm (the weights and biases which output best fitness are automatically evolved through simulation). As the purpose of this simulation is to cover as much area as possible in a limited time, the fitness function is set as the coverage which is the ratio of covered cells to entire 400 cells. Initial weights and biases are set by random values between -0.1 and 0.1 and the probability of Gaussian mutation is set as 0.1. 100 neural net controllers initialized with random weights and biases are constructed as the first generation. Through the simulations of searching the area, 20 best controllers of highest fitness(to avoid the evolution of controllers dependent on initial conditions, 10 simulations with random initial positions and headings of UAVs are performed and the average value is chosen as the fitness) are selected and copied 4 times with mutation to construct the next generation (Fig. 7) . By iterating this process (Fig. 8) for maximum of 200 generations, the weights and biases of neural net controllers are evolved to maximize the coverage. 
V. RESULTS
By applying evolutionary robotics approach, neural net controllers have been evolved as in Fig. 9 . Coverage and survival rate are the values averaged over 100 simulation tries with random initial positions and headings of 10 UAVs. Standard deviation for coverage is 0.014 (15% of mean value 91.6%) and that of survival rate is 0.024 (26% of mean value 91.5%). Best evolved neural net has the performance of 94.1% coverage and 94.5% survival rate. It shows the abilities of good search coverage and collision avoidance as in Fig. 10 . Left box of Fig. 10 shows flight trajectories of 10 UAVs and green cells denote initial positions of 10 UAVs. Right box of Fig. 10 is the pheromone map showing the pheromone strength (the number of searching that cell by UAVs + 1) distribution. So the cells marked as 1 means they are not covered. The cells whose pheromone strength is more than 6 are marked the same as the cells whose pheromone strength is 6. Left and bottom edge of both maps shows buffer zones and obstacle zones located at top and right side edge of both maps are not shown.
The neuron C in Fig. 4 outputs 1 most of the time (Fig. 11) , which means the neural net controller is evolved to minimize collision between UAVs by performing altitude maneuver as frequent as possible to increase the altitude difference. In Fig. 11 , X-axis means the input value pair of neurons A & B and there are 64 input patterns for each neuron A/B input pair of 00/01/10/11. Y-axis denote how many times neuron C outputs 0 or 1 for each input case. This graph shows that most of the time this neural net outputs 1 on neuron C, which means the neural net controller commands altitude maneuver. However the altitude maneuver accompanies with the energy consumption so unnecessary altitude maneuvers must be restrained to maximize flight endurance. In order to deal with this, an energy level is introduced in this paper. An initial energy level of 100 is charged on each UAV and when neuron C outputs 1, energy level of 2 is consumed if a UAV climbs while energy level of 1 is charged if a UAV descends and no energy level change occurs in case neuron C outputs 0. The remained energy level at the end of the simulation is set as the fitness for the incremental evolution (Fig. 12 ) of a best pre-evolved neural net controller. Number of population is increased from 100 to 200 for incremental evolution stage for the purpose of precise probing of search space. In the incremental evolution, only the individuals which meet the following performance requirements are selected to prevent the evolution of a neural net which has best energy performance but with deteriorated coverage and survival rate performance compared to pre-evolved one.
-coverage performance of more than 99% of pre-evolved controller, and -survival rate performance of more than 90% of pre-evolved controller. After this incremental evolution, a neural net controller has been evolved which can minimize energy consumption by minimizing unnecessary altitude maneuver without sacrificing the performance of area coverage and collision avoidance as shown in Fig. 13 . After incremental evolution, remained energy performance improved greatly, but coverage and survival rate performance has not been deteriorated at all. This effect of incremental evolution is also clearly shown in Figs. 14-15. Before incremental evolution, a neural net controller is evolved which minimizes collision between UAVs by performing altitude maneuver as frequent as possible to increase the altitude difference (left of Fig. 15 ). After incremental evolution, a neural net controller is evolved to minimize altitude maneuver without sacrificing coverage and survival rate performances. This controller never perform altitude maneuver in case input value of neuron A is 0, which means there are no UAVs in collision sensing range so there is no need to perform altitude maneuver for collision avoidance (right of Fig. 15 ). 
VI. Conclusions
In this paper, the neural net controllers evolved by evolutionary robotics approach are applied to the control of multiple UAVs which have the mission of searching area with outer obstacles as much as possible in a limited time. Initially evolved controller has the defect of consuming energy too much by utilizing altitude maneuver too frequently for collision avoidance. Through the incremental evolution approach we could evolve a neural net controller which can minimize energy consumption by restraining unnecessary altitude maneuver without sacrificing the performance of area coverage and collision avoidance.
