Abstract. Let Sg (g ≥ 2) be a closed surface of genus g. Let K be any real number field and A be any quaternion algebra over K such that A ⊗K R ∼ = M2(R). We show that there exists a hyperbolic structure on Sg such that K and A arise as its invariant trace field and invariant quaternion algebra.
Introduction
The invariant trace field and the quaternion algebra are basic algebraic invariants of a Kleinian group. Questions around these invariants have inspired extensive research in the study of hyperbolic 3-manifolds. The following Realization Conjecture due to W. Neumann [5] is one of the fundamental questions along these lines: Conjecture 1. Let K be any non-real complex number field and A be any quaternion algebra over K. Then there exists a hyperbolic 3-manifold M such that K and A arise as the invariant trace field and quaternion algebra of M .
For the 2-dimensional case, since Mostow's rigidity theorem does not hold, trace fields and quaternion algebras are no longer topological invariants. But, in this case, we can ask the following analogous question instead, as suggested in [5] : Question 1. Let S g (g ≥ 2) be a closed surface of genus g, K be any real number field and A be any quaternion algebra over K such that A ⊗ K R ∼ = M 2 (R).
1 Is there a hyperbolic structure on S g whose invariant trace field and quaternion algebra are equal to K and A?
This natural question had been discussed for some time, but the complete answer was unknown. Recently J. Kahn and V. Markovic announced a partial answer as follows: Theorem 1.1. [3] Let K be any real number field and A be any quaternion algebra over K such that A ⊗ K R ∼ = M 2 (R) and A 1, 1 K . 2 Then there exists a closed surface S g and a hyperbolic structure on it such that K and A are its invariant trace field and quaternion algebra.
Their proof uses the techniques developed in their recent proofs of two deep conjectures, the Surface Subgroup Conjecture and the Ehrenpreis Conjecture. Although Theorem 1.1 answers Question 1 partially, an important feature of this theorem is that they realize surfaces via integral traces. That is, all the traces in their construction are algebraic integers. 3 The aim of this paper is to provide a complete answer to Question 1. In other words, we prove the following theorem: Theorem 1.2. Let S g (g ≥ 2) be any closed surface of genus g. Let K be any real number field and A be any quaternion algebra over K such that A ⊗ K R ∼ = M 2 (R). Then there exists a hyperbolic structure on S g such that K and A arise as its invariant trace field and invariant quaternion algebra.
Note that since invariant trace fields and quaternion algebras are invariants of commensurability classes, once we prove the above theorem for g = 2, the rest of the cases easily follow by looking at covering surfaces.
We can also ask a similar realization question about the (usual) trace field and quaternion algebra. In fact, we prove the following: Theorem 1.3. Let S 2 be a genus 2 closed surface. Let K be any real number field and A be any quaternion algebra over K such that A ⊗ K R ∼ = M 2 (R). Then there exists a hyperbolic structure on S 2 such that K and A arise as its trace field and quaternion algebra. Moreover, the invariant trace field and invariant quaternion algebra of it are equal to the trace field and quaternion algebra of it respectively.
We split the proof of this theorem into two parts. We prove the first statement in Section 3 and, using the proof, we show the second statement in Section 4.
Our proofs are based on explicit computations as well as some elementary facts in number theory. The basic idea is to create a genus two Riemann surface by attaching two identical copies of a oncepunctured torus. Then using the work of T. Gauglhofer [1] , we prove that its trace field is fairly simple, generated only by the traces of three elements. We next convert the problem into a system of Diophantine equations and solve these equations. The whole process is completely elementary and natural.
1.1. Acknowledgments I thank Walter Neumann for suggesting this question as well as providing many helpful conversations, and Jeremy Kahn for showing his interest in this work. I also thank Ilya Kofman and the anonymous referee for their careful reading and valuable comments. Lastly I would like to thank Vlad Markovic and Ian Agol for helpful correspondence and pointing out a mistake in the statement of the main theorem in an earlier version of the paper.
Preliminaries
In Sections 2.1 and 2.2, we quickly review basic definitions and facts which will be used below. For more details, see [4] .
Trace Field
) be a Fuchsian group such that H 2 /Γ is a closed hyperbolic surface. LetΓ ⊂ SL(2, R) be the inverse image of Γ under the projection SL(2, R) → PSL(2, R). Then the trace field of Γ is defined by Q({tr γ | γ ∈Γ}). This set is known to be a finite extension number field. For instance, ifΓ = < γ 1 , · · · , γ n | − >, then its trace field is generated by the traces of the following elements:
where u, v, w ∈ K such that u, v, bv 2 − abw 2 = 0.
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Let Γ be as in Section 2.1. The quaternion algebra of Γ is defined by
This set is a quaternion algebra over the trace field of Γ and equivalent to
where γ 1 , γ 2 ∈Γ are two hyperbolic elements such that < γ 1 , γ 2 > is irreducible. Note that since γ 1 is hyperbolic, tr γ 1 > 2, and thus
where K is the trace field of Γ. The invariant quaternion algebra of Γ is the algebra generated over the invariant trace field of Γ by the squares of the elements ofΓ. This set is also an invariant of the commensurability class of Γ.
Trace Field Coordinates of Riemann Surfaces
Each γ ∈ PSL(2, R) has two inverse images in SL(2, R). We denote the one having the positive trace by γ + and the one having the negative trace by γ − . Following the same notation given in [1] , we use the matrices below as a basis of SL(2, R):
For example, in terms of the above basis, a b c d is represented by
Let T be a hyperbolic once punctured torus whose fundamental domain and picture are shown in Figure 2 and Figure 1 respectively. Let ρ and σ be the hyperbolic elements given in Figure 2 . Then ρ + and σ + can be represented in terms of the traces of ρ + , σ + , (ρσ) + , [ρ, σ] + plus the attracting fixed point of σ as follows: 
(2.6) 4 To show the equivalence between A1 = a, b K and A2 = au 2 , bv 2 − abw 2 K , let ϕ : A1 → A2 be a map such that ϕ(1) = 1, ϕ(i) = ui and ϕ(j) = uj + wk. Then ϕ(j)ϕ(k) = −ϕ(k)ϕ(j) and so it can be naturally extended to an isomorphism between A1 and A2.
Remark. In [1] , it is proved that, for any c, r, s, t, M,M satisfying (2.6), the group generated by ρ + and σ + act discretely on H and generate a fundamental domain as given in Figure 2 . 
2.4.
Creating a Surface S Now we create a genus 2 surface S by attaching T to identical symmetric image T along their common boundary as shown in Figure 3 . (That is, S is the doubling of T . See Figure 4 for the corresponding fundamental domain.) Let ρ and σ be the elements corresponding to ρ and σ ( Figure 4 ). Then (ρ ) + and (σ ) + are as follows: 2.5. Trace field of S By slightly abusing notation, from now on, we denote ρ + , σ + , (ρ ) + and (σ ) + by ρ, σ, ρ and σ respectively. By (2.1), the trace field of S is generated by the traces of the following elements:
ρ, σ, ρ , σ , ρσ, ρ σ , ρρ , ρσ , σρ , σσ , ρσρ , ρσσ , ρρ σ , σρ σ .
By (2.5) and (2.7), all the elements of ρ, σ, ρ and σ are contained in
and so the elements of (2.8) are contained in (2.9) as well. These imply the following simple lemma:
The trace field of S is contained in (2.9).
Now we further claim the following:
Theorem 2.3. The trace field of S is simply equal to Q(r, s, t).
In other words, the trace of any element in (2.8) is represented as a rational function of r, s, t without involving M,
Since the proof of this theorem is elementary but lengthy, we postpone it until Section 5.
is a Möbius transformation representing ρ, then it is easy to check that ρ is of the form
terms of the basis we introduced,
Thus the formula follows. 
Proof of Theorem 1.3 (Part I)
In this section, we prove the first part of Theorem 1.3. That is we show that any real number field and any question algebra over it can be realized as the trace field and the quaternion algebra of S. By Theorem 2.3, the trace field of S is equal to
and, by (2.3), the quaternion algebra of S is equivalent to
where c = 4rst − 2r 2 − 2s 2 − 2t 2 + 1 and c, r, s, t > 1.
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Let K be any real number field and A be any quaternion algebra over
for any u, v, w (see (2.2)), to achieve the goal, it is enough to find r, s, t, u, v, w ∈ R such that
Following the same notation given in Section 2, recall that tr
, at least one of a and b is positive, and, without loss of generality, we assume a > 0.
where c = 4rst − 2r 2 − 2s 2 − 2t 2 + 1 and c, r, s, t > 1. In other words, for any given number field K and a, b ∈ K (a > 0), it is enough to find r, s, t, u, v, w ∈ K such that
Thus proving the first statement in Theorem 1.3 is reduced to solving the above system of Diophantine equations. To simplify the notation, we let 2r = x , 2s = y , 2t = z, 2c = −c and rewrite (3.3) as follows:
To further simplify, we combine (3.4) and (3.5), and transform the resulting equation as follows:
Let x = x − y z 2 and y = y u 2 . Then (3.4) -(3.7) are reduced to
and (3.8) is equivalent to
Now the first statement in Theorem 1.3 follows from the theorem below:
Theorem 3.1. For any real number field K and any a, b ∈ K (a > 0), there exists x, y, z, u, v, w ∈ K satisfying the following:
Here is the outline of the proof. We resolve each equation step by step. First, in Step 1, we parameterize solutions of (3.11), using five variables m i (1 ≤ i ≤ 5), as given in (3.18). Since (3.11) is homogeneous equation of degree 2, any constant multiple of (3.18) is again a solution of (3.11), and thus the complete set of solutions is of the form in (3.19) with six degrees of freedom.
Next, in
Step 2, we resolve the second equation (3.12). Among those six variables obtained in the previous step, by fixing one as a function (this function is induced from (3.12)) of the rest five variables, m i (1 ≤ i ≤ 5), we let (3.12) always hold for any m i . In other words, instead of losing one variable, we remove (3.12) in return.
In
Step 3, we deal with (3.13). This is the most delicate one. Intuitively, for any given real number field K, the set of generators of K is dense in R. But, in our case, since each of x, y u and z is a rational function of m i , we need to show there is a particular way to choose m i so that one of x, y u and z generates K. Specifically, in Lemma 3.2, we use y u as a generator of K and show
In fact, the lemma will be further reduced to a simpler but equivalent statement (i.e. Lemma 3.4), and this will be proved using subsequent claims. In
Step 4, it is shown one can further control the ranges of m i to get a solution satisfying (3.14) as well.
Proof. Step 1. Having (x, y, u, v, w) = (0, 1, 1, 0, 0) is as an initial solution, we employ a well-known technique in number theory to find other solutions of (3.11). Let
Combining (3.15) with (3.11), we get the following is a solution of (3.11):
where t is the one given in (3.16). Furthermore since (3.11) is homogeneous, for any d ∈ K, the following is also a solution of (3.11):
where m i (1 ≤ i ≤ 5) and t are the same as above.
Step 2. Using the common factor d in (3.19), we now resolve the second equation (3.12). Since
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Step 3. Next we resolve the third condition (3.
More precisely, there exists a generator g of K and .
Before proving the lemma, we first simplify (3.22) as follows: By changing variables as Before proving Lemma 3.4, we first state two claims which will be used in the proof.
Claim 3.5. Let α ∈Q. If a minimal polynomial of α contains a nonzero term of odd degree, then Q(α) = Q(α 2 ). Thus, for any real number field K, the set of generators of K satisfying this property is dense in R.
Proof. Let f (x) = 0 be a minimal polynomial of α. Since it contains a nonzero term of odd degree, we can express f as follows:
Since f (x) is a minimal polynomial of α, a 2n α 2n + a 2n−1 α 2n−1 + · · · + a 2 α 2 + a 0 = 0, and so
which implies Q(α) = Q(α 2 ). Let α be a generator of K. Then, for any nonzero r ∈ Q, either a minimal polynomial of α or a minimal polynomial of α + r contains a nonzero term of odd degree. The second statement easily follows.
Claim 3.6. Let α, β be algebraic numbers. Then, except for finitely many r ∈ Q, it always satisfies Q(α + rβ) = Q(α, β).
Proof. This is a well-known fact and used to prove the existence of a primitive element in a number field. See [2] , for instance, for a proof. Step 4. Now we find a solution satisfying (3.14). For sufficiently small number > 0, using (2.2), we first assume that a and b satisfy 1 < a, b < 1 + . (3.27)
Since a > 1, we have z 2 > 4 by (3.12). Also if y u > 1 and z > 2, then yz 2u > 1. Thus (3.14) can be replaced by
Following the formulas given in (3.19), (3.28) is equivalent to
By the proof of Lemma 3.4, the set of
is a generator of K is dense in R 3 . Thus for sufficiently large L > 0, we can pick m i satisfying
Now (3.31) and (3.32) imply
Clearly we have (m 3 t + 1)d = 0, and
Thus it satisfies (3.29) and this completes the proof of Theorem 3.1.
Remark. For later use, we introduce a simple criteria to generate infinitely many different solutions from an initial solution. This method will be used in the next section. For any real number field K and a, b 
is also a generator of K, we get another x, y, z, u, v, w satisfying (3.11) -(3.13) from
Furthermore, if r is sufficiently close to 1, then the solution satisfies (3.14) as well. Thus, through this way, we can produce infinitely many different solutions, which are all close to the initial solution Finally remark that if y r and u r are the values of y and u when m i (1 ≤ i ≤ 5) are as given in (3.34), then the following two equalities hold: (the first one follows from (3.23), and the second one from (3.33) and (3.35)).
Proof of Theorem 1.3 (Part II)
Now we complete the proof of Theorem 1.3. We will show that both the trace field and the invariant trace field of S can be made equal in the proof of Theorem 3.1. Remark that once the trace field is equal to the invariant trace field, then the quaternion algebra is also equal to the invariant quaternion algebra.
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In the previous section, we used the trace of σ (recall tr σ = 2y/u) to realize an arbitrary given real number field K as the trace field of S. Since the invariant trace field of S contains tr σ 2 and tr σ 2 = (tr σ) 2 − 4, the following strengthened version of Theorem 3.1 implies the last statement of Theorem 1.3:
10 Since both the quaternion algebra and the invariant quaternion algebra are then defined over the same field and the invariant quaternion algebra is a subalgebra of the quaternion algebra, both are the same.
Theorem 4.1. Theorem 3.1 still holds after replacing (3.13) by
Intuitively this theorem is clear since we have a dense set of solutions satisfying (3.11) -(3.14) in Theorem 3.1. But, for the sake of completeness, we will give the complete proof below. Before proving the theorem, we prove the following lemma first: Lemma 4.2. Let α be an algebraic number and f (x) = a n x n + · · · + a 0 be a minimal polynomial of
is a minimal polynomial of 1 + 2 α − 1
, and the coefficient of x n−1
, and so the first part follows easily.
We next expand f 1 + 2 x − 1 as below:
. . .
The coefficient of x n−1 in (4.2) is a n − n + n · 2 + a n−1 − n + (n − 1)2 + · · · + a 1 − n + 2 + a 0 − n , which is equal to by Claim 3.5, and so we are done.
Otherwise, suppose the degrees of all the nonzero terms of (4.4) are even. Let y r and u r be the same ones given in the remark in Section 3, and f (x) be of the form a 2n x 2n + · · · + a 0 . Then
is a minimal polynomial of r 2 1 + 2
To simplify the notation, we denote the polynomial in (4.5) by g(x) and r 2 1 + 2
by (3.36), and so y r u r = 1 + 2 α − 1 .
is a minimal polynomial of y r u r by Lemma 4.2. By the same lemma, the coefficient of 
Proof of Theorem 2.3
The proof of Theorem 2.3 is based on explicit computations. Note that we already know the traces of the first six elements in (2.8).
11 So, to prove the theorem, it is enough to show the traces of the following elements are contained in Q(r, s, t): ρρ , ρσ , σρ , σσ , ρσρ , ρσσ , ρρ σ , σρ σ .
Also, by the symmetry between (2.5) and (2.7), we can further reduce (5.1) to the following five elements: ρρ , ρσ , σσ , ρσρ , ρσσ . (5.2) Before computing the traces of (5.2), we first prove a simple lemma which will be used subsequently in the section. When two matrices are represented in terms of the quaternion basis, the trace of their product can be simply computed as the following lemma shows:
11 That is, 2r = tr ρ = tr ρ , 2s = tr σ = tr σ , and 2t = tr ρσ = tr ρ σ .
Then their product AB is of the form
3) and (thus) the trace of AB is
Proof. Since
AB is equal to
, and J − K = 0 0 2 0 , the last given formula above is equal to
which is the same as (5.3).
Now we prove Theorem 2.3. We first compute the traces of the first three elements in (5.2).
Lemma 5.2. The traces of ρρ , ρσ and σσ are contained in Q(r, s, t).
Proof. Recall the formulas of ρ and ρ in (2.5) and (2.7). By Lemma 5.1, the trace of ρρ is equal to
which can be simplified as 
Clearly this is contained in Q(r, s, t). (Recall c ∈ Q(r, s, t).)
Similarly, the trace of ρσ is equal to 
Final Remark
Although Theorem 1.2 answers Question 1, we can ask the following stronger question in the spirit of Theorem 1.1: Question 2. Let S g (g ≥ 2) be a closed surface of genus g. Given any real number field K and any quaternion algebra A over K such that A ⊗ K R ∼ = M 2 (R), is there a hyperbolic structure on S g with integral traces such that its invariant trace field and quaternion algebra are equal to K and A?
In this case, based on our work, we expect a negative answer. Instead, we propose the following conjecture:
Conjecture 2. For each g (g ≥ 2), there exists only a finite number of real number fields and quaternion algebras which arise as the invariant trace field and quaternion algebra of a hyperbolic structure of S g with integral traces.
For each fixed genus surface, as stated above, only finitely many real number fields and quaternion algebras are expected to arise, via integral traces, as invariant trace field and quaternion algebras of hyperbolic structures of it. But, according to Theorem 1.1, for any real number field K and quaternion algebra A such that A ⊗ K R ∼ = M 2 (R) and A 1, 1 K , it is always possible to construct a hyperbolic surface of sufficiently large genus, having K and A as its invariant trace field and quaternion algebra with integral traces. Thus, conjecturally, we do not expect any uniform bound on the number of real number fields and quaternion algebras, which are realizable, via integral traces, as the invariants trace fields and quaternion algebras of hyperbolic structures of a fixed genus surface. Instead, it would be interesting to find the growth rate of these numbers with respect to genera of surfaces. Lastly we remark, in the spirit of the above conjecture and the discussion so far, both Theorem 1.1 and Theorem 1.2 are complementary to each other.
