The paper focuses on single grain OSL dating of quartz extracted from known age archaeological mortars, potentially representing a new tool for dating the construction of historical buildings. Apart from SG-OSL measurements and annual dose rate determination, the samples are systematically studied by means of optical microscopy, EDX-SEM cartography and beta autoradiography in order to evaluate the possible microdosimetric heterogeneity of each sample, arising principally from local variations of potassium content. Besides the practical aspects concerning sampling, preparation and appropriate choice of measurement conditions, the paper aims at the differences in microstructure and in elementary composition between different mortars and attempts to evaluate the impact of these aspects on the dispersion of equivalent dose distributions. Finally, archaeological doses (paleodoses) are calculated by using central age model (CAM), minimum age model (MAM) and internal-external consistency criterion (IEU). The appropriateness of these models for the exploitation of the measured SG-OSL data as well as for a hypothesis on the estimation of the input parameter needed to run these models are discussed. Three categories of mortars were identified: samples without any exploitable SG-OSL signal, samples that could have been reliably dated and poorly bleached samples affected by microdosimetric variations whose dating still remains complicated. Finally, the hypothesis on distinguishing between reliable and questionable dating results is raised and the potentials of the method for dating mortars are pointed out.
INTRODUCTION
Apart from wide application in geology and sediment dating, optically stimulated luminescence dating (OSL dating) can also be employed to date architectural structures via the dating of construction mortars. This specific application, based on the premise that quartz aggregate can be optically bleached during the mortar preparation, firstly appeared in literature in 2000 (Bøtter-Jensen et al., 2000) and has been tackled by several authors (Zacharias et al., 2002; Goedicke, 2003; Jain et al., 2004; Gueli et al., 2010; Goedicke, 2011; Panzeri, 2013; Stella et al., 2013) . Many of these authors stated a difficulty with partial bleaching for a majority of tested samples which makes it impossible to date this kind of material by a standard single aliquot technique, consisting in the analyses of tens or hundreds of grains together.
Thanks to relatively recent developments of single grain attachments that are becoming a more and more frequently used tool for OSL analyses in recent years, the problem of age over-estimation arising from partial bleaching can be overcome. Recently published studies on mortar dating (Urbanová et al., 2015; Urbanová et al., 2016) demonstrate that mortar aggregate can contain a sufficient number of well-bleached quartz grains and thus show a real potential for dating the mortar by single grain OSL (SG-OSL).
The aim of this paper is to make a methodological overview on the dating of mortars by SG-OSL after a three year experiment carried out in the Bordeaux laboratory of archaeometry IRAMAT-CRPAA. SG-OSL analyses of 35 mortar samples originating from five different monuments will be compared. The objective is to discuss all the aspects from the sample preparation via specificities of the measurement protocol and data evaluation to the age estimation, thereby underlining the importance of material characterization prior to the SG-OSL analysis. Finally, we will attempt to suggest a convenient analytical protocol for dating mortars by SG-OSL based on currently available analytical methods, and we will assess current advancements as well as persistent limitations.
STUDIED SAMPLES
The mortar samples presented in this paper come from the monuments that were all independently dated by other physical (archeomagnetism or radiocarbon dating) or archaeological and historical approaches. The aim of the study was to have diversified samples regarding age and geological origin, to look into differences between them and thence to draw more general conclusions concerning their dating potential.
The SG-OSL dating results presented in Table 1 refer to the mortar samples originating from the following archaeological monuments: -the Grimaldi castle in Antibes, French Riviera, France (Urbanová et al., 2016; -the Palais-Gallien amphitheatre in Bordeaux, Aquitaine, France (Hourcade et al., 2011; Hourcade, 2013; Urbanová et al., 2015) -the Saint Seurin basilica in Bordeaux, Aquitaine, France (Michel, 2012; Urbanová and Guibert, 2017 ; a detailed publication on archaeological and archeometric study of mortars from this monument is being prepared) -the Roman baths of Chassenon, Charente-Maritimes, France (Hourcade et al., 2010; Hourcade and Mourin, 2013) -Basel cathedral, Switzerland (Fischer, 2008) -mortar mixers excavated on three different archaeological sites in Switzerland (Hueglin, 2011) The results of SG-OSL dating of the last three above mentioned archaeological sites (Chassenon, Basel and Swiss mortar mixers) have not been published separately before and are not part of any publication in preparation.
METHODS AND MATERIALS

Sampling
The sampling of mortars was performed in the zones attributed with certainty to the original constructions of each monument, avoiding restored or reconstructed areas. Three different sampling procedures were employed, depending on the solidity of the mortar: -extremely resistant, hard mortars were taken using a core drill of 50 mm in diameter designed for wet cutting (generally Gallo-Roman mortars or mortars from narrow joints where other ways of sampling are difficult to carry out) -more fragile mortars were sampled by means of a chisel and a hammer -highly brittle mortars were scraped off from an inner part of a wall after removing a surface layer, all the procedure being performed under dark light conditions (a dark area or an impervious canvas) The use of a core drill often represents the only possible way of sampling if the mortar is solid and occurs in very thin layers in standing brick or stone masonry. However, such an intervention has to be performed under water cooling, which affects the original water content of the sample. Also, sampling by scraping off has a drawback, since thin and thick sections of the sample cannot be prepared and material characterization is limited to chemical analyses of powder. The sampling using a chisel and a hammer is therefore preferred, if possible, since it allows the obtaining of samples without biasing their initial on-site humidity and its parts can be used to prepare thin and thick sections for characterization of the material in question.
SG-OSL analyses
Preparation of samples for SG-OSL analysis and a quantity needed
The aim of the preparation procedure for single SG-OSL measurements in this experiment was to extract the quartz grains of the size fraction 200-250 µm that were not exposed to light during sampling, following the hypotheses that the coarser fraction is supposed to be better bleached in the case of mortar (i.e. Goedicke, 2003; Jain et al., 2004) . If the samples are compact, the external part that might have been briefly exposed to light during sampling is scraped off. In order to do so, the use of manual tools is preferable to using a saw since the latter causes quite important loss of material and there is a risk of sample disintegration during cutting. After removing a surface layer, the internal part of the sample is gently crushed into powder and sieved. If mortar has been sampled in dark light conditions in the form of powder, it can be directly sieved.
The chemical treatment includes three stages: 10% HCl, 15% H 2 O 2 and a mixture of H 2 SiF 6 with HNO 3 in the ratio of 9 to 1 (Urbanová et al., 2015) . The last step takes about 1-2 weeks depending on the quantity of feldspars to be dissolved. A total dissolution of feldspar in the etched fractions from mortars is verified before starting the dating procedure by IRSL test (Urbanová et al., 2015) . The external alpha contribution to the annual dose ("k" value) taken into account in this work is equal to 0.05 ± 0.02 (Blain et al., 2007; Guibert et al., 2009a;  further details in Urbanová et al., 2015) .
The quantity of the bulk sample needed for the preparation is variable, depending on the abundance and the grain size of quartz in mortar. Nevertheless, between 50-100 g of raw material was generally sufficient to obtain between 200 and 500 mg of quartz size fraction 200-250 µm.
The amount of quartz grains necessary for SG-OSL analyses including measurements of equivalent doses, dose recovery tests and IRSL tests depends on the proportion of luminescent grains in the sample and its degree of bleaching. To give a general idea, for the well-bleached sample with 5% of luminescent grains we needed about Urbanová et al. (2016) for Antibes, to Urbanová et al. (2015) for Palais-Gallien and to Urbanová and Guibert (2017) for Saint Seurin. For more details about reference dates, the reader is referred to for Antibes, to Hourcade (2013) and for Palais-Gallien, to Michel (2012) for Saint Seurin, to Hourcade and Maurin (2013) and for Chassenon, to Fischer (2008) for Basel and to Hueglin (2011) 
OSL instrumentation
All OSL measurements were performed using a TL/OSL DA20 Risø reader. The light detection system of the reader consists of an EMI Q9235 photomultiplier tube and 7.5 mm of Hoya U-340 filter for detection in the UVblue wavelength range (about 280-370 nm). A 90 Sr/ 90 Y beta source was used as an irradiation source (dose rate 0.150 ± 0.005 mGy/s on the 1 st January 2014). Two different luminescence stimulation systems depending on the measurement protocol were used. The OSL measurements by a standard multigrain technique use Blue LEDs (NISHIA type NSPB-500s) with a peak emission at 470 nm for the stimulation, while a single grain analysis was performed by a 10 mV Nd: YVO 4 solid state diodepumped laser emitting at 532 nm.
OSL measurements and data evaluation
The measurements of recovery dose and equivalent doses were performed applying the SAR protocol (Murray and Wintle, 2000) using the parameters described in Table 2 . OSL signals from multi-grain aliquots are based on the summation of the first 0.8 s of stimulation corrected for background derived from the last 8 s (time of stimulation: 40 s). Single-grain OSL signals are derived from the summation of the first 0.05 s of stimulation less the sum of the last 0.2 s (time of stimulation: 1 s). For each grain or disc, the sensitivity-corrected regenerated OSL signals (L x /T x ) were fitted with an exponential function and each individual equivalent dose (D e ) was estimated by projecting the sensitivity-corrected natural signal (L N /T N ) onto the fitted curve. The standard error on the individual equivalent dose was obtained by Analyst version 4.11 from counting statistics, curve fitting and the instrumental reproducibility error of 2.7% (the value calculated from the series of measurements performed in the IRAMAT-CRPAA laboratory in Bordeaux).
In general, single grain analyses reveal significant heterogeneity of luminescent properties between individual grains. Such heterogeneity cannot be noticed by any classical multigrain technique because of averaging effects that occur when tens or hundreds of grains are measured together. Selection criteria used to evaluate single grain measurements should therefore be logically less strict than for multigrain analyses. In this work, the grains were retained following criteria mentioned below also used by other authors dealing with weakly luminescent samples (for example Thomsen et al., 2004; Jacobs et al., 2006 Jacobs et al., , 2013 Medialdea et al., 2014) : 1) relative error on recycling ratio error did not exceed 25% (related to the reference value 1) 2) the error associated with the T N signal was <25% 3) the signal was more than 3 sigma above background
The influence of the selection criteria on the global archaeological dose (paleodose) was evaluated by comparing the archaeological dose calculated for all the grains giving a signal with the archaeological dose obtained only when the selected grains were taken into account. Even if no significant differences were observed in our case, we still consider the application of these criteria justified for obtaining reliable estimates of equivalent doses.
Dose rate determination
Contributions of different dose rate components used for the age calculation were evaluated. The α and β contributions of the sample matrix were determined by low background gamma spectrometry Schvoerer, 1991, Guibert et al., 2009b ) that allows K, U and Th contents of dated material to be obtained and converted into the related dose rates using the conversion factors published by Guérin et al. (2011) . Dose attenuation coefficients of α and β dose rates in coarse grains were calculated according to Mejdahl (1979) and Brennan et al. (1991) . The environmental dose rate contribution was measured by Al 2 O 3 dosimeters, left during a period of 8-15 months in situ (depending on each monument). The internal radioactivity of quartz grains used for dating was evaluated by inductively coupled plasma mass spectrometry (ICP-MS).The practical aspects and measurement protocols on all the above-mentioned analyses are described in detail in Urbanová et al. (2015) .
For the majority of studied samples, water content could not be precisely measured because the sampling by the core drill biased their initial humidity. In addition, the humidity could have fluctuated in the past. An approximate contribution of water content to the annual dose rate 5, 3, 6, 12, 0, 1.5 was estimated from the difference in weight between the dry sample and the same sample saturated with water, assuming 50% of the saturation value for elevated parts of masonry and 75% for samples from foundations. Relative error on estimated water content was taken equal to 50%. The values taken into account for the age calculation are presented in Table 7 .
Material characterization
The mortar samples were studied by optical microscopy, beta autoradiography and scanning electron microscopy coupled with energy dispersed X-ray spectroscopy (SEM-EDX). The objective was to assess chemical composition, nature, form and size of the aggregate and the distribution of beta emissions in the matrix. The SEM-EDX analyses were carried out in a low vacuum mode (pressure: 25 Pa; LV: 20 kV) using the electron microscope JEOL 6460 LV coupled to an EDS spectrometer composed of an SDD semi-conductor (Oxford INCA 30 spectrometer). Any other details on instrumental equipment used and on measurement parameters employed can be found in Urbanová et al. (2015) .
RESULTS AND DISCUSSION
Luminescent characteristics
As already observed by other authors, for mortars and young sediments (Jacobs et al., 2013; Sim et al., 2013; Medialdea et al., 2014) , only a low proportion of grains responds to the OSL stimulation. Table 3 sums up the luminescent characteristics of mortars presented in this paper. While for the samples from Antibes, PalaisGallien and Saint Seurin the proportion of selected luminescent grains is between 2.4 and 7.0%, the mortars from Chassenon and Basel show extremely low sensitivity. For 5 out of 8 of the Basel samples and all 3 mortar mixer samples, no exploitable signal (neither natural, nor regenerated) was detected.
The capacity of quartz grain to give the OSL signal seems to depend on the number of OSL traps and luminescent centers whose existence is related to the presence of defects and impurities in the quartz crystal lattice (e.g. Krbetschek et al., 1998; Götze et al., 2001) . The sensitivity of quartz to OSL stimulation is therefore directly linked to its geological origin and to the conditions in which a crystal has been formed. Also, according to some authors (Ruffer and Preusser, 2009) , luminescence intensity and a number of grains sensitive to OSL stimulation can be affected by the environmental conditions to which minerals were subjected during their existence, such as repetitive cycles of irradiation, bleaching and solar heating that cause, according to some authors, for example, the high sensitivity of "Australian" quartz (Pietsch et al., 2008) .
If we consider that the sand used to prepare the Basel mortars originates from the local geological environment, it may seem that quartz from this region is not favorable for use as a natural dosimeter due to its very low sensitivity. Nevertheless, larger number of studied samples with similar origins would be necessary to confirm this hypothesis. From this point of view, it would be interesting to carry out a study on the relationship between the geological provenance of mortar aggregate and its dating potential. We are trying to develop this aspect in future experiments which would be very helpful in predicting the dating potential of mortars in general.
Sense and validity of preliminary tests for SG-OSL analyses
Specificities of SAR protocol for mortars
The use of a SAR protocol for SG-OSL measurements on young samples with low sensitivity, such as mortars, needs to follow certain adjustments, unlike a standard procedure (Murray and Roberts, 1998) . First, a test dose cannot represent 10% of an expected archaeological dose as is usually employed for sediments, since such low doses (about 0.1-0.3 Gy) would result in the loss of any OSL signal and in the impossibility of signal normalization. Therefore, a test dose between 1.5 and 4.8 Gy was employed. In addition, due to a supposed high variability of equivalent doses related to poor bleaching, a growth curve has to be sufficiently extended to estimate equivalent doses in a larger interval of values. The first two regeneration doses were chosen sufficiently close to the expected archaeological dose but still high enough to get the OSL response, while two higher regeneration doses were chosen 10 to 30 times higher to get an approximate equivalent dose estimation for poorly bleached grains. Nevertheless, the highest equivalent doses corresponding to extremely poorly bleached grains did not enter into this interval (see Table 3 , the last column). The equivalent dose estimation of these grains is performed by the extrapolation of the exponential growth curve. If the proportion of such grains is significant, higher regeneration doses should be employed in order to extend the dose-response curve and to avoid the imprecisions in equivalent dose determination of the poorly bleached grains.
Preheat temperature, "plateau" test, thermal transfer and dose recovery tests
The choice of the convenient preheat temperature is crucial for a correct equivalent dose estimation. The preheat temperature should not be lower than 160°C in order to avoid unstable light sensitive traps contributing to a detected signal. However, a highly elevated temperature can provoke thermal transfer which can also negatively affect a measured luminescence.
The experiment on mortar dating was started with Gallo-Roman samples, being older and therefore generally more luminescent than mortars from younger periods.
The choice of measurement parameters was based on multigrain measurements which indicated the best results for the preheat temperatures about 240°C. Apart from single grain dose recovery measurements, preheat plateau tests and thermal transfer tests were performed by standard multigrain technique in order to verify the pertinence of this choice (e.g. Olley, 2002, Wintle and Murray, 2006; Medialdea et al., 2014) . However, exploitable results could have been obtained only for well bleached samples from Antibes (Urbanová et al., 2016) . Given that these tests are carried out by multigrain technique that allows the measurement of an average signal, it cannot be applied on poorly bleached samples with large scatter of equivalent doses. Performing the same tests by single grain technique would be a time-consuming procedure due to the generally low sensitivity of mortars to the OSL stimulation. Thus, for poorly bleached samples, the solution how to test the dependence of a natural dose on preheat temperatures could be to perform two series of single grain measurements at two different preheat temperatures. This was done in the case of the sample BDX 15541 from Palais-Gallien for which no significant difference between the measurements at 190°C and 240°C was observed. The single grain measurements of mortar samples from medieval monuments studied in the second part of the project were systematically carried out at 190°C. If the dose recovery ratio entered the interval 1.00 ± 0.10, the preheat temperature of 190°C was used for equivalent dose determination. Even if we did not observe any increase in equivalent dose with rising preheat temperature, we recommend using the preheat of 190°C and the cutheat of 160°C as initial parameters in order to minimize the potential risks of thermal transfer that would significantly change kinetics of luminescence. If the dose recovery tests are satisfactory, these temperatures can be kept for equivalent dose determination. The preheat temperature between 180-200°C for young samples is also recommended by other authors (Murray and Olley, 2002; Jain et al., 2004; Goedicke, 2011; Medialdea et al., 2014) . The SG-OSL measurement parameters applied on the sample sets studied are detailed in Table 2 .
Fast component and LM-OSL test
The OSL signal was dominated by the fast component for the quartz samples presented in this study, which is a primary condition for dating mortar. This aspect is usually evaluated by the LM-OSL test consisting in the linear increase of stimulation power during the OSL measurement. However, generally, this test can only be performed by multigrain technique as was the case in this study since routine experimental apparatus does not allow the performance of this kind of measurement by single grain procedure.
The presence of medium and slow components in the OSL signal can also be deduced from the form of the OSL decay curve. In this study, we systematically observed a very fast OSL decay during the first 0.1 s of stimulation for grains that showed they were wellbleached (Fig. 1a) . On the contrary, for certain poorly bleached grains giving high equivalent doses the OSL decay was slower (Fig. 1b) . The occurrence of medium
Fig. 1. SG-OSL decay curve of well bleached (a) and poorly bleached (b) grain. (c) LM-OSL test of the sample BDX 15541 performed by the multigrain technique corresponding to an average signal of the mixture of poorly bleached and well bleached grains.
and slow components in some cases of LM-OSL tests, as seen for some samples from Palais-Gallien and Saint Seurin (Fig. 1c) , is principally linked to the presence of one or several poorly bleached grains with high signals on the same multigrain disc, but this does not characterize a behavior of all the grains on the disc (as observed also by Bulur et al., 2001) . Therefore, a classical LM-OSL test carried out on multigrain discs gives only an average signal and is not a reliable and direct indicator of luminescent properties for individual grains. Fig. 2 shows some selected distributions of equivalent doses for mortar samples originating from different monuments, some of them having already appeared in corresponding publications. Visually, the histograms in Figs. 2a, 2b and 2c corresponding to Antibes, Chassenon and Gallo-Roman Basel mortar show narrow distributions centered around the value of 3, 11 and 2 Gy, respectively. The distributions in Figs. 2d, 2e and 2f show a scattering of values with the high frequency peak around 2-4 Gy corresponding to the expected archaeological doses and with a long tail going up to 100 Gy or more.
Distributions of equivalent doses and their representation
Fig. 2. Histograms (a-f) show the distributions of individual equivalent doses from SG-OSL measurements.
A representation by histograms was chosen for the fast visual evaluation of the spread of equivalent doses. The bin size is equal to the median value of absolute standard errors. However, we are aware of the weak point of representation by histogram which consists in a lack of information on standard error distribution. Corresponding distributions of relative errors are shown in Fig. 3 . The influence of the elimination of equivalent doses with high relative errors on the form of the histogram was evaluated, and the conclusion is that this difference was not visually recognizable.
Sources of dispersion in equivalent dose distributions
The sources of dispersion in single grain equivalent dose distributions of mortars have already been identified and discussed in previous studies (Urbanová et al., 2015 (Urbanová et al., , 2016 and appear in other publications on single grain dating of sediments (Thomsen et al., 2005) . We recall here the concept of the four principal factors contributing to the scatter in equivalent dose distributions: -measurement uncertainty noted s i for the grain i (including errors on counting statistics, instrument reproducibility, heterogeneity of the source and curvefitting) -intrinsic variability σa ("additional uncertainty" following the terminology of Thomsen et al., 2005 and -variability of dose rates at the grain scale σm (microdosimetric variations)
-variability related to heterogeneous bleaching σx
The term "over-dispersion", which is, by definition, a quantification of unexplained variance in the data (Thomsen, 2012), covers the last three of them. Based on the largely used Central age model (CAM, Galbraith et al., 1999) , over-dispersion is expressed as a relative uncertainty added in quadrature to the statistical variance of each individual value of measured equivalent dose, assuming additivity of variances: σ 2 = σ a 2 + σ m 2 + σ x 2 . We would like to underline that these factors cannot be considered as a real "uncertainty" since all of them are natural characteristics of the studied material. The impossibility of distinguishing between individual contributions of each factor represents the principal difficulty in evaluating scattered single grains distributions. In the following paragraphs, the way of evaluating each of these factors is attempted and their possible impact on the dating procedure is assessed.
Intrinsic variability
"It is clear that there is significant over-dispersion in natural well-bleached samples, but some studies have also shown that there is significant over-dispersion even in laboratory dose recovery experiments where all extrinsic sources of variability have been eliminated." (Thomsen et al., 2012) That is what we call "intrinsic variability". Table 4 presents over-dispersion values from dose recovery measurements (OD DRT) of mortar samples bleached artificially in the laboratory. In this first case, over-dispersion corresponds to intrinsic variability. At the same time, over-dispersion values from equivalent dose measurements (OD ED) of natural mortar samples are shown. In this second case, only part of over-dispersion is accounted for by intrinsic variability, while another part is caused by the combination of extrinsic factors. For all the samples, natural over-dispersion is systematically higher than over-dispersion from dose recovery tests.
If we assume a transmissibility of properties in grains analyzed in DRT tests to grains used for ED measurements, the difference between OD ED values and OD DRT values will give an approximate contribution of poor bleaching and microdosimetric effects to the scatter in ED distributions. One must be conscious of the fact that DRT tests are not performed on the same set of grains as the ED measurements and that the process of artificial bleaching only simulates the process of natural bleaching, so some differences can occur. In our experiment, dose recovery ratio values on the samples artificially bleached in a solar simulator were about 0.05-0.09 more elevated than when the same samples were bleached directly in the OSL reader (Murray and Wintle, 2000) . Similar discrepancies were also observed by Choi (Choi et al., 2009) , who raised the hypothesis that the ultraviolet component of the solar simulator source may provoke excitation of deep OSL traps, contributing consequently to the measured OSL signal. Other experiments focused on the comparison of different kinds of artificial bleaching would be useful in future.
Since OD DRT represents the best estimation of intrinsic variability when no well-bleached variant of poorly bleached sample to be dated is available (Thomsen et al., 2012) , we suggest performing artificial bleaching in the OSL reader, that generally gives satisfactory results. As we will see further, these measurements will be important for the use of minimum age models.
Microdosimetric variations in mortar samples and implications for dating
Microdosimetric variations can be caused by the heterogeneous distribution of radioelements in the mortar matrix. As a consequence, despite the fact that two grains could have been well-bleached when the building was constructed, they will give two different equivalent doses. Taking into account the size of the mortar samples from (Galbraith et al., 1999) which quartz grains for dating purposes are extracted, we assume that these grains received the same gamma and cosmic annual dose rates. By contrast, we consider that if some microdosimetric variations at the grain scale occur, these are principally due to the heterogeneity of beta irradiations, originating from three series of radioelements: potassium-40, the series of thorium-232 and the series of uranium-238 and uranium-235. Among minerals contained in mortar, potassium is mainly present in potassium feldspars, in micas and in certain clays, whereas uranium and thorium can be found in abundance in heavy minerals such as zircons or apatites. Three analytical methods were used to assess microdosimetric variations: petrography, beta autoradiography (Fig. 4) and cartography performed by scanning electron microscopy coupled with energy dispersed X-ray spectroscopy (SEM-EDX). Beta autoradiography enables the study of the distribution of beta emissions in the mortar matrix, however, it does not make it possible to distinguish between different emitting radioelements (Ruffer and Preusser, 2009) . Apart from the sporadic presence of zircons in the Antibes and Chassenon mortars, no significant quantity of zircons or apatites was noted in the rest of the studied samples. It was therefore assumed that the most important part of microdosimetric variations arises from potassium feldspars. SEM-EDX images in Fig. 5 show elemental mapping of potassium in thick sections of different mortar samples studied. The higher the number of X rays emitted by potassium and detected by the instrument, the brighter the tones of grey obtained in corresponding spots that clearly correspond to potassium feldspars. The relationship between their quantity and size and microdosimetric variations expected is discused in the following paragraphs.
Small-grained mortars with low potassium content
The early medieval (BDX 16492 and BDX 16493), Romanesque (BDX 16593) and Renaissance samples (BDX 16587 and BDX 16591) from the Saint Seurin basilica in Bordeaux correspond to the group of the weakest radioactivity from mortars studied (Fig. 4) . Hardly observable differences of tonality imply small relative variations in beta irradiations. Nevertheless, we have to mention that here we approach the detection limits of the method and the absence of differences in tonality does not necessarily mean that no variations occur.
According to SEM-EDX cartography and petrographic observations, all these mortars contain very low quantity of K feldspars. If some K feldspars occur (e.g. in the sample BDX 16493, Fig. 5f ), their dimensions do not exceed 500 µm in diameter. A minor quantity of K feldspars partially explains low radioactivity and the apparent homogeneity of beta irradiations. Therefore, we assume that the contribution of microdosimetric effects to the dispersion in ED distributions won't be significant for this group of samples.
Small-grained mortars rich in potassium feldspars
Antibes (BDX 16045-9) and Chassenon (BDX 15636) mortars show higher radioactivity in comparison with the first group (Fig. 4) . A high number of small bright points in beta images indicates that the majority of quartz grains is localized in close proximity to beta emitting minerals. Thus, beta irradiation effects will be more intense than in the first group, but they seem to be relatively homogeneous in the entire sample matrix. SEM-EDX cartography and a petrographic study show an abundance of K feldspars and zircons that are uniformly distributed in the mortar matrix (Fig. 5a-b) , which is in agreement with the observations obtained by beta autoradiography.
Coarse-grained mortars with low potassium content
For Palais-Gallien mortars (BDX 15541-4), Roman Basel mortar (BDX 16304) and Saint Seurin cocciopesto mortars from the Late Antiquity period (BDX 16496, BDX 16498 and BDX 16500), the tonality of beta images is, in general, darker than in the case of the second group (Fig. 4) . However, in certain areas, very bright spots corresponding to beta emitting minerals are observed. Due to their sporadic presence in the matrix, it is assumed that the effect of beta irradiation will be more spatially localized in this case, which implies highly heterogeneous microdosimetry for these mortar samples.
The mortars have a coarse-grained character visible even with the naked eye. SEM-EDX analyses showed the presence of K feldspars whose dimensions can reach several millimeters or even centimeters in diameter ( Fig.  5d-e) . In contrast, certain zones of mortar matrix contained exclusively large quartz. All these observations suggest that microdosimetric variations will probably significantly affect the scatter in ED distributions of these mortars.
It is worth mentioning a specificity of the sample BDX 16304. The mortar contains large cocciopesto (crushed brick) fragments of higher radioactivity in contrast with the rest of mortar matrix and this is demonstrated by globally brighter zones on the corresponding beta image (Fig. 4) . The cocciopesto fragments are rich in potassium (Fig. 5c) .
Fig. 5. SEM-EDX carthography of potassium rich minerals in different mortar samples: (a) BDX 16048, (b) BDX 15636, (c) BDX 16304, (d) BDX 15541, (e) BDX 16496, (f) BDX 16493. The grey level corresponds to the number of X rays emitted by potassium detected by the instrument. Magnification: 60, pixel size: 0.03 mm.
Local analyses of potassium (K) content
Apart from spatial visualization by SEM-EDX cartography, the potassium (K) content was assessed by local analysis including a radius of 2 mm (the radius corresponding to a penetration power of β particles) around the quartz grains used for OSL single grain measurements. It allowed the obtaining of distributions of K content in different zones of mortar matrix. The results are presented in Table 5 .
Given that K content determined by EDX spectrometer does not contain the CO 2 correction and that low background gamma spectrometry is more sensitive than EDX in terms of detection limits, the K content measured by gamma spectrometry is considered to be more accurate. If we compare average values of K content determined by EDX and gamma spectrometry in Fig. 6a , we can see that the values obtained vary in the same way; a systematic standard deviation of these measurements is constant. Thus, we assume that K content measured by EDX spectrometer represents a reliable indicator of differences of K content in the studied mortars (see also Liritzis et al., 2011) .
We calculated an arithmetic mean of potassium content K determined by SEM-EDX in different zones of each mortar sample and its standard deviation σ for the number of measurements n. In Fig. 6b we can see the increasing tendency of σ as the function of K. We also calculated a relative variability of K content σ relative as the ratio between σ and K. σ relative decreases for higher K which indicates that relative variability of potassium content is more significant for mortars with lower potassium content ( Fig. 6c; for example Palais-Gallien mortars BDX 15541-3). In contrast, for mortars rich in potassium with high values of K, such as the Chassenon or Antibes samples, relative variations of potassium content σ relative are lower.
It is necessary to underline another important factor. The K content of BDX 16587 from the Saint Seurin crypt and the Palais-Gallien mortars is very similar, however, the relative variability σ relative is much lower for BDX 16587. This can be explained by the presence of small K feldspars (maximum 500 µm in diameter) in the first case in contrast to K feldspars of a millimetric or centimetric scale in the second one. The distribution of potassium in the matrix of BDX 16587 is therefore more uniform. The observations correspond to above mentioned results that the combination of lower potassium content with coarsegrained material will provoke more significant microdosimetric variations. Our conclusions are also in agreement with the statements of and Mayya et al. (2006) .
Evaluation of bleaching degree
The last aspect to be evaluated is a bleaching degree. We considered that the mortar samples were wellbleached if the age calculation using the archaeological dose obtained with the Central age model (CAM, Galbraith et al., 1999) was in agreement with the reference age, taking into account that all grains meet the selection criteria. Afterwards, we checked what could be an indication of good bleaching if the age of the sample wasn't known.
It was observed that for well-bleached mortars studied in this work over-dispersion values did not exceed 50%, whereas for poorly bleached mortars this value was systematically higher than 100%. These findings are in agreement with those suggested by Arnold et al. (2009) . Also, well bleached distributions were symmetrical; the ratio of the lowest measured dose to the mean of the distribution (R min , Table 6 ) was similar to the ratio of the mean of the distribution to the highest measured dose (R max , Table 6 ). In contrast, for poorly bleached samples R max was 2-3 orders of magnitude higher than R min (Table 6) . It is necessary to specify that the mentioned criteria seem to be valid for all the studied mortars whose age does not exceed 2000 years. For Paleolithic sediments the asymmetry of the distribution can be less evident.
Calculation of archeological dose (paleodose) and age
Given that the mortar samples are not older than 2000 years, we prefer to use the term "archeological dose" instead of paleodose in the following paragraphs.
Well-bleached mortars (Antibes, Chassenon)
The samples identified as well bleached originate from Antibes, Chassenon and Basel as demonstrated by narrow ED distributions centered around the value of 3, 11 and 2 Gy, respectively (Fig. 2) . All of them come from Antiquity or the late Antiquity period. Archaeological doses of these samples were determined by the Central age model (CAM, Galbraith et al., 1999) and are presented in Table 7 .
For the Antibes and Chassenon mortars, we observe agreement between the reference ages and the ages obtained by SG-OSL. For Antibes, the coherence between multigrain and single grain measurements, confirming a good bleaching degree, has already been demonstrated (Urbanová et al., 2016) . For Chassenon, only one out of four samples could be dated because of the insufficient quantity of quartz grains in the other three mortars. Since the factor of poor bleaching is eliminated for these series Table 4) and subsequent root extraction, we obtain the contribution of microdosimetric variations to the dispersion of ED distributions, equal approximately to 32% for Antibes samples (average for five samples)and 45% for Chassenon. Despite this fact, the use of the central age model for the determination of the archaeological dose leads to a correct estimation of the ages. The Basel samples present some particularities and have to be discussed separately. As mentioned before, 5 out of 8 Basel samples did not emit any OSL signal. The age of the Basel Roman sample BDX 16304 is overestimated despite its good bleaching. Based on petrographic observations, it is possible that an important quantity of luminescent quartz grains originates from crushed brick fragments present in this mortar. The annual dose rate of these grains is higher than the average annual dose rate determined by gamma spectrometry measurements, since the brick fragments are more radioactive than the rest of the mortar matrix (Fig. 4) . Such discrepancy can explain the final over-estimation of the age of the sample BDX 16304. This example demonstrates the importance of the preliminary characterization of mortar for the correct interpretation of the results.
The samples BDX 16293 and BDX 16299 were very weakly luminescent (less than 0.5% of grains gave the signal). For reasons of time constraints, these samples were analyzed by multigrain technique and a complementary SG-OSL analysis was performed only for the sample BDX 16299. Even if we considered the probability of the presence of more than one luminescent grain per disc as relatively low, the SG-OSL measurement showed the presence of some poorly bleached grains on 2 out of 6 single grain discs (Table 8) . This observation explains the over-estimation of the age obtained for the sample BDX 16299. It may be therefore concluded that even for such weakly luminescent samples, an averaging effect occurs when using the multigrain technique (Jain et al., 2004) and its use should be avoided as much as possible if we want to obtain reliable dating results.
Poorly bleached mortars
Due to a large scatter of ED values, the archaeological dose in the case of poorly bleached samples was calculated by using the following models: -3-parameter minimum age model (MAM-3, Galbraith et al., 1999 ) -4-parameter minimum age model (MAM-4, Galbraith et al., 1999 ) -internal-external consistency criterion (IEU, Thomsen et al., 2003 and To run these models, an input parameter σ b (corresponding to a for IEU) defining the expected scatter of equivalent doses in the well-bleached part of the population is needed. Due to a small quantity of material available for analyses, additional dose recovery tests on bleached but non-irradiated samples could not be performed and the b parameter in IEU model was therefore considered 0. This implies that no over-dispersion for a given dose of 0 Gy is supposed, which may slightly differ from real behavior of the samples. Given that the expected values of archaeological doses are not lower than 1 Gy, such discrepancies should not have significant effect on the age determination. The results are summed up in Table 7 . The poorly bleached mortars analyzed in this study can be basically divided into two groups.
Small-grained mortars with low potassium content (BDX 16492-3,BDX 16592-4,BDX 16586-7)
Based on the discussion in Section 4 (Sources of dispersion in equivalent dose distributions -Microdosimetric variations in mortar samples and implications for dating), some of the mortars identified as poorly bleached were assumed to be only slightly affected by microdosimetric variations, principally due to the low potassium content and small-grained character. Then, since the factor of microdosimetric variations is eliminated (σ m = 0) ). Supposing the transmissibility of DRT to the ED measurements, overdispersion from dose recovery tests (OD DRT) will approximately correspond to the expected variability in the well bleached part of ED distribution (Table 4) . Therefore, the value of OD DRT was taken into account as an input parameter σ b (a) to run the above mentioned minimum models. MAM-3 and MAM-4 tended to overestimate the expected archaeological dose for the given values of OD DRT and were systematically higher than the values obtained by IEU. The dates obtained by using the IEU model are in agreement with the reference dates within one standard deviation for the samples BDX 16492-3 and BDX 16592 and within two standard deviations for the samples BDX 16593-4 ( Table 7) . The dates for the samples BDX 16586-7, which are slightly overestimated, cannot be considered as reliable since only 4-5 grains were considered to be well bleached and taken into account for final dose and age estimation.
Coarse-grained mortars with low potassium content (BDX 16496, 16498, 16500, 15541-4)
This group of poorly bleached samples was assumed (Section 4 (Sources of dispersion in equivalent dose distributions -Microdosimetric variations in mortar samples and implications for dating)) to be affected by microdosimetric variations. Therefore, the effects of poor bleaching and heterogeneous microdosimetry are overlapping (σ 2 = σ x 2 + σ m 2 +σ a 2 ). We have seen (for the well bleached samples) that the contribution of microdosimetric variations to the scatter in ED distributions can be relatively significant. Without the possibility of quantifying these effects, it is very difficult to estimate the input parameter σ b (a) which would describe correctly the scatter of equivalent doses in the well-bleached part of the population. Two hypotheses can be drawn: 1) The expected over-dispersion will not be lower than the over-dispersion from dose recovery experiments.
2) The expected over-dispersion will not be higher than 50% which is the maximum over-dispersion value obtained in our case for natural well-bleached mortars.
For each model we tried to examine how the values of archaeological dose change when the input parameter σ b (a) is being varied between 5 and 50% (Fig. 7 , Medialdea et al., 2014) . The difference between the archaeological doses obtained for the minimum and the maximum value of σ b (a) is about 50-80% of the expected archaeological dose.
Dating results for poorly bleached samples presented in Table 7 were obtained by the IEU model. Except for the sample BDX 15542 for which many fewer grains were analyzed, expected values of archaeological doses for Palais-Gallien are obtained by IEU with a about 15%, whereas for example for the sample BDX 16500 from the Saint Seurin crypt the result is with a about 30%. This is an interesting observation and the question we can ask is: what is the difference between these mortars?
A principle distinction is that the samples from Saint Seurin crypt contain coarse crushed brick fragments which are usually rich in uranium. This fact might imply important microdosimetric variations arising from the concentration of uranium besides those arising from potassium. In contrast, the content of uranium in PalaisGallien mortars is quite low and the microdosimetric variations are assumed to arise mainly from potassium feldspars (Urbanová et al., 2015) .
The a value of 15% taken into account to obtain the expected archaeological dose for samples BDX 15541 and BDX 15543 is equal to the over-dispersion from dose recovery tests. According to our hypothesis, higher value of over-dispersion in the well-bleached part of the population affected in this case by microdosimetric variations would be expected. One possible explanation is that since dose recovery tests of the samples from Palais-Gallien were performed on the grains bleached in the solar simulator, it might have caused an undesirable increase in the signal as discussed in Section 4 (Sources of dispersion in equivalent dose distributions -Intrinsic variability). Unfortunately, the comparison with the bleaching in the OSL reader was not possible in this particular case due to the lack of material.
For the samples BDX 16496 and BDX 16498 from the Saint Seurin crypt, we do not present any dating results. Even a visual evaluation of extremely scattered ED distributions without any particular frequency peak indicates that the use of the IEU model, focusing on the lowest normal population, is not suitable in this case.
In some cases, the use of the MAM-3 and the IEU model resulted in similar values of archaeological dose. However, in some cases, the results of MAM-3 and MAM-4 were not consistent. For the low values of σ b (a), the archaeological doses obtained by using the MAM-4 (and MAM-3 in some cases) were higher than those from the IEU and tended to over-estimate the expected archaeological dose. The slight tendency of MAM-3 and MAM-4 for over-estimation was already stated for young and less sensitive samples (Sim et al., 2013; Medialdea et al., 2014) . Moreover, in many cases the experimental data could not be fitted when using MAM-3 and MAM-4 which resulted mainly in it being impossible to obtain the p parameter. In these cases, the archaeological dose could not be calculated when using these models.
When applying the IEU, the results were generally in good agreement with expected archaeological doses if there was a significant frequency peak in the lowest dose region. Similar conclusions have been already drawn for other series of young samples (Sim et al., 2013; Medialdea et al., 2014) . However, in both cases, either when using MAM or IEU, the calculated archaeological dose is dependent on the input parameter σ b (a). To estimate this parameter, which is a priori unknown, we suggest taking into account the over-dispersion value from dose recovery experiments and hypotheses on microdosimetric variations deduced from beta autoradiography and variations of K content.
To conclude, for poorly bleached, coarse grained mortars, we attempted to explain the difficulties encountered when trying to calculate the archeological dose. However, no satisfactory and universal procedure of the right archaeological dose determination that could be suggested in order to estimate the age of non-dated samples was found. Nevertheless, many important aspects that complicate the dating procedure of such problematic samples have been identified and are currently being investigated and are discussed in following paragraphs.
CONCLUSION
In this paper, a three year study on dating archaeological mortars by SG-OSL has been reviewed, attempting to show and compare samples from different geological areas. Different aspects of sampling, preparation and measurement procedures have been discussed and the principal conclusions can be presented:
-From the practical point of view, we concluded that sampling by the means of a hammer and a chisel is preferred to other techniques if possible. About 100 g of bulk samples was generally sufficient for dating purposes. -Chemical treatment with the mixture of H 2 SiF 6 with HNO 3 in a ratio of 9:1 proved to be effective in dissolving feldspars. No significant deviation was identified between equivalent doses measured after this treatment compared with treatment by HF. -SG-OSL measurements showed systematic predominance of the fast component in an OSL signal for well-bleached quartz grains. Between 1-8% out of 4000 quartz grains analyzed per sample emitted an OSL signal. -Due to a wide scattering in equivalent doses, the doseresponse curve needs to be significantly extended to determine higher equivalent doses. -Even if we did not observe any increase in equivalent dose with rising preheat temperature, we recommend using a preheat of 190°C as an initial parameter in order to minimize the potential risks of thermal transfer that would significantly change kinetics of luminescence. If the dose recovery tests are satisfactory, these temperatures can be kept for equivalent dose determination. -The LM-OSL test was not always representative of the behavior of individual grains due to the averaging effects occurring when using multigrain technique. -Well bleached mortars reached over-dispersion values of up to 50%, but not higher. If we sum up the results for the corpus of 33 mortar samples studied in this work, four categories of samples were identified: 1) the samples for which no signal was detected by SG-OSL and therefore they could not be dated 2) the well-bleached samples that can be reliably dated by using the Central age model for the calculation of archaeological dose 3) the poorly bleached samples that are not significantly affected by microdosimetric variations and which can be dated by using intrinsic variability as an input parameter to run an IEU model 4) the poorly bleached samples highly affected by poor bleaching and heterogeneous microdosimetry for which the universal method of archaeological dose evaluation has not been found yet The results indicate that small-grained mortar and mortar that contains low amounts of potassium feldspars will probably be easier to date. The mortars that contain crushed brick fragments (so-called cocciopesto mortars in the literature) are generally more problematic for dating due to the differences between the radioactivity of the bricks and the mortar matrix itself.
The crucial conclusion that we can draw on the basis of the results obtained is that problematic mortar samples from the fourth category can be identified by combining single grain OSL analyses with material characterization. Therefore, the validity of the dating result can be easily evaluated. In conclusion, we underline the importance of material characterization which should make an inseparable part of the dating process.
In this study, suitability of the single grain technique when dating the incompletely bleached mortars has been shown. Even if in some studies small aliquots have also been proven useful for dating of poorly bleached young samples, we would still recommend analyzing at least a small number of single grain discs for dim samples as preliminary step in order to check the character of the material studied (the proportion of luminescent grains and the ratio of the well bleached grains to the poorly bleached ones). In the case of mortars, usually a very small quantity of the sample is available for dating. In addition, these samples generally contain very low percentage of luminescent grains (1-7%) and often even lower proportion of the well bleached grains. The use of small aliquots can therefore be a bit "risky" since much more material can be consumed when "losing" a part of the well bleached grains, being hidden at the same disc with the poorly bleached ones (as shown for the sample BDX 16299 in our experiment, Table 8 or concluded also for example by Jain et al., 2004 or Arnold et al., 2012 . For well bleached mortars from Antibes, the single grain and the multigrain measurements provided both satisfactory results.
Difficulties encountered and potential solutions
Need of more suitable age models
The principal difficulty of existing minimum age models is that an input parameter is needed to run the model, and the right estimation of this parameter is very complicated for mortars affected by both poor bleaching and heterogeneous microdosimetry. The MAM-3 and MAM-4 often fail to fit experimental parameters. The IEU gave quite satisfactory results in many cases, however, it seems to work mainly if there is a significant frequency peak in the lowest dose region of ED distributions since the model aims at the lowest Gaussian distribution (provided that the input parameter correctly describes the data). Nevertheless, the model is not adapted for the evaluation of the distributions of extremely poorly bleached mortars when the form of the beginning of the distribution deviates from the Gaussian one. Alternative models that seem to be better adapted for the series of samples studied are being developed and tested on the data acquired in this work (Guibert et al., submitted; Christophe et al., submitted) .
Imprecision in quantification of microdosimetric variations
Currently, it is not possible to quantify with satisfactory precision the microdosimetric variations to which natural archaeological samples are subjected. Beta autoradiography enables the study of the distribution of beta emissions in the matrix, however, it does not make it possible to distinguish between different emitting radioelements (Ruffer and Preusser, 2009) . EDX-SEM cartography allows indirect mapping of the distribution of potassium, but not of uranium and thorium. Such mapping of all three radioelements can be performed by ICP-MS analyses, if available. In addition, the distribution of uranium and thorium could potentially be studied via the distribution of alpha irradiations by using SSNTD detectors (Sanzelle et al., 1986; Wagner et al., 2005; Grainger, 2009) . A priori, low background gamma spectrometry measurements of K, U and Th allow the identification of the predominant beta emitting radioelement.
Currently, different approaches aimed at a quantification of microdosimetric variations in archaeological materials by means of computer simulations (Martin et al., 2015; Lebrun et al., in preparation) are being developed. The integration of these approaches for the samples presented in this study might be attempted in future.
Perspectives
The study shows the indisputable potential of SG-OSL in dating archaeological mortars, material whose bleaching results from complex anthropic activity initially employing much older geological sediments. To reinforce the methodology and to confirm the conclusions of this study, a larger number of mortar samples needs to be studied. Also, single grain dating of smaller fractions (90-125 µm) will be tested for the comparison with the coarse ones. The method is actually being applied on five other monuments, each of them containing chronological sequences from Antiquity to the High Middle Ages period. The SG-OSL measurements show the series of wellbleached mortar samples at least for one of these sites (Renaissance chapel in Périgueux, France), where SG-OSL dating helps to pinpoint the chronology of different construction phases of the building. As mentioned above, in the case of poorly bleached samples new approaches to determine the archeological dose are being tested. 
