Abstract-This paper proposes a sequential convex optimization method to solve broader classes of optimal power flow (OPF) problems over radial networks. The nonconvex branch power flow equation is decomposed as a second-order cone inequality and a non-convex constraint involving the difference of two convex functions. Provided with an initial solution offered by an inexact second-order cone programming relaxation model, this approach solves a sequence of convexified penalization problems, where concave terms are approximated by linear functions and updated in each iteration. It could recover a feasible power flow solution, which usually appears to be very close, if not equal, to the global optimal one. Two variations of the OPF problem, in which non-cost related objectives are optimized subject to power flow constraints and the convex relaxation is generally inexact, are elaborated in detail. One is the maximum loadability problem, which is formulated as a special OPF problem that seeks the maximal distance to the boundary of power flow insolvability. The proposed method is shown to outperform commercial nonlinear solvers in terms of robustness and efficiency. The other is the bi-objective OPF problem. A non-parametric scalarization model is suggested, and is further reformulated as an extended OPF problem by convexifying the objective function. It provides a single trade-off solution without any subjective preference. The proposed computation framework also helps retrieve the Pareto front of the bi-objective OPF via the ε-constraint method or the normal boundary intersection method. This paper also discusses extensions for OPF problems over meshed networks based on the semidefinite programming relaxation method.
NOMENCLATURE
The major symbols and notations used throughout the paper are defined below for quick reference. Others are clarified after their first appearance as required.
Sets B

Set of buses except the slack bus. c(i)
Child buses of bus i, empty set for terminal buses. (x) and g l (x) are used to represent branch flow equality of line l in a DC format, l , ∀l stands for the line-wise relaxation gap, Gap r (x) is the aggregated relaxation gap for the system.
I. INTRODUCTION
T HE ALTERNATING current optimal power flow (OPF for short), a fundamental issue of power system steadystate operation, determines the most effective utilization of generation assets subject to necessary component and network operating constraints. Traditional OPF problem are based on either the bus injection model (BIM) [1] or the branch flow model (BFM) [2] - [4] . Both models can be formulated as non-convex quadratically constrained quadratic programs. In theory, the global optimal solution cannot be found in polynomial time. OPF problems can be solved locally by a number of general-purpose nonlinear programming (NLP) techniques. Up-to-date surveys of available algorithms can be found in [5] - [7] (deterministic ones) and [8] (non-deterministic ones), with different preferences or tradeoffs on optimality and computational efficiency.
In view of the potential economic benefit, there has been growing interest on computing the global OPF solution. In recent years, important progresses have been reported based on convex relaxation methods, such as semidefinite programming (SDP) relaxation [9] , [10] , second-order cone programming (SOCP) relaxation [11] (for BIMs) [12] (for BFMs), moment relaxation [13] - [15] , and convex quadratic relaxation [16] . Convex relaxation models could provide a lower bound for the objective value at optimum, and may even globally solve an OPF problem if the relaxation is exact.
From a theoretical point of view, establishing sufficient conditions that guarantee an exact convex relaxation (ex-ante) has received substantial attention. A spate of such conditions have been reported in literature. The pioneer work in [10] finds that the SDP relaxation will be exact for several IEEE benchmark systems after adding a small resistance to every purely inductive transformer branch, and opens up a promising research direction in OPF studies. It is proven in [17] and [18] that the SDP relaxation will be exact with allowance of load over-satisfaction and utilization of virtual phase shifters. For distribution networks operated with tree topology, it is shown in [12] that if the objective function is convex, strictly increasing in line losses, non-increasing in loads, and independent of complex line flows, then the SOCP relaxation will be exact provided that the original OPF is feasible. Geometry of the power flow injection region is studied in [19] and [20] . It is revealed that the Pareto front of nodal power injection region remains unchanged by taking the convex hull under certain conditions, which implies that when the objective function is convex and strictly increasing in power injection, the convex relaxation model is very likely to be exact. This geometry property has been extended to generalized network flow problem over an arbitrary network described by a graph [21] . It is demonstrated in [22] that if: i) the objective function is strictly increasing in active power injection, ii) there is no reverse flow, and iii) the upper bounds on voltage magnitudes are not binding, the SOCP relaxation will be exact. Further conditions on system parameters which admit provable exactness guarantee are suggested in [23] . It is revealed in [24] that if there is no simultaneous reverse active and reactive power flows, the SOCP relaxation will be exact.
As we can observe from studies mentioned above, the exactness of relaxed OPF models for general meshed networks largely depends on the choice of the objective function and may be sensitive to system data. If the relaxation is not exact, its solution is not feasible for the original OPF problem. In such circumstance, one possible remedy is to improve the relaxation via valid inequalities [11] , [25] . Valid inequalities do enhance the tightness of relaxation and reduce the optimality gap, but still fail to recover the optimal solution for the original OPF problem in many cases. In the SDP relaxation model, exactness is achieved when the symmetric matrix variable has a rank-1 solution. In order to enforce a rank-1 matrix optimizer which contains a physically meaningful power flow solution, it is proposed to append rank-related penalty terms in the objective function [26] - [28] . Computational results show that the rank penalty method is very inspiring. Another approach to construct a tight convex relaxation is to employ the moment method from polynomial optimization, which solves a sequence of SDPs with increasing problem sizes, as discussed in [13] - [15] . In theory, the global OPF solution can be recovered with the order of moment relaxation approaching infinity. However, this method may suffer from a high computational overhead due to the dramatic growing SDP sizes when the order of moment relaxation becomes higher. There are research efforts on globally solving the OPF problem by using branchand-bound type methods, such as those in [29] and [30] , while abandoning a polynomial-time complexity guarantee.
Although the convex relaxation is proved to be exact for radial networks under relative mild conditions, in practice, there are still a lot of factors that could challenge these conditions, especially those on the objective function. In traditional cost minimization formulations, if the cost function is not strictly increasing in the nodal active power injection (this situation is not rare because renewable units can have zero production costs), the exactness may no longer be guaranteed. Moreover, if non-cost goals are considered for optimization, the objective function may appear to be non-convex and nonmonotonic, which also jeopardizes the exactness. For example, system operation associated with loadability maximization and voltage regulation can be cast as special classes of OPF problems with non-cost oriented objectives, in which the convex relaxation is generally inexact. Special cases of inexact SDP and SOCP relaxation in voltage stability problems have been reported in [31] and [32] . Finally, if more than one optimization targets are incorporated, and a weighted-sum objective is under investigation, the convex relaxation could be inexact, even if only one objective is non-monotonic or non-convex.
In contrast to preceding studies which aim to explore a provable exactness guarantee, this paper develops a versatile computational framework for broader classes of OPF problems over radial networks based on the difference-of-convex (DC) programming (DCP) approach. DCP belongs to the class of non-convex optimization, whose objective and constraints involve non-convex functions expressed by the difference of two convex functions. This type of mathematic program has been studied for several decades. Theoretical foundations of DCP and some overviews can be found in [33] - [35] . Due to its non-convexity, solving DCPs globally often proves slow in practice [36] . A local algorithm, called the convex-concave procedure (CCP), is suggested in [36] . Compared with prevalent algorithms for DCPs, CCP does not require conjugate function, and is often more robust than standard NLP methods. The success of CCP inspires its application in OPF problems. The contributions of this paper are threefold.
1) A sequential SOCP method for the OPF problem of radial networks based on BFM in [2] - [4] and CCP in [36] (CCP-OPF for short), which relaxes most assumptions for ensuring exactness and leverages the computational superiority of SOCPs. The nonlinear branch power flow equality is decomposed as a rotated SOC constraint and a DC inequality. Starting from an initial (infeasible) solution offered by an inexact SOCP relaxation model, a sequence of convexified penalization problems are solved, where the concave part is replaced by its linear approximation and updated in each iteration. A feasible solution can be quickly recovered, which usually appears to be very close, if not equal, to the global optimal one. Convergence is guaranteed by the property of DCP and the existence of an exact penalty parameter. The advantage of CCP-OPF is apparent in three aspects. First, it relies solely on solving SOCPs. The interior point method (IPM) is proved to be efficient for this task [37] . Second, it removes the need of an initial guess, which is required by the majority of prevalent local NLP algorithms, and the need of an ex-ante exactness guarantee, which is desired by existing convex relaxation methods. Finally, it reduces the computation overhead of branch-and-bound type methods, and provides a high-quality solution within reasonable efforts. In summary, CCP-OPF greatly enhances our ability to solve OPF problems with various objectives. problem, which is formulated as a special OPF problem that optimizes the distance from a specified operating point to the boundary of power flow insolvability. Traditional convex relaxation is shown to be inexact for this class of problem [31] , [32] , while CCP-OPF successfully solves all testing instances, and outperforms commercial NLP solvers in terms of robustness and efficiency. The rest of this paper is organized as follows. The mathematical formulation of BFM based OPF problem and CCP-OPF method are presented in Section II, and then an extension to meshed networks is suggested based on a DC expression of the matrix rank-1 constraint. As a direct application, MLA problem is discussed in Section III. BO-OPF problem is studied in Section IV, including technical details on the nonparametric scalarization model and its convexification form, as well as implementations of the ε-constrained method and NBI method. Case studies are provided in Sections II-IV. Finally, conclusions are summarized in Section V.
II. OPF PROBLEM
A. Branch Flow Model
The typical connection of branches in a radial power grid is illustrated in Fig. 1 . The steady-state network power flow status can be described by BFM proposed in [2] - [4] as
where constraints (1)-(2) are nodal active power and reactive power balancing conditions; According to the reference direction of power flow shown in Fig. 1 , the left-hand (righthand) side gathers total active and reactive power injected BFM (1)- (4) and traditional BIM in rectangle coordinate produce the same voltage magnitude and line power flow in OPF applications for radial networks. BFM is more straightforward for distribution networks (DNs), because they are intentionally operated with tree topologies. More importantly, the voltage magnitude plays a crucial role in voltage instability, a major threat to DN operating security, and thus is closely monitored. The voltage angle in DN is difficult to measure and receives less attention, as angle instability scarcely happens in DNs. In contrast to BIM in which power balancing conditions render non-convex quadratic equalities, (1)- (2) in BFM are linear, and non-convexity only appears in branch flow equality (4).
B. OPF As DCP
Without loss of generality, the compact form of OPF problem can be expressed as follows
where aggregated variable x has been defined in Nomenclature, Cons-PF consists of power flow constraints (1)- (4), and Cons-BD includes the following operating security boundary constraints
The first set of inequalities imposes admissible intervals on nodal injection power and bus voltage; owing to relay protection and security considerations, the second set of inequalities prevents reverse power flow and over flow in each line. In fact, in some active DNs and micro-grids with high share of renewables, reserve power flow is allowed, which might influence the exactness of convex relaxation (see conditions in [22] ). However, removing flow direction restriction brings little injury on the proposed method, because its aim is to tackle inexactness introduced by convex relaxation. Without loss of generality, objective function F(x) is assumed to be convex without further requirements on monotonicity. Extensions for non-convex objectives is allowed and will be discussed later. Typical objectives used in this paper are summarized below. 1) Production cost
The first part is the fuel cost of generators. P l 0j represents the amount of active power delivered through line l connected to the slack bus, hence the second term is the energy transaction cost with the main grid.
2) Voltage profile. In power system operation, one task is to maintain the voltage magnitude at every bus close to its reference value, yielding the following objective
Although F V is convex, it is not monotonic. Thus convex relaxation for pertinent OPF problems is generally inexact if F V appears in their objective(s). OPF problem (5) is non-convex. In what follows, quadratic equality (4) will be arranged as a particular format involving the difference of two convex functions, which is called a DC formulation, or DC constraint, or DC inequality. These terms will be used interchangeably in this paper. Constraints or inequalities that admit a DC formulation are called DCrepresentable. DC constraints are non-convex and do not alter problem complexity. Nevertheless, the special structure of DC inequality helps develop algorithms with good convergence properties based on convex optimization.
Define the following convex quadratic functions
, ∀l ∈ L equality (4) can be replaced by two opposite inequalities
The former one in (8) is in fact an SOC constraint, whose canonical form is given by
while the latter one in (9) is a DC inequality. (8) and (9) constitute a DC formulation of branch flow inequality (4). Define the convex power flow feasible set (10), Cons-BD } which consists of linear and SOC constraints. OPF problem (5) can be expressed in the following compact DCP form
where (9) is a DC constraint. The classical SOCP relaxation model in [12] neglects (9), resulting in an SOCP
If the solution of (12) naturally meets (9), the relaxation is said to be exact. At the same time, the solution is globally optimal. Otherwise, the relaxation is not exact, and the solution is infeasible in (5). An infeasible solution cannot be deployed in practice. 
where ε is a pre-specified tolerance, terminate and report the optimal solution x * and the optimal value v * . 2: Perform FRP (summarized in Algorithm 2) with initial point x * , and find a feasible power flow solution x F . 3: Perform ORP (solve OPF (5) in its original nonlinear form via local NLP methods) with initial point x F , and refine an optimal solution x S .
Algorithm 2 : FRP 1: Set an initial penalty coefficient ρ 1 > 0, a penalty growth rate parameter τ > 1, and a penalty upper bound ρ M . Let the iteration index k = 1, and the initial point
and solve the following penalized problem
the optimal solution is (x k+1 , s k+1 ), and the optimal value is v k+1 . 3: Evaluate the relaxation gap at x k+1 , if Gap r (x k+1 ) ≤ ε, terminate, and report x F = x k+1 ; otherwise; update ρ k+1 = min{τρ k , ρ M } , k ← k + 1, and go to step 2.
C. CCP-OPF Method
CCP-OPF method consists of three major steps: an initial SOCP relaxation, a feasibility recovery procedure (FRP), and an optimality recovery procedure (ORP). The first step refers to the well-known SOCP relaxation. If the relaxation gap is not small enough, the infeasible solution is passed to FRP, which produces a feasible power flow solution in the second step. Finally, an adjacent optimal solution is refined by ORP in the third step, in case the solution offered by FRP is not optimal. The flowchart of CCP-OPF is shown in Algorithm 1.
In FRP, DC-inequality (9) which is ignored in the initial SOCP relaxation is convexified by linearizing concave terms and adding slack variables. Moreover, the total constraint violation is penalized in the objective function. The flowchart of FRP is summarized in Algorithm 2. Its convergence is explained as follows.
If Gap(x k ) becomes small enough before ρ k reaches ρ M , convergence has already been guaranteed. Otherwise, the penalty parameter ρ k will be fixed at ρ M and the objective function of (15) does not change in the subsequent iterations.
Next we consider the latter case, and demonstrate the monotonicity of objective value sequence {v(x k , s k )} k generated in step 2 when k > log τ (ρ M /ρ 1 ). Two basic facts on functions g l (x, x k ) and g l (x) play an important role in the discussion.
F1: According to (14) ,
According to the property of convex functions, for an arbitrarily given
because v(x, s) is minimized in that iteration. The objective at optimal solution (x k+1 , s k+1 ) deserves a value no greater than that corresponds to a feasible solution (x k , k ). In addition, according to F2, we have
The last inequality is a constraint of (15) 
(16) and (17) conclude the following monotonic relation
Strict inequality holds in (18) if one or more of the following conditions are met:
which is generally true in practical OPF problems. Therefore, the sequence {v(x k , s k )} k is decreasing. Equation (18) indicates that as long as the convergence criterion is not met, v(x, s) can be strictly improved in the next iteration. Since v has a finite optimum, Algorithm 2 converges with v(x k , s k ) approaching constant values. Because OPF problems with network losses usually has a unique optimal solution [20] , there is a one-toone mapping between optimal solutions and optimal values, so (x k , s k ) also converges.
To ensure slack variables s k converge to 0, the value of ρ M should be greater than the exact penalty parameter ρ * M [36] . According to the exact penalty function theory [38] , [39] , if OPF problem (11) is feasible and certain constraint qualification holds, there will be a finite penalty parameter ρ * M , such that for any ρ * ≥ ρ * M , the following penalized problem
has the same optimal solution as (11) . It should be mentioned that if ρ M is not big enough, problem (15) may give x k+1 = x k before s k approaches 0 due to the lack of enough penalty. In such circumstance, v k ( k ) cannot be improved (reduced) any more, and Algorithm 2 may fail to converge.
Owing to the convergence criterion used in Algorithm 2, the solution x F offered by FRP may not be optimal. Thus we incorporate ORP to refine an adjacent optimal solution. Any traditional OPF methods or NLP solvers are eligible for this task, such as the interior point method [40] - [42] , and the sequential quadratic programming method [43] - [45] . Nonetheless, if we delicately choose penalty parameters in Algorithm 2, it will directly procure a solution that is very close to, if not equal, to the global optimal one. Additional observations are given below.
1) From our numerical experiences, to recover the global optimal solution, it is very useful to use a small initial value of ρ 1 . The reason is: first, temporarily constraint violations may allow x k move to a more favorable region where the optimal solution stays; second, light penalty does not cause dramatic change of optimal solutions in two succussive iterations. Since
can provide relative accurate approximation for g l (x) in k-th iteration. Note that constraint violation will be eliminated by the growing penalty parameter ρ k .
2) The value of the exact penalty parameter ρ * M can hardly be determined in advance. In fact, we do not need its exact value. We can prudently choose a relatively large value for ρ M . According to our experience, Algorithm 2 will converge even when ρ k is much smaller than ρ M . One reason is that Gap r (x k ) = l r l ij k l /4 is actually quantified by k . According to the previous analysis, k is generally strictly smaller than s k , and thus the convergence criterion could be met before all slack variables go to 0. In such circumstance, little can be said on the monotonicity of the optimal value sequence v k . Experimental results suggest that {F(x k )} k will be increasing and {Gap r (x k )} k will be decreasing. However, rigorous mathematical proof is non-trivial, because the feasible region of (15) which depends on x k changes in every iteration, which is different from the situation in traditional penalty function theory.
3) Failure of convergence may occur in two cases: a) When the original OPF problem (5) is infeasible. In such a situation, the exact penalty parameter ρ * M does not exist, and FRP would not return a feasible solution. b) If the initial relaxation is very poor or an arbitrary initiation is used. In such circumstance, Algorithm 2 may converge very slowly. Possible remedy would be using valid inequalities [11] , [25] to strengthen the initial relaxation. 4) In theory, CCP needs an initial point to perform linear approximation in (14) . In Algorithm 2, the initial value is offered by OPF-Cr (12) . In this regard, CCP-OPF makes no reference to any heuristic initial guess.
D. An Extension for Meshed Networks
OPF over meshed networks can be formulated via BIM, and come down to a non-convex quadratically constrained quadratic program, in which decision variable x consists of real and imaginary parts of complex bus voltages in rectangle coordinates. By introducing a rank-1 matrix variable X = xx T , all quadratic terms can be linearized. An equivalent condition without variable x is X 0, rank(X) = 1. More details on the SDP formulation and transformation can be found in [10] . A natural way to convexify the model is to drop constraint rank(X) = 1, and solve a traditional SDP. At the optimal solution X * , if rank(X * ) = 1 is naturally met, the relaxation is said to be exact; otherwise, the optimal value of relaxed problem provides a strict lower bound for the objective value. SDP relaxation method is well acknowledged for its ability to offer an exact convex relaxation or a high-quality optimum estimation for many practical OPF instances [27] . Nevertheless, in an inexact case, how to recover a feasible rank-1 solution remains an open problem. Some literature proposes to add rank related penalty terms in the objective function [26] - [28] . Numeric results show that when the penalty parameter resides in a proper interval, these rank penalty methods can recover a global OPF solution.
To build a connection between the SDP method and CCP-OPF method, we investigate a DC formulation for the matrix rank-1 constraint. Consider the rank-1 factorization X = xx T in an element-wise form
The last equality can be replaced by opposite inequalities
The former constraint is redundant to the positive semidefinite constraint X 0. The latter one is in fact a DC inequality in the form of
ij , ∀i, j These constraints can be handled by a CCP framework similar to that presented in Section II-C. In case the rank penalty methods in [26] - [28] fail to offer a rank-1 solution, it is worth trying above DC formulation and CCP based method in order to recover a feasible solution. However, it should be pointed out that CCP requires solving SDPs repeatedly, which may be less efficient for large-scale systems, in spite of potential acceleration techniques enabled by exploiting the special sparsity pattern revealed in [46] . Nonetheless, these discussions may encourage new research that will leverage the computation superiority of convex optimization by exploring more appropriate DC formulation for the non-convex rank-1 constraint.
The CCP-OPF framework may be applied in two alternative OPF formulations for meshed networks. One is the extended conic quadratic model developed in [47] - [49] , in which power flow equations in bus-injection format are converted to linear equalities, rotated conic quadratic equalities, and arctangent equalities via variable transformation; another one is the cycle-based model proposed in [11] , where arctangent equalities in the extended conic quadratic model are replaced by cycling polynomials. If an appropriate DC decomposition for the non-convex arctangent function or the cycling polynomial is available, CCP-OPF method can be used for solving OPF of meshed networks.
Certainly, BIM and SDP based approaches can be applied to radial networks as well. The reason for the adoption of more dedicated BFM and SOCP based iterative approach is explained as follows.
1) Model comparison. BIM formulates complex bus voltages in rectangle coordinates. Line power flows are expressed as quadratic functions in real and imaginary parts of bus voltages. It is valid for both meshed and radial networks. BFM directly handles bus voltage magnitude and line power flows, and thus is more straight forward for distribution networks and system monitoring, because all variables are measurable (voltage angle and its real/imaginary part are difficult to measure due to the lack of phasor measurement units in low voltage distribution networks). Such a formulation is also convenient to be embedded in more dedicated applications in DNs, such as robust generation dispatch [50] - [52] , because voltage and line flow security limits are merely bound constraints of decision variables, and the robust counterpart can be easily derived. In this regard, we employ BFM in this paper. BFM may encounter problems to model a meshed network. Since it neglects phase angle variables, the solution from BFM might give infeasible phase angles, especially on circles. For OPF problems over weakly meshed networks, the circle can be split at certain buses to make the network radial. A compensation based method is proposed in [53] to recover a solution with equal flow injections (but opposite in signs) at breakpoints, which is equivalent to the original OPF problem. 2) Algorithm comparison. The rank penalty methods discussed in [26] - [28] are non-iterative. Solving large-scale SDPs repeatedly may not be efficient. In analog to the penalty methods in [26] - [28] which append rank related terms in their objective functions, FRP in Algorithm 2 incorporates a special penalty term in the OPF objective function, which closely pertains to the relaxation gap and is updated in each iteration. The relaxation gap tends to zero when the algorithm converges. Because large-scale SOCPs can be solved efficiently via interior point methods [37] , and the initial SOCP model is often Fig. 2 . Topology of the 6-bus system. nearly tight, the computational efficiency of Algorithm 2 is usually satisfactory. In conclusion, the rank penalty method in [26] - [28] and CCP-OPF method in this paper may not be able to dominate each other in terms of computational efficiency and solution quality, but the latter may be more dedicated for radial networks. 3) Finally, the proposed method can cope with nonconvex objective functions [36] , because any twicedifferentiable function is DC representable [54] . In a similar manner, the concave part will be linearized and updated in each iteration. However, DC representation of a given function is not unique, and will significantly affect the convergence rate [55] . The optimal DC formulation that leads to the best computation performance remains an open problem, and deserves further study.
E. Case Studies
In this subsection, CCP-OPF is applied to a 6-bus system, whose topology and line data are given in Fig. 2 . Generator data is provided in Table I [56] . SOCPs are solved by MOSEK [57] . This section is devoted to validating the performance of CCP-OPF, in term of convergence rate and solution quality, when the initial SOCP relaxation is not exact. The scalability and efficiency of CCP-OPF will be demonstrated on practically sized power systems in Sections III and IV. A main consideration is that it is usually more difficult to recover a feasible/optimal solution in the forthcoming two variants of OPF problems. In all tests, Algorithm 2 converges and the solution is already very close to the global optimal one. To highlight this feature, ORP is not deployed.
Case 1: The objective is to minimize the production cost F C defined in (6) . Three scenarios are under investigation. In scenario i, i = 1, 2, 3, only the cost parameters a i and b i take values in accordance with those in Table I , and others are intentionally set to 0. In this way, the objective F C is not strictly increasing in every p g i . This situation is not contrived, because distributed renewable generation units, which are not rare in active DNs, usually have zero marginal production cost. Given penalty parameters ρ 1 = 10 −3 , τ = 2, and convergence tolerance ε = 10 −6 in Algorithm 2, results are provided in Table II . The second column is the initial relaxation gap Gap r (x 0 ). We can see that SOCP relaxations in the former two scenarios are inexact. FRP closes the relaxation gap within the pre-specified threshold in one or two iterations. In all three scenarios, FRP identifies the global optimal solution, which is verified by comparing the optimal values with those of (5) reported by BARON [58] , a global optimization solver for NLPs using spatial branch-and-bound algorithm.
Case 2: All generator cost data takes value as that shown in Table I . The objective is to minimize the weighted-sum of production cost and voltage profile, i.e.,
where F C (x) is defined in (6) , and F V (x) is defined in (7), the voltage reference values are selected as U r i = 1.00, ∀i ∈ B. The problem considered in this case is closely related to the BO-OPF problem discussed in Section IV. Let ρ 1 = 10 −3 , τ = 2, and change the weight parameter λ from 0 to 3.0 × 10 −4 . Results are provided in Tables III-V. Because F V is not strictly monotonic, SOCP relaxation is inexact when λ ≤ 3 × 10 −4 . FRP closes the gap within one iterations in all cases, and identifies a feasible power flow solution. To examine the solution quality, the optimal values offered by BARON and CCP-OPF are compared in Table IV . We can observe that when ρ 1 = 10 −3 , the optimal values F(x * ) offered by FRP are slightly higher than those F(x B ) offered by BARON, the optimality gap
shown in the last column of Table IV varies from 1% to 3%. This is because the changes in optimal solutions x k = |x k − x k−1 | shown in the last column of Table III are relatively large, thus the linear approximationḡ(x, x k ) is not accurate enough. We further reduce the value of ρ 1 and investigate the performance of FRP again. Results are shown in Table V . We can see that when a smaller ρ 1 is adopted, the optimal value declines to those provided by BARON, x k in the last iteration decreases as well, while the number of iterations increases at the same time. In view of this, there should be a compromise between optimality and efficiency. In this case, ρ 1 = 10 −4 seems to be a good choice. Computation time is not provided in this case because the system is small, but will be elucidated in the subsequent sections.
When λ = 0 and ρ 1 = 10 −5 , the values of relaxation gap Gap r (x k ) defined in (13), optimality gap Gap F (x k ) defined in (20) , and objective function F(x k ) defined in (19) generated in FRP are plotted in Fig. 3 , showing that the two gaps decrease to 0, and the objective value approaches the global optimum.
When λ > 3.1×10 −4 , the SOCP relaxation is exact, and the optimal value does not change with respect to λ. In fact, when λ varies from 0 to 3.1 × 10 −4 , the optimal solutions constitute the Pareto front of a BO-OPF problem with F C and F V being the objectives. However, it is not easy to derive a convincing λ because F C and F V exhibit different orders of magnitudes. In Section IV, we propose a non-parametric model for BO-OPF problems, which can overcome this difficulty.
Case 3: The 2-bus system in [59] is studied to illustrate the performance of the SDP based CCP-OPF framework suggested in Section II-D. It is well-known that the SDP relaxation is not exact for this system when the voltage upper bound parameter V m 2 ∈ [0.98, 1.03], although the system is not meshed in topology. The exact global optimums offered by BARON Table VII . Since rank(X) is equal to the number of non-zero elements in ς(X), the initial SDP relaxation gives a rank-3 solution, and the final optimal solution is indeed rank-1. It is also observed that when the initial SDP relaxation becomes weaker, more iterations are needed to recover a rank-1 solution.
III. MAXIMUM LOADABILITY PROBLEM
A. Brief Introduction
Loadability refers to the ability of power systems to maintain a feasible power flow status and reliable power delivery when the demand varies. Insolvability of power flow equation is closely related to voltage instability, which is one of the major threats to a secure operation of DNs.
Traditional approaches for calculating MLA or voltage stability margin can be categorized into continuation based ones and optimization based ones. The former methods solve power flow equations repeatedly along a load increasing direction till a bifurcation point is found, such as those in [60] - [62] . The latter ones directly solve an optimization problem which maximizes the distance from a certain operating point to the boundary of power flow insolvability, such as those in [63] and [64] . It is pointed out in [64] that optimization based approaches are more flexible in modeling various regulation measures and operating constraints, and could usually be more effective than continuation based ones for MLA calculation.
Although existing techniques for MLA problem are mature and tractable for large-scale instances, they may encounter challenges in determining a proper initial point that satisfies all network and equipment operating constraints, which may be difficult to acquire when an initial feasible power flow point is not clear. In addition, continuation approach needs special treatment for updating the search step around the bifurcation point. NLP based optimization approach may not be very robust due to the non-convexity of power flow equations.
To overcome these difficulties, an SDP relaxation based model and an SOCP relaxation based model are investigated in [31] and [32] , respectively, for detecting power flow insolvability. SDP and SOCP belong to the category of convex optimization, and can be solved efficiently and reliably. In general, these two models can estimate an upper bound on the loadability margin without the need of a manually supplied start point. Unfortunately, although the exactness of SDP and SOCP relaxations can be guaranteed in cost-minimum OPF problems under some technical conditions, MLA application may fail to meet those conditions [31] , [32] , as a result, the outcome offered by these convex relaxation models can be over optimistic.
Motivated by [31] and [32] , this paper proposes a convex optimization based approach to compute loadability margin of radial networks, which is formulated as a special OPF problem, which can be solved by CCP-OPF. Different from SDP and SOCP relaxation models in [31] and [32] , CCP-OPF outcomes an exact loadability margin.
B. Mathematical Formulation
With notations defined in Nomenclature and problem (5), MLA problem of radial networks can be expressed as a special OPF problem as follows 
where active (reactive) power demands p d0 (q d0 ) correspond to a certain load scenario; p and q represent load incremental directions. Such parameter should be specified by the system operator.
Problem (21) is a variant of OPF problem (5) . Because the objective function fails to meet conditions in [12] which ensure a tight SOCP relaxation for radial networks, CCP-OPF is applied to solve problem (21) , and the exact loadability margin will be recovered.
As a straightforward application of the proposed CCP-OPF method, we are not aiming to develop a comprehensive model that captures every detail in voltage stability or continuation power flow calculation. In case of need, we recommend some relevant literature which addresses such modeling issues.
Generators are treated as ideal voltage sources in [31] . To consider reactive power limits of generators, complementarity constraints are proposed in [64] to model the logic of bus type switching. On-load tap changers and shunt capacitors are important voltage regulation equipments in DNs. Dedicated BFM with these components can be found in [52] , and the corresponding problem will give rise to a mixed-integer SOCP, which is supported by many commercial solvers, such as CPLEX, GUROBI, and MOSEK.
C. Case Studies
Besides the 6-bus system, several practically-sized distribution systems are tested in this section. The data sets are available at http://shgl.curent.utk.edu/toolsdemo as well as https://sites.google.com/site/burakkocuk/research. The computation environment is the same as that in Section II-E. All testing systems are named in the form of "DTN-X" where X is the number of buses, for example, DTN-6 refers to the previous 6-bus system. In MLA problems, the nodal active and reactive power demands are chosen as p d = ηp d0 , q d = ηq d0 , where p d0 and q d0 are constants given by system load data, and η is the loadability index. Parameters of Algorithm 2 are chosen as ρ 1 = 10 −4 , τ = 2, and ε = 10 −6 . To compare CCP-OPF with NLP solvers, problem (21) is also solved by KNITRO [65] and BARON. Results are provided in Table VIII  and Table IX. We can observe that KNITRO fails to solve MLA problem (21) its robustness and scalability. It is also confirmed that CCP-OPF offers consistent loadability margins with KNITRO and BARON (if both of them work well), and is more efficient. Finally, it can be seen from the number of iterations in Table VIII that SOCP relaxation performed on problem (21) is generally not exact. FRP manages to recover the feasible, and also optimal, solution in a few number of iterations.
IV. BI-OBJECTIVE OPF PROBLEM
A. Brief Introduction
Generation dispatch of power system may involve multiple objectives, such as reducing fuel cost, carbon emission, net losses, or improving stability, voltage profile, etc. In many cases, several objectives should be coordinated or compromised, giving rise to a multi-objective OPF problem. Methods for general multi-objective optimization problems can be divided into two classes. One of them procures only one Pareto solution that compromises all objectives through a scalarized model, including the goal programming method, the weightedsum method, and the ε-constrained method, see [66] , [67] for more comprehensive surveys. A common difficulty for these methods would be how to determine convincing weights or parameters for scalarization. The other provides the entire Pareto front or evenly distributed Pareto points, such as the normal boundary intersection (NBI) method [68] , and evolutionary algorithms [69] . The user makes a final decision according to his own preference.
This section proposes a non-parametric scalarization model for BO-OPF problems, which can be convexified and solved by CCP-OPF. The Pareto front can be computed via CCP-OPF embedded in the ε-constraint method (with multiple values of ε) or NBI method.
B. Mathematical Formulation
With notations defined in previous sections, the BO-OPF problem can be expressed as follows
where objective functions F 1 (x) and F 2 (x) are assumed to be convex. Let x * 1 (x * 2 ) denote the unilateral optimal solution if only F 1 (x) (F 2 (x) ) is optimized, and
, then a compromising solution x * of problem (22) can be determined by solving the following optimization problem with a scalarized objective: max σ F 1 (x) , where σ > 0 is a constant, then both F m 1 and the objective of (23) will be multiplied by σ , and the optimal solution remains the same. This property implies that x * is independent of the relative ratio between the two objectives.
To see the second one, suppose x * is not a Pareto solution, and can be dominated by x * * , then it must satisfy
, and at least one of them holds as a strict inequality, so the objective value at x * * is greater than that at x * , which is in contradiction with the assumption that x * is an optimal solution of (23) .
To convexify the objective function, we introduce axillary variables t 1 , t 2 , and t b , then build the problem max (24) and problem (23) share the same optimal solution in variable x, and (
holds at optimum. The last hyperbolic inequality of (24) can be replaced with an SOC inequality 2t
Because F 1 (x) and F 2 (x) are convex, the only non-convexity rests in (4) of Cons-PF. In this regard, problem (24) is another variant of OPF problem (5), and can be solved by CCP-OPF. If the goal of BO-OPF problem is to find a set of uniformly distributed Pareto points, rather than only one compromising solution, the ε-constraint method and NBI method will be good choices for this task. The former approach solves the following problem with some values of ε that are delicately sampled
The last inequality is convex. Problem (25) with given ε is similar to problem (5), and can be solved by CCP-OPF.
The NBI method has been applied to the multi-objective OPF problem in NLP form in [70] . The bi-objective case is elucidated in Fig. 4 . Two extreme points of Pareto front are
, then any point on line segment L S F connecting 1 and 2 can be expressed via
where parameter β controls the location of point P(β). Let n be a unit vector that is perpendicular to L S F , which can be calculated as
where
F , the key step performed in NBI method is to detect a Pareto point on line L n P(β m ) which passes through point P(β m ) and is orthogonal to L S F . This task can be implemented by solving the following problem [68] , [70] 
If both F 1 (x) and F 2 (x) are linear, the last constraint is also linear. The Pareto point detection problem (26) is similar to MLA problem (21) , and the optimal solution x * m can be solved by OPF-CCP. The set of points [F 1 (x * m ), F 2 (x * m )] T , m = 1, 2, . . . are almost evenly distributed on the Pareto front. The last equality can be relaxed as convex inequality
when F 1 (x) and F 2 (x) are nonlinear but convex functions, where "≥" means element-wise "greater than or equal to".
C. Case Studies
Testing systems in Section III-C are used again for studying the BO-OPF problem. Production cost F C (x) and voltage profile F V (x) are considered for optimization. The computation environment is the same as that in Section II-E. Bound parameters F l C , F m C , F l V , and F m V of both objective functions are computed using CCP-OPF, and shown in Table X . The base value of cost is $1000.
The BO-OPF problem associated with DTN-6 is studied first. The Pareto front is computed by using the ε-constraint (24) is plotted in the same figure, located in the "middle" of Pareto front without a manually supplied parameter or particular normalization process. This is an attractive feature because different objectives in a BO-OPF problem usually exhibit different orders of magnitudes.
Results of remaining systems are shown in Tables XI-XIII , where x * b is the tradeoff solution computed from (24) ,
is the optimal value of (23). CCP-OPF is applied to solve these BO-OPF problems in form of (24) , and successes in all instances within a few number of iterations. The computation time for DTN-861 is a little bit longer, but still acceptable. For NLP solvers, BARON manages to solve most of these BO-OPF problems, as for DTN-861, it fails to converge within the default time limit. Results shown in Table XI and Table XII corroborate that those solutions offered by CCP-OPF are indeed very close to the global optimal ones. Nevertheless, CCP-OPF is much more efficient. We find that KNITRO is not robust in solving BO-OPF problems, and switch to IPOPT [71] , which is implemented based on the primal-dual interior point method. The same instances are solved again. Results are provided in Table XIII . In these tests, IPOPT fails in problems of DTN-69 and DTN-861, and does not offer an (local) optimal solution for DTN-57 with default settings. Other results are consistent with those of CCP and BARON. Although the computational efficiency of IPOPT is comparable with CCP-OPF, especially for medium-scale systems, the latter appears to be more robust, because it only involves solving SOCPs.
V. CONCLUSION
This paper provides important supplementary materials for the emerging convex relaxation methods of the OPF problem, a fundamental issue in power system steady-state operation. The BFM based formulation exhibits a special structure of DCP, and can be solved by CCP-OPF, a sequential SOCP procedure. It makes no reference to a heuristic initial guess desired by local NLP algorithms, and removes the need of an exactness guarantee required by existing convex relaxation methods, while leveraging the computational superiority of convex optimization. Two variants of OPF problems discussed in this paper cover several classical issues in power generation dispatch. In these regards, the proposed computation framework greatly enhances our ability to solve broader classes of OPF problems, and may become a promising computational tool for power system analysis, due to the elementary role of OPF. For example, it would be useful in distribution market studies, such as electricity pricing and strategic bidding, because calculating distribution locational marginal prices, the Lagrangian dual multipliers associated with nodal active power balancing equalities, relies on an OPF solution.
