discovery of a number of early solid-state laser systems, the formulation of the theory of parametric quantum noise and the prediction of parametric fluorescence, the invention of the technique of mode-locked ultrashort-pulse lasers and FM lasers, the introduction of GaAs and CdTe as IR electrooptic and window materials, and the proposal and demonstration of semiconductor based integrated optics technology. His present research efforts are in the areas of nonlinear optics, IR electrooptical materials, recombination mechanisms in semiconductors, and thin-film optics. He authored or coauthored numerous papers in professional journals as well as two books: Quafiturn Electronics (New York: Wiley, 1967) 
I. INTRODUCTION
N recent years, there has been a tremendous interest in the concept of free-electron lasers. In the theoretical [1] - [9] and experimental [lo] -[ 121 areas, important advances have been made. More recently, the idea of using a magnetic wiggler field, the wavelength of which is a function of the axial position, appears to be very promising for enhancing the efficiency of energy extraction from the electron beam [ f3]- [ 161. Due to the complexity of the problem, one often has to make some kind of approximations and assumptions in order to make analytic progress. And yet, most of the analytic work is limited to one-dimensional calculation in which all physical variables vary only in one spatial dimension. Thus, some of the important multidimensional effects, such as radial inhomogeniety and off-axis mode production, are ignored. Furthermore, the self-fields produced by the electron beam are often neglected by assuming charge and current neutralization of the electron beam. For such a difficult and complicated problem, particle-in-cell plasma simulation can uniquely provide one-, two-, or even three-dimensional realistic simulation of the U.S. Government work not protected by U.S. copyright
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free-electron laser. The dynamic behavior of the system can be followed in great detail in the simulation. Valuable information concerning multidimensional effects and highly nonlinear phenomena can be obtained.
The organization of the paper is as follows. In Section 11, an overview of the principle and techniques of particle-in-cell plasma simulation is given. In Section 111, we will discuss the algorithms and special features of the two particle codes that have been extensively used in the simulation of free-electron lasers. In Section IV, we will present some important results obtained from particle simulation of freeelectron lasers. Oneand two-dimensional simulations will be discussed separately to illustrate phenomena associated with multidimensionality. Results from the linear and nonlinear regimes of the freeelectron laser will be given in detail, in particular, high-and low-frequency instabilities and their growth rates, the spectral widths, the saturation mechanism, and the efficiency of radiation production. We will also discuss the convective and the absolute instability as observed in one-and two-dimensional simulations. We will present results from a finite length freeelectron laser simulation in which the destructive absolute instability can be suppressed. Some other methods of the stabilization of the low-frequency absolute instability will also be given.
In addition, we will present a state-of-the-art two and one-half dimensional simulation of the free-electron laser in which a nonneutral relativistic electron beam propagates in a parallel metallic waveguide and interacts with a static helical magnetic field. Like any other technique, particle simulation has its own limitation in practice. In Section V, we will discuss some important points in applying particlein-cell plasma simulation to free-electron lasers.
PARTICLE-IN-CELL SIMULATION
In a particle-in-cell simulation, a system of charged particles, such as a plasma, is modeled by a large number of computational particles which move in a spatial grid according to the self-consistent electromagnetic forces and any applied external electromagnetic fields. The trajectories of the computational particles are calculated on a microscopic level by making use of Maxwell's equations subjected to appropriate boundary conditions and the Lorentz force equation in a self-consistent manner. The microscopic representation of the plasma can accurately (within the limit of numerical algorithm) yield the desired macroscopic quantities which characterize the time evolution of the system. Due to limitation of computer time and memory, the number of computational particles in a simulation plasma is far less than in a real plasma, and space and time are necessarily treated as discrete rather than continuous. The use of a finite time step and grid spacing puts an upper limit on the frequency and a lower limit on the wavelength that the particle simulation model can accurately describe. The maximum frequency is limited accordingly to a , , At 5 0.5, whereas the shortest wavelength is on the order of several grid spacings. In addition, discretization of space and time can lead to problems of accuracy and stability of simulation codes, which will be discussed later. plasma in a simulation results in great enhancement of fluctuation phenomena such as collisions. Therefore, in contrast to Vlasov's plasma, which is collisionless, simulation plasma tends to be collisional. The dynamics of a real plasma is governed by electrostatic and electromagnetic forces which are characteristically long ranged. Furthermore, because of Debye shielding in a real plasma, its dynamics emphasizes collective phenomena rather than interactions between individual particles (Le., collisions). Hence, the short wavelength fluctuations (collisions) that are greatly exaggerated in a simulation plasma are undesirable and may obscure the real physical phenomena that a real plasma exhibits.
The simplest way to suppress the short wavelength fluctuation is through the use of finite-size particles [ 171, [ 181. In such a model, the computational particles are treated as charge clouds, i.e., the particle charge is distributed over a finite volume in space. The charge distribution can be chosen to have any desired functional form. The charge and current densities which are used in Maxwell's equations to calculate the electromagnetic fields are obtained at the grid points by some appropriate weighting schemes. It has been found that the finite-size particle approach can sufficiently suppress collisions, due to the small number of particles used in simulations so that collisional effects are not overly exaggerated.
In applying particle-in-cell simulation techniques to freeelectron lasers, one can simulation a relativistic electron beam going through a spatially periodic magnetic field and investigate the generation of coherent radiation by the electrons. The relativistic electron beam can either be nonneutral or charge neutralized by positively charged ions. The frequency of the electromagnetic radiation generated in a free-electron laser is often high enough so that we can ignore the dynamic response of the ions. Using a fixed uniform background of ions for the purpose of charge neutralization of the electron beam in simulations can effectively double the capability of a computer. Therefore, we introduced a fixed uniform background of ions in many of the simulations that are described in this paper.
Particle simulation of free-electron lasers can be very versatile. For example, it can simulate a superradiant amplifier mode in which electromagnetic waves grow from noise due to thermal fluctuations in the system.
One can also have an option to launch an electromagnetic wave with the appropriate wavelength to investigate its amplification as it propagates along with the electron beam. Important questions such as the efficiency of radiation production that is determined by the nonlinear saturation level can be answered accurately through simulations. Amplifier and oscillator modes can be simulated by using absorptive and reflective boundary conditions for the electromagnetic radiation, respectively.
There are two particle simulation codes which have been extensively used in the simulation of free-electron lasers. One is a one and two-halves dimensional (one spatial dimension and three velocity components) fully electromagnetic relativistic code, which has been used in the past several years at UCLA. Since it is a one-dimensional code in which all the physical variables depend only on one spatial coordinate, its simulation The use of a small number of particles to represent a real of free-electron lasers is necessarily restricted to the investiga- tion of one-dimensional phenomena. Important one-dimensional results have been obtained from the simulations [3], [SI, [8] . The other code, CCUBE, which is a two-and-onehalf-dimensional (two spatial dimensions and three velocity components) fully electromagnetic relativistic code, has been used extensively at the Los Alamos National Laboratory [ 191 , [20] . Two-dimensional phenomena, such as off-axis mode production, effects of radial inhomogeneities, and effects due to finite geometry, have been investigated in detailed simulations via CCUBE. The basic algorithms of both simulation codes will be briefly described in the next section and the results from the simulations will be discussed in detail in the following sections. All the particle simulation codes have similar logical flow. The most important part in a code is the particle mover, which updates the velocities and positions of particles in every time step, according to the equation of motion and the field solver which solves Maxwell's equations from the particle charge and current densities. Extensive diagnostics are incorporated in the codes so that valuable information concerning the dynamics of the particles and electromagnetic fields is constantly monitored during the course of a simulation. Examples of various diagnostics will be presented when we discuss the results of the simulations in the following sections. A typical logical flowchart of plasma simulation codes is shown in Fig. 1 .
THE ONE-DIMENSIONAL AND
TWO-DIMENSIONAL CODES A . The One-Dimensional Code
The simulation code is a relativistic generalization of a fully electromagnetic particle code developed by Lin, Dawson, and Okuda [23] . The code has one spatial dimension, whereas the particles have three velocity components. The simulation particles are assumed to have a uniform infinite extent in the perpendicular directions. Therefore, only their positions in the longitudinal direction enter into the equation of motion and all physical variables depend on only one spatial variable (z). Finite-size particle techniques are used such that the simulation particles are assumed to have Gaussian distributions of their charge in the z-direction. Fast Fourier transforms are used to calculate the field quantities from Maxwell's equations as follows:
where p and J are charge and current densities. The subscripts 1 and t refer to longitudinal and transverse direction, respectively. By using a Fourier transform we avoid spatial differencing of Maxwell's equations that can lead to spurious numerical Cerenkov instability [24] . In order to reduce the number of fast Fourier transforms used in the algorithm, a modified version of the dipole expansion scheme is used to calculate the current and charge densities associated with each grid point from the positions and velocities of the charged particles [ 171.
The velocities and position of the particles are advanced in time according to the relativistic equation of motion:
The relativistic factor y = (1 + p2/m$c2)'/' is calculated separately from the equation
Standard space and time centering and leap-frog techniques are used to solve the closed set of (1) -(3).
The code was used to simulate the free-electron laser with periodic boundary conditions. The particles and electromagnetic field are allowed to leave one end and reenter through the other.
This type of boundary condition simulates the physical situation in which the electron beam and the electromagnetic radiation leave one section of the wiggler field and enter into an identical section.
Aperiodic boundary conditions were later implemented to simulate free-electron lasers in a superradiant amplifier mode [21] .
B. The Two-Dimensional Code
The basic version of the code, CCUBE, developed by Godfrey, made use of an algorithm based on the application of Galerkin's method [16] , [24] - [26] to dynamically solve for the trajectories of the particles and their self-consistent electromagnetic fields on a two-dimension spatial grid. External electromagnetic fields are readily included in the dynamics of the particles. This particular simulation code has the following desirable characteristics.
1) The equation of continuity for the interpolated charge 2) Total energy is conserved to a high degree (less than
3) The numerical Cerenkov instability is eliminated.
)
The code is applicable to any orthogonal geometry. 5) It supports periodic, absorptive, and reflective boundary and currents is identically satisfied.
1 percent error at 1200 0 ; : ) .
conditions for particles and electromagnetic fields.
The code can also inject particles into the system and launch electromagnetic waves of particular frequency and angle of propagation. The flexibility of boundary conditions of fields and particles has been found to be extremely useful. The simulations of free-electron lasers discussed here were done in rectangular geometry in order to facilitate the comparison between simulation and theory. However, it should be pointed out that the code has the capability to initialize a wiggler magnetic field in any geometry due to any specified current distribution.
IV. RESULTS FROM COMPUTER SIMULATION Important results in the linear and nonlinear regimes of freeelectron lasers have been obtained from computer simulation. In the simulations of free-electron lasers, a relativistic electron beam with a specified energy is initialized in the spatial grid. For aperiodic simulation, the electron beam is continuously injected into the system as the electrons exit from the other end. Immobile background ions are used in the simulations in order to maintain charge neutrality of the electron beam, except for the case discussed in Section IV-B where a nonneutral electron beam is injected into a metallic waveguide. The electron beam is subjected to an external force due to the applied static periodic magnetic field given by
where 6Bo measures the strength of the static magnetic field and ko = 2n/Ao is the wavenumber, whichis a constant throughout the discussion in this article. The self-consistent equilibrium of the electron beam due to this static periodic magnetic . where IC' = -k; -o$,/y0c2, and O p e = (4ne2no/mo)1/2 and o,, = eSBo/moc are the electron plasma frequency and the electron cyclotron frequency, respectively. The total magnetic field, which is the sum of the external field and the diamagnetic field of the electron beam, is given by
The electron beam and the electromagnetic field are initialized, according to ( 4 ) and (5), in the simulation. In the following, we will discuss some of the results from the one-dimensional and two-dimensional simulations of free-electron lasers. 
A. One-Dimensional Simulation
The basic physical process of free-electron lasers can be interpreted as an instability due to the coupling of electromagnetic waves and the slow space-charge electrostatic beam modes caused by the static periodic magnetic field. The electromagnetic waves are positive energy waves, whereas the slow spacecharge electrostatic beam modes are negative energy waves. Coupling of a positive and a negative energy wave can lead to an instability in which both waves grow in time. The kinetic energy of the electron beam is the source of free energy. During the course of the instability the electron beam is being slowed down, thereby energy is transferred into electromagnetic radiation. It has been shown [3] that most of the energy loss from the beam ends up in the unstable electromagnetic waves and the electrostatic beam modes account for only a small fraction of the energy.
The dispersion relations of the uncoupled slow space-charge beam mode and the electromagnetic wave are shown in Fig. 2 . The dispersion relations of the slow space-charge beam mode and the electromagnetic wave intersect at two points where instability can occur. The high-frequency intersection where the group velocities of both the electromagnetic and electrostatic waves are in the same direction leads to a convective instability whereby tunable high-frequency electromagnetic radiation is generated. On the other hand, if ko uo > o p , / y 3 / 2 t o p , / y l I 2 , the low-frequency intersection where the group velocities of the interacting waves are in opposite directions can lead to an absolute instability in which the low-frequency backward (opposite to the direction of beam propagation) propagating electromagnetic wave and the low-frequency forward propagating electrostatic wave grow simultaneously and exponentially in time. This low-frequency absolute instability can severely affect the operation of the free-electron laser. In the following, we will discuss the one-dimensional aspects of the free-electron laser in detail.
1) LinearRegime:
In the linear regime, we can study the basic features of free-electron lasers such as the onset of the high-frequency and low-frequency instabilities. Furthermore, it is important to investigate the parameter dependence of the growth rates of the instabilities in order to identify potential problems in experimental realization of free-electron lasers. The dispersion relation that describes the linear theory of the coupling between the electromagnetic and electrostatic waves is [ 3 ] , [ 5 ] 
where is the coupling term. If the coupling strength is small such that oCe/yokoc << 1, then one can find the growth rate analyticallv by making use of the resonant approximation to expand ( 6 ) about (6,k). (0,E) are the frequency and wavenumber at which the uncoupled dispersion curves for the slow space-charge beam mode and the electromagnetic wave are simultaneously satisfied. For highly energetic electron beams, one can approximate (0, E ) to be W E 2yikoc and E 2y$ko for the high-frequency intersection. For the low-frequency intersection, one has G E k0c/2 and E ko/2. The dispersion relation in ( 6 ) has been analyzed using this approximation in the weak and strong pump regimes [ 3 ] , [ 5 ] , [7] . The general solution can be written in the form LJ = L5 t 6 . In the weak pump regime where 16 t yl << 2~~~~/ y~/~, the approximate solution is [3] 
y = T t L -D , and
The growth rate, given by the imaginary part of (8) , is
In the strong pump regime where 16 f pI >> 2ape/y3/', the approximate solution is given by a cubic equation [27] S(6 t y ) ' = Q/20.
One can then obtain the growth rate from the general solution of a cubic equation. For zero frequency mismatch p = 0, the solution is
( 1 1) and the growth rate is
( 1 2) The characteristic difference of the growth rate in the two regimes is its dependence on the strength of the wiggler magnetic field. In the weak pump regime, the growth rate (gain) is a linear function of the pump strength, whereas in the strong pump regime it is proportional to the two-third power.
a) Simulations with Periodic Boundary Conditions:
The temporal evolution of the free-electron laser can be simulated by using the one-dimensional particle code with periodic boundary conditions for the fields and particles. The ions are treated as an immobile uniform background to provide charge neutralization. In Fig. 3 we show the unstable electrostatic and electromagnetic spectrum at apet = 40 from a simulation with y = 2.0, koc = 2.2wPe, and a , , = 0 . 7~~~. By taking the wiggler wavelength to be 2.0 cm, this set of parameters corresponds to an electron beam of energy 1.1 MeV, current density 2.16 kA/cm2, strength of the wiggler field 1.7 kG, a total magnet length of 28 cm, and an output wavelength of 5 mm. The energy spread of the electron beam is Ay/r = 0.0325. The static periodic magnetic field is drawn in Fig. 3 to show that the wavenumber matching condition k,, =kern t k o is satisfied. The temporal evolution of the energy of the most unstable electromagnetic wave and the corresponding electrostatic wave is shown in Fig. 4 . The energy of both waves grow exponentially in time; however, the electromagnetic wave saturates somewhat later than the electrostatic wave. The reason for this is as follows. During the course of the instability, the electron beam is bunched longitudinally by the unstable electrostatic waves so that its interaction with the wiggler field generates coherent electromagnetic radiation.
However, at the time of the saturation of the electrostatic waves, the thermalization of the electron beam has not yet destroyed the coherent bunching of the electron beam. Consequently, the interaction of the beam and the wiggler field continues to generate coherent radiation and, thus, it gives further growth of the unstable electromagnetic waves until the bunching becomes ineffective due to a large increase in the thermal motion of the electrons resulting from their oscillations in the potential well of the electrostatic waves. Note that the energy loss of the beam is mostly converted into electromagnetic energy, as clearly indicated in Fig. 4 .
The growth rates of the unstable spectrum in a case study with y = 1.8, o,, = 0 . 7~~~ are shown in Fig. 5 . The dots are obtained from the simulation and the solid curve is the theoretical prediction [ 3 ] . The unstable waves in the simulation have discrete wavenumbers due to the periodic boundary conditions imposed on the electromagnetic fields. The results from the simulation agree quite well with the theory. The fact that the unstable spectrum is quite broad indicates that the free-electron laser can be a broad-band amplifier. However, the most rapidly growing mode (unstable wave with the largest growth rate) would be most likely to dominate if the free-electron laser is operated as a superradiant amplifier.
A parameter study of the maximum growth rate showing its dependence on the electron beam energy and the strength of the wiggler field has been obtained from one-dimensional particle simulation. The simulation results are compared with the theory in Fig. 6 , where the maximum growth rates are shown as functions of the relativistic factor y of the electron beam for three different strengths of the wiggler field. The growth rate is a monotonically decreasing function of the beam energy, but it is a monotonically increasing function of the wiggler strength in the weak pump regime. One can interpret this result physically by realizing that the perturbation created on the electron beam going through the wiggler field is directly proportional to the wiggler strength but inversely proportional to the beam energy.
b) Simulations with Aperiodic Boundary Conditions i) Convective and Absolute Instability:
One can study the spatia1 evolution of the freeelectron laser by imposing aperiodic boundary conditions in a simulation so that the electron beam is continuously injected into the system and the waves are transmitted through the boundaries. In particular, one can investigate the development of the low-frequency instability that has lower growth rates but whose nature is absolute and, consequently, its late time behavior is particularly important.
In order to determine the nature of the instability, i.e., absolute or convective, one has to expand the dispersion relation in (6) about o = 0 t 60 and k = E t 6k, where (G, E ) are roots of the uncoupled electrostatic and electromagnetic dispersion relations simultaneously. Thus, one obtains
where ug = a o / a k is the group velocity of the electromagnetic wave. Equation (13) is a quadratic equation in 6k and its solution is
The necessary condition for absolute instability is the existence In the present case this condition is also sufficient, since the two roots are on different halves of the k-plane for Im(6w) -+ m [28] . From (15) , one can obtain the temporal growth rate at the saddle point: Therefore, the low-frequency waves in the free-electron laser are expected to be absolutely unstable.
In order to verify the existence and to examine the effects of the absolute instability in free-electron lasers, we set up CCUBE to run a simulation with aperiodic boundary conditions in which only one-dimensional physical phenomena were retained. (There were only four spatial grid cells in the perpendicular direction in the simulation. The spatial resolution was not sufficient to resolve any physical processes in that dimension and, therefore, the simulation was effectively one-dimensional.) The parameters used in the simulation were yo = 1.6, koc/wpe = n , and w,,/wpe = 1.58. By assuming the wiggler wavelength to be 2.0 cm, this set of parameters corresponds to an electron beam of energy 0.8 MeV, a current density 1.06 kA/cm2, and the strength of the wiggler field 2.7 kG. The energy spread of the electron beam is Ay/y = 5.0 X The system length was 1 2 . 0~ 0 ; : in the z-direction, and it was subdivided by 210 cells. The boundary conditions for electromagnetic waves and particles were periodic in the perpendicular direction and transmitting in the axial (z) direction. The electron beam was uniformly loaded across the system with the self-consistent velocity, and electrons were constantly injected into the system from one boundary and absorbed when they reached the other end of the system. A fixed uniform background of ions was used for the purpose of charge neutralization. There were no electromagnetic waves launched, and the unstable waves grew from noise. The high-frequency electromagnetic wave was observed to be unstable convectively, and the most unstable mode was being spatially amplified as the electron beam traversed through the wiggler field, as shown in Fig. 7 .
The phase space ( p , versus z) of the electron beam at a particular time is shown in Fig. 8 . The process of electron trap- ping by the ponderomotive potential occurred when the electron beam was about to exit from the system. This was particularly designed in the simulation so that the absolute instability of the low-frequency waves would not be obscured by the strong nonlinear state of the high-frequency waves. From Fig. 7 , one should notice the convective nature of the high-frequency waves. The spatial growth rate and the wavelength of the most unstable electromagnetic wave, as measured from Fig. 7 , were Im(k) = 0.375~-' * ape and A , , = 0 . 9 3 0~ * a ; : , respectively. These values are within 5 percent of the theoretical predictions.
However, the steady-state production of the high-frequency electromagnetic radiation, as shown in Figs. 7 and 8 , could only be maintained as long as the low-frequency instability was at a relatively low level. Since the low-frequency instability is absolute rather than convective in its nature, the absolutely unstable low-frequency waves eventually achieved large enough amplitudes to trap the electron beam. The phase velocity of these are relatively low compared to the velocity of the electron beam [27] , [29] and, therefore, trapping of the electron beam by these waves would significantly alter the dynamics of the electron beam. In Fig. 9 , we show the phasespace diagram of the electron beam after the trapping process set in. It is obvious That the beam was practically destroyed at this stage and, consequently, the amplification of the highfrequency waves was no longer possible.
The time history of electromagnetic waves as registered at two different positions in the system also confirmed the physical process. In Fig. 10, we decomposition, clearly show the generation of a well-defined high-frequency electromagnetic wave, as predicted by the theory. However, the process of radiation production was disrupted later in time due to the onset of the absolutely unstable low-frequency wave. The detrimental effect of the absolute instability was clearly demonstrated in our simulation.
In Fig. 11 , we show the time history of E,, near the entrance of the system. It also shows the growth of the high-and lowfrequency waves. By comparing the amplitudes of the highfrequency instability wave in Figs. 10 and 11, the convective nature of the high-frequency instability is confirmed. Similarly, the low-frequency instability was proven to be absolute. Furthermore, the observed frequencies of the high-and lowfrequency waves were in excellent agreement with the theory.
ii) Suppression of Absolute Instability in Free-Electron Lasers: In the previous section, we have demonstrated the existence of the absolute instability that can severely affect the operation of free-electron lasers. However, the undesirable lowfrequency instability can be removed by placing proper constraints on the design of free-electron lasers. In the following, we would like to present our computational investigation of several schemes to achieve stabilization.
Effects of Finite Length: The analysis of the absolute instability presented previously was based on the assumption that the system is infinite and homogeneous. However, in any real device the length of the interaction region is finite. It has been shown that the length is extremely important to the onset of absolute instabilities. For two wave interaction the critical length of the system is defined by [25] where u1 and u2 are group velocities of the two coupled waves, and Im(o) is the growth rate obtained from the infinite homogeneous theory. If the length of the interaction region (i.e., the total length of the wiggler magnetic field) is less than the critical length (L < L C ) , there can be no absolute instability
We have verified the criterion as applied to free-electron lasers by computer simulations. The critical length for the aperiodic one-dimensional simulation presented in the previous section is found to be LC = 5 . 0~~; : .
By reducing the system length to 4.0~~;: in the simulation, we found that there was no evidence of absolute instability.
In Fig. 12 we show the time history of one component of the electromagnetic field at a fixed position near the end of the system. The simulation had been carried out to t = 105~;: (as compared to the previous case t = 5 0 w j i ) and there were no low-frequency unstable waves. The Fourier decomposition of the electric field (E,,) is also shown in Fig. 12 , and it clearly indicates that the dominant unstable waves are the high-frequency waves and the low-frequency waves no longer grow to any significant amplitude.
Increase of the Cutoff Frequency of Electronmagnetic Wave: By increasing the cutoff frequency of the electromagnetic wave, one can have the mode crossing points entirely in the forward direction and, therefore, there will be no backward waves becoming unstable. Consequently, there will be no absolute instability. The most apparent ways to achieve this are to increase the density of the electron beam and/or to decrease the radial dimension of the waveguide which encloses the interaction region.
Verification of the stabilization of the absolute instability in the limit of corresponding to the most unstable high-frequency forward electromagnetic wave was launched in the simulation. The expected spatial amplification was observed.
The time history of the electromagnetic field at a fixed position and its Fourier transform are shown in Fig. 13 . It is evident that the only coherent wave in the system is the hghfrequency wave which is convectively unstable. There were no detrimental absolute instabilities observed in the simulation. Raising the cutoff frequency of the guide mode by decreasing the radial dimension of the waveguide should have the similar stabilizing effects on the absolutely unstable lowfrequency waves. Therefore, one can successfully avoid the undesirable instability selectively by choosing the appropriate parameters in the free-electron laser.
2) Nonlinear Regime: The dynamics of the free-electron laser eventually evolves into a nonlinear state where nonlinearities cause the saturation of the instability. The saturation level is of considerable importance since it determines the efficiency of radiation production of the free-electron laser. In the collective regime where the slow space-charge beam mode dominates over the ponderomotive potential, the mechanism causing the nonlinear saturation was found by Kwan et aE. [3] via computer simulation to be the trapping of the electron beam by the unstable electrostatic wave. Furthermore, their analysis led to the formula which determines the potential efficiency of energy extraction from the electron beam. In the regime where the ponderomotive potential dominates the nonlinear dynamics, the electron beam is trapped by the ponderomotive poteptial and the theoretical estimate of the efficiency has been given by Sprangle and Smith [ 7 ] .
The electrostatic wave which is involved in the instability has the following dispersion relation:
( 1 8) The unstable spectrum is quite localized in Fourier space and, furthermore, all these waves have the same group velocity uo. Consequently, they maintain a coherent wave form in the electron beam. Thus, in the cold beam limit we can approximate the unstable high-frequency electrostatic spectrum as a single electrostatic wave. As the wave grows and the beam loses energy during the instability, it will eventually reach such an amplitude that it can trap most of the electrons in the beam. In the case of uniform wiggler where its period is constant, the electrostatic wave rapidly loses its energy to the electrons due to wave-particle interaction once the trapping process sets in. As a result, the coupling becomes ineffective and the backward scattering instability which generates the high-frequency electromagnetic waves saturates. At this time the amplitudes of the absolutely unstable low-frequency waves which have comparatively smaller growth rates are still relatively low. Furthermore, the phase velocities of these waves are small in comparison with the beam velocity and the electrons are not yet in resonance with the waves. Therefore, these waves keep on growing and extracting energy from the beam until they achieve considerable amplitudes to trap the electrons. The electron trapping by these low-frequency waves causes such violent motion of the electrons that the beam eventually breaks up.
In computer simulations we can follow nonlinear dynamics in great detail. By observing the time development of the particle distribution function in the simulation, we can identify the trapping of the electron beam by the electrostatic wave. Due to a finite number of particles used in the simulation, the particle distribution function may exhibit some stochastic behavior resulting from the fluctuation of the number of particles in the discrete windows in velocity space. One can minimize the fluctuation by time averaging the distribution function.
In Fig. 14 the time averaged particle distribution function is shown at different stages of the instability. The time average was done over loo;, '. At opet = 10.0, the instability Just began and the distribution function was not yet strongly modified. At a later time when opet = 35.0, the distribution function began to develop a low velocity tail. It is a well-known fact that particle trapping by a wave produces a flat tail in the velocity distribution of electrons [31] . By the time opet = 45, it became clear that a definite formation of flat tail had occurred in the electron distribution function and the mean velocity of the electrons had decreased substantially. At this stage of the instability a significant number of the electrons were trapped by the electrostatic wave and a considerable amount of kinetic energy was converted into electromagnetic radiation. Finally, the instability saturated at about upet = 65 and the velocity distribution function became essentially flat. In addition, formation of vortices in phase space was observed indicating that almost the entire electron beam was trapped.
One can obtain a theoretical estimate of the efficiency of radiation production in a free-electron laser by considering the following. At the time when the high-frequency instability saturates, the electron beam is, on the average, slowed down to the phase velocity of the electrostatic beam mode. Thus, the average net change in energy of the electron beam is given by
Aw=mOc2(YO-Yph)
( 1 9) where yo applies to the initial beam velocity and Yph is the relativistic y corresponding to the phase velocity of the electrostatic wave. Since at this time the low-frequency waves have only very small amplitudes, we can assume that all the energy loss of the electron beam goes into the high-frequency electromagnetic radiation. Hence, the efficiency of energy conversion 77 can then be defined as Equation (21) was solved numerically and the result is shown graphically in Fig. 15 . The efficiency is found to be a monotonically decreasing function of the electron beam energy. For very energetic beams the efficiency becomes
for the case where the wavelength of the wiggler field is kept constant. In Fig. 15 the data points are results obtained from computer simulations. The theoretical estimation and the simulation results both show a similar characteristic dependence on y and are in reasonable agreement. For a stronger wiggler field the simulations show increased efficiency. However, the dependence on the wiggler strength becomes weaker for more energetic electron beams.
B. Two-Dimensional Simulation
Since the static periodic magnetic field in the laboratory frame, as given by (l), is a traveling electromagnetic wave in the frame of the electron beam, it obeys the following dispersion relation: (24) where wb and kb are the frequency and wavenumber of the static magnetic field in the beam frame and uo is the axial velocity of the electron beam. Hence, in the beam frame the physical process of free-electron lasers is equivalent to that of stimulated scattering of electromagnetic waves in a plasma. The dispersion relation of the scattering process is well known and was derived by Drake et al. [32] and Mannheimer and Ott [33] . By applying a Lorentz transformation to the dispersion relation, we obtain the two-dimensional dispersion relation of free-electron lasers in the laboratory frame as follows:
where yZ = (1 -u;/c~)-~~*. Note that we are using rectangular geometry in which all physical quantities vary with z and x and are independent of y . Rectangular geometry is chosen (22) because we can study the essential physics without the com- Fig. 16 . Contours of growth rates of the free-electron laser in two dimensions center around the resonant ellipse.
plicated metrics. For a detailed derivation of (25), readers shouid refer to Cary and Kwan [29] . The dispersion relation in (25) clearly shows the mode coupling characteristics. On the left-hand side of (25) are the electromagnetic and electrostatic dispersion relations which are coupled by the expression on the right-hand side, which is proportional to the second power of the strength of the static wiggler magnetic field.
One can rewrite the dispersion relation as a sixth-order polynomial in w , which can be readily solved numerically in a computer. We present in Fig. 16 the contour plot of the temporal growth rates in k , and k,. The contours of the growth rate are symmetric with respect to the k , axis. The parameters used in the computation are the same as in one of the previous one-dimensional simulations where w,,lwpe = 1.58, kOc/upe = 71, and yo = 1.6. Note that the scales of the two axes are different and the contours are centered around a rather flat and skinny ellipse where the crossings of the beam modes and the electromagnetic modes occur. Electromagnetic waves at all angles are unstable and the frequency range is very broad. Furthermore, it has been noted that coupling of an electromagnetic wave and an electrostatic wave with opposite group velocities leads to absolute instability [20] , [21] , [27] , [29] . Therefore, the part of the ellipse with negative k, will be absolutely unstable. In the following we will demonstrate in two-dimensional simulations the properties of the off-axis modes in the free-electron laser.
The two-dimensional stability analysis of the free-electron laser can be obtained by examining the two-dimensional dispersion relation in (25) . However, an analytical expression for the growth rate is difficult to obtain in the general case, and numerical analysis is, therefore, most suitable. The dispersion relation has been studied theoretically and numerically in great detail [29] . Specifically, it is discovered that in the regime where the ellipse of the instability encloses the origin in k-space, electromagnetic waves propagating at all angles are unstable and, furthermore, those propagating between 90" and 270" are absolutely unstable.
Using CCUBE, we have simulated the free-electron laser in two dimensions to verify that the off-axis, backward propagating, low-frequency electromagnetic waves are absolutely unstable. In addition, we have observed in the simulation of the free-electron laser as a superradiant amplifier that the generation of high-frequency radiation was severely degraded due to competition among various modes.
The physical parameters used in the simulation were the same as in the one-dimensional case. The system width (in the x-direction) was chosen to be 14.0coj,', and the number of cells in the perpendicular direction was increased to 80 in order to have adequate resolution for the obliquely propagating waves. The electron beam was infinite and homogeneous in the perpendicular direction.
In Fig. 17 we show the phase space ( p z versus z ) of the electron beam at T = 45~;:. At this time a low-frequency electrostatic wave that coupled with a backward electromagnetic wave had grown to considerable amplitude to start trapping the electron beam, as shown in Fig. 17 . This electrostatic wave had a well-defined longitudinal wavelength, which was measured to be -2.47cop,'. Fig. 17 also shows the existence of short wavelength ( h i g hfrequency) waves, which were trying to grow at the same time as the low-frequency wave. One component of the electromagnetic field at a particular axial position is shown in Fig. 18 as a function of x, which is mode two. One should note that the number of wavelengths in the perpendicular direction had to be an integer because periodic boundary conditions were used in that direction in the simulation. As indicated in Fig.  18 , the perpendicular wavelength was -7.OcwP,'. Therefore, the angles of propagation of the electrostatic and the electromagnetic waves were about 20" and 128", respectively. The absolutely unstable low-frequency waves eventually grew to the point where they totally disrupted the electron beam and thus the generation of the high-frequency radiation. The time history and the Fourier transform of the electromagnetic field at a fixed position near the entrance of the system is shown in Fig. 19 , which clearly illustrates the onset of the low-frequency absolute instability. The frequency of the unstable wave measured from Fig. 19 was o = 1.230,~. The frequency, longitudinal and perpendicular wavelengths, and angle of propagation of the absolutely unstable wave from the simulation agree with the theoretical results well within 10 percent.
Finally, the temporal growth rates as a function of angles of propagation is shown in Fig. 20 . The growth rates were obtained by the pinch-point analysis as outlined in [291. The physical parameters are the same as in the simulation. The growth rate increases rapidly from 8 = 90" and flattens out after 8 = 120". Our numerical evaluation indicates that mode three or higher in the perpendicular direction corresponds to waves propagating at an angle of 105" or smaller, and they have substantially smaller growth rates than modes one and two. Therefore, one would expect that waves corresponding to higher mode numbers in the perpendicular direction would be overwhelmed by modes one and two in the simulation. The fact that mode two was the only dominant mode observed in the simulation was probably due to the uneven level of the noise spectrum which existed in the simulation.
The most obvious way to study in detail the convective instability of the off-axis electromagnetic waves in a computer simulation is to launch a particular off-axis electromagnetic mode and to observe its amplification as it propagates and interacts with the electron beam. The boundary conditions of the simulation are periodic in x and absorptive in z for both particles and fields. Due to the periodicity in x , the wavenumbers of the waves in the perpendicular direction (k,) in the simulation were quantized, i.e., k, = 2nn/L,, where n is an arbitrary integer and L, is the length of the system in the perpendicular direction. The arbitrary integer n is limited by the resolution of short wavelength waves in a particular simulation. In our simulation mode eight (n = 8) in the perpendicular direction is the shortest wavelength which can still be accurately resolved. We have modified the simulation code CCUBE to launch an electromagnetic wave with a specified perpendicular wavelength and frequency. In this way the launched wave assumes an appropriate axial wavelength to satisfy the dispersion relation. By observing its propagation and amplification, we can determine its growth rate and phase velocity, and comparison with the theory can then be made.
An off-axis electromagnetic wave was launched in our simulation with n = 6 (k, = 2nn/L = 2.69c-'uP,) and 8 = 40.0", which is the angle between the directions of the wave and the electron beam propagation. The initial amplitude of the wave was eEo/mocape = 0.08, which corresponded to a power density of 4.35 MW/cm2. In Fig. 21 we show the electric component of the electromagnetic wave as a function of the axial distance at a fixed perpendicular position at apet = 22.0. The dots in Fig. 21 are data obtained from the simulation, and the solid curve is obtained by a least square fit of the data. The axial wavenumber is found to be k, = 2.96c-'wPe, and this wave is mode six (k, = 2 . 6 9 c -l~~~) in the perpendicular direction as expected. The angle at which the wave propagates with respect to the electron beam is given by 8 = tan (k,/k,) = 42.3') which agrees quite well with the theoretically predicted value of 40.0". In Fig. 22 we show in a semilog plot the maxima of the electric field as a function of the axial distance. Note that the early part of the data wai not included since a launched wave, in general, required a certain distance to propagate in order to settle in as a normal mode of the system. The phenomenon of wave beating is quite evident in Fig. 22 . This is believed to be due to the fact that even though only a single electromagnetic mode was launched, a few other modes in the system were also excited and they grew to appreciable amplitudes to cause beating between the unstable waves. The solid line in Fig. 22 was obtained through the least-square fitting of the data, and it yielded a convective growth rate of Im(k,) = 0 . 2 6 5~-~~+ ,~, which is about 10 percent smaller than the theoretical value given by the dispersion relation in (23) . The small discrepancy is probably due to collisional damping in the simulation and the cold fluid approximation used in obtaining the dispersion relation.
If one intends to operate the free-electron laser as an oscillator, the off-axis modes should be carefully dealt with. As shown in the simulation, the production of off-axis convectively unstable modes can severely affect the efficiency of the generation of coherent, monochromatic electromagnetic radiation. Furthermore, the absolutely unstable low-frequency waves must be suppressed in order to avoid disruption of the electron beam.
It is easy to see that the finite length effect discussed in the previous section cannot be practically employed to suppress the entire absolutely unstable spectrum since the group velocities in the axial direction of the nearly perpendicularly propagating modes are vanishingly small. However, by increasing the cutoff frequency of the waveguide, the entire resonant ellipse can be in the forward direction and, consequently, no backward propagating waves are unstable. One other way to suppress the entire off-axis unstable spectrum is to introduce waveguides with lossy walls, thereby only waves in a narrow cone centered along the axis can avoid being absorbed.
If the free-electron laser is used as a single-pass amplifier, the adverse effects play a much less significant role in the operation. This has been confirmed by two-dimensional particle simulations. Simulations of the interaction of a charge uncompensated relativistic electron beam with a static periodic wiggler magnetic field in a parallel metalic waveguide had been carried out using CCUBE. The boundary conditions for the electron beam and electromagnetic waves are aperiodic in both dimensions. A guide magnetic field was used to achieve the static equilibrium of the electron beam. Furthermore, the wiggler magnetic field was modeled in the simulation according to the following formula:
The parameter zo was chosen such that the amplitude of the wiggler field rose spatially from zero at the beginning of the interaction region to its full strength 6Bo in about two wiggler wave lengths. The electron beam was continuously injected into the waveguide with the self-consistent equilibrium velocity, and the electromagnetic fields are transmitted and reflected at the axial and the perpendicular boundary, respectively.
The length of the waveguide was 2 4 . 0~~; : in the simulation. The wavelength of the wiggler field was 2.Oco;j. The electron beam had an initial energy from the cathode corresponding to yo = 2.2. The strength of the guide field and the wiggler field are a,, = 8 . 0~~~ and wee = 0.8wpe, respectively. ace and a , , are the electron gyrofrequencies associated with the guide field and the wiggler field. By taking the wiggler wavelength to be 2.0 cm, the strength of the guide field and the wiggler field are 1.4 kG and 14.0 kG, respectively. The electron beam was taken to be cold. The current density and the thickness of the electron beam were 1.21 kA/cm' and 5.5 mm, respectively. A right-hand circularly polarized electromagnetic wave with a finite pulse length was launched along with the electron beam. The self-fields of the electron beam are included in the simulation and, therefore, the energy of the electron beam had a spread in the perpendicular direction due to space charge effect. Spatial amplification of the input electromagnetic wave was observed.
In the simulation right-hand polarized electromagnetic waves with the appropriate frequency and a finite pulse length were consecutively launched along with the electron beam. In Fig. 23 we show the phase space diagrams of the electron beam in the last two wavelengths of the wiggler field under the action of the electromagnetic wave and total static magnetic field (guide field plus wiggler field). Four electromagnetic pulses with increasing strength were launched at different times during the sinlulation. It is evident from Fig. 23 that the first two pulses did not achieve saturation at the end of the interaction region. However, the last two pulses with larger input amplitudes were saturated and thus they extracted substantially more energy from the electron beam. In Table I the initial and final power density of the electromagnetic wave and the efficiency of energy extraction are tabulated. Note that for a particular set of parameters the fractional energy extraction maximizes at a particular value of the input power of electromagnetic radiation.
This phenomenon has been investigated in detail by Kwan [22] .
The time history of the fourth pulse at a fixed position near the end of the system is shown in Fig. 24 . The initial pulse had a temporal trapezoidal shape which was not altered in any significant way after amplification as is evident from Fig.  24 . The Fourier decomposition shows only the frequency component of the launched wave. There was evidence of harmonic generation at modest amplitude. However, the detrimental effects due to the low-frequency absolutely unstable waves were not observed in the simulation; and without its presence the amplification process and the electron beam were not adversely affected.
V. DISCUSSIONS AND CONCLUSIONS Application of particle-in-cell plasma simulation to freeelectron lasers has been presented. The techniques of particle simulation provide exact computer experiments where the microscopic equations of motion of the particles and Maxwell's equations for the electromagnetic fields are solved in space and time without approximations. However, in the application of this powerful numerical tool to the investigation of complex physical problems, one often has to realize the limitation of resources, namely, computer memory availability and cost effectiveness. In the simulation of free-electron lasers one has to resolve accurately both the wavelengths of the electromagnetic wave and the static wiggler magnetic field. The two wavelengths are related by X , = ho(c/uO -1). For a highly energetic electron beam, X , , ss Ao/2yi. Therefore, the scale lengths can be vastly different and particle'simulations may not be as practical as one wishes. However, simulation of free-electron lasers with an electron beqn of yo = 10.0 had been carried out. Furthermore, a sne-dimensional particle simulation code has been recently developed at Los Alamos National Laboratory with special features that can ease off the constraints in the simulation of free-electron lasers with highly energetic electron beams. The code can realistically simulate the free-electron laser with an output radiation wavelength of 10 ym.
Particle-in-cell simulation has been proven to be a very powerful technique in free-electron laser research and many important results have been obtained from one-and twodimensional simulations. In particular, it was found that waves at all angles can be unstable and, therefore, competition between unstable modes could lead to a significant decrease in the efficiency of free-electron laser. The detrimental effects caused by the low-frequency absolute instability had been demonstrated. Also, methods of suppressing the undesirable effects were provided and proven effective. The nonlinear state of the instability was examined in detail and scalings of the efficiency of radiation production in free electron lasers were obtained.
