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Abstract 
We suggest new types and interpretation of complex and hypercomplex numbers for which the 
commutative, associative, and distributive laws and the norm axioms are trivially satisfied. 
 
 
1. Introduction 
 
Any positive or negative real number can be written down in the form of unsigned vector of size 
2 containing separately positive and negative parts of this number. 
For example negative real number -2.1 is ...
1.6
4
2.3
1.1
1.2
0
=






=






=






 
Let’s call the notation of number -2.1 in the form 






1.2
0
 the reduced form. 
In a reduced form of an unsigned vector one of its components is equal to zero. 
The arbitrary unsigned vector is 






b
a
where a and b are positive real numbers. 
Graphical representation of unsigned vector is shown in Fig. 1. 
 
Fig. 1. Unsigned vector 
 
Addition of two real numbers represented in the form of unsigned vectors: 






+
+
=






+






21
21
2
2
1
1
bb
aa
b
a
b
a
. 
Multiplication of unsigned vectors: 






×+×
×+×
=






×






1221
2121
2
2
1
1
baba
bbaa
b
a
b
a
. 
Table of multiplication 
× A b 
a a b 
b b a 
Zeros of unsigned vectors are ...
4
4
1
1
0
0
=






=






=






 
Unit elements of unsigned vectors: ...
3
4
1
2
0
1
=






=






=






 
As an example let’s multiply two unsigned vectors +






=






=






×+×
×+×
=






×






4
0
22
18
4163
6143
6
4
1
3
. 
It is obvious that representation of a real number in the form of reduced unsigned vector does not 
give anything new. The constant component of an unsigned vector contains any insignificant 
information on its prehistory. 
 
2. Complex numbers 
 
Whether three-sign real numbers are possible? Whether are possible an unsigned vectors of 
dimension 3? 
Let’s call vector 










c
b
a
 as the (3)-vector where a, b, c ≥ 0. 
The reduced forms of (3)-vector are 










0
0
a
, 










0
0
b , 










c
0
0
, 










0
b
a
, 










c
a
0 or 










0
b
a
. 
For reduction of (3)-vectors to a reduced form it is necessary to decrease all its components by 
the minimal one. 
Example 










=










0
2
1
1
3
2
. 
 
By obvious way we define a rule of addition of two (3)-vectors: 










+
+
+
=










+










21
21
21
2
2
2
1
1
1
cc
bb
aa
c
b
a
c
b
a
 
 
Let’s define the rule of multiplication of two (3)-vectors: 










×+×+×
×+×+×
×+×+×
=










×










211221
211221
122121
2
2
2
1
1
1
bbcaca
ccbaba
cbcbaa
c
b
a
c
b
a
. 
 
Table of multiplication 
× a B c 
a a b c 
b b c a 
c c a b 
 
Example of multiplication of two (3)-vectors: 










=










=










×+×+×
×+×+×
×+×+×
=










×










3
3
0
4
4
1
210012
101022
021102
1
2
0
0
1
2
. 
 
Two examples of raising of (3)-vectors to the second power are the following. 
First example: 










=










=










0
1
0
1
2
1
0
1
1
2
. 
Second example: 










=










=










3
3
0
4
4
1
0
2
1
2
. 
 
Graphical representation of (3)-vector is shown in Fig. 2. 
 
Fig. 2. (3)-vector can be represented as the sum of three vectors on a plane. 
 
Zeros of (3)-vectors are ...
5
5
5
1
1
1
0
0
0
=










=










=










 
 
It is possible to define the norm of (3)-vector by the law of cosine. 
For example: 
babab
a
×−+=










22
0
. 
General case: 
cbcabacba
c
b
a
×−×−×−++=










222 . 
 
It is easy to prove that (3)-vectors and complex numbers are equivalent. 
We will not do it. Let's simply show two examples. 
 
Let's raise a complex number iiyixz =×+=×+= 10  to the second power. We receive 
12 −=z . We have similar for a (3)-vector in square: 










=










=










1
1
0
3/4
3/4
3/1
0
3/2
3/1
2
. 
 
Multiplication of two complex conjugate is real number: 25)34()34( =×−××+ ii . 
Analogically: 










=










+
+
+++
=









 +
×









 +
0
0
25
3/246
3/246
1233/2416
3/6
0
3/34
0
3/6
3/34
. 
 
We never met a complex numbers (see for example [1-4]) in such representation as a (3)-vectors. 
It is difficult to approve that (3)-vectors are more convenient or evident form of representation of 
complex numbers. Nevertheless its have some elegance.  
 
 
3. (3*3)-matrixes 
 
Now we shall imagine that each positive real number from (3)-vectors itself represents (3)-
vector. Thus we define the (3*3)-matrix. 
For example we have first (3*3)-matrix 










301
022
230
 which consists from three (3)-vectors 










=
1
2
0
1A , 










=
0
2
3
1B , and 










=
3
0
2
1C . 
Let we have second (3*3)-matrix 










123
001
130
 consisting from 










=
3
1
0
2A , 










=
2
0
3
2B , и 










=
1
0
1
2C . 
 
Multiplication of two (3*3)-matrixes [ ] [ ] [ ]333222111 CBACBACBA =×  will be as the 
following: 
1221113 CBCBAAA ×+×+×= , 
2112213 CCBABAB ×+×+×= , 
2112213 BBCACAC ×+×+×= . 
 
Let’s multiply these (3*3)-matrixes: 










=










=










×










077
720
507
131918
201411
181218
123
001
130
301
022
230
. 
 
Definition of norm of (3*3)-matrix: 
[ ] ( ) ( ) ( )[
( ) ( ) ( ) ( ) ( ) ( )] 2/1
222
CBACBACBACBACBACBA
CBACBACBA
def
CBA
CBA
CBA
cccbbbcccaaabbbaaa
cccbbbaaa
ccc
bbb
aaa
CBA
++×++−++×++−++×++−
++++++++=










=
 
 
Examples: 
1444545445
4
4
5
301
022
230
222 =×−×−×−++=










=










, 
195353
5
0
3
6
1
4
123
001
130
22 =×−+=










=










=










, 
19
5
0
3
077
720
507
=










=










. 
The offered (3*3)-matrixes are highly amusing. Its in many respects differ from hypercomplex 
numbers [5]. 
 
Let's list the basic results for (3*3)-matrixes. 
 
We have two sets of zeros for (3*3)-matrixes. 
The “absolute” zeros are 










000
000
000
 and 










ηζξ
ηζξ
ηζξ
 where ξ, ζ, and η are any positive real 
numbers. 
 
Next set is the zeros from family of rotations. 
Examples 










ξ
ξ
ξ
00
00
00
, 










00
00
00
ξ
ξ
ξ
, 










00
00
00
ξ
ξ
ξ
, ... 
There are such 27 zeros. Module of “rotation” zeros is equal to zero. Addition of “rotation” zeros 
to any (3*3)-matrix does not change its module, but “turns” its elements. 
 
Examples of multiplication of nonzero (3*3)-matrixes by matrixes from family of “rotation” 
zeros: 










=










×










580
805
058
001
010
100
301
022
230
, 










=










×










503
350
035
010
001
100
123
001
130
, 










=










×










0714
1290
1209
010
010
001
077
720
507
. 
It is visible, that norms of final matrixes are equal to zero. 
Obviously norms of resulting matrixes are equal to zero. 
 
Other examples of multiplications: 










=










×










012
200
100
100
000
000
002
001
120
, 










=










×










036
602
340
200
010
001
002
001
120
, 










=










×










048
802
440
300
010
001
002
001
120
. 
 
It is easy to prove that the square root of 9 can be presented by eight various (3*3)-matrixes. 










=










=










=










=










=










=










=










=










000
000
009
001
001
220
220
220
001
201
021
000
020
200
221
021
201
000
200
020
221
003
003
000
000
000
003
2222
2222
 
 
Let's introduce designations of square roots of +1: 










=
000
000
001
1
def
; 










=−
001
001
000
1
def
; 










×=
200
020
221
3
1def
J ; 










×=−
021
201
000
3
1def
J ; 










×=
020
200
221
3
1def
K ; 










×=−
201
021
000
3
1def
K ; 










×=
220
220
001
3
1def
L ; 










×=−
001
001
220
3
1def
L . 
 
Table of multiplication of different square root of +1: 
× 1 -1 J -J K -K L -L 
1 1 -1 J -J K -K L -L 
-1 -1 1 -J J -K K -L L 
J J -J 1 -1 -L L -K K 
-J -J J -1 1 L -L K -K 
K K -K -L L 1 -1 -J J 
-K -K K L -L -1 1 J -J 
L L -L -K K -J J 1 -1 
-L -L L K -K J -J -1 1 
 
It is easy to make sure that 










=










=










=










=










=










=










=










=










0027
0027
000
002
440
221
440
002
221
242
020
401
200
422
041
422
200
041
020
242
401
006
000
003
000
006
003
2222
2222
 
 
Thus the imaginary unit can be presented by eight various (3*3)-matrixes. 
Let's introduce designations of square roots of -1: 










×=
000
002
001
3
3def
i ; 










×=−
002
000
001
3
3def
i ; 










×=
020
242
401
9
3def
j ; 










×=−
422
200
041
9
3def
j ; 










×=
200
422
041
9
3def
k ; 










×=−
242
020
401
9
3def
k ; 










×=
440
002
221
9
3def
l ; 










×=−
002
440
221
9
3def
l . 
 
Multiplication of different imaginary units: 
× i -i j -j k -k l -l 
i -1 1 -J J -K K -L L 
-i 1 -1 J -J K -K L -L 
j -J J -1 1 L -L K -K 
-j J -J 1 -1 -L L -K K 
k -K K L -L -1 1 J -J 
-k K -K -L L 1 -1 -J J 
l -L L K -K J -J -1 1 
-l L -L -K K -J J 1 -1 
 
Multiplication of imaginary units by square roots of 1: 
× i -i j -j K -k l -l 
1 i -i j -j K -k l -l 
-1 -i i -j j -k k -l l 
J j -j i -i -l l -k k 
-J -j j -i i L -l k -k 
K k -k -l l i -i -j j 
-K -k k l -l -i i j -j 
L l -l -k k -j j i -i 
-L -l l k -k j -j -i i 
 
 
Conclusion 
 
In this letter we suggest new interpretation of complex numbers in the form of unsigned vectors 
of size 3. We introduce new types of hypercomplex numbers in the form of unsigned 3*3 
matrixes. For such hypercomplex numbers the commutative, associative, and distributive laws 
and the norm axioms are trivially satisfied. This numbers have 27 “rotation” zeros, 8 image 
units, and 8 square roots of +1. 
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