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Abstract 
Lubinsky, D.S. and T. Mthembu, Mean convergence of Lagrange interpolation for Erdiis weights, Journal of 
Computational and Applied Mathematics 47 (1993) 369-390. 
For a general class of Erdiis weights, that is, weights of the form W := exp( - Q), where Q is even, smooth and 
grows faster than any polynomial at infinity, we investigate mean convergence of Lagrange interpolation based 
at the zeros of orthogonal polynomials associated with these weights. 
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1. Notation 
Throughout, z+YJ~ denotes the class of polynomials of degree at most n. Furthermore, c, cr, 
cz,... denote positive constants independent of n, P ~9~ and x E R. The same symbol c or ci 
does not necessarily indicate the same constant in different occurrences. We use the notations 
o, 0, - in the following sense (cf. [7,8]): 
b,, = 0(&J, 
&I 
if lim d =O, 
n-m n 
b, = 0(&J, iffor some c>O, b, <cJd,\, 
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y1 large enough, and finally 
b/d,, if for some c 1, 
b, 
c2 > 0, c, =s - < c2, 
4 
n large enough. Here, {b,} and {d,) are sequences. The notations above may be extended in the 
usual way to functions. For example, f(x) -g(x) if for some cl, c2 > 0, c1 <f(x)/g(x) < c2, 
for some x E R and g(x) # 0. We shall now define a general class of Erd6s weights. 
Definition 1.1. Let W := exp( -Q>, where Q : R + R! is even and continuous in R; Q’ is positive 
on (0, a) and Q”’ exists in (0, m). Let 
qx) := @Q'(x))' 
Q'(x) ’ 
x E (0, w), 
be increasing in (0, m) with 
lim T(x)=T(O+)>l, 
x+0+ 
lim T(x) = w, 
X+m 
and for each E > 0, 
T(x) = O(Q’(X)~), x + w. 
Assume further that 
Q”(x) Q'(x) 
N- Q,(x) Q(x) , x large enough7 
and for some c > 0, 
1 Q"'(X) 1 
Q'(x) 
x large enough; (14 
then we say W is a smooth Erd& weight of class 3, and we write WE SE*(3). 
Remarks. (a) The limit (1.3) implies that Q grows faster than any polynomial at infinity, while 
(1.4) is a weak regularity condition: one typically has (cf. [7, p.71, [8]) 
T(x) = O([log Q’(x)]‘+‘), x + w, (1.7) 
for each E > 0. The restriction (1.2) simplifies analysis. 
(b) The class SE*(3) is contained in the class SE(3) considered in [3], where in (1.41, E = &. 
(c) As examples of WE SE*(3), we mention 
W(x) := exp( -expkIx(a), x E R, (Y > 0, k > 1, (1.8) 
where exp, denotes the kth iterated exponential. Another example is 
W(x) := exp( -exp{log(A +x2)ja), x E R, (1.9) 
(Y > 1, A large enough. 
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(d) To see what T of (1.1) looks like in the example (1.8), we refer the reader to [8, p.1921. 
Let WE SE*(3). Then all power moments 
irn x”W(x) dx, n =O, 1, 2 ,..., 
W 2 are the orthonormal polynomials p,(W2> of degree n, n = 0, 1, 2,. . . , 
, --m 
exist. Associated with 
satisfying 
rm 
I pj(W’; x)pk(W2; x)W’(X) dx=8jk, j, k=O, 1, 2,... . 
-cc 
We denote the zeros of p,(W2; x> by 
oo>~~~>x~~> **. >x,,> -00, n=l,2,3 ,... . 
The set of polynomials of degree at most n is denoted by Yn. The nth Christoffel function is 
h,(W2; x) := inf_, 1 m Pv’w 
n --m P’(x) 
dt = 
i 
n-l -1 
c p;(W2; x) , n = 1, 2, 3 ,... . 
j=O 
(1.10) 
For u > 0, let a, denote the uth Mhaskar-Rahmanou-Saff number for W, namely the positive 
root of the equation 
u = ~~autQ’(a,t)(l - t2)-1’2 dt. 
The Lagrange interpolation polynomial 
Ln(f; xl ‘= ii f<xjn)1jn(x>9 
j=l 
where 
ljn(X) := fi x - Xin 
i=r x. -xin * 
i#j Jn 
(1.11) 
to f at the zeros of p,(W2; x1 is denoted by 
(1.12) 
Here, 1, is the jth fundamental polynomial satisfying 
ljnCXin) =
0, i=j, 
1 
, i Zj. 
Let WE SE*(3). We write WE B[SE*(3)] and say W is a bounded smooth Erdb’s weight, if there 
exist u = a(W) > 0, and c > 0 such that for n > 1, 
(1 P,W + lQ’l)-“IIL,,, G ca;‘/2. (1.13) 
We remark that (T > 0 and c > 0 exist when, for example, W is given by (1.81, and so 
Q(x) = expkjxJ(y, (Y > 0, k 2 1. (1.14) 
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The existence of u > 0 in this case follows from asymptotics for p,(W’; X> given in [7, p.131. In 
fact, for all Q such that WE SE “(31, using the orthogonal polynomial asymptotics given in 17, 
p.131, one may choose any 
(1.15) 
where 77 is such that 7 > 0 and T(x) 2 1 + v, x E (0, ~1, with T defined earlier by (1.1). This 
follows from bounds in [7] and Nikolskii inequalities in [13]. The inequality (1.13) does not yield 
the sharpest possible results, but for all Erd& weights dealt with here, close to sharp results are 
obtained. 
2. Introduction and statement of results 
The subject of mean convergence of Lagrange interpolation based at the zeros of orthogonal 
polynomials has been researched quite extensively for weights with unbounded support. Nevai 
[15] proved results on mean convergence of Lagrange interpolation for Hermite weights, and 
subsequently Bonan [l] improved and extended Nevai’s results to more general weights. 
Recently, Knopfmacher and Lubinsky [6] considered mean convergence of Lagrange interpola- 
tion for a general class of Freud weights, thereby partly generalizing the results of Bonan and 
Nevai. 
In this paper we prove mean convergence of Lagrange interpolation for a general class of 
Erdiis weights. As Nevai points out [14, p.1931, proof of mean convergence of Lagrange 
interpolation for weights with noncompact support thrives on estimates of Christoffel functions, 
estimates of distances between consecutive zeros of orthogonal polynomials and estimates of 
leading coefficients of these polynomials. “Good” bounds for the orthogonal polynomials 
themselves also play a crucial role. For Erdiis weights, the authors [7,11-131 have made some 
progress in finding the estimates mentioned above. We shall also establish and use some 
quadrature sum estimates. 
The following is our main result. 
Theorem 2.1. Let WE B[SE “(311, and 1 <p < ~0. Let f : R --) R! be continuous, and if Q := a( W> 
> 0, let 
If(x)lW(x)(l +IQ’(x)l)-u=O((l +~x~)-1’p{log(2+x-2)}-2’p), \xl+~. (2.1) 
If p > 2, we also assume 
1 1 
a>---. 
2 P 
(2.2) 
Then 
,‘Fm II&(f) -f)W(l + IQ’ l)-“ii~,m = 0. (2.3) 
We remark that the asymptotic condition (2.1) on f is a “sibling” to the conditions on f that 
appear in theorems of mean convergence of Lagrange interpolation in [1,6,15]. The condition 
(2.2) is a technical one, and it derives from the use of the Nikolskii inequalities of [13]. 
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The organization of the rest of this paper is as follows. Section 3 contains preliminary results. 
Section 4 contains the estimate of our “local” quadrature sums. The proof of Theorem 2.1 is 
presented in Section 5. 
3. Preliminary results 
Throughout this section, we assume that W:= exp( -Q> E SE”(3); a, and T are defined by 
(1.11) and (1.11, respectively. 
We first give some elementary estimates and growth properties of a, and T. 
Lemma 3.1. (a) For each fixed 6 > 0, a,/n’ is decreasing for large enough n, and 
lim aan-’ = 0. 
n-m 
(b) Given 6 > 0, 
(3.1) 
a,, = o(n’) and T(a,) = O(n’), 
(c) For t large enough, 
n + m. (3.2) 
and 
and 
(d) Given distinct (Y, p > 0, we have 
T(a,,) - T(ap,), n + ~0, 
lim %=I, 
n-m a Pn 
- T(a,)-‘, n + 03. 
(e> For n > no, and j = 0, 1, 2, 
aLa N nT(a,)‘-‘/*. 
(f) There exists c > 0 such that 
xQ”(x> 
T(x) - Q,(x) , x 2C. 
(3.3) 
(3.6) 
(3 J) 
(g) We have 
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Proof. (a) This is [7, Lemma 3.2(g), p.191. 
(b) That a, = o(n’), f or each 6 > 0, follows from (3.1) above. The relation T(a,) = O(d) 
follows from [8, Lemma 2.3(a), (2.25), p.2031 by letting q = 6/(6 + 2) there, and noting that 
x(n) there is T(x) here and that a, -+ 0~) as II -+ m. 
(c) These are [7, Lemmas 3.4(a) and (b), p.231, respectively. 
(d) Without loss of generality, assume (Y <p. Then, since T is increasing in (0, a>, 
P = 
=-9 
i 1 ff 
by the two relations (3.3). This yields (3.4). Next, we note that 
U U Utz (Yn. Lln -=-- 
Upn Un Up,, 
Then (3.5) follows from [7, Lemma 3,2(f), pp. 18, 191 by taking limits as it + 03 above. Finally, 
using the second relation (3.31, we have for it large enough, 
- - /,“,“( tT(a,))-‘dt N -T(u,)-‘1 
Pn 1 
(Y?l 
fdt (by (3.4)) 
- -T(u,J-‘. 
Then, since log u - u - 1, u E [;, 21, (3.6) follows. 
(e> is [7, Lemma 3.2, (3.151, p.181. 
(f) (3.8) follows from [7, (3.101, p.171. 
(g) To prove (3.9), we note that by [7, Theorem 7.1, p.701 with p = 2, there exist n, and 
c1 > 0 such that for it 2 ~zi, 
Xjn 
I I 
--1 <qA,, j=l,2, (3 .lO) 
a, 
where A, := [(log n>/(nT(a,>>]2/3, II 2 1. It is easy to see that A, = o(l), it --) ~0, and hence 
(3.9) follows from the inequality above. 0 
Remarks. (a) We use [7, Theorem 7.11 with p = 2, since this choice of p yields orthonormal 
polynomials for the weight IV* (cf. [7, p.2]), and hence their zeros x$’ are precisely our zeros 
xjn here. 
(b) The inequality (3.10) holds for A,, defined above since by [7, Lemma 3.4, (3.441, p.231, the 
A,, defined by [7, (1.12), p.31 grows like our A, here. 
Lemma 3.2. Let 
c#&):=~~-x~]+T(u,)-‘, XER, aal. 
Fix CX, p > 0. There exists c > 0 such that uniformly for x E R, and n > 1, 
(3.11) 
(3.12) 
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Proof. 
I 2 clT(an)-‘, then 
and if (1 - (~/a,,)~ I G c3T(aJ1, then 
Then (3.12) follows. III 
Next, we present results on the Christoffel functions. 
Theorem 3.3. Let 
P n,a,(.x) := ; il/g unsQ’(u;;;2-_u;f)Q’(unx) ds, (3.13) 
x E (- 1, 1). Let 0 < a < 1. There exists c > 0 such that for I x I < aan and n large enough, 
(3.14) 
Proof. By (3.6) and (3.21, if 0 < (Y < 1 and if S > 0 is as in [7, Theorem 2.3, p.101, then 
:<l-cT(u,)’ < 1 -n-*. (3.15) 
n 
Moreover, by [7, Lemma 4.3(c), p.331 with R = a, there and using (1.2), there exists izO such 
that for n 2 Q, 
P&X) ac1, 1x1 =G +. 
By [8, Lemmas 3.2(c)-(e), p.2081, and for i Q I x I < 1, 
l-b+&) 2 c20 - Ix lY27 
and hence for suitably small enough S, 
~II,u~x)>c3n-1’~, +qx(<l-n-*. 
Now, by [7, Theorem 2.3, p.101, (3.15) and (3.16), 
A,l( w2; u,x)W2( %x)(%x) 
(3.16) 
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uniformly for I x I G ~,,/a,. Then the result follows from the inequality above by setting 
t=a,x. 0 
Lemma 3.4. Let pn+, be as in (3.13). Let 0 < /3 < 1. There exist n, and c > 0 such that for 
Ix I G a&a, and n a no, 
(3.17) 
Proof. Choose 0 <p <A < 1. The fact that s < 1 in (3.131, and the monotonicity of Q’(t), 
t E (0, ~1, ensure that for I x ( G ~~,,/a,, 
pn,&x) > ;l;n,an/z- “~~Q”u~~~~~~~~“u~x) dx 
2 %Q'hd -apnQ'(apn) 1 ds 
22 
,Tr II / aLJan {(l - s2)(s2 -x2) 
/ 
1 ds 
2 a~nQ'(a,J -apnQ'&d a/in/an J1-sz 
>-- 7r2 n di=?' 
Thus, by (3.6), 
a~nQ'(a,rJ - ~pnQ'&d 
n 
Next, 
a c2T(aJ1’* u~nQ'(a~n) - apnQ'bpn) 
n 
(3.18) 
Hence, 
a~nQ'@~n) - apnQ'&J =‘$nQ'(‘$n) 
a~n&'@~n) 
a 
m 
&IcaP ) -1 
n i 
a c4upnQ'(apn) > c~@~T(Q,,)~‘~ a q-pT(~,)“*, 
by (3.7) and (3.4). Substituting the inequality above into (3.18) yields (3.17). q 
Lemma 3.5. Let 0 < /3 < 1. 
(a) There exists c > 0 such that for n 2 1, 
suph,‘(W2; x)W”(x) 
XER 
(3.19) 
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(b) There exists c > 0 such that for 1 x I G up,,, 
(3.20) 
Proof. (a> This follows from [ll, Theorem 1.2, (1.17) and (1.18), p.2581. 
(b) This follows from (3.14) and (3.17). q 
To prove results on distances between zeros of the orthogonal polynomials, we shall first 
present a result in which our weight function W is shown to grow like an even entire function. 
Lemma 3.6. Let (Y, A, r E R. There exists an even entire function 
G(x) := E g2;x2j, g2j a O7 
j=O 
such that 
(3.21) 
G(x) - W(X)-~(~ + Q’(x)‘)~(~ +x’)‘(log(2 +x2))‘, x E K!. (3.22) 
Proof. In order to conform with the notation of [2], we define for r > 0, 
4(r) I= ew(2&(r 1/2) + (Y log( 1 + Q’( r *I2 )‘) + A log(1 + r) + 7 log log(2 + r)) 
and 
W(r) 
e-) := g)(r) 
= r’/“Q’( y’12) + 
cQ’(r1/2)Q”(r1/2)r1/2 + Ar 
1 + Q’(r’/‘,’ 1 + r + (2 + r) ;ig(2 + r) * 
(3.23) 
To apply the results of [2], we must show that $(r) is increasing for large r. It is immediate that 
the derivatives of the last two terms on the right-hand side of (3.23) approach zero as r + m. 
Furthermore, we see that for some c > 0, and for large enough s, 
(by (1.5) and (1.6)) 
c2 
i 
w2 
' Q’(s) 2 s 
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by (1.4). It follows that the derivative of the second term on the right-hand side of (3.23) is 
o(Q’(r’/‘)) as r + ~0. Finally, the derivative of the first term is 
$ ( r1/2Q’(r’/2)) = &Qf(&2)T(+2) + ~0, 
as r--j m. So 4’(r) + m as r + 03, and t$ is increasing for r 2 rO, say. By modifying + in [l, rJ, 
we may assume it is increasing in [l, m>. Furthermore, it is clear that if A is large enough, 
$(Ar)-~(r)=lA;L’(t)d~>l, r>l. 
r 
Then [2, Theorem 4, p.191 ensures the existence of an entire function 
such that 
max IfW 
IzI=r 
Setting G(X) :=f( ~2) 
=f(r) -4(r), r 2 1. 
yields this lemma. 0 
(3.24) 
Lemma 3.7. Let 0 < p < 1. 
(a) There exists c > 0 such that for n 2 1 and 2 <j < n, 
Xj-l,n -Xj+l,n ’ >c( :)[I1 - ( f)2i1’2+ T(a.)p1’2]. 
(b) There exists c > 0 such that for all j with 
lXjnI~IXj+l,nl Ga/3np 
a, 
Xjn-Xj+ln~C - l- 
’ ( )I i 
min{lXjnl~lXj+l,nl} 2 1’2 
II a, 11 * 
(3.25) 
Proof. (a) We proceed as in [9, Lemma 6.111. Let G be an even entire function with 
nonnegative Maclaurin series coefficients such that 
G(x) - IV2(x), x E R. (3.26) 
[Such a function G exists by Lemma 3.6, where we take (Y = A = r = 0.1 Using the Markov- 
Posse-Stieltjes inequality in the form given in [6, p.891, 
AjnG(xjn) = k C 
i 
LG(xkn) - c LG(xkn) 
k.lX!fnl<Xj-l,n k:IXknl <Xyl 
1 
1 
G z 
G(t)W2(t) dt = _/xil’flG(t)W2(t) dt, 
Xj+l,n 
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where 
h;,:=h,(W; Xi& j= 1, 2 ,...) n. 
Then (3.26) yields 
hj~~(Xjn)-2~CI(Xj-I,n -Xj+l,n)~ 
and so (3.24) follows from (3.19). 
(b) Again we proceed as in [9, Lemma 6.31, using the method of Freud (cf. [5, pp. 293, 2941). 
Choose D < E E R such that for k = j, j + 1, 
exp(Dx,, + E)W2(x,,) = 1. 
By convexity of Q, 
exp(Dt + E)W2(t) = exp(Dt + E - 2Q(t)) 2 1, 
for all t E [x~+~,~, xjn]. Then by the Markov-Posse-Stieltjes inequality, 
xjn -x~+~,~ G lx’. exp(Dt + E)W2(t) dt 
X,+1+ 
<A, exp(Dxj,, +E) +Aj+z,n exp(Dxj+,,, +E) 
= AjnW(xj,)-* + Aj+ I,nW(xj+ 1,n)-2* 
Applying (3.20) on the inequality above yields the result. q 
and 
(3.27) 
(3.28) 
Proof. By (3.6), for n 2 n, and I Xjn 1 < apn, we have 
ll-(~)2~~~l-(~)2~~clT(a~)-‘. 
Again by (3.6), (3.29) and (3.5), 
(3.29) 
( Xjn/aan)?[ l - (aan/avn)2] 
l - ( Xjn/aan)2 
‘clT(a,)-‘T(a,) =G c2. (3.30) 
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In an exactly analogous way, 
1’ - (Xjn/aan)2 1 
Il- (xjn/aVJ21 Gc3. 
Then (3.27) follows from the two inequalities above. Next, for large enough ~1, write 
1’ - (Xjn/u~n)2j 1’ - (Xjn/uqn)2/ 
I ( 
1 + (Xj*l,n/aun)2 - (xjn/acxn)2 
’ - Xj*l.n/awz)2( = I1 - (xjn/aan)21 ’ ’ ('j i l.n/aon)2 
,< c* 1 + Cd L i IXjil,n-XjnI an I T(a ) n 
(by (3.30), (3.29) and (3.9)) 
by (3.25) and (3.2). The other direction is similar. 0 
We close this section by presenting a lemma on the leading coefficient Y,(W*> of p,(W*; x). 
Lemma 3.9. There exists no such that for II 2 no, 
Proof. By the recursion formula for orthonormal polynomials (cf. [4]), 
xp,-1(W2; x) = 
YAW*) 
YnW2) 
p,(W2; x) + ;$39_*p? 4, 
n 
so that by squaring both sides and integrating with respect to W*(x), we have 
Y,2- l(W’> + r,‘-2(W2) 
/ 
m 
Yn2(W2) Y,“-r(W2) = 
x*&~(W*; x)W2(x) dx. 
--m 
By [7, Theorem 5.2, (5.811 with S =p = 2, and for n > n,, 
y,‘y(W’) can 
YT(W2) Gc1 -ca, / 
x*&~(W*; x)W”(x) dx 
(3.31) 
2 
G c2an 
/ 
can &(W*; x)W*(x) dx <c2a$ 
--co, 
Then (3.31) follows by taking square roots. 0 
4. Quadrature sum estimates 
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In this section we estimate quadrature sums of the form 
C hjnlp(xjn)(l +I(?'(xj~)~)yJqw(xjII)-r. 
jE.l 
381 
for suitable J, 4 > 0, Y E ( - ~0, 21, z, E R and for polynomials P. Throughout, hj, := h,(W*; x,~), 
j= 1, 2,. **, y1. 
Let U(X) := (1 --x2)-‘/*, x E (- 1, l), denote the Chebysheu weight on (- 1, 11, and p,(u; x), 
n=o, 1,2 )...) denote the corresponding orthonorrnal polynomials. The nth kernel function is 
n-l 
K,(u; X; t) ‘= C pj(U; X)Pj(U; t). 
j=O 
The following two lemmas are crucial in finding quadrature sum estimates. 
Lemma 4.1. Let p > 0 and 12 1. Let L be the least euen integer > 2/p, and let 
p:=3(l+L+ 1). 
There exists c > 0 such that for n > 1, P EzF’~,+~),, and I x ( < a,,,,, 
(4.1) 
+ T(a,,)-I’* I 
C 
/ 
ap” =G-- 
nan 
) PW I “( t)P ,+c;t]dt. 
-apn 
(4.2) 
Proof. This follows from [12, Lemma 3.7, p.3151 by taking A = 1 there, and then using (3.12) 
withp=i. q 
Next, we recall from [9] part of a lemma on relative approximation of (1 + I Q’ I)“. 
Lemma 4.2. Let v, A E Iw and (Y > 0. There exist R, ~9~, n > 1, such that in [ -aan, aan], 
R, - (I+ IQ’l)“(log(2 + lQrl))“. P-3) 
Proof. See [9, Lemma 5.51. Cl 
We are now ready to estimate quadrature sums in a manner similar to that of [15]. The 
following is our quadrature sum estimate. 
Theorem 4.3. Let q > 0, r E ( - 03, 2) and Y E Iw. There exist 7, c > 0 and 0 < p < 1 such that for 
n 2 1 and P ES’~,,, 
C ‘j,lP(xj,t)[l + lQ’(xjn) I)” IqW(Xjn)Fr 
.i:lxlnlGagn 
<c/~‘~ lP(t)(l +jQ’(t)))Y~qWz-T(t) dt. 
--a,, 
(4.4) 
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Proof. Let 
w*(u) := W(2-r)/q(~) =: exp(-Q*(U)), 
where 
Then W* E SE”(3). If u,* := a,(Q *), so that 
2 I a;tQ*‘(a,*t) 
n=- 
/ Tr 0 dg dt7 
then we see directly that 
a*=a n w/@-r)* 
Let P Egln and {R,}F=, be the polynomials of Lemma 4.2 with A = 0. By (4.3) and (4.2), for 
1x1 Japan we have 
Choose P <q/(2 - r>. Then by (3.20), (3.27) and (3.9, and for 1 x I G apn, 
A,(W2; x)(P(x)(l +lQJ(~)l)“~qJ+‘(+’ 
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by (4.5) above. Then 
C ‘jrzlf’(xjrt)(l +lQ~(nj,)l)~JyW(Xj,)-’ 
j:lXjnlGapn 
a,/‘; II’(t)@ +lQ’(t)\)v1qW2-r(t)B(t) dt, 
-a,* 
where 
X(t) := ?r-2 
c 
j:lXjnldapn 
+ 2; $1 =+.,c, + jgo 
Here, we have set 
P” := {j: j is even and 1 xj,, ( < apn}, 
P0 := {j: j is odd and 1 xj,, 1 < apn}. 
Let 
X. 
I” := cos Ojn, 
a* 
@j,E(O,~), l<j,<n. 
Pn 
P-6) 
(4.7) 
Now if j - 1 and j + 1 are two successive indices in Pe or Y,,, then we can write for some 
@j f 1,n ~(0, n) and 5 between Oj_l,n and Oj+r,n, 
xj- 1,n xj+ 1,n 
-- 
a;* ap*n 
= COS Oj_l,n - COS Oj+l,n = (@j+l,, - Oj_l,,)Isin 5). w*) 
By (4.71, (3.27) and (3.281, 
lsin[I=/~G l- [ 
P-9) 
Also, by (3.241, 
‘j-l+ xj+l n an 
a;n 
--~>ccs-- 
a;n na;rl 
Using (3.5) and substituting (4.9) and (4.10) into (4.8) yields 
@j+ln -oj_l,,>- 2, - n 
(4.10) 
uniformly for j + 1, j - 1 •9~ or YO. Hence, by [lo, Lemma 2.31 we obtain 
max Z(t) G cI1. 
ItlQa,*, 
Substituting the estimate above into (4.6) yields the result if we choose 17 = pq/(2 - r-1. 0 
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5. Proof of Theorem 2.1 
The method of proof here is similar to that appearing in [9,15]. Estimates of the weighted 
L,-norm of the nth partial sums of the orthogonal expansion corresponding to Erdiis weights 
will be found. These will then be used to find the limit of the weighted c,-norm of Lagrange 
interpolation polynomials associated with the function f - P, where f is a “well-behaved” 
function and P is a polynomial. It turns out that no contribution to the limit referred to above 
is forthcoming when (f - P>( x is such that x is outside the “permissible” interval [ -aPn, uJ, > 
for some 0 <p < 1. 
Lemma 5.1. Let WE B[SE*(3)], and let 1 <q < 03 and (T := (T(W) > 0. Let S,(h; x> := 
s,(W 2; h; x), where s,,( W2; h; x) is the nth partial sum of the orthogonal expansion for h, and 
h : R + R is a function satisfying 11 hW 11 L,(R) < a~. There exists c > 0 such that for n > 1, 
([S,(k +I’(1 +lQ~l)-“II~,cw,6cllhW(1 +lQ’l)~~~~,m~~ (5.1) 
Here, c > 0 is independent of II and h. 
Proof. Let g EL,(R). We use g - to denote the Hilbert transform of g, that is, for almost all 
x E R, 
g(t) dt 
g-(x):= 6\y+A,_,,>6 t-_x * (5.2) 
We note that the operator _ : L,(R) -+ L,(R) is bounded. By (5.2) and the Christoffel-Darboux 
formula (cf. [4, p.24]), 
%(k x)(1 + t Q’(x)i)-” 
= yW2Jrn h(t) P,(x)P,-1(t) -P,(t)P,-1(x) (1 +lQ’(x)l)-“W’(t) dt 
--m x-t 
= $ W2(pn(x)(hp,_,W2)-(x) -prr-l(x)(hpnW’)- (x)}(l + iQ’(x)i)-“> 
n 
where p,(x) :=pn(W2; x>. By (1.13) and (3.311, 
IS,(h; x)W(x)(l +lQ’(x)i)-“1 %a:‘2 k ((hP,wZ)_(X)l* 
j=n-1 
Using the boundedness of the operator -, 
Then (5.1) follows from (1.13) and the inequality above. 0 
We shall now use our quadrature sum estimate and the preceding lemma to prove the 
following lemma. 
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Lemma 5.2. Let WE B[SE “(311, andlet 1 <p<wando:=a(W)>O. Letf:[W+aB bebounded 
and Riemann integrable in each finite interual and 
If(x)lFV(x)(l +lQ’(x)l)“= 0((1 +(x()-‘“(log(2+~~))-~‘~), (5.3) 
I x I + ~0. Let P be a polynomial and 0 < /3 < 1. Finally, let 
u, := (f-P)x,, n > 1, 
where x, is the characteristic function of [-up,,, up,]. There exists c > 0 such that 
lim sup I( L,(u,; 9W(1 +lQ'l,-"Ii ,.,(w,d(f-WV +lQ'l)"li,,,,,,. (5.4) n+m 
Here, c is independent of n, f and P. 
Proof. Let 
N, := IIL,(u,; V’(l+ lQ'l)-".ll,,,,,, 
and 
h,,(x) := 
sign(L,(u,; x))I L,(u,; x)I~-‘W~-~(X)(~ + lQ’(x)l)-” 
NE-’ 
Then if q satisfies l/p + l/q = 1, we have 
kF(l +lQ'l,"ll~,w 
=N,;‘pP1)qja_lLJ~~; ~)l~~-~)~W(~-~)~(x)(l + lQ’(x)l)pup’ 
x Wq(x)(l + 1 Q’(x) l)uq dx 
= N-‘p-l’qjw 1 L,(u,; x)W(x)(l +jQ’(~)j)-~~(~-~)~ dx 
= Nn-l’lm , L,(lc,; x)W(x)(l +iQ'(~)l)-~r dx (as (P- l)q=p) 
= Nn-“Njmz 1. 
We observe that 
N:=lIL,(u,; x)W(x)(l +lQrl,-"il'lL,m 
=Im IL,@,; +'(x)(l+lQ'(x>i)-"r dx 
= l_(L,(u;; x))[sign(L,(u,,; x))l L,(u,; x)\“-~W~-~(X) 
-Cc 
x(1 +lQ’(~)l)-~~]W~(x) dx 
= N;-‘/x L,(u,; x)h,(x)W2(x) dx (by (5.5)), 
-cc 
(5.5) 
(5.6) 
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and thus, 
N, = Irn L,(u,; x)h,( x)W’( x) dx 
= jrn~Jun; x)S,(h,; x)W*(x) dx 
-cc 
(by orthogonality of h,(e) - S,(h,; *) to 9n_I) 
= 5 Aj,Ln(un; ~~,@,(h,; xjn) (by the Gauss-Jacobi quadrature formula) 
j=l 
We note that since (p - 2)/r, + (4 - 2)/4 = 0, we have 
W(P-2)/P(xjn)W(q-*)/q(xj,) = 1, 
and so applying Hiilder’s inequality to the right-hand side of the inequality above, we obtain 
N,, < C AjnIf-Pl(Xjn>W (p-2)'p(xjn)(l + IQ'(Xjn)l)"J'n('n; Xjn)l 
i:l~j,IGap, 
where 
XW’“-*)‘“(X~,)(~ +lQ'(xj,)l)-"~~~(n)1'p~2(~)1'q, (5.7) 
and 
I, := 2 h,lf-PIP(xjn)~p-2(xj~)(l +iQ’(xjn)i)” 
j=l 
T*Tn)‘= C AjnlSfl(h,; ~j~)1qWqp2(xjn)(l + Je’(Xjn)l)puq* 
j:lXjnl Qapn 
Now, by our hypothesis (5.31, 
F(X) :=jf-Py(x)WP-*(x)(1 +jQ'(x)j)" 
=O[W-*(x)(1+~X~)-1(log(2+x*))-2], (x+L 
&o, F is bounded and Riemann integrable in each finite interval. But by Lemma 3.6 there 
exists an even entire function G such that 
G(x) N W-*(x)(1 + (xl)-‘(log(2 +x2))-3’2, x E R. 
Then 
and 
jm G(x)W*(x) dx <cc 
-CC 
F(x)=o(G(x)), x+-w. 
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By [4, Theorem 111.1.61 we obtain 
lim T,(n) = lim k hj,F(Xjn) 
n+m n+rn. 
J=l 
= jrn F(x)W2(x) dx 
-6~ the convergence of the Gauss-Jacobi quadrature formula) 
=l)(f-P)W(l +lQrl,“~~~,cw (5 4 
Next, by (4.4) and (5.1) we have 
T2( nyq =s Cl ( jrn IS,@,; +‘(t>(l + lQ’(t)l)-“tq dt}l’q 
--m 
by (5.6). Hence, substituting this inequality together with (5.8) into (5.7) yields (5.4). Cl 
We now show that there is no essential contribution to the limit of the weighted L,-norm of 
the Lagrange interpolation polynomials associated with the function f - P outside the interval 
[-apn, ap,]. We shall need the following quadrature estimate. 
Lemma 5.3. Let WE SE”(3). There exists C > 0 such that for n > 1, 
k Aj,kV2(xj,) < Ca,. (5.9) 
j=l 
Proof. By Lemma 3.6 with (Y=A=T=O on the one hand, and cy=O, A= -1, r=O on the 
other, there exist even entire functions G and G, such that 
G(x) N W-‘(x), x E R, 
and 
G,(x) - W-‘(x)(1 +x2)-l, x E R. 
Then by the Markov-Posse-Stieltjes inequality in [6, p.891, 
n-l n-l 
C hj,W-2(Xjn) < c1 
j=2 
C hj,G(Xjn) < ~2(^‘~ G(t)W2(t) dt < c3an, 
j=2 -Xln 
and together with (3.91, 
A1,W-2(%l) + A,,J+-2(%z,) 
& (1 +xl2,)A,,W-2(x1,)(1 +&-l + (1 +~,2~)A,,W-~(x,,)(l +x;~)-’ 
G c&(A,,G,(%z) + Arl,G1(-%)) 
2 l? AjnGl(xjn) - nEIAjnGl(xjn) = c4an 
i j=l j=2 
<cc,az lrn G,(t)W’(t) dt - /“‘” G,(t)W2(t) dt 
i 
< c5a~,m~,(t)W2(t) dt < c6ajF (1 + t2)-l dt < c,a,,. •I 
X2" X2" 
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Lemma 5.4 Assume the hypotheses of Lemma 5.2. Let 
w, := (f-P)(l -x,), y1> 1. 
Then 
(5.10) 
where if p > 2, we assume u > + - l/p. 
Proof. We first note that by the Gauss-Jacobi quadrature formula, (5.3) and (5.91, 
< Cl 
i 
C 
i:lXjnI>apn 
hjnW(Xj,)-2(l +IQr(xj,)I)-2"(1 + lx~~l)~2’p]“2 
By (3.7) it is clear that Q’<a,> 2 n/a,, n large enough, and hence 
c2Pn 
Q'(a&a E 2 a7 n large enough. 
n n 
Thus for n large enough, 
Then if p G 2, (5.11) and [13, Theorem 1.41 yield 
by (3.2). If p > 2, (5.11) and [13, Theorem 1.41 again yield 
II L(wn; . >w IL,(R) G c5 ( _3an)1~2)1’2-1’p( _!$:/2 
l/2- l/p--a 
a~~2T(a~)1’4-1’2p = o(l), n 4 03, 
(5.11) 
as c > i - l/p and by (3.2). 0 
We now summarize Lemmas 5.2 and 5.4. 
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Theorem 5.5 Assume the hypothesis of Lemma 5.2, and if p > 2, we also assume that u > 4 - 1 /p. 
There exists c > 0 such that 
lim suPllUf-P; YV +Ie’I)-“)l,,,,,~CII(~-~)~(1 +lQ~l,“ll,,,R,. 
n+m 
Here c f c(P). 
(5.12) 
Proof. With xn and u, as in Lemma 5.2, and w, as in Lemma 5.4, we write 
f-P=(f-P)Xn+(f-P)(l-Xn)=Un+Wn. 
Then 
IIW-Pi F(1 +IQ~l)-“llL,cR, 
G II Lhz; .)W(~+IQ~I,-“II~.,~~~+~~~,(W,; P’P+IQ’I)-%,w 
G II L&rz; .)W(l+lQrl,-“IIL,(M)+IjL,l(~~; 9%,p, 
Then (5.12) follows from (5.4) and (5.10). 0 
Proof of (2.3) of Theorem 2.1. For any polynomial P of degree < II, 
IitL(f; .)-f(.)]~(l+lQfl,-“I~~,(~) 
=lltL(f -Pi 9 - (f-P)(.)]W(1+lQ~l)-“II,.,,,, 
&n(f-Pi .)~(1+lQ~l)-“~~~,~~~+~~(f-P)~(1+lQ~I,--~I,.,,,,,. 
By (5.12) and since (1 + (Q’ I)-” < (1 + (Q’ I)“, we have 
limw~~[L(f~ .)-f(.)]~(1+lQ’l)~u~~~,(OB,~~,~l(f-P)~(1+IQ’l,u~~,,,,,~ n+m 
Since the polynomials are dense in the L, space with weight W(1 + I Q’ I>” (cf. [3, p.180]), we 
may make the right-hand side of the inequality above arbitrarily small, and then the result 
follows. 0 
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