Many image recognition tasks are well-suited to parallel processing. The most obvious example is that many imaging tasks require the analysis of multiple images. From this standpoint, then, parallel processing need be no more complicated than assigning individual images to individual processors. However, there are three less trivial categories of parallel processing that will be considered in this paper: parallel processing (1) by task; (2) by image region; and (3) by meta-algorithm. Parallel processing by task allows the assignment of multiple workflows-as diverse as optical character recognition [OCR], document classification and barcode reading-to parallel pipelines. This can substantially decrease time to completion for the document tasks. For this approach, each parallel pipeline is generally performing a different task. Parallel processing by image region allows a larger imaging task to be sub-divided into a set of parallel pipelines, each performing the same task but on a different data set. This type of image analysis is readily addressed by a map-reduce approach. Examples include document skew detection and multiple face detection and tracking. Finally, parallel processing by meta-algorithm allows different algorithms to be deployed on the same image simultaneously. This approach may result in improved accuracy.
INTRODUCTION
Image recognition tasks running the gamut from handwriting and character recognition to automatic image analysis are well-suited to parallel processing. Obviously, many imaging tasks-ranging from video analysis and multi-face recognition to parallel processing of printed information in multiple regions of interest in an image-can benefit from the simultaneous analysis of multiple images. From this standpoint, then, parallel processing need be no more complicated than assigning individual images to individual processors. However, parallel processing of the same image by multiple, parallel pipelines can also be advantageous. With this in mind, three categories of parallel processing will be considered in more depth in this paper: parallel processing (1) by task; (2) by image region; and (3) by meta-algorithm.
Parallel processing by task, described in Section 2, allows the assignment of multiple workflows to parallel pipelines. This can substantially decrease time to completion for the document tasks. For this approach, each parallel pipeline is generally performing a different task. Examples of this type of parallel processing are optical character recognition (OCR), handwriting recognition, template matching, document classification, text order determination, form information extraction, language detection, image/document inspection, image forensics and/or authentication, barcode or other datacontaining mark reading, etc. Parallel processing by task often benefits from a hybrid approach: serial steps are performed first to determine the image segmentation into sub-segments; then parallel processing of the image subsections occurs; and finally serial analysis of the results of the parallel processing is used to complete the image recognition workflow.
Parallel processing by image region, described in Section 3, allows a larger imaging task to be sub-divided into a set of parallel pipelines, each performing the same task but on a different data set. This type of image analysis is readily addressed by a map-reduce approach. Examples include document skew detection and multiple face detection and tracking. Other multiple imaging segmentation systems include slide and negative scanning and image quality assurance/inspection.
Parallel processing by meta-algorithm, described in Section 4, allows different algorithms to be deployed on the same image simultaneously. This approach may result in improved accuracy. Patterns to be described in the paper include voting, predictive selection, tessellation and recombination and speculative parallelism. We will show how these techniques are robust to sparse or non-Gaussian training data, and relatively inexpensive from a throughput standpoint, especially for multi-core systems. Moreover, meta-algorithmic approaches to image recognition tasks are highly advantageous for accuracy and functional imaging purposes. This section also overviews the application of metaalgorithms to document segmentation and image classification.
Finally, the paper concludes with a discussion of how the right parallel processing architecture (serial-parallel, parallelserial and other hybrids or pure parallel), can be chosen for the image recognition application, based on the system needs-throughput and accuracy in particular.
PARALLEL PROCESSING BY TASK
I use the term "parallel processing" in a very general sense throughout this paper. So, when I describe "parallel processing by task" I simply mean taking a task that is, on a rudimentary computing device like a laptop, single-core workstation, etc., performed serially by default. By this definition, then, intelligent multi-core systems may already perform parallel processing by task, although usually this requires multi-threaded coding on the part of the image processing application developer.
So, in general, "by task" will mean here the assignment of multiple workflows to parallel pipelines that would otherwise be performed sequentially by the same processor. With this wide net, I can catch a large number of image recognition workflows. With the pipelines synchronizing their tasks, this can substantially reduce the time-to-completion of an image recognition task. Effectively, each parallel pipeline is performing a different task.
In the following sub-sections, I will describe image recognition tasks associated with security printing, scene understanding, optical character recognition (OCR) and handwriting recognition, template matching, document classification, text order determination, form information extraction, language detection and image/document inspection. While not an exhaustive list by any means, I chose these to try to cover a large gamut of applications.
Security Printing
Security printing is concerned with the printing of information that can be read-and acted upon-at a later time, either by a person or a machine. Security printing marks include barcodes, steganographic marks (including digital watermarks), microtext and guilloche patterns.
A combination of security-related printed marks is shown in a security medallion (Figure 1 ). When the medallion is printed and then later scanned, it is segmented 1,2 into eight regions A familiar 2D barcode (a 2D DataMatrix 3 barcode) is located in the lower right, above a set of color bars. Each uses approximately 25% error-correcting code (ECC), and so contains more than 200 bits of data each. The software used to the read the 2D barcode is run in a separate thread from the software to interpret the color bars. In the example of Figure  1 , the 2D DataMatrix barcode is used to make the barcode compliant with standards (such as GS1), so that it can be used for point-of-sale, as part of the track-and-trace/supply chain visibility for the product, and increasingly for consumer/brand interaction 4 . The color bars themselves comprise 16 different colors and are used, additionally, to determine the color gamut of the printer used on the label. This can be used for quality control, as well as replicating the data (including the ECC) in the barcode.
To the left of the 2D barcode is a 3D (color) barcode, consisting of color tiles. There are 14 data tiles of 2 bits each (cyan, magenta, yellow and black colors, or CMYK) along with a color checkbit (in green). An additional 28 bits are stored in the "hybridized" data carrier in the upper left portion of the medallion. The colors {CMYK} are automatically calibrated by the four large tiles in the lower left, which are readily imaged by any mobile camera. The color tiles themselves are readily imaged by most mobile imagers-note that these tiles are roughly 2 x 2 mm in size, allowing a more reliable "read" than for the 2D DataMatrix tiles. By "hybridization" is meant a direct relationship between the two coded marks-examples include replication, scrambling, and digital signing.
Above the 2D barcode is a product-specific image. This continuous tone image is suitable for forensic analysis 5 , and can also be used to convey product branding information or carry a digital watermark payload. Finally, in the upper right portion of the medallion is a set of microtext and brand-specific logos and photos.
Combined, the medallion contains eight different imaging segments, or regions, which can be processed in parallel. The first stage is to segment the medallion image (e.g. captured by a scanner or mobile camera) into these eight segments-(1) barcode, (2) color bars, (3) color tiles, (4) color tile calibrating colors, (5) hybridized color tiles, (6) continuous tone image, (7) microtext, and (8) logos/branded images-which can generally be accomplished using a lower-resolution, or down-sampled, representation of the image. Next, the analyses of these eight regions-as described above-can be performed in parallel. Figure 1 . Multi-purpose "printed information" seal. Original seal is roughly 1.5 cm in height and 2.5 cm in width. Eight distinct pipelines are enabled from this single seal, as described in the text.
Scene Understanding
Having seen how image segmentation and subsequent assignment of each image segment to a separate, parallel pipeline can be used in security printing, it is easy to see the applicability of the same approach to other image understanding tasks. Collectively, we call these tasks "scene understanding" tasks. Facial recognition is an example. An image can be segmented at low resolution into likely facial regions, using for example hue-based segmentation. Next, each of the potential face regions can be processed in parallel by a face recognition engine.
Other examples of scene understanding include landmark recognition, surveillance and other biometric and medical imaging application. For example, a retinal scan is in many ways similar to extracting rivers from an image.
Optical Character Recognition (OCR) and Handwriting Recognition
Optical character recognition (OCR) is the analysis of text images to convert them into machine-usable (e.g. ASCII, Unicode) data. OCR is well-suited to parallel processing since different regions of a scanned image can be analyzed simultaneously by multiple OCR engines (analysis routines). In an earlier book-digitization project, we assigned multiple pages, or multiple documents, to their own OCR pipelines 6 . Since OCR was the time-limiting factor, the operation scaled more or less linearly with the number of processors we could attach the high-speed interconnected system (OCR-ready regions are typically quite small in size, and region/file transmission time is typically less than 5% of the processing time). Handwriting recognition has essentially the same approach, except that handwriting, not text, is analyzed.
OCR can also be used in combination with scene recognition (Section 2.2). We previously 7 built a system to extract all likely text regions from a natural scene (captured by a mobile camera). Each likely text region can then be processed in parallel by one or more OCR engines and then translated. In our case, we performed OCR with three OCR engines, combined the results and then translated the result into French. Parallel processing would have sped up the OCR phase by 50-60% in most cases, and further processing improvement would be gained in any scene with more than one candidate text region.
Template matching
With template matching, we are concerned with comparing the information in an image to the information in the template(s). Depending on the type of image-security printing (Figure 1 ), document, natural scene, etc.-a wide variety of imaging tasks may be required, including the aforementioned OCR and scene understanding. Nevertheless, template matching is readily suited for parallel processing, since it usually involves comparing several elements to the templated elements.
Document Classification
Document classification can be considered, at minimum, to be one of two types. The first, and perhaps less interesting, type of document classification is finding out what type of document it is-e.g. loan application form, utilities bill, personal health record, etc. This type of document classification is roughly equivalent to template matching. I term this document classification by style.
The other, perhaps more interesting, type of document classification is when the content of the document determines its class 8 . Here, the document must be analyzed for all salient data-linguistic and/or image-related. Mixed-type documents (containing text, image, graphics, etc.) can be segmented along the lines of the security printing approach described in Section 2.1 above, and each region assigned to the appropriate classifier(s) for data recognition and extraction.
Text Order Determination
Determining the text order, or flow of the text, in a document is an important problem in article extraction from a larger document, such as a magazine, blog, or other digest/mash-up. Effectively, text ordering comprises extracting the key words and/or semantics from each text region (which can include figure headings, tables, etc.) and comparing them to the other text regions that may precede or follow them in sequence. 
Form Information Extraction
Forms are specialized documents which require both template matching (see Section 2.4 above, please) and then salient information extraction. The latter is termed document indexing. Extracting the document indices is important for determining that all of the parts of the form have been filled correctly. As such, a parallel operation can be performed on each field in the form.
Language Detection
Language detection is an interesting problem. Different sections of a document may contain different languagesinstruction sets, for example, often include several languages, each nominally representing the same information. Also, foreign words can be included in the text-faux pas and Gesundheit being two obvious examples. Nevertheless, designation of the main language is a logical task-the process by which a language is determined using parallel processing is effectively the same as for OCR.
Image/Document Inspection
Image and document inspection are related to scene interpretation. Instead of tagging a scene or element in a scene-e.g. with a label such as "face" or "face of Mahatma Gandhi" of "Mahatma Gandhi's left eye"-an inspection process determines salient features about an image, such as SSIM and VIF 9 , that provide an indication of printing success. Inspection is readily coupled onto other, specific, data-reading tasks, such as reading color barcodes during manufacturing/production, and entering the sequences read into the production database. In this case, inspection seems very much like a security printing application (see Section 2.1, please). Figure 2 . Example of a parallel processing by image region implementation. In this example, the slides captured from 13 different slide adapter-equipped scanners are shown. 13 parallel processors can be used for analysis of the slides (and parallel processing by image). In addition, the individual images can be parallel processed by task, as described in Section 2.
PARALLEL PROCESSING BY IMAGE REGION
Parallel processing by image region allows a larger imaging task to be assigned to a set of parallel pipelines, each performing the same task but on a different data set. Image analysis of this type is readily amenable to a familiar cloud computing approach, map-reduce, when for example a large set of images is being analyzed to find a single item. Examples of parallel processing by image region include (multi-page) document skew detection and multiple face detection and tracking. The difference between this approach and parallel processing by task (Section 2) may be only semantic in certain cases-OCR and language detection, for example-but in this section I define "by image region" to be concerned with tasks that comprise multiple images before segmentation.
From that perspective, simultaneous multiple image scanning-such as used for slide and negative scanning and image quality assurance/inspection-is readily addressed through this type of parallel processing. Figure 2 shows this for simultaneously slide extraction from many scanned images.
Another type of parallel processing by image region is when the same image region is analyzed in parallel by two entirely different algorithms/engines/services. Figure 3 illustrates this for a simple scanned document page. On the left, the document is being inspected for print defects 9 and template matching; on the right, it is being segmented-in this case, using a ground truthing application 10 -prior to performing OCR and document analysis. Figure 3 . Parallel processing by image region for a mixed-content document page. On the left, the document has been scanned and is being analyzed by an image inspection algorithm to determine scanned image quality. On the right, the document is being ground truthed 10 for document digitization purposes. The regions shown are analyzed by an OCR and document archiving/digitization process.
In Figure 4 , the concept of parallel processing of a single image by multiple analysis engines is illustrated. In this system, we used three different page zoning (which perform segmentation into regions; classification of regions; and clustering of like regions as appropriate) systems, followed by three different OCR engines, and then broke up all of the regions into their smallest possible representation such that no region created by any engine, however small, was combined into another region at the end of the zoning stage. This process is called tessellation, and is an important part of a key meta-algorithmic pattern (See Section 4.2, below, please). For the purposes of this Section, it is important to note that the tessellation comes from a parallel-series design. Next, multiple region (connected component) classifiers are used in parallel. The output from these classifiers is intelligently combined to create the final document analysis output. Thus, the system of Figure 4 uses a parallel-series-parallel-series architecture. Importantly, the parallel steps are the ones which take (by far) the most processing time. The overall design thus utilizes parallel processing where it is most important-where it can most ameliorate throughput performance. The "series" portions are required since they involve decisions based on the whole set of data output by the parallel portions. Because of non-uniform performance among the zoning, OCR and classification engines, the overall system performance is improved less than the "theoretical" maximum of 66.7%, but by a still-impressive 50-55% depending on the document type. 
Zoning

PARALLEL PROCESSING BY META-ALGORITHM
The word "algorithm" can take on a lot of different meanings, depending on context. It can be a simple algorithm, like a mathematical equation. It can be a coded algorithm, translating one or mathematical equations into executable machine code. Or it can be a large system for analysis, such as an OCR engine, an ASR (automatic speech recognition) engine, or a classifier. This is the interpretation of "algorithm" assumed when I introduce the concept of a meta-algorithm. A metaalgorithm is, according to the etymology of the Greek prefix "meta", an abstraction of an algorithm to elaborate it. As such, we define a meta-algorithm as the means of using two or more algorithms in synchrony to provide a better overall result than any of the single algorithms. Meta-algorithms are ideal for parallel processing, and for this reason they are a primary focus of this paper.
Parallel processing by meta-algorithm allows different algorithms to be deployed on the same image simultaneously. So far, this is in agreement with the parallel processing by image region diagrammed in Figure 4 . Meta-algorithms, however, must have a prescribed pattern for combining the output of these multiple algorithms, and also must have a training set to optimize the pattern chosen for a given problem. This approach may result in improved accuracy.
Patterns to be described in this Section are voting, tessellation and recombination predictive selection and constrained substitution. These techniques are robust to sparse or non-Gaussian training data, and relatively inexpensive from a throughput standpoint, especially for multi-core systems. Moreover, meta-algorithmic approaches to image recognition tasks are highly advantageous for accuracy and functional imaging purposes. Figure 5 . Voting meta-algorithm. Each of the algorithms in the set are run against the content. Both majority and plurality voting can be addressed, and voting can be weighted by the accuracy of each individual algorithm 11 . Figure 5 illustrates the voting pattern, perhaps the simplest form of meta-algorithmic pattern. Using a voting pattern, the output of two or more algorithms-which could be complex analytical engines such as ASR engines-is simply Figure 6 . Tessellation and recombination pattern. Each algorithm is run in parallel against the content. The recombination step can involve alignment when algorithms product different output (deletion, insertion, substitution). Figure 6 provides the design pattern for tessellation and recombination. As described in brief above (Section 3), tessellation is the process by which an analysis task-usually a classification stage-is divided into a set of primitive elements. When reduced to a tessellated set, the individual elements can be voted on or otherwise classified, then recombined into logical elements comprised of one or more tessellated elements.
Voting
Tessellation and Recombination
This pattern can be explained by illustration, using document image segmentation and classification as an example. In Figure 7 , left, there are 7 regions formed by segmentation. In the right image, there are 15 regions segmented. The regions formed on the left side image are not simply combinations of the more numerous regions on the right side image-instead, the tessellation produces a larger set (a total of 19 regions) than either of the two segmentation engines In Figure 8 , the "recombination" process has not yet occurred. However, it is clear that the two sections of the "WHALEBOAT" title at the top can be recombined. Additionally, the three sections of text in the right column can be recombined into a single region, reducing the number of regions to 16. Importantly, however, the classification accuracy has gone from 20% (Figure 7 , left) or 68% (Figure 7 , right) to 100% accuracy in Figure 8 . The analysis takes no longer than the slower of the two segmentation/classification engines, since they are processed in parallel.
Predictive Selection
The third type of meta-algorithmic pattern considered is the predictive selection pattern (Figure 9 ). With predictive selection, the decision on the final analysis is made by selecting the output of one of the plurality of algorithms. Predictive selection relies on training data, and in particular on the classification confusion matrix. Suppose two classification engines (E1 and E2) are to assign the output to one of N classes. For a particular instance, suppose E1 assigns the object to class A and E2 assigns the object to class B. Then, we simply consider the precision associated with assignment to class A for E1, denoted P(E1 A) and the precision associated with assignment to class B for E2, denoted P(E2 B). If P(E1 A) > P(E2 B), then we assign the object to class A, and if (E1 A) < P(E2 B), then we assign the object to class B. Predictive selection can be used in place of voting in any situation in which reliable ground truthing has been created. We have shown the utility of predictive selection in several classification domains, including document classification 8 . Predictive selection is effectively a "pure" parallel processing pattern, inasmuch as all of the algorithms are run in parallel by definition during the run-time phase. Figure 10 . Constrained substitute, training (correlation) phase. Find out the higher cost algorithm with which the low cost algorithm correlates most highly.
Constrained Substitute
The last meta-algorithmic pattern discussed in this paper is the Constrained Substitute pattern, shown in Figure 10 (training phase) and Figure 11 (run-time). The Constrained Substitute was created to allow a lightweight algorithm to perform a function similar to a heavyweight algorithm. The lightweight algorithm consumes less system resources (memory or execution cycles) or provides a simplified analysis for a different purpose. At runtime, if the system is not constrained, then the full algorithm is used. However, if one or more of the constraints hold true, then the output of the lightweight algorithm is used instead of any of the heavyweight algorithms-if and only if the output of the lightweight algorithm has historically proven to be correlated with any of the heavyweight algorithms. The lightweight algorithm then acts as a substitute for the original algorithm.
This meta-algorithmic pattern makes use of parallel processing primarily during the training phase. During run-time, the Constrained Substitute pattern effectively replaces the parallel processing of other meta-algorithmic patterns with the highest-throughput of the parallel paths. Thus, the Constrained Substitute pattern uses neither serial nor parallel processing during run-time.
Other Analyses Benefitting from Meta-Algorithmics
In addition to the examples shown in this paper, we have also successfully applied meta-algorithmics to part-of-speech tagging, OCR, document summarization, web and other database searches, journal splitting (defining all the fields in bibliographical entries), keyword generation, document clustering, and speech analysis (gender, accent, emotion). Clustering & Categorization Figure 11 . Constrained Substitute, run-time. If correlation is high enough, only the low-cost algorithm is performed. Generally, the "low-cost" is an advantage monetarily (licensing costs) and in performance (throughput)-and perhaps simplicity of integration-but at the expense of lower accuracy. This pattern is geared to uncover where its accuracy will match that of the "high cost" algorithms-e.g. its substitution is constrained to certain correlation (r 2 ) values.
DISCUSSION AND CONCLUSIONS
Security Printing
The security printing example ( Figure 1 ) uses a low-resolution (down-sampled) version of the medallion image for segmentation. This segmentation took 10 msec using an HP ELiteBook 6930p laptop. Next, each of the analysis tasks were performed. These took from 30-400 msec in time (the sum of all 8 tasks was 1760 msec), resulting in a parallel processing time of 400 msec (time for the longest process), for a parallel processing time of 410 msec instead of 1770 msec for serially processing. This is a 76.8% reduction in processing time.
Parallel processing has particular benefits for improved throughput in the case of identifying non-authentic multicomponent security images. Since each of the authentication tasks (e.g. eight separate pipelines for the medallion in Figure 1 ) is run in parallel, as soon as one fails, all the processes can be interrupted at once. This is an important point due to the broader implications for parallel design, in general. When a task is likely to fail on one or more threads, parallel processing can offer tremendous performance advantages-above even those exhibited for the "normal" use of parallel processing. Using the example above, suppose that the failure process takes as long as the approval process for each task. Then, parallel processing will show failure after the first failed process is completed. This will be in the range of 30-400 msec, meaning that the improvement in performance (or response time) is from 76.8% to 98.3% compared to the serial approval (1760 msec). This matters in a real-world application, such as a wide variety of mobile commerce 4 or mobile authentication applications, where any delay in the response can lead to frustration, confusion, and/or noncompliance by the consumer, retailer, distributor or other agent.
I used security printing in the initial discussion since it is a very broad field, involving as it does the printing of intentional information with the intent of reading (extracting and validating) at least some of this information at a later
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Algorithm J Low-Cost Algorithm point. The fact that security printing benefits from parallel processing, therefore, is an exemplar for the broader set of technologies accompanying the entire image recognition field.
Architectural Considerations
A B C D Figure 12 . Simple system complexity number (N) computed from the feedback, series and parallel processing occurring within a system. In this example, the output is fed back three stages giving a feedback complexity number, N F , of 3 (top diagram, A). Next the 3 parallel branches combined give N P of 3, and combined with series, an N SP of 3 (diagram B). Now the two additional parallel branches augment these to create a N SPP of 5 (diagram C), which when multiplied by the feedback give N SPPF of 15. This branching complexity can be compared among different system architectures. Throughout the paper, I have tried to highlight how parallel processing can be used to perform the slower tasks-OCR, image segmentation, etc.-in parallel. Faster tasks, such as voting or meta-algorithmic pattern application, can be readily run in serial with little or no effect on performance. In fact, turning this around, it is possible to consider how to architect image recognition systems to optimize their performance. Figure 12 shows how a consideration of the system architecture complexity can be estimated based on how data flows in series, in parallel and through feedback loops in the architecture. The architecture in diagram A collapses to a complexity rating of 15, which can be compared against other architectures. In general, higher complexities will be more highly trainable and robust for a given task. However, this comes with a price (performance, complexity of system architecture, the need for more training data, etc.).
Beyond the scope of this paper, but certainly worth considering, is the argument that a suitable parallel processing architecture (serial-parallel, parallel-serial, parallel-series-parallel-feedback as in Figure 12 , etc.), can be chosen for the image recognition application, based on the system needs. Among those needs are throughput (performance), and accuracy, robustness, trainability, access to high-quality training data, and system maintenance.
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