ABSTRACT The present work is concerned with the modelling of ascending turbulent ('mixed convection') flow in a vertical heated pipe. All fluid properties are assumed to be constant and buoyancy is accounted for within the Boussinesq approximation. Four Eddy Viscosity Models (EVMs) are examined against experimental and numerical (direct simulation) data. The EVMs embody distinct physical refinements with respect to the parent high-Reynolds-number k-ε model. New Large Eddy Simulations (LES) are also presented. Three different CFD codes have been employed in the study: 'CONVERT', 'Code_Saturne', and 'STAR-CD', which are respectively inhouse, industrial, and commercial packages. In general, forced convection flows are best resolved by the LES computations and Cotton-Ismael turbulence model (Cotton and Ismael [1998] ). In mixed convection flows the picture changes and the Launder-Sharma closure [Launder and Sharma, 1974] and 'Manchester f v 2 − ' model [Keshmiri et al., 2008] are in closest agreement with the direct simulation heat transfer data. Under conditions of maximum heat transfer impairment, the mean flow and turbulence profiles are best captured by the Large Eddy Simulations and LS and f v 2 − models. However, no single scheme could be said to be in excellent agreement with the data examined.
NOMENCLATURE
Experimental data for turbulent mixed convection flows have, for the main, been obtained using air as the working fluid. In addition, however, studies employing water have been reported (see below). In the present work computations are undertaken for an ascending air flow (Pr = 0.71) in a uniformly-heated vertical pipe. The general flow configuration is illustrated in Fig. 1 .
In ascending turbulent mixed convection flows heat transfer rates, quantified in terms of Nusselt number, may be either impaired or enhanced with respect to the corresponding forced convection flow at the same Reynolds and Prandtl numbers. The impaired condition occurs at low-to-moderate levels of buoyancy influence, while enhancement is found at very high levels of buoyancy influence. (By contrast, heat transfer is always enhanced in descending flow.) The monograph of Petukhov and Polyakov [1988] and the review papers of Jackson et al. [1989] and Jackson [2006] provide extended discussions of heat transfer performance under mixed convection conditions. A dimensionless group known as the 'buoyancy parameter', Bo, is used to characterize the extent of buoyancy influence. The buoyancy parameter was developed in the semi-empirical analysis of Hall and Jackson [1969] and is written here in the form quoted by Jackson et al. [1989] :
Variable property effects other than those associated with buoyancy become significant where the temperature variations in a flow are large. An appropriate dimensionless measure of axial and radial temperature variations is provided by the 'heat loading parameter',
1.2) Review of Previous Work
Experimental studies of ascending mixed convection air flows include the works of Steiner [1971] , Carr et al. [1973] , Polyakov and Shindin [1988] , Vilemas et al. [1992] and Shehata and McEligot [1998] . Results for water flows are reported by Parlatan et al. [1996] . In recent years the body of experimental data on turbulent mixed convection existing in the literature has been complemented by the appearance of Direct Numerical Simulation (DNS) results. One of the earliest studies on this kind was undertaken by Kasagi and Nishimura [1997] who carried out a simulation of mixed convection between two vertical parallel plates maintained at different uniform temperatures. A focus of the present study is the recent DNS work of You et al. [2003] who conducted a study of turbulent mixed convection in a vertical uniformly-heated pipe for constant property conditions; buoyancy was accounted for using the Boussinesq approximation. You et al. restricted their attention to conditions of hydrodynamically and thermally fully-developed flow. Adoption of the Boussinesq approximation framework is attractive from the viewpoint of turbulence model/computer code validation because it permits an examination of buoyancy effects in isolation from other variable property phenomena (thus q + , Eq. (2) above, is not a relevant parameter of the simulations).
Turbulence model computations of mixed convection flows have been reported by Walklate [1976] , Abdelmeguid and Spalding [1979] , Tanaka et al. [1987] , Cotton and Jackson [1990] , Yu [1991] , Mikielewicz [1994] , Kirwin [1995] and Kim et al. [2006] . All those authors used various forms of two-equation closure and a finding to emerge from the studies taken together was that the 'lowReynolds-number' model of Launder and Sharma [1974] was generally superior to the other variants examined. Cotton et al. [2001] compared the Launder-Sharma scheme against the threeequation closure of Cotton and Ismael [1998] ; the present work includes an examination of the Launder-Sharma and Cotton-Ismael models. Researchers in the field have also evaluated other strategies: for example, Richards et al. [2004] and Kim et al. [2006] report some success in applying the ' f v 2 − ' model of Durbin [1991] to turbulent mixed convection flows.
In addition to studying the Launder-Sharma and Cotton-Ismael eddy viscosity models, the present work examines a revised form of the f v 2 − scheme (the 'Manchester f v 2 − ' model) and the nonlinear formulation of Craft, Launder and Suga [1996] (termed the 'Suga model' below). Large Eddy Simulations are also reported.
2) COMPUTATIONAL STRATEGIES

2.1) Introduction
In the engineering computation of steady turbulent flows, the instantaneous equations of motion and energy are first averaged over time. This process of 'Reynolds-averaging' gives rise to unknown Reynolds stresses and turbulent heat fluxes in the governing equations of the mean flow. It is the role of a turbulence model to achieve closure of the averaged equation set. The mean flow equations are quoted in Section 2.2 below, while various turbulence models are presented in Section 2.3. Large Eddy Simulations, in which the instantaneous equations are 'filtered' (as opposed to averaged), are introduced in Section 2.4. In Section 2.5 there is a discussion of the computational codes employed in the present study.
2.2) Mean Flow Equations
The mean flow equations are written in the Boussinesq approximation. Adopting Cartesian tensor notation, the equations read as follows:
Energy:
2.3) Eddy Viscosity Turbulence Models
The turbulence models examined in the present work may be considered 'refined' in the sense all offer some distinct modification to the parent highReynolds-number formulation of Launder and Spalding [1974] . The four models to be evaluated in Section 3 below are as follows:
2.3.1) The Launder and Sharma Model -'LS Model'
The scale-determining variables most widely selected in two-equation EVMs are the turbulent kinetic energy, k, and ε , the rate of viscous dissipation of k. Within this framework, quantification of the local turbulence level may be made in terms of a turbulent Reynolds number of the form
(where ε is a modified dissipation variable to which the wall boundary condition ε = 0 is applied); departures from 'universality' are parameterized as functions of Re t . The first 'low-Reynolds-number' ε − k turbulence model was proposed by Jones and Launder [1972] ; here a re-optimization of that scheme due to Launder and Sharma [1974] is adopted as a benchmark against which more recent strategies are assessed. Despite the early appearance of the LS closure, it remains one of the more conceptually advanced, and accurate, of a large group of two-equation model variants (Patel et al., 1985; Cotton and Kirwin, 1995) .
Eddy viscosity in the LS model is obtained as:
where
Within the LS model k and ε are determined from the following transport equations:
where:
Note that direct buoyant production terms are omitted from the transport equations, these having been found not to be influential in mixed convection flows (e.g. Cotton and Jackson [1990] ).
The constants appearing in the model are quoted in Table 1 below, while the functions f ε and E ε are given in Table 4 . ' Cotton and Ismael [1998] argued that a fundamental weakness exists in the stress/rate-of-strain relationship of high-Reynolds-number EVMs. Thus, for example, one might consider the constitutive equation of the 'standard' ε − k model [Launder and Spalding, 1974] : under the influence of simple shear, the structural ratio k uv / − as determined by this model varies linearly with the group
2.3.2) The Cotton and Ismael Model -'CI Model
where µ C is a constant. The expression above represents the ratio of the large-scale turbulence timescale ( ε / k ) to the mean strain timescale, (∂U/∂y) -1 . Alternatively, it may be considered as total strain (t.∂U/∂y) truncated on the turbulence timescale. In a preliminary step Cotton and Ismael advanced a generalization of the above relationship based upon dimensional analysis. Hence, quite simply, the structural ratio is now expressed as:
where f is a function to be determined.
The second stage of the development is based upon the proposals of Townsend [1970] and Maxey [1982] and consists of the introduction of an additional transport equation for a 'strain parameter', S:
where ε has now been replaced by ε (cf. the LS model, above). Under equilibrium conditions, S
; where the flow is a non-equilibrium state, Eq. (13) mimics some aspects of Rapid Distortion Theory (RDT), see for example Hunt and Carruthers [1990] . Eddy viscosity in the CI model is obtained as:
Where : [ ]
Note that, in contrast to EVMs in which damping effects are attributed wholly to viscous effects, Eq. (15) rapidly asymptotes to unity. The k-equation of the CI model is identical to that of the LS scheme, while the ε -equation differs only in the value assigned to σ ε and the prescription of the functions f ε and E ε (Tables 2 and 4 ). The transport equations for k and ε in the Suga model take the generic forms of Eqs. (9) and (10). The model constants and functions are given in Tables 3 and 4 . 
2.3.4) The Manchester v 2 -f Model
The paths leading to the advancement of the Manchester f v 2 − model are described in some detail in a companion paper by the authors and their colleagues (Keshmiri et al. [2008] ). In terms of the chronology of the model type development, it is sufficient here to note that that the original f v 2 − scheme was proposed by Durbin [1991] ; refinements were subsequently advanced by Lien and Durbin [1996] , Hanjalić et al. [2004] and Laurence et al. [2004] . The revised forms all sought to improve the 'code friendliness' of the f v 2 − approach, the original model having suffered from numerical problems associated with the 'stiffness' of the equation set. Nonetheless, problems remained, and in particular the variants were apt to be unstable in near-wall regions.
In an attempt to alleviate further the numerical difficulties of f v 2 − methodologies, the present formulation adopts the 'elliptic blending' approach of Manceau [2005] whereby a new equation is introduced for a 'blending parameter', α (Eq. (18), below). In full, the equation set reads as follows:
where v is the wall-normal fluctuating velocity and T t is the large-scale turbulence timescale limited on the Kolmogorov scale,
The blending parameter controls the weighting between near-wall (Eq. (19), below) and homogeneous (Eq. (20)) sub-models that appear in the ϕ -equation (where
The wall boundary condition applied to Eq. (18) is α = 0, an aspect of the current proposal that has a significant effect in reducing the stiffness of the equation set. The k-equation is identical to the standard form (e.g. Launder and Sharma [1974] , while the dissipation rate equation is only slightly modified:
The functions and constants appearing in the Manchester f v 2 − model are listed in Table 5 . 
2.4) Large Eddy Simulations (LES)
The final set of computations undertaken in the course of the present study consists of a series of Large Eddy Simulations. The classical Smagorinsky/Lilly model is employed and the model constant, C s , is set to 0.047. The sub-grid filter width, ∆ is notionally defined as twice the cube root of local cell volume. The Sub-Grid-Scale expression for eddy viscosity may be written as:
Where S , the resolved strain rate is defined as
. To account for near-wall effects the definition of the sub-grid filter width is modified to read as (Lilly [1966] ):
where κ = 0.42 and y is the distance from the nearest wall. Turbulent Prandtl number used to determine sub-grid thermal conductivity is set to 0.9. Details of the physical aspects of the sub-grid model are discussed by Addad [2005] .
In the present work, a total of seven LES runs has been carried out, four of which correspond to the cases of You et al. [2003] .
2.5) Computational Codes
2.5.1) CONVERT
Computations using the first three turbulence models described in Section 2.3 (the LS, CI, and Suga models) have been performed using an in-house code, known as 'CONVERT' (for Convection in Vertical Tubes). The code is written in the 'thin shear' (or 'boundary layer' approximations. CONVERT was originally developed by Cotton [1987] and later extended by Yu [1991] , Mikielewicz [1994] , Kirwin [1995] and Keshmiri [work in progress], amongst others.
The differential equations to be solved are first formally integrated over a control volume and then discretized in accordance with the finite volume/finite difference 'PASSABLE' scheme of Leschziner [1982] . The thin shear equations are of parabolic form and therefore the program is able to 'march' in the streamwise direction. CONVERT differs from PASSABLE principally in that the overall mass continuity constraint is satisfied using the 'exact' method of Raithby and Schneider [1979] .
The radial mesh consists of 100 control volumes and a double expansion technique is employed to ensure good resolution of the near-wall flow (the wall-adjacent node is typically located at + y = 0.5 and half the nodes are located between the wall and + y ≈ 60). Small steps are taken in the axial direction and at-station iteration is applied to ensure a converged solution before the computation is advanced to the next location downstream.
As illustrated in Fig. 2 , each mixed convection run is preceded by an isothermal run in order to generate fully-developed velocity and turbulence profiles at entry to the heated mixed convection section (the isothermal run is started from approximate initial profiles). In order to ensure the flow is fully developed, the pipe length in CONVERT is set to 500D (however, as will be seen later, in the case of the Suga model the flow domain was limited to 50D since converged solutions could not be obtained downstream of that location).
Figure 2. CONVERT solution sequence
Various sensitivity tests were applied to confirm the accuracy of the computational procedures and parameters adopted. 
2.5.2) Code_Saturne Electricité de France (EDF) developed the industrial solver
Code_Saturne for the main purpose of performing thermo-hydraulic computations related to power generation applications [Archambeau et al., 2004] . Code_Saturne has three-dimensional capability and may be used for steady or transient, laminar or turbulent, single phase flows. The code is based on a finite volume approach and stores the flow variables on a fully collocated mesh. The program is used in the present work to undertake computations using the Manchester f v 2 − model (Section 2.3.4, above). (1)) and the present EVM and LES computations are compared against several sets of experimental data and the DNS results of You et al. [2003] .
2.5.3) STAR-CD
In the second section, mean flow and turbulence profiles are presented and comparison is again made with the DNS data of You et al.
3.1) Thermal-Hydraulic Performance in Forced and Mixed Convection
3.1.1) Forced convection
To obtain an initial assessment of turbulence model accuracy, calculations were made for forced convection conditions. Reynolds number and Prandtl number are set to 5300 and 0.71. Values of fully-developed Nusselt number and friction coefficient are shown in Table 6 and Fig. 3 . The first entry represents the DNS data of You et al.; this is followed by results for the four EVMs and the LES run. The third and fifth columns of Table 6 show percentage differences in Nu 0 and c f0 with respect to the DNS values. You et al. [2003] 18. 17. 18 
3.1.2) Mixed convection
The DNS data of You et al. [2003] were generated for Reynolds and Prandtl numbers of Re = 5300 and Pr = 0.71; buoyancy influence was varied by altering the Grashof number. Four simulations are reported by You et al. and these are detailed in Table 7 Also represented in Fig. 4 are the data of Steiner [1971] , Carr et al. [1973] and Parlatan et al. [1996] . While these data were obtained for values of Re, Pr, and Gr different from those of You et al., all are cast in terms of Bo. A factor affecting the experimental data, but not accounted for in the DNS of You et al., or the present simulations, relates to variable property (principally viscosity) influences. Fig. 4 did not report a forced convection Nusselt number and therefore an established heat transfer correlation is employed to normalize the Nusselt number).
The most striking picture to emerge from Fig. 4 is the abrupt and dramatic reduction in heat transfer levels occurring at around 0.15 < Bo < 0.25. DNS Case C (Bo = 0.18) is representative of this laminarized state in which heat transfer levels are only approximate 4/10 ths of those found in forced convection under otherwise identical conditions.
The formulation in closest agreement with the three DNS data points is the LS model. Another model that performs well is the Manchester f v 2 − scheme, although this scheme is not as close to the DNS point at the lowest level of buoyancy influence (Case B; Bo = 0.13). The Large Eddy Simulations indicate that large-scale heat transfer impairment occurs at a lower value of Bo, and interestingly these results, at least at lower levels of buoyancy influence, are in good agreement with the water data of Parlatan et al. [1996] . The CI model returns an unduly late onset of impairment. The Suga model shows a considerable delay in the onset of heat transfer impairment and also significantly under-predicts the extent of impairment (these results are for x/D = 50 because, for cases with relatively high Bo, converged solutions could not be obtained at locations further downstream. Also note that, even with limitation, the Suga model can produce solutions only for buoyancy parameter values up to around Bo = 6). Examining the experimental data for the 'Recovery' region, a general observation might be made that there is considerable scatter in the measurements, a feature that may be due in part to variable property effects. Figure 5 shows normalized local friction coefficient plotted against the buoyancy parameter. Of the turbulence models considered, the Manchester f v 2 − scheme is in closest agreement with the three DNS points of You et al. [2003] as well as the data of Carr et al. [1973] . The LS, CI and Suga models indicate little or no reduction in mixed convection c f below the c f0 level (in the case of the LS model this is in part related to its under-prediction of c f0 , Table 6 ). The Large Eddy Simulations show an early onset of c f -reduction (compare with Fig. 4 for Nu/Nu 0 ); it is also seen that the LES computations return the lowest values of c f /c f0 found in the present study. Note that there is again considerable scatter in the experimental measurements especially for higher Bo.
3.2) Flow Profiles
Computed profiles of velocity, temperature, turbulent kinetic energy, and Reynolds shear stress are next compared against the DNS data of You et al. [2003] . The four cases of Table 7 are examined. Considering first the forced convection case (Case A of Table 7 ), Fig. 6 shows that all four EVMs and the LES computations resolve the mean flow DNS profiles with reasonable accuracy (Figs. 6(a)  and (b) ).
The situation is very different in regard to the turbulent kinetic energy profiles of Fig. 6(c) : the CI model is in close agreement with the data (fully-developed channel and pipe flows having supplied some of the 'target' data used in tuning the model; Cotton and Ismael [1998] ); however, the At the moderate buoyancy influence of Fig. 7 there is no appreciable distortion of the velocity and temperature profiles. Although there is a slight reduction in turbulence levels, the turbulent kinetic energy profiles of Fig. 7(c) show the models to perform in a similar manner to the forced convection case. There is some suggestion in the Reynolds stress profiles of Fig. 7(d) that the CI model and LES computations fail to detect the initial onset of mixed convection influences.
The situation changes radically in Fig. 8 which clearly indicates the 'catastrophic' onset of largescale mixed convection influences. The LES computations and the LS and f v 2 − models capture the 'M'-shaped distortion of the velocity profile ( Fig. 8(a) ). Nevertheless, none of these formulations Figure 7 . Flow profiles for Case B ('Early-onset mixed convection') is in especially close agreement with the DNS data. (Similar M-shapes are also characteristic of velocity profiles in ascending laminar mixed convection flows.) By contrast, the CI and Suga models continue to return velocity profiles that are essentially unchanged from the forced convection distributions. The same grouping of the models is evident in the temperature profiles of Fig. 8(b) . Turbulence collapse is evident in the DNS profiles of Figs The final set of profiles is shown in Fig. 9 . This case (Bo = 0.50) corresponds to the 'Recovery' regime, where heat transfer levels increase above the maximum impairment value (Fig. 4) . All models correctly predict M-shape velocity profiles and the appropriate distortion of the temperature profiles. Examining the turbulent kinetic energy profiles of Fig. 9(c) , the CI and Suga models now join the LS formulation in returning an overly-laminarized flow. The f v 2 − model and LES computations capture the nuances in the DNS-computed near-wall variation of k, although the latter scheme somewhat over-predicts turbulence levels. While no scheme could be said accurately to resolve the DNS Reynolds shear stress profile of Fig. 9(d) , the LES computations and 
4) CONCLUDING REMARKS
Four eddy-viscosity turbulence models and also Large Eddy Simulations have been compared against the forced and mixed convection DNS data of You et al. [2003] . The turbulence models, which all embody different modifications of the parent form, are those of Launder and Sharma ['LS', 1974] , Cotton and Ismael ['CI', 1998 ], Craft, Launder and Suga ['Suga', 1996] and the 'Manchester f v 2 − ' scheme (details of which are given in Keshmiri et al. [2008] ). The classical Smagorinsky/Lilly Sub-Grid-Scale model is adopted for the LES computations.
In terms of forced convection local friction coefficient and turbulence profiles, the LES computations and CI model are in closest agreement with the DNS data. (Although it should be noted that the LES results return a value of Nusselt number that is approximately 10% too high.) All turbulence models and the LES are able to resolve the mean flow velocity and temperature profiles.
The LS model best captures the impairment of heat transfer levels that occurs in ascending mixed convection flows; the f v 2 − scheme also performs well. By contrast, the CI model indicates impairment to occur at unduly high values of a 'buoyancy parameter', Bo, while the Large Eddy Simulations show too early an onset of heat transfer impairment. The Suga model significantly under-predicts the extent of impairment. Flow and turbulence profiles at the maximum impairment condition, where the flow is largely laminarized, are resolved most accurately by the LES computations and the f v
