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In this paper we are concerned with the Dirichlet problem for the one-dimensional
nonlinear heat equation with a singular term:⎧⎨
⎩
ut = uxx − σumu2x + f (x, t), u > 0, (x, t) ∈ Q T ,
u(a, t) = u(b, t) = 0, t ∈ [0, T ],
u(x,0) = u0(x), x ∈ I,
where T > 0, Q T = I × (0, T ], I = (a,b) with a < b, σ > 0, −1m > −2. We ﬁnd that the
problem may have multiple weak solutions for some initial data. To prove this, we need
to study existence of positive classical solutions. In addition, we also discuss existence of a
positive stationary solution for the above problem and relations between solutions of the
above problem and the following problem:{ut = uxx + f (x, t), (x, t) ∈ Q T ,
u(b, t) = u(a, t) = 0, t ∈ [0, T ],
u(x,0) = u0(x), x ∈ I.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the Dirichlet problem of the one-dimensional nonlinear heat equation:
⎧⎪⎨
⎪⎩
ut = uxx − σumu2x + f (x, t), u > 0, (x, t) ∈ Q T ,
u(b, t) = u(a, t) = 0, t ∈ [0, T ],
u(x,0) = u0(x), x ∈ I,
(1)
where T > 0, Q T = I × (0, T ], I = (a,b) with a < b, σ and m are constants. Such equation is called the viscous Hamilton–
Jacobi equation. We observe that when m  −1, problem (1) can be transformed formally into other problems without
gradient term. Indeed, if we let
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1− σ , v = Φ(u) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∫ u
0 exp{− σ1+m y1+m}dy (m > −1),
pu1/p (m = −1, σ < 1),
− ln(u) (m = −1, σ = 1),
−pu1/p (m = −1, σ > 1),
where p = 11−σ , then problem (1) becomes
m > −1:
⎧⎪⎨
⎪⎩
vt = vxx + f (x, t)g(v), (x, t) ∈ Q T ,
v(b, t) = v(a, t) = 0, t ∈ [0, T ],
v(x,0) = Φ(u0), x ∈ I,
(2)
where g(v) = exp{−σ v1+m/(1+m)},
m = −1, σ < 1:
⎧⎪⎨
⎪⎩
vt = vxx + pα f (x, t)v−α, (x, t) ∈ Q T ,
v(b, t) = v(a, t) = 0, t ∈ [0, T ],
v(x,0) = pu1/p0 , x ∈ I,
(3)
m = −1, σ = 1:
⎧⎪⎪⎨
⎪⎪⎩
vt = vxx − f (x, t)ev , (x, t) ∈ Q T ,
lim
b→0−
v(b, t) = lim
a→0+
v(a, t) = ∞, t ∈ [0, T ],
v(x,0) = − ln(u0), x ∈ I,
(4)
m = −1, σ > 1:
⎧⎪⎪⎨
⎪⎪⎩
vt = vxx − (−p)α f (x, t)v−α, (x, t) ∈ Q T ,
lim
b→0−
v(b, t) = lim
a→0+
v(a, t) = ∞, t ∈ [0, T ],
v(x,0) = −pu1/p0 , x ∈ I.
(5)
The corresponding relations between σ and α are⎧⎨
⎩
σ < 1/2 ⇔ −1 < α < 1,
1/2 σ < 1 ⇔ α  1,
σ > 1 ⇔ α < −1.
However, for the case where m < −1, we fail to transform it into one without gradient term. Problems (3)–(5) naturally
arises in physics, biology and so on, see for example [4,5,8,9,15] and references therein.
When σ < 0 and m > 0, this kind of problems has been extensively studied in the last years, see for example [1,3,6,7,12,
14] and references therein. In the special case where σ = −m = −1, this parabolic equation appears in the physical theory
of growth and roughening of surfaces, where it is known as the Kardar–Parisi–Zhang equation, see [10]. A modiﬁcation of
the problem is studied by Berestycki, Kamin and Sivashinsky as a model in ﬂame propagation, see [2].
When m < 0, the equation in (1) is singular at the points where u = 0. In the case, it received a little attention as
far as we know. In this direction, we would like to mention the paper [16] by Xia and Yao, where they studied the high
dimensional problem (1) with m = −1 and σ > 0:⎧⎪⎪⎨
⎪⎪⎩
ut = u − σ
u
|∇u|2 + f (x, t), u > 0, (x, t) ∈ Q T ,
u(x, t) = 0, (x, t) ∈ ∂Ω × [0, T ],
u(x,0) = u0(x), x ∈ I,
(6)
where T > 0, Q T = Ω × (0, T ], Ω ⊂RN is bounded domain with the smooth boundary ∂Ω , and u0 and f (x, t) satisfy{
u0 ∈ C2+α(Ω), u0 > 0 in Ω, u0 = 0 on ∂Ω × [0, T ];
f (x, t) ∈ C2+α,1+α/2(Q T ), f > 0 on Q T ,
for some α ∈ (0,1). They proved that problem (6) admits at least one positive classical solution if σ > 0 and at most one
positive classical solution if σ ∈ (0,1). In addition, they also discussed the asymptotic behaviors of solutions as σ → 0+ and
σ → +∞, respectively. In this paper, we are interested in the case where the initial function u0 is degenerate at ﬁnitely
many points of Ω , i.e. there exists a set S of ﬁnitely many points in Ω such that u0(x) = 0 for all x ∈ S . Restricted by
mathematical techniques, however, we only consider the one-dimensional problem (1). We are concerned with the following
four problems:
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(ii) Nonuniqueness of nonnegative continuous weak solutions;
(iii) Existence of positive stationary solutions;
(iv) Relations between solutions of problem (1) and the following problem:⎧⎪⎨
⎪⎩
ut = uxx + f (x, t), (x, t) ∈ Q T ,
u(b, t) = u(a, t) = 0, t ∈ [0, T ],
u(x,0) = u0(x), x ∈ I.
(7)
To well understand our motivation of studying the second problem, we begin with the following example. Let φ =
(b−a)2
16π2
(1− cos( 4π(x−a)b−a )). Some calculations give⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
φ(x) > 0, x ∈ (a, c) ∪ (c,b),
φ(b) = φ(c) = φ(a) = φ′(b) = φ′(c) = φ′(a) = 0,
lim
x→c
|φ′|2
φ
= 2,
φ′′ − |φ
′|2
φ
+ 1= 0, x ∈ (a, c) ∪ (c,b),
where c = a+b2 . Clearly, u ≡ φ is not a classical solution of problem⎧⎪⎨
⎪⎩
ut = uxx − u2x/u + 1, u > 0, (x, t) ∈ Q T ,
u(b, t) = u(a, t) = 0, t ∈ [0, T ],
u(x,0) = φ(x), x ∈ I.
(8)
However, it is not diﬃcult to verify that it is a solution of problem (8) in the distribution sense. On the other hand, according
to Theorem 2.1 in Section 2, problem (8) admits a maximal, positive, classical solution, so problem (8) admits at least two
solutions in the distribution sense. The fact leads us to consider weak solutions of problem (1), whose deﬁnition is as
follows:
Deﬁnition 1.1. We say that u ∈ L∞(Q T ) ∩ L2(0, T ;W 1,2(I)) is a weak sub-solution (weak sup-solution) of the equation in
(1) if it satisﬁes u > 0 a.e. in Q T , um|ux|2 ∈ L1(Q T ),ut ∈ L2(Q T ), and∫ ∫
Q T
(
utϕ + uxϕx + σumu2xϕ − f (x, t)ϕ
)
dxdt  ()0 (9)
for any nonnegative ϕ ∈ L∞(Q T ) ∩ L2(0, T ;W 1,20 (I)).
We say that u ∈ C(Q T )∩ L2(0, T ;W 1,20 (I)) is a weak solution of problem (1) if it is both a weak sub-solution and a weak
sup-solution of the equation in (1), and satisﬁes u(x,0) = u0(x) in I .
We ﬁrst obtain the following comparison theorem.
Theorem 1.1. Let σ > 0 and m < 0 be constants, and let f (x, t) ∈ L1(Q T ) with f (x, t) 0 a.e. in Q T . Assume that u2 and u1 are a
weak sup-solution and a weak sub-solution of the equation in (1), respectively, and satisﬁes u2  u1 on ∂ I × (0, T ) and u2(x,0) 
u1(x,0) in I . If one of the following two conditions holds:
(i) −1 <m < 0;
(ii) m−1, and there exist positive constants c1 and c2 , such that ui  ci (i = 1,2) a.e. in Q T ,
then u2  u1 a.e. in Q T .
Proof. Let μm = 0 if −1 <m < 0, μm = min{c2, c1} if m−1, and denote gm(s) : [μm,+∞) →R by
gm(s) =
⎧⎪⎪⎨
⎪⎪⎩
∫ s
μm
exp{− σm+1 y1+m}dy (m = −1),
s1−σ
1−σ (m = −1, σ = 1), (10)
ln(s) (m = −1, σ = 1).
714 W. Zhou, P. Lei / J. Math. Anal. Appl. 368 (2010) 711–726By some calculations, one arrives at, for s > 0,
g′m(s) =
{
e−
σ
1+m s1+m (m = −1),
s−σ (m = −1),
and
g′′m(s)
g′m(s)
= −σ sm.
Then, under the above transformation, the equation in (1) becomes(
gm(u)
)
t =
(
gm(u)
)
xx + g′m(u) f (x, t). (11)
Based on this equality, one derives from the integral inequalities of u2 and u1 that∫ ∫
Q T
((
gm(u2)
)
tϕ +
(
gm(u2)
)
xϕx − g′m(u2) f (x, t)ϕ
)
dxdt  0,
∫ ∫
Q T
((
gm(u1)
)
tϕ +
(
gm(u1)
)
xϕx − g′m(u1) f (x, t)ϕ
)
dxdt  0,
for any nonnegative ϕ ∈ L∞(Q T ) ∩ L2(0, T ;W 1,20 (I)), and then we obtain for w = gm(u1) − gm(u2),∫ ∫
Q T
(
wtϕ + wxϕx + f (x, t)
(
g′m(u2) − g′m(u1)
)
ϕ
)
dxdt  0.
Note that ϕ = (w)+ ∈ L∞(Q T ) ∩ L2(0, T ;W 1,20 (I)), where s+ = max{0, s}. Substituting it into the above integral inequality
yields
1
2
b∫
a
w2+ dx+
∫ ∫
Q T
(w+)2x dx+
∫ ∫
Q T
f (x, t)
(
g′m(u2) − g′m(u1)
)
w+ dxdt  0.
Since g′m > 0 and g′′m < 0 in [μm,∞), we have
f (x, t)
(
g′m(u2) − g′m(u1)
)
w+  0 a.e. in Q T .
Hence
1
2
b∫
a
w2+ dx+
∫ ∫
Q T
(w+)2x dxdt = 0.
This implies that w+ = 0 a.e. in Q T , i.e. u2  u1 a.e. in Q T . The proof is complete. 
Corollary 1.1. If −1 <m < 0, then problem (1) admits at most one weak solution.
Due to Corollary 1.1, the focus of the present paper is on the case where m−1.
The rest of the paper is arranged as follows. In Section 2, we study the existence of a maximal, positive, classical solution
by the parabolic regularization. In Section 3, we deal with the nonuniqueness of weak solution. In Section 4, we analyze the
long time behavior of solutions. The relations between solutions of problem (1) and problem (7) are discussed in Section 5.
2. Existence of positive classical solutions
In what follows we make the following assumptions:
(H1) σ > 0, −2 <m−1.
(H2) f ∈ C1,1(Q T ), f > 0 on Q T , ft  0 in Q T .
(H3) u0 ∈ C2(I), u0(a) = u0(b) = 0, u0 > 0 in I .
(H4) u0xx − σum0 u20x + f (x,0) 0 in I .
(H5) u0x(a) = u0x(b) = 0.
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For example, if f (x,0) is strictly positive on Q T , then u0 = C[sin(π(x − a)/(b − a))]n and u0 = C[(x − a)(b − x)]n , where
n 2/(2+m) with −2 <m−1 and C > 0 suﬃciently small, satisfy those assumptions.
The main result of this section reads
Theorem 2.1. Let the hypotheses (H1)–(H4) hold. Then problem (1) admits a maximal, positive, classical solution u ∈ C2,1(Q T ) ∩
C1,0(Q T ) with ut  0 in Q T , ut ∈ L2(Q T ) and umu2x ∈ L1(Q T ). Moreover, u is also maximal among all weak solutions of problem (1)
and possesses the following estimates:
U  u  CU2/(2+m) on Q T for some constant C > 0, (12)
where U denotes the unique, positive, classical solution of problem (7), and C is independent of σ if σ ∈ (0,1),
sup
Q T
|ux| (b − a)max
Q T
f , (13)
sup
0<t<T
b∫
a
(
ut + σumu2x
)
dx (b − a)max
Q T
f , (14)
∫ ∫
Q T
u2t dxdt 
b∫
a
|u0x|2 dx+ (b − a)3
(
max
Q T
f
)2
. (15)
If in addition we assume that (H5) holds and σ  σ∗ , where
σ∗ =:
2(M + 1) +maxQ T f (x, t)
4(M + 1)m+2(b − a + 1)2(m+1) , M = supI |u0xx|/2,
then u also satisﬁes the Neumann boundary condition:
ux(a, t) = ux(b, t) = 0, 0 t  T . (16)
We will prove Theorem 2.1 by parabolic regularization. For this, we consider the regularized problem with  ∈ (0,1):⎧⎪⎨
⎪⎩
ut = uxx − σum u2x + f (x, t), u > 0, (x, t) ∈ Q T ,
u(b, t) = u(a, t) = , t ∈ [0, T ],
u(x,0) = u0(x) + , x ∈ I.
(17)
Lemma 2.1. Let u ∈ C2,1(Q T ) be a positive classical solution of problem (17). Then u   on Q T , moreover, there exists a positive
constant C independent of  , such that
U +   u  CU2/(2+m) +  on Q T , (18)
where U denotes the unique, positive, classical solution of problem (7). Furthermore, the constant C in (18) is independent of σ if
σ ∈ (0,1).
Proof. By the maximal principle and noticing f > 0 on Q T , one can derives that u   on Q T .
Thanks to σ > 0, u is a sub-solution for problem (7). By a standard comparison, one gets u  U +  on Q T .
Below we show the second estimate in (18). Let U = V +  , V = CU 22+m , where C ∈ (0,1) satisfying
2C
2+m maxQ T
U
−m
2+m max
Q T
f + 4σC
2+m
(2+m)2 maxQ T
U2x min
Q T
f .
Noticing −2 <m−1, we obtain
Ut − Uxx + σUm U2x − f  Vt − Vxx + σ VmV 2x −min
Q T
f
= 2C
2+mU
−m
2+m Ut − 2C
2+mU
−m
2+m Uxx + 2mC
(2+m)2 U
− 2(1+m)2+m U2x +
4σC2+m
(2+m)2 U
2
x −min fQ T
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2+mU
−m
2+m f (x, t) + 2mC
(2+m)2 U
− 2(1+m)2+m U2x +
4σC2+m
(2+m)2 U
2
x −min
Q T
f
 2C
2+m maxQ T
U
−m
2+m max
Q T
f + 4σC
2+m
(2+m)2 minQ T
U2x −min
Q T
f
 0 in Q T ,
by Theorem 1.1, one derives that u  U on Q T .
It is easy to see from the above proof that if σ ∈ (0,1), then the above constant C is independent of σ . The proof of the
lemma is complete. 
It follows from Lemma 2.1 and [11, Theorem 4.1, Chapter VI] that for any ﬁxed  ∈ (0,1), problem (17) has a unique
positive solution u ∈ C2,1(Q T ) satisfying (18). By Theorem 1.1, we have
u2  u1 on Q T , 1 > 2 > 1 > 0, (19)
hence, the limit
u(x, t) = lim
↘0u(x, t) (20)
is well deﬁned for all (x, t) ∈ Q T .
The following lemma gives the estimates of the derivative of u .
Lemma 2.2. Let (H1)–(H4) hold. Then, for all  ∈ (0,1), we have
ut  0 in Q T , (21)
∣∣ux(x, t)∣∣
b∫
a
f (x, t)dx in Q T , (22)
b∫
a
(
ut + σum u2x
)
dx
b∫
a
f (x, t)dx, (23)
∫ ∫
Q T
u2t dxdt 
b∫
a
|u0x|2 dx+ (b − a)3
(
max
Q T
f
)2 + (b − a)max
Q T
f . (24)
Proof. We ﬁrst prove (21). Denote v = ut . Differentiating (17) yields
vt = vxx + a vx + b v + ft in Q T ,
where a = −2σum ux,b = −mσum−1 |ux|2  0. By (H4) and continuity, one gets
u0xx − σ(u0 + )m|u0x|2 + f (x,0) 0, x ∈ I,
therefore
v(x,0) = u0xx − σ(u0 + )m|u0x|2 + f (x,0) 0, x ∈ I.
On the other hand, it is clear that v = 0 at x= a,b for 0 < t < T .
Let V = e−M t v , where M = maxQ T b + 1. Simple calculations give
Vt = Vxx + aVx + (b − M)V + e−M t ft in Q T .
Since ft  0 and b − M < 0, the maximal principle implies that V  0, so (21) holds.
Next we prove (22). Since u   , we have
ux(a, t) 0 ux(b, t), 0 < t < T . (25)
Using (21), it follows from (17) that
uxx + f (x, t) 0, (x, t) ∈ Q T ,
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ux +
x∫
a
f (y, t)dy
)
x
 0, (x, t) ∈ Q T ,
by (25), we have
b∫
a
f (y, t)dy  ux(x, t) +
x∫
a
f (y, t)dy  0, (x, t) ∈ Q T ,
which implies (22).
Integrating (17) over (a,b) and using (25) yield
b∫
a
(
ut + σum u2x − f (x, t)
)
dx 0,
which proves (23).
Finally we prove (24). Multiplying (17) by ut , integrating over Q T and noticing ut  0, ut(x, t) = 0 at x = a,b and
ft  0, one gets∫ ∫
Q T
u2t dxdt =
∫ ∫
Q T
(
uxxut − σum u2xut + f (x, t)ut
)
dxdt

∫ ∫
Q T
(
uxxut + f (x, t)ut
)
dxdt
= −1
2
b∫
a
u2x(x, T )dx+
1
2
b∫
a
|u0x|2 dx+
b∫
a
( f u)|t=Tt=0 dx−
∫ ∫
Q T
ftu dxdt
 1
2
b∫
a
|u0x|2 dx+
b∫
a
( f u)(x, T )dx. (26)
By (22) and u(a, t) =  , we have
u(x, t) =
x∫
a
ux(x, t)dx+   (b − a)2 max
Q T
f + ,
hence
b∫
a
( f u)(x, T )dx (b − a)3
(
max
Q T
f
)2 + (b − a)max
Q T
f ,
which and (26) imply (24). The proof of lemma is complete.
By (22), we see that∣∣u(x2, t) − u(x1, t)∣∣ C |x2 − x1|, ∀x2, x1 ∈ [a,b], t ∈ [0, T ], (27)
where C is independent of  . On the other hand, it follows from Gargliardo–Nirenberg inequality, (22) and (24) that for any
δ > 0, there exists a positive constant Cδ independent of  , such that for any t2, t1 ∈ [0, T ],∥∥u(·, t2) − u(·, t1)∥∥L∞(I)  δ∥∥u(·, t2) − u(·, t1)∥∥W 1,2(I) + Cδ∥∥u(·, t2) − u(·, t1)∥∥L2(I)
 2δ sup
0<t<T
∥∥u(·, t)∥∥W 1,2(I) + Cδ|t2 − t1|1/2‖ut‖L2(Q T )
 Cδ + Cδ|t2 − t1|1/2,
718 W. Zhou, P. Lei / J. Math. Anal. Appl. 368 (2010) 711–726where ‖ ·‖W 1,2 and ‖ ·‖L2 denote the norms of the spaces W 1,2 and L2, respectively. This and (27) together with the triangle
inequality show that {u} is equi-continuous on Q T , hence, by Arzela–Ascoli Theorem and (20), one has
u → u uniformly in C(Q T ). (28)
This implies u(x,0) = u0(x) on I . In addition, letting  → 0 in (18) yields
U  u  CU2/(2+m) on Q T . (29)
Thus u is positive in Q T .
By (18) and (22), we derive that H(x, t) := −σum u2x + f (x, t) is locally, uniformly bounded in Q T , from this and the
local regularity result of linear parabolic equations (cf. [13, Theorem 4.7]) it follows that
ux is uniformly bounded in C
β,β/2
loc (Q T ) for some β ∈ (0,1),
by f ∈ C1,1(Q T ), one obtains
H(x, t) is uniformly bounded in C
β,β/2
loc (Q T ) for some β ∈ (0,1),
from the Schauder’s interior estimates it follows that
u is uniformly bounded in C
2+β,1+β/2
loc (Q T ) for some β ∈ (0,1), (30)
and using Arzela–Ascoli Theorem and (20) yield
u → u locally uniformly in C2,1(Q T ) as  → 0+, (31)
so u is a classical solution of problem (1).
Passing to the limit as  → 0+ in (21)–(24), respectively, one gets ut  0 and (13)–(15).
Below we show u ∈ C1,0(Q T ). Integrating (1) over (x0, x) with a < x0 < b yields
ux(x, t) =
x∫
x0
(
ut + σumu2x − f (x, t)
)
dx+ ux(x0, t). (32)
From (14) it follows that for any 0< t < T , ut(·, t), (umu2x)(·, t) ∈ L1(a,b). By the absolute continuity of integral, one derives
from (32) that for any 0 < t < T , ux(·, t) ∈ C[a,b], so u ∈ C1,0(Q T ).
Now we prove that u is maximal among all positive classical solutions of problem (1). We cannot prove this by Theo-
rem 1.1 since we do not know whether a positive classical solution v of problem (1) satisﬁes vt ∈ L2(Q T ). Up to now, we
only know that problem (1) admits at most a positive classical solution for the case where m = −1 and σ ∈ (0,1) (see [16]),
and uniqueness is still open for other cases. We will use the maximal principle to prove this. Let v be a positive classical
solution of problem (1). Then v = v +  satisﬁes by noticing m < 0,
vt  vxx − σ vm |vx|2 + f in Q T .
Based on (11), we obtain(
gm(u)
)
t =
(
gm(u)
)
xx + g′m(u) f in Q T ,(
gm(v)
)
t 
(
gm(v)
)
xx + g′m(v) f in Q T ,
where gm is the same as that in (10) with  instead of μm . Denote w = gm(v) − gm(u). Then w satisﬁes
wt  wxx +
[
g′m(v) − g′m(u)
]
f in Q T ,
and
w(x, t) = 0 at x = a,b, w(x,0) = 0 for x ∈ I.
Assume that there exists a point (x, t) ∈ Q T such that (v − u)(x , t) > 0. Then, w(x, t) > 0 by g′m(s) > 0 for s   ,
therefore, w must reach its maximum at some point (x∗, t∗) ∈ Q T such that
max
Q T
w = w
(
x∗, t∗
)
> 0,
wt
(
x∗, t∗
)
 0, wxx
(
x∗, t∗
)
 0. (33)
(33) implies that v(x∗, t∗) − u(x∗, t∗) > 0. Noticing g′′m(s) < 0, we have[
g′m(v) − g′m(u)
](
x∗, t∗
)
< 0.
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wt
(
x∗, t∗
)
 wxx
(
x∗, t∗
)+ [g′m(v) − g′m(u)](x∗, t∗) f (x∗, t∗)< 0,
which is a contradiction. Hence, w  0 on Q T , i.e. v  u on Q T . Passing to the limit in  yields u  v in Q T , i.e. u is
maximal among all positive classical solutions of problem (1).
Next we prove, by Theorem 1.1, that u is maximal among all weak solutions of problem (1). The proof is very simple. Let
v be a weak solution of problem (1). Noticing m < 0, we see that v = v +  satisﬁes∫ ∫
Q T
(
vtϕ + vxϕx + σ vm v2xϕ − f ϕ
)
dxdt  0
for any nonnegative ϕ ∈ L∞(Q T ) ∩ L2(0, T ;W 1,20 (I)). Recalling Theorem 1.1, we ﬁnd that
u  v = v +  in Q T .
Passing to the limit in  yields u  v in Q T . That is, u is maximal among all weak solutions of problem (1).
Finally, we show (16). We ﬁrst prove the following estimates.
Lemma 2.3. Let (H1)–(H5) hold, and let σ  σ∗ . Then
u  (M + 1)
(
x− a + 1/2)2 on Q T , (34)
u  (M + 1)
(
b − x+ 1/2)2 on Q T , (35)
where M = supI |u0xx|/2.
Proof. Denote
v1(x) = (M + 1)
(
x− a + 1/2)2, v2(x) = (M + 1)(b − x+ 1/2)2.
Since u0(a) = u0(b) = u0x(a) = u0x(b) = 0, by Taylor Theorem, one gets
u0(x) M(x− a)2 on I,
u0(x) M(b − x)2 on I,
hence
v1(x) M(x− a)2 +   u0(x) +  on I,
v2(x) M(b − x)2 +   u0(x) +  on I.
Recalling σ∗ = 4−1(M + 1)−m−2(b − a + 1)−2(1+m)[2(M + 1) +maxQ T f (x, t)], one obtains, for σ  σ∗ ,
(v1)t − (v1)xx + σ vm1
∣∣(v1)x∣∣2 − f (x, t) = −2(M + 1) + 4σ(M + 1)2+m(x− a + 1/2)2(1+m) − f (x, t)
−2(M + 1) + 4σ(M + 1)2+m(b − a + 1)2(1+m) −max
Q T
f (x, t)
 0 in Q T .
This together with Theorem 1.1 proves (34). 
Similarly one can show (35). Passing to the limit as  → 0 in (34) and (35) yield u(x, t) C(x− a)2 on Q T and u(x, t)
C(b − x)2 on Q T , which implies that ux(a, t) = ux(b, t) = 0 for 0 < t < T . The proof of Theorem 2.1 is complete. 
3. Nonuniqueness of weak solutions
In the section, we make the following assumptions on u0:
(H6) u0 ∈ C2(I), u0(xi) = u0x(xi) = 0 (i = 1,2,3, . . . ,n) with a := x0 < x1 < · · · < xn < b := xn+1, and u0 > 0 in I \ S , where
S = {x1, x2, . . . , xn}.
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σ∗ =: max
0i< jn+1
2(Mij + 1) +max[xi ,x j ]×[0,T ] f (x, t)
4(Mij + 1)m+2(x j − xi + 1)2(m+1) , Mij = sup(xi ,x j)
|u0xx|/2,
then problem (1) admits at least 2n weak solutions: one that is maximal, positive, classical solution and the other ones that belong to
C2,1((I \ S) × (0, T )) ∩ C(Q T ) and have zero points in S × (0, T ).
Proof. For 0 i < j  n + 1, denote Ii j = (xi, x j). By Theorem 2.1, for any σ  σ∗ , problem (1) with I = Ii j has a maximal,
positive, classical solution ui, j satisfying ui, j(xi, t) = ui, j(x j, t) = (ui, j)x(xi + 0, t) = (ui, j)x(x j − 0, t) = 0.
Let 0 k n and 0 := i0 < i1 < i2 < · · · < ik < ik+1 = n + 1, and deﬁne
u = u[i0,i1,i2,...,ik,ik+1] =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
ui0,i1 , (x, t) ∈ [xi0 , xi1 ] × [0, T ],
ui1,i2 , (x, t) ∈ [xi1 , xi2 ] × [0, T ],
...
uik−1,ik , (x, t) ∈ [xik−1 , xik ] × [0, T ],
uik,ik+1 , (x, t) ∈ [xik , xik+1 ] × [0, T ].
Clearly, u ∈ C2,1((I \ S) × (0, T )) ∩ C1,0([a,b] × [0, T ]) and satisﬁes
ut = uxx − σumu2x + f (x, t), (x, t) ∈ (I \ S) × (0, T ),
ux(c, t) = 0, ∀c ∈ S, t ∈ [0, T ].
ut ∈ L2(Q T ), um|ux|2 ∈ L1(Q T ). (36)
Choose a small δ > 0 such that (xim − δ, xim + δ) ⊂ (xim−1 , xim+1), 1  m  k. Denote Iδ =
⋃k
m=1(xim − δ, xim + δ) and
Bδ,T = Iδ × (0, T ).
Multiplying (36) by ϕ ∈ L∞(Q T ) ∩ L2(0, T ;W 1,20 (I)) and integrating over Q T \ Bδ,T , one obtains∫ ∫
Q T \Bδ,T
(
ut − uxx − σumu2x − f (x, t)
)
ϕ dxdt = 0. (37)
We have
∫ ∫
Q T \Bδ,T
uxxϕ dxdt =
T∫
0
xi1−δ∫
xi0
(ui0,i1)xxϕ dxdt +
k∑
m=2
T∫
0
xim−δ∫
xim−1+δ
(uim−1,im )xxϕ dxdt +
T∫
0
xik+1∫
xik+δ
(uim−1,im)xxϕ dxdt.
By (ui0,i1 )x(xi0 , t) = (ui0,i1 )x(a, t) = 0, one has
T∫
0
xi1−δ∫
xi0
(ui0,i1)xxϕ dxdt =
T∫
0
(ui0,i1)x(xi1 − δ, t)ϕ(xi1 − δ, t)dt −
T∫
0
xi1−δ∫
xi0
(ui0,i1)xϕx dxdt.
Using Lebesgue dominated convergence theorem and noticing (ui0,i1 )x(xi1 , t) = 0, one obtains, as δ → 0+ ,
T∫
0
xi1−δ∫
xi0
(ui0,i1)xxϕ dxdt → −
T∫
0
xi1∫
xi0
(ui0,i1)xϕx dxdt.
Similarly, one can obtain, as δ → 0+ ,
T∫
0
xik+1∫
xik+δ
(uik,ik+1)xxϕ dxdt → −
T∫
0
xik+1∫
xik
(uik,ik+1)xϕx dxdt,
k∑
m=2
T∫
0
xim−δ∫
xi +δ
(uim−1,im )xxϕ dxdt → −
k∑
m=2
T∫
0
xim∫
xi
(uim−1,im+1)xϕx dxdt,m−1 m−1
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∫ ∫
Q T \Bδ,T
uxxϕ dxdt → −
T∫
0
xi1∫
xi0
(ui0,i1)xϕx dxdt −
k∑
m=2
T∫
0
xim∫
xim−1
(uim−1,im+1)xϕx dxdt −
T∫
0
xik+1∫
xik
(uik,ik+1)xϕx dxdt
= −
∫ ∫
Q T
uxϕx dxdt. (38)
On the other hand, since ut ∈ L2(Q T ) and umu2x ∈ L1(Q T ), one derives that as δ → 0+ ,∫ ∫
Q T \Bδ,T
utϕ dxdt →
∫ ∫
Q T
utϕ dxdt,
∫ ∫
Q T \Bδ,T
um|ux|2ϕ dxdt →
∫ ∫
Q T
um|ux|2ϕ dxdt. (39)
Letting δ → 0+ in (37) and using (38) and (39), one has∫ ∫
Q T
(
utϕ + uxϕx + σumu2xϕ − f ϕ
)
dxdt = 0.
Thus, the function u = u[i0,i1,i2,...,ik,ik+1] is a weak solution of problem (1), moreover, u is positive in Q T for k = 0 and equals
to zero for k 1 in the k lines: (xi1 , t), (xi2 , t), . . . , (xik , t). Obviously, such solutions have at least Ckn . Noticing the identity
n∑
k=0
Ckn = C0n + C1n + C2n + · · · + Cnn = 2n,
one ﬁnds that problem (1) has at least 2n weak solutions. The proof is complete. 
4. Existence of positive stationary solutions
In the section, we are concerned with the existence of a positive stationary solution of problem (1). The result can be
stated as follows.
Theorem 4.1. Let f (x) ∈ C1(I) and f (x) > 0 on I , and let the hypotheses (H1), (H3) and (H4) hold. Assume that u ∈ C2,1(Q T ) ∩
C1,0(Q T ) for any T > 0 is the maximal, positive, classical solution of problem (1) with f (x) instead of f (x, t). Then there exists a
positive stationary solution w ∈ C2(I) ∩ C1(I) of problem (1) such that u(x, t) → w uniformly on I as t → +∞.
Proof. By Theorem 2.1, u satisﬁes ut  0 in Q∞ = I × (0,+∞), and
sup
Q∞
|ux| (b − a)max
I
f , (40)
sup
0<t<+∞
b∫
a
(
ut + σumu2x
)
dx (b − a)max
I
f , (41)
+∞∫
0
b∫
a
u2t dxdt 
b∫
a
|u0x|2 dx+ (b − a)3
(
max
I
f
)2
. (42)
By (40), we have
u(y, t) =
y∫
a
ux(x, t)dx (b − a)2 max
I
f (x) (43)
for all y ∈ [a,b], so u ∈ L∞(Q∞).
Since ut  0, u(x, t2) u(x, t1) > 0 for t2 > t1 > 0, hence, the limit
w(x) = lim u(x, t) (44)
t→+∞
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w(x) u(x, t) u(x,1) > 0 (45)
for all (x, t) ∈ [a,b] × [1,+∞).
Due to (42),
∫ +∞
0
∫ b
a u
2
t dxdt < ∞, then there exists a sequence tn → +∞ such that
b∫
a
u2t (x, tn)dx → 0 (n → +∞). (46)
Let un(x) = u(x, tn). Then un satisﬁes
ut(x, tn) = unxx − σumn |unx|2 + f (x), x ∈ I. (47)
By (40) and (41), we have
sup
Q∞
|unx| (b − a)max
I
f , (48)
b∫
a
umn u
2
nx dx σ−1(b − a)max
I
f . (49)
Using (43)–(46) and (48), we derive from (47) that for any small δ > 0, there exists a positive constant Cδ independent of n
such that
b−δ∫
a+δ
|unxx|2 dx Cδ. (50)
By (44), (48) and (50) and using the embedding theorem, we have
un → w uniformly in C(I),
un → w uniformly in C1
(
I ′
)
, ∀I ′ ⊂ I. (51)
Hence, w ∈ C1(I) ∩ C(I). From (45), (49), (51) and Fatou’s lemma it follows that
b∫
a
wmw2x dx σ−1(b − a)max
Ω
f . (52)
Noticing un(a) = un(b) = 0, we have w(a) = w(b) = 0.
Integrating (47) over (x0, x) for a < x0 < x b, we obtain
unx(x) =
x∫
x0
ut(x, tn)dx+ σ
x∫
x0
umn u
2
nx dx−
x∫
x0
f (x)dx+ unx(x0),
and passing to the limit as n → +∞ and using (45), (46) and (51) we have
wx(x) = σ
x∫
x0
wmw2x dx−
x∫
x0
f (x)dx+ wx(x0). (53)
Clearly, w satisﬁes
wxx = σwmw2x − f (x), x ∈ I.
So, w is a stationary solution of problem (1). Finally, by (52) and the absolute continuity of integral, we derive from (53)
that wx ∈ C(I), i.e. w ∈ C1(I).
It remains to show that limt→+∞ u(x, t) = w(x) uniformly on I . Since un(x) → w(x) uniformly on I , for any  > 0 there
exists some n0, such that for all n n0,
− < u(x, tn) − w(x) < , ∀x ∈ I.
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u(x, t) − w(x) u(x, tn0) − w(x)−, ∀x ∈ I, t  tn0 .
On the other hand, for any ﬁxed t  tn0 , one can choose a suﬃciently large n1 > n0 such that t ∈ [tn0 , tn1 ], and hence
u(x, t) − w(x) u(x, tn1) − w(x) , ∀x ∈ I.
By the arbitrariness of t , we have
u(x, t) − w(x) , ∀x ∈ I, t  tn0 .
In conclusion, we have
−  u(x, t) − w(x) , ∀x ∈ I, t  tn0 .
This ends the proof. 
5. Relations between solutions of problem (1) and problem (7)
Theorem 5.1. Let (H1)–(H3) hold, and let (H4) hold for some constant σ = σ0 ∈ (0,1). Assume that uσ ∈ C2,1(Q T ) ∩ C1,0(Q T ) is
the maximal, positive, classical solution of problem (1) with σ ∈ (0, σ0). Then
uσ → U uniformly on Q T as σ → 0+,
uσ x → Ux strongly in L2(Q T ) as σ → 0+. (54)
If in addition we assume −4/3 <m−1, then
sup
0<t<T
b∫
a
(U − uσ )2 dx+
∫ ∫
Q T
(Ux − uσ x)2 dxdt = o(σ ) as σ → 0+. (55)
Remark 5.1. Let (H4) hold for some constant σ = σ0 ∈ (0,1). Then (H4) holds for all σ ∈ (0, σ0). Hence, under the hypothe-
ses of Theorem 5.1, for any σ ∈ (0, σ0), problem (1) admits a maximal, positive, classical solution uσ ∈ C2,1(Q T ) ∩ C1,0(Q T )
according to Theorem 2.1.
The conclusion (54) can be proved by the following
Lemma 5.1. Under the hypotheses of Theorem 5.1, we have
uσ → U uniformly on Q T as σ → 0+,
uσ x → Ux strongly in L2(Q T ) as σ → 0+.
Proof. Clearly, for any σ ∈ (0, σ0), uσ is a weak solution of problem (1). By Theorem 1.1, we have
uσ2  uσ1 on Q T , σ0 > σ2 > σ1 > 0. (56)
By Theorem 2.1, we see that for all σ ∈ (0, σ0), uσ satisﬁes
U  uσ  CU2/(2+m) on Q T for some constant C > 0, (57)
where C is independent of σ , and
sup
Q T
|uσ x| (b − a)max
Q T
f , (58)
sup
0<t<T
b∫
a
σumσ |uσ x|2 dx (b − a)max
Q T
f , (59)
∫ ∫
u2σ t dxdt 
b∫
a
|u0x|2 dx+ (b − a)3
(
max
Q T
f
)2
. (60)Q T
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U = lim
σ→0+
uσ (61)
is well deﬁned on Q T .
By (58), we see that∣∣uσ (x2, t) − uσ (x1, t)∣∣ C |x2 − x1|, ∀x2, x1 ∈ [a,b], 0 < t < T , (62)
where C is independent of σ . On the other hand, it follows from Gargliardo–Nirenberg inequality, (58) and (60) that for any
δ > 0, there exists a constant Cδ > 0 independent of  , such that for any t2, t1 ∈ [0, T ],∥∥uσ (·, t2) − uσ (·, t1)∥∥L∞(I)  δ∥∥uσ (·, t2) − uσ (·, t1)∥∥W 1,2(I) + Cδ∥∥uσ (·, t2) − uσ (·, t1)∥∥L2(I)
 2δ sup
0<t<T
∥∥uσ (·, t)∥∥W 1,2(I) + Cδ |t2 − t1|1/2‖uσ t‖L2(Q T )
 Cδ + Cδ|t2 − t1|1/2.
This and (62) together with the triangle inequality show that {uσ } is equi-continuous on Q T , hence, by Arzela–Ascoli
Theorem and (61), one has
uσ → U uniformly in C(Q T ) as σ → 0+. (63)
This implies U (x,0) = u0(x) on I and U (a, t) = U (b, t) = 0. In addition, letting σ → 0+ in (57) yields
U  U  CU2/(2+m) on Q T . (64)
Thus U is positive in Q T .
By (57) and (58), the function bσ (x, t) := −σumσ |uσ x|2 + f (x, t) is uniformly bounded in L∞loc(Q T ). By the local regularity
result of linear parabolic equations (cf. [13, Theorem 4.7]) we ﬁnd that
uσ x is uniformly bounded in C
β,β/2
loc (Q T ) for some β ∈ (0,1),
by f ∈ C1,1(Q T ), one obtains
bσ (x, t) is uniformly bounded in C
β,β/2
loc (Q T ) for some β ∈ (0,1),
and then from the Schauder’s interior estimates it follows that
uσ is uniformly bounded in C
2+β,1+β/2
loc (Q T ) for some β ∈ (0,1), (65)
which and Arzela–Ascoli Theorem show that
uσ → U uniformly in C2,1loc (Q T ) as σ → 0+, (66)
hence, U is a classical solution of problem (7). By uniqueness, we see that U = U . Noticing (63), we get the ﬁrst conclusion
of the lemma.
Let wσ = U − uσ . Then it satisﬁes
wσ t = wσ xx + σumσ |uσ x|2 in Q T . (67)
Multiplying it by wσ , integrating over Q T and using (59) and (63), we obtain∫ ∫
Q T
wσ t wσ dxdt +
∫ ∫
Q T
w2σ x dxdt = σ
∫ ∫
Q T
umσ |uσ x|2wσ dxdt

∫ ∫
Q T
σumσ |uσ x|2 dxdt sup
Q T
|wσ |
 C sup
Q T
|wσ | → 0
(
σ → 0+). (68)
On the other hand, from (63) and wσ (x,0) = 0 it follows that
∫ ∫
wσ t wσ dxdt = 1
2
b∫
a
w2σ (x, T )dx → 0
(
σ → 0+).Q T
W. Zhou, P. Lei / J. Math. Anal. Appl. 368 (2010) 711–726 725Combining this and (68) we get the second conclusion of the lemma. The proof is complete. 
Finally we show (55). For this, we need the following estimate.
Lemma 5.2. Besides the hypotheses of Theorem 5.1, we assume that σ ∈ (0, σ0) and −4/3 <m−1. Then, for any α ∈ (0,1) there
exists a positive constant Cα independent of σ , such that∫ ∫
Q T
|uσ x|2
uασ
dxdt  Cα
1− α .
Proof. Multiplying the equation of uσ by uσ /(uσ + δ)α with δ > 0 and integrating over Q T , one has∫ ∫
Q T
uσ t
uσ
(uσ + δ)α dxdt +
∫ ∫
Q T
uσ x
(
uσ
(uσ + δ)α
)
x
dxdt
= −σ
∫ ∫
Q T
umσ |uσ x|2
uσ
(uσ + δ)α dxdt +
∫ ∫
Q T
f (x, t)
uσ
(uσ + δ)α dxdt

∫ ∫
Q T
f (x, t)
uσ
(uσ + δ)α dxdt, (69)
hence ∫ ∫
Q T
uσ t
uσ
(uσ + δ)α dxdt + (1− α)
∫ ∫
Q T
|uσ x|2
(uσ + δ)α dxdt
−αδ
∫ ∫
Q T
|uσ x|2
(uσ + δ)1+α dxdt +
∫ ∫
Q T
f (x, t)
uσ
(uσ + δ)α dxdt

∫ ∫
Q T
f (x, t)
uσ
(uσ + δ)α dxdt. (70)
Passing to the limit as δ → 0+ and using Lebesgue dominated convergence theorem we obtain
∫ ∫
Q T
uσ tuσ
1−α dxdt + (1− α)
∫ ∫
Q T
|uσ x|2
uασ
dxdt 
∫ ∫
Q T
f uσ
1−α dxdt,
therefore,
(1− α)
∫ ∫
Q T
|uσ x|2
uασ
dxdt 
∫ ∫
Q T
f U1−α dxdt + 1
2− α
b∫
a
u0
2−α dx,
where we used the ﬁrst estimate of (57). This implies our conclusion and completes the proof. 
Now we can prove (55). Multiplying (67) by wσ , integrating over Q T and using the second estimate in (57), we obtain∫ ∫
Q T
wσ t wσ dxdt +
∫ ∫
Q T
w2σ x dxdt = σ
∫ ∫
Q T
umσ |uσ x|2wσ dxdt
 σ
∫ ∫
Q T
umσ |uσ x|2U dxdt
 Cσ
∫ ∫
u(2+3m)/2σ |uσ x|2 dxdt, (71)
Q T
726 W. Zhou, P. Lei / J. Math. Anal. Appl. 368 (2010) 711–726where C is independent of σ ∈ (0, σ0). Since −4/3 <m −1, 0 > (2 + 3m)/2 > −1. By Lemma 5.2, there exists a positive
constant C independent of σ such that∫ ∫
Q T
u(2+3m)/2σ |uσ x|2 dxdt  C,
then it follows from (71) that∫ ∫
Q T
wσ t wσ dxdt +
∫ ∫
Q T
w2σ x dxdt  Cσ .
Noticing wσ (x,0) = 0, we have
1
2
b∫
a
w2σ dxdt +
∫ ∫
Q T
w2σ x dxdt  Cσ .
The proof is complete.
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