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The distance d(T1, T2) between triangles (i.e. 3-cycles) T1 and T2 in a graph is the length of the
shortest path joining T1 and T2. In particular, T1 and T2 are intersecting if d(T1, T2) = 0. We say that
two cycles are adjacent if they have an edge in common. A cycle C is triangular if it is adjacent to a
triangle other than C .
As proved by Garey, Johnson and Stockmeyer [21], the problem of deciding whether a planar graph
is 3-colorable is NP-complete. A lot of research has been devoted to suﬃcient conditions for a planar
graph to be 3-colorable. Due to the famous Grötzsch Three Color Theorem [23], all further suﬃcient
conditions allow 3-cycles.
As early as 1970, Havel [25] asked if each planar graph with the minimum distance, d∇ , between
distinct triangles large enough is 3-colorable. There are 4-chromatic planar graphs with d∇ = 1 and
d∇ = 2 (Havel [24,25]) and d∇ = 3 (Aksenov and Mel’nikov [6], modifying Havel’s constructions, and
Steinberg, using a different idea (see [6])). The ﬁrst breakthrough in the positive direction of Havel’s
problem was made only in 2003 by Borodin and Raspaud [17], who proved that every planar graph
with d∇  4 and no 5-cycles is 3-colorable.
Recently, Havel’s problem was solved by Dvorˇák, Král’, and Thomas [20] in the positive, which
means that there exists a constant d such that each planar graph with d∇  d is 3-colorable. (As far
as we can judge, d in [20] is very large.)
Despite this outstanding achievement, we think that the following strongest possible version of
Havel’s problem still deserves attention:
Conjecture 1. Every planar graph without two triangles at distance less than 4 is 3-colorable.
The ﬁrst step towards conﬁrming Conjecture 1 was made by Borodin and Raspaud [17]. The pur-
pose of the present paper is to make another step by proving the following joint extension of the
Grötzsch theorem and the result in [17]:
Theorem 2. Every planar graph with d∇  4 and without triangular 5-cycles is 3-colorable.
Our proof of Theorem 2 is diﬃcult (which is not a surprise due to the non-trivial constructions
with d∇ = 3 given in [6]); it took us several years of work. We would like to see Conjecture 1 proven
some day, so we invite the readers to deepen the ideas in the proof of Theorem 2 below and ﬁrst
prove the following relaxed version of Conjecture 1:
Conjecture 3. Every planar graph with d∇  4 and without triangular 4-cycles is 3-colorable.
We believe that Conjecture 3 is about half way from Theorem 2 to Conjecture 1, so that proving
Conjecture 3 could probably help to prove Conjecture 1.
In the rest of the introduction we brieﬂy survey some results and conjectures related to Theorem 2.
In 1976, Steinberg (see [29]) conjectured that every planar graph without 4- and 5-cycles is
3-colorable. There had been no progress in this direction for a long time, until Erdo˝s (see [29])
suggested a relaxation of this problem: does there exist a constant C such that the absence in a pla-
nar graph of cycles of length from 4 to C guarantees its 3-colorability? Abbott and Zhou [1] proved
that such a C exists, with C  11. This result was later on improved to C  10 by Borodin [7], to
C  9 by Borodin [8] and Sanders and Zhao [28], and to C  7 by Borodin, Glebov, Raspaud, and
Salavatipour [15].
Borodin, Glebov, Montassier, and Raspaud [13] improved the result in [15] by proving that ev-
ery planar graph without 5- and 7-cycles and without adjacent triangles is 3-colorable and showed
counterexamples to the proof of the same result given by Xu in [33].
In [17], Borodin and Raspaud posed the following Bordeaux 3-color conjecture (Bx3CC), which
has common features with Havel’s and Steinberg’s problems: every planar graph without intersecting
triangles (i.e., with d∇  1) and without 5-cycles is 3-colorable. The above-mentioned result in [17]
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Glebov [11]. So the result in [11] is only one step away from Bx3CC.
It follows from well-known constructions (see, for example, [17]) that both Steinberg’s conjecture
and Bx3CC are not superﬂuous: none of their assumptions can be dropped.
Note that the above-mentioned results towards Steinberg’s conjecture and Bx3CC [1,7,8,10,11,15,
17,28,34] do not imply Grötzsch’s theorem [23].
A common generalization of the Grötzsch theorem and the result in [8,28] was obtained by
Borodin, Glebov, Jensen and Raspaud [12]: every planar graph without triangular cycles of length
from 4 to 9 is 3-colorable.
The following Novosibirsk 3-Color Conjecture (Nsk3CC) is posed in [12]: every planar graph with-
out triangular cycles of length 4 and 5 (or, equivalently, 3 and 5) is 3-colorable. Clearly, Nsk3CC is
stronger than Steinberg’s conjecture and Bx3CC.
Theorem 2 conﬁrms a relaxation of Nsk3CC. Another relaxation of Nsk3CC is proved by Borodin,
Glebov and Raspaud in [14]: every planar graph without triangular cycles of length from 4 to 7
(or, which is equivalent, without triangular cycles of length in {3,5,7} or {4,5,7}) is 3-colorable. In
particular, this implies the 3-colorability of planar graphs having no cycle with the length belonging
to any of the sets {4,5,7}, {4,6,7} or {4,6,8} and absorbs the results in [13,15,16,18,19,27,30–32].
Theorem 2 is deduced from Theorem 4 on coloring extension, to be proved in Section 3. The
coloring extension argument in the Three Color Problem was introduced by Grötzsch [23], who proved
that any 3-coloring of a 4- or 5-face in a plane triangle-free graph can be extended to a proper 3-
coloring of the whole graph. Since then, this method has been used in quite a lot of papers.
The proof of Theorem 4 uses what we call “the technique of bad cycles”, which was elaborated
in [4,5,11,12] and our subsequent papers for solving various problems of 3-coloring extension.
We now list some of our recent works in this area, published in Russian.
In [4,5], we give the necessary and suﬃcient conditions for the extendability of a 3-coloring of a
6- or 7-face in a plane triangle-free graph to a 3-coloring of the whole graph. Note that only in 2008,
it became known to us that the result of [4] was obtained by Gimbel and Thomassen in [22].
Aksenov [2] and, independently, Jensen and Thomassen [26] proved the following strengthening of
the Grötzsch theorem: for any vertices x and y in a plane triangle-free graph G , there is a 3-coloring
of G such that x and y are colored differently. Aksenov, Borodin and Glebov [3] proved a similar
stronger result: for any nonadjacent vertices x and y there is a 3-coloring such that x and y are
colored the same. (It is easy to see that the latter result implies the former.)
Finally, we would like to mention a result in [9]: the vertices of every planar graph of girth (which
is the length of the shortest cycle) at least 5 can be partitioned into an independent set and an
induced forest. We think that Grötzsch’s theorem can be strengthened as follows: the vertex set of
every triangle-free planar graph can be partitioned into an independent set and an induced forest.
2. A theorem on coloring extension
Let G be a plane graph, and let V (G), E(G) and F (G) be its sets of vertices, edges and faces,
respectively. We consider only simple graphs. A (proper) 3-coloring of G is a mapping f : V (G) →
{1,2,3} such that f (x) = f (y) whenever x and y are adjacent in G . The size of a face f in a connected
plane graph, denoted by r( f ), is the length of the boundary walk of f (where cut-edges are counted
twice). Denote the degree of a vertex v by d(v); a k-vertex is one of degree k. We write k-vertex
and k-vertex for a vertex of degree at least k and at most k, respectively. Similar notation is used
for cycles, faces and paths of length/size k, k and k; triangle is a synonym for 3-cycle. By (xy) we
denote a vertex obtained by identifying vertices x and y of G .
Let C be a cycle in G; by Int(C) and Out(C) we denote the subgraphs of G induced by the vertices
lying (strictly) inside and outside of C , respectively, and put Int(C) = G −Out(C), Out(C) = G − Int(C).
A cycle C is separating if Int(C) = ∅ and Out(C) = ∅, i.e., there are vertices of G both inside and
outside C . By a chord in a cycle C we mean an edge joining two nonconsecutive vertices of C ; each
chord is either internal or external with respect to C .
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Fig. 2. Examples of bad 8-cycles and their non-extendable 3-colorings.
To formulate the main result to be proved instead of Theorem 2, we need a few more special
deﬁnitions. A vertex or edge is called triangular if it is contained in a triangle. A face f is triangular if
it is adjacent to a triangle other than f . A path is triangular if it contains a triangular edge.
Throughout the paper, by ρ∇(v) we denote the distance from a vertex v to the nearest triangle
of G; in particular, ρ∇(v) = 0 if and only if v is triangular. Triangular vertices of degree 2 are called
special vertices. A triangle incident with a 2-vertex is special (see Fig. 3).
A 6-cycle C in G is bad if Int(C) has an induced subgraph G ′ such that the exterior cycle of G ′ is
C and each internal face of G ′ has size 4. In other words, the area inside a bad 6-cycle has a partition
into 4-cycles of G (see Fig. 1).
Similarly, a triangular 8-cycle C in G is bad if the area inside C is partitioned into a triangular
6-cycle C ′ and 4-cycles of G (see Fig. 2).
The 4- and triangular 6-cycles participating in a bad partition are called its cells. Note that if G has
no triangular 5-cycles then every 4-cell in a bad partition of an 8-cycle C is non-triangular. Thus each
6-cell C ′ shares a triangular edge e′ with its bad 8-cycle, as shown in Fig. 2. Furthermore, due to the
deﬁnition of a bad cycle, every 6-cycle with an internal chord is bad. Similarly, if a triangular 8-cycle
C is split by an internal chord into a 4-cycle and a 6-cycle, then C is bad (see the leftmost examples
in Figs. 1 and 2).
Remark 1. A bad cycle can have a coloring that cannot be extended to the rest of a graph (see Figs. 1
and 2). This explains the forthcoming deﬁnition of a good cycle.
Observe that if a cycle C = v1v2v3 . . . has a triangular chord, say v1v3, then there is a shorter
triangular cycle C ′ = v1v3 . . . . We say that a cycle is reduced if it has no triangular chord. (It is more
convenient to work with reduced triangular cycles than with arbitrary triangular cycles.) A good cycle
is a reduced cycle C such that C is not bad and either |C |  6, or C is triangular and |C |  8. Note
that not all 8-cycles that are not bad are good. (We do not know how to extend 3-colorings from
such non-triangular 7- and 8-cycles, but, fortunately, there is no need in that.)
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Theorem 4. Suppose G is a plane graph with d∇  4 and without triangular 5-cycles; then
(i) G is 3-colorable, and
(ii) if D is a good cycle that has neither non-special vertices in Out(D) nor external chords, then every 3-
coloring of D can be extended to a 3-coloring of G.
Of course, Theorem 4(i) is Theorem 2, the goal of our paper. However, to be able to run induc-
tion on the number of vertices by proving the reducibility of certain conﬁgurations, we need some
technical tool, like Theorem 4(ii). A reader will see that our minimal counterexample G to Theo-
rem 4(ii) possesses some useful structural properties (in particular, the absence of good separating
cycles, 4-cycles other than D , bad cycles, and so on).
More speciﬁcally, by the end of Section 3.1 the structure of G simpliﬁes so much that it becomes
possible to reduce more and more involved conﬁgurations. By the end of Section 3.2, the set of struc-
tural properties of G already becomes incompatible. This fact, which shows that G cannot exist, is
proved by means of discharging in Sections 3.3 and 3.4.
3. Proof of Theorem 4
Suppose that G is a counterexample to Theorem 4 on the fewest vertices. Note that G has no
triangular 5-cycles due to the absence of triangular 5-cycles combined with the property d∇  4.
If G is actually a counterexample to Theorem 4(i), then we can construct a counterexample to
Theorem 4(ii) isomorphic to G as follows. Clearly, G is 2-connected and d(v) 3 for each v ∈ V (G).
By an immediate consequence of Euler’s formula, G has a face f0 of size at most 5. W.l.o.g., we can
assume that f0 is the inﬁnite face of G . Since G is 2-connected, the boundary D0 of f0 is a 5-
cycle. As G has no triangular 5-cycles, D0 has no chords. This implies that D0 is good and has
a 3-coloring ϕ0. However, since G is not 3-colorable by assumption, it follows that ϕ0 cannot be
extended to G . Thus (G, D0,ϕ0) produces a counterexample to Theorem 4(ii).
So, we can assume that a graph G , its good cycle D = d1d2 . . .d|D| , and a 3-coloring ϕ of D yield a
counterexample to Theorem 4(ii) on the fewest vertices. Furthermore, let G have the largest number
of edges among all counterexamples having |V (G)| vertices.
Note that each plane graph with d∇  4, without triangular 5-cycles, and with less than |V (G)|
vertices satisﬁes both (i) and (ii) in Theorem 4.
3.1. Basic structural properties of G
(1) If v ∈ V (Int(D)), then D does not become bad in G − v.
Indeed, if P is a ‘bad’ partition of Int(D) into 4-cycles and possibly a triangular 6-cycle in G − v ,
then P is also a ‘bad’ partition of Int(D) in G , contrary to the assumption that D is good in G . 
(1+) If I ⊆ V (Int(D)), then D fails to remain good in G − I if and only if 7 |D| 8 and I covers all triangles
adjacent to D in G. 
(2) Every special triangle T is adjacent to D, in particular, T = D. Moreover, if T exists, then 7 |D| 8 and
T is the only triangle adjacent to D.
Suppose v ∈ T is a special vertex. If v ∈ D , then T = D , since D has no triangular chord. We
ﬁrst 3-color G − v using the minimality of G , then color the 2-vertex v , and ﬁnally permute colors
if necessary to agree with ϕ on D . This contradicts the choice of (G, D,ϕ) as a counterexample to
Theorem 4(ii).
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If v /∈ D , then it suﬃces to color G − v . Due to (1+), we cannot do so only if 7 |D| 8 and D
is triangular in G but not triangular in G − v . However, for this to happen, T must be adjacent to D
and be the only triangle adjacent to D , as desired. 
In what follows, we assume that if a special triangle T0 exists, then it lies outside D . Thus, the
length of the outside face f∞ of G is |D| + 1 if T0 exists or |D| otherwise.
(3) If G has a reduced cycle C of length at most 8 adjacent to a triangle T = xyz along edge xz, then y /∈ C
and y cannot be adjacent to a vertex of C other than x, z.
This follows by a small case analysis from the absence of triangular chords in C and triangular
5-cycles in G . (The fact that G has no triangular 5-cycles will henceforth be abbreviated to !C∇5 .)
(4) G is 2-connected.
Otherwise, the minimality of G implies that the block of G that contains D can be colored accord-
ing to ϕ due to Theorem 4(ii) combined with (1) and (1+), while every other component or block of
G can be 3-colored by Theorem 4(i). By permuting colors if necessary, this yields an extension of ϕ
to G; a contradiction. 
(5) If v ∈ Int(D), then d(v) 3.
Indeed, if v is an internal 2-vertex, then v is not special due to the assumption made after prov-
ing (2). Hence v is non-triangular, so we can color G − v by (1) and (1+) and then color v . 
(6) G has no separating good cycle S other than D.
Suppose that S is such a cycle. If |S|  5, then D remains good in G − Int(S) by (1+) combined
with !C∇5 (in fact, no vertex in Int(S) can belong to a triangle adjacent to D). Hence, we can ﬁrst
extend ϕ to a 3-coloring ϕ′ of G − Int(S) and then, since S has no external chord, extend the 3-
coloring of S induced by ϕ′ to Int(S).
Now suppose that 6 |S| 8 (see Fig. 3). We ﬁrst try to extend ϕ to G − Int(S), which is smaller
than G . In view of (1+), the only possible obstacle is that 7 |D| 8 and Int(S) covers all triangles
adjacent to D . If deleting some vertex inside S preserves at least one triangle adjacent to D , we are
done. Otherwise, Int(S) = {v} and v belongs to all triangles adjacent to D . It follows from (3) that
d(v) = 2, i.e. v is special. However, then v must lie outside D according to the assumption made after
proving (2), a contradiction.
So, we have got a coloring ϕ′ on S induced by ϕ , and it remains to extend it inside S . Let G ′ be
obtained from Int(S) by deleting the external chords of S if any. We are done if S is good in G ′ , since
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|G ′| < |G|. Suppose otherwise. Since S is reduced in G , it follows that 7 |S| 8 and deleting Out(S)
destroys all triangles adjacent to S in G . (This situation is similar to one described in (1+).) There is
a vertex v0 ∈ Out(S) that belongs to a triangle adjacent to S . Let G ′′ be the subgraph of G induced by
Int(S)∪{v0}. Since S = D , we have |G ′′| < |G|. Due to (3), vertex v0 is special in G ′′ . By the minimality
of G as a counterexample to Theorem 4, we can extend ϕ′ from S to Int(S) and thus get an extension
of ϕ from D to G; a contradiction. 
(7) If a good cycle C in G has a chord d, then |C | ∈ {6,8}, d is external, and d cuts off a 4-cycle from C.
Clearly, C has no chord if |C | 5 due to !C∇5 . If |C | = 6, then the only possible chord of C splits
C into two 4-cycles, and it is external since C is good. If |C | = 7, then no chord can cut off a 3-
cycle from C since C is reduced; neither can it cut off a 4-cycle due to !C∇5 because of the triangle
that makes C triangular. Suppose |C | = 8; then a chord should split C into a 4-cycle and a triangular
6-cycle and be external since C is good. 
(7+) No good cycle in G has an internal chord; D has no chords. 
(8) If C is a good cycle, then there is no 2-path xyz joining two different and nonconsecutive vertices x, z of C
through y ∈ Int(C).
We know by (5) that d(y) 3. So, there is an edge e = yu, where u /∈ {x, z}. In all cases, e easily
leads us to a contradiction with (6) or (7+), as follows. Suppose C is split by path xyz into cycles C ′
and C ′′ , where 4 |C ′| |C ′′| (and |C ′| + |C ′′| = |C | + 4). If |C ′′| 5, then u /∈ Int(C ′′) by (6) combined
with (7) or !C∇5 . The same is true for C ′; a contradiction.
If |C | 6, then it remains to assume that |C ′| = 4, |C ′′| = |C | = 6, and u ∈ Int(C ′′). Note that C ′′ is
good, for otherwise a bad partition of C ′′ combined with 4-cycle C ′ would give a bad partition of C ,
contrary to the assumption that C is good. This combined with (7+) implies that e cannot be a chord
in C ′′ . Hence, C ′′ is a separating good cycle, contrary to (6).
Now suppose that 7  |C |  8. If |C ′| = 4 (so that |C ′′| = |C |), then again C ′ is facial and C ′′ is
good, contrary to (6) or (7+). If |C ′| = 5, then 6  |C ′′|  7; now C ′ is still a facial non-triangular
cycle, which implies that C ′′ is triangular, as 7 |C | 8. If |C ′′| = 7, then C ′′ is good by deﬁnition; if
|C ′′| = 6, then C ′′ does not allow a bad partition since C ′′ is triangular. Thus, C ′′ is good again, contrary
to (6) or (7+). For |C ′| 6 we must have |C ′′| 6, which implies that |C ′| = |C ′′| = 6. W.l.o.g., suppose
C ′′ is triangular; then C ′′ is facial by the above argument. Now C ′ cannot be facial since d(y)  3.
Due to (6) and (7+), C ′ is a bad 6-cycle, which implies that C is a bad 8-cycle whose 6-cell is C ′′;
a contradiction. 
(9) Suppose C is a good cycle and a 3-path P = wxyz joining two different and nonconsecutive vertices w, z
in C through x, y ∈ Int(C) is such that the 2-path wxy is incident with a 5-face f . Then P cuts from C
a 5-face f = uwxyz, where u ∈ V (C) (see the left-hand conﬁguration in Fig. 4).
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Suppose the contrary. The argument in proving (8) is applied with obvious changes; P splits Int(C)
into two cycles, C ′ and C ′′ , where 5  |C ′|  |C ′′| and |C ′| + |C ′′| = |C | + 6  14 (see the right-hand
conﬁguration in Fig. 4). Since d(x) 3 by (5), and due to the presence of f , each of C ′ , C ′′ either is
separating or contains an internal chord. Due to (6) combined with (7+), none of C ′ , C ′′ is good.
Thus, |C ′| 6. If |C ′| = 6, then C ′ is bad, since it is reduced due to !C∇5 . If, furthermore, |C ′′| = 6,
then C ′′ and hence C are also bad; a contradiction. So assume 7 |C | = |C ′′| 8. Note that C ′′ cannot
have a triangular chord in the presence of 5-face f due to the facts that C is reduced and edge
yz is non-triangular. As the bad 6-cycle C ′ is non-triangular, C ′′ must be triangular. Since we already
know that C ′′ is not good, it follows that C ′′ is bad. Now the union of bad partitions of Int(C ′) and
Int(C ′′) shows that C is bad; a contradiction.
Finally, suppose that |C ′| = |C ′′| = 7, which means that |C | = 8. By the above argument, both C ′
and C ′′ are reduced and non-good. However, C is good and hence triangular. This implies that at least
one of C ′ and C ′′ is triangular and good; a contradiction. 
Observe that, in particular, (8) and (9) are valid for D .
3.2. Further properties of G
(10) Remark about precautions while transforming G . In what follows, we shall make G into smaller
graphs by deleting and identifying vertices, combinedwith inserting edges. To staywithin the assumptions
of Theorem 4(ii), we should not (a) identify two vertices of D, except under some special circumstances,
when D turns into a ‘suitable’ cycle D ′ with a ‘suitable’ pre-coloring ϕ′ , or (b) create an edge between
two vertices of D colored the same. Furthermore, we should not create (c) loops, (d) multiple edges,
(e) triangles, (f) triangular 5-cycles, or (g) decrease d∇ . Observe that, assuming (e), the only way to violate
(f) or (g) is to identify two vertices on a triangular path or create a 3-path between two triangles that
already exist in G. Another possible obstacle is (h) making D into a bad cycle. Finally, (i) we should not
create chords or non-special vertices outside the pre-colored cycle D ′ , which can either coincide with D
or, as a rare exception, be another good cycle produced by our transformation. Note that in what follows
we would never insert vertices nor edges outside D unless D is changed into another cycle. So, (i) can be
an obstacle only if D ′ = D. 
(11) G has no 4-cycles other than D.
By (6), G has no separating 4-cycle. Of course, G has no 4-cycle with a chord. So suppose f = wxyz
is a face inside D .
First observe that identifying w with y (or x with z) within f cannot violate (10)(a); for example,
suppose w, y ∈ D . Clearly, w and y are not consecutive along D by !C∇5 . Due to (8), neither of x, z can
be internal. It follows from (7+) that the only obstacle for (10)(a) is the trivial case of G = D = wxyz.
Now suppose (10)(b) is an obstacle for identifying x with z. W.l.o.g., x ∈ D , z /∈ D , and there is an
edge zdi such that di ∈ D , where di = x and di is not adjacent to x along D (see Fig. 5). By (7+), (8)
and !C∇5 , both y and w must be internal, which contradicts (9).
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Since we neither change D or ϕ before, nor insert vertices or edges outside D in what follows, we
cannot violate (10)(i). Next consider (10)(c)–(e). Clearly, identifying x with z can create neither loops
due !C∇5 , nor multiple edges or 3-cycles due to (8).
Now suppose (10)(f) is an obstacle, i.e. we have created a triangular 5-cycle C by identifying x
with z. Note that C either can be reduced or can contain only one triangular chord due to !C∇5 . In
any case, G has a triangular path P = xv1 . . . vkz of length 4 or 5 without triangular chords. By !C∇5
again, neither of y, w is contained in P . So, G has reduced triangular cycles C y = zyxv1 . . . vk and
Cw = zwxv1 . . . vk , each of length 6 or 7. W.l.o.g., we can assume that w lies strictly inside the good
cycle Cy , which contradicts (8).
We now take care of (g), i.e., check that at least one identiﬁcation, of x with z or y with w , does
not decrease d∇ . Suppose y is a vertex in f whose distance ρ(y) to the triangles of G is the least.
If ρ(y) 2, we have nothing to prove. So suppose ρ(y) 1, and let T be the triangle nearest to y.
Then the distance from each of x, z to any triangle T ′ = T is trivially at least 2. Observe that !C∇5
implies that the distance from each of x, z to T is (strictly) greater than from y to T , i.e., than ρ(y).
Thus, we are done unless ρ(y) = 0; in this case the distance from x, z to T is 1, while to T ′ it is at
least 3, so that we again can identify x with z without decreasing d∇ .
Finally, suppose collapsing 4-face f by identifying x with z makes D into a bad cycle in the graph
G∗ obtained, i.e., (10)(h) is an obstacle. Let S∗ be a bad partition of G∗ . If all cells of S∗ already exist
in G , then S∗ combined with the cell wxyz forms a bad partition of D in G , a contradiction. So, we
can assume that some cells of S∗ are created by identifying x with z. Since such new cells cannot lie
inside each other and their interiors do not intersect, there may be at most one new cell, say C y , that
contains y non-strictly inside and at most one new cell Cw that contains w non-strictly inside. Since
x, z and y,w are the pairs of opposite vertices of f , it follows that any new cell C has precisely one
of the edges (xz)y or (xz)w in its interior while the other edge lies in its exterior. Hence C is one of
Cy , Cw , which implies that Cy and Cw are the only possible new cells of S∗ .
Assume that Cy = (xz)y1 . . . yk , where k ∈ {3,5} and Cy is triangular if k = 5. Then in G we have
a 6- or triangular 8-cycle C ′y = xwzy1 . . . yk that contains y non-strictly inside. Note that C ′y must be
bad either by (8) if y is strictly inside C ′y , or by (7) if y coincides with one of yi ’s. Moreover, we can
assume that the bad partition of C ′y contains the 4-cell wxyz, for otherwise we can subdivide the cell
containing path xwz into a cell wxyz and some other cell by inserting the path xyz. Similarly, we can
assume that C ′w (if it exists) is also bad and contains the cell wxyz. Now the union of bad partitions
of C ′y and C ′w (with the joint cell wxyz) augmented by all cells in S∗ except Cy and Cw produces a
bad partition S of D in G , which is a contradiction (see Fig. 6).
More speciﬁcally: If Cw does not exist, then in the case |C y | = 6 we have |D| = 8 and Cy is a
6-cell of S∗ in G∗ , while in G the 6-cell of S lies inside the bad 8-cycle C ′y . Suppose |Cy | = 4; then
the 6-cell in S∗ exists if and only if |D| = 8, and it is the same both in S∗ and in S . Finally, if |D| = 6,
then necessarily |Cy | = 4, and the argument is even simpler. It remains to assume that both C y and
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bad partition of D in G can be produced from their bad partitions, where wxyz is a common cell,
and S∗ − {Cw ,Cy}.
Thus, one of the identiﬁcations — x with z, or w with y — satisﬁes (10)(g), while each of them
avoids all the other obstacles listed in (10), which completes the proof of (11). 
(11+) G has no bad cycles. 
(12) G has no internal non-triangular faces of size greater than 5.
The proof proceeds along the lines of proving (11). Suppose f = wxyzt . . . is such a face inside D .
If all vertices of f lie on D , then G has no vertices inside D by (7), and we are done. So suppose
y /∈ D .
First observe that identifying x with z within f cannot create loops, multiple edges, or 3-cycles.
The ﬁrst follows since f is non-triangular, the second from (11), and the third yields a separating
5-cycle other than D due to (5) applied to y. If we have created a triangular 5-cycle C = xv1 . . . v4
by identifying x with z, i.e. (10)(f) is an obstacle, then G should have a separating triangular 7-cycle
C ′ = xv1 . . . v4zy, which is impossible by (6).
Now consider (10)(a); namely, suppose x, z ∈ D . This contradicts (8). If (10)(b) is an obstacle, then,
w.l.o.g., x = d1 ∈ D , y, z /∈ D , and there is an edge zdi such that di ∈ D and zdi creates a chord under
contraction. Let D be cut by d1 and di into paths P1 and P2. Since we have already proved (10)(c)–
(10)(f), we can assume that neither of P1, P2 consists of fewer than 3 edges or of fewer than 5
edges being triangular. It follows that either D is non-triangular with |D| = 6, or it is triangular with
|D| = 8. In each case, y belongs to a non-facial 6- or triangular 8-cycle, which neither can be bad due
to (11+), nor separating due to (6). This contradicts (5) applied to y /∈ D .
Suppose (10)(g) is an obstacle for identifying x with z. Since we have already proved (10)(a) and
(10)(b), we can assume that x, y, z /∈ D . Observe that we can identify either x with z, or y with w ,
or else y with t without decreasing d∇ . Indeed, if ρ(x)  1 then the argument as in proving (11)
shows that ρ(w) 2 and ρ(y) 2, so that we can identify w with y. Similarly, if ρ(z) 1, then the
identiﬁcation of y with t becomes possible, while if ρ(x)  2 and ρ(z)  2, then we can identify x
with z.
Finally, the proof that (10)(h) cannot be an obstacle becomes easier than in (11) due to (11), (11+).
Indeed, assume that identifying x with z makes D bad. Then by (11), all 4-cells in the bad partition
of D are created by this identiﬁcation. Clearly, if C1 = (xz)y1 y2 y3 is such a 4-cell, then we have a 6-
cycle C ′1 = zyxy1 y2 y3 in G . Since d(y) > 2 by (5), it follows by (6), (7), (11+) that C ′1 is the boundary
cycle of f . So, the bad partition of D contains only one 4-cell, namely C1. This means that D is a
triangular 8-cycle split by a chord into a 4-cell and a 6-cell. However, such a 4-cell cannot be created
by identifying x with z, since we have already checked (10)(a) and (10)(b). 
(13) Lemma on large faces. G has no internal >7-faces.
Take such a face f = x1x2 . . . xk . By (12), we have a triangle T = x3x4 y. Since G has the maximum
number of edges, it suﬃces to add an edge x1x6 avoiding all obstacles listed in (10).
Clearly, to violate (10)(a) or (10)(c) is impossible since x1 = x6 due to (4). Now look at (10)(d):
if G already has an edge x1x6, then G has a triangular 6-cycle C = x1 . . . x6. If C contains y inside,
then C separates y from x7 and x8, contrary to (6). So suppose C contains x7 and x8 inside; then
C = D due to (6) again. (In particular, T is the special triangle of G .) We delete x3 and y and either
join x2 with x4 by an edge (if ϕ(x2) = ϕ(x4)) or identify these vertices otherwise. The outside cycle
D ′ of the graph G ′ obtained has length 4 or 5, and we easily color ﬁrst G ′ , and then G . A similar
argument works for (10)(e). Since neither x1 nor x6 has a triangle at distance less than 2 because of
the presence of T , it follows that neither (10)(f) nor (10)(g) is violated.
We now check that (10)(b) is satisﬁed, i.e., ϕ cannot be spoilt. The edge x1x6 splits D into paths
P1 and P2. As (10)(d) and (10)(e) have been already checked, we can assume that each of P1, P2
has at least three edges. Since (10)(f) is no more an obstacle, we can assume that none of P1, P2 is
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a triangular path of length 3 or 4. Since |D| 8, it remains to assume that, say, P1 consists of three
non-triangular edges, while P2 is a triangular path of length 5 or non-triangular path of length 3.
Let C ′ be the cycle consisting of paths x1 . . . x6 and P1. Since C ′ is a triangular 8-cycle, it follows
by (6) and (11+) that C ′ cannot be separating and different from D . Thus we either have C ′ = D
and P2 = x1 . . . x6, or C ′ = f and P1 = x1x8x7x6 (where f is an 8-face and d(x7) = d(x8) = 2). In the
former case, we ﬁrst try to remove y and x3 and identify x2 with x4, as in proving (10)(d). If this
fails, i.e., ϕ(x2) = ϕ(x4) then, using symmetry, we try to remove y and x4 and identify x3 with x5
(note that now we cannot join x2 with x4 by an edge, since D becomes a non-triangular 7-cycle).
If ϕ(x3) = ϕ(x5) then it follows that ϕ(x2) = ϕ(x5), so that we can remove y, x3, x4 and identify x2
with x5 (in this case D becomes a non-triangular 5-cycle). In the latter case, i.e. when C ′ = f and
P1 = x1x8x7x6, we remove x8 and either join or identify x1 with x7. Observe that in both cases D
remains triangular (if it was triangular in G) as it contains the triangular path P2.
Finally, suppose adding the edge e = x1x6 makes D into a bad cycle, contrary to (10)(h). Then
|D| ∈ {6,8}. Of course, e should participate in a bad partition P of D in G + e and, furthermore,
belong to two neighbor cells, C1 and C2, where, say, |C1| = 4. Due to (6) and (11+) applied to the
path x1 . . . x6 combined with the paths C1 − e and C2 − e, C2 cannot be a 4-cell in P . So, P has
only one 4-cell, namely C1, which implies x1 ∈ D and x6 ∈ D . Thus (10)(h) reduces to the already
checked (10)(b). 
(13+) Suppose an internal face f = x1x2 . . . has a vertex in common with a triangle T = x2 yz, where {y, z}∩
{x1, x3} = ∅; then f is a pentagon.
Indeed, otherwise 6 r( f ) 7 by (13). Due to (12), f must be adjacent to a triangle T ′ . Clearly,
T ′ = T and the distance from T ′ to T is at most 3; a contradiction. 
(13++) (i) There is no path of three consecutive 2-vertices in G.
(ii) No path of two 2-vertices is incident with an internal 5-face.
(iii) There is no path d2d3d4 ∈ D such that d(d2) = d(d4) = 2, d(d3) = 3, and d3 is incident with two
internal 5-faces (see Fig. 7).
Observe that (ii) follows from (8). To prove (i) suppose P = d1d2 . . .dk+1, k 4, is the longest path
whose all vertices d2, . . . ,dk have degree 2. Since G is non-trivial and, by (4), 2-connected, it follows
that d(d1) 3, d(dk+1) 3, and d1 = dk+1. Let f = d1u1 . . .uldk+1dk . . .d2 be the internal face incident
with P . By (7+), (8) and (13) combined with our assumption, we have l = 2 and k = 4. First observe
that none of ui is in D due to (7+). Then by (8), the only vertex in D adjacent to u1 other than d1
may possibly be d|D| .
Suppose u1 is adjacent to d|D| , which implies that u2 is not adjacent to dk+2 = d6. By the absence
of separating triangles in G , it follows that d(d1) = 3. We delete d1, . . . ,d4; then the outside cycle D ′
of the graph G ′ obtained has no chords, so that ϕ can be extended to D ′ . Since D ′ is by two shorter
than D , it need not be triangular in order to be good and cannot become bad due to (11). Thus, we
extend ϕ ﬁrst to G ′ and then to G .
Now suppose that the only edges between ui ’s and D are d1u1 and u2d5. Then we delete d2,d3,d4
and argue as above.
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and u3 are internal and adjacent in D only to d1 or d5, respectively. By (7+) and (8), u2 is internal
and is not adjacent to any vertex in D other than d3. Hence, the outside cycle D ′ of the graph G ′
obtained by deleting d2, d3, and d4 has no chords, so that we extend ϕ to u1, u2, and u3 (in this
order); then, since |D ′| = |D| and D ′ is good in G ′ by (11+), it follows that ϕ can be extended to the
rest of G . 
(14) Every triangular internal vertex x has degree at least 5, unless its triangle is the only triangle adjacent
to D, called the sentinel.
Let a triangle T = xy1z1 be adjacent to 6-faces f y = xy1 y2 . . . yk and f z = xz1z2 . . . zl .
Case 1. d(x) = 3. So, yk = zl; we delete x and identify y1 with yk . Since no triangle in G is adjacent to
a 5-cycle, it follows that (10)(c)–(10)(e) hold. Observe that T disappears, while every other triangle
of G lies at distance at least 4 from y1 and at least 3 from yk , so that neither (10)(f) nor (10)(g) is
an obstacle.
Clearly, (10)(a) is not an obstacle due to (8). Hence, in checking (10)(b) we can assume that pre-
cisely one of y1, yk is d1 ∈ D , while the other is adjacent to di ∈ D . The vertices d1, di split D into
paths P1 and P2. By the already checked (10)(c)–(10)(e), each of P1, P2 consists of at least 3 and
at most 5 edges; moreover, none of them is triangular due to the presence of T in G . Hence, D is a
non-triangular 6-cycle. This implies that the 3-path d1 . . . x . . .di combined with each of P1, P2 forms
a triangular 6-cycle. However, one of them is separating, contrary to (6) combined with (11+).
Finally, checking that (10)(h) cannot be an obstacle repeats the argument in proving (12) and is
omitted.
Case 2. d(x) = 4. Now yk = zl; we delete x and identify y1 with yk , while z1 with zl . The argument
used in Case 1 actually shows that none of (10)(a)–(10)(g) is an obstacle to this operation. As for
(10)(h), by (6) and (11+) it follows that we can create at most three 4-cycles; each by collapsing
one of 6-faces y1xyk . . . or z1xzl . . . or a 5-face ykxzl . . . . The argument as in proving (12) shows that
the bad partition of D cannot have only one 4-cell. However, if it contains at least two 4-cells, then
some two of them must be adjacent, which is impossible for the 4-cycles created since d(yk) > 2 and
d(zl) > 2 by (5). (Observe that neither yk nor zl can be a 2-vertex in D since x is internal.) 
3.2.1. Reducible conﬁgurations of Grötzsch’s type
Up to the end of Section 3.2, we consider some analogs of the well-known reducible conﬁguration
due to Grötzsch [23], which is a 5-face incident with at least four 3-vertices.
Deﬁnition. In what follows, by Γ5 and Γ4 we mean an internal 5-face f incident with ﬁve or precisely
four internal 3-vertices, respectively. Suppose f = u1 . . .u5, where d(u1) > 3 or u1 ∈ D if f = Γ4 (see
Fig. 8). Observe that in fact the vertex u1 in Γ4 that fails to be an internal 3-vertex has d(u1) > 3
even when u1 ∈ D . Let wi be the outgoing neighbor of ui , (uniquely) deﬁned whenever 1 i  5 for
Γ5 and whenever 2 i  5 for Γ4, and let ρi be the distance from wi to the nearest triangle. If the
face wiuiui+1wi+1 . . . is a pentagon, where addition is modulo 5, then its ﬁfth vertex will be denoted
by xi , 1 i  5.
Deﬁnition. Let G∗ = G − {us, . . . ,u5}, where s = 1 or s = 2 provided that f is Γ5 or Γ4, respectively,
and let f ∗ be the new face created by this deletion. By βi -insertion we mean adding an edge wiwi+3
inside f ∗ , where i = 2 for Γ4 and 1 i  5 with modulo 5 addition for Γ5.
(15) The βi -insertion is possible (i.e., leads to a graph satisfying the hypothesis of Theorem 2), unless
(i) wi ∈ D and wi+3 ∈ D, or
(ii) ρi + ρi+3  2.
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We check the list of obstacles (10) for this operation with, say, i = 2. A loop implies a 4-cycle
w2u2u1u5w5, where w2 = w5, contrary to (6). If the edge w2w5 already exists in G , we have a
separating 5-cycle w2u2u1u5w5, which is impossible by (6). Creating a triangle w2w5z implies a
separating 6-cycle w2u2u1u5w5z in G; here z = w1 by (11). If we have created a triangular 5-cycle
by adding w2w5, then G has a separating triangular 8-cycle, which contradicts (6) and (11+).
Clearly, we do not identify two vertices of D by adding w2w5. The obstacles (10)(b) and (10)(g) are
excluded by assumption. Finally, we check (10)(h). Since w2 /∈ D or w5 /∈ D , a bad partition obtained
by the insertion of e = w2w5 has at least three cells, so that e lies on the boundary of two 4-cells,
C1 and C2, due to (11). However, in this case G contains a separating 6-cycle C1 ∪ C2 − e, contrary
to (6). 
Deﬁnition. If a triangular vertex v is joined to a face P through a non-triangular path of length 1
or 2 whose terminal vertex (in P ) has degree 3 and is not in D , then v is a sponsor of P , and P is
dependent on v . Some examples of sponsors of Γ5 and Γ4 are shown in Fig. 8.
Deﬁnition. A sponsor v for a face P = p1p2 . . . is double if v reaches P by two paths of length 2 that
form a 5-face vypi pi+1z, where pi pi+1 is the edge of P and at least one of pi, pi+1 is an internal
3-vertex (see the left-hand example in Fig. 8).
(16) Lemma on Γ 5. If f = Γ5 , then
(∗) w1 ∈ D and w3 ∈ D imply that both w4 and w5 are internal,
(i) wi /∈ D implies ρi  1 whenever 1 i  5; moreover, if ρi = 0 then the edge uiwi is incident with
a 7-face, and
(ii) f has at least three sponsors, including at least one that is not double.
Suppose w1 ∈ D and w3 ∈ D . Then D must be split by w1 and w3 into two paths, P ′ and P ′′ , of
length at least three each (to avoid separating 6-cycles). If one of these paths is triangular, then its
length should be at least 5 in order to avoid separating triangular 8-cycles. All this is only possible
if |D| = 6 or 8, with the only possible splitting into paths being 3+ 3 or 3+ 5, respectively.
If so, then each of P ′ and P ′′ combined with path w1u1u5u4u3w3 yields either an 8-cycle or a
triangular 10-cycle, which is separating and denoted by C ′ , C ′′ , respectively. W.l.o.g., suppose that
w5 ∈ P ′; then edge u5w5 splits C ′ into two cycles. If |C ′| = 8, then this splitting is either into a 3-
and 7-cycle, but a 3-cycle adjacent to our f cannot exist, or a 4- and a 6-cycle, which contradicts
(11), or else into two 5-cycles, one of which is separating, contrary to (6). So suppose |C ′| = 10, i.e.,
that path P ′ is triangular. Our C ′ may possibly be split into a 5-cycle and a triangular 7-cycle or
1308 O.V. Borodin et al. / Journal of Combinatorial Theory, Series B 102 (2012) 1295–1320into two 6-cycles. In both cases, one of the cycles is separating, which contradicts (6) and (11+). This
completes the proof of (∗).
Next observe that if we can perform a βi-insertion, i.e., delete all ui ’s and insert edge wiwi+3
without violating the hypothesis of Theorem 2, then we can extend ϕ to the graph obtained by the
minimality of G . Now since the list of cardinality 2 on the 5-cycle C = u1 . . .u5 is choosable (because
it is not constant), we get an extension of ϕ to C ; a contradiction. So, we assume that none of the
ﬁve βi ’s is possible.
Suppose some wi /∈ D , say, w2 /∈ D . If ρ2  2 then by (15), we should have ρ4 = ρ5 = 0, which
contradicts the presence of the path w4u4u5w5 in G . To complete the proof of (i), suppose that ρ2 = 0
and u2w2 is incident with two 6-faces. Observe that ρ1  2, ρ3  2, and hence w1 ∈ D , w3 ∈ D:
this is trivial if, say, r( f ′) = 5, where f ′ = w1u1u2w2 . . . , and follows from (13+) when r( f ′) = 6.
By (∗), both w4 and w5 are internal. Now we see from (15) that the only way to prevent β1- and
β5-insertions is to have ρ4 = ρ5 = 0, which is impossible by the remark above.
In order to prove (ii), consider the set of sponsors of our f . Due to the absence of short separating
cycles in G , the only way for two such vertices to coincide is to be opposite to an edge in a 5-face
adjacent to f , i.e., to be a double sponsor. Indeed, wi = wi+2 whenever 1 i  5, and so the presence
of a path wivwi+2 implies a separating 6-cycle wiuiui+1ui+2wi+2v = D , contrary to (6) combined
with (11+). In particular, this argument implies that f cannot have more than two double sponsors.
Thus, if all the ﬁve wi ’s are internal or ρi  1, then each is at distance at most 1 from a certain
sponsor due to (i), and f has at least 5/2 = 3 sponsors, as required. So, suppose w1 ∈ D and
ρ1  2; then, say, w4 /∈ D and ρ4 = 0 due to (∗) and (15). By (∗) and (15) again, β5-insertion is
possible unless ρ3 + ρ5  2. Since w4 is triangular, this yields ρ3 = ρ5 = 1. Since no two of the three
triangular vertices closest to w3, w4, and w5 can coincide, we are done. 
Deﬁnition. Suppose f = Γ4 with d(u1) > 3. Let G∗ = G − {u2, . . . ,u5}, and let f ∗ be the new face
created by this deletion. By αi -contraction we mean the identiﬁcation of wi with wi+1, 2  i  4,
inside f ∗ .
(17) An αi -contraction is possible, unless
(i) the face f ′ adjacent to our f = Γ4 along edge uiui+1 has r( f ′) 6, or
(ii) ρi + ρi+1 < 4, or else
(iii) wi ∈ D and wi+1 ∈ D.
Suppose that neither of (i) and (ii) holds; in particular, we have f ′ = xiwiuiui+1wi+1 and ρi +
ρi+1  4. Then the argument as in proving (11)–(13) shows that the only obstacle for identifying wi
with wi+1 is (10)(a), namely, the case when 2-path wixiwi+1 is contained in D . 
Deﬁnition. By γi -contraction we mean the identiﬁcation of wi with u1, 3 i  4, inside f ∗ .
(17+) The γi -contraction is possible unless
(i) ρ(u1) + ρi < 4, or
(ii) at least one of u1 , wi is not internal.
The proof consists in checking that the only possible obstacles for this operations are (10)(a),
(10)(b), and (10)(g). The proof that (10)(c)–(10)(f) cannot be an obstacle is similar to that in (15)
and is left to the reader. Consider (10)(h). By (11), all 4-cells in a bad partition S∗ of D share an
internal vertex (u1wi). Since a 4-cell cannot be contained in another 4-cell, we can create only two
4-cells by identifying u1 with wi . It follows that S∗ consists of precisely two 4-cells and a 6-cell
with a common vertex (u1wi). This implies that (u1wi) is adjacent to three vertices of D that are
pairwise nonconsecutive in D . Then in G either u1 or wi is adjacent to at least two such vertices,
which contradicts (8). 
(18−) Remark on combined operations at Γ 4. Suppose that (X, Y ) ∈ {(α2, γ4), (α3, β2), (α4, γ3)}; if
each of operations X and Y is applicable to a 5-face f separately according to (15), (17), (17+), then
it is possible to perform X and Y at f simultaneously.
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The check of possible obstacles (10)(a)–(h) to such paired operations is left to the reader; it is only
worthwhile to observe while checking (10)(h) that αi never creates a cell of a bad partition of D due
to (6), (11), (11+). 
(18) Lemma on ‘unhappy’ Γ 4. Suppose f = Γ4 , where u1 /∈ D and at most one of wi ’s, 2  i  5, is not
internal; then
(i) f has at least one sponsor;moreover,
(ii) if f has a double sponsor opposite to one of the edges u3u4 or u1u2 , then f has at least two sponsors,
(iii) if ρ5 = 1 then f has at least two sponsors, unless f has a double sponsor opposite to the edge u4u5
and either w3 ∈ D or ρ(u1) = 1 (see Fig. 9),
(iv) if ρ5 = 0 then f has at least two sponsors, unless w4 ∈ D.
First observe that either β2 or α3 should fail. Indeed, otherwise we can do both of them due to
(18−), followed by extending ϕ ﬁrst to G − {u2, . . . ,u5}, where c(w2) = 1, c(w5) = 2, while c(w3) =
c(w4), and then to {u2, . . . ,u5}, as follows. If c(u1) = 1, we color u5,u4,u3,u2 in this order. So, by
symmetry, suppose c(u1) = 3. We put c(u2) = 2, c(u5) = 1, and then it is easy to color u3 and u4;
a contradiction.
Similarly, either γ3 or α4 should fail due to (18−): Suppose we get c(u1) = c(w3) = 1, while
c(w4) = c(w5) = α. If α = 1, we color u5,u4,u2,u3 in this order; otherwise, as follows: u2,u3,u4,u5.
By symmetry, either γ4 or α2 should fail, too.
Observe that by (15) the only way to prevent β2 is to have ρ2 + ρ5  2, which implies a sponsor
for f . Due to (17), α3 is impossible either if ρ3 +ρ4  3, which also implies a sponsor for f , or if the
face f ′ adjacent to f along the edge u3u4 has r( f ′) 6, in which case either u3 or u4 has a sponsor
due to (12) combined with (13). This proves (i).
We now prove (ii). Suppose f has a double sponsor opposite to u3u4. By the assumption combined
with (17), α3 is possible to do because no triangular vertex other than the double sponsor can be at
distance less than 3 from w3 or w4. By the absence of separating 5- and 6-cycles in G , another
sponsor, that prevents β2, can be found either at u2 or at u5. Now assume f has a double sponsor
opposite to u1u2. Again α3 is possible, unless f has another sponsor at u3 or u4. Since ρ2 = 1, the
only obstacle for β2 is ρ5  1, which implies another sponsor for f at u5.
To prove (iii), observe that due to (15) the only way to prevent β2 is to have ρ2  1, which yields
another sponsor for f due to !C∇5 , (6), (11), and (11+). It follows that α3 should be impossible, which
implies a sponsor at u3 or u4. The former would be different from that at u5 by the same structural
reasons. If the sponsor at u4 is the same as at u5, it is double (denoted by x4), as required.
Now α4 becomes possible, so that γ3 should fail. Observe that ρ(u1)  1 because of the path
u1u5w5x4, where x4 = u1 by !C∇5 . On the other hand, ρ3  2, because a sponsor at w3 could not
coincide with x4. Due to (17+) this implies that either w3 ∈ D or ρ(w3) = 2 and ρ(u1) = 1, as stated.
(Of course, the triangular vertex adjacent to u1 is different from x4 by (11).)
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Finally, we prove (iv). If α2 is impossible, then f has a sponsor at u2 or u3 other than w5 due to
(17), (6) and (11). So, γ4 should fail. Since ρ(u1) = 2, it follows by (17+) that either w4 ∈ D or f has
a sponsor at u4 that cannot coincide with w5 due to (11). 
(19) Lemma on a bunch of Γ 4’s. No non-triangular internal 4-vertex can be incident with two consecutive
Γ4 ’s (see Fig. 10).
Suppose we have an 8-cycle G ′ = x1 . . . x8 with a chord x1x5, where all xi ’s have degree 3 whenever
2  i  8, while d(x1) = 4. We delete x1, . . . , x8 and color the rest of G . Then we have to color the
subgraph G ′ induced by x1 . . . x8. Let L(xi) denote the list of colors in {1,2,3} that are not used at a
colored neighbor of xi in G (if such a neighbor exists). Clearly, |L(xi)| = dG ′ (xi) whenever 2  i  8,
while |L(x1)| = dG ′ (x1)−1. By (6) and (11), our G ′ has 8 vertices and no external chords. If the lists of
x2, x3, x4 are not the same, we can ﬁnd two consecutive vertices with different lists, say L(x2) = {1,2},
L(x3) = {1,3}. Then we color x2 with 2 and color x1, x8, . . . , x3 in this order. We can now assume that
L(x2) = L(x3) = l(x4) = {1,2} and, by symmetry, L(x6) = L(x7) = L(x8) = {1,α}. Then we color x2, x4,
x6, and x8 with 1, then color x1, x5, x3, x7 in this order. 
3.3. Discharging
The rest of our proof consists in showing that the properties (1)–(19) of G are incompatible with
each other. A face f is large if r( f ) > 5. Euler’s formula |V (G)| − |E(G)| + |F (G)| = 2 for G may be
rewritten as
∑
v∈V (G)
(
d(v) − 4)+ ∑
f ∈F (G)
(
r( f ) − 4)= −8.
We set the initial charge of every vertex v of G to be ch(v) = d(v) − 4, of every face f = f∞ to be
ch( f ) = r( f ) − 4, and set ch( f∞) = r( f∞) + 4. Clearly,∑
x∈V (G)∪F (G)
ch(v) = 0.
We now use the discharging procedure, leading to the ﬁnal charge ch∗ , deﬁned by applying the fol-
lowing rules R0–R7:
R0. Each internal non-triangular 3-vertex gets 1/3 from each incident 5-face; each non-triangular
3-vertex v ∈ D gets 1/3 from each incident internal 6-face; each internal 3-face gets 1/3 from
each incident vertex.
R1. Suppose w is a non-triangular vertex of degree d 4.
(i) If w is internal, then it chooses the minimum number of incident Γ4’s so that no two con-
secutive unchosen Γ4’s at w remain and gives 1/3 to every chosen Γ4; if w ∈ D , then it gives
1/3 to every incident Γ4 (so that all Γ4’s at w are chosen);
(ii) if there is an edge wv leading to a triangular vertex v , then w gives (d − 4)/3 to v .
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Fig. 12. Dependents of a triangular vertex v .
(iii) Suppose w ∈ D , d(w)  3, ρ(w)  2, and w is adjacent to an internal 3-vertex y. Then w
gives 1/6 to the face P = . . . xyz such that w /∈ {x, z} (see Fig. 11).
R2. Each triangular vertex v gives 1/3 to every face f that is dependent on v . Note that if v is a
double sponsor of f , then it also gives 1/3 to f rather than 2/3 (see the left-hand example in
Fig. 13).
We precede introducing the forthcoming rules of returning superﬂuous charge to a triangular ver-
tex v by a few deﬁnitions.
Let a triangular vertex v be adjacent to vertices v1, . . . , vd along non-triangular edges in the coun-
terclockwise order. Of course, d = d(v) − 2, while v1 and vd lie in two different large faces, one of
which is denoted by SL = . . . vv1x1x2, the other, by SR . By (13+), each face . . . vi vvi+1, 1 i  d − 1,
is either f∞ or a pentagon. Let di = d(vi), where 1 i  d, and let vi, j be the neighbors of vi other
than v in the counterclockwise order; here, 1 j  di − 1.
Among potential dependents of v , we distinguish the following four types of faces (see Fig. 12):
‘back’ BL = . . . x2x1z1 (here, x1 = v1,1), which is situated behind the 6-face SL , and the similar
face BR (recall that BL is a (real) dependent only if x1 is internal and has degree 3);
‘nearby’ Ni = . . . vi,1vi vi,2, where 1  i  d, which can exist only if d(vi) = 3 and are the only
dependents of v lying at distance 1;
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‘overturned’ O i,i+1 = . . . vi,di−1 vi+1,1, where 1 i  d−1, accessible from v via two paths of length
2 that form a 5-face vvi vi,di−1 vi+1,1vi+1. Recall that O i,i+1 is a real dependent of v if and only if at
least one of vi,di−1 , vi+1,1 is internal and has degree 3.
‘remote’ Ri, j , where 1  i  d, 2  j  di − 2, reached from v via the path vvi vi, j of length 2,
which exists if and only if d(vi) > 3, d(vi, j) = 3 and vi, j is internal. Clearly, each vi gives rise to at
most di − 3 faces Ri, j which, in some sense, augment (or replace) the face Ni .
An internal face f is called happy if f is either a 6-face, or a 5-face incident with at most three
internal 3-vertices, or a chosen Γ4, or else an unchosen Γ4 that has at least two donations of 1/6 by
R1(iii). Later on, we shall see that such faces do not need the donations from their sponsors according
to R2. Therefore, happy faces will sometimes return charge to their sponsors (see R4(i) and R5).
The following notion is crucial for our proof. Suppose a remote dependent face f = Ri, j(t) of a
triangular vertex t is happy. Then the donation 1/3 of t to f is never returned to t (check R3–R7) but
instead is shared (see R3) between the two neighbor faces, f ′ and f ′′ , of f that are incident with the
edge titi, j . The faces f ′ and f ′′ in this case are called lucky (see Figs. 12 and 13). Now suppose f ′
or f ′′ has another sponsor, v , for which it is not a remote dependent; then v can in general afford
giving them by 1/6 smaller charge than if they had not been lucky. Formally, this is expressed in
R5(iii) below. (See also the end of proving (23.2), were the simple idea of lucky faces helps.)
R3. If a remote face Ri, j = . . . xvi, j y dependent on v is happy, then Ri, j sends 1/6 to each of the
faces adjacent to it along the edges xvi, j , vi, j y, thus making them lucky (see Fig. 12 and the
right-hand example in Fig. 13).
R4. (i) If f ∈ {N2,Nd−1} is a happy dependent of v , then f returns 1/6 to v via each of the faces
O 1,2 and Od−1,d . (Note that if d 3 then N2 returns 1/6 via two different faces.)
(ii) Suppose w ∈ D , ρ(w)  2, and w is adjacent to an internal 3-vertex y. Suppose the face
P = . . . xyz, where w /∈ {x, z}, is a happy pentagon incident with at most three internal 3-
vertices. If P is incident with a triangular vertex v , then P transfers the 1/6 obtained from w
by R1(iii) to v (see Fig. 14).
R5. Suppose f ∈ {BL, BR ,N1,Nd, O 1,2, Od−1,d} is dependent on v .
(i) If f is happy then f returns 1/3 to v .
(ii) Suppose f is Γ5. If f has at least four sponsors, or v is a double sponsor for f , or else f
gets at least 1/6 by R1(iii), then f returns 1/6 to v .
(iii) Suppose f is an unchosen Γ4. If f has at least two sponsors, or is lucky, or else gets at least
1/6 by R1(iii), then f returns 1/6 to v .
R6. Suppose an internal 6-face f = . . .u1u2 is adjacent to a triangle u1u2z; then
(i) f sends 1/3 to u2; in addition, f gives 1/3 to u2 for each of u3 and u4 that has degree
at least 4. In other words, f sends to u2 the charge (p + 1)/3, where p is the number of
4-vertices in {u3,u4}.
(ii) If r( f ) = 7 then f sends to u2 another 1/3.
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Fig. 15. Rule R7(ii).
R7. Suppose v ∈ D .
(i) If d(v) = 2 then v receives 5/3 from f∞ and 1/3 from the other (internal) incident face.
(ii) If v is a triangular vertex, where f∞ = SR , then f∞ gives v charge 2/3, with the following
exceptions (A) and (B) (see Fig. 15).
(A) f∞ = SL : 5/3 if d(v1) 4; 4/3 if d(v1) = 3; 1 if d(v1) = 2.
(B) f∞ = SL : 1 if d(v) = 4, d(v1) 3, and d(v2) 3.
(iii) Suppose v lies at distance at least 2 (or precisely 1) from the nearest triangle. If d(v) = 3
then f∞ gives v charge 7/6− L/3 (or 1− L/3), where L is the number of large internal faces
incident with v , respectively; if d(v) 4 then f∞ gives 2/3 to v .
(iv) If T = xyz is the only triangle adjacent to D = . . . yz and x is not special, then f∞ gives 4/3
to x.
(v) A special 2-vertex receives 7/3 from f∞ .
Since the above procedure preserves the total charge, we have:
∑
x∈V (G)∪F (G)
ch∗(x) = 0.
The rest of the proof consists in showing that ch∗(x)  0 whenever x ∈ V (G) ∪ F (G), and that
ch∗( f∞) > 0, with an obvious ﬁnal contradiction.
3.4. Checking that all ﬁnal charges are nonnegative and ch∗( f∞) > 0
(20) If f ∈ F (G) \ f∞ and r( f ) = 5, then ch∗( f ) 0.
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Due to (13), f is triangular and 6 r( f ) 7. Let f = . . .u2u3, where u2 is triangular, while u3 is non-
triangular. Recall that at the beginning f has charge r( f ) − 4. By R0, R6(i), and R7(i), our f actually
ﬁrst sends at most 1/3 to each incident vertex, which results in ch∗( f )  r( f ) − 4 − r( f ) × 1/3 =
2(r( f )−6)/3 0. Afterwards, if u3 or u4 is not a 3-vertex, then its 1/3 is transferred by such a vertex
to u2. This completes the argument for r( f ) = 6. Suppose r( f ) = 7; then by R6(ii), the remaining
charge 7− 4− 7× 1/3 = 2/3 is split evenly between the triangular vertices u1 and u2. 
(21) If f ∈ F (G) \ f∞ and r( f ) = 5, then ch∗( f ) 0.
Recall that each internal 5-face f = u1 . . .u5 has its own initial charge r( f ) − 4 = 1, and, by R0
and R7(i), it gives 1/3 to each incident internal 3-vertex or 2-vertex, respectively. Also, f may receive
some positive charge from somewhere by R1–R2 and send (a part of) it somewhere else by R3–R5.
It follows from the rules that if f makes at most three donations by R0 and R7(i), then ch∗ 
5− 4− 3× 1/3 = 0 both after applying R0 and R7(i) only, and after applying all the rules R0–R7.
So, we are done unless f makes four or ﬁve donations of 1/3 by R0 and R7(i). First observe that
all these donations should be to internal 3-vertices. Indeed, suppose d(u1) = 2; then it follows from
(13++) that each of u2 and u5 is a 3-vertex in D , and so fails to obtain any charge from f by any
rule at all. Thus, to be in trouble, our f must be either Γ4 or Γ5.
Suppose f = Γ4. If f is chosen by its incident 4-vertex w , then f gets 1/3 by R1(i). So, ch∗( f )
5− 4− 4× 1/3+ 1/3 = 0 after applying R0, R7(i), and R1(i) only. Again, such a chosen Γ4 may be a
dependent (see R3–R5) for a triangular vertex v . By R2, v sends to f charge 1/3, which is not needed
by f . This 1/3 is returned by f to v either in one piece (in R5(i)), or in two halves by 1/6 (in R4(i)),
or else is sent by f to two neighbor faces by 1/6 each (see R3).
Now suppose f is an unchosen Γ4. Then f remains with charge −1/3 after applying R0 and R7(i).
By (18), our f has at least one sponsor, which covers this deﬁciency of 1/3 by R2. If f has at least
two sponsors, then f needs at most 1/6 from each of them, so that each sponsor is given 1/6 back
by R5(iii), which results in ch∗( f ) 5 − 4 − 4 × 1/3 + 2 × 1/6 = 0. On the other hand, if f has only
one sponsor but is lucky (and receives 1/6 by R3) or receives 1/6 by R1(iii), then again f sends this
extra 1/6 to its sponsor by R5(iii), which implies ch∗( f ) 5− 4− 4× 1/3+ 1/3+ 1/6− 1/6 = 0.
It remains to consider the case f = Γ5. Now f has the deﬁciency of 2/3 caused by R0 and R7(i).
By (16)(i), f has at least three sponsors, one of which is not double. If f has at least four sponsors,
then it needs at most 1/6 from each of them, so that it can return the extra 1/6 to each of them,
as done in R5(ii). Suppose f has precisely three sponsors. Now f returns 1/6 to each of its (at most
two) double sponsors. If f gives nothing to other sponsor(s) then μ∗( f )  5 − 4 − 5 × 1/3 + 2 ×
1/6 + 1/3 = 0. Otherwise, f gets 1/6 by R1(iii) and gives back 1/6 to every sponsor by R5(ii), so
μ∗( f ) 5− 4− 5× 1/3+ 3× 1/6+ 1/6 = 0. 
(22) If w ∈ V (G) and w is not triangular in G, then ch∗(w) 0.
If d(w) = 2 then w ∈ D by (5) and v gets 5/3+ 1/3 from f∞ and the internal face incident with
w by R7(i), so that ch∗(w) = 2− 4+ 5/3+ 1/3 = 0.
Suppose d(w) = 3; then ch∗(w) = 3− 4+ 3× 1/3 = 0 by R0 if w /∈ D; otherwise v gets a total of
at least 1 from f∞ and incident large faces by R7(iii) and R0. So, we are done, unless v gives 1/6 to
an internal face by R1(iii). However, in this case v gets 7/6 by R7(iii) and R0, which again results in
ch∗(w) 0.
Now suppose d(w)  4. We know from R1 that if w is internal then it chooses the minimum
number of incident Γ4 so as to break all the pairs of consecutive incident Γ4’s. This number is 0 if
d(w) = 4 by (19) and at most 3 if d(w) = 5. Moreover, w can make three donations of 1/3 by R1(i)
only if it is incident with ﬁve Γ4’s. In this case w does not give charge to a triangular vertex by
R1(ii). This implies ch∗(w) = 5− 4− 3× 1/3 = 0. For d(w) 6, the number of chosen Γ4’s is at most
d(w)/2. By R1 again, w gives 1/3 to every chosen Γ4 and also sends (d(w) − 4)/3 to at most one
triangular vertex v , provided that v is adjacent to w . So, we get ch∗(w) d(w) − 4 − d(w)/2/3 −
(d(w) − 4)/3 > 0 whenever d(w) 6.
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the expenditures caused to w by R1(i), (ii), w gives at most (d(w) − 2)/6 through neighbor internal
3-vertices by R1(iii) and, in turn, receives 2/3 by R7(iii). However, the expenditures caused to v by
R1(ii) and R1(iii) are incompatible with each other. So, we get ch∗(w)  d(w) − 4 − (d(w) − 3)/3 −
(d(w)− 4)/3+ 2/3 = (d(w)− 3)/3 > 0 if ρ(w) = 1, and ch∗(w) d(w)− 4− (d(w)− 3)/3− (d(w)−
2)/6+ 2/3 = (d(w) − 4)/2 0, otherwise.
This is how w uses its own charge d(w) − 4. Besides, w may conduct 1/3’s from large faces to
their triangular vertices (see R6(i)), which does not impact the ﬁnal charge of w . 
(23) If v is triangular in G, then ch∗(v) 0.
If d(v) = 2, then v is special and by (2) belongs to the special triangle vd1d2, which lies outside
D and is the only triangle adjacent to D . In this case v receives 7/3 by R7(v), so that ch∗(v) =
2− 4+ 7/3− 1/3 = 0 after applying R0–R7. From now on suppose that d(v) 3.
We ﬁrst estimate the intermediate charge ch′(v) caused by applying R0–R2 only, which is a rough
lower bound for ch∗(v). Let us start from the case when di  4 whenever 1  i  d. Recall that v
gives 1/3 to each incident triangle due to R0. By deﬁnition, v has at most
∑
1id(di − 3) remote
faces Ri, j , two back faces BL , BR , and d − 1 overturned faces O i,i+1, and thus sends them the total
charge of at most
1
3
( ∑
1id
(di − 3) + 2+ (d − 1)
)
by R2 (since not all of them must be real dependents of v). However, v receives
1
3
( ∑
1id
(di − 4)
)
from vi ’s by R1(ii). Due to these reasons,
ch′(v) = (d + 2) − 4− 1
3
− 1
3
( ∑
1id
(di − 3) + 2+ d − 1−
∑
1id
(di − 4)
)
= d − 7
3
− (d + 2+ d − 1)
3
= (d − 8)
3
= (d(v) − 10)
3
.
Now look what happens if certain vi has degree 3 rather than 4: then one remote potential de-
pendent of v , namely Ri,2, disappears, while one new, Ni , appears. Finally, observe that if d(vi) = 2
(which implies v ∈ D), then neither Ni nor Ri, j is dependent on v , so ch′(v) (d − 8)/3 again.
We now estimate the ﬁnal charge ch∗(v) rather than ch′(v), i.e., apply R3–R7, too. For one thing,
v saves 1/3 because of each potential dependent (i.e., back, neighbor, overturned or remote face) that
is not a dependent. Also, v gets at least 1/3 from each of the incident faces SL and SR (which are
large or coincide with f∞) due to R6(i) and R7(ii).
We ﬁrst complete the proof of (23) for v ∈ D . Since d(v) 3, the faces SL , SR are different and at
least one of them, say SR , is internal. By R6(i), v gets at least 1/3 from SR .
First consider the case f∞ = SL . Observe that now v does not pay 1/3 to the back face BL because
v1,1 ∈ D , i.e., BL does not depend on v . Suppose d(v1)  4; then v gets 5/3 from f∞ by R7(ii)(A),
which implies that ch∗(v)  ch′(v) + 2 × 1/3 + 5/3  (d − 1)/3  0, as desired. If d(v1) = 3 then
v gets 4/3 from f∞ and v does not pay 1/3 also to N1 because v1 ∈ D; this implies ch∗(v) 
ch′(v) + 3 × 1/3 + 4/3  (d − 1)/3  0. Finally, suppose d(v1) = 2. Now v gets 1 from f∞ and a
similar calculation shows that ch∗(v) ch′(v) + 3 × 1/3 + 1 (d − 2)/3 0. So, we are done unless
d(v) = 3, in which case v does not pay 1/3 also to the back face BR , which actually coincides with BL ,
due to the same reason that v1,1 ∈ D (see the left-hand conﬁguration in Fig. 16). By R7(ii), this results
in ch∗(v) ch′(v) + 4× 1/3+ 1 (d − 1)/3 = 0.
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We now assume f∞ = SL . Clearly, d(v)  4, and f∞ = . . . vi vvi+1, where 1 i < d. Observe that
v does not give 1/3 to O i,i+1 because vi,di−1 ∈ D and vi+1,1 ∈ D . Also note that now each of SL
and SR gives 1/3 to v , while f∞ , at least 2/3. All these savings and acquisitions result in ch∗(v) 
ch′(v) + 3 × 1/3 + 2/3  (d − 3)/3, which is already nonnegative if d(v)  5. Suppose d = 2; then
f∞ = . . . v1vv2. If d(v1) 3 and d(v2) 3, then R7(ii)(B) says that f∞ gives 1 rather than 2/3 to v ,
so that ch∗(v) ch′(v)+ 3× 1/3+ 1 (d− 2)/3 0, as desired. On the other hand, if, say, d(v1) = 2,
then v saves another 1/3, because BL is not a dependent since v1,1 ∈ D , and we are done again (see
the right-hand conﬁguration in Fig. 16).
The next, more complicated, part of the proof of (23) consists in showing that an internal vertex v
that is not a subject of R7(iv), i.e., does not belong to the sentinel triangle and thus has d(v) 5 by
(14) and ch′(v)−5/3, always gets the desired total refund of at least 5/3 by R2 (caused by its ‘false’
dependents) and by R4(i)–R6 (whenever its dependents can afford receiving less than 1/3 from v).
On the other hand, we need to check that ch∗(v) 0 for an internal vertex v which is incident with
a sentinel triangle. Note that such a vertex can have d(v) < 5 due to (14). To this end, it suﬃces to
prove the following two facts.
(23.1) Claim on back faces. If v is an internal triangular vertex, then BL saves at least 1/6 for v by R2 and R5,
unless |SL | = 7.
Suppose SL = vv1x1x2x3x4 is a 6-face, where vx4 ∈ T . If x1 = v1,1 has degree at least 4 or is not
internal, then R2 is not applied to BL , and we are done. So suppose x1 is an internal 3-vertex. It now
follows from R5(i) that we are also done if BL is happy.
First suppose BL = x2x1z1z2z3 is Γ5; then both v and x4 are the sponsors of BL at x1 and x2,
respectively. Due to (16)(i) and (6), each of z1, z2, z3 is either adjacent to a vertex in D or provides
a sponsor for BL other than v and x4. In the former case, BL returns 1/6 to v by R5(ii); otherwise,
BL has at least four sponsors (including at most one double) and again R5(ii) is applied.
Suppose BL is an unchosen Γ4. If d(x2) = 3, then x4 is again another sponsor of BL since r(SL) = 6,
and so R5(iii) helps to save 1/6. Thus assume d(x2) > 3. Since BL is unchosen at x2, we have x2 /∈ D .
As v cannot be a double sponsor of BL opposite to the edge x1z1, it follows by (18)(iii) (with v1
in the role of w5) combined with (6) that our BL either has a sponsor other than v or gets 1/6 by
R1(iii). In any case, we are done by R5(iii). 
(23.2) Lemma on saving 5/6 at v1. Suppose v is an internal triangular 5-vertex; then the total saving for
v caused by the faces P1 = v1vv2 . . . SL , BL , N1 , and O 1,2 only, i.e., their return of charge/donation by
R4–R6 or refusal to get charge by R2, is at least 5/6.
Indeed, a similar lemma on saving charge nearby vd rather than v1 is then true by symmetry,
while the objects saving charge for v in these two lemmas do not repeat, which implies that such a
v gets the desired 5/3 in two halves.
We now proceed to the proof of (23.2). Observe that v has a donation of at least 1/3 from SL by
R6(i). If d(v1) > 3 or d(x1) > 3, then an additional 1/3 is sent to v from v1 or x1 by R6(i), which
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another 1/3 comes from SL by R6(ii), to the same issue.
So suppose d(v1) = d(x1) = 3. If one of v1, x1 is not internal, then f∞ ∈ {N1, BL}, which implies
that the common edge of N1 and BL lies on D . It follows that each of N1 and BL either is f∞ , or
an internal 6-face, or else an internal 5-face that is incident with at most three internal 3-vertices.
Thus each of N1 and BL saves 1/3 at v1, and we are done again.
Now assume that both v1 and x1 are internal 3-vertices. If O 1,2 or N1 is happy, then it returns
1/3 to v by R5(i), and we are done: this 1/3 combined with 1/3 by R6(i) and either with 1/6 from
BL by (23.2) or with 1/3 by R6(ii) makes at least 5/6. Moreover, we are done unless each of O 1,2 and
N1 is either a Γ5 or an unchosen Γ4, and one of them returns v at most 1/6, while the other does
not return anything. Let N1 = v1x1z1u1v1,2 and O 1,2 = v1,2w1 . . . w4, where u1 = w1 iff d(v1,2) = 3.
If d(v1,2) > 3, then each of N1 and O 1,2 returns at least 1/6 to v , and we are done. Indeed,
otherwise due to R5(iii) one of O 1,2, N1 is an unchosen Γ4 having no sponsor other than v and no
donations of 1/6 by R1(iii). However, this contradicts (18)(ii) for O 1,2 and (18)(iv) for N1.
So suppose d(v1,2) = 3. Now u1 = w1. Since neither N1 nor O 1,2 can return 1/3 to v , it follows
that d(w1) = 3, because we cannot have two consecutive unchosen Γ4’s at a 4-vertex w1 due to R1.
Since O 1,2 is not chosen at w4 too, it follows that w4 /∈ D due to R1(i). Observe that ρ(w4) = 2
because of the path w4v2v , while ρ(x2)  1 due to the path x2x1v1v . Now (15) applied to N1 and
w4, x2 shows that N1 = Γ5; thus, d(z1) > 3.
Since N1 is not chosen at z1, we deduce that BL cannot be an unchosen Γ4. This implies that BL
actually returns as much as 1/3 to v due to R5(i).
From now on we can assume that |SL | = 6 and neither N1 nor O 1,2 returns anything to v; in
particular, R5(ii)–(iii) implies that each of them should be an unchosen Γ4 having no sponsor other
than v . (Indeed, if O 1,2 = Γ5, then it returns 1/6 to its double sponsor v by R5(ii).)
Thus, precisely one of w2, w3, w4 is a >3-vertex. If d(w4) > 3 or d(w2) > 3, then we deduce
from (18)(ii) that O 1,2 either has another sponsor or gets 1/6 by R1(iii), which contradicts the above
assumption.
It remains to assume that d(w3) > 3. Let P1 = vv1v1,2w4v2. The face P2 = z1w1w2 . . . is a pen-
tagon, for had it been a 6-face, it would have had an adjacent triangle by (12), which would have
provided another sponsor for O 1,2.
If d(v2) = 3 then N2 = . . . v2w4w3 is either a Γ4 chosen at w3 (because O 1,2 adjacent to N2 is an
unchosen Γ4 by assumption), or a 6-face, or else a 5-face incident with at most three 3-vertices. In
any case, O 1,2 returns 1/6 to v on behalf of N2 by R4(i) (in addition to the 1/3 returned to v by BL ),
and we are done. So suppose d(v2) > 3; then P1 is incident with only three 3-vertices. On the other
hand, if P2 = Γ4 then P2 is chosen at z1 because N1 is not chosen by assumption. So, both P1 and
P2 are happy.
Note that both w3 and z1 are internal, for otherwise one of N1 or O 1,2 should be chosen. Now
(18)(iii) applied to O 1,2 with w3w2 in the role of u1u2 says that there is a triangular vertex t , t = v ,
adjacent to w3 (see Fig. 17). Observe that a triangle cannot sit at w3 due to the path vv2w4w3 of
length 3.
At least one of P1, P2 is a remote 5-face for t (not for v), since they are accessible from t by two
consecutive paths of length 2 with an internal 3-vertex at the end via the >3-vertex w3. Thus O 1,2 is
lucky (see the deﬁnition before stating R2), it receives 1/6 from one of P1 and P2 by R3 (applied to
dependents of t rather than v), and returns 1/6 to v by R5(iii), again in addition to the 1/3 returned
by BL . This completes the proof of (23.2) and of the case of (23) when an internal triangular vertex v
has d(v) 5. 
To complete the proof of (23), assume that an internal vertex v belongs to the sentinel triangle.
Recall that this is the only triangle adjacent to D , the claim (14) does not help, and all we know is
that d(v) 3 by (5). We also know that ch′(v) (d− 8)/3−7/3, each of Sl and SR gives v at least
1/3 by R6(i), and f∞ gives 4/3 to v by R7(iv). This implies that ch∗(v)  −7/3 + 2 × 1/3 + 4/3 =
−1/3. If r(SL) > 6 or r(SR) > 6, then R6(ii) brings v another 1/3, and we are done. So sup-
pose r(SL) = r(SR) = 6. Then each of BL and BR sends 1/6 to v due to (23.1), and we are done
again. 
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(24) ch∗( f∞) 0;moreover, ch∗( f∞) > 0 or ch∗(d) > 0 for some d ∈ D.
Recall that the special vertex gets 7/3 from f∞ by R7(v), every other vertex of D gets at most 5/3
by R7(i)–(iii), while at most one internal vertex (lying in the sentinel triangle) gets 4/3 by R7(iv). Also
recall that ch( f∞) = |D| + 4 or |D| + 5 (if G has a special triangle) and observe that the donations by
R7(iv) and R7(v) are incompatible with each other.
The rest of the proof of (24) consists in showing that f∞ sends each non-special incident vertex at
most 4/3 on the average, and at least one incident vertex gets less than 4/3. Indeed, in the case when
the special vertex exists, i.e., if r( f∞) = |D|+5, this implies that ch∗( f∞) > |D|+5−7/3−|D|×4/3 =
(8− |D|)/3 0; otherwise, that ch∗( f∞) > |D| + 4− (|D| + 1) × 4/3 = (8− |D|)/3 0.
We redistribute the charges given by f∞ to the vertices of D by R7 according to the following
averaging rule:
R= (i) If d(di) = 2, 1 i  |D|, then di transfers 1/6 to each of di−1, di+1 (addition is modulo |D|),
provided that neither of them is a 2-vertex; otherwise, di transfers 1/3 to a 3-vertex in
{di−1,di+1}.
(ii) If the edge didi+1 is triangular, while d(di−1) 4, i.e., di gets 5/3 from f∞ by R7(ii)(A), then
di transfers 1/3 to di−1.
Observe that R= is well-deﬁned since G cannot have three consecutive 2-vertices due to (13++)(i).
The charge at di after applying R= is denoted by ch+(di). Of course, ch+( f∞) = ch∗( f∞).
(24.1) Every di , 1 i  |D|, gets at most 4/3 from f∞ by R7 and R= .
W.l.o.g., suppose that i = 3. If d3 is as described in R=(ii), then d2 gets at most 2/3 from f∞ by
R7(iii), so d2 gets from f∞ at most 2/3 + 2 × 1/3 = 4/3 by R7 combined with R= , while d3 gets at
most 5/3− 1/3 = 4/3.
Suppose d(d3) = d(d2) = 2; then we have no problems with d4 if it gets at most 2/3 from f∞
by R7, because 2/3 + 2 × 1/3  4/3. So, suppose otherwise. Note that d(d4)  3 due to (13++)(i). If
d4 is triangular then it gets 1 from f∞ by R7(ii)(A) and nothing from d5 (since the edge d4d5 must
be triangular due to by R7(iii) and our assumptions on d4). Hence, d3 ultimately gets 5/3− 1/3 = 4/3
from f∞ , while d4, at most 1 + 1/3 = 4/3. Now suppose d4 is non-triangular. Observe that d4 is
incident with a large internal face by (13++)(ii), so that d4 gets at most 5/6 from f∞ by R7(iii). To be
in trouble, d4 must have d(d4) = 3 and get also 1/3 from d5, which is impossible for triangular vertex
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d5 due to R7(ii)(A) (where d4 should have degree 4), while for non-triangular d5 this implies that
d4 is incident with two large internal faces due to (13++)(ii). However, in this case d4 gets at most
1/2 from f∞ by R7(iii), and so we are done.
From now on in proving (24.1) we can consider only transfers of 1/6 from single 2-vertices by
R=(i). Clearly, every 2-vertex d3 transfers 1/6 to each of d2 and d4 and has no problems itself. So,
w.l.o.g. suppose that d(d2) 3 and d(d4) 3. As for d2, say, it is as desired if it gets at most 1 from
f∞ by R7. So, due to R7, it remains to consider the case when d2 is a non-triangular 3-vertex that
is incident with two internal pentagons and twice receives 1/6 by R=(i). However, this contradicts
(13++)(iii) and thus completes the proof of (24.1). 
By (24.1) combined with R7(iv)–(v), we have ch∗( f∞) 0 due to the remark made before formu-
lating R= . Now to prove the second statement in (24), it suﬃces to ﬁnd a vertex in D that receives
strictly less than 4/3 by R7 and R= . Clearly, ch∗( f∞) > 0 unless |D| = 8, f∞ gives 4/3 to the sentinel
triangle by R7(iv) or 7/3 to the special vertex, and precisely 4/3 to every di by R7–R= . Suppose this
is the case, and let d3d4 be the only triangular edge in D .
If d2 (or, by symmetry, d5) has degree 4, then it follows from the proof of (22) that ch∗(d2) > 0
(since ρ(d2) = 1), and so we are done. Suppose d(d2) = 3. If d2 is incident with a large internal face,
then it receives at most 2/3 from f∞ by R7(iii), nothing from d3, and at most 1/3 from d1, i.e., at
most 1 in total. So, we can assume that d2 is incident with two internal 5-faces. In this case d2 gets
1 from f∞ by R7(iii) and at most 1/6 from d1 due to (13++)(ii), so we are done again.
This implies that we are still in trouble only if d(d2) = d(d5) = 2. Recall that then d3 gets only 1
from f∞ by R7(ii)(A). So d3 desperately needs 1/3 from d2 to end up with 4/3. Therefore, we can
assume that d(d1) = d(d6) = 2 (see Fig. 18).
What can we say about the remaining vertices d8 and d7? Of course, they have degree at least
3 by (13++)(i). Observe that none of them is triangular because of their distance from the sentinel
triangle, and each of them is incident with a large internal face by (13++)(ii). So, each receives at
most 5/6 from f∞ by R7(iii) and 1/3 from their 2-neighbors d1 or d6 by R= . Hence, each receives
<4/3.
This completes the proof of (24) and, due to the remark at the end of Section 2.2, that of Theo-
rem 2.
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