ABSTRACT In this paper, a novel algorithm is presented for runway detection in synthetic aperture radar images. It involves two steps: runway assessment and confirmation. In the first step, the primary runway (PR) and the auxiliary runway (AR) of the airport are assessed by using a sparse representation fusion frame. A set of residuals, for each feature from PR or AR, is first generated by performing sparse reconstructions over two training dictionaries constructed by a set of discriminative features. Based on all residuals for all types of features, two residual sequences for PR and AR are, respectively, built. To improve the assessment performance, these two residual sequences are normalized and further linearly fused. An assessment criterion is applied to the fusion result to infer an optimal target estimate. In the second step, the histogram of oriented gradient feature descriptors of PR, AR, and the entire runway region constructed by PR, AR, and taxiways are first generated. Afterward, two semantic spatial rules are developed to verify each candidate region of interest. If a perfect match is achieved, the candidate target can be confirmed. Since the PR and AR are selected based on the residual fusion related with the concatenation of multiple features, the presented algorithm has a good representation ability to the runway. By introducing semantic spatial relationships into the confirmation scheme, this algorithm can well discriminate other runway-like targets. The test results using real scene data demonstrate that the presented method has superiority to some state-of-theart alternatives.
I. INTRODUCTION
Airports are important military targets in synthetic aperture radar (SAR) image applications. The typical military airport contains four substructures: one primary runway (PR), one auxiliary runway (AR), some taxiways and facilities (including aprons and hangars). Until now, many works have been done to deal with the issues of airport detection [1] - [5] .
Since the runways are the principal characteristics of an airport, most existing works developed various methods to detect the runways. The schemes include two steps. The designed features are first extracted from the images. They are then fed into a classifier, such as the support vector machine (SVM) [3] and Adaboost learning [5] , for the final detection. In order to characterize the runway, multiple carefully designed features are also presented, including visual saliency model [2] , geometrical shapes [3] , line segment [4] , textures [5] , and scale-invariant feature transform (SIFT) feature [6] , etc. Such methods are effective. However, the irrelevant objects with the similar shapes or structures, such as rivers, roads, bridges and shorelines, may degrade the performance of the methods relying on line features or geometrical features. In contrast, the texture or SIFT feature may produce the better results, but it is time-consuming. Furthermore, these designed features may depend heavily on the known experience and knowledge, which may have weak representations to the targets in the complex scenes, such as seriously speckled environments and inhomogeneous regions. In such cases, the features of the targets cannot be extracted effectively so as to degrade the representation capacity to the target. Moreover, owing to the existence of the weak intensity differences in SAR images, it may not be effective to detect the target based on a certain feature type. Some studies [7] , accordingly, have pointed out that it is helpful for target detection by combining multiple discriminative features with a sound decision scheme.
Sparse representation is a powerful technique that represents the test sample as a linear combination of training samples and then determines the class of the test sample by the reconstruction of the sparsest coefficients [8] . So far, this technique has been widely applied to face recognition [8] , [9] , remote sensing [10] and target classification [11] , etc. By using the discriminative learning algorithms or carefully designed features, the sparse representation-based methods can obtain good results with respect to some specific targets. However, because the dictionaries are constructed by the single feature or the synthetic technique, most of these methods cannot be directly applied to the runway detection. Recently, the technique of multifeature fusion has been demonstrated to be a powerful tool for many interpretation works of remote sensing images [12] . The fusion strategy can be used to generate low-dimensional representations for complex scenes. Also, its efficiency to the high-dimensional feature spaces has been revealed in many studies. Thus, the strategy of multifeature fusion can be used to construct the dictionaries having discriminative abilities, which are used for the runway detection in SAR images.
In addition, most current literatures seldom consider the use of spatial relationship in the runway detection. Many recent studies have demonstrated that the schemes using spatial semantic knowledge can effectively improve the detection rate of the target [13] . The semantic-based algorithm is regarded to be more accurate than the visual-feature-based algorithm in the field of image retrieval because the semantic algorithm employs not only the image low-level feature but also the high-level spatial semantic relation and scene semantic relationship [13] , [14] .
In the runway detection, there are two main semantics for the runway regions: (1) the two parallel runways, PR and AR, have a comparable length, which means that there should be a special spatial distance in the gradient domain; (2) the length of PR or AR is far larger than that of one taxiway, and this means that RR should have the larger gradient values along the runway sides. Thus, it is beneficial to incorporate the semantic knowledge into the decision scheme to obtain a good detection result.
In this paper, we present a novel algorithm to detect the runways of the airport in SAR images. The suspected primary and auxiliary runways are first assessed. A sparse representation fusion frame is used for such purpose. Then, the semantic knowledge is incorporated into the decision scheme for the final confirmation. In the sparse representation model, we first gather a set of residuals, for each feature from PR or AR, by performing the sparse reconstructions over two dictionaries constructed by a series of discriminative features. Based on all residuals for all types of features, two residual sequences for PR and AR are respectively built. To improve the assessment performance, these two residual sequences are normalized and further linearly fused. An assessment criterion is applied to the fusion result to infer an optimal target estimate. In the confirmation process, we use the lowlevel gray features of the SAR image to produce the histogram of oriented gradient (HoG) feature descriptors [15] . They are then used to generate the higher level spatial relationship. Afterward, the spatial semantic rules are developed to verify each candidate region-of-interest (ROI). If a perfect match is achieved, the candidate target can be confirmed. The experimental results based on real scene data demonstrate the performance of our method. Figure 1 shows the flow chart of our method.
The main contributions of our work are briefly summarized as follows.
• We formulate the runway assessment of PR and AR within a sparse representation fusion frame. Since the decision is made based on the residual fusion related with the concatenation of multiple features, our algorithm exhibits strong discriminative powers with respect to runway detection. This new scheme achieves a higher detection rate than the methods using a synthetic dictionary or single feature.
• The presented method incorporates spatial semantic relationship into the final confirmation procedures to improve the detection results. By developing the spatial matching rules for PR, AR and RR, our method can well utilize the higher semantics knowledge to discriminate other runway-like targets (the edges of roads, shorelines and bridges).
This paper is organized as follows. In section 2, we introduce the fundamentals of sparse representation. Section 3 describes the extraction method for the runways of the airport. Our detection method is explained in section 4, and the experimental results are provided in section 5. Section 6 concludes this paper.
II. RELATED WORKS
In this paper, our objective is to correctly identify the class of runway (PR or AR) from other classes of targets. Assume that there are one class of runway and L-1 classes of other targets. In the training stage, all samples are clearly labeled for the L classes. Note that the test sample can represent a runway (PR or AR) or non-runway target. For each target category, there are N feature types used for image representation. Each feature type is extracted from the image sample and then converted into a vector. Let I be a sample image from one target category. Let y ∈ R m×1 be the ith (i = 1, 2, · · · , N ) feature type extracted from I , and m is the dimension of the feature. LetD ∈ R m×n i be a training sample set from the jth (j = 1, 2, · · · , L) target category, and n i is the number of the ith feature type. Each entry, d(d ∈ R m×1 ) inD, has the same feature type as y. Theoretically, y can be well approximated by a linear combination of the training sample set [8] , i.e.,
where ψ ik (k = 1, 2, · · · , n i ) denotes the weighted coefficient. Accordingly, the matrix for the ith feature type is expressed byD
Considering all the training samples for N feature types, the matrix D ∈ R m×J can be written as
where D is referred to as the dictionary matrix for the jth target category, J = N i=1 (n i ) denotes the total number of all samples, and usually m < J . Note that in equation (3), we assume that all feature types have the same dimension. Thus, equation (1) can be rewritten as
where
T is a J × 1 vector composed by the weighted coefficients. Having observed y and knowing the matrix D, the general problem is to recover x. Ideally, the entries in x are all zero except those associated with the same feature type as y, which means that x can be well approximated by the best n i -term representation. Since m < J , this set of equations is underdetermined and has infinitely many solutions. To overcome this, the sparsest solution is usually sought, which can be done by solving the following L0 optimization problem [8] :
arg min
where r denotes the reconstruction residual and is a small positive number. However, L0 optimization is NP-hard and computationally difficult to solve. Surprisingly, optimization based on the l 1 -norm arg min
can exactly recover sparse coefficients x, where ||x|| 1 denotes the l 1 -norm of x (which sums up the absolute values of all entries in x). This is a convex optimization problem that conveniently reduces to a linear program known as basis pursuit [16] , and this problem can be solved by the interior point method [17] and the gradient projection method [18] , etc.
III. RUNWAY EXTRACTION
In our method, we focus on three runways: the primary runway (PR), the auxiliary runway (AR), and the entire runway region (RR) constructed by PR, AR and taxiways. Thus, it is necessary to separate individual region from candidate ROI before the final decision. This procedure can be divided into the following steps. 1. The non-local mean method [19] is first used to suppress the speckle noise. 2. The fast two-dimensional Otsu segmentation method is employed to obtain all candidate regions [20] . Then, a morphological close operation is applied to the binarized result to achieve the more accurate region. 3. A region growing technique is used to search all connected regions. The connected region with its area over a threshold, A air (usually a percentage of the image size), is defined as a region-of-interest. 4. To guarantee the rotation invariance for subsequent feature generation, the maximum side (usually primary runway) of the patch is aligned to the vertical direction by the Hough transform method, and accordingly the vertical projection histogram is generated. A simple mean smoothing template is applied to the histogram to remove local maximums and therefore produce a better presentation. 5. Finally, a search strategy shown in Algorithm 1 is used to separate the individual subregions for PR, AR and RR. Figure 2 (b) shows the vertical projection histogram for a typical airport. In the left image, the darker region denotes the runways and facilities of the airport. As both PR and AR have the larger lengths than other subparts, theoretically, they respectively produce two peaks in the projection histogram. This is confirmed by Fig. 2(b) . Algorithm 1 shows the search procedures for the runways. Note that the widths, w PR , w AR and w RR are usually narrowed by a certain unit (such as 2 or 3) from both sides to generate the more accurate regions.
Based on the information of the positions and widths, we can accurately obtain the regions of PR, AR and RR from the despeckled image.
IV. METHOD A. RUNWAY ASSESSMENT 1) FEATURE GENERATION FOR PR AND AR
In this paper, the selection of the features is inspired by the reasons: (1) the texture of the runway is particular because
Algorithm 1 Search Procedures for the Positions and Widths of the Runways
Input: I a -the realigned binary image of the suspected target; Pos -the position array for the runways; w η -width threshold; γ -the projection threshold; a -the narrowed unit. Initialization: Pos ⇐ ∅, a = 2; Processes: /*obtain the width W and height of its specific material in SAR images; (2) high gradient magnitudes along the runway sides; (3) the gradients of the two runway sides are symmetrical and generally have large magnitudes in their perpendicular directions because of the long rectangular shape; (4) runways of the airports with different sizes. Based on this, we consider four types of features, HoG [15] , gray-level co-occurrence matrix (GLCM) [21] , local binary pattern (LBP) [22] and statistical gray-level histogram [23] , in our work due to their sound discrimination capability. The HoG feature has an excellent capacity to comprehensively describe an image through its local gradients, which has been successfully applied to optical image processing, such as pedestrian detection [15] , ship classification [24] and vehicle recognition [25] , etc. The GLCM feature characterizes the spatial distribution of gray values and the frequency of one gray appearing with another gray value in a specified distance and angle, and the LBP feature reveals the VOLUME 6, 2018 local image texture (such as edge and corner). The statistical gray-level histogram can be used to mine the context of an image. In our method, the selected statistical features are the mean, variance, energy, and entropy.
Note that before feature generation, each patch is first extracted from the despeckled result based on the segmentation range. Then, the patch is rotated by aligning the maximum bounding side to the vertical direction to guarantee the rotation invariance.
2) FUSION
The rule of the multifeature fusion is to perform a linear transformation on the values associated with these features and maintain the relationship among them. In our fusion process, the fusion result is determined by a linear combination of the elements of the residual vectors. Based on this global estimate, the suspected target can be assessed.
In equation (6), a residual indicates a scalar quantity that how one vector y is reconstructed over the dictionary D. In the sparse representation model, y denotes one feature type and D is the dictionary for one target category. For the primary runway (PR) and auxiliary runway (AR), there are total two dictionaries. By performing equation (6), two residuals for one feature type can be obtained. Considering there are four feature types, we have eight residuals for PR or AR.
Let y i 's over two gallery dictionaries can be gathered based on equation (7):
To avoid a certain residual generated from one type of feature overweighs the remaining residuals in the fusion process, we normalize all the r (j) 's arrays and set the maximum value as one. Then, these r (j) 's arrays are formed into a residual sequence. Accordingly, we have two residual sequences for PR and AR, denoted as
Due to the similarity between the two histograms, theoretically, the residuals for PR and AR should be comparable. Thus, we introduce a membership function for the two residual sequences to generate an estimate, denoted as λ 1 , i.e.,
This estimate can be used as a criterion to assess PR and AR. If λ 1 over a threshold, the patch (ROI) can be categorized as a candidate target which is used for subsequent runway confirmation.
B. RUNWAY CONFIRMATION
The spatial relationship of the object is the higher level image semantics. In our method, we apply the HoG descriptor to characterize the spatial relationship of the runways. To guarantee the rotation invariance for the HoG feature, we align each candidate target along the primary runway. Similar to [24] , the gradient orientations of PR, AR and RR are evenly divided into eight specific bins, ranging from 1D to 8D, as shown in Fig. 3 . The red cross-lines denote the coordinate system. In [24] , the ships are classified based on the ratios of components of the HoG descriptors. These geometric rules cannot be directly applied to runway detection. Clearly, there are two semantic rules for the runways: (1) the HoG descriptors of the two parallel runways (PR and AR) are similar and comparable; (2) the histogram of the entire runway region (RR) has the large magnitudes along the runway sides because the length of the runway is far longer than that of one taxiway. This is confirmed by Fig. 3(f) . As we see, both bins 1D and 5D have the larger magnitudes than other bins. Thus, the semantic spatial relationships between different subregions should be well considered in the design of confirmation rules for the runways.
Let
, 3} denote the HoG feature of one runway, where i = 1, 2, 3 correspond to the PR, AR and RR, respectively. h ij (j = 1, 2, · · · , 8) means the jth component in H i . In this paper, we design two membership functions to characterize these rules. The expressions can be expressed by
and
where 1 8 8 j=1 (h 1j − h 2j ) 2 denotes the Euclidean distance between two HoG descriptors and Ave(·) represents the mean value. λ 2 is used to describe the spatial relationship between PR and AR. λ 3 is used to characterize the gradient histogram of RR. µ 2 and µ 3 are the parameters.
According to equation (7)- (11), a strategy can be developed to confirm the airport. The individual runway (PR, AR or RR) and the specific features are first extracted from the patch (ROI). Then, the sparse representation fusion model is used to assess PR and AR. Finally, based on the HoG descriptors of the three subparts, two spatial membership functions are developed to confirm the candidate target. The whole strategy is shown in Algorithm 2-3.
Algorithm 2 generates the parameter λ 1 by providing a score from 0 to 1 to evaluate PR and AR, for which the higher the score achieves, the more likely the two subparts belong to the runways. By assessing the spatial membership functions, λ 2 and λ 3 , based on the HoG descriptors, Algorithm 3 then presents the confirmation procedures to decide whether the suspected target is a real airport. If Algorithm 2 gives an ideal output (i.e., λ 1 over a threshold) and meanwhile the three subparts (PR, AR and RR) can match the reference spatial relationship, an airport can be determined. Considering the SAR images are degraded by speckles and intensity differences in real applications, we introduce some relaxation factors, γ 1 , γ 2 and γ 3 , to optimize the results.
V. RESULTS
In our experiments, 186 real SAR scene images are used to evaluate the performance of our method. In the dataset, 120 images contain 122 airports. The sizes of all images are 5000 × 8400 in pixel, with image resolutions from 1m to 8m. 32 images with airports and 32 images without airports are randomly selected to construct the dictionary set and train the parameters, and the others are used for testing. The programs are written in MATLAB 2016 and run in Windows 10 on a N } ⇐Features{I j }, j = 1, 2; /*collect two residual sequences for PR and AR*/ for i = 1 : N do for j = 1 : 2 do /*obtain each residual by solving equation (7)*/ arg min||x|| 1 (10) and (11), respectively; /*confirmation for the airport*/ if λ 1 > γ 1 then if λ 2 > γ 2 and λ 3 > γ 3 then return YES; else return NO; end end Lenovo TianYi with a 2.70-GHz Intel Core i5-6400 CPU and 8.0 GB memory.
Three state-of-the-art methods for SAR images are performed for comparison. They are respectively the visual VOLUME 6, 2018 saliency model (VSM) [2] , the geometrical features-based model (GFM) [3] and the line segment-based method (LSM) [4] . The radial basis function is selected as the kernel function of SVM [26] , and the code is available at http://csie.ntu.edu.tw/∼cjlin/libsvm/. The parameters in these methods are selected empirically to achieve the optimal output. The stagewise orthogonal matching pursuit (StOMP) algorithm [27] and the SPGL1 package (available at http://csu.edu/spgl1.html) are used to solve equation (7), and is set as 10 −4 .
A. PARAMETER SELECTION
The parameters in our method are determined by experiments. In the runway extraction, the parameter A air is set as 0.5% of the area of the image. The projection threshold, γ , is empirically set as 0.65. Considering the image resolution and the real size of the runway, we test the width threshold w η ranging from 10 to 25 (in pixel) and find that w η = 17 can provide a good extraction result for each subpart, which is used in following experiments.
1) THE DETERMINATION OF PARAMETERS
The selection rule for the parameters (µ 1 , µ 2 and µ 3 ) is to respectively maximize the output results of the equation (9)- (11). This can be made by multiple sets of experiments. A certain number of samples are randomly selected from the dataset for such purpose. In each test, the value of each parameter is determined by maximizing the output of the function. The average value from multiple sets of tests is selected as the final result.
Based on the test results, the parameters µ 1 , µ 2 and µ 3 are selected as 0.92, 0.9 and 7.22, respectively. They are used in the following experiments. We also test the influences for the three parameters with slight changes. We find that these parameters, generally, do not have a significant effect on the final results in a wide range.
2) THE DETERMINATION OF PARAMETERS γ 1 , γ 2 AND γ 3
Recall and Precision are employed as two performance criteria [28] to determine the values of the parameters, γ 1 , γ 2 and γ 3 . Their definitions are respectively written as:
where N dr means the number of real detected runways, N d denotes the total number of detected runways and N t is the total number of real runways, respectively. We test the influences of the three crucial parameters. In the tests, we individually vary one parameter while fixing others as empirical values. The results under different values of γ 1 , γ 2 and γ 3 are respectively shown in Fig. 4 .
As we see, when γ 1 is selected from 0.83 to 0.87, both Recall and Precision values achieve above 85%, and therefore γ 1 is set as 0.85 in the tests. In addition, it can be seen that the accuracies are not that sensitive to γ 2 and γ 3 while they are sensitive to γ 1 . This is because the two parameters, γ 2 and γ 3 , are primarily judgmental conditions based on spatial relationship in runway confirmation. Similarly, other relaxation parameters, γ 2 and γ 3 , are respectively set as 0.95 and 0.91.
B. EXPERIMENTAL RESULTS
Before the tests, the dictionary set is first built based on the training samples. It is then used for runway assessment. The 88 test images contain 90 airports. Some successful detection results are provided in Fig. 5 . In Fig. 5(a)-(f) , the presented method can detect different types of airports correctly from SAR images. The final results state that our method is robust for complex backgrounds and various airport structures. In Fig. 5 , the seriously speckled circumstances in Fig. 5(b) , the rivers in Fig. 5(c) , the complicated roads and buildings in Fig. 5(f) , and the weak contrast background in Fig. 5(e) do not mislead the final detection results, and neither do the different sizes and types of the runways. As the fusion strategy makes good use of the partial information, the result of the runway assessment can be produced by merging 16(2 × 8) residuals in the test. Moreover, the presented HoG descriptors are very effective for the speckles. The reason is that, although speckles may degrade the intensity distribution, it is symmetric and has strong gradient magnitudes perpendicular to the PR and AR. Thus, the designed HoG descriptors are robust in characterizing the runways. By taking full advantages of the spatial relationship of the subparts, the presented method obtains a good discrimination capacity with respect to runway detection.
Specifically, the VSM-based method [2] cannot detect the runways in Fig. 5(b) and 5(f) . Because the facilities are not extracted correctly in Fig. 5 (e) and 5(f), the GFM-based method [3] cannot obtain the complete geometrical features. As a result, this method fails to locate the objects in these scenes. Due to the extraction errors of line segments, the LSM-based method [4] also fails to detect the runways in Fig. 5(f) . Moreover, this method falsely extracts the roadlike regions in the upper-left of Fig. 5(f) . Figure 6 shows some detection errors by our method. In Fig. 6(a) , our method fails to detect the runways shown in the green enclosed rectangle. There are several reasons for this. The PR and AR in this image are not shown completely. Moreover, the primary runway (PR) is not straight. Thus, there is no obvious peak in the histogram. As a result, our method cannot extract individual runway based on the segmentation results. In Fig. 6(b) , the region shown in the blue enclosed rectangle is falsely categorized as a real airport by our method. The two parallel roads and crossroads make the entire region very similar to the airport. As a result, it is falsely detected by our method. We also implement the experiments based on all field data. The Recall and Precision results of four methods are illustrated in Table 1 . Table 1 shows that our method yields the best accuracies with 90.12% (Recall) and 91.35% (Precision), which is better than other three methods. The lower Recall and Precision values are observed for the VSM-based method [2] , scoring 80.73% and 84.01%, respectively. The GFM-based]break method [3] yields the detection results of 84.8% and 86.14%, respectively raising about 4.07% and 2.13% over the VSM-based method. The former only considers the information of runways that are straight, and thus it may fail for seriously despeckled regions. The LSM-based method [4] yields the second best accuracies with 88.27% (Recall) and 89.03% (Precision). Since the extraction results of line segments may be disturbed by regular roads from residential areas, its number of falsely detected runways would increase. Note that the test results in our method are based on carefully selected scene data. It would be more reasonable for the comparisons if their datasets are available.
Let us compare the computation efficiencies for all methods. In the tests, the average running time for a patch (ROI) is 1.66s (the VSM-based method [2] ), 1.17s (the GFM-based method [3] ), 1.34s (LSM-based method [4] ), and 1.21s (our method), respectively. The GFM-based method has a faster computation speed, compared with other approaches. In order to obtain a good result, over twenty iterations are performed for each reconstruction in our method and accordingly more time are needed. This indicates that a more efficient strategy should be considered in our future works.
VI. CONCLUSION
In this paper, we present a novel method for runway detection in SAR images. We formulate the runway assessment of PR and AR within a sparse representation fusion frame. Following this, we then incorporate the spatial semantic relationship into the discrimination procedures for final runway detection. Since the fusion outcome is determined by multiple reconstruction residuals, the robust assessment results for the PR and AR can be obtained. By developing the spatial relationship between PR, AR and RR, our method yields the higher detection accuracies than other alternatives. The test results based on real scenes demonstrate the effectiveness of our method.
In some applications, the entire airport cannot be extracted completely by the thresholding segmentation method. As a consequence, the individual runway cannot be located accurately. This means that an effective assessment for the PR and AR may not be made by our method, which degrades the performance of the presented method. Future works include the study of the more robust segmentation method and the mining of the more semantic information. He has also served as a peer reviewer for a variety of IEEE journals and conferences.
