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Es werden Bildfusionsverfahren vorgestellt, die eine Erfas-
sung von Projektilen und Patronenhu¨lsen erlauben. Zuerst
wird auf Probleme eingegangen – Beleuchtung, Scha¨rfen-
tiefe und Sichtbarkeit – aufgrund derer optische Systeme
bei der Erfassung hinreichend guter Bildern oftmals versa-
gen. In allen Fa¨llen werden die damit einhergehenden Be-
schra¨nkungen dadurch kompensiert, daß Bildserien erfaßt
und diese mit Hilfe von geeigneten Datenfusionsverfahren
zu einem verbesserten Ergebnis kombiniert werden.
1 Einleitung
Bei der automatischen Sichtpru¨fung metallischer Ober-
fla¨chen ra¨umlicher Objekte bereitet die Bilderfassung ver-
schiedene Schwierigkeiten:
 wegen der Reflektanz und der Struktur der Oberfla¨che
ha¨ngt das Grauwertbild stark vom lokalen Beleuch-
tungswinkel ab,
 die Auflo¨sung feiner Details der Oberfla¨che bedingt ei-
ne geringe Scha¨rfentiefe,
 perspektivische Verzerrungen treten auf, und bestimm-
te Bereiche werden verdeckt.
Defizite der Bilddaten infolge dieser Schwierigkeiten lassen
sich in der anschließenden Bildverarbeitung oft nur schwer
oder gar nicht ausgleichen. Einen Ausweg bildet die Auf-
nahme von Bildserien, bei denen die Aufnahmeparameter
(Beleuchtungswinkel, Fokussierung, Objektpose) systema-
tisch variiert werden. Die vorliegende Arbeit befaßt sich mit
der Fusion solcher Bildserien; die dabei angewandte Metho-
dik la¨ßt sich als Minimierung problemangepaßter Energie-
funktionen formalisieren. Wegen der Komplexita¨t der zu-
geho¨rigen Optimierungsrechnung wird eine effiziente Ap-
proximation angegeben, welche die praktische Einsetzbar-
keit des Fusionsansatzes wesentlich verbessert und dennoch
den visuellen Qualita¨tsanforderungen an das Ergebnisbild
gerecht wird. Als Resultat erha¨lt man hochwertige Bilder
der zu pru¨fenden Objekte, die in Qualita¨t und Datenumfang
mit nur einer einzigen Aufnahme nicht mo¨glich wa¨ren.
Angewandt werden die vorgestellten Verfahren auf die
automatische, kriminaltechnische Erfassung von Projek-
tilma¨nteln und von Schlagbolzeneindru¨cken an verfeuer-
ten Patronenhu¨lsen, mit dem Ziel, gerichtsverwertbare Bild-
daten zu erhalten und automatische Vergleiche anzustel-
len [2]. Die interessierenden Oberfla¨chenbereiche enthalten
Spuren, die als eine Art
”
Fingerabdruck“ der Waffe auf-
gefaßt werden ko¨nnen. Um einen zuverla¨ssigen Vergleich
zweier Objekte zu erreichen, mu¨ssen qualitativ hochwertige
Oberfla¨chendaten unter reproduzierbaren Aufnahmebedin-
gungen erfaßt werden.
2 Probleme bei der Bilderfassung
In der Kriminaltechnik sind die Anforderungen an Video-
bilder von zu untersuchenden Objekten besonders hoch.
Es gilt sowohl sehr feine Details zu erkennen als auch
mo¨glichst alle relevanten Oberfla¨chenbereiche vollsta¨ndig
und mit gutem Kontrast zu erfassen. Insofern sind die
in diesem Bericht behandelten kriminaltechnischen Sicht-
pru¨fungsaufgaben – was die Bildakquisition betrifft – sehr
anspruchsvoll. Fu¨r viele weniger schwierige Aufgaben las-
sen sich die vorgestellten Methoden in vereinfachter Form
nutzbringend anwenden.
An die Bildakquisition werden insgesamt folgende For-
derungen gestellt:
 Bilddaten qualitativ hochwertig (hohe Auflo¨sung, ho-
her Kontrast, hohes Signal-zu-Rausch-Verha¨ltnis),
 vollsta¨ndige Erfassung relevanter Objektbereiche,
 reproduzierbare Aufnahmesituation,
 weitgehend automatisierte Bilderfassung.
Die Erfu¨llung all dieser Anforderungen mit der Erfassung
nur eines Bildes ist aufgrund von Beschra¨nkungen optischer
Systeme i. allg. nicht mo¨glich; siehe Bild 1.
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Bild 1: Probleme bei der Aufnahme.
Mit einer Aufnahme gelingt es nicht, die gesamte Ob-
jektoberfla¨che gleichzeitig ausreichend scharf, zufrieden-
stellend beleuchtet und vollsta¨ndig zu erfassen. Allenfalls
kann man erreichen, auf Teilbereichen der Oberfla¨che hin-
reichend gute Aufnahmebedingungen zu schaffen, die im
Bild lokal zu einem zufriedenstellenden Ergebnis fu¨hren.
Es liegt nun nahe, nicht nur ein Bild, sondern eine ganze
Serie von Bildern des Objektes aufzunehmen. Dabei wer-
den die Aufnahmeparameter systematisch variiert, so daß
jedes Objektdetail in mindestens einer der Aufnahmen in
ausreichender Qualita¨t abgebildet wird.
Verfu¨gt man u¨ber Kriterien K, die es erlauben, die Qua-
lita¨t eines Bildes lokal zu spezifizieren, so ist es mo¨glich,
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aus allen Bildern der Serie jeweils die besten Bereiche her-
auszunehmen und in einer Form von
”
Patchworking“ zu ei-
nem hochwertigen Ergebnisbild zu verschmelzen.
2.1 Beleuchtung
Die Intensita¨tswerte auf dem Kameratarget, die in ihrer Ge-
samtheit ein Videobild ausmachen, entstehen in komplizier-
ter Weise aus dem Zusammenspiel von Beleuchtung, Ob-
jekteigenschaften und Aufnahmeoptik. Bei den Objektei-
genschaften sind es vor allem die o¨rtliche Verteilung der
Reflektanz und die Topographie der Oberfla¨che, die zu er-
kennbaren Strukturen im Kamerabild fu¨hren. Speziell bei
Oberfla¨chen, deren sichtbare Strukturen nicht nur auf ei-
ne ortsabha¨ngige Reflektanz zuru¨ckgehen, sondern auch
aus der ra¨umlichen Oberfla¨chenstruktur (Relief) resultie-
ren, muß der Beleuchtung besondere Aufmerksamkeit ge-
widmet werden, um zufriedenstellende Bilder zu erhalten.
Zu dieser Art von Objekten geho¨ren reliefartige Spuren auf
Projektilen und Patronenhu¨lsen.
Mit gerichtetem Licht unter gu¨nstigem Einfallswinkel
lassen sich reliefartige Strukturen kontrastreich in Grau-
wertbildern sichtbar machen. Allerdings entstehen dabei
durch lokal unterschiedliche geometrische Konstellationen
zwischen Oberfla¨chenrelief, Beleuchtung und Aufnahme-
optik oftmals sto¨rende Inhomogenita¨ten im Bild [3].
Mit diffusem Licht ko¨nnte man im Gegensatz dazu zwar
o¨rtlich gleichma¨ßige Beleuchtungsbedingungen schaffen,
jedoch mit schwachem Kontrast.
Durch systematische Variation der Beleuchtungskoordi-
naten  (Elevation) und ' (Azimut) des parallel einfallen-
den Lichtes kann man jeden Bereich des Reliefs in minde-
stens einem Bild einer sogenannten Beleuchtungsserie sehr
gut sichtbar machen und die Bilder zu einem Resultat zu
vereinigen, das mit physikalisch realisierbarer Beleuchtung
in einem Einzelbild nicht zu erzielen wa¨re.
2.2 Scha¨rfentiefe
Die Scha¨rfentiefe la¨ßt sich durch Verringerung der Aper-
tur (Abblenden) erho¨hen, jedoch setzt bei mikroskopi-
schen Aufnahmen die Wellennatur des Lichtes Grenzen.
Die Scha¨rfentiefe z und die laterale Auflo¨sung x sind
abha¨ngig. Fu¨r z ergibt sich nach der Rayleighschen Glei-
chung fu¨r die Scha¨rfentiefe: z / NA 2. Fu¨r die laterale
Auflo¨sungsgrenze folgt aus der Formel von Abbe: x /
NA 1 (NA: numerische Apertur). Somit gilt: z / (x)2;
siehe [4]. Eine Verkleinerung der Apertur erho¨ht zwar die
Scha¨rfentiefe, gleichzeitig aber wird die laterale Auflo¨sung
vermindert.
Der Scha¨rfentiefenbereich la¨ßt sich jedoch ku¨nstlich er-
weitern, indem man eine sogenannte Fokusserie des Ob-
jektes aufnimmt [4]. Dazu wird das Objekt in z-Richtung
schrittweise verschoben, so daß sich jedes sichtbare Objekt-
detail in mindestens einem Bild der Serie im Scha¨rfebereich
der optischen Abbildung befindet.
2.3 Vollsta¨ndige Oberfla¨chenerfassung
Viele Objekte sind zu komplex geformt, als daß man eine
gestellte Sichtpru¨fungsaufgabe anhand nur eines Kamera-
bildes erledigen ko¨nnte. Bei grober Vorabkenntnis der Ob-
jektgeometrie kann man die relative Lage von Objekt und
Aufnahmesensor derart variieren, daß man eine Serie von
Bildern gewinnt, die alle interessierenden Oberfla¨chenbe-
reiche des Objektes abbilden [9]. Fu¨r das Zusammenset-
zen mehrerer Einzelbilder zu einem Gesamtbild kommen
bewa¨hrte Verfahren der Photogrammetrie in Betracht [1].
3 Bildfusion
3.1 Erfassung von Bildserien
Die Bilder d(x; !) einer Serie werden durch den Parameter-
vektor der Aufnahmesituation ! = ('; ; ; ) unterschie-
den, wobei ' und  die Beleuchtungsrichtung,  die Gegen-
standsweite und  die Objektpose bezeichnen.
Zuna¨chst muß festgelegt werden, wie der Parameter-
raum
”
abgetastet“ werden muß, damit sa¨mtliche relevanten
Signalanteile in der Bildserie enthalten sind, und eine Fu-
sion zu einem hochwertigen Ergebnisbild mo¨glich ist. Mit
wenigen Bildern d(x; !
i
), i = 0; : : : ; n soll mo¨glichst jeder
interessierende Objektbereich zumindest in einem Bild in
guter Qualita¨t erfaßt werden.
Eine Antwort kann fu¨r die Erfassung von Fokusserien
gegeben werden. Hierbei muß

i
= 
0
+ iz; i = 0; : : : ; n; (1)
z  z; 
0
 z(x)  
n
(2)
gelten, damit sa¨mtliche Bereiche der Oberfla¨che z(x) zu-
mindest einmal scharf abgebildet werden.
Bei Schußwaffenprojektilen ist es nicht notwendig, den
'; -Raum zweidimensional abzutasten, da hier das Nutzsi-
gnal t(x) aus geraden, anna¨hernd parallelen Riefen besteht.
Solche Riefen weisen nur dann einen hohen Kontrast auf,
wenn sie senkrecht zum Riefenverlauf beleuchtet werden.
Daher reicht es in diesem Fall aus,  zu variieren [8].
3.2 Fusion von Bildserien
Eine weitgehend systematische Abhandlung zum Thema
Sensorfusion ist in [5] nachzulesen. Dort findet man einen
allgemeinen Fusionsansatz, der auf der Minimierung einer
sogenannten
”
Energiefunktion“
E = E
D
(D; r) + E
K
(r);  > 0 (3)
basiert. Dabei modelliert E
D
(D; r) den Zusammenhang
zwischen den gegebenen Bilddaten (Bildserie) D =
fd(x; !
i
); i = 0; : : : ; ng und dem Fusionsresultat r(x).
E
K
(r) modelliert wu¨nschenswerte oder a priori bekann-
te Eigenschaften des Fusionsresultates r(x).  gewichtet
beide Energiekomponenten.
Die
”
Energien“ E
D
(D; r) und E
K
(r) sind derart zu de-
finieren, daß das Resultat desto wu¨nschenswerter ausfa¨llt,
je geringer die Energie ist. Um r(x) zu erhalten, muß E
minimiert werden.
3.3 Fusion von Beleuchtungsserien
Die in Abschnitt 3.2 vorgestellte Theorie soll nun konkret
auf die Fusion von Beleuchtungsserien angewendet werden,
wobei gelten soll: ' = '
i
, i = 0; : : : ; n, (; ; ) = const.
Anhand von Bild 2 wird der Grundgedanke anschaulich
erla¨utert. Fu¨r jeden Ort x soll das
”
Beste“ aus der Serie her-
ausgenommen und zu einem Endergebnis zusammengefu¨gt
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~'(x) 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0
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Bild 3: Struktur des Algorithmus zur Fusion von Beleuchtungsserien (merkmalsgestu¨tzte Datenfusion).
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Bild 2: Selektion der besten Bildbereiche fu¨r die Fusion.
werden. Dabei spezifiziert das optimale Beleuchtungsazi-
mut =: (x), aus welchen Bildern der Serie Bildbereiche
”
ausgeschnitten“ werden sollen. Diese optimale Parameter-
funktion (x) darf sich o¨rtlich nur
”
langsam“ a¨ndern, um
Interferenzen mit dem Nutzsignal und dadurch verursach-
te Artefakte zu vermeiden. I. allg. wird daher (x) Wer-
te auch zwischen den diskreten '
i
annehmen. Deshalb ist
Ausschneiden verallgemeinert in dem Sinne zu verstehen,
daß durchaus mehrere Bilder aus der '-Nachbarschaft von
(x) in das Fusionsergebnis am Ort x eingehen ko¨nnen.
Dafu¨r sorgt ein Interpolator ('   (x))  0, der i. allg.
bzgl. ' unimodal und eng um  konzentriert ist. In Bild 2
wird ein linearer Interpolator dargestellt, der durch gewich-
tete Mittelung fu¨r das Einblenden der jeweils zwei bestge-
eigneten Bilder der Serie an der Stelle x sorgt.
Fu¨r ein besseres Versta¨ndnis wird zuna¨chst ein Algo-
rithmus zur Fusion von Beleuchtungsserien vorgestellt. An-
schließend wird die Fusionsaufgabe derart verallgemeinert
werden, daß die Analogie zu der in Abschnitt 3.2 erla¨uter-
ten Vorgehensweise deutlich wird. Es wird sich zeigen, daß
das Verfahren eine effiziente Approximation der Lo¨sung des
Fusionsproblems durch Energieminimierung darstellt.
Bild 3 zeigt die Struktur des Algorithmus zur Fusion
von '-Beleuchtungsserien. Das Fusionsprinzip besteht in
der Selektion der am besten beleuchteten Bildsegmente der
Serie fu¨r jeden Ort x basierend auf einem lokalen Kriterium
K. Um einen mo¨glichst hohen Kontrast im Fusionsergebnis
r(x) zu erzielen, eignet sich als Kriterium K z.B. die lo-
kale Grauwertvarianz. Die ausgewa¨hlte Beleuchtungsrich-
tung, die fu¨r jeden Ort x in die sogenannte Beleuchtungs-
karte
~'(x) = argmax
'
i
Kfd(x; '
i
)g (4)
eingetragen wird, muß eine o¨rtlich langsamvera¨nderliche
Funktion im Vergleich zum Nutzsignal t(x) sein. Deshalb
wird die Beleuchtungskarte mit einem Tiefpaß gegla¨ttet:
(x) = \TPfe
j ~'(x)
g: (5)
Als Tiefpaß wird ein Binomialfilter verwendet, wobei die
Zyklizita¨t von ' beachtet werden muß, da ' = ' + 2k,
k 2 Z gilt. Deshalb gla¨ttet man nicht ~'(x) direkt, sondern
exp (j ~'(x)) und erha¨lt (x) als Winkel des komplexen Re-
sultates [7]. Die resultierende Funktion (x) entspricht der
bestgeeigneten lokalen Beleuchtungsrichtung.
Die eigentliche Fusion erfolgt durch gewichtete ¨Uber-
lagerung maximal zweier, bezu¨glich ' benachbarter Bilder
d(x; '
i
). Lineare Interpolation sorgt fu¨r weiches ¨Uberblen-
den zwischen bzgl. ' benachbarten Bildern. Die schmale
Ausdehnung von (:; :) sorgt fu¨r eine Mittelung ausschließ-
lich a¨hnlich beleuchteter Bilder. Hier ko¨nnten Licht und
Schatten ihre Rollen tauschen, was dann zu einer fu¨r den
Kontrast scha¨dlichen ¨Uberlagerung fu¨hren wu¨rde.
Drei Eigenschaften des vorgeschlagenen Fusionsverfah-
rens sorgen fu¨r dessen gute Ergebnisse:
1. Fu¨r jeden Ort x a¨hnelt das Fusionsergebnis r(x) jenem
Bild d(x; '
i
), das die beste Beleuchtung aufweist.
2. Die Glattheit des optimalen Azimuts (x) und die
¨Uberblendung '-benachbarter Bilder gewa¨hrleisten,
daß keine Artefakte in r(x) vorhanden sind.
3. Das resultierende Bild r(x) erreicht global gute Ergeb-
nisse im Sinne des lokalen Kriteriums K.
Durch Formulierung von Energietermen, die die Nich-
terfu¨llung dieser Bedingungen bestrafen, kann eine Ener-
giefunktion der Form von Gl. (3) gewonnen werden:
E =
X
i
X
x
(r(x)  d(x; '
i
))
2
('
i
  (x))
+
1
X
x
(HPf(x)g)
2
  
2
X
x
( 1)Kfr(x)g
= E
D
(D; r; ) + 
1
E
G
() + 
2
E
K
(r); (6)
'
i
= '
0
+ i'; i = 0; : : : ; n;
'
0
 (x)  '
n
; 
1
; 
2
> 0; HPfg: Hochpaß:
Gl. (6) ist eine kompakte Beschreibung des Problems, die
die bekannten und gewu¨nschten Eigenschaften der an der
Fusion beteiligten Gro¨ßen sowie deren Zusammenha¨nge
widerspiegelt.
Der erste Summand E
D
(D; r; ) in Gl. (6) sorgt fu¨r Da-
tenna¨he von r(x). Lokal soll r(x) mo¨glichst demjenigen
Bild d(x; '
i
) der Serie gleichen, das am Ort x optimale Be-
leuchtungseigenschaften zeigt. ('
i
  (x)) la¨ßt nur das
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bestgeeignete d(x; '
i
) und dessen Nachbarn eingehen. Der
zweite Summand E
G
() bestraft unzula¨ssig hochfrequente
Signalanteile von (x), indem er die Energie des hochpaß-
gefilterten Signals HPf(x)g wiedergibt. Dieser Summand
stellt damit eine o¨rtliche Glattheitsforderung fu¨r den opti-
malen Beleuchtungswinkel (x) dar. Der dritte Summand
E
K
(r) bewertet, ob das lokale, mit der Bildqualita¨t mono-
ton wachsende Gu¨tekriterium K global im Fusionsresultat
r(x) hohe Werte erzielt.
Bei erneuter Betrachtung des in Bild 3 gezeigten Ver-
fahrens fa¨llt eine Analogie zwischen dessen Blo¨cken und
den Einzelsummanden von Gl. (6) auf. In den beiden linken
oberen Blo¨cken wird im wesentlichen E
K
(r) minimiert.
Die im rechten oberen Block durchgefu¨hrte Gla¨ttung sorgt
vor allem fu¨r eine Minimierung von E
G
(). Anschließend
wird im Fusionsblock eine ¨Uberblendung zwischen den be-
sten Bildern aus dem Bildstapel durchgefu¨hrt, was im we-
sentlichen E
D
(D; r; ) minimiert.
Die simultane Minimierung von E bezu¨glich r(x) und
(x) liefert das unter den getroffenen Annahmen optimale
Fusionsergebnis, ist jedoch sehr rechenaufwendig. Die vor-
geschlagene Strategie nach Bild 3 stellt eine effiziente Ap-
proximation der Optimierung dar, die auf einer getrennten
Minimierung der Summanden der Energiefunktion (6) ohne
Ru¨cksicht auf die Faktoren 
i
basiert.
3.4 Fusion von Fokusserien
Bei Fokusserien kann man analog zu Beleuchtungsserien
bzgl. ' verfahren, wenn man in Gl. (6) (x) durch die
optimale Gegenstandsweite (x) und die Winkel '
i
durch
tatsa¨chlich angefahrene Gegenstandsweiten 
i
ersetzt:
E = E
D
(D; r; ) + 
1
E
G
() + 
2
E
K
(r): (7)
Die Bedeutung der Energieterme bleibt gleich bei Seri-
en mit variabler Beleuchtung. Auch hier muß eine gewisse
Glattheit fu¨r (x) gefordert werden, da zur empirischen Be-
urteilung der Scha¨rfe anhand eines Scha¨rfekriteriums K ei-
ne o¨rtliche Mittelung vorgenommen werden muß, die in ih-
rem Einzugsgebiet eine na¨herungsweise konstante Gegen-
standsweite (x) implizit voraussetzt. Fu¨r K eignen sich
die gleichen Kriterien wie bei Beleuchtungsserien.
Die Abbildungsmaßsta¨be der zu einem scharfen Bild
r(x) fusionierten Ausschnitte der Serie fd(x; 
i
)g sind bei
geringer Scha¨rfentiefe z der Einzelbilder auch ohne tele-
zentrische Optik na¨herungsweise gleich, da der Scha¨rfebe-
reich bei einer festen Gegenstandsweite liegt.
4 Experimentelle Ergebnisse
4.1 Beschreibung des Erfassungssystems
Zur Erfassung von Bildserien wurde eine rechnergesteu-
erte Anlage aufgebaut, die aus einer flexiblen Beleuch-
tungseinrichtung, einer kommerziellen Optik und einer 3D-
Verschiebeeinrichtung besteht.
Das Beleuchtungssystem basiert auf einer Vorrich-
tung, die zur Erkennung von Oberfla¨chenmerkmalen und
-defekten entwickelt wurde [6]. Das System besteht aus ei-
ner Grundplatte, in der 256 individuell ansteuerbare LEDs
angebracht sind. ¨Uber einen Parabolspiegel wird das Licht

Bild 4: Aufbau des Beleuchtungssystems.
der LEDs in dessen Brennpunkt auf das zu erfassende Ob-
jekt geleitet; siehe Bild 4. ¨Uber eine ¨Offnung wird das Ob-
jekt mit Hilfe eines Makroskops und einer CCD-Kamera
erfaßt.
Die Lage einer LED bestimmt Azimut ' und Elevation
 des Lichtstrahles, mit dem das Objekt beleuchtet wird.
Durch Variation dieser Parameter kann jeder Punkt auf der
Oberfla¨che mit maximalem Kontrast erfaßt werden.
Die 3D-Verschiebeeinrichtung erlaubt eine translatori-
sche bzw. rotatorische Positionierung mit einer Genauigkeit
von 0; 5m bzw. 0; 36.
4.2 Ergebnisse
In Bild 5 sind links 4 von insgesamt 20 Aufnahmen ei-
ner Beleuchtungsserie eines Schlagbolzeneindruckes einer
Patronenhu¨lse zu sehen. Es gilt: '
i
= i 18

, i = 0; : : : ; 19,
 = const. Zur visuellen Beurteilung des Fusionsergebnis-
ses (mittleres Bild) wurde das gleiche Objekt mit diffuser
Beleuchtung erfaßt (Bild 5 rechts). Im diffus beleuchteten
Bild sind viele relevante Merkmale im Bereich des Schlag-
bolzeneindruckes nicht mehr sichtbar.
Bild 6 zeigt links 6 von 20 Bildern einer Fokusserie ei-
nes Projektils, die durch schrittweise ¨Anderung der Gegen-
standsweite (z = 78; 5 m) bei diffuser Beleuchtung ge-
wonnen wurden. Im Fusionsergebnis Bild 6 rechts erkennt
man, daß – im Gegensatz zu den Bildern aus der Serie –
sa¨mtliche Oberfla¨chenbereiche scharf enthalten sind: eine
virtuelle Erho¨hung der Scha¨rfentiefe wurde erreicht.
In Bild 7 ist ein Ausschnitt des Fusionsergebnisses einer
Bildserie des Projektilmantels gezeigt. Bei der Serie wur-
den die Elevation  ( = 9; 5), die Gegenstandsweite 
(z = 131; 5m) und der Rotationswinkel des Objektes 
( = 1; 8) systematisch variiert. Fu¨r jede Gegenstands-
weite wurde eine Beleuchtungsserie fusioniert. Anschlie-
ßend wurden die Fokusserien verschmolzen und dann die
Ergebnisse fu¨r die unterschiedlichen Objektposen 
i
zum
Endergebnis – dem Mantelabbild – fusioniert.
5 Zusammenfassung
Es wurde eine Methodik zur Fusion von Bildserien, die
durch systematische ¨Anderung der Aufnahmesituation ge-
wonnen wurden, pra¨sentiert. Das Fusionsproblem wird in
Form einer Energiefunktion formuliert, deren Minimierung
das unter den getroffenen Annahmen optimale Fusions-
resultat liefert. In unserem Falle erlaubt die Struktur der
Energiefunktion, daß die ansonsten sehr aufwendige Opti-
mierungsrechnung durch getrennte Minimierung der Sum-
4
Bild 5: Schlagbolzeneindruck: l.) Beleuchtungsserie (Bilder i = 0; 5; 10; 15); m.) Fusionsergebnis r(x) (Kriterium K: Varianz in
55-Umgebung; Gla¨ttung von ~'(x) mit 4949-Binomialfilter); r.) homogene Beleuchtung.
Bild 6: Projektil: l.) Fokusserie (Bilder i = 2; 5; 8; 11; 14; 17); r.) Fusionsergebnis r(x) (Kriterium K: Varianz in 55-Umgebung;
Gla¨ttung von ~(x) mit 2121-Binomialfilter).
: : : : : :
Bild 7: 30% der Abwicklung des Mantels eines Projektils. Das Gesamtbild umfaßt 5018512 Pixel!
manden der Energiefunktion effizient approximiert werden
kann. Als Ergebnis erha¨lt man qualitativ hochwertige Bil-
der, die in einer einzigen Aufnahme nicht realisierbar sind.
Die Leistungsfa¨higkeit der vorgestellten Verfahren wurde
anhand von Bildern von Projektilma¨nteln, Schlagbolzen-
eindru¨cken an verfeuerten Patronenhu¨lsen und Projektilen
demonstriert. Der erho¨hte Aufwand bei der Bildakquisition
ist in der Kriminaltechnik durchaus gerechtfertigt ist, weil
die fu¨r die spa¨tere Bildauswertung wesentlichen Merkma-
le dann robuster und somit reproduzierbarer erfaßt werden
ko¨nnen.
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