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Calculation of design sensitivities often involves much computational eﬀort, particularly in large structural systems
with many design variables. Approximation concepts, which are often used to reduce the computational cost involved
in repeated analysis, are usually not suﬃciently accurate for sensitivity analysis. In this study, approximate reanalysis is
used to improve the eﬃciency of dynamic sensitivity analysis. Using modal analysis, the response derivatives with respect
to design variables are presented as a combination of sensitivities of the eigenvectors and the generalized displacements. A
procedure intended to reduce the number of diﬀerential equations that must be solved during the solution process is pro-
posed. Eﬃcient evaluation of the derivatives, using ﬁnite diﬀerence and the recently developed combined approximations
approach, is presented. Numerical examples show that high accuracy of design sensitivities can be achieved eﬃciently.
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Design sensitivity analysis of structures deals with the calculation of the response derivatives with respect
to the design variables. These derivatives, called the sensitivity coeﬃcients, are used in the solution of var-
ious problems. In design optimization, the sensitivity coeﬃcients are often required to select a search direc-
tion. These coeﬃcients are used in generating approximations for the response of a modiﬁed system,
including approximate reanalysis models and explicit approximations of the constraint functions in terms0020-7683/$ - see front matter  2005 Published by Elsevier Ltd.
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ties in the structural properties on the system response. Calculation of the sensitivities often involves much
computational eﬀort, particularly in large structural systems with many design variables. As a result, there
has been much interest in eﬃcient procedures for calculating the sensitivity coeﬃcients. Early and recent
developments in methods for sensitivity analysis are discussed in many studies (e.g. Haug et al., 1986; Haft-
ka and Adelman, 1989; Haftka and Gurdal, 1993; van Keulen et al., in press). Methods of sensitivity anal-
ysis for discretized systems can be divided into the following classes:
(a) Finite-diﬀerence methods, which are easy to implement but might involve numerous repeated analyses
and high computational cost, particularly in problems with many design or response variables. In
addition, ﬁnite-diﬀerence approximations might have accuracy problems. The eﬃciency can be
improved by using fast reanalysis techniques.
(b) Analytical methods, which provide exact solutions but might not be easy to implement in some prob-
lems such as shape optimization.
(c) ‘‘Semi-analytical’’ methods, which are based on a compromise between ﬁnite-diﬀerence methods and
analytical methods. These methods use ﬁnite-diﬀerence evaluation of the right-hand-side vector. They
are easy to implement but might provide inaccurate results.
In general, the following factors are considered in choosing a suitable sensitivity analysis method for a
speciﬁc application:
• The accuracy of the calculations.
• The computational eﬀort involved.
• The ease-of-implementation.
The implementation eﬀort is weighted against the performance of the algorithms as reﬂected in their com-
putational eﬃciency and accuracy. The quality of the results and eﬃciency of the calculations are usually two
conﬂicting factors. That is, higher accuracy is often achieved at the expense of more computational eﬀort.
Dynamic sensitivity analysis has been demonstrated by several authors. Using the mode superposition
approach and assuming harmonic loading, the response sensitivities were evaluated by direct diﬀerentiation
of the equations of motion in the generalized coordinates (Kramer and Grierson, 1989). In cases of earth-
quake loading the ground acceleration is usually given in discrete time steps, thus the loading is not given
analytically. In several studies (Kim and Choi, 2000; van Keulen et al., in press) the unconditionally stable
implicit numerical equation was directly derived. It was found that the analysis equations and the sensitivity
equations have the same left-hand side expression. Thus, it was possible to use the available factorized coef-
ﬁcient matrix. A numerical procedure was applied for calculation of the sensitivity of the response.
Approximation concepts are often used to reduce the computational cost involved in repeated analysis of
structures (Kirsch, 2002). However, most approximations that are adequate for structural reanalysis are not
suﬃciently accurate for sensitivity analysis. In this study, approximate reanalysis is used to improve the eﬃ-
ciency of dynamic sensitivity analysis by ﬁnite diﬀerences. Given the results of exact analysis for an initial
design, the displacements for various modiﬁed designs are evaluated eﬃciently by the recently developed
combined approximations (CA) approach (Kirsch, 2002, 2003a). Originally, the approach was developed
for linear static problems. Recently, accurate results were reported also for eigenproblem (Kirsch, 2003b;
Kirsch and Bogomolni, 2004) and dynamic reanalysis problems (Kirsch et al., submitted for publication-
a, submitted for publication-b).
Calculation of analytical derivatives using approximate analysis models have been demonstrated previ-
ously (Kirsch, 1994; Kirsch and Papalambros, 2001). It was found that accurate results can be achieved but,
as noted earlier, analytical derivatives might not be easy to implement. It was demonstrated recently
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ferences for linear static problems and eigenproblems.
The present study deals with the design sensitivity analysis for discrete linear systems subjected to dy-
namic loading. The problem of dynamic analysis by mode superposition is ﬁrst introduced, and the re-
sponse derivatives with respect to design variables are presented as a combination of sensitivities of the
eigenvectors and the generalized displacements. A procedure for reducing the number of diﬀerential equa-
tions that must be solved during the solution process is then proposed. Computational procedures intended
to improve the accuracy of the approximations are developed, and eﬃcient evaluation of the response
derivatives by the combined approximations approach is presented. Numerical examples demonstrate
the accuracy of the results.2. Problem formulation
2.1. Dynamic analysis
Consider the equations of motion for a linear system subjected to dynamic forcesM€rþ C_rþ Kr ¼ R ð1Þ
where M is the mass matrix, C is the damping matrix, K is the stiﬀness matrix, r is the unknown displace-
ment vector, and R is the load vector.
Considering mode superposition, we use the following transformation from the nodal displacements to
the generalized displacements:r ¼
Xp
k¼1UkZk ¼ UZ ð2Þwhere p is the number of mode shapes considered (in general p m, where m is the number of degrees of
freedom), Z is a vector of generalized displacements, and U is the matrix of eigenvectors (mode shapes).
The eigenvectors Uk and eigenvalues kk ¼ x2k (xk are the circular frequencies) are obtained by solving
the eigenproblemKUk ¼ kkMUk k ¼ 1; . . . ; p ð3Þ
In the presentation that follows we assume damping such that classical modal analysis can be used. Substi-
tuting Eq. (2) into Eq. (1) and pre-multiplying the resulting equations by UT, we obtain the uncoupled
equations of motionI€Zþ K _ZþX2Z ¼ P ð4Þ
In these equations the right-hand side vector in normalized coordinates is P = UTR, the mass matrix is an
identity matrix I = UTMU, the damping matrix is K = UTCU, and the stiﬀness matrix isX2 = UTKU. Note
that K and X2 in these coordinates are diagonal low-order matrices, given byK ¼ UTCU ¼
2x1f1
. .
.
2xpfp
2
664
3
775
X2 ¼ UTKU ¼
x21
. .
.
x2p
2
664
3
775
ð5Þ
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uncoupled equations€Zk þ 2xkfk _Zk þ x2kZk ¼ Pk k ¼ 1; . . . ; p ð6Þ
It should be noted that in many problems (e.g. earthquake loading) the load vector R, and therefore the
right-hand side termsPk ¼ UTkR ð7Þ
are given as discrete values at each time step, and not by analytical functions.
In summary, computation of the dynamic response by modal analysis involves the following steps.
(a) Determine the matrices K, M, and C.
(b) Determine the p requested eigenpairs kk, Uk by solving the eigenproblem of Eq. (3).
(c) Compute the modal coordinates Zk by solving Eq. (6).
(d) Compute the nodal displacements r by Eq. (2).
(e) Calculate the element forces using the element stiﬀness properties.
2.2. Displacement derivatives
The derivative expressions of the displacement vector r with respect to a design variable Xj, o r/oXj, are
given by diﬀerentiating Eq. (2)or
oX j
¼
Xp
k¼1
oUk
oX j
Zk þUk oZkoX j
 
ð8ÞThe derivatives oUk/oXj can be evaluated eﬃciently by ﬁnite diﬀerences using the CA approach, as will be
shown later. Assuming that the damping ratios fk are independent of the design variables (which is typical,
for example, in civil engineering structures), we calculate oZk/oXj by diﬀerentiation of Eq. (6)o€Zk
oX j
þ 2xkfk
o _Zk
oX j
þ x2k
oZk
oX j
¼ oPk
oX j
 2 oxk
oX j
fk _Zk 
ox2k
oX j
Zk ð9ÞDenotingqk ¼ oZk=oX j _qk ¼ o _Zk=oX j €qk ¼ o€Zk=oX j ð10Þ
and substituting Eqs. (7) and (10) into Eq. (9) yields€qk þ 2xkfk _qk þ x2kqk ¼ UTk
oR
oX j
þ oU
T
k
oX j
R 2 oxk
oX j
fk _Zk 
ox2k
oX j
Zk ð11ÞNote that the left-hand sides and the initial conditions of Eqs. (6) and (11) are similar (e.g. qk ¼ _qk ¼ 0 for
t = 0), whereas the right-hand sides are diﬀerent. This similarity will be used to reduce the number of dif-
ferential equations that must be solved during the solution process.
In summary, given the eigenpairs and the response for a certain design and time, evaluation of the dis-
placement derivatives involves the following steps.
(a) Evaluate the derivatives of the eigenpairs (oUk/oXj and okk/oXj).
(b) Compute the right side of Eq. (11).
(c) Compute the derivatives qk = oZk/oXj by solving Eq. (11).
(d) Evaluate the displacement derivatives or/oXj by Eq. (8).
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volved in the following two steps:
(a) Solution of the pn diﬀerential equation (11).
(b) Evaluation of pn derivatives of the eigenpairs (oUk/oXj and oxk/oXj).
A procedure intended to reduce the number of diﬀerential equations to be solved during the solution
process is proposed below. Eﬃcient evaluation of the derivatives of the eigenpairs, using ﬁnite diﬀerence
and the CA approach, is presented later.3. Reducing the number of diﬀerential equations
Due to the linearity of Eq. (11), we can use superposition and divide it into the following 3 equations
with identical initial conditions€qðiÞk þ 2xkfk _qðiÞk þ x2kqðiÞk ¼ F ðiÞk i ¼ 1; 2; 3 ð12Þ
whereF ð1Þk ¼ UTk
oR
oX j
þ oU
T
k
oX j
R F ð2Þk ¼ 2
oxk
oX j
fk _Zk F
ð3Þ
k ¼ 
ox2k
oX j
Zk ð13Þ
qk ¼
X3
i¼1
qðiÞk _qk ¼
X3
i¼1
_qðiÞk €qk ¼
X3
i¼1
€qðiÞk ð14ÞNoting that the right-hand sides of Eq. (6) and Eq. (12) for i = 1 arePk ¼ UTkR ð15Þ
F ð1Þk ¼ UTk
oR
oX j
þ oU
T
k
oX j
R ð16Þand assuming that the load vector can be expressed in the form R(X, t) = R(X)g(t), then Eqs. (15) and (16)
describe similar functions in time with diﬀerent amplitudes. For zero initial conditions (or, if we neglect the
inﬂuence of the homogeneous solution), the ratio between the two displacement functions of Eqs. (6) and
(12) is equal to the ratio between the right-hand side terms. Thus, given the solutions Zk of Eq. (6) for all p
modes, the solutions qð1Þk of Eq. (12) for i = 1 can be determined directly byqð1Þk ¼ Zk
UTk
oR
oXj
þ oUTkoX j R
UTkR
ð17ÞTo ﬁnd qð2Þk , q
ð3Þ
k , Eq. (12) must be solved for i = 2 and i = 3. For X1 we have to solve the two equations€qð2Þk þ 2xkfk _qð2Þk þ x2kqð2Þk ¼ 2
oxk
oX 1
fk _Zk ð18Þ
€qð3Þk þ 2xkfk _qð3Þk þ x2kqð3Þk ¼ 
ox2k
oX 1
Zk ð19ÞGiven the solutions of Eqs. (18) and (19) with respect to X1, it is observed that the solutions for any other
variable Xj can be determined directly by
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oxk
oX j
oxk
oX 1
qð2Þk ðX 1Þ qð3Þk ðX jÞ ¼
ox2k
oX j
ox2k
oX 1
qð3Þk ðX 1Þ ð20ÞIn the particular case where Uk and R are orthogonal we obtain Pk ¼ UTkR ¼ 0. From Eq. (6) we have
Zk ¼ _Zk ¼ €Zk ¼ 0, and from Eqs. (17) to (19) we ﬁnd qð1Þk ¼ qð2Þk ¼ qð3Þk ¼ 0.
In summary, assuming a problem with p considered mode shapes and n design variables, the number of
times that the diﬀerential equation (11) must be solved in order to perform sensitivity analysis is usually pn.
Considering the procedure presented in this section and assuming that the solution of the analysis problem
[Eq. (6)] is known, the number of times that the diﬀerential equations must be solved in order to perform
sensitivity analysis is only 2p [Eqs. (18) and (19)]. Thus, the ratio between the two numbers is pn/2p = n/2,
which means a signiﬁcant reduction in the computational cost. For example, for a problem with 10 design
variables, the procedure presented requires about 20% of the eﬀort involved in complete sensitivity analysis.4. Derivatives of the eigenpairs
4.1. Analytical derivatives
For simplicity, we eliminate the subscripts k (mode shapes) and j (design variables). Thus, the eigenprob-
lem of Eq. (3) is expressed asKU ¼ kMU ð21Þ
The eigenvector is often normalized such thatUTMU ¼ 1 ð22Þ
To evaluate the derivatives of the eigenpairs (oU/oX and ok/oX), we diﬀerentiate Eqs. (21) and (22) with
respect to a design variable X and rearrange to obtainðK kMÞ oU
oX
 ok
oX
MU ¼  oK
oX
 k oM
oX
 
U ð23Þ
UTM
oU
oX
¼  1
2
UT
oM
oX
U ð24Þor, in matrix formK kM MU
UTM 0
  oU
oX
ok
oX
( )
¼ 
oK
oX  k oMoX
 
U
1
2
UT oMoX U
( )
ð25ÞIn the solution of Eq. (25) care must be taken because the principal minor (K  kM) is singular. In many
cases we are interested only in the derivatives ok/oX. These derivatives may be obtained by premultiplying
Eq. (23) by UT and rearrangingok
oX
¼ U
T oK
oX  k oMoX
 
U
UTMU
ð26ÞNote that this is only correct if the eigenvalue k is distinct.
Several methods have been proposed to solve Eq. (25). In general, the solution involves much compu-
tational eﬀort. Speciﬁcally, a matrix of the order (m + 1), m being the number of degrees of freedom, must
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calculated and forward and backward substitutions must be carried out for each design variable.
4.2. Finite-diﬀerence derivatives
In the forward-diﬀerence method, the derivatives are approximated from the exact displacements at the
original point X and at the perturbed point X + dX byoU
oX
¼ UðX þ dX Þ UðX Þ
dX
ð27Þwhere dX is a predetermined step-size. The accuracy can be improved by adopting the central-diﬀerence
approximation, where the derivatives are computed from the exact displacements at the two points X  dX
and X + dX byoU
oX
¼ UðX þ dX Þ UðX  dX Þ
2dX
ð28ÞFinite-diﬀerence methods are the easiest to implement and therefore they are attractive in many applica-
tions. When U(X) is known, application of Eq. (27) involves only one additional calculation of the displace-
ments at X + dX whereas Eq. (28) requires calculation at the two points X  dX and X + dX. For a
problem with n design variables, ﬁnite-diﬀerence derivative calculations require repetition of the analysis
for n + 1 [Eq. (27)] or 2n + 1 [Eq. (28)] diﬀerent design points. This procedure is usually not eﬃcient com-
pared to, for example, analytical and semi-analytical methods. An eﬃcient solution procedure using the CA
approach is described below.
As noted earlier, ﬁnite-diﬀerence approximations might have accuracy problems. The following two
sources of errors should be considered whenever these approximations are used:
(a) The truncation error, which is a result of neglecting terms in the Taylor series expansion of the per-
turbed response.
(b) The condition error, which is the diﬀerence between the numerical evaluation of the function and
its exact value. Examples for this type of error include round-oﬀ error in calculating oU/oX from
the original and perturbed values of U, and calculation of the response by approximate analysis.
The latter can also be the result of a ﬁnite number of iterations being used within an iterative
procedure.
These are two conﬂicting considerations. That is, a small step size dX will reduce the truncation error,
but may increase the condition error. In some cases there may not be any step size which yields an accept-
able error. Some considerations for choosing the forward-diﬀerence step-size are discussed elsewhere (Bur-
ton, 1992). In certain applications, truncation errors are not of major importance since it is often suﬃcient
to ﬁnd the average rate of change in the structural response and not necessarily the accurate local rate of
change at a given point. Therefore, to eliminate round-oﬀ errors due to approximations it is recommended
to increase the step-size.
It is well known that relatively small response values are not calculated as accurately as large response
values (Haftka and Gurdal, 1993). The same applies to derivatives. Thus, it would be diﬃcult to evaluate
accurately small response derivatives by ﬁnite diﬀerence or other approximations. Fortunately, it is usually
not important to evaluate accurately relatively small derivative values. The relative magnitude of the deriv-
atives can be estimated from the ratio (oU/U)/(oX/X).
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5.1. The reduced eigenproblem
Eigenproblem reanalysis by the CA method has been discussed in detail in previous studies (Kirsch,
2003b; Kirsch and Bogomolni, 2004). For completeness of presentation, the solution procedure is brieﬂy
described in this section. Given an initial design, we assume that the corresponding stiﬀness matrix K0 is
given in the decomposed formK0 ¼ UT0U0 ð29Þ
where U0 is an upper triangular matrix. The initial eigenpair U0, k0 is obtained by solving the initial
eigenproblemKU0 ¼ k0MU0 ð30Þ
Assume a perturbation dX in the design and corresponding changes dK in the stiﬀness matrix and dM in the
mass matrix, respectively. The modiﬁed matrices are given byK ¼ K0 þ dK M ¼ M0 þ dM ð31Þ
The object is to estimate eﬃciently and accurately the requested eigenpairU, k without solving the complete
set of modiﬁed equationsðK0 þ dKÞU ¼ kMU ð32Þ
The solution process involves the following steps.
(a) Calculate the modiﬁed matrices K, M [Eq. (31)].
(b) Calculate the matrix of basis vectors rBrB ¼ ½r1; r2; . . . ; rs ð33Þ
where r1, r2, . . . , rs are the basis vectors, and s is much smaller than the number of degrees of freedom.
For any requested eigenpairU, k the basis vectors are determined separately, using the steps described
in the next section.(c) Calculate the reduced matrices KR and MR byKR ¼ rTBKrB MR ¼ rTBMrB ð34Þ
(d) Solve the reduced s · s eigenproblem for the ﬁrst eigenpair k1, y1KRy1 ¼ k1MRy1 ð35Þ
where yT1 is a vector of unknown coeﬃcients
yT1 ¼ fy1; y2; . . . ; ysg ð36Þ
Various methods (e.g. inverse vector iteration) can be used for this purpose.(e) Evaluate the requested mode shape U byU ¼ y1r1 þ y2r2 þ    þ ysrs ¼ rBy1 ð37ÞThe requested eigenvalue is already given from Eq. (35) k = k1.
It was found that high accuracy is often achieved with a very small number of basis vectors. In such cases
the above solution procedure is most eﬀective.
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The eﬀectiveness of the solution approach depends, to a great extent, on the appropriate choice of the
basis vectors. Proper selection of the basis vectors is perhaps the most important factor aﬀecting the suc-
cessful application of the method. It was found that the basis vectors determined by the method described
in this section provide accurate results with a small computational eﬀort.
The binomial series terms. The basis vectors for any requested eigenpair U, k, are ﬁrst calculated by the
terms of the binomial series as follows (Kirsch et al., submitted for publication-b). The ﬁrst basis vector is
selected asr1 ¼ K10 MU0 ð38Þ
Additional vectors are calculated by the terms of the binomial seriesrk ¼ Brk1 ð39Þ
where matrix B is given byB ¼ K10 dK ð40Þ
Calculation of each basis vector by Eq. (39) involves only forward and backward substitutions, since K0 is
given in the decomposed form of Eq. (29) from the initial analysis.
Reduction of truncation errors. Substituting Eq. (40) into Eq. (39) yieldsrk ¼ K10 dKrk1 ð41Þ
It was found (Barthelemy et al., 1988; Pedersen et al., 1989) that the expression of Eq. (41) might cause
inaccurate results in calculating sensitivities with respect to shape design variables. To improve the accu-
racy, it is possible to use the central-diﬀerence expressiondK ¼ KðX þ dX Þ  KðX  dX Þ ð42Þ
in Eq. (40), instead of the forward-diﬀerence expression [Eq. (31)]dK ¼ KðX þ dX Þ  K0 ð43Þ
This modiﬁcation may reduce signiﬁcantly the number of basis vectors required to achieve suﬃciently accu-
rate results. In summary, the resulting expressions for calculating the basis vectors [instead of Eqs. (38)–
(40)] arer1 ¼ r1 ¼ K10 MU0 ð44Þ
rk ¼ Brk1 ð45Þ
B ¼ K10 dK ð46ÞIt should be noted that forward-diﬀerence derivatives [only one additional reanalysis for (X + dX)] can be
used with the central diﬀerence expressions of Eqs. (44)–(46).
Gram–Schmidt orthogonalizations. To improve the accuracy of the results for the higher mode shapes, we
use Gram–Schmidt orthogonalizations of the approximate mode shapes. Assume for example that we have
calculated the ﬁrst p eigenvectors U1,U2, . . . ,Up and that we want to M-orthogonalize Up+1 to these eigen-
vectors. For this purpose, we M-orthogonalize the basis vectors rk of Up+1 to the lower eigenvectors byrk ¼ rk 
Xp
i¼1
ðUTi MrkÞUi ð47ÞThis expression is further developed below.
5494 M. Bogomolni et al. / International Journal of Solids and Structures 43 (2006) 5485–5500It was found that in many cases the basis vectors determined by Eqs. (44) and (45) come close to being
linearly-dependent. As a result, numerical errors might occur. To overcome this diﬃculty, Gram–Schmidt
orthogonalizations are used to generate a new set of orthogonal basis vectors Vk (k = 1,2, . . . , s). The
advantage is that more accurate results are obtained with the new vectors that satisfy the conditions
VTkMVj ¼ dkj. The ﬁrst normalized basis vector V1 is determined byV1 ¼ jrT1Mr1j1=2r1 ð48Þ
Additional basis vectors (k = 2, . . . , s) are generated by the following expression for the non-normalized
vectors VkVk ¼ rk 
Xk1
j¼1
ðrTkMVjÞVj ð49ÞEq. (49) is used for the ﬁrst mode shape. For the higher modes we use also Gram–Schmidt orthogonaliza-
tions of the modes [Eq. (47)] and obtain for the (p + 1)th modeVk ¼ rk 
Xk1
j¼1
ðrTkMVjÞVj 
Xp
i¼1
ðUTi MrkÞUi ð50ÞThe non-normalized vectors Vk, calculated by Eq. (49) or Eq. (50), are normalized byVk ¼ jVTkMV kj1=2Vk ð51Þ6. Numerical examples
6.1. Cantilever column
All dimensions in this example are arbitrary. The column shown in Fig. 1 of a length L = 100 consists of
n equally sized beam elements. The uniform bending stiﬀness is EI = 109, the distributed mass is 103, and
the length X = L/n of the elements is taken as the design variable. The structure is subjected to the loading1
2
i
n
L
( )tgy =..
X=L/n
Fig. 1. Column example.
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Fig. 2. El Centro earthquake.
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earthquakes expected to appear in 50 years (Somerville et al., 1997). The object is to evaluate the sensitivity
of the horizontal displacement at the top of the column with respect to X.
It has been shown (Pedersen et al., 1989) that the sensitivity errors according to the traditional semi-ana-
lytical method are proportional to gn2, where g = dX/X denotes the relative perturbation of the design var-
iable, and dX is the perturbation. Derivatives of the eigenvalues, oki/oX, are calculated by the following
methods:
oki/oX(FD) = forward-diﬀerence derivatives using exact analysis formulation.
oki/oX(CAs) = forward-diﬀerence derivatives using the CA method with s basis vectors.
The percentage errors E(dki) = 100[oki/oX(FD)  oki/oX(CAs)]/[oki/oX(FD)] were calculated for the
ﬁrst ﬁve mode shapes. Results obtained with various numbers of basis vectors for diﬀerent numbers of col-
umn elements n (n = 50, 100, 200, 300), and g = dX/X = 0.01, 0.001, 0.0001 (using the forward-diﬀerence
dK and the central-diﬀerence dK) are shown in Tables 1 and 2. It is observed that the results achieved
by the CA method are very close to those obtained by exact analysis formulation. Using central-diﬀerence,Table 1
Errors in eigenvalues, cantilever column, forward diﬀerence dK
n g CAs E(dk1) E(dk2) E(dk3) E(dk4) E(dk5)
50 0.01 CA5 0.00304 0.00018 1.4e05 3.6e06 1.6e07
0.001 CA2 0.21313 0.00336 4.6e05 7.8e05 3.3e05
0.0001 CA2 0.00205 0.00026 2.5e05 1.2e05 2.65e07
100 0.01 CA6 0.14660 0.00396 7.8e06 1e05 2e06
0.001 CA3 0.01979 0.00061 4e05 1.5e05 2.7e06
0.0001 CA2 0.01977 0.00017 0.00055 0.00011 4.8e05
200 0.01 CA10 0.03720 0.00010 7.2e05 4.2e05 5.1e06
0.001 CA4 0.01553 0.00014 0.00020 0.00011 0.00010
0.0001 CA3 0.05068 0.04500 0.00729 0.00086 0.00065
300 0.01 CA13 0.06554 0.00164 3.3e05 0.00531 0.00308
0.001 CA5 0.14591 0.00400 0.00179 0.00120 7.3e05
0.0001 CA3 1.64950 0.11213 0.01491 0.00421 0.00509
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Fig. 3. Displacement sensitivities: (a) n = 100, g = 0.0001; (b) n = 300, g = 0.0001.
Table 2
Errors in eigenvalues, cantilever column, central diﬀerence dK
n g CAs E(dk1) E(dk2) E(dk3) E(dk4) E(dk5)
50 0.01 CA2 0.21378 0.13186 0.01121 0.00691 0.00268
0.001 CA2 0.00014 2.6e05 8e07 9.6e07 2.9e05
0.0001 CA2 0.00226 0.00026 2e05 1.2e06 2.6e06
100 0.01 CA3 0.00105 0.00119 0.00074 0.00015 0.00106
0.001 CA2 0.00096 0.00035 2e05 1.2e05 3.6e06
0.0001 CA2 0.00226 0.00026 4e05 1.5e05 2.7e06
200 0.01 CA4 0.00182 0.00016 0.00038 0.00010 0.00020
0.001 CA2 0.01507 0.00015 0.00020 0.00011 0.00010
0.0001 CA2 0.05069 0.04494 0.00730 0.00086 0.00064
300 0.01 CA4 0.06166 0.07698 0.20689 0.15456 0.01501
0.001 CA2 0.14835 0.00465 0.00184 0.00118 7.8e05
0.0001 CA2 1.64930 0.11247 0.01491 0.00422 0.00509
30.0 m
3.
0 
x
 5
0 
= 
15
0.
0 
m
X1X1X1X1
X2X2
X3X3
X4 X4 X4
Fig. 4. Fifty-story frame.
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vectors needed to obtain small errors is increased with n and with g. However, in some cases, larger errors
are obtained for smaller perturbations due to condition errors. In any case, all the errors shown in Table 2
are very small. The displacement sensitivities for the two cases n = 100, g = 0.0001 and n = 300, g = 0.0001,
shown in Fig. 3 for the forward-diﬀerence dK demonstrate the high accuracy achieved by the CA method.
6.2. Fifty-story frame
Consider the ﬁfty-story frame shown in Fig. 4. The number of degrees of freedom is 600, and the damp-
ing ratios for all modes are 0.05. The masses are assumed to be concentrated at the joints, and only hor-
izontal inertia forces are considered. The inertia force is due to the frame self-weight and an additional
concentrated mass of 50 ton in an internal joint and 25 ton in an external joint. The width of all elements
is 0.5 m, the depth of all columns is 1.0 m and the depth of all beams is 0.8 m. The modulus of elasticity is
3 · 107 kN m2. The loading is due to the ground acceleration of the El Centro earthquake. The object is toTable 3
Eigenvalue sensitivities, ﬁfty-story frame
Sensitivity Mode FD(exact) FD(CA2)
ok/oX1 1 0.0480 0.0480
2 0.4723 0.4723
3 1.4404 1.4404
4 2.8998 2.8998
5 4.978 4.978
6 7.705 7.705
7 11.232 11.232
8 15.617 15.617
ok/oX2 1 0.0330 0.0330
2 0.5834 0.5834
3 1.7403 1.7403
4 3.5348 3.5348
5 5.9373 5.9373
6 9.0852 9.0852
7 12.876 12.876
8 17.485 17.485
ok/oX3 1 0.00315 0.00315
2 0.02443 0.02443
3 0.05199 0.05198
4 0.04155 0.04154
5 0.06455 0.06457
6 0.33255 0.33257
7 0.85281 0.85282
8 1.69010 1.69010
ok/oX4 1 0.00774 0.00779
2 0.06148 0.06149
3 0.13726 0.13723
4 0.12572 0.12572
5 0.13424 0.13425
6 0.84037 0.84042
7 2.2883 2.2884
8 4.7361 4.7361
5498 M. Bogomolni et al. / International Journal of Solids and Structures 43 (2006) 5485–5500evaluate the sensitivities of the horizontal displacements at the 1st story and the 50th story with respect to
the following four design variables;
X1 depth of the columns in the 1st story.
X2 depth of the beams in the 1st story.
X3 depth of the columns in the 50th story.
X4 depth of the beams in the 50th story.
Choosing the time-step Dt = 0.02 s and considering the ﬁrst 8 mode shapes, the results obtained by for-
ward-diﬀerence derivatives using exact analysis formulation [FD (exact)] are compared with those achieved
by the CA approach with only 2 basis vectors [FD (CA2)]. Table 3 shows the eigenvalue sensitivities, Fig. 5
shows the displacements, and Figs. 6 and 7 show the displacement sensitivities of the 1st and the 50th
stories. It is observed that high accuracy is achieved by the procedure presented.(a)
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Fig. 6. Displacement sensitivities, 1st ﬂoor, with respect to: (a) X1, (b) X2, (c) X3, (d) X4.
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Fig. 5. Horizontal displacements: (a) 1st ﬂoor, (b) 50th ﬂoor.
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Fig. 7. Displacement sensitivities, 50st ﬂoor, with respect to: (a) X1, (b) X2, (c) X3, (d) X4.
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basis vectors provide accurate sensitivities. This result is typical for small perturbations in a single design
variable.7. Conclusions
Calculation of response derivatives with respect to design variables often involves much computational
eﬀort, particularly in large structural systems subjected to dynamic loading. Approximation concepts,
which are often used to reduce the computational cost involved in repeated analysis, are usually not suﬃ-
ciently accurate for sensitivity analysis.
In this study eﬃcient sensitivity analysis, using the recently developed combined approximations ap-
proach and ﬁnite diﬀerences, is presented. Assuming modal analysis, a procedure intended to reduce the
number of diﬀerential equations that must be solved during the solution process is proposed. Computa-
tional procedures intended to improve the accuracy of the approximations are developed, and eﬃcient eval-
uation of the response derivatives by the combined approximations approach is presented. Numerical
examples show that accurate results can be achieved eﬃciently. In general, sensitivity analysis by the CA
method is used in problems of small perturbations in a single design variable. In such cases a very small
number of basis vectors provide accurate results even for structures having large numbers of degrees of
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