Abstract. The Plücker relations define a projective embedding of the Grassmann variety Gr(p, n). We give another finite set of quadratic equations which defines the same embedding, and whose elements all have rank 6. This is achieved by constructing a certain finite set of linear maps V p k n → V 2 k 4 , and pulling back the unique Plücker relation on V 2 k 4 . We also give a quadratic equation depending on (p + 2) parameters having the same properties.
1. Introduction 1.1. Plücker Relations. Throughout, let k be a field, and let e 1 , . . . , e n be a basis of the vector space k n . Define the coordinates {Π i1,...,ip } 1≤i1<···<ip≤n on p k n by
(1)
and extend them to arbitrary indices in {1, . . . , n} p by making them antisymmetric. An element ω ∈ p k n is called decomposable if it can be written in the form ω = v 1 ∧ v 2 ∧ · · · ∧ v p for some v i ∈ k n ; otherwise it is called indecomposable. The Grassmann cone Γ p k n = {ω ∈ p k n | ω = v 1 ∧ v 2 ∧ · · · ∧ v p for some v i ∈ k n } is the set of decomposable elements in p k n . The Plücker relations [2, 6, 7, 8] (2) where A = {a 1 , . . . , a p−1 }, B = {b 1 , . . . , b p+1 } ⊂ {1, . . . , n}, and where the \b i at the end of the indices indicates the absence of b i from the indices, hold if and only if ω ∈ Γ p k n , making Γ p k n a k × -invariant affine variety. 1 The quotient (Γ p k n \ {0})/k × ⊂ P( p k n ) is the Grassmann variety. We do not need to consider all the choices of indices A and B: Since rearranging the elements of A or B only affects P A,B by total change in sign, it suffices to consider A and B whose elements are listed in increasing order. Moreover, if A ⊂ B then P A,B = 0, and if A \ (A ∩ B) is a one point set {a} then exchanging a with any element of B \ (A ∩ B) only affects P A,B by total change in sign. So we take Plücker relations may be needed to define it scheme-theoretically if char(k) > 0 [1] . In this paper we shall concentrate on the set-theoretic aspect, so the simpler Plücker relations as in (2) suffice.
as a set of generators of Plücker relations, and it suffices to define the Grassmann cone: Γ p k n = {ω ∈ p k n | P (ω) = 0 for all P ∈ P(p, n)}. By definition we have P(p, n) = ∅ if min{p, n − p} ≤ 1. The first nontrivial case (p, n) = (2, 4) yields P(2, 4) = {P {1}{2,3,4} }, so ω = 1≤i<j≤4 Π ij e i ∧ e j ∈ 2 k 4 is decomposable if and only if
The rank of a quadratic form is the rank of the symmetric matrix which defines it (unless char(k) = 2, in which case a different definition of rank is used [3] ). The rank of P A,B as a quadratic form on p k n is twice the number |B \ (A ∩ B)| of nonvanishing terms in (2) . So the set P(p, n) consists of quadratic forms of every even rank from 6 up to 2 min{p, n − p} + 2, and the Plücker relations in P(p, n) all have rank 6 only when min{p, n − p} = 2. The literature on algebraic geometry occasionally demonstrates an interest in the rank of the Plücker relations [11, 12] , with particular attention paid to the simplest, rank 6 case.
Grassmann Cone Preserving Maps
is said to be a Grassmann cone preserving map (GCP map for short) if
The induced map
Every nontrivial GCP map (those which do not send the whole of p k n to decomposables) can be written as a composition of maps of these two types [16] .
1.3. Motivation. In the theory of classical integrable systems, it is well-known that the KP hierarchy of soliton equations, written in an appropriate (Hirota) form, is nothing but the Plücker relations for an infinite dimensional Grassmannian in the space of functions [13] . Somewhat remarkably, in that setting a single 3-term (i.e., rank 6) quadratic functional equation with parameters suffices to encode the entire hierarchy [5, 10, 15] . However, the literature on algebraic geometry does not appear to have a similar result on the "universality" of the 3-term Plücker relation (3), i.e., that the 3-term relation is in a sense the only Plücker relation one needs.
In this paper, we will show such universality by pulling back (3) by various GCP maps to obtain a finite set of rank 6 equations on p k n which suffices to cut out the cone of decomposables Γ p k n ⊂ p k n set-theoretically. Inspired by the soliton theory observation, we will also construct a parameter-dependent rank 6 equation which determines the decomposability of ω.
A Set of Polynomials with Quadric Rank 6
We will define another set of quadratic forms P ′ (p, n) to be used later to cut out the Grassmann cone Γ p k n just as P(p, n) does. First we introduce a convenient notation: for a 2-vector i j = (i
, and extend it inductively to the case where two or more indices are 2-vectors.
i ) ∈ {1, . . . , n} 2 , and C = {γ 1 , . . . , γ p−m−2 } ⊂ {1, . . . , n}, let 
Proof. For each fixed choice of µ and ν the first three terms in expansion (2) of P are exactly those that appear in (4). The next m terms, i.e., the terms involving β However, instead of using these identities to find a basis for the linear span of the set of all P ′ A,B,C , let us introduce a subset just suited for our purpose of set-theoretic characterization of the Grassmann cone. 
and γ l are all distinct and such that
It is a simple exercise in combinatorics to find the number of elements of P ′ (p, n):
where M = min{p, n − p} − 2, and C r = 1 r+1 2r r is the Catalan number [14] . Rewriting this, we see that in general P ′ (p, n) is a much smaller set than P(p, n):
where the equality holds if and only if M ≤ 0, and where
is the number of pairs of subsets A, B ⊂ {1, . . . , n} such that |A| = p−1, |B| = p+1 and |A ∩ B| = p − m − 2, which is also the number of the rank 2m + 6 elements in P(p, n) if m > 0, and is four times this number if m = 0.
Decomposability and GCP Maps to
In this section we will construct a finite set of GCP maps from p k n to 2 k 4 , indexed by the same triples A, B, C as in Definition 2.3, such that if ω is indecomposable then for some GCP map G in this set G(ω) is also indecomposable. First we define a linear map from k n to k p+2 determined by these indices and prove a lemma addressing a question of vector geometry.
For any S ⊂ {1, . . . , n} let k S = i∈S ke i ⊂ k n . For any S, T ⊂ {1, . . . , n} and a map f : 
Proof. Take a minimal S ⊂ {1, . . . , n} such that π S | Vε : V ε → k S (ε = 0, 1) are injective, and such that
, choose A ⊂ S such that |A| = 4 and the composition of the maps k
is an isomorphism, and let B = ∅ and C = S \ A. It is easy to see that X A,B,C satisfies the desired properties.
If q S > 2, then for any i ∈ S the minimality of S implies that π S\{i} | V0 or π S\{i} | V1 cannot be injective (otherwise we would have q S\{i} = q S − 1 ≥ 2), thus
Take any B 0 , B 1 ⊂ S such that
Take any inclusion ϕ : B δ ֒→ B 1−δ ⊂ S ′ , and extend it to a map from S to S ′ by letting ϕ(i) = i for i ∈ S ′ . As a consequence of (8) we have
If we further assume that (B 0 , B 1 ) is a maximal pair satisfying (8), then |B 0 | = |B 1 | = q S . To prove this, it suffices to show that B δ is not maximal if |B δ | < q S . By (7) we have
. By (10) we have e i ∈ V ′ 1−δ ; hence by (7) we have e i ∈ V ′ δ . This and the first formula in (8) (with ε = δ) yield (11) k
δ . Using (10), the first formula in (8) with ε = 1 − δ and the second formula in (8) with ε = δ, we have
, which together with (11) shows that B δ is not maximal. Take maximal B ε , denote them by B ε , and write B ε = {b
As subsets of B ε , B ε satisfy (8) . Taking order-preserving ϕ : B 0 ∼ → B 1 in the above argument (note δ = 0 since |B 0 | = |B 1 |) we obtain ϕ : S → S ′ and X := X A,B,C = τ S ′ * • ϕ * • π S as in Definition 3.1. The map X is regular on each V ε (so thatV ε = τ S ′ * V ′′ ε has dimension p), and X(e αi ) = τ S ′ * (e αi ) remain linearly independent moduloV 0 ∩V 1 = τ S ′ * (V Proof. Since G A,B,C is a GCP map, if ω is decomposable G A,B,C (ω) is also decomposable for any choice of A, B, and C. So, let us assume that ω is indecomposable and show that for an appropriate choice of the indices, its image in 2 k 4 is also indecomposable.
Suppose first that ω can be written as a sum of two decomposable elements
Then ω is indecomposable if and only if [16] the p-dimensional subspaces
V 0 = v 1 , . . . , v p and V 1 = w 1 , . . . , w p of k n satisfy dim(V 0 ∩ V 1 ) ≤ p − 2
. Applying Lemma 3.2 gives us a choice of A, B, C such that
where ω 1 is an indecomposable element of the second exterior power of the 4-dimensional space k
, and ω 2 is a nonzero element of p−2 (V 0 ∩V 1 ).
Since k
where c = 0 and δ A ′ is the dual isomorphism on
This proves the claim when ω can be written as a sum of two decomposable elements. This is always true in 2 k 4 , but not in general. We proceed by induction on the dimension n with the case n = 4 as our initialization.
Regarding k n−1 as the subspace e 1 , . . . , e n−1 of k n = e 1 , . . . , e n , let ω 1 ∈ p−1 k n−1 and ω 2 ∈ p k n−1 be such that ω = ω 1 ∧ e n + ω 2 . Now, if ω 1 is indecomposable, we make use of the induction hypothesis on p−1 k n−1 to get A, B, and C so that G A,B,C (ω 1 ) is indecomposable. If we consider instead C ′ = C ∪ {n} which has cardinality one greater than C then G A,B,C ′ (ω 1 ∧ e n ) = G A,B,C (ω 1 ) and G A,B,C ′ (ω 2 ) = 0 since X(ω 2 ) = 0. Consequently, A, B, C ′ satisfies the claim. On the other hand, if ω 2 is indecomposable we make use of the induction hypothesis to obtain A, B and C. In this case, without any further modification we have that G(ω) = G(ω 2 ) is indecomposable since the absence of the number n in the indices will result in X which annihilates ω 1 ∧ e n .
The only other possibility is that both ω 1 and ω 2 are decomposable, which returns us to the case that was proved initially. , λ 2 , . . . , λ r ), [9] , and c λ = det U 1...r hr...h1 with λ i = h i −(r −i+1). Since the s λ are linearly independent over k, and since some c λ ∈ k do not vanish, D is not the zero polynomial.
Theorem 5.3. The following four conditions for ω ∈ p k n are equivalent:
Proof. Since H is the pull-back by G of the Plücker relation for Γ 2 k 4 , conditions 3 and 4 are equivalent. Since G is a GCP map, 1 implies 3. So we have only to prove that 3 implies 2 and 2 implies 1.
We first prove that 3 implies 2. Suppose α := p X(ω) is indecomposable. Then
p+2 is also indecomposable since δ(β) = α and δ is a GCP map. Hence for some P A,B ∈ P(2, p + 2) we have
where A = {i 0 } and B = {i 1 , i 2 , i 3 } with 1 ≤ i 1 < · · · < i 4 ≤ p + 2, and β = 1≤i<j≤p+2 Π ij e i ∧ e j . Permutation of the parameters (x i ) → (x σ(i) ), where σ ∈ S(p + 2), does not affect the indecomposability of α and β, and it yields the action Π ij → ε(σ, i, j)Π σ(i)σ(j) on the coordinates Π ij of β. Here ε(σ, i, j) = ±1 depends on i and j, but in such a way that its net effect on each term of (13) is the same for all three terms. Hence for all choices of (i 0 , . . . , i 3 ), P A,B (β) are the same polynomial upon renaming the variables x i and a possible change in sign. In particular, we can take (i 0 , i 1 , i 2 , i 3 ) = (1, 2, 3, 4), i.e., P {1}{2,3,4} (β) = P {1}{2,3,4} ( 2 Z(β)) = 0. Thus 2 Z(β) = G(ω) is indecomposable, proving 3 implies 2. Now we prove that 2 implies 1. Suppose ω is indecomposable. We will prove the indecomposability of p X(ω).
First consider the case where ω is the sum of two decomposable elements,
. . , v p Q and W = w 1 , . . . , w p Q we have, as seen in the proof of Theorem 3.4, that dim V = dim W = p and dim V ∩ W ≤ p − 2, so that dim V + W ≥ p + 2. Using Lemma 5.2 with V ′ = V , W and V + W respectively, we have dim XV = dim XW = p and dim(XV + XW ) = dim(X(V + W )) = p + 2, so that dim(XV ∩ XW ) = p − 2.
Next we study the general case by induction on n. If n = 4, then det X is a nonzero element of R, so that 2 implies 1 is obvious. Suppose the assertion holds for n−1. Let ω = ω 1 ∧e n +ω 2 with ω 1 ∈ p−1 k n−1 and ω 2 ∈ p k n−1 , where we regard k n−1 ⊂ k n as in the proof of Theorem 3.4. If both ω 1 and ω 2 are decomposable, it reduces to the case studied above.
Suppose ω 1 is indecomposable. Let X 0 be the (p + 1) × (n − 1) matrix obtained from X by removing the last row and column. Since
By the induction hypothesis p−1 X 0 (ω 1 ) is indecomposable, so the right-hand side of (14) is also indecomposable, as seen by expanding the Plücker relations P A,B ( p X(ω)) with A ∩ B ∋ p + 2 in powers of x p+2 and taking the coefficients of
Suppose ω 1 is decomposable and ω 2 is not.
and by the induction hypothesis p X(ω 2 ) is not. We prove by contradiction that p X(ω) cannot be decomposable:
..,ip−1 (resp. ρ i1,...,ip ) be the coordinates of p−1 X(ω 1 ) (resp. p X(ω 2 )).
By assumption, {π i1,...,ip } satisfies all of the Plücker relations in P(p, p + 2), and {ρ i1,...,ip } does not satisfy some relation, say P A,B , in P(p, p + 2). Here, using the symmetry argument as we used in the proof of "3 implies 2" above, we may assume A = {1, 5, 6, . . . , p + 2} and B = {2, 3, 4, 5, 6, . . . , p + 2}. Denoting the sequence of indices 5, 6, . . . , p + 2 by λ, and hence π ijλ = π ij56...p+2 etc., we have thus π 12λ π 34λ − π 13λ π 24λ + π 14λ π 23λ = 0, (16) ρ 12λ ρ 34λ − ρ 13λ ρ 24λ + ρ 14λ ρ 23λ = 0.
If p X(ω) is decomposable, then {π i1,...,ip + ρ i1,...,ip }, the coordinates of ω, must satisfy all the relations in P(p, p + 2) and so the above P A,B in particular; thus by using (16) we have 0 = (π 12λ + ρ 12λ )(π 34λ + ρ 34λ ) − (π 13λ + ρ 13λ )(π 24λ + ρ 24λ ) + (π 14λ + ρ 14λ )(π 23λ + ρ 23λ ) = (π 12λ ρ 34λ − π 13λ ρ 24λ + π 14λ ρ 23λ ) + (ρ 12λ π 34λ − ρ 13λ π 24λ + ρ 14λ π 23λ ) + (ρ 12λ ρ 34λ − ρ 13λ ρ 24λ + ρ 14λ ρ 23λ ).
By the definition of linear map X, ρ ijλ are polynomials in x r , r = i, j, 5, . . . , p + 2, with no x r having the (n − 1)st or higher power, and π ijλ are polynomials in the same set of x r with x n−1 r appearing only as the last factor in each term of (15) . Moreover, for each r ∈ {1, . . . , 4}, each term on the right-hand side of (18) is the product of a polynomial which depends on x r and another which does not. Thus comparing the coefficients of x n−1 r (r = 2, 3, 4) on both sides of (18), we have After using these to eliminate ρ 23λ , ρ 24λ and ρ 34λ , the left-hand side of (17) becomes
which is a contradiction. Hence p X(ω) is indecomposable, completing the proof of "2 implies 1".
