Abstract. In this paper, under heavy-tail assumption on the independent and identically distributed non-degenerated random coefficients ξ 0 , . . . , ξ n−1 of the Kac polynomial G n (z) = n−1 k=0 ξ k z k , with probability approaching to one we locate its roots. Our proof and estimates do not need any central limit theorem estimates or Salem-Zygmund type inequalities. It is based in the so-called small ball probability techniques. In particularly, if E[|ξ| p ] < ∞ for p > 3 /4, with probability approaching to one we identify a region around the unit circle free of zeros. When p ≤ 3 /4 and/or E[log(1 + |ξ 0 |)] < ∞, the roots of Kac polynomial still gather of the unit circle. However, the present techniques are not straightforward to adapt in order to extend the main result to random variables for those conditions.
Introduction
The study of computing the roots of a given polynomial dates back to Sumerians and Babylonians who studied small degree polynomials around third millennium BC. It is an old problem in pure mathematics and an important issue in applied mathematics, for some history and recent progress see [7] and the reference therein. It appears in many contexts as differential equations, linear algebra, numerical analysis, statistics, engineering, etc. Since the problem of computing the roots of a given polynomial is very hard in general when the degree of the given polynomial is more than four, the study of the location of its roots becomes an important issue. However, the location problem is also hard.
In the beginning of the last century it has been starting an interest to study the behavior of roots of random polynomials. By random polynomial we understand a polynomial which coefficients are random variables. An important problem tackling was to compute the density of real roots of a given polynomial. This problem was studied in [3] for random polynomial where the coefficients are independent and identically distributed random variables with distribution Rademacher (uniform distribution on {−1, +1}), standard Gaussian and Uniform on the interval [0, 1] and latter on in [8] it was extended when the coefficients form an ergodic stationary process. For more details, see [4] and the references therein.
Along this paper N 0 = N ∪ {0} and {ξ j : j ∈ N 0 } denotes a sequence of independent and identically distributed random variables. For simplicity, we only consider real random variables. We avoid the trivial case when all the random variables are degenerated. For each n ∈ N, consider the Kac polynomial given by
where we assume that ξ 0 , ξ 1 , . . . , ξ n are independent and identically distributed real random variables. In [10] , theirs authors studied the roots of the Kac polynomial G n with standard Gaussian coefficients. They showed that for large n, the zeros of G n lie close to the unit circle or the real axis. Moreover, they conjectured that with high probability the nearest root of G n to unit circle is at distance O( 1 /n 2 ). Latter on, in [6] their authors showed that the conjecture is true when the coefficients have standard Gaussian or Rademacher distribution. In [2] , under the condition of the existence of the moment generating function (MGF for short) of ξ 0 , their authors proved that for any ε ∈ (0, 1) there is an n(ε) ∈ N such that for any n ≥ n(ε) the roots of G n are concentrated in an annulus of width O( 1 /n 2 ) around the unit circle with probability at least 1 − Cε, where C is a constant depending on the MGF of ξ 0 . The proof of that result is rather technical and it consists in a fine estimate of the roots of G n using the circle method and a generalization of the Salem-Zygmund inequality for random variables having MGF. In [5] , under the condition E [log(1 + |ξ 0 |)] < ∞ on the random coefficients of the Kac polynomial, the roots are asymptotically concentrated around the unit circle almost surely. Moreover, their arguments are asymptotically uniformly distributed on [0, 2π) almost surely. Nevertheless, it does not prevent a negligible part of the zeros of (1) to be real or to be away from the unit circle. The result still valid when the coefficients of the Kac polynomial (1) are complex non-degenerated random variables. However, their result does not provide any clue about the velocity of convergence of the roots to the unit circle and how close is the nearest root of G n to unit circle.
The main purpose of this paper is that under heavy-tail assumption on the random variables {ξ j : j ∈ N 0 }, with probability converging to one, we are able to locate the roots of a Kac polynomial. Our proof does not relies on some kind of central limit theorem estimates. Also, it is a difficult task handle Salem-Zygmund inequality for distributions different from sub-Gaussian or with MGF, for more details see [11] . Our main tools are the so-called small ball probability techniques which were developed in the study of the singularity of random matrices. At the moment, the authors are not able to extend the result to the p-moment condition with p ∈ (0, 3 /4] and/or log-moment condition. This paper is organizing as follows. In Section 2, we state the main result and provide its proof. In Section 3, we give some conclusions about the main result.
Main Result
In this paper, using the technique of small ball probability developed by Rudelson and Vershynin in [9] , under the assumption of the existence of the p-moment of ξ 0 with p > 3 /4, we have a precise estimation of the localization of the roots of G n . Notice that the last assumption implies the existence of log-moments which ensures that the roots of G n are located around the unit circle almost surely. It is fairly easy to see that this assumption is covered when the sequence {ξ j : j ∈ N 0 } is in the domain of attraction of some p-stable law with p > 3 /4. Since Theorem 1 is not based in any central limit theorem estimates we cover the class of random variables with fractional moment p > 3 /4. The idea of the proof of Theorem 1 is to construct a region around of unit circumference that will be a free-zone of zeros.
Region: Given n ∈ N, we consider N(n) ∈ N, deterministic points y j , j = 0, 1, . . . , N(n) − 1 and some δ(n) > 0, define the region
where B(y j , δ(n)) denotes the closet ball of radius δ(n) around y j in the Euclidean norm. In other words, the region R n (δ(n)) consists of the union of N(n)-closet balls of radius δ(n) around the deterministic points y j , for j = 0, 1, . . . , N(n) − 1.
First, we proceed to define the points y j . Let x ′ k = e 2πik/n for k = 0, . . . , n − 1 and
Thus, the points y j will be the points x lα(n) k
. Let m(n) := ⌈N(n)/n⌉ and define the region
Notice that R n (δ(n)) is the union of 2 + (m(n) + 1)(n − 1)-closet balls of radii δ(n) whose centers are in the unit circle. When n /2 ∈ N, then we remove the ball B x ′ n /2 , δ(n) from R n (δ(n)). By the well known Heine-Borel Theorem, R n (δ(n)) is a compact set and therefore all infimum and supremum of a continuous function on it becomes minimum and maximum respectively. Latter on, we will specified δ(n) and consequently N(n) which is the least integer that satisfies the condition that N(n)δ(n) ≥ 2π. Now, we state the main Theorem which allows to provide a concentration probability of the minimum of the Kac polynomial (1) on a region about the unit circle. Theorem 1. Let {ξ j : j ∈ N 0 } be a sequence of independent and identically distributed no degenerated real random variables such that
for some M > 0 and q ∈ [0, 1). For any p > 0 and δ(n) = n 1/p+ 1 /2 (log(n))
. Moreover, if additionally we assume that E [|ξ 0 | p ] < ∞ for some 6 /7 < p ≤ 1 then for any β > 0 we have
where the implicit constant depends on β, K, p and q. If we assume that
for some 3 /4 < p ≤ 1 then for any β > 0 and δ(n) = n 1 /p+ 1 /3 (log(n))
we have
where the implicit constant depends on β, K, p and q.
Remark 1. All bounded random variables satisfy the conditions in Theorem 1, in particular the Rademacher distribution which corresponds to the uniform distribution on {−1, 1}. Notice we do not require zero-mean of ξ 0 in contrast with the assumptions in [2] .
We emphasize that for 6 /7 < p ≤ 1, with probability approaching to one, the minimum value of |G n | on R n (δ(n)) is at least n 1 /2 (log(n))
and the nearest root of G n on R n (δ(n)) stays an approximate distance n 1 /p+ 1 /2 log 2 (n) −1 . Meanwhile, if 3 /4 < p ≤ 1, with probability approaching to one, the minimum value of |G n | on R n (δ(n)) is at least n 1 /3 (log(n))
and the nearest root of G n stays an ap-
. Under the assumption that the random coefficients are independent and identically distributed non-degenerated zero-mean with MGF, for any ε > 0 and n large enough the minimum value of |G n | on an annulus of width O( 1 /n 2 ) around the unit circle is at least εn 1 /2 with probability at least 1 − Cε for some positive constant C, for more details see [2] .
To do the proof of the main Theorem 1 understandable, we split the main ideas as Lemmas.
as follows
and notice that 
Since the deviation of each integrand over intervals of length
From the last expression we have V Our main technical tool is the following lemma that allows to estimate the small ball probability of a random linear combination of complex numbers. Recall that for any n, k ∈ N, gcd(n, k) denotes the greatest common divisor between n and k. Lemma 3. Assume the hypothesis of Theorem 1 and define
For any k ∈ {1, 2, . . . , n − 1} \ { n /2}, t > 0 and gcd(n, k) ≤ n 2/3 log(n) we have
for some positive constants C 1 , C 2 which only depend on K and p.
Proof. For each k = 1, . . . , n − 1, define V k ∈ R 2×n and X ∈ R n as follows
Using Theorem 7.5 of [9] for any k ∈ {0, n /2} and t > 0 we have
where the constant C only depends on K and p and
for fix L ≥ 16/q, where dist(z, Z n ) denotes the distance of the vector z ∈ R n to the set Z n and log + = max{log, 0}. Take n ′ = n/ gcd(n, k) and
T we have
. For sufficiently large n, there are at least
. Notice that for any j we have
Recall that j = 0, . . . , n − 1. Hence, if r ≤ n ′ 8π
there are at least
n values of r cos
(mod Z), where 
and
, where V ∞ denotes the maximum Euclidean norm of the columns of V (see Proposition 7.4 in [9] ). For k ∈ {1, . . . , n − 1} \ { n /2} and t > 0 we have
for a constant C 1 > 0 which depends on K and p. On the other hand, for k ∈ {0, n /2} and t > 0 we have
for an absolute positive constant C.
Now, we have all the tools to prove Theorem 1.
To improve our notation, define the following event
where g(n) will be specified latter on. Due to any polynomial in an entire function then by the Taylor Theorem we have
Consider the integers k ∈ {1, . . . , n − 1} \ { n /2} such that gcd(k, n) ≤ n 2 /3 log(n).
Assuming that g(n) satisfies g(n)δ(n) = n 1 /2 (log(n))
. By Lemma 3 we have
where C 0 is positive constant. On the other hand, consider the integers k ∈ {1, . . . , n− 1} \ { n /2} such that gcd(k, n) > n 2 /3 log(n). Then by Remark 2, we obtain
where C 1 and C 2 are positive constants. By Theorem 13.12 of [1] we have
Gluing all together we have
for N(n) = 2πn 1 /p+ 1 /2 (log(n)) 2β with p ∈ ( 6 /7, 1] and define for a fix integer l, x
. . , n − 1. Using Lemma 1, Lemma 2 and Lemma 3, we have for all l = 0, . . . , ⌈N(n)/n⌉ Let m(n) := ⌈N(n)/n⌉ and define the region
Notice that R n (δ(n)) is the union of 2 + (m(n) + 1)(n − 1)-closet balls of radii δ(n).
Then by the Boole inequality we have
where C 4 and C 5 are positive constants.
If 0 < p ≤ 1, from the concavity property of the function x ∈ [0, ∞) → x p and taking
, by the Markov inequality we obtain
and from this expression we obtain the second result of Theorem 1. For any β > 0 and p ∈ ( 3 /4, 1], by choosing g(n) = n 1/p (log(n)) β and δ(n) = g(n)n 1 /3 (log(n))
and repeat similar argument as above, we have
with positive constants C 0 , C 3 , C 4 and C 5 . Moreover P(F c n ) = O (log(n)) −pβ .
Conclusions
Since the proof of the main Theorem 1 is not based on the circle method, central limit theorem and Salem-Zygmund type inequalities, our estimates which are based on small ball probability techniques allow us to located the roots of the Kac polynomial when ξ 0 has p-moment for p > 3 /4. Even thought, at the moment we are not able to extend for random variables with p-moment with p ∈ (0, 3 /4] and/or E[log(1 + |ξ 0 |)] < ∞.
Recall that the circle method explained in [6] and in the reference therein is rather complicated and difficult to adapt without second moment assumption. Also, even thought we look for a central limit theorem for stable laws, the assumption that the sequence {ξ j : j ∈ N 0 } is in the domain of attraction of some stable law only covers a pretty small set of random variables. In other words, most of the random variables with p-moments with p ∈ (0, 2) are not in the domain of attraction of an stable law. Moreover, Salem-Zygmund type inequalities are complicated to obtain without exponential moment assumption or second moment assumption, more details see [11] .
We note that under proper understanding modifications, our result can be easily extended when the random coefficients {ξ j : j = 0, . . . , n − 1} of the Kac polynomials are complex random variables such that Re (ξ j ), Im (ξ j ), j = 0, . . . , n − 1, are independent and identically distributed. By taking V k and X in the proof of Lemma 3 as follows
