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Abstract--Let a = 0.21609 . . . .  If wi > 0 (i = 1 , . . . ,  n; n > 2) are positive real numbers with 
n w ~'~=1 ~ = 1, then we have for all real numbers x~ e (0,s]  (i = 1, . . .  ,n) ,  
l~ (r(x~))~, 
( r (~ + 1)) 1-w < i=1 ( . )  
P x~ 'i 
i 
where w = min l< i<n wi. The lower bound is sharp. Inequality (*) completes a result of Lucht, 
who proved that the best possible upper bound in (*) is 1. (~) 2000 Elsevier Science Ltd. All rights 
reserved. 
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1. INTRODUCTION 
Euler's gamma function 
r(x) = e-tt  ~-1 dt, (x > 0), 
is one of the most important functions in analysis and mathematical physics. The history and 
the development of this function is described in detail in [1]. An interesting stochastic approach 
to F can be found in [2]. 
In the recent past, several papers appeared providing new properties of the gamma function 
and its logarithmic derivative ~ = F'/F. In particular, there exist many inequalities for these 
functions; see [3] and the references given therein. 
In 1990, Lucht [4] presented some remarkable mean-value inequalities for the gamma function 
which are closely related to the well-known inequality 
r < 1-I(r(x,))w,, 
i=1 i=1 
valid for all positive real numbers Xl , . . . ,  xn and Wl,. . . ,  Wn with n 1. E i=I  ~ i  = 
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In what follows, we denote by (~ = 0.21609... the uniquely determined positive real number 
which satisfies ~(c~) = -c~' (a ) .  
PROPOSITION. 
1 , . . . ,  n), then 
?% 
Let Wl , . . . ,Wn be positive real numbers with ~-~i=l Wi  = 1. Ilg Xi e (O, ot] ( i  ---- 
[ I ( r (~, ) )~,  < r ~i ~' , (1.1) 
i= l  
and if x~ E [a, co) (i = 1 , . . . ,  n), then 
r ~i ~ <_ 1- I ( r (x~))~, .  (1.2) 
i=1 i=1 
The sign o£equality holds in (1.1) and (1.2) if and only if Xl . . . . .  xn. 
In view of (1.1) and (1.2), it is natural to ask for sharp upper and lower bounds for the ratio 
n 
f l  ( r (~) )  ~' 
P~(x ;w)  = ~=1 x = (~1, . . .  ,z?%), w = (w l , . . .  ,w.) ,  
Proposition, we obtain which do not depend on the xis. From Lucht's 
0 < Rn(x;w) < 1, i fx i  E (0, (~] (i = 1, . . .  ,n), and (1.3) 
1 < Ra(x;w)  < co, i fx i  E [a, co) (i = 1 , . . . ,n ) ,  (1.4) 
where 1 is the best possible bound in (1.3) and (1.4), respectively. 
Moreover, since limz_.cc(F(x))W/F(x w) = co (0 < w < 1), we conclude that the upper bound 
in (1.4) cannot be improved. Thus, it remains to consider the left-hand side of (1.3). It is the 
aim of this note to show that in inequality (1.3), the lower bound 0 can be replaced by the sharp 
constant (F(a + 1)) l-w, where w = mini<i<?% wi. 
2. MAIN  RESULT  
Our main result is the following converse of inequality (1.1). 
THEOREM. Let wi > 0 (i = 1 , . . . ,  n; n >_ 2), be real numbers with ~.i=ln wi = 1. Then, we have 
for all real numbers xi E (0, a] (i = 1, . . . ,  n), 
7% 
H ( r (x i ) )  ~' 
(r(O~ -~- 1)) 1 -w < i=1 (2.1)  (h) r x~' 
where w = minl<~<n w~. The lower bound is best possible. 
PROOF. We define the function F : [0, a]?% -* • by 
F (X l , . . . ,  x?%) = wi log r(x~ + 1) - log F x~ ~ + 1 , 
i=1 
and we assume that F attains its absolute minimum at a = (ax, . . . ,  a?%). If a is an interior point 
of [0, a]?%, then we get for j = 1 , . . . ,  n, 
w--] -Oxj = aj~(aj)  - a~' • a~' = O, 
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which implies 
a l~(aa)  . . . . .  anqJ(an). 
Since t ~ tO(t) is strictly decreasing on (0, a] (see [4]), we obtain al . . . . .  an. Hence, 
0 = F (a l , . . . ,an)  < F (x l , . . . , xn) ,  
From F(a  + 1) < 1, we get 
for all x~ • [0, a], (i = 1 , . . . ,  n) .  (2.2)  
F(O,... ,O,c 0 = wn logF(a + 1) < 0, 
which contradicts (2.2). Hence, a = (a l , . . . ,  an) is a boundary value of [0, ~]n. We consider two 
cases. 
CASE 1. No component of a is equal to 0. Then, r > 1 components of a are equal to a. Since 
F (a , . . . ,  (~) = 0, we conclude that r < n - 1. Without loss of generality, we may assume that 
al  . . . . .  ar = ~ and 0 < ai < a for i = r + 1, . . .  ,n. We define the function G : [0,~] n-~ --* R 
by 
G(Xr+l , . . .  , Xn)  ~- F(a , . . . ,  a,  xr+l ,  . . . .  xn). 
Then G attains its absolute minimum at fi = (a~+x,...  ,an). Since fi is an interior point of 
[0, (~]n-r, we get for j = r + 1 , . . . ,  n, 
w--"~aJ OG(Xr+l , .  . . xn) (z.+l ..... x.)=(a~+~ ..... a.) = ajqt(aj) - bff2(b) =0,  
where 
b = a~' H aiW' and w = E wi • (0, 1). 
i=r+l  i=1 
Since t ~-~ tqJ(t) is strictly monotonic on (0, c~], we conclude from b • (0, c~) that  ar+l . . . . .  
an = b, which implies ar+l = or. This contradicts the assumption that ar+l < o~. 
CASE 2. At least one component of a is equal to 0. Let ak = 0; k • {1 , . . . ,n} .  Since the 
gamma function is strictly decreasing on (0,x0], where x0 = 1.461.. .  (see [5, p. 259]), we obtain 
F(a + 1) > F (a  + 1), if 0 < a < a. This implies 
n rt 
F(a l , . . .  , ak_l ,  0, ak+l,.. .  , an) = E wi log F(ai + 1) > E wi log F(o~ + 1) 
i=1 i=1 
i#k i#k 
= (1 - wk) logr(~ + 1) _> (1 - w) logr (a  + 1). 
Thus, we have for all (x l , . . . ,  xn) E (0, a] n, 
~t 
H (r(~,)) ~' 
i--1 = expF(x l , . . .  ,xn) >_ expF(a l , . . .  ,an) _> ( r (o t -4 -1 ) )  1 -w.  
This proves inequality (2.1) with "<" instead "<".  We assume that there exist real numbers 
xi E (0, ~] (i = 1 , . . . ,  n), such that 
n 
I I  ( r (~o) ~' 
i=1 
= ( r (~ + 1)) ' -~. 
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Then, F attains its absolute minimum at ~ = (Xl , . . - ,xn) .  This implies (as we have shown), 
that at least one component of ~ is equal to 0, which contradicts the assumption that xi E (0, a] 
(i = 1, . . . ,n ) .  
Let w = wk, k E {1, . . . ,n} .  If we set xi = ~ (1 < i < n; i ¢ k), and apply the identity 
F(x + 1) -- xF(x), then we get 
n 
FI (r(x,)) w' 
lim ~=1 xk--*0F ( ]  xw~) =(F(O~+ 1))l-w lim (P(xk+l))W 
xk-~O F v,~k(~'w l- ~ + i) 
i=1 
= (I~((~ q- 1)) l-w, 
which implies that the lower bound in (2.1) is the best possible. This completes the proof of the 
theorem. | 
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