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l.EXTENSION THEORY AND ~ACTOR SYST~iS 
A group G is called an extension of a group N by a 
group H, if N is a normal subgroup of G and the factor 
group G/N is isomorphic to H. For a given N and H, there 
alwaya exist extensions of N by mea1:s of H, for example 
tbB direct product of N and H. However the group in 
general is not uniquely determined by N and H. 
A first approach to the extension problem was made 
by Schreier in 1923. He considered the problem of construct-
all groups G such that G will have a normal subgroup N 
and a given factor group H ~ G/N. Group extensions in 
general have been considered in a broad way by Baer. 
He reduced the survey of a group N by a group H essentially 
to the case in which N is abelian. Fo'l:'' 'the aeelmant.base 
significant progress has been made by the use of the 
so called cohomo1~Y groups. These group-theoretic~. 
constructions were built into the framework of the 
general theory of groups by Ellenberg and Mac Lane. 
Let us first exandne closely the group G which is 
the extension of a group N by a group H. Denote the ele-
menta of N by 1, a, b, c, •••• and the elements of H 
by e, u, v, w, ••••• • In every coset of N in G 
c.hoose an element as representative and denote it by 
u, wh ere u is the element of H associated with the 
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correspOnding coset in the isomorphis·m between G/N and 
H. The product of the representatives u and v, by 
the isomorphism between G/N and H, lies in the coset 
of N with the represen ta ti ve uv. In other words there 
is an element (u,v) in N such that 
u -- = uv(u,v) (u,v) {: N, u,v~ H. u•v 
In particular· taking u and v as the element e of H, 
we have 
e•e = ee(e,e) = e(e,e). 
Hence e : (e,e). 
Also the transform.ation of N by u induces an automor-
phism in N, since ~ is a normal subgroup. Denote the 
image of an element a 
by au : 
of N under this automorphism 
Also the element b-1 a b, b {: N is denoted by ab • 
Then we have 
(a u ) v:. ('tt -1 a i!) v .:=. v-1 u -1 a u v 
So 
~-1 --
= (Uv J a. U V 
= (uv(u,v~)-l a( uv(u,v)) 
1 _, 
= (u, v)- iii a uv (u, v) 
-1 uv 
= (u,v) a (u,v) 
v -1 uv ) = (u,v) a (u,v) ( ~ ) 
Further from the associative law of multiplication in G 
= 
= uvw (u,vw) (v,w) 
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Also (u v) w = uv(u,v)w 
----1 ( )-
.:: uv w w u,v w 
-, ) --1 ( -= uvw uv ,.w w u, v)w 
= uvw(uv' w) (u, v)·w 
(u,vw) (v,w) =- (uv,w) (u,v)w 
Finally, if ii'a and vb 
(ua) (vb) ----3. ::: u v v 
v 
= u v a b 
are elements of G we have 
avb 
v 
= uv (u,v) a b 
(II) 
(ua) (vb) = uv(u,v)avb (III) 
So far we have started from a given e:1ctension of 
N by H and have established a correspondence between 
this extension and a system of elements (u,v), the 
so called factor system, a;nd a1. LSU~~ (Q.f, i.B-):ltomorphmms 
a~ au• 
Conversely, let us assum~ that in a group G a 
system of elements (u,v) is chosen where u and v 
ranges independently over all elementsof a group H~ 
is assoaciated with some 
I' I 
and that every element u of H 
automorphism for which conditions (I)) 
and (II) are satisfied. We shall now show that there 
e~ists an extension G of N by H for which the giwen 
elements (u,v) and the giwen automorphisms correspond 
to this extension in the above sense. 
Here the elements of G will be symbols ~a where a 
is an arbitrary element of N and where the symbols u 
'•' 
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corres~ond one to one to elements u of H. The symbols 
iia -= vb if and only if u = v and a = b. Let us 
define multiplication in G by the ~ormula (III) 
and show that G is a group. The associative law of th~ 
multiplication can be proved from the definition and the 
conditions (I) and (II). For 
(ua•vb)wc =- (uv(u,v)av b)wc 
= iiVw(uv,w)( (u,v)av b)we o 
= U'VW(uv,w)(u,v)w (av )w bw e 
= uvw(uv,w)(u,v)W (v,w)-1 aVW (v,w)bW C 
= uvw(u,vw)(v,w)(v,w)-1 avw (v,w)bw c 
= ua vw(v,w)bw c 
- ua(vb•wc) 
Renee (ua•vb)wc = ua(vb•wc). 
If we set u =V= e in (I) we have 
(a e) e : ( e, e) -l a e ( e, e) and since a e 
over the whole group N as a does we have 
ae= ~,e)-l a(e,e) :. a(e,e) 
Further from (II) when v = w:. e 
e (u,e) (e,e)-= (u,e) (u,e) 
ranges 
(IV) 
(e,e) = (u,e)e = (u,e) (e,~(e,e)-l (u,e) (e,e) 
(u,e) .:: (e,e) 
Again from (II} when u; = v = e 
(e,w) (e,w) = (e,w) (e,e)w 
... . 
(e,w) = (e,e)w 
(V) 
(VI) 
\ 
-5-
•• T 
If ua is an arbitrary element of G, then ua 
- -( ) -1 - ) e ( -1 ua•e e,e : u(u,e a e,a) 
- (e e) -1 
- u(e,e)a ! (e,e) 
= u{e,e){e,e)-l a(e,e)(e,e)-1 
= ua 
So E.= e{e,e)-l is a righit unit element of G. Let us 
see whether there is an inyerse for ua. Consider the 
product 
--- -1 -1 -1 . 
ua u-1 (au ) (u,u-1 ) (e,e)-1 
-1 1 -l -l -1 
= uu ( u, u- ) au ( au ) ( u, u -l ) -l ( e, e) -l 
from (III) 
- -1 
e(e,e) ::- E 
This shows that every element ua of G has a right inverse 
- -l 
-1, u )-1, -1 )-l, )-1 u a u,u e,e • 
Let us now show that G is the required extension ~ 
N by H. If we associate with every element a of N the 
element 
A -, )~ ( ) a = e e,e a of G, then by IV and (VI) 
L' - -1 - -1 ~.b = e(e,e) a e(e,e) b 
= ee(e,e) ( (e,e)-la )e (e,e)-l b 
. -l (e,e) -1 ;: :i ('e, e) ( ( e, e) a ) ( e, e) b 
-1 -1 -1 
= e(e,e) (e,~) ( (e,e) a) (e,e) (e,e) b 
-1 
= e(e,e) ab 
,...... 
= ab 
"'~ ;... Hence a·b = ab. 
. 
Also~\\--1i :. e.(e,e)1 • ""1.$ ., (that ~,lf~Athe unit element of G) 
J , 
it follows that a = l. Thua the elements ~ form a 
* -6-
, ... 
subgroup N of G isomorphic to N. 
Further U we set 
,. 
u: = U:I 
A 
u·'fl:: ui·e(e,e)-1 a 
= U:(u,e)le (e,e)-1 a 
- u{e,e)I (e,e)-l a 
= ua 
~,... 
T.ba t is u a = ua 
,.. 
from( III) 
from (V) 
(VII) 
It follows that the elements u lie in distinct cosets o£ 
N: for ~ ~ v = ua, would imply 
vi : U:a and this is impossible because 
u *- v. 
On the other hand (VII) · shows that every left 
coset of N contains one o.:fi:' the elements of u. 
From (VI) and (VII) we deduce that 
".c. -I 
au -= e ( e, e) a u'r 
= IT(e,u)( (e,e)-1 a)U I 
= U:(e,u) ( (e,e;)-1 )u au 
= uau 
a /"!u 
=- u a 
" 1 " /"":. (u)- ~(u) = au • 
~ -1 A ,0: 'U """" Renee (u) a(u) = a f. N; that is N is a normal 
subgroup of G, c. and the transformation by u 
A 
induces 
an automorphism in N that coincides with the original 
automorphism a~ au of N •. 
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Finally the equation 
A ,A 
u•v ::ui•vi 
= uv(u,v)Iv•I 
= Uv'(u,v) 
..!:::.. .I'. 
:::- uv(u,v) 
shows that the factor group G/ N is isomorphic to. H, 
in other words, that G is an extension of N by R and 
,... 
that the factor system (u,v) of this extension corresponds 
with the given elements (u,v) provided the chosen 
repres&Qtatives of the left cosets of N are precisely 
" 
.the elements u. From these we conclude the theorem: 
1.1. To each extension G of a normal subgroup N with 
a given facto~ group H there belongs a factor system 
and a set of automorp~isms of N such that conditions 
{I) and (II) are satisfied. Conversely to a given 
factor system and a given set of automorphisms of N 
which fulfill {I) and (II) there belongs an extension 
?f N unique within isomorphism over N. The elements 
U:a of this extension u E- R, a E N with the 
product rule (III) define a group with normal 
subgroup N and G/N :::: E. 
Instead of choosing u as a representativ·e, w.e 
choose ....., 
u = u <:((u) where o(.(u) E: N then the 
,...,. 
automorphism u of N is replaced by u. 
We have (';1) -l aU: 
-1 
(u o< (u) ) ~-t,aU: o{(u) 
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. ~ o<.(u) -l u 1 au ot(u) 
= o((u) -l a )J.l o{ (u) 
Also the ~actor set (u,v) is replaced by 
~(uv)-l (u,v) ~(u)v ~(v) 
,_ ,... 
~or u•v = u o<.(u)v .. CIC.(v) 
= Uii(u,v) o<(u) v o<. (v) 
::. Uii o<(uv) o{(uv)-l (u,v} o((u)v c:((v) 
"""' : U:V ~(uv)-1 (u,vr) ~(u)V o((v) • 
De~ini tion: 1. 2. Two ~actor systems (au , (u, v) ) 
,.., 
and (aU , (u, V) ) are said. to be equivale'ht i~ the 
automorphisms and ~actor sys·tems are related by 
,.., 
au = · o<(u)-lau c((u) (i) 
-1 v (u,w):: c<.(uv) . (u,v;) o((u) Q(.(v) (ii) 
where o{(u) is a .function o~ elements u ~ H wit.h 
values in N. Then we write 
.... 
(au. ,(u,v) )-.(a" ,(u,v) ). 
The equivalence amounts to a change o~ coset representa-
tives ~or N in the same group G, and so clearly this is 
a true equivalence. Hence this relation is symmetric, 
reflexive and transitive. Two factor systems 
with sets of automorphisms induce extensions which are 
isomorphic over N and for which the coset uN maps 
"" onto the coset uN if and~~ only if the: factor systems 
are equi valem:h. 
Suppose we take the direct product N XE. In 
this case (u, v) = 1, and u a = a. Hence there 
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exists at least on& factor system with (u,v)~ 1. 
Theorem 1.3. A factor system (aU ,(u,v) ) is equiva-
"" le;nt to ( a11 ,_I) if and only if I = ~ (uv) -l (u, v) a<.(u) v o<,.{"u) 
is solvable. ' -. 
..... 
Proof: If (au , (u,v) ) ~ (au ,I) from (ii) we 
have I-= o<(uv)-1 (u,v) a<..(u)v o\(v). 
. -\ v 
Suppose I :: o( (uv) ol (u, v) .,((u) o({ v), that is a fun:e-
tion o((u) exists suvh that the above result holds .• 
Define -au = ~(u)-1 au ~(u), and 
,... 
u = u o<.(u) 
(tr,~):: oi.(uv)-1 (u,v) ~(u)V d..(u) = I 
~ 
Hence (aU , (u, v) ) .,..._ (aU , (u, v) ) Q.E.D. 
If (u,v) = 1, then the coset representatives foom 
a group isomorphic to H, which we may id\tify with H. 
In this ease we say that G splits over ! or that G 
is the semi direct procuct of N and H. 
(Definition: Let N and H be two groups and for every 
element u ~ H and automorphism of N, 
a ~ N such that 
u,v t H. 
Then the symbols ua, u (; H and a E- N form a group 
under the product rule: ua•vb = uva v b called the 
normal product or the semi direct product of N by H.) 
If (u, v) :: I, the product rule defined in (III) 
satisfies the condition for the semidirect product. 
Also equation (I) reduces to (au ) v = auv • 
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Theorem l.4. The extension G 
over N if and only if we can find a .function o<(u) c N 
such that _, 
o((uv) (u1 v) o( (u) ~ (v) = 1 for all u, v E= H. 
The proof follows from Theorem 1.3. 
If a given normal subgroup N of G is abelian, then 
the automorphism a-7 a~ is isdependent of the,choice of' 
the representative. Fo'lr' two representatives u and ">\u 
-
we have (/\u)-l a/\u'1 u-3. ~l a)\u:u-l au. Therefore 
the necessary and sufficient condition for the extension 
(u~ (u,v) ) will be 
(I'} 
(u,vw) (v,w) (uv,w) (u,v)w (II') 
The conditions for the _equivalence ~- two factor systems 
are (u,v) -= at:.(uv) -l (u, v) o<.(u) v o<(v) and 
( o<(u) u) -l a "'(u) u - o((u) -lau o<(u) 
u 
- a • 
Therefore the automorphisms are invariant under equivalence 
of factor systems. 
Theorem 1.5. An extension G of an abelian group N by an 
abelian group H is abelian if and only if the factor set 
associated with it satisfies (u,v) ·::: (v,u) where N is 
in the center of G. 
Proof: If an extension G is abelian, then for any set of 
representatives 
'il'V(u, vt)::: u v = v u 
::: .W(v,u) 
- uv(v,u) 
(u,v) :: (v,u). 
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Conversely if "tu,v) ::. (v,u) for all u , v 
have ua vb = uv(u, v) au b 
= vu(v,u)ab 
= vu(v,u)bu a 
:: vb ua. 
Hence G is abelian. 
H, we 
2. CENTRAL EXTENSIONS AND H-X EXTENSIONs.* 
Suppose that all factors (u,v) in an extension of 
ft a group N bf a group H lie in the ce~er Z of N. Then 
the extension (au,(u,v)) is called a central extension. 
Thus for an abelian group N all the extensions are 
central extensions. For a central extension ~) reduces 
{I c) 
Therefore the automorphisms a~~ au of N form a 
group homomorphic to H. -·ifi¥l4$1i!Wlaenoth.a pa;rticular way 
1\ 
of assigning to each element of H an automorphism of N, 
where ~he automorphisms that are assigned form a group 
homomorphic to H. Furthermore, if coset representatives 
u are changed only by factors ~(u) lying in z, the 
-1 u 
automorphisms are unchanged, for (uo((u)) a(u -o<(u)) .:: a • 
Hence for such extensions, which we call H~X extensions, 
the ~tomorphisms are fixed and form a group homomorphic to 
H. 
The condition (II) is 
(u,vw)(v,w) ~ (uv,w){u,v)w {I Icy 
Here for an equivalent extension, 
* 1 v (u,v) .: c:J..(uv)- (u,v) c((u) oC..(v) with o((u)~ 
If the factor sets (u,v)1 and (u,v) 2 satisfy (IIc) and if 
(u, v) 3 ::: (u, v) 1 {u, v) 2 u, v ~ H, then (u, v)3 also 
satisfy (IIc). For w 
(u,vw) 1 {v,w) 1 = (uv,w)1 (u,v) 1 
( U, VW) 2 ( V, W) 2 = ( UVi, W) 2 ( U, V) 2 W 
Multiplying and since all the elements commute, we have 
(u,vw) 1 (u,vw) 2(v,w) 1 (v,w) 2= (uv,w) 1 (uv,w) 2{(u,v) 1 {u,v) 2)w 
*Hall, M. Groups Rings and Extensions,!, Annals of 
of Mathematics, vol.39, 1938, pp.220-234. 
i.e. 
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(u,vw)3(v,w)3 
Hence (u, v) 3 are also factor sets determining the H-;( 
extensions of N. For these fadbr sets we have the identi-
ty (u,v) = 1 and an inverse, the set in which (u,v) 
is replaced by (u,v)-1 • Moreover fer equivalent factor 
* * sets if (u,v)! .-- (u4v)l and (u,v)2 ~ (u,v)2, then (u,v1_ (u,v)2 '-""": (u,v)1 (u,v)2 • Hence the 
totality of all H-~factor aets form an abelian group c 
even if the equivalent sets are identified. Tha group 
in which equivalent sets are identified is called the 
group .2! extensions .• 
Theorem 2·.1. The order of any elemenil;:; ofthe group of the 
group of extensions divides the order of H and the least 
common multiple of orders ofelefuents of z. 
Proof: Let H be of order m and N of order n. 
cp(v) = 1T(u,v) and form the: product over u of 
u 
all equations 
(u,vw)(v,w) = (uv,w)(u,v)w. VIe have 
cp(vw) (v,w)m= c:f:, (w)4'(v) w (since all. the elements 
comm.ute) 
m -1 w (v ,w) .::: cp(vw)cp(w)~v) 
Hence~ (v,w)vn n.., 1. But (v,w) is in the group of extensions. 
we have (v,w)m~ 1. 
AlS> l if lio1 is a multiple of every aement of z, we .l::a;lye 
(u,v)k= I. Hence the result. 
Co~ollary 2.2: If m and k are relatively prime, then 
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all H-·~ extensions of N areequivalent to tha semi direct 
product of N by H. In other words if G i~ the extensXn of 
N by H, than G splits over N. 
3e EXTENSION WITH CYCLIC FACTffil GROUP 
Let the factor group of G over the normal subgroup 
E; be isomorphic-; to the cyclic group :a -:: (u). Let 
u be a representative of the coset associated witn u. 
If the index (R:l)-:: m > o, then 
is a system of representatives 
+> G ~ Al' G 'II.Tnm.-1 o.~. ove:r N. S<1ll : N -r Nu • • • • + ... ,u. • 
Then u.m = o<. where c;l( ~ N. Moreover for the 
m a~ au au tomorphisme 
m 
3.1 (a~. '= -1 ·--(~ ) a'Uni ::: 0(-lao( for all a e N.. 
Also from the result u:-.1~ = u111 we have 
,,; . 
3.2 o(u = «: 
The factor sets are giv:--en by 
. r· i+k?m t. uK) (u ' - 9 (0$ i,k<m) o() i-f-kSm 
(R:l)-: ~ F- -1 --"!:-......;, If then u -"2. system of represen-~u , · J Y.,.~. is a 
J.t • 
tatives of G over N and (u'\uj ) = J.. Conversely-if 
(R:l)~ m;>·d we must show that 3.1 and 3.2.suffice to 
l • 
determine an extension. m-1 The elements o~ Rare l,u, •• ,u • 
Let us defina the automorphi$Jn 
~o t i-1 Y-1 
3.3 a = a, au-= (au ) , i=-1,2,·~-·· ,m-:"2 
and a factor set put 
~ I< !1, i+k>m 
3.4 (u ,u ) = 
oC, i+k~m 
With these definitions we sea that (I) and (II) in 
section 1 are satisfied. Renee by theorem 1.1 and 
extension is defined. 
,., ,.. 
..J...-o-
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If (H:l)-: Oo; and a --?" ~ is any automorphism of N, then 
we set 
' L \<; (u ,u ) = 1 for all i,k, then an extension is 
defined. Hence we have proved the theorem: 
Theorem 3.5: Let H be a cyclic group of finite order m. 
Then an extension G of a group N by H exi5ts, if and 
only if, we have an automorphism a --"'> au. of N and 
an element o( E N such that (i) the mth power of 
automorphism is the inner automorphism of N giwen by 
transformation ~ , and {ii) fJi!.. is a fixed by tl:e 
automorphism. If--H is of infinite .order there is no 
restriction on the automorphism u a~ a. 
4. .AFFLIOATIONS 
Theorem 4.1. Let G be a group of order mn containing a 
mormaJL subgroup K of order n and having a factor 
group H = G/K of order m where m and n ~e rel·a-
tively pTime. Then G splits over K. 
Proof: The proof is by induction on n. The theorem is 
trivial when n = 1. 
Let n > l and p be a prime di vidng n. 
Let S be a Sylow subgroup belonging to p in G. Since p 
the normal subgroup K of order n contains at least one s 
Sylow subgroup SP, all subgroups conjugate to SP are in 
K. Hence all Sylow subgroups in G are in K. So the number 
of Sylow subgroups in G is the same as the number of 
Sylow subgroups in K. 
(G:NG(Sp)) = (K:NK(Sp)) where MG(Sp) and NK(Sp) are 
(But if K is normal in G and A is a subgroup, then 
A 1\ K is normal in A). Hence Nx(SP) is mormal in NG(SP). 
Oasei. If NG(SP) is a proper subgroup of G, then by 
induction, it contains a subgroup of order m, hence in G. 
Case ii. Let G = NG (Sp) then K= NK(Sp). 
a) Let SP be a proper subgroup of K. 
Sp is normal in G and K and hence by induction 
G contains a subgroup G' of order (G:Sp) isomorphic 
to G/ SP and K contains a subgroup K1 of order (K:Sp) 
I, 
isomorphic to K/ S p 
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and K1 is normal in G' and hence 
by induction G1 contains a subgroup o~ order m and 
hence G contains a subgroup o~ order m isomorphic to 
G/K. 
b) Let K:::.Sp•· 
If SP is abelian, G is a central extension of ~' 
and hence G splits over SP. ( Co.l!Dllary $ •. 2) 
If Sp is not abelian, then the center Z o~ Sp is 
a proper subgroup of Bp and as a characteristic subgrap 
of ~ , necessar~ly a normal subgroup of G. Hence K/Z 
is normal in G/Z. Hence G/Z contains a subgroup U/Z 
of order m. But Z is normal ;tn U aii.dGof dndex m in 
the corresponding subgroup U of G. Hence by induction 
U contains a subgroup o~ order m. Hence G contains a 
subgroup o~ order m. (Q.E.D.) 
Theorem 4. 2. * If the order m of ihe finite ~actor group 
H is relatively prime to the order n of the finite normal 
subgroup K of G and if one of the following conditions 
holds (i) K is abelian 
(ii) K is solvable 
(iii) H is solvable 
then two representative groups of H e;::;b I K are conjugate. 
* For proof see Za.ssenhaus, Theory of Groups, PP• 1~~ (It 
has been conjectured that the above theorem is true in 
general) 
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* Theorem 4.3 In a finite solvable group G of order N 
(i) ~or every decomposition N = nm of the group order 
into a p~oduct of relatively prime factors, there 
is a subgroup of order m and index n. 
(ii) Al]. subgroups whose order is a divisor of m 
lie in a subgroup of order m. 
(iii) All subgroups of order m are conjugate. 
(iv) The normalizer of.a subgroup of order m is its 
own normalizer. 
Proof: The proof is by induction on the length of the 
principal series. The least normal subgroup in a 
principal series is of order p~ • Let this group be 
o{ 
H. There are f~ possibilities p = m1 , m, :tm,t~ Jm. 
d.. 
where m = m1m2, n = n1n 2• If p = m the theorem follows. 
Therefore let us consider tba other three cases. 
e( (i) Gase 1. p = ml 
Since G is solvable, G/H is solvable, hence 
by induction G/H contains a subgroup of order m2 -
So G Contains a subgroup corresponding to this of order 
c( 
Case 2. p = n follows from theorem 4.1. 
Gase 3. pd..= n1 -<..n. Then G/H contains a 
subgroup order m which corresponds to a subgroup G' 
of order mn1 in G. Hence by the theorem 4.1, G' con-
tains a subgroup of order m. Therefore G contains a 
subgroup of order m. 
*For{~iaifferent proof of this theorem see Hall,M. 
The Theo¢X of Groups. pp.l41 
(ii) Case 1. 
-20-
p( 
p:::: ~· Let M' be a subgroup of order 
m' 1 divisor of m. The order of 4Vr'U H)/H is a divisor of 
~ and hence it is in a subgroup of G/H of order· 
m~: Thus M' belongs to the corresponding subgroup 
of order mzml~ m. 
c:J.... Case 2. P = n. If M is a subgroup of order m 
in G, then M I) (M' U H) ::: M* is of order m1 • By theorem 
4.2 the subgroups of order m' in M'VH are conjugate • 
. , * Hence M and M' are co~jugate. Hence M' is contained 
in a conjugate of M. 
o(. 
Case 3. p = nl • (M1 U H)/H is of order 
m' and {dt U H)/H is a subgroup of G/H • Hence by 
indu,etion this is contained in a subgroup of order m in G/H. 
Hence M' ~ contained in the corresponding sub~roup G' 
of G of order mn1 • From case 2 M' i:s in a subgroup 
of order m in G', which proves that M' is in a subgroup 
of order m of G. 
(iii) Let ~ and M2 be subgroups of order m. 
Casal. «. p ::ml. Then M1-:: M1 U H and M2'= M2 U H 
are subgroups of order m. (M1\.JH)/H and (M2UH)/H 
are subgroups of G/H of order m2, hence by induction 
conjugate. If * g transforms into (M1 U H)/H 
and g in G is mapped into g* by homomorphism G ---7 G7H:~. 
then g-1 (M2 U H)g is mapped into M,U H. In other 
words g-1 (M2 U H) g :: M1 U H. Hence M1 and M2 are 
conjugate. 
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o( Case 2. p = n follows from theorem 4. 2. 
Case 3. p~ :: n1 • (M,u H)/H and (M;l..U H) /H 
are subgroups of G/H or order m. Hence by induction they 
are conjugate. Rest.as in case 1. 
(iv) Let NG(M) be the normalizer of M in G where 
M is a stihgroup of order m. 
the· order of ~ (M) must be of the form mn' 
where n' is a factor of n. Then M is. normal in NG(M) 
and the normalizer contains a subgroup of order n'. Let 
g be an element of G where g j N (M) such that 
G 
g-lNG(M) g : Na(M) • 
Since M is a normal subgroup of the normalizer 
there is1 no conjugate subgroup of order m in the n~.malizer. 
But the subgroups of order m in tha normalizer are 
conjugate. Hence no other element outside the no~alizer 
cmr.:. transform M into itself. Hence the result. Q.E.D. 
5. DOUBLE MODULES 
Let JT be a discrete group written multiplica-
tively# N an abelian discrete group written additively 
and the elements o~ Tfoperate on the le~t o~ N. This 
third assumption means that for each x ~ 1T and a E N 
there is an element xa.f JN, subject to the following 
conditiona: 
(i) x(a+b) = xa + xb a,b E. N 
(ii) x2(xlg) = (x2xl)g x1 ,x2 f Tf 
(iii) la :=. a 
From (i) we bave 
- Xa = 3(-a) and~ ~0 = o. 
I~ for every x f:lr and a e N we have xa = a, then 
we say that operates on N simply. If N admits as 
a group o~ operators both on the right and on the left, 
then we say tlllat N is a double . .!!:. module. Let us first 
consider the one sided case. Let N be a normal abelian 
subgroup of soma group G, and let 1f = G/N. If 
x = Nux, then u -la u depends only on a and x, X X 
but not mn the choice o~ the representative u~ in the 
coset. He:rme we can wr:i te u;;laux -= ax • ~his is an 
example of the one-sided case, taking N multiplicatively. 
6. COHOMOLOGY GROUPS 
Let 1T and N be two groups as defined in the pre-
ceding section. Let us consider the functions F of 
(n + 1) variables defined on iT and the values in N. 
If F satisfies the homogeneit,r condition 
F(xx0 ,xx1 , ••• ,xxn) = xF(x.0 ,x1 , •• ,. ,Xn_) then F 
is called ann dimensional cochain (n = 0,1, ••• ) 
of 1T over N. Let F1 and F2 be two n dimensioanl 
co chains such that their sum F1 + F2 is defined as 
(Fl + F 2~ (xo, • • • ,xn) = Fl (xo' • • ,xn) + F 2(xo, • • • ,xn) 
isa also a cochain. With this operation of addition, 
the n dimensional cochains form an additive abelian 
group and denoted by en( Tf ,N). C0 ( 1f ,N); N by 
definition and so a zero dinensional cochain ~s simply 
an element of N. 
For each co chain F, the function C F of (n+ 2) 
variables 
5.1 .• 
where A Xi 
is defined as 
n~l i A OF(x0 ,xl,•••,xn+l>=i~(-l) F(x0 , ••• ,xi,••,xn~l~' 
means that the symbol Xi has been ommitted. 
F has the following properties: 
(i) OF is a 
(ii) <f'(F1 + Fg -= 
(n+l) cochain 
tfF1 + [F2 for 
n+l. . 
~(F1 + F,_) (x1 , ••• ,x'i'l+l ) ::. ~ 0 ( -1) ~F1 + F2) (x0 ,x1 , •• ,sti,. ·Xn + 1) 
n+l 
_-:z: 
-. i=o 
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::: &Fl-+ 6F2. 
(iii) ~ 6"F) = 0, in other words the coboundary of 
a coboundary is zero. 
r n+l i (' /"'.. b( 0 F) ::::. ~ (-1) aF(Xo,·• • ~Xi, 
i::::o 
n+l 
:: ~ 
i= 0 
But F(xo, •• ,~i, •• 'St:-j, •• :x:n+l) = F(xo,~--'X'"i, •• 'i'~,.,xn+l) 
for all i,j. Hence ~(dF~ = ~~ 
The operator is called the coboundary operator. The 
coboundar,y formula coincides with the usual coboundary 
formula of the combinatorial topology. The 
cochain dF will be called the coboundary of F. 
If F =On('\\ ,N) and £F = o, then F is called an 
n-cocycle. These n-cocycles form a suagroup 
Z n( ~ ,N) of cfl (11 ,N). Also these co cycles form 
the kernel of the homomorphism of On( lT ,N) in.to On.._~Tf ~N) 
induced by [; • 
If n > o, the n-cochains F such that F = fF• for 
some F' f 0 n-J('lf ,N) are Balled an n dimensional 
co boundary. They form a sub. group 
If n= o, we define B 0 (TI ,N) =c). 
Bn (\\,N) of on('Tf ,N). 
Since <:S(' 6 F 1 ) .: c), 
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we have ~F ;: o. Hence Bn ( 1f ~N) is a subgroup o~ 
~ 
zncu ~N). The nth cohomology group M (1T ~N) ofi\ over 
N is defined on the factor group 
n n ) 
H err ~N) :=. z ( 1T ~N I Bn('lf ,N) • 
The elements of Hn(lT,N) are called cohomology 
classes. Two cochains are cohomologous if their 
difference is a coboundary. Thus two cocycles are 
cohomologous if they belong to the same cohomology 
class. Note that the cohomology grol.:!-P B.ll( 1T ,N) not 
only depends on the variables n, and N but also 
' >.T1' 
upon the we:y in which !1 operates on N. 
7. NON HOMOGENEOUS COOHAINS 
We have considered the homogenious cochain defined 
in the last section~ They can be replaced by certain 
equivalent non-homogeneous cochains. An n-dimensional 
non-homogeneous cochain is a function of n variables, 
defined on 1\ and with values in N where 'U and N are 
two groups defined as in section 5 and satisfying the 
' three conditions stated there. In particular, by 
a function of zero variables on 1i to N we mean any 
element a e. N. 
and 
The formulae 
F~xo,xl' • • • ,.xn) 
f(x1 ,x2, .•• ,Xn_) 
= xof(xo-1~, xl-lx2_, •• , xn:! xn) 
= F(l,x1 ,x12 , •• ,x1 x2 •• •Xn_) 
provide a one-one correspondence F (:->f between homogeneous 
and non-homogeneous n-cochains. These correspondences 
are additive in both directions. So we shall use 
the same symbol 
of the homogeneous cochains and the group of the non-homo-
geneous cochains. 
The coboundary ~f of a non-homogeneous n-cocha.in 
is a function of (n+l) variables with the condition 
f~@ implying d1' ~~. Hence 
( ~f) ( x1 , ••• , Xn + 1 ) = ( d F) ( 1, X:!., x1 x2, •• , x1 x2 •• ~ -\-l ) 
= F~ :x:t_ '~ x2' • • '~x2 • • • ~ + 1) . 
+ :z:- ( -l)i F(l,xl, • • ,xl2 • .xi, • • ,xr~+1) 
i=-1 
+ (-l)n-+1 F(F,x1 , x1x2, •••• ,xl ••• xn) 
But F(x1,x1i.2, •• ,x1x~3· •Xn +-1) .::: x1F(l,x2, ••• ,x2 •• xn ·t-1) 
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for 0 < i<n+l. 
,........ 
F(l,~, ••• ,~x2 --x1 , •• ,~x2 xn~ 
= f(~,x2 , 
The last term 
Thus we have 
+ (-l)n.;.lf(xl~2'••• ,~) 
The result S8t ::::: 0 can be veri.fied for the non-homogeneous. 
case also. Consequently the same symbols Z~ 1f ,N) and 
B ll(1T,N) can be used for the groups of cocycles and the 
coboundaries in non-homogeneous case. 
-Let us consider the four cases n = 0,1,2,3. 
Casel .• n = o. 
A 0-cochain by definition is an element a E N. 
if and only if xa =: a. for all :x: E.~ that is if and 
only if Tf operates simply on N. Since B19( 11 ,N) = 0 we 
have the theorem 
The group H0 (~ 1 N) ia the subgroup of thos.e elements 
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a of N on which1T operates simply; i.e. those a for 
'-. ' xa~ a for all xe'n. Notice that iflroperates on 
N simply, then H0 ( ·rr,N) = Iif. 
case 2. n :::. 1. 
A 1-cochain f ~ 1 C (~,N) is a function of one 
variable on to N and (df)(x1x 2 ) =x1f(x2)- f(x1x 2)+f(x1 ). 
Therefore f is a 1-cocycle if and only if 
.f(:KJ_ x 2 ) -= f(~) +- x 1 f(x2 ). 
In order th-at f E: B1 (1\;N) we must~ 
) 
f(x) = xa -a for so me a €- N. 
Case 3. n =: 2. 
A 2-cochain f € c2 ( 1\ ,N) is a function of two 
variables on \\ to N. We have 
(~f) (xl,:x:2,x3) := :xlf(:x2,x3) - f(~x2,:x3) 
+f(xl,:x~3)- f (:xl,:x2) 
Hence f is a cocycle :if'. and only if 
7.2. x1f(x2,x3 )+f(x1 ,x2x3 ) = f(x1 ,x2 )+ f(x1x 2,x3 ) 
Before we proceed .f'Ul5~.hsr let us: eompue this result 
-
with the factor sets (u,v) considered in section J • 
. Let N be a normal abelian subgroup of some group G and 
~ lr ::z G/N be the factor group. 
an element of1\ , then for a 
If the coset N \.\x =X is 
-1 
N, ux aux depends only 
on x and a and not on the choice ux in the coset. 
-1 
Hence we can write Ux a ux :::xa. So is:; a group of 
operators on the left. Since N is an abelian additive 
group, the equation ~1) in section 1 becomes 
7.3 (u,vw) +(v,w) = (uv,w)k w(u,v). 
I _,., .. ' 
,/ 
If we change the function (u,v) = f(u,v) the above result 
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reduces fu the condition for a function to be a co-
cycle of dimension two. 
* If f (u,v) and f(u,v) are two equivalen·tt factor 
systems then by 
* f (u, v} = - o(( u v) .-\- f ( u:~ v) ·1- v o( ( u) + c(( v) 
i.e., * f (u,v) -f(u,v) _ v o<.(u) - ~(uv) + c{(v) 
i.e., * C"' f - f = eJo( • Thus: both factor sets f~" 
and f belong to the same cohomology class. Hence 
the group of extensions is the second cohomology group 
H2 ( "'tf ,N). We have the theorem: 
Theorem 7 .3. 
The group of extensions of an abelian group N by 
a group 1T is the. second cohomology group H2( 1T,N) 
where (i) 1T operates on the left to induce automorphisms 
inN 
(ii) Factor sets f(u,v) are the cocycles in z2(~N). 
(iii) Equivalent factor sets differ by coboundaries 
of B2 ("IT 1 N). 
Case 4. n =- 3 
A 3-cochain f 03( 1T 1 N) is a function of three 
variables on 1T to N 1 where 
(Sf) (:21]_ 1x2 ,x3 ,x4 ) = ~ f(x2,~,x4 ) - f(~ x21 x31x4 ) 
+ f ( Jt]_, x2x3 1 x4 ) -f (~ 1 x21 x~4)+f (~, :x:2 ,x3 ) 
Hence f is a cocycle if and only if 
x1f(x21x3 ,x4) ~f(~,x2~3,x4)+f(~1x21x3 ) 
= f(x1~2,x3x4) +f(x1 ,x2,x3x4) 
3 Some interpretation of cohomology group H ( '1f 1 N) can 1~ +~4 
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in papers by Ellenberg and MacLane: Cohomology Theory 
in Abstract Groups II. Annals of Math. 48 (1947) 
PP 325 - 341. 
8. NO~IZED OOOHAINS 
An n-co chain .f e on( lT ,N) (consider here only the 
non-homogeneous cochains) is said to be nonnalized if 
.f(x1 ,x2, •• ·:x=n> = 0 in N whenever anyone of the 
variables .x is the unit element (say I) o.f lr • 
Clearly the set of all normalized cochains .form a sub-
group 0/n( 1f ,N) o.f On( 7i ,N). The cocycl es which are 
normalized .form a subgroup z' ~1T ,N) of ~n(1T ,N). 
4\~so the group B1 n( 1i ,N) of all coboundaries of 
normalized cochains .form a subgroup o.f Bn. 
Note: when n = 2, if we choose the identity as the 
representative of N in writing G as a sum o.f cosets 
o.f N leads to the normalization .f(l,l) = o. Hence 
putting u:: v = 1 in 7.3 
.f(l,w) + .f(l,w) =.+'(l,w) + w.f(l,l) 
8.1 .f(l,w) = 0 
Similarly putting v :: w = 1 we have 
f(u,l) + f(l,l) = .f(u,l) + '.f(u,l) 
whence 
so f(u,l) = 0 showing that we are dealing with 
normalized cocycles. 
... 
De.finit~on: Any cochain f will be said to be !-normal-
ized fori= 0,1, ••• ,n if .f(x1 ,x2, •• xn): o whenever 
is 1. 
Clearly every cochain is zero-normalized and 
the normalized cochain defined originally is n-normalized 
cochain. Also the coboundary of an i-normalized 
cochain is !-normalized. For from for.mula 7.1 .for the 
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coboundary we have 
( b f') (xl,x2, • • • -'Xn+l) = .xl f'(x2, • • • ,Xn_+ i 
...!t .t. 
. 2, ( -1) f'(xl, • • • ,xi xi-t-1, • • ,x.m...,..J! 
l.=l 
n+l 
+(-1) f'(xl,x2, ··Xn> 
= xl f' ( x2, • • • , Xn + J. ) 
- f'(~ x~,x3, • • • ,xn+ i 
+ f'(~ ,x2:x3, • • • ,xn;-1) 
••• 
If' x1 : J., al1 the terms except the f'irst and the 
second become zero, Since f' is 1-normalized. But in 
this case the f'irst two terms are equal but opposite 
in sign and hence they cancel of'f'. So ( Sf') (x1 , •• ,Xn,.J) = 0. 
If' i)' 1 we see that all the terms except two becoming 
zero and those two terms remaining will cancel. 
Starting with any co chain f' E On( If ,N) let us 
construct cochains f'0 , f'1 ,. •• ,f'nE dtu ,N) and 
n -1 
g1 ,g2, • •• ,~ E C (7f ,N) by induction as 
8. 2 f'0 = f' and f 1 ::: r1 _1 - ~ g1 
i-1 8.3 gi(xpx 2, ••• ,xn -a.)::: (-1) f' 1 _1 (xJ.,x2, •• ,xl~l,xlr •• xn~l) 
i 
-
1,2, ,n 
F.rom 8.2 we have Sf'i = <ff'i-1 cS2gi 
= 0 f'i-1 i:::.l, ••• ,n 
sf'i = Sf'o = or f'or all i. 
Lemma 8.4. If 
normalized. 
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Of is i-normalized then f. 
1. 
is i-
Proof. When i: 0 the statement is trivial. Suppo~e 
the lemma to be true and consider it f.or i -r 1, it being 
necessary to that fi+l (~,x2, ••• xi,l,.xi -t ~' • .xn):: 0) 
From the definition of fi-t 1 in 8. 2 
fi+l(Xi,x2, •• xi,l,xiT2'•••:~Xn) 
= fi (xl, • • • ,xi,l,xi+2' • • ,xn) - ( $gi+l) (~,. ·~'1' xi+l2' .xn) 
7 f[ (x\J "··-··Xi 1 J ')(~+'2.; -···~ - xlgi+J. (x2, •. ,xi,l,xi-t2' • • ,Xn_) 
i-1 . 
- ~ (-1) J gi+l (xl.' • • • ,xjxj1-l~"*'··Xi,l,xi+2' • • .xn) 
J :: 1· 
But by induction fj, is i-normalized, so is g.t+t (by 8.3}. 
So the first term in gi +-land the first-+'%!'¥+ 
summation vanish by the i-normalization of gi~l; the 
next two terms cancel. Now replacing gi+l in terms of 
fi as defined in 8.3 
fi+l (~,~, •• ,x 1 1,x i.,.2' •• ,xn):::: fi (~, •• ,x~,1,xir2 ~ •• ,xn) n-1 
{ -1) ~ ~ ... ~ -J.) j-f-lfi {x1 ,.. ,xi,l,l,xi.,.2, •• ,xjxj .,.1 , •• ,~) 
i·t-n+l (-1) fi(XJ., ••• ,xi,l,l,xi+2, ••• ,Xn _1 ) 
i i 
+(-1) (-1) f'.(x1 , ••• ,xil,l,xi 2, ••• ,x) ~ ;- n-' 
t+(-l)i(-l)i 1r.(x_, •• ,x.,l,xi 2, •• w,x) (B) ~ l ~ + n -+ ( -1 ) i ( -1 ) i + 2 f' i ( xl ,. • • 'xi' 1' lxi + 2,. • • 'Xn) 
n - 1( )j 1 ( ) ~ -1 f'i x1 ,ll,xi,l,xi+2, ••• ,xjxj~l'•••Xn 
j:: i+2 
~ (-l)i(-l)n+lfi(~,x2~ ••• x!,l,l,xi+2'•••,xn-l) 
-tG (-l)i ~f.(x1 , •• ,x.,l,l,x. 2,.x •• x 11 ) -- a· ~ ~ ~+ 
The terms added (A) will vanish by the assumed normaliza-
tion of fZ· and (B) will cancel. But S'fi. -ff is (i.. +•) 
i(' 
normalized, whence (-1) dfi (x1 ,xx,xi,l,l,xi+2, •• ~)= 0. 
So fi"'"l (xl,x2, •• ,xi,l,Xi"""2' ••• ,xn) -;::. o. The lemma is 
proved. 
Lemma 8.5. Every (unnormalized) cocyele is cohomologous 
to a normalized cocycle. 
Lemma 8.6 If the coboundary of some chain is normalized, 
J 
then it is the coboundary of a normalized cochain. 
The proof of these two lemmas follows from lemma 8.4. 
For lemma 8.5. If f is a cocycle then of = o, 
. . 
which is trivially normalized. Hence from lemma 8.4 
fn is normalized. But from 8.2 fn is cohomologous to 
f0 = f. Hence the result. For lemma 8.6. Suppose f 
-35--. 
is any n-dimensional cochain with a normalized coboundary 
Since f - f 
- () is zero normali~ed, it follows from 
lemma 8. 4 that fn is normalized. But <5" fn = ~ f -= g ~ 
cP +l ( Hence the result. 
Finally we shall prove the theorem. 
Theorem 8. 7. The cohomology groups :tfl ('IT ,N) of 
every dimension n for unnormalized cochains are isomer-
phic to those for normalized cochains. 
Proof: For n = o, we have B 10:: B0=0) and Z\o = Z0 
For n = 1, if f(u) f Z1 then uf(v) - f(uv) 4- f(u)v = o 
hence putting u = v :=. 1, we have f(l) ::::. o, so f(u) 
is normalized which means zl = zlt. Also Bl ::: B't. 
Therefore H0 (lT,N) and Hl(\T,N) are the same 
in both cases. Suppose n > 1. Clearly B'n .S: Bn 
Hence a cohomology class for ern, 
i.e. a coset of B'n in ern ' corresponds to a 
unique cohomology class for ell , namely the coset of Bn 
in en • This correspondence is, of course, a 
homomorphism of H1n {1T,N) into Hn (1f,N). The iso-
morphism follows from lemma 8.5 and lemma 8.6. 
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