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Abstract. In this paper we present an efficient model of the neuronal potentials
recorded by a deep brain stimulation microelectrode (DBS MER) in the subtha-
lamic nucleus. It is shown that a computationally efficient filtered point pro-
cess consisting of 10,000 neurons, including extracellular filtering closely matches
recordings from 14 Parkinson’s disease patients. The recordings were compared
using their voltage amplitude distributions, power spectral density estimates and
phase synchrony. It was found that interspike interval times modeled using a
Weibull distribution with a shape parameter of 0.8, slightly non-Poisosnian, gave
the best fit of the simulations to patient recordings. These results indicate that
part of the ‘background activity’ present in an DBS MER can be considered to be
a very local field potential due to the surrounding neuronal activity.Therefore, the
statistics of the interspike interval times modify the structure of the background
activity.
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1. Introduction
Deep brain stimulation (DBS) has become a common treatment for neurological move-
ment disorders such as Parkinson’s disease (PD) [6, 21]. DBS involves applying a
pulsed electric field to a deep brain structure with an electrode positioned to within
1 mm accuracy. DBS applies chronic stimulation, using no feedback based on the
patient’s state, except for occasional clinical adjustment [25]. The subthalamic nu-
cleus (STN) is a common target for the treatment of PD [6]. The role of the STN
as a DBS target for PD is not fully understood and for this reason many models of
the brain have been developed to aid interpretation [29, 26, 9, 27]. Models of the
STN may help further the understanding of DBS and in vivo neuronal activity in
general. Improving the understanding of the role of the STN in DBS could benefit
future stimulation therapies, including development of a closed-loop DBS strategy [25].
To help determine whether the DBS stimulation electrode is implanted at the
surgical target a micro-electrode recording (MER) is used [6, 28]. A typical MER
contains a baseline noise, we will call the “background activity”, and spikes with a
peak amplitude above the background activity [11]. The DBS microelectrode has a tip
diameter of 50 µm. This allows the electrode to be used to both record and stimulate
the target volume while preventing damage by minimizing current density. A conse-
quence of this tip size is that it contains large background activity compared to a high
impedance single neuron recording electrode [14]. Changes in the background activ-
ity can be used to confirm electrode placement [28]. This suggests that the “noise”
component of a DBS MER has a neuronal component. We show numerically that a
DBS MER can be considered a very local field potential (vLFP) with a superposition
of electric fields at the tip from multiple neurons. The DBS MER background activity
is due to “competition” between the filtering properties of the extracellular medium
and the electrode geometry which leads to a large volume of neurons contributing.
Current STN models involving a large number of individual neurons are com-
putationally intensive [17]. DBS MER models that simulate a single neuron with
background noise are computationally efficcient but do not reflect neuronal noise pro-
cesses. The aim of this paper is to develop a low-complexity neuronal model capable of
modeling vLFPs recorded from the STN and thereby provide a better understanding
of the origin of DBS MERs and the nature of the background activity. This model may
also have use as an aid in confirmation of target volumes for DBS. In addition real-
time adaptations of STN models are required for a feedback controller for DBS [25].
The model we demonstrate in this paper is a filtered point process model of an
STN MER. For the MER model 10,000 neurons are simulated and their electric fields
are coupled to the micro-electrode with a spatial dependence. We demonstrate that
this type of model is significantly more computationally efficient than current mod-
eling techniques. To evaluate the accuracy of the model, we use the distribution of
recorded amplitudes, linear fits of the modeled power spectrum to patient MER power
spectra and comparisons of synchronous phase components.
This paper is structured as follows; section one provides the background and
motivation for the modeling and analysis methods used. Section two outlines the
methodology used for the simulations, the acquisition of patient recordings and the
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techniques used to quantify their comparison between them. Section three presents the
results, section four includes a discussion of this work and finally section five provides
the conclusions.
1.1. Subthalamic Nucleus Models
The STN is located in the basal ganglia. STN models vary from phase oscillators [27]
to spiking neuron models [9]. Models that contain only a single spiking neuron and
add random noise to produce an DBS MER [27]. These models assume a spectrally
“white” background noise. How neuronal activity changes this type of background
activity hasn’t previously been modeled. To overcome this a large number of individual
spiking neurons are required in the simulation. The conductance based Hodgkin-
Huxley (HH) model used in [29] can be used to simulate individual STN neurons.
This model is computationally intensive and requires the basal ganglia network to
be modeled to produce correct spike timing [29]. This whole basal ganglia model is
required to determine the STN firing times. To overcome this requirement of a large
model we propose to use a filtered point process (FPP) model of the STN firing times.
1.2. Filtered Point Process Models
Stochastic models reduce an observable variable of a neuron, such as the timing of
spikes, from being described by a deterministic equation, e.g. HH, to being drawn
from a probability distribution, e.g. FPP. For features, like spike timing, the proba-
bility distribution used depends upon the network and noise inputs to a neuron. For
the FPP each neuron is considered independently. The neuron action potential shape
is used as the filter and occur at points in time described using only a probability
distribution [23, 24].
A filtered renewal process is a special type of FPP where the time interval be-
tween two spikes (inter-spike interval, ISI) is drawn from a common distribution for
each ISI [10]. For a renewal FPP each ISI time is assumed independent of any pre-
vious times, that is to say the ISI times are independent identical distributions. For
a filtered renewal process only the shape of the action potential and the probability
distribution that describes the ISI is required to model a neuron [2]. This significantly
reduces the complexity as compared to other neuronal models such as [9].
The firing times for neurons is often described by a Poisson process, however
there are many counter examples of non-Poisson neuron firing patterns [20, 5]. A
Poisson process description cannot capture the cell behaviors seen in the STN such as
bursting, uniform and periodic firing [30]. We propose that a Weibull distribution is
a more suitable ISI distribution for reproducing this range of STN behaviors.
1.3. Electric Field Models for Extracellular Recordings
The coupling of each neuron to the micro-electrode is dependent on the distance of
that neuron to the electrode and the properties of the extracellular fluid in-between [3].
As the electric field from the action potential propagates to the electrode from the
neuron it passes through the extracellular space which has varying conductivity
and permittivity. Finite element models (FEM) have been created to describe the
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electric field of neurons as it propagates through the extracellular medium [12]. The
FEM simulations show that the extracellular medium causes filtering and attenuation
of the potential measured at the electrode from different neurons. The spatial
composition of the extracellular medium is also required to use this method and
these models are too computationally expensive to implement for a efficient model.
computational complexity can be reduced by assuming average properties of the
extracellular medium [4]. This also removes the need to define the exact extracellular
composition for each neuron-electrode interaction. The average extracellular filtering
of the neuronal electric field at the electrode can be described by the complex transfer
function [3, 4]. This assumes a point current source and a decoupled magnetic field.
To obtain the transfer function is computationally expensive as a numerical integral
needs to be calculated for each frequency component and for all neuronal positions.
For an efficient model without large amounts of pre-calculated results an analytical
form of the impedance is required. A circuit model simplification of this extracellular
filtering can be used [16, 19]. The effect of the radial distance to the electrode for each
neuron is reduced to a “seal” resistance. This type of model also includes the frequency
effects of the electrode geometry with Faradic resistance and capacitance. Therefore,
we propose to use this neuron-electrode coupling model in this paper (described in
section 2).
1.4. Analysis of Recordings
Several different analysis methods are used to compare the simulations and patient
recordings. A standard method for analysing an MER is to use spike sorting [30].
Spike sorting removes background noise, so it is unsuitable for analysing the neuronal
noise component of noise. To compare the simulations including noise to the in vivo
recordings, statistically expected properties need to be used. Using renewal theory [2]
it has been shown that a filtered renewal process has a statistically expected power
spectral density (PSD). The PSD can be written as a function dependent on the
impulse filter (the action potential) and ISI probability density function. For this
reason we propose to use the PSD to compare the simulated MERs to patient MERs.
Since the MER simulation will be modeled as a stochastic process in ISI times,
the voltage history will not be deterministic. Random processes can be compared
using statistical moments, like the mean and variance. In this paper the KS test, [7],
is used to compare the voltage distributions of simulated MERs to patient MERs.
Another feature of a stochastic process is random phase. To look at the phase
properties of neural signals the component synchrony measure can be used [1]. This
measure is also used in this paper.
2. Methods
The methods of this paper are organized into three sections. Section 2.1 contains
patient information and the surgical method used to obtain the recordings. Section
2.2 describes how the simulations were performed. Section 2.3 contains the analysis
methods used to compare simulations to patient recordings.
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2.1. Patient Recordings
Nine participants (five male, four female) with idiopathic PD who were considered
suitable for the implantation of bilateral permanent stimulators in the STN were in-
cluded in this study. The patient age was 67± 5 years, with disease duration of 14± 6
years. Participants were all right handed and had no further neurological impairment.
The participants had undergone psychiatric screening prior to DBS surgery. A sum-
mary of the patients is given in Appendix A1.
The dorsolateral aspect of the STN was targeted using a Cosman-Roberts-Wells
frame-based stereotactic frame with coordinates based on CT images fused with
3T MRI t1 and FLAIR sequences. The electrode placement was confirmed inter-
operatively by an MER. The surgical procedure is described in detail in [6]. Tungsten
microTargeting R© electrodes (model mTDWAR, FHC, Bowdoinham, ME) with a tip
diameter of less than 50µm were used for the MER acquisition. The electrodes had
a typical impedance of 0.5(±0.15)MΩ at 1kHz. A LeadPointTM system (Medtronic
Inc., Minneapolis,MN) was used to record the signals at a sampling rate of 24kHz.
Three filters applied (high pass: 500Hz first order, low pass: 5kHz first order and
anti-aliasing: 5KHz fourth order) as recommended by Medtronic. Each MER was
recorded during resting phases, when the participant was lying still and not performing
any cognitive or movement tasks.
2.2. Simulations
The simulation method presented here are an extension of those presented in [31]. A
summary of the simulation method is given in Figure 1. Simulations were performed
for 10,000 neurons over one second to model the patient recordings. The use of 10,000
neurons is based on calculations in [31]. However we propose to validate this numbe
by calculating the RMS value of the MER simulations for different numbers of neuron.
All steps in the simulation were performed on a PC with a quad core 1.73 GHz
processor and 8 GB or RAM using 64 bit MATLAB 7.14.0 (R2012a) [18]. A time step
of 1/24, 000 s was used to match the sampling rate of the patient recordings.
The STN behaviors is modeled by assuming the ISI times form a random variable
drawn from a Weibull distribution in time:
P (t) =
{(
t−tr
λ
)c−1 c
λ
e(
t−tr
λ )
c
t > tr,
0 otherwise,
(1)
where P (t) is the probability density function for an ISI and λ is the scale pa-
rameter that controls the firing rate. The shape parameter c controls the neuronal
behavior; with c < 1 generating burst firing, c = 1 Poisson statistics and c > 2 firing
times with a common mode, as shown in figure 2. In the limit as c → ∞ periodic
behavior emerges. The parameter tr controls the refractory time of the neuron, pre-
venting another action potential occurring within this period.
One second MER simulations were generated to match the length of patient
recordings. The time series of Kronecker-delta pulses are first created by drawing the
ISI times from the Weibull distribution shape parameter, c, values of 0.5, 0.8, 1, 10
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Figure 1. A summary of the method used for the simulations. Spike trains for
each neuron are produced using the action potential shape and ISI probability
distribution. These spike trains are filtered based on their distance from the
electrode. The filtered spike trains are then summed together and noise is
added before passing the signal through filters based on the equipment used in
acquisition.
Figure 2. Examples of the Weibull distribution. The neuron can exhibit burst
firing (a), Poisson statistics (b) or semi periodic firing(c) depending upon the
shape parameter, c.
and 100. A refractory time of 5 ms was used [30]. Neuronal current time series are
produced by convolving the Kronecker-delta pulses with the action potential shape.
The time series was generated for each neuron independently.
The action potential shape was generated by numerically solving a Hodgkin and
Huxley model using a variable order solver (ODE15s [18]). The Hodgkin and Huxley
model parameters used were for the medium spiny neuron based on [29, 31]:
Efficient MER modeling 7
Cm =
dV
dt
= −gL(V − vL)− gKn
4(V − vK)− gNam
3h(V − vNa)
−GT a
3b2(V − vCa)− gCas
2(V − vca),
(2)
where Cm is the membrane capacitance (1 pF/µm); gL, vL are the leak conduc-
tance and reversal potential (2.25 nS/m2 and -60.0 mV respectively); gK , vK are the
K+ conductance and equilibrium potential (45 nS/m2 and -80.0 mV respectively);
gNa, vNa are the Na
+ conductance and equilibrium potential (37.5 nS/m2 and 55.0
mV respectively); gT is a low-threshold T-type Ca
2+ conductance (0.5 nS/m2); and
gCa, vca are a high-threshold Ca
2+ conductance and a Ca2+ equilibrium potential
(0.5 nS/m2 and 140.0 mV respectively). The gating variables n, m, h, a and b follow
the differential equations and parameters given in [29]. This produces the filter func-
tion used for each neuron.
Each neuron is modeled as a point source, with the current being generated from
the axon hillock. The current time series was then filtered using an impedance based
on the distance of the neuron from the electrode to find the potential contributed by
each neuron.
Vω(r) = IωZω(R), (3)
where Iω is the frequency component of the current at the neuron. The impedance
filter Zω is found by determining the transfer function Iω/Vω for the circuit model for
the neuron-electrode interaction, shown in Figure 3. This circuit model evaluates the
propagation of the electric field through the extracellular medium, and is not an actual
electron current. Circuit element values in this model depend on the radial distance
between the electrode and neuron, the size of the electrode tip and the impedance of
the electrode, where Cl is the membrane-electrolyte interface capacitance, RL is the
body resistance to ground (the spread of the field from the neuron), Cb is the body’s
capacitance, Rl is the resistance between the cell and the electrode (seal of the electric
field by the neuron to the electrode [16, 19]), Rf and Cf are the electrode Faradic
resistance and capacitance and Re is the electrode resistive load. The voltage for the
recording, Vω , is taken across the load resistance.
Cl
Cf
Cb
Rf
Rl
ReRL
Cell Membrane
Electrode tip
Figure 3. The circuit configuration used for coupling each neuron to the
electrode.
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The neuron radial distribution N(R) is randomly generated using a uniform
spatial distribution with density, ρ = 105cm−3 [30].
N(R) = 4pir2ρ. (4)
The complete time series from all neurons are then summed together linearly to
create the potential across the electrode.
Thermal white noise (Johnson-Nyquist noise) is added to the electrode to match
experimental conditions. The statistics of the noise are described by:
〈V 〉 = 0,
〈
V 2
〉
= 4kBTR(f)∆f, (5)
where kB is Boltzmann’s constant, T is the temperature (assumed to be average
body temperature 37oC), R(f) is the electrode resistance, ∆f is the bandwidth and
〈· · · 〉 represents the time average. The product R(f)∆f is calculated by integrating
the product of R(f) with the gain function G(f) of the equipment over frequency:
R(f)∆f =
∫
∞
0
R(f)G(f)df. (6)
To match simulations to the surgical conditions the simulated voltage time series
is passed through three filters described in section 2.1. The filters are models of the
two software filters with a 500Hz first order high pass, 5kHz first order low pass and
and the hardware 5kHz fourth order anti-aliasing filter.
2.3. Comparative analysis of modeled and patient recordings
The analysis of the model is broken into three sections. The sections look at the
distribution of recorded amplitudes in the time domain, linear fits of the modeled PSD
estimate to patient PSD estimates and comparisons of synchronous phase components.
For the analysis the tests were averaged over multiple recordings from the same patient
and the two separate patient sides were analyzed separately. Patient recordings that
contained movement artifacts, defined by amplitude > 10mV , or had recording times
less than 1 s were removed from the analysis. After this removal process, 84 MERs
from 14 patient-hemispheres were analyzed.
2.3.1. Test of Voltage Distributions: The first test performed was a two sided
Kolmogorov-Smirnov (KS) test on the distribution of the voltages over time. This
test was used to check if the voltage amplitude distribution for the simulations
have different distributions to the voltage amplitude distribution seen in a patient
recordings. The KS test produces a p-value for the null-hypothesis that the amplitudes
are drawn from the same distribution.
2.3.2. Power Spectrum Comparisons: PSDs for the recordings and simulations were
calculated using the Welch method with a Hamming window [18]. The PSDs obtained
using the five different simulation parameters were compared to the 14 patient
hemisphere recordings using linear regression. The linear regression used the value
of the patient PSD against the simulated PSD for each frequency. The correlation
coefficient was used to asses the goodness of fit.
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2.3.3. Phase comparisons: The individual recordings are divided into 100 ms non-
overlapping sections. The variance of the phase for each frequency for each section
was found using [1]:
var{φ(m)} = 1−
[
1
N
N∑
i=1
cosφi(m)
]2
−
[
1
N
N∑
i=1
sinφi(m)
]2
(7)
The component synchrony measure (CSM) was then be calculated by using:
CSM(m) = 1− var{φ(m)}. (8)
3. Results
The results are divided as follows; Section 3.1 contains a summary of the computation
time and features of MER simulation. Section 3.2 contains the results from the
comparison with patient recordings.
3.1. Simulations
To illustrate the speed advantages of the FPP model over a deterministic HH model,
a comparison of the time required to compute an MER using the proposed model and
a coupled HH network is shown in figure 4. The points are averaged over three runs.
The dashed line is a line of unity slope, to show that the computational order of the
FPP is approximately O(N). These simulations were performed on the same computer
with no other tasks running. Due to the long computation time, no simulations of
the Hodgkin and Huxley network with over 1,000 neurons were performed. The com-
parison of the computational time compared to neuron number shows that the FPP
model is significantly faster than the equivalent Hodgkin and Huxley network mode.
101 102 103 104 105
100
101
102
103
104
105
Neurons
tim
e 
(s)
Figure 4. The computational time to simulate an MER using the method
presented in this paper (solid), a Hodgkin and Huxley neural network (dot dash).
A line with slope one (dashed) is layered on top to indication O(N).
Efficient MER modeling 10
Figure 5 shows how the RMS value of the simulated MERs changes as the neuron
number is changed. Above 3,000 neurons the RMS value begins to plateau. The peak
RMS value approaches 49µV . This is within one standard deviation of the patient
recordings mean RMS value of 56± 12µV .
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Figure 5. The effect of changing the number of neurons simulated on the RMS
value of the MER. The dashed lines represent the mean RMS (dark line) of patient
recordings and one standard deviation (light line).
For the same recording length c=0.5 (small dotted line) shows the least power
density across the band of interest (unfiltered region, 500 Hz < ω < 5000 Hz) from the
patient recordings. The other extreme of c = 100 (dashed line) shows harmonic spikes.
For c = 0.8 the PSD has a more spread out frequency distribution compared to the
other simulations. The PSD for c = 1 follows the action potential power spectrum as
expected due to Carson’s theorem for a Poisson process. Although c = 0.8 and c = 1
have a very similar shape of their ISI times distribution (exponential), they display
different distributions of power in their PSD estimates. PSD estimates for simulations
using different shape parameters are shown in Appendix B1.
3.2. Comparative analysis of modeled and patient recordings
Figure 6 and Figure 7 show comparisons of the patient DBS MER to a simulation with
a Weibull shape parameter of 0.8, at two different time scales. These two comparisons
visually show a similarity that scales (look similar) over the 1 s to 100 ms timescales.
3.2.1. Test of Voltage Distributions: Figure 8 shows a box-plot of p-values from the
KS test on the voltage distributions of the 14 hemisphere recordings against simulation
parameters c = 0.5 to c = 100. As all p-values are above 0.1 we can not reject
the null hypothesis that the variables are drawn from the same distribution. The
highest median of p-values was for c = 0.8, indicating that this empirical cumulative
distribution function for the model has the smallest distance to the patient’s empirical
cumulative distribution function as measured by the KS test.
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Figure 6. Examples of a patient recording (top) and a simulated recording
(bottom) on a coarse time scale with a simulation parameter c = 0.8.
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Figure 7. Examples of a patient recording (top) and a simulated recording
(bottom) on a fine time scale with a simulation parameter c = 0.8.
3.2.2. Power Spectrum Comparisons: Linear regression of the simulated PSD against
the patient MER PSD was used to asses the model fit to the patient recordings. Figure
9 shows a box plot of the correlation coefficient for the linear fit for the 14 patient
hemisphere recordings. The outlier point is patient 61 right side for all values of c.
This figure also shows that the R2 value is greater than 0.89 for all values of the shape
parameter. The worst case fit has a shape parameter c = 0.5. The model fits the
patient recordings for c ≥ 0.8 to similar accuracy with c = 1 having the highest value.
3.2.3. Phase Comparisons: The method used to see if there are any features in the
phase spectrum of the recordings was the component synchrony measure (CSM). The
amplitude of the largest peak in each CSM spectrum is shown in Figure 10 for both
simulation and patient data. Figure 10 shows there are no peaks with amplitude above
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Figure 8. Box plot of the KS test p-value of each patient voltage distribution
matching the simulation distribution for each shape parameter. The Box
represents the 25 and 75 percentiles, the lines represent the maximum and
minimum values, the midline represents the median value and the ‘+’ represents
outliers.
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Figure 9. Box plot of the R2 value from fitting each patient spectrum to the
simulated spectrums for different c values.
0.3 in any of the recordings or simulations and therefore no significant phase structure.
4. Discussion
The implications from the model presented in this paper are given in section 4.1.
Section 4.2 looks at the results of the analysis and section 4.3 discusses the assumptions
and limitations for the model with possible future extensions. Section 4.4 summarizes
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Figure 10. The amplitude of the highest peak from each CSM spectrum.
the discussion.
4.1. Modeling
The computational time of the FPP model diverges from O(N) at low neuron number
seen in Figure 4. This divergence from O(N) is due to the minimum time to initialize
the simulation.
Other dynamic models of neurons, which reduce the complexity of the differ-
ential equations of the Hodgkin and Huxley model were not used to compare the
computational time to this model. Computationally efficient spiking neuron (leaky
integrate and fire and Izhekivich) models cannot produce accurate enough action po-
tential shapes and are generally used to produce the correct spike timing [15]. Because
the PSD in the frequency range of interest has a contribution from the shape of the
action potential these models were not considered.
The model proposed in this paper only produces the timing and shape of action
potentials. The model does not account for any of the electrical activity below thresh-
old that activates the spike. This type of activity, called sub-threshold oscillations,
are typically low frequency (1-100Hz). Slow oscillations are not clearly seen in the pa-
tient recordings due to the shape of the electrode (50µm tip) and the high pass filter
at 500Hz. Due to these factors, subthreshold oscillations do not require modeling to
accurately produce a DBS MER.
The change in RMS values in Figure 5 numerically shows that when choosing
a neuron number over ≈ 10, 000 the extra neurons do not contribute significantly.
Additional neurons above 10,000 do not contribute due the extracellular filtering
effects, see Appendix B2. Increasing the number of neurons places them further
from the electrode. When the distance becomes too large their electric fields do not
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contribute to the recordings.
4.2. Analysis
Three different methods were used to analyze the MER data. These methods
are used to build a comprehensive comparison between the patient and simulated
recordings. The first order analysis, using the voltage distribution, demonstrates
matching behavior of the voltage over time. The second order analysis, using the PSD,
allows the correlation properties of the model and patient recordings to be analyzed
using different interspike interval statistics. The phase properties are used to verify
the random phase assumption of a stochastic process.
4.2.1. Voltage Distribution: The KS test estimated the p-value for the null-
hypothesis that voltage for the simulation and patient recordings are drawn from
the same distribution. For all values of c the test statistic, p, was greater then 0.1.
This means that for each c value on these ser of data we can not reject the null-
hypothesis. However, the size of the p-value can then be used to indicate how close
the distributions are to being the same. Examples of this is shown in Figure 11. The
KS test produces a p-value above 0.1 meaning we cannot reject the null-hypothesis for
both of these c values. However, it can be seen that for c = 0.8 (p=0.98) has a better
correspondence tp patient recordings than c = 10 (p = 0.72). These results suggest
that simulations with c = 0.8 best match the patient recordings.
−0.2 −0.1 0 0.1 0.2 0.3
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Patient
imulation c10
Figure 11. Examples of the voltage distribution for simulation c=0.8 (dotted),
patient 32L (solid) and simulation c=10 (dashed)
4.2.2. Power Spectral Comparisons: The linear regression of patient and simulated
PSD, with Weibull shape factor, c, ranges from 0.8 to 100 and gives good agreement
with the patient recordings. Assuming constant action potential shape between pa-
tients, the changes in inter-patient PSD estimates are indicative of changes in the ISI
statistics. Recordings 32 left and 61 right had the best and worst fit to simulations
with c = 0.8, shown in Figure 12. Appendix B3 shows the patient PSD estimates
with the best and worst fit and a PSD estimate from a simulation using c = 0.8.
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The 95% confidence interval is also plotted for five repeated recordings from the same
patient. This visually demonstrates the accuracy of the model, as well as the variation
in patient recordings. For comparison, Appendix B4 shows the regression of a patient
PSD against white noise with equipment filtering effects. This regression has a low
correlation coefficient, R2 = 0.0306, indicating that the background of the patient
recordings contain contributions from neural activity.
Variation in fits between the different patients data sets can be explained by the
fact that an “average” electrode impedance of 0.5MΩ at 1kHz was used for the model.
In reality the impedance changes slightly for each patient [22]. This model could be
used to improve the fit to individual patients by measuring the electrode impedance
prior to recording.
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Figure 12. Example of linear fits of the patient frequency power versus
simulation frequency power for P32L (light) and P61R (dark).
4.2.3. Phase Properties: Since a stochastic process in time will have random phase,
the phase information should show no synchrony between any frequency components.
CSM values above 0.5 show a significant amount of phase synchrony across the record-
ings at a specific frequency [1]. Figure 10 shows there are no peaks above 0.3 in the
CSM spectra for the patients or simulations with patients being slightly more variable.
This indicates that there is no phase synchrony present in either the model or patient
recordings.
The difference in the distribution of CSM peaks in the model can be explained by
an additional white noise source that isn’t modeled. A white noise source would not
affect the spectral color, as it would add power across all frequencies, however it can
add noise to the phase spectrum that has a variance that scales with the amplitude
of the source [1]. This could increase the CSM peaks that are not above the signifi-
cance of 0.5 and would be spread across a wider frequency range than the simulation
currently displayed.
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4.3. Limitations and Future Work
The simplification of the modeled system improves the computational efficiency in
simulating an MER but decreases the realistic features seen, e.g. [15]. One feature
that can be seen in neurons that this model fails to reproduce is synchronization in
the neural network. Although several network features can be modeled through the
shape of the ISI probability, there is no ability for two or more neurons to begin firing
synchronously or to have any firing correlations.
Neurons can demonstrate a behavior called rate dependent action potential shape.
This is where the shape of the action potential (both amplitude and frequency compo-
nents) can change with the rate that the neurons fire [13]. If the target neuron displays
rate dependent action potential shape, the model cannot account for this effect. Neu-
rons that do display this behavior usually have two distinctive action potential types.
One shape when the neuron is firing slowly and a sharp change to another other when
the neuron is firing near its maximum rate [13]. Assuming the neuron only fires in
a particular rate range, the effect of rate dependent action potential shapes can be
minimized by approximating a single waveform over that range.
4.4. Summary
For an MER acquired in surgery there is ‘competition’ between the low pass frequency
characteristics of the cellular environment and the high pass frequency characteristics
of the electrode tip. This means that for an MER it is not only a single neuron in
the immediate vicinity that contributes, like a single neuron recording [14], nor is it
the low frequency behavior from the local structure of neurons, such as a local field
potential [8]. Rather it is a vLFP as we have demonstrated.
Synchrony may be present between neurons, even though both the simulations
and patient recordings do not indicate any phase synchrony. The effect of synchrony
between the neurons would manifest as larger spikes in the time series of the MER.
This type of behavior is not present in the model due to the neurons being modeled
as independent. Future work will include neuron synchrony by including synchronous
firing events as a second process with different statistics to the individual neurons ISI.
5. Conclusion
In this paper we have proposed an efficient model of an MER acquired from the
STN during DBS implantation for PD. We have shown, on a set of 40 recordings
from 14 patient hemispheres, that this computationally efficient, 10,000 neuron model
fits recordings from patients well in terms of the voltage amplitude distribution, the
power spectral estimates and phase synchrony. These results indicate that part of
the “noise” present in an MER can be considered a vLFP and is due to the neuronal
activity surrounding the electrode. This noise was shown to be dependent on a model
parameter that controlled the “shape” of the ISI time distribution. When the ISI
is modeled using a Weibull distribution the shape parameter that best fit the data
across all the tests was c = 0.8, slightly non-Poissonian. This indicates that rather
than following a Poisson process, the neurons are firing with inter-spike intervals that
more closely follows a stretched exponential distribution.
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Appendix A. Patient Summary
Table A1. Summary of participants for whom MER recordings were used for
the validation of the model.
Partic- Age Gender Edu- Handed- Disease Severity UPDRS III Side of
ipant cation ness duration (H&Y) on Score MER
32 73 M 14 R 8 NA NA Left
38 58 M 11 R 11 2 3 Bilateral
53 71 M 13 R 16 4 20 Bilateral
61 71 F 10 R 17 3 17 Bilateral
69 66 F 14 R 22 NA NA Bilateral
74 65 F 7 R 15 2 11 Bilateral
103 62 M 9 R 20 2 8 Right
104 71 M 10 R 3 NA NA Bilateral
Note: H&Y = Hoehn and Yahr; UPDRS = Unified Parkinson’s Disease Rating Scale; “on” refers to
on stimulation and on medication; R = right; NA not available.
Appendix B. Results
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Figure B1. PSD estimates for the simulations using c = 0.5(dots), c =
1(solid),c = 100(dashed) and c = 0.8 (dot dash).
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Figure B2. Plot of the extracellular transfer function from the circuit model in
Figure 3
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Figure B3. Examples of the spectral estimates from two patient recordings
(P32L light, P61R dark) with 95% confidence interval (dashed) and a simulation
with c = 0.8 (dots).
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Figure B4. Linear regression of the PSD of the P61R with white noise
passed through the equipment filters. The regression line has the form y =
−0.0182x− 14.4920 with a correlation coefficient R2 = 0.0306.
Efficient MER modeling 21
References
[1] Application of phase spectral analysis for brain stem auditory evoked potential detection in
normal subjects and patients with posterior fossa tumors. International Journal of Audiology,
23(1):99–113, 1984.
[2] E. Banta. A note on the correlation function of nonindependent, overlapping pulse trains. IEEE
Transactions on Information Theory, 10(2):160–161, 1964.
[3] C. Bedard and A. Destexhe. Macrascopic models of local field potentials and the apparent 1/f
noise in brain activity. Biophysical Journal, 96:2589–2603, 2009.
[4] C. Bedard, H. Kroger, and A. Destexhe. Modeling extracellular field potentials and the
frequency-filtering properties of extracellular space. Biophysical Journal, 86:1829–1842, 2004.
[5] H. Cateau and A. D. Reyes. Relation between single neuron and population spiking statistics
and effects on network activity. Physical Review Letters, 96(5):058101, 2006.
[6] T. Coyne, P. A. Silburn, R. Cook, P. Silberstein, G. Mellick, F. Sinclair, and P. Stowell.
Rapid subthalamic nucleus deep brain stimulation lead placement utilising ct/mri fusion,
microelectrode recording and test stimulation. Acta Neurochirurgica Suppl, 99:49–50, 2006.
[7] M. H. DeGroot. Probability and Statistics. Addison-Wesley, Boston, 1986.
[8] Andreas K. Engel, Christian K. E. Moll, Itzhak Fried, and George A. Ojemann. Invasive
recordings from the human brain: clinical insights and beyond. Nature Reviews Neuroscience,
6:35– 47, 2005.
[9] X.-J. Feng, E. Shea-Brown, B. Greenwald, R. Kosut, and H. Rabitz. Optimal deep brain
stimulation of the subthalamic nucleus: a computational study. J. Comput. Neurosci.,
23:3265–282, 2007.
[10] Joel Franklin and Wyeth Bair. The effect of a refractory period on the power spectrum of
neuronal discharge. SIAM Journal of Applied Mathematics, 55(4):1074–1093, 1995.
[11] I. M. Garonzik, S. Ohara, S. E. Hua, and F. A. Lenz. Microelectrode techniques: Single-cell and
field potential recordings. In Z. Israel and K. J. Burchiel, editors, Microelectrode recordings
in movement disorder surgery, volume 1. Thieme Medical Publishers, Inc., New York, 2004.
[12] C. Gold and et al. On the origin of extracellular action potential waveform: A modeling study.
Journal of Neurophysiology, 95:3113–3128, 2006.
[13] T. Heida, E. Marani, and K.G. Usunoff. The Subthalamic Nucleus: Modelling and simulation
of activity. Part II. Advances in anatomy. Springer-Verlag Berlin Heidelberg, 2008.
[14] Donald R. Humphrey and Edward M. Schmidt. Extracellular single-unit recording methods.
15, September 1990.
[15] E. M. Izhikevich. Dynamical Systems in Neuroscience. MIT Press, Cambridge, 2007.
[16] C.D. James, A.J.H. Spence, N.M. Dowell-Mesfin, R.J. Hussain, K.L. Smith, H.G. Craighead,
M.S. Isaacson, W. Shain, and J.N. Turner. Extracellular recordings from patterned neuronal
networks using planar microelectrode arrays. Biomedical Engineering, IEEE Transactions
on, 51(9):1640–1648, sept. 2004.
[17] Lyle N. Long and Guoliang Fang. A review of biologically plausible neuron models for spiking
neural networks. AIAA InfoTech@Aerospace Conference, 23(Atlanta):3265–282, 2010.
[18] MATLAB. version 7.10.0 (R2010a). The MathWorks Inc., Natick, Massachusetts, 2010.
[19] Cameron C. McIntyre, Warren M. Grill, David L. Sherman, and Nitish V. Thakor. Cellular
effects of deep brain stimulation:model-based analysis of activation and inhibition. The
Journal of Neurophysiology, 91:1457–1469, 2004.
[20] D. E. F. McKeegan. Spontaneous and odour evoked activity in single avian olfactory bulb
neurones. Brain Research, 929(1):48–58, 2002.
[21] J. McNames. Microelectrode signal analysis techniques for improved localization. In Z. Israel
and K. J. Burchiel, editors, Microelectrode recordings in movement disorder surgery, volume 1.
Thieme Medical Publishers, Inc., New York, 2004.
[22] Medtronic. Leadpoint user guide. Minneapolis, MN.
[23] D. H. Perkel, G. L. Gerstein, and G. P. Moore. Neuronal spike trains and stochastic point
processes i. Biophys J., 7(4):391–418, 1967.
[24] D. H. Perkel, G. L. Gerstein, and G. P. Moore. Neuronal spike trains and stochastic point
processes ii. Biophys J., 7(4):419–440, 1967.
[25] A. G. Rouse, S. R. Stanslaski, P. Cong, R. M. Jensen, P. Afshar, D. Ullestad, and T. J. Denison.
A chronic generalizaed bi-directional brain-machine interface. J. Neural Eng., 8, 2011.
[26] J. E. Rubin and D. Terman. High frequency stimulation of the subthalamic nucleus eliminates
pathological thalamic rhythmicity in a computational model. Journal of Computational
Neuroscience, 16:211–235, 2004.
[27] S. Santaniello, G. Fiengo, L. Glielmo, and G. Catapano. A biophysically inspired microelectrode
Efficient MER modeling 22
recording-based model for the subthalamic nucleus activity in parkinsons disease. Biomedical
Signal Processing and Control, 3:203–211, 2004.
[28] A. Snellings, O. Sagher, D. J. Anderson, and J. W. Aldridge. Identification of the subthalamic
nucleus in deep brain stimulation surgery with a novel wavelet-derived measure of neural
background activity. J Neurosurg, 111:767–774, 2009.
[29] D. Terman, J. E. Rubin, A. C. Yew, and C. J. Wilson. Activity patterns in a model for the
subthalamopallidal network of the basal ganglia. The Journal of Neuroscience, 7(22):2963–
2976, 2002.
[30] Turner R. S. Theodosopoulos, P. V. and P. A. Starr. Electrophysiological findings in stn and
snr. In Z. Israel and K. J. Burchiel, editors, Microelectrode recordings in movement disorder
surgery, volume 1. Thieme Medical Publishers, Inc., New York, 2004.
[31] K. J. Weegink, J. J. Varghese, P. A. Bellette, Coyne, P. A. T., Silburn, and P. A. Meehan. An
efficient stochastic based model for simulating microelectrode recordings of the deep brain.
In Sabine Van Huffel, Carlos Correia, Ana Fred, and Hugo Gamboa, editors, Proceedings of
Biosignals 2012, International Conference on Bio-Inspired Systems and Signal Processing.
5th International Joint Conference on Biomedical Engineering Systems and Technologies
(BIOSTEC), pages 76–84, Vilamoura, Portugal, Ferbruary 2012.
