I. INTRODUCTION
H IDDEN Markov models (HMM's) are a powerful tool in the field of signal processing [1] , [2] with application to speech processing [4] , digital communication systems [3] , and biological signal processing [6] . The major limitation of schemes for the estimation of HMM parameters revolve around computation and memory requirements.
HMM's in discrete time can be viewed as having a state at time belonging to a discrete set, without loss of generality, denoted as , where is a vector that is zero everywhere excepting the th element, which is one. There are transitions between states described by fixed probabilities that form a matrix , where is the probability of transferring from state to state . The model measurements are an output mapping from the Markov states contaminated by additive noise. The corruption of the output mapping is the reason the model is termed hidden.
The expectation-maximization (EM) algorithm [4] is a popular off-line locally convergent scheme for obtaining maximum likelihood estimates of the HMM parameters. A major limitation of off-line multipass estimation schemes is the "curse of dimensionality," where the computational effort and memory requirements are in proportion to the square of the number of Markov states and proportional to the length of the signal to be processed. One avenue to improve the computational and memory requirements would appear to be through the investigation of on-line schemes. It should also be said that in learning the model parameters in a multipass arrangement, convergence rates are linear, meaning of order with respect to the number of passes through the data. The two notable examples of on-line adaptive schemes for HMM parameters estimation are the recursive Kullback-Leibler (RKL) scheme [5] and the recursive prediction error (RPE) scheme [8] . The RKL scheme converges linearly, and each iteration of the parameter update equation has computational complexity of , where is the number of parameters to be estimated. The RPE scheme [8] was developed with the aim to provide improved convergence rates. This scheme is known to be asymptotically efficient and provide quadratic convergence (of ). However, each iteration of the parameter update equation has computational complexity of , which can be prohibitive for large . The key contributions of this paper are the proposal of several new on-line schemes for HMM parameter estimation, based on extended least squares (ELS) and recursive prediction error (RPE) concepts with the ELS approach rationalized via martingale convergence results, and convergence results shown for the RPE schemes via an ordinary differential equation (ODE) approach. The best of these new schemes are based on a least squares prediction error index that uses a posteriori estimates rather than prediction estimates.
A typical application in the simplest of contexts, under study in a companion paper, is the demodulation of coded QAM signals with known transition probabilities in a noisy fading channel. The state transition probabilities and channel noise statistics would be assumed known, but the channel gain and phase changes are unknown and possibly time varying. The problem of estimating the transition probabilities is considered in a companion paper [7] .
The paper is organized as follows. In Section III, we formulate the signal model and introduce an information state model. In Section IV, we introduce first the simplest case of the adaptive estimation task, namely, when the state sequence is measured directly, and then apply the least squares approach familiar in linear system identification. When the state sequence is not measured directly, the least squares approach leads to the ELS algorithms. Some convergence results are presented. In Section V, we generalize the ELS algorithms by introducing RPE recursion schemes, with new search directions, and ODE convergence results are presented. A new cost function, which is suggested by the least squares approach, and the a posteriori weighted RPE scheme is also presented. In Section VI, implementation considerations are discussed, and simulation examples are given. Finally, some conclusions are presented in Section VII.
II. PROBLEM FORMULATION
In this section, we describe the HMM signal model in state space form, discuss its parameterization, and reformulate it as an information state model.
A. HMM State Space Model
Let be a discrete-time homogeneous, first-order Markov process belonging to a finite set. The state space , without loss of generality, can be identified with a set of unit vectors , with 1 in the th position. The transition probability matrix is for , where
where denotes the expectation operator. We also denote to be the complete filtration generated by , that is, for any is the complete filtration generated by . For a brief introduction of the concept of filtration see [2, Appendix A] .
Lemma 1: The dynamics of are given by the state equation
where is a martingale increment in that . Proof [2] , [11] :
We assume is hidden, that is, indirectly observed by measurements in a continuous range . The observation process is assumed to be scalar (for simplicity of presentation only) and to have the form (2.4) where is the vector of state values of the Markov chain. We also define . We assume is i.i.d., with zero mean and Gaussian density, i.e., and , where is the complete filtration generated by . We shall define the vector of parameterized probability densities (or symbol probabilities) as for . where is a normalization factor.
2) Parameterized One-Step-Ahead Prediction: We now seek to express the observations in terms of a prediction based on the conditional filter estimates at time . Lemma 3 [8] : In the above notation, the measurements are given by where (2.10) and is a white martingale increment.
Proof [8] : Following the standard arguments, since is measurable with respect to , and , then
In summary, the parameterized predictor-based signal model for an HMM parameter and with states is given by (2.11) where is a martingale increment, and is a normalization factor. We now proceed to consider the problem of estimating given a sequence of observations .
III. LEAST SQUARES AND EXTENDED LEAST SQUARES
This section has two parts. In the first part, to introduce the problem, we consider the simplified adaptive estimation task for the case when is measured. The familiar least squares algorithm from linear system identification theory is presented, and the idempotent nature of indicator vectors is exploited. The least squares cost is introduced, both in its original form and in an alternative form appropriate to the new least squares recursion. Convergence results are presented.
In the second part of this section, the assumption that is measured is relaxed, and the ad hoc idea of ELS is introduced. The two least squares algorithms are converted, via various assumptions, to a collection of ELS algorithms. Computational and convergence aspects are discussed. The importance of studying these ELS algorithms is both as a motivation for locally convergence RPE algorithms presented in Section IV and as suboptimal computationally efficient approximations to these same RPE algorithms.
A. Least Squares
In this subsection, we consider signal model (2.4) given in the previous section and the idealized estimation task to estimate given a sequence of observations and the state sequence . Subsequently, we will consider the case when must be estimated from . 1) Off Line: In a familiar approach, premultiplication of (2.4) by and some algebraic manipulation leads to the off-line estimate for ( ) based on data points
where is an estimate of given data points. The estimation error is 
Proof:
We proceed first to prove the second result by examining subsequences of the chain on which each state is active. Let denote the number of times state is active up until time , i.e.,
, and let denote the time at which the state is active for the th time.
From ( 
Remarks:
1) The condition that as in Lemma 4 is an excitation condition. In addition, it is possible to show, but is not done here, that the rate of convergence to zero of is as . See also Sternby [15] . 2) To reduce the number of calculations, (3.7) and (3.11) can be replaced by a stochastic approximation given by diag where is a vector of the a priori probabilities of being in each state.
is given by the normalized eigenvector of corresponding to the eigenvalue of value one.
We now proceed to consider the case when the state sequence is unknown.
B. Extended Least Squares
This subsection considers the estimation task when the state sequence is not known and is presented in a manner paralleling the previous section. To produce estimates when the state sequence is unknown, the ad hoc idea of extended least squares is to use estimates of states in lieu of actual states in a least squares implementation; see [18] .
In linear estimation, it is usual to use one-step-ahead predictions of the states so that the observation noise remains white, at least when the predictions are optimal in a least squares sense. However, in our case, the one-step-ahead predictions of Markov chains can be far from optimal, particularly when the active state changes. This property of HMM highlights that there are differences between standard linear estimation theory and the HMM parameter estimation problem. Initially, in this section, we proceed by using one-step-ahead predictions to ensure that the observation noise remains white, but this requirement is relaxed toward the end of this section.
Let denote the conditional filter estimate based on observations and model estimates, i.e., where and the recursion below is used to generate the one-step-ahead predictions (3.14) is not a martingale increment. Rather than proceed with a further analysis of this a posteriori ELS scheme, we proceed to look at RPE algorithms that are mildly more complicated but have a more complete theory.
IV. RECURSIVE PREDICTION ALGORITHMS
There exists mature theory for recursive estimation or identification of continuous discrete-time models based on the minimization of the prediction error costs; see [9] . This theory provides asymptotic quadratic convergent algorithms (admittedly local) for linear and nonlinear models.
In this section, we proceed by applying this mature theory in order to obtain asymptotic convergence algorithms that generalize the ELS schemes of the last section. First, we reintroduce the two cost functions from the least squares discussion to replace the usual prediction error cost. These cost functions are our criteria for estimation of . We present the RPE algorithm that minimizes each of these cost functions.
Following from this, we present an RPE algorithm corresponding to the attractive a posteriori extended least squares algorithm (3.32)-(3.34).
A. Prediction Error Cost Functions
First, we present the RPE schemes corresponding to the computational efficient one-step-ahead prediction-based ELS schemes in (3.19)-(3.21) and (3.31).
Consider the error cost functions The following RPE recursion minimizes locally the index in (4.1) (see Lemma 6) Convergence of both these RPE algorithms can be established by a conventional ODE analysis [9] . Since the state estimates and are of necessity bounded, a projection into a stability domain as required in [8] is implicit here.
Actually, the ODE analysis requires that the filter generating be exponentially stable. This exponential stability, in the sense that initial conditions are forgotten exponentially, is established in [17] for the case and is known to hold more generally under reasonable conditions not spelt out here.
To demonstrate convergence of (4.3) and (4.4), let us first define for (4.3) and (4.4), respectively, and arbitrary or (4.5) and (4.6)
The following lemma now holds Lemma 6: The recursions (4.3) and (4.4) will converge a.s. to the set ; moreover, under the excitation condition (or ) as , then convergence of (or ) is at the rate .
Proof: The ODE's associated with (4.3) and (4.4) for fixed under (4.5) and (4.6) are Thus, converges for all and , and converges to the set . Applying the ODE theory of Ljung [9] , the various regularity conditions are satisfied here, and the first result claimed follows.
Observe from (4.9) that if is of the order , as under suitable excitation, then converges to zero as . Since, asymptotically, the stochastic difference equation behaves as the ODE, then rates of convergence translate across under the scaling of the theory.
This leads to the convergence rate result of the lemma.
Remarks:
1) The RPE schemes are mildly more sophisticated than the ad hoc one-step-ahead prediction-based ELS schemes of the previous section. For this reason, we have kept the same ELS notation to assist in seeing the similarities and differences. 2) For a RPE version of (3.16), see [8] .
3) The (4.3) and (4.4) do not result from standard RPE theory. The search direction has been changed so that is diagonal, but the scheme still provides quadratic convergence. 4) A complete and precise theory on convergence rates is not given in the above results because it is beyond the scope of this paper. 5) To reduce the number of calculations, the second half of (4.3) and (4.4) can be replaced by an stochastic approximation given by diag Convergence can still be proven with a slight modification of Lemma 6.
B. A Posteriori Weighted RPE Scheme
To generalize the ELS algorithm based on filtered estimates (3.32)-(3.34) rather than one-step-ahead predictions, we consider RPE schemes based on filtered estimates. To do so, consider the cost function (4.10) which gives the update equations given by (4.11) with the th element of defined from (4.12) and (4.13)
Lemma 7:
The recursion (4.11) will converge a.s. to the set ; moreover, under the excitation condition (or ) as , then convergence of (or ) is at the rate . Proof: The proof is the same as for Lemma 6 with and and using the Lyapunov function
Remarks:
1) The cost function (4.10) is the sum of the predicted error of being in each state, weighted by the estimated probability of being in each state, which from (2.6) is .
2) The similarity of form between (4.11) and (3.32) suggest that the recursions (3.32) are valid at least as approximations for (4.11), for which convergence has been shown. 3) Again, to reduce the number of calculations, the second half of (4.11) can be replaced by an stochastic approximation given by diag and the convergence proof holds.
V. IMPLEMENTATION CONSIDERATIONS AND SIMULATIONS RESULTS This section has two parts. In the first part, issues concerning implementation of algorithms for estimating are presented. The discussion is general in nature and, in fact, applies to any of the algorithms presented in this paper and others in the literature of this field.
In the second part, simulation studies of the various algorithms present in this paper are presented. We attempt to demonstrate the various properties of these algorithms that have been highlighted in the previous sections. The highlighted properties include convergence, convergence rates, bias, and the importance of the issues introduced in the first part of this section.
A. Implementation Considerations
The following were considered when implementing the schemes presented in the preceding chapters.
1) Transients:
One reason for studying both ELS and RPE schemes in the same paper is that it appears to be a good approach to use them in combination in an actual implementation. The extra gradient terms used in the RPE schemes do not help during the transient period, where the dominant error is due to initialization rather then the noise; however, these terms do aid convergence subsequently. Thus, it is a reasonable practice to use an ELS scheme initially and change to an RPE scheme once the transient has decayed significantly.
2)
Step Sequence:
Step-size adjustments can be made for improved transient performance for iterative schemes, and indeed, can be replaced by for arbitrary satisfying , , and the ODE analysis still applies. Further details are omitted here; see Ljung [9] .
3) Markov State Errors: The time-varying variance of the state estimate, which is given by (5.1) can be used in the recursive equations to "discount" time instants for which the Markov state is known with less certainty. If the variance of the state estimate is denoted , then the modified update equation, according to standard Kalman filter theory, becomes
In addition, in (3.19), (4.3), and (4.4), is replaced by . Corresponding modifications apply to (3.16), (3.17) , and (3.31).
4) Parameter Estimation Errors:
Similarly, the variance of the parameter estimates approximated by can be used to modify the variance used in (2.5) to estimate the Markov states.
Actually, in practice, it makes sense to limit the magnitude of additive term to to, say, because of the approximations involved. That is (5.4)
5) Polyak Acceleration:
The increased step size and averaging used by Collings [8] is suggested by Polyak [14] as a technique to speed convergence. The Polyak increased step size has been found, in some cases, to aid convergence from poor initial estimates and in high noise.
6) Time-Varying Tracking:
It is possible to modify the estimation schemes presented in this paper to allowing tracking of time-varying parameters by introducing a forgetting factor; see Ljung [9] . A forgetting factor is introduced by modifying the second equations of (4.3) or (4.11) or the corresponding ELS schemes to give (5.5) where typically, . This modification was also found to improve convergence in very high noise simulations.
B. Simulations
We present results of simulation examples using computergenerated finite discrete state Markov chains. The results presented in the following simulation plots were found to be representative examples of hundreds of simulation runs. We concentrated our efforts on the new algorithms that appear interesting. For example, the most frequently tested algorithms are (3.16), (3.31), (3.32), and (4.11). The least frequently tested algorithms are (3.6) and (3.19 • least squares algorithm (3.6) with known; • original ELS algorithm (3.16) using ; • RPE from [6] using ; • a posteriori ELS algorithm (3.32) using ; • hybrid ELS algorithm (3.31) using . Fig. 1 shows an empirical comparison of the rates of convergence. This figure shows the convergence of various schemes to one of the parameters. We conclude that when using estimates that our schemes converge at approximately the same rate as the existing scheme.
2) Comparison of
with : A two-state Markov chain embedded in WGN was generate from which and were estimated using (3.32). Fig. 2 shows the difference between the estimates over time. We conclude from this simulation that asymptotically, (3.23) holds. Note that the average over 100 points was used in this figure to reduce the amount of information. • least squares algorithm (3.6) with known; • original ELS algorithm (3.16) using ; • RPE of [8] using ; • a posteriori ELS algorithm (3.32) using ; • RPE algorithm (4.11) using . Fig . 3 shows an empirical comparison of the rates of convergence. This figure shows the convergence of these schemes to one of the parameters. We conclude that our schemes converge at approximately the same rates.
3) Bias of Estimation

5) Comparison with Existing the RPE Scheme:
A two-state Markov chain embedded in WGN was generated with parameter values , for , , and . The state values were estimated from the chain using (3.32) and the RPE scheme presented in [8] . Fig. 4 shows an empirical comparison of the rates of convergence to one of the state values. This figure shows that similar rates of convergence are achieved by our new schemes with computational requirements of and the existing RPE scheme [8] with requirements . 6) Stochastic Approximation: A two-state Markov chain embedded in WGN was generated with parameter values , for , , and . The state values were estimated from the chain using (3.32) with and without the approximation described in Remark 5. Fig. 5 shows that convergence of the scheme was not adversely affected by the approximation. . The ELSM has been found to converge to the correct values, whereas the RPE1 scheme was not. This simulation demonstrates that the RPE1 recursions do not estimate low inertia Markov chains well. In this simulation and others involving fast Markov chains, the ELSM recursions were found to perform better then the RPE1 recursions. Here, implies short times in each state. This is a significant result. The (3.32) recursion is the only recursion we have studied that can handle fast chains effectively. These fast chains are known to appear often in actually applications such as the demodulation of coded QAM signals, which is under study in a companion paper.
7) Fast Markov
8) A Six-State Example:
A six-state Markov chain embedded in WGN was generated with parameter values , for , , and . The state values were estimated using the RPE1 recursions. Fig. 6 shows the parameter convergence of the RPE1 recursions. Note that in these simulations, the Polyak increased step size is used to allow convergence from poor initial estimates. 9) High Noise: A two-state Markov chain embedded in WGN was generated with parameter values , for , , and . The states were estimated using two methods. First, Fig. 7 shows the convergence of parameters using the increased step sequence and averaging over 1000 points. Second, Fig. 8 shows the convergence of parameters using a scheme modified to track time-varying parameters with a forgetting factor . only improve the performance of these schemes during initial transients or in low noise situations. For example, a two-state Markov chain embedded in WGN was generated with parameter values , for , , and . The states were estimated using the scheme in (3.32) both with and without the variance correction factors given by (5.2) and (5.3). It has been found that the scheme without correction factors will not converge, whereas the scheme using the correction factors does; see Fig. 9 . In low measurement noise situations, the estimation noise dominates the measurements noise, and it must be included to achieve reasonable results. In high measurement noise situations, the relative contribution of the estimation noise is negligible and need not be considered.
C. Summary
A variety of schemes presented in this paper were demonstrated, at least in simulations, to provide competitive convergence performance in comparison with previous work present in [8] . In addition to this, several of the implementation issues raised in the previous subsection were examined.
A highlight of the simulation results was that the (3.32)-(3.34) scheme has been found to provide good convergence performance in situations involving high noise and/or fast Markov chains that exposed the limitations of the previous algorithms [8] .
VI. CONCLUSIONS
In this paper, we have proposed new on-line parameter estimation schemes for HMM's based on extended least squares and recursive prediction error methods. The transition probabilities between states are assumed known, but the state values between which the noise-free measurements switch are learned in time. These new schemes exploit the idempotent property of the signal model states, noting that care must be taken for the ELS schemes to avoid bias. We present simulation studies of the schemes in a variety of conditions, highlight the similarity and the difference between the performance of these schemes, and compare them with the existing RPE scheme for parameter estimation. The algorithms presented have computational complexity yet perform as well asymptotically as earlier schemes proposed of . The a posteriori ELS and a posteriori weighted RPE scheme, which exploit filtered state estimates rather than prediction estimates, appear to be the most attractive for application purposes. These a posteriori schemes have been also found to be consistent and, thus, attractive in signaling environments that include low-inertia HMM's that could not be handled well by earlier algorithms [8] .
