Recent work on age-related differences in some types of visual information processing has
SUCCESSFUL performance of many activities in thê daily lives of individuals of all ages relies heavily on the ability to process visual information. Theory on age-related differences in visual attention and information processing began to develop significantly about 30 years ago with the "distractability" hypothesis (Rabbitt, 1965) , which stated that older adults are more susceptible to the, distracting features of irrelevant stimuli. Subsequent advances in theory have posited other mechanisms to account for age-related differences in visual information processing, including the "perceptual noise" hypothesis (Wright & Elias, 1979) , the "target-distractor discrimination" hypothesis (Nebes & Madden, 1983) , and the "spatial localization" hypothesis (Plude & Hoyer, 1985) .
Task structure and the amount of practice provided have also been implicated as a factor in age-related differences in visual information processing. More specifically, visual search tasks can be described by the mapping of stimuli to responses. If, throughout the experiment, the stimuli remain constant in their role as targets and distractors, then the task is referred to as consistently mapped (CM). However, if targets and distractors switch identities at some point in the experiment, then the task is referred to as variably mapped (VM). This distinction is important because after extensive practice, performance on the two tasks diverges. This divergence is accounted for by two different processing mechanisms: controlled and automatic processing. Controlled processing is proposed to underlie performance in VM visual search (Schneider & Shiffrin, 1977) . Stimuli in VM tasks must be serially compared with a target representation stored in working memory. Performance in VM tasks declines as a function of processing load and does not appreciably improve with practice, due to the fact that capacity is limited in this mode of processing. Automatic processing can be obtained after extensive training with consistent targets and distractors. Under this mechanism, targets are automatically detected and the process of comparing stimuli to target representations stored in working memory is assumed to be relatively effortless. Most results from consistently mapped (CM) search tasks suggest that processing capacity is not taxed in automatic detection, and automatic target detection occurs without resource cost. Observed performance decrements are due instead to data limiting factors such as presentation rate and stimulus quality. This interpretation is suggested by the finding that well-trained subjects can find a target stimulus in a field of 0, 1, 2, or 3 distractors with approximately equal response latencies and accuracies (Schneider & Shiffrin, 1977) .
Early studies of age-related differences in CM search reported no qualitative processing differences for older subjects (Madden, 1982 (Madden, , 1983 Madden & Nebes, 1980; Plude & Hoyer, 1981; Plude et al., 1983) . However, more recent research with extensively practiced subjects provided a different pattern of results (Fisk, McGee, & Giambra, 1988; Fisk, Rogers, & Giambra, 1990; Rogers, 1992) . Younger individuals acquire skill in CM selective attention and visual search tasks in two qualitatively different phases: feature learning and priority learning (Fisk & Rogers, 1991; Schneider & Detweiler, 1987) . Target versus distractor discrimination occurs during feature learning. After feature learning, younger individuals are able to change the attention-attracting strength of stimuli, strengthening targets and weakening distractors through priority learning, whereas older individuals do not develop this attention skill in novel situations. Even late in practice, older subjects' performance is more correlated with performance in VM search tasks and more dependent on the number of comparisons required, compared to younger subjects. In other words, the search process developed by younger subjects becomes more parallel, while older subjects' performance P156 ELLIS ETAL.
indicates that serial processing is still taking place. In particular, this difference applies to the spatial attention and search aspects of the task rather than memory components, and is linked to the inability of older subjects to strengthen targets and suppress distractors through priority learning (Fisk & Rogers, 1991) . This suggests a structural difference in visual attention and information processing (i.e., a stage-specific slowing or decrease in capacity), rather than a general slowing of processing and response execution. The model introduced below can provide a basis for describing this agerelated difference.
Limited Channel Capacity Models of Visual Information Processing
Age-related differences in performance on visually based tasks may be described along a continuum of processing system parameters. Fisher's (1982) Limited ChannelCapacity Model (LCCM) provided a basis for describing display-load effects in multiple-frame search tasks. A multiple-frame search task presents a series of search fields in rapid succession. The goal of the task is to respond with either a yes/no (in target detection tasks), or with a target location (in target location tasks). The primary dependent variable is accuracy, although useful information may be extracted from response times as well. In a pure visual search task (i.e., the memory set consists of a single target) the independent variables are typically the amount of time each display is presented (frame duration) and the number of objects in a frame (frame size or display load). Factors such as stimulus quality or masking effects are generally held constant. In experiments of this type, accuracy typically decreases with lower presentation durations and increased display loads (Shiffrin, 1988) .
Formulation of the LCCM and Two-Stage Models
Fisher's (1982) LCCM was originally formulated as an Erlang Loss System (see Allen, 1978 , for an introduction). Assuming that enough time has elapsed for the processing system to reach steady state, the probability that the stimulus will not be detected (given that no more than k stimuli can be compared at a time) is given by P k :
where/ is the frame size (number of objects per frame), a is the frame duration, and jx is the rate of central decision making. Increases in arrival rate (jla) will lead to increases in the probability of failing to detect a stimulus, whereas increasing either the processing rate, |x, or the number of processing channels, k, will decrease the probability of failure. After obtaining a data set for each subject, based upon a wide range of task parameters (f and «), the best fitting system parameters {\x and k) were chosen by the Minimum-X 2 estimation method (Bush, 1963) . Fisher (1982) showed that the x 2 statistic, which describes the difference between the best fitting model parameters and subjects' data, is very sensitive to changes in k, when |x is constrained within reasonable limits.
LCCM limitations. -Known age-related differences in perceptual encoding produce changes in multiple-frame search performance that Fisher's (1982) LCCM cannot predict. Across letter, word, and picture stimuli, older subjects require longer interstimulus intervals to eliminate backward masking effects at a given level of stimulus energy (Walsh, 1982; Waugh & Barr, 1982) . The encoding stage takes significantly longer to register incoming information in older individuals, and briefly presented information has a greater chance of being masked before it can be completely processed in these individuals (Allen, Madden, Weber, & Groth, 1993; Ford, Roth, Mohs, Hopkins, & Kopell, 1979; Strayer, Wickens, & Braun, 1987) . These age-related differences cannot be accounted for by the present instantiation of Fisher's LCCM.
Extensions to the LCCM: a stochastic encoding mechanism. -Ellis and Chandra (1996) added a Stochastic Encoding Mechanism (SEM) to Fisher's (1982) LCCM to allow prediction of age-related encoding differences in a multiple frame search task. The SEM is compatible with an Erlang Loss System formulation of central decision making, allowing the system's overall performance, P(loss), to be expressed as a function of limitations in both the encoding and comparison stages. The resulting two-stage queuing system can take into account both data limitations (arising from presentation rates faster than encoding speed) and resource limitations (arising from an overloaded central decision-making stage).
Key assumptions required for the SEM include: (1) In a multiple-frame search task, the inter-frame interval remains constant within blocks. Therefore, the SEM should accommodate a deterministic stimulus inter-arrival time distribution; (2) The perceptual system is susceptible to disruption, or perceptual masking. A stimulus can interfere with the processing of a preceding stimulus due to a number of reasons, including the similarity of features or a higher overall brightness (Turvey, 1973) . The masking of one stimulus by its successor is accounted for by a pre-emptive loss in the SEM. This is a term borrowed from the language of queuing theory, which denotes the model's analytical capability to describe the stimulus masking phenomenon, i.e., a masked stimulus is pre-empted in the queue by the incoming stimulus. While the model assumes that information processing is "all or none," other models treat information flow in a more continuous manner (see Miller, 1988 , for a recent discussion of this debate); (3) The time required for each encoding processor to complete its stimulus processing is exponentially distributed; (4) Pre-attentive visual processing is massively parallel (Townsend & Ashby, 1983) , thus, the SEM has as many processors available as the number of stimuli being processed; (5) An encoding processor is uniquely assigned to each incoming channel of information.
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For the purposes of this model, a stimulus is defined by the task goal; in the case of multiple-frame search, where the goal is to locate a target character among distractor characters, the stimulus is considered the character.
With these assumptions, the encoding stage can be modeled as a system of parallel queues, each with one server, independent arrival queues and preemptive loss. Figure 1 graphically depicts this model, where: (a) stimuli flow from each of the display frames to the SEM where each stimulus is processed independently, and (b) successfully encoded stimuli continue on to the LCCM where they are processed (i.e., compared to the target) on any available comparison channel. A correct response is assumed to follow if a target is successfully placed on a comparison channel in the LCCM stage. If no comparison channel is available, the information is lost to the information processing system, and an incorrect answer follows. Fisher's LCCM is also depicted by Figure 1 . By simply assuming that encoding is flawless and effortless, as Fisher (1982) did, one can conceptually include the encoding process without the formal nature required for performance prediction.
Thus, a revised two-stage queuing model (hereafter referred to as the Two-Stage Model) can be used to describe limitations in the visual information processing system. Combining the effect of the SEM (Ellis & Chandra, 1996) and Fisher's (1982) LCCM formulation, loss can be predicted by:
where:
a = constant inter-arrival time to the encoding stage |x, = encoding processing rate / = number of parallel stimulus channels k = number of parallel central processing channels |x 2 = central processing rate
Age-related differences in the time required for encoding can be predicted via this model extension. Even with identical central-processing capacity (determined by k) and rate (determined by fi 2 ), slower encoding in older subjects should result in poorer performance. This prediction was not possible with the LCCM alone. With specific regard to model parameters, the literature suggests that compared to younger adults, older adults: (1) take more time for perceptual encoding, resulting in larger values of l/|x 2 ; and (2) are not able to develop parallel processing skill, resulting in smaller values of it.
METHODS
An experiment was conducted to assess: (1) the validity of the Ellis and Chandra (1996) revised Two-Stage Model of visual information processing; (2) Fisher's (1982) assertion that the number of parallel channels used by the information processing system changes with the ability to discriminate between a target and its distractors; and (3) quantitative agegroup differences in fitted model parameters. A multipleframe search task was employed with an alphanumeric target and distractor set. Subjects' data were modeled at three different points during the skill development process in a CM task.
Subjects
Four groups of six subjects (young females, young males, older females, older males) were recruited for this study. The young subjects were recruited from the undergraduate and graduate student population at Penn State University. Noninstitutionalized older subjects were recruited from the surrounding area. All were screened for at least 20/29 corrected visual acuity using a Bausch and Lomb OrthoRater. Recorded subject characteristics included age, selfreported health status, years of formal education, and three markers of perceptual speed. Subject characteristics and abilities are shown in Table 1 . There were no significant differences in education or health between the age groups. Each subject participated in three experimental sessions.
Perceptual speed ability markers included the identical pictures, number comparison, and finding A's tests (Ekstrom, 1976) . The perceptual speed marker tests each exhibby guest on November 7, 2016 http://psychsocgerontology.oxfordjournals.org/ Downloaded from ited significant age effects, favoring the younger subjects (identical pictures: /(16) = -7.32, p < .0001; number comparison: f(21) = 2.72, p < .05; and finding A's: f(21) = -3.08, p < .01). All of the ability marker tests were highly reliable, using split-half reliability with the Spearman-Brown correction formula; reliabilities ranged from .71 to .98.
Experimental Design
Accuracy and response latency were the dependent variables in separate 2 x 6 x 2 x 3 mixed-factorial designs. Age group (young or old) was treated as a between-subjects quasi-experimental independent variable, while frame duration (40, 60, 80, 120, 160, 240 ms) , display load (4 or 8 stimuli per frame), and session of practice (1, 2, or 3), were all repeated-measures within subjects. This design was used in order to replicate and extend Fisher (1984) .
Repeated-measures ANOVA was used to determine the significance of main effects and interactions for both correct response latency and accuracy. Additionally, the LCCM and the Two-Stage Model were fit to the data, using the Minimum-x 2 procedure for parameter estimation (Bush, 1963) . This technique iterated through a set of parameter vectors, computing the lack-of-fit for each. The parameter set which minimized lack-of-fit was chosen as the best estimate.
Procedure
Subjects participated in three experimental sessions each. Each session began with six short practice blocks (3 frame durations x 2 load conditions) to introduce the subjects to the range of workload. Each session then proceeded with 12 experimental blocks (6 frame durations X 2 load conditions) of 20 trials each. The order of frame duration was counterbalanced across subjects using a Latin square, then replicated across sessions. Within a block of frame durations, half of the subjects were presented a low load display, and then with a high load display. The other half of the subjects were presented high load, then low load within a frame duration. At the beginning of each session, a subject was instructed to respond as accurately as possible, as soon as the answer was known. Each was also reminded that there was exactly one target per trial, and that a best guess should be made when unsure. The entire sequence of practice and blocks required about 45 min per session. Across all sessions, each subject received 720 consistent trials of practice.
The subject controlled the pace of the experiment by initiating both new blocks and trials. Performance feedback was presented after each trial (correct or incorrect) and block (% correct, mean response latency). Because there was a target on every trial, the task was a forced-choice location task, rather than a detection task. The location task was chosen: (1) to allow more chances for correct response in a given number of trials, and (2) to minimize the chances of differential response-bias effects.
Apparatus and Stimuli
All experimental displays were presented with a 486-DX33 IBM-compatible PC on a .28 mm pitch, 72 Hz noninterlaced VGA monitor. Responses were recorded using a numeric keypad.
Twenty display frames in a 3 x 3 matrix format were presented successively on each experimental trial, as depicted in Figure 2 . Each trial of 20 frames contained one target. The central location on all frames contained a fixation dot. In the high load condition, the other eight stimulus locations were filled with distractors, with the exception of the single frame location that contained the target. In the low load condition, half of the frame locations were filled with distractors, except for the single frame location that contained the target. The distractor locations were filled with pound symbol (#) pattern masks to ensure that load effects were not confounded with lateral masking effects (Fisher, 1984) . The presentation of the distractors (and the target) alternated between a diamond and four-corners format, depending on the frame number in which they appeared. Oddnumbered frames had diamond formats, while evennumbered frames used the four-corners format. Target frame number was selected randomly, with the restriction that the target could not appear in the first four or last four frames, to meet Fisher's (1982) steady-state assumption. The target location within the frame was randomly determined. For each frame, distractors were chosen randomly without replacement to ensure that no two of the same distractor items could appear in the same frame. Additionally, distractors were chosen such that two identical distractors could not appear in the same location in successive frames.
Subjects responded to the target by pressing the key on the numeric keypad which spatially corresponded to the target Figure 2. Depiction of the display presentations (5 < / < 15). The target appears in frame / in both high and low load conditions. Display frames were the same actual size in both high display load and low display load conditions. by guest on November 7, 2016 http://psychsocgerontology.oxfordjournals.org/ Downloaded from VISUAL INFORMATION PROCESSING P159 display location. Subjects were instructed to guess to the best of their ability if they were unsure of the target location. The target stimulus was always the number " 5 , " and the distractor set was all capital letters of the alphabet except " S . " The letter " S " was excluded due to its close resemblance to the target.
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RESULTS
First, accuracy and response latency are considered. This is succeeded by comparison of the model fit by age group of both the LCCM and Two-Stage Model. Finally, the modeling results which investigated the locus of performance improvement over time are given.
Accuracy
Repeated-measures ANOVA revealed main effects on accuracy for frame duration [F(5,110) Together, these effects accounted for 58% of the total sum of squares. None of the interaction terms were significant. Post-hoc Scheffe contrasts (p < .05) for the six levels of frame duration indicated that only two pairwise differences were significant; accuracy significantly increased from 40 ms to both 160 ms and 240 ms frame durations. Contrasts from the session factor clearly showed that response accuracy significantly increased from Session 1 to 3. Table 2 presents mean accuracies by level within each main effect, while Table 3 shows the factorial cell means by age group across the various levels of the workload variables. Accuracies ranged from 40% to 85% correct across frame durations. Doubling the display load reduced accuracy by an average of 10%. Accuracies improved by 6% from session one to two, but by only 2% from session two to three (see Table 4 ). Finally, the younger subject group correctly located an average of 20% more of the targets than the older group across all levels of workload. There were no significant differences in variance between levels of any of 1160 (548) 1175 (571) 1204 (571) 1241 (541) 1250 (516) 1335 (698) 1184 (543) 1271 (610) 1372 (664) 1190 (540) 1120 (490) 846 (244) 1609 (564) the factors, as confirmed by Bartlett's tests {p > .05). In summary, frame duration had the largest influence on response accuracies, followed by display load, then session, then age group. The influence of age was relatively small compared to variance from other factors.
Response Latency
Similar to the accuracy data, ANOVA revealed significant effects in response latency for display load [F( 1,22) Table 5 ). Scheffe contrasts did not isolate significant pairwise effects. Table 2 presents mean response latencies. Longer frame durations produced nonsignificantly longer latencies, varying from 1160 to 1335 ms. Doubling the display load increased latencies by 85 ms. Response latency decreased by 180 ms from session one to two, but by only 70 ms from session two to three. The older subject group required almost twice the time to correctly locate the targets compared to the younger group. In response latency, age had the greatest impact by far, followed by display load and experimental session. 
Modeling
Models were computed to locate the parameters that best describe observed age-group differences and to compare the relative quality of the fits obtained between the Two-Stage Model and the LCCM. The parameters that best described observed age differences in performance were initially determined. Then data were aggregated by age group and session to investigate which parameter best described the locus of performance improvement in the task.
Two modeling approaches were used for age-group comparisons. Parameters from these models are summarized in Table 5 . First, using the Two-Stage Model, three parameters were allowed to freely vary (k = [1, 8] , 1/jx,, = [1,100], l/(x 2 = [1,100]), until locating the minimum value of the Pearson x 2 statistic. Next, the Two-Stage Model was constrained to equivalence with the LCCM (see Ellis and Chandra, 1996 , for a proof), and best-fitting values of k and l/(x 2 were computed. Both models estimated two decision-making channels for the young and a single central decision-making channel for the older subject group (Table  5) . Surprisingly, the models also agreed in central decisionmaking speed, ranging from 15 to 22 ms per item. There were, however, substantial differences in the quality of fit between the models. The LCCM exhibited significant differences between the model and data for both young and old subject groups [xWioi = 23, p < .01]. Improved fits were obtained with the Two-Stage Model, with smaller, yet significant, differences between the model and data from the younger group (p > .01), and no significant difference from the older group. Using the Two-Stage Model, the greatest locus of age-group differences was in the encoding speed, 1/ |x,. Older subjects had an average encoding time almost double that (68 ms) of their younger counterparts (35 ms) across sessions. The computed Two-Stage and LCCM functions are shown in Figure 3 . The difference in the number of decisionmaking channels (k = 1 or 2) is most apparent in the asymptotes for both models, as performance by the older subjects still did not reach that of the younger group, even as frame duration reached its upper bound. Older subjects required more time (via a longer frame duration) for a given level of accuracy in all conditions. For example, interpolating required frame duration for a constant accuracy level of 
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70%, younger subjects required 72 and 62 ms for high and low display load, whereas older subjects required 240 and 142 ms, respectively.
Differences in the decision-making rate parameter alone would have predicted similar asymptotic-level performance between age groups, but would not have explained the observed sharper curvature for the older group at shorter frame durations. The larger magnitude for the encoding parameter in the older subject model was largely due to decrements observed in the older subject data when comparing performance between like ratios of display load and frame duration. For example, performance by the younger group in the low load condition (4 items per frame) at 120 ms frame durations was nearly identical to performance at high load (8 items per frame) at 240 ms frame durations. However, in the older subject group data, there was still a performance decrement associated with the shorter frame duration, independent of the overall identical stimulus arrival rate. This difference increased as frame duration decreased.
Parameters from the two models, recomputed by session, are shown in Table 6 . The goodness-of-fit increased from session one to three, as noted by decreasing x 2 values. While the fits in general were better here compared to the fits presented above, this is largely due to reduction in power associated with fewer observations in each cell. Still, the Two-State Model provided better fits than the LCCM for each Age-Group x Session combination. The LCCM model was not rejected for either young or old groups in the final session (. improved with increasing practice for both models. The parameter of the Two-Stage Model which best described improvement in this task was l/(x,, encoding speed, as noted by a drop of 16 ms and 57 ms in the younger and older subject groups, respectively. In fact, the encoding rates of the older and younger adults became roughly equivalent at the end of practice (33 and 27 ms/stimulus for young and old, respectively).
The relative sensitivity of these models can be compared by considering each model's goodness-of-fit, x 2 * as a function of the number of parallel decision-making channels, k. Plotted in Figure 4 , the goodness-of-fit for older subject data increases quite rapidly as k exceeds the optimal value of k = 1 for both models. The initial slope for the LCCM (1 ^ k 3 ) is quite shallow compared to the Two-Stage Model. However, for the Two-Stage Model, even the change in minimum x 2 from k = 1 to k = 2 is quite dramatic. The younger subjects' fits display a sharp cusp at k = 2 for the Two-Stage Model, whereas the LCCM has a shallow curve that does not change much between k = 2 and k = 3 ( Figure  4 ). In addition to providing better fits, the Two-Stage Model is more sensitive in the vicinity of the optimal value of k.
Modeling Summary
The Two-Stage Model is a significant contribution to the explanation and prediction of age-related differences in multiple-frame search tasks. The Stochastic Encoding Mechanism, i.e., the first stage of the model, was particularly important in modeling the older subject group's data; it estimated a significant amount of time required for encoding, an average of nearly 70 ms per stimulus, which was almost double the estimated time required for young subjects. Relative to the LCCM, the Two-Stage Model fit the data better and was more sensitive to changes in the estimated number of parallel channels in the vicinity of the optimal value of k. DISCUSSION This is the initial report of assessment of age-related differences in visual search using a single-target multipleframe search task such as those seen in Schneider and Shiffrin (1977) and Fisher, Duffy, Young, and Pollatsek (1988) . Overall, the results support and extend the conclusion that there is an age-related decrement in selective attention, assessed by visual search performance. While younger and older subjects' performance was impaired by both a reduced available viewing time and increased display load, there was no differential effect found to indicate an interaction between age and the workload variables.
The present set of accuracy and latency results agreed closely with the Fisher et al. (1988) results. Fisher found a 13% accuracy difference between high and low display load conditions, quite similar to the 10% difference in average accuracy between high and low display load seen here. The present load effect is not due to uncontrolled effects that may confound some of the studies in the literature, such as increases in lateral masking and decreased peripheral acuity associated with increased display load (Fisher, 1984) . Both the high and low load conditions were presented in the same size search field with the same amount of lateral masking. The effect of display duration was again similar to Fisher et al. (1988) . For example, at a frame duration of 40 ms, their subjects averaged 47% correct across levels of display load. This compares favorably to the present 40% correct at the same frame duration. At the upper end of frame duration (240 ms), their subjects attained 94% accuracy while the subjects here achieved 85% accuracy.
A puzzling pattern of results emerged from the trend of display duration on response latency. At first glance, there appears to be a speed-accuracy tradeoff in the data. As frame duration increased, accuracy (significantly) and response latency (nonsignificantly) increased. This was not true, however, for the effects of display load or session. More importantly, there was no interaction of age with the session effect for response latencies. Therefore, even if participants were making a slight speed/accuracy tradeoff with frame duration, both age groups were doing this equally. A more plausible explanation for this result is that subjects did not properly adhere to the experimental instructions. If subjects waited until the entire set of 20 frames were presented until responding on some of the trials (particularly trials where the subject had to guess after seeing the entire trial), then the response latencies would also be a function of frame duration. The observed modest increases in response latency can easily be explained by the fact that even a few correctly guessed trials would increase average response latency in blocks with longer frame durations. An alternative explanation could be that the faster frame durations led to a higher level of arousal or response preparation. As frame duration increased, subjects were under less stress and were more likely to take their time in responding.
The present age-related effect generally agrees with the literature. For example, Salthouse and Somberg (1982) found response latencies for older subjects were twice as long (1400 ms) as younger subjects (700 ms) in a memoryscanning experiment. These subjects had accuracy differences of a similar magnitude to that seen here in a simultaneous-successive limited-duration visual search task. Older subjects found 65% of the target frames, compared to 90% for younger subjects.
An Age x Frame Duration interaction was expected, but was not present here. Although the observed power was not very high (.542), this lack of interaction is not without precedent in a limited duration search task. For example, Salthouse and Sombers (1982) manipulated frame duration (200 ms versus 400 ms) in a simultaneous-successive search task. This task is similar to a multiple frame search task in that it manipulates frame duration and display load; for example, x stimuli may appear in one frame for s seconds in the simultaneous condition, while each of the x stimuli would appear alone in a frame for s seconds in the successive condition. While frame duration had a significant effect on accuracy in that study, it did not interact with any of the other independent variables, including age; young and old subjects were equally penalized when the available viewing time was reduced.
One of the objectives of this research was to investigate changes in model predictions as a function of level of practice. The session effect was indeed significant; as subjects gained skill in this task, accuracy increased and response latency decreased. The learning effect was much greater between sessions one and two than between sessions two and three, indicating that performance was beginning to plateau for both age groups. This common result in the skill acquisition literature must be interpreted with caution, as several mechanisms underlie skill acquisition in consistently mapped visual search (Czerwinski, Lightfoot, & Shiffrin, 1992) . Typically, data describing the perceptual learning process in a CM task are compared to concomitant data from a VM task to first assess whether or not the learning is due to general task orientation (Fisk & Rogers, 1991) . The learning in a CM task, beyond that in VM tasks, is a function of feature learning and/or attention training, and is often assessed by transfer or target/distractor reversal tasks (Czerwinski et al., 1992; Fisk & Rogers, 1991) . Due to the lack of concomitant VM data and the lack of reversal or transfer data, the present data are inadequate to assess the type of learning that took place. However, changes in the model parameters which indicated a shortened time required for encoding may be interpreted as a feature-learning or perceptual unitization phenomenon; as the encoding process became faster and more efficient, the recognition of the critical features of the target relative to the distractors improved. Future research with this model should include controls such as VM task performance and transfer or reversal conditions, to confirm the degree to which task processing has been automated and assess their effect on model parameters.
A significant Session x Display Load interaction is often seen in studies of visual search (Fisk & Rogers, 1991) . As subjects gain skill in a visual search task, processing typically becomes more parallel and the effect of display load is reduced. Recall that most studies of visual search that show flat set-size functions (i.e., no increases in response latency or decreases in accuracy with increased load) have used a maximum of four items in the display. The search task used here was specifically designed to test the central-processing limits of visual information processing; subjects remained overloaded even at the end of practice. Load effects in this task remained even after 3200 trials of practice (Fisher et al., 1988) . This display-size overload could also be responsible for the lack of an Age x Load interaction in this research; an extremely low observed effect size resulted in commensurately low observed power (.16; even if the sample had consisted of 100 subjects per age group, the power would have remained below .80 with the observed effect size). With this amount of practice, both display loads may have been above the threshold where age has a differential effect on performance.
The expected Age x Session interaction was not significant in this study. It has been demonstrated quite clearly that while some tasks, particularly CM memory search, do not show age-related differences in skill acquisition, CM visual search tasks will result in a divergence of performance late in practice (Fisk & Rogers, 1991) . This research may not have allowed enough practice for this phenomenon to emerge, or may have not had quite enough statistical power to detect this interaction (observed power = .541). Fisher (1982) originally formulated the LCCM to describe limited-capacity parallel information processing. His results placed the maximum limits on the number of parallel central decision-making channels in a consistently mapped visual search task at 4 ( ± 1). The present results do not refute that claim. In fact, the young subjects did not reach that level of skill, and performed with an estimated two parallel channels throughout all phases of practice. Older subjects were estimated to have a single central decision-making channel, once again at all phases of practice. Serial processing of CM visual information by older subjects was reported elsewhere: Fisk and Rogers (1991) showed that even after extensive practice, older adults' performance on CM search was still highly correlated with performance in VM search, which is described as serial. The Two-Stage Model successfully provided a formal structure for the description of this agerelated difference.
Estimation of Parameters
There are no studies in the literature with which to simultaneously and directly compare the present estimates of encoding rate and central decision-making rate. However, the parameters may be loosely compared with modeling exercises that investigated different instantiations of one or another of the parameters, or an aggregated processing rate parameter. With regard to the central decision-making rate parameter in a task identical to that employed in the present research, Fisher (1984; Fisher et al., 1988) found average processing times ranging from 29 to 52 and 28 to 71 ms per item, respectively. Fisk and Rogers (1991) found processing rates of 57 ms per comparison for old versus 23 ms per comparison for the young in a response latency-based search task. Cerella, Poon, and Fozard (1982) found a difference of 8 ms per item in the rate of iconic readout between young and old subjects (27 ms/item versus 35 ms/item, respectively) in a partial-report task. Despite the fact that their experimental paradigm did not separate out relative decrements in encoding and central decision making, the processing rates are similar to those estimated here. Zacks and Zacks (1993) used a limited-duration letter-color conjunction search task in combination with a staircase psychophysical technique to estimate processing rates in young and old subjects. Controlling for potential differences in search strategy, they found that older subjects required 47 ms of processing time per display item, while younger subjects required only 15 ms per item. Processing rate estimates for the same task based on response latency, however, were longer for both young and old subjects (19 ms per item and 72 ms per item, respectively). This suggests that the traditional response latencybased estimates of processing rate are particularly biased against older subjects, but once again the paradigm did not separate out encoding and central decision making.
The current results found age-related differences in processing rate which are similar to those reported in the literature cited above. However, this research has the added benefit of placing the performance decrements unambiguously in the encoding stage, rather than at some general level. This agrees with Allen et al., (1993) and Strayer et al. (1987) , who found that encoding has a relatively larger role than central processing to play in overall task performance. These results have strong implications for the design of human-machine systems. Through design, systems must minimize the impact of age-related differences in peripheral processes such as encoding. Encoding difficulty is affected by things other than available processing time, such as stimulus intensity, size, and quality; formal modeling of age-related decrements in performance associated with other peripheral factors can shed additional light on the system designer's task.
Life-span oriented designers should concentrate on making displays more perceptually encodable, since this stage of processing seems to be relatively more impaired in older individuals than other processing stages. This is particularly important because it is unlikely that design interventions will have much positive effect on the performance of central decision making. Normally, consistency is the key to skill development and is an easily understood and implemented design principle. However, even after extensive practice in CM tasks, older adults seem to remain serial processors. Thus, design efforts should be placed elsewhere, where they will make a greater contribution.
How do we make displays more perceptually encodable, from a life-span perspective? There are many design choices which could add to the perceptual encodability of a display, by guest on November 7, 2016 http://psychsocgerontology.oxfordjournals.org/ Downloaded from such as heightening brightness and contrast, relying on static rather than dynamic acuity, and assuring that information is presented with a large enough visual angle (Fozard, 1990 ). The present work clearly suggests that to optimize performance for people of all ages, the time-per-presentation in dynamic displays should be as long as possible and should take precedence over other display design concerns, such as the amount of information presented per display. In other words, under near-threshold circumstances, time-perpresentation should not be traded for number-ofpresentations. Even at the longest presentation times tested here (240 ms), there was still a detrimental effect associated with shorter presentation times for older participants, despite the fact that less information was presented in the quicker displays. Performance dropped off exponentially as presentation rate increased. The threshold presentation time where significant performance decrements began to take place in this simple search task was much longer than that of the younger subjects. Dynamic displays of real-world information contain more complex information, and presumably would have a higher encoding threshold yet. Slowing down the rate of information presentation on such displays to ensure that their encodability is not likely to be a problem, even while maintaining a given overall information transmission rate, could result in significant human-machine system performance improvements.
Conclusions
This research has implications in several areas. In particular, it adds to the growing knowledge base of the effects of age on visual information processing, an aspect of cognition which is intricately connected to the maintenance of independence and productivity for older people. While visual search tasks have long been used in attention and gerontological research, such research usually employs a single-frame reaction time task. The present multiple-frame search paradigm has been little used in gerontological research. The accuracy-based task brought about a different pattern of results than has been normally seen in recent literature (e.g., Fisk & Rogers, 1991) , in that there were neither interactions between age and task-difficulty dependent variables (frame duration or display load), nor was there an Age x Session interaction. Further research in age effects between the multiple-frame and single-frame search tasks should investigate this discrepancy.
Another contribution of this work is derived from the approach used. The mathematical modeling approach was used here to estimate age-related differences in process parameter differences. The LCCM was chosen as a starting point because it provided a basis to quantitatively describe age-related differences in information processing. Specifically, Fisk and Rogers's (1991) conclusion (i.e., younger adults develop parallel processing ability, while older adults do not) formed a good bridge to bring this model into the field of gerontological research.
A question may remain: Why trade a relatively simple model for a more complex one? Fisher (1984; Fisher et al., 1988) found that the LCCM, a single mathematical formula, fit reasonably well (at least for two of four, and three of four subjects, respectively). The Two-Stage Model did indeed result in lower x 2 values, but this was expected due to the additional parameter and is not reason alone to choose the new model. Extending the model with additional structure and parameters, even elegantly, threatens the parsimony of the model. There are two main reasons for the extension put forth in this research which override an intuitive appeal to parsimony. First, there are known age-related differences in the encoding process. The original model assumed not only that all stimuli were fully and accurately encoded, but also that the encoding rate was solely a function of display presentation rate. Thus, the LCCM alone could not accommodate the investigation of age-related differences, unless the presentation rates were all slow enough to ensure that both young and old subjects were able to encode the stimuli with complete reliability. Second, there are hints in the Fisher et al. (1988) data that some loss in encoding may have been taking place, even in young subjects; this notion is expanded upon in Ellis and Chandra (1996) . Thus, the choice is clear: The Two-Stage Model, including the Stochastic Encoding Mechanism, provides a better picture of performance in this task.
