Assisting Navigation and Object Selection with Vibrotactile Cues by Nukarinen, Tomi
Tomi Nukarinen
Assisting Navigation and Object 
Selection with Vibrotactile Cues 
ACADEMIC DISSERTATION 
To be presented, with the permission of the Faculty of Information Technology 
and Communication Sciences of Tampere University, for public discussion in the  
Pinni B5103 Campus Chapel
on March 7th, 2019, at noon. 
Faculty of Information Technology and Communication Sciences 
Tampere University 
Dissertations in Interactive Technology, Number 30 
Tampere 2019 
ACADEMIC DISSERTATION IN INTERACTIVE TECHNOLOGY 
Supervisor: 
Co-Supervisor: 
Professor Roope Raisamo, Ph.D. 
Faculty of Information Technology and Communication Sciences, 
Tampere University, 
Finland 
Professor Veikko Surakka, Ph.D.   
Faculty of Information Technology and Communication Sciences, 
Tampere University, 
Finland 
Opponent: Professor Stephen Brewser, Ph.D. 
University of Glasgow, 
Department of Computing Science, 
United Kingdom 
Reviewers: Professor Jan van Erp, Ph.D. 
Faculty of Electrical Engineering, Mathematics & Computer Science, 
University of Twente, 
Netherlands 
Assistant Professor David McGookin, Ph.D. 
Department of Computer Science, 
Aalto University, 
Finland 
ISBN 978-952-03-1005-9 (pdf) 
http://urn.fi/URN:ISBN: 978-952-03-1005-9 
The originality of this thesis has been checked using the Turnitin OriginalityCheck 
service. 
Dissertations in Interactive Technology, Number 30 
Faculty of Information Technology and Communication Sciences 
FIN-33014 Tampere University 
FINLAND 
ISBN 978-952-03-1004-2 (print) 
ISSN 1795-9489 
PunaMusta Oy – Yliopistopaino 
Tampere 2019
…
…
…
…
…
 
iii 
Abstract 
Our lives have been drastically altered by information technology in the last 
decades, leading to evolutionary mismatches between human traits and the 
modern environment. One particular mismatch occurs when visually 
demanding information technology overloads the perceptual, cognitive or 
motor capabilities of the human nervous system. This information overload 
could be partly alleviated by complementing visual interaction with haptics. 
The primary aim of this thesis was to investigate how to assist movement 
control with vibrotactile cues. Vibrotactile cues refer to technology-
mediated vibrotactile signals that notify users of perceptual events, propose 
users to make decisions, and give users feedback from actions. To explore 
vibrotactile cues, we carried out five experiments in two contexts of 
movement control: navigation and object selection. The goal was to find 
ways to reduce information load in these tasks, thus helping users to 
accomplish the tasks more effectively. We employed measurements such as 
reaction times, error rates, and task completion times. We also used 
subjective rating scales, short interviews, and free-form participant 
comments to assess the vibrotactile assisted interactive systems.   
The findings of this thesis can be summarized as follows. First, if the context 
of movement control allows the use of both feedback and feedforward cues, 
feedback cues are a reasonable first option. Second, when using vibrotactile 
feedforward cues, using low-level abstractions and supporting the 
interaction with other modalities can keep the information load as low as 
possible. Third, the temple area is a feasible actuation location for 
vibrotactile cues in movement control, including navigation cues and object 
selection cues with head turns. However, the usability of the area depends 
on contextual factors such as spatial congruency, the actuation device, and 
the pace of the interaction task. 
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 Introduction 
 
 
 
Modern life has been drastically altered by information technology in the 
last decades, for instance, by mobile phones, internet, and social media. This 
rapid change seems to have led to an evolutionary mismatch between our 
traits and the modern environment. For instance, mobile devices are likely 
to undermine the ability for sustained focus (Oulasvirta, Tamminen, Roto, 
Kuorelahti, 2005). Traffic accidents are one of the more visible results of 
impaired attention (Madden and Rainie, 2010). On a more general level, this 
information overload appears to lead to a worsened ability to make 
decisions (Buchanan & Kock, 2001; Vohs et al., 2014).  
I propose that unraveling questions related to information overload is of 
great importance in human-technology interaction; in other words, solving 
evolutionary mismatches. Our attentional capacity is a bottleneck in 
information processing (e.g., Marois & Ivanoff, 2005), and attention seems 
to be an invaluable asset in an information society. Thus, any technology 
that reduces the demands on attention may be highly beneficial. 
The term haptics refers to sensory and motor activity based on the skin, 
muscles, joints, and tendons (ISO, 2009). Complementing visually heavy 
interaction with technology-mediated haptics could be one solution to 
alleviating the information overload. Haptic communication can decrease 
visual load in stressful environments in particular (Payette et al., 1996). 
Studies have also demonstrated that combining visual feedback with haptic 
feedback improves performance (Burke et al., 2006; Prewett, Elliott, 
Walvoord, & Coovert, 2012). By including haptics, we can design more 
effective human-technology interactions than would be possible with 
merely visual-auditory information. 
…
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 2 
While supporting interaction with suitable haptic displays may decrease 
sensory load in the visual channel, technology alone will not solve problems. 
More importantly, the haptic technologies have to respect the physical, 
affective, cognitive and social needs of humans: i.e., be adaptive, intuitive, 
and avoid evolutionary mismatches. However, we are still in the early 
stages of the scientific systematization of haptics and touch interaction (e.g., 
Raisamo et al., 2009; Lumpkin, Marshall, & Nelson, 2010; Gallace & Spence, 
2014). Also, human-computer interaction as a field appears to lack 
integrative concepts, theories, and methods (Oulasvirta & Hornbæk, 2016). 
Thus, there is plenty of uncharted territory in human-technology 
interaction, haptics included. 
1.1 OBJECTIVE 
The purpose of the thesis was to investigate how to assist navigation and 
object selection in human-technology interaction with vibrotactile cues. 
The primary aim was to find ways to reduce information load in these 
contexts of movement control, thus helping users to reach goals effectively. 
We conducted five experiments for this purpose.  
With movement control, I refer to voluntary, coordinated movements that 
humans perform in interaction with the environment. Navigation and object 
selection can be both described as motor control (Latash, Levin, Scholz, & 
Schöner, 2010) processes. The main difference is that compared to object 
selection, navigation often concerns longer distances in time and/or space. 
With vibrotactile cues, I relate to three types of technology-mediated 
vibrotactile signals. First, a vibrotactile cue refers to a feedforward signal that 
notifies a user that some perceptual event has occurred. The cue prompts decision. 
For instance, a vibrating phone suggests that the incident demands 
decision-making but does not imply either answering or ignoring the event. 
Second, a vibrotactile cue also refers to a feedforward signal that proposes the 
user to make a decision. The cue prompts action. For example, a vibrating 
driver’s seat can imply that the driver should turn in the hinted direction if 
s/he wants to reach a particular destination.  Third, a vibrotactile cue also 
refers to a signal that gives the user feedback from an action. The cue prompts 
perception. For instance, a vibrating game controller can assure a user that 
s/he has hit the desired target in a game.  
We investigated decision to action cues in experiments one, two, three, and 
action to perception cues in experiments one, four and five. More 
specifically, we studied how vibrotactile cues with particular 
spatiotemporal parameters affect the interaction between users and 
technology. Along with comparisons to visual cues, it seemed worthwhile 
to focus the studies on these two parameters as many consider them to be 
…
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3 
the most promising for encoding information in tactile displays (e.g., Jones 
& Sarter, 2008).   
1.2 CONTEXT
The theoretical context used to approach the topic was a cybernetic systems 
theory (e.g., Wiener, 1948; Bateson, 1979) perspective. From this perspective, 
humans and technology form context-dependent, dynamic communication 
systems with the human aiming to minimize error against a reference point, 
i.e., a goal.
Further, I take a multiple model perspective to the research topic, implying 
that any single point of view is too narrow to grasp the complexity of 
interactive systems. For example, researchers often describe human 
perception as a bottom-up process (e.g., Gibson, 1966), from the sense 
organs to the brain. However, perceptual systems also operate top-down 
(e.g., Miller, Galanter, & Pribram, 1986; Pribram, 1991), and in parallel 
between the senses (e.g., Ro, Ellmore, & Beauchamp, 2012). Moreover, 
emotions and cognitions are continuously interacting during most mental 
activities (Ciompi & Panksepp, 2005). Therefore, to gain a meaningful 
understanding of human-technology interaction, it is essential to use a 
transdisciplinary approach with multiple perspectives.  
The empirical context of this thesis was vibrotactile technology in 
multimodal human-technology interaction. More specifically, we explored 
movement control: navigation in the first three experiments and object 
selection in experiments four and five. In both contexts, users performed 
voluntary actions to move towards a goal relying mainly on the visual sense. 
The aim was to provide the users with task-relevant information using 
simple vibrotactile cues. Concerning technology, linear vibrotactile 
actuators were the best match with this aim, and we employed them in four 
of the five studies, excluding the first experiment with an integrated 
eccentric rotating mass actuator (ERM) inside a mobile phone. The studies 
included four use cases: vibrotactile cues in pedestrian navigation, car 
navigation, object selection by head movement, and object selection by 
hand movement. The first study examined the difference between 
vibrotactile decision-action and action-perception cues in pedestrian 
navigation. The experiments two and three investigated if spatially 
congruent vibrotactile cues suggesting a decision could assist navigation 
performance in comparison to visual cues. The studies four and five 
explored if vibrotactile cues could aid movement control by providing 
feedback from the user’s actions in an eye tracking application and virtual 
reality.  
…
…
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 4 
1.3 METHODOLOGY 
Each experiment began by identifying a specific movement control issue in 
current human-technology interaction. For instance, in the navigation 
studies, this was the visual disruption caused by a conventional navigator. 
The next step was to come up with potential ways to assist the interaction 
with vibrotactile cues and to start building an experimental setup for testing 
the solutions. In every case, this was an iterative process, involving software 
and hardware development, self-experimentation and pilot tests.  
After preparing the experimental setup, the next phase included testing the 
setup with voluntary participants. All study participants were members of 
the university community, both staff, and students. We carried out all of the 
five experiments in a laboratory setting between the years 2011-2017. 
We used both quantitative and qualitative methods for assessing the 
interactions between the participants and the interactive systems. 
Quantitative methods included measuring reaction times, error rates, and 
task completion times with computer logs. Quantitative methods also 
included rating scales to measure the more subjective aspects of the 
interaction. Qualitative methods consisted of interviews and free-form 
participant comments concerning interaction.   
1.4 STRUCTURE 
This thesis consists of a summary of the research topic and five individual 
articles published in five peer-reviewed conferences. In Chapter 1, I 
introduce the dissertation, summarizing the objective, context, and 
methodology of the work. In Chapter 2, I focus on clarifying the concepts of 
interaction and technology and then indicate the problem. After that, I 
discuss touch perception in Chapter 3.  In Chapter 4, I present practical 
viewpoints into designing vibrotactile cues: perceptual capabilities of the 
nervous system, actuator technologies, and interaction environment. In 
Chapter 5, I introduce the five experiments and their results. In Chapter 6, I 
appraise the findings of the individual studies together. Finally, I 
summarize the contributions of the work in Chapter 7. 
…
…
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Interaction and Technology: 
Establishing the Problem 
While the subject of the thesis is more closely related to haptic interaction 
than interaction in general, it is not meaningful to try to understand haptic 
interaction in isolation (e.g., Gallace & Spence, 2014). Perception relies on 
the integration of information from multiple modalities (Ernst & Bülthoff, 
2014), and in practice, interaction is always multimodal. Multimodality was 
also a central theme in the experiments conducted for the thesis. Thus, in 
this Chapter, I begin by defining interaction and then proceed to discuss a 
major problem of current human-technology interaction: information 
overload. 
2.1 MULTIPLE MODELS 
There appears to be no agreed-upon definition of interaction although the 
term is field-defining in human-computer interaction (HCI) or human-
technology interaction (HTI). Perhaps this illustrates the complexity of the 
topic. Researchers have formed at least seven concepts of interaction that 
are relevant for HCI (Hornbæk & Oulasvirta, 2017). The seven concepts 
include interaction as a dialogue (Nickerson, Elkind, and Carbonell, 1968), 
transmission of information (Fitts, 1954), tool use (Baber, 2003), and optimal 
behavior (Gershman, Horvitz, & Tenenbaum, 2015). Further, they 
incorporate interaction as embodiment (Dourish, 2004), experience 
(Hassenzahl & Tractinsky, 2006) and control (Jagacinski & Flach, 2003). 
To briefly summarize the views, the dialogue view sees interaction as a 
cyclic process of communication acts and their interpretations. In the 
transmission view, interaction means sending messages over noisy 
channels. The tool view conceptualizes interaction as manipulating the 
world with tools. Optimal behavior view sees interaction as adapting 
behavior to goals. Embodiment view presents interaction as contextual 
…
…
…
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 6 
acting and being in the material and social world. Experience view 
interprets interaction as a continuous stream of expectations, feelings, and 
memories. Finally, control view presents interaction as a process aiming at 
minimization of error against a reference point. These views seem to offer 
somewhat different perspectives on the underlying phenomena, each with 
their specific emphasis, strengths, and limitations. 
I propose that a sensible model of interaction has to fulfill at least the 
following three criteria. First, the model has to include both internal and 
external descriptions of the interactors. For instance, the tool use view may 
overemphasize external behavior while the experience view may 
overemphasize internal feelings. Second, interaction context should receive 
high emphasis in the model since information is only meaningful within a 
specific context. For example, typical formulations of the transmission view 
ignore the context of the interaction. Third, the model should contain direct 
references to the functioning of the human nervous system when describing 
the interaction process. Not all of the models of interaction stress this. 
2.2 DEFINING INTERACTION 
The following definition of interaction builds on the principle that the 
fundamental building block of the nervous system is a feedback loop 
(Wiener, 1948). This perspective is part of the control view of interaction 
(Wiener, 1948; Jagacinski & Flach, 2003). However, I also think the 
transmission of information (Shannon & Weaver, 1949; Fitts, 1954) and 
embodiment (Dourish, 2004) views of interaction complement the control 
view, emphasizing information transfer and the significance of context. The 
remaining views of interaction, i.e., dialogue, tool view, optimal behavior, 
and experience can also be seen as compatible with the following 
formulation, but receive less emphasis here. 
Thus, I define interaction as a contextual, goal-oriented process of decoding, 
interpreting and encoding information. Goal orientation means striving to 
remove an incongruity between an inner mental presentation and an 
outcome in the outer environment: minimizing error against a reference 
point. I follow Shannon's definition of information as a reduction of 
uncertainty (Shannon & Weaver, 1949; Zimmerman, 1989); information is a 
difference that makes a difference (Bateson, 1979).  
Further, information is context dependent and requires a sampling of 
patterns, gestalts, or forms within a specific context, best described by 
sampling theory (Pribram, 2013). Dey & Abowd (1999) defined context as 
any information that can be used to characterize the situation of an entity; Bateson 
(1979) defined it as transference from past learning. Thus, an interactive 
process is not reducible to a passive event of sending and receiving or 
decoding and encoding information. Instead, interaction is an active 
…
…
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process, depending on the previous experiences and attitudes of the subject. 
In other words, perception is a function of the perceiver, and depends on 
the questions, probes, and theories that we impose on reality (Felin, 
Koenderin, & Krueger, 2017). For instance, Llinás (2001) argues that the 
whole purpose of the brain is contextual decision making based on prior 
experience. Quantum models of cognition (Busemeyer & Bruza, 2012; 
Weingarten, Doraiswamy & Fisher, 2016) characterize this interpretative 
phase as an indefinite state where the outcome is not yet determined. 
Subjectively, we can experience this state as indecision, conflict, or 
ambiguity (Busemeyer & Bruza, 2012). 
I suggest that interaction, in general, can be described with a three-phase 
division: physiological decoding, subjective interpretation, and behavioral 
encoding (Figure 1). For instance, perception-decision-action loop is part of 
the interface theory of perception (Hoffman, Singh, & Prakash, 2015), and 
the Prenav model proposed by van Erp (2007). Similar stages, named 
perception, cognition, and responding, can also be found in Wickens’ 
multiple resource theory (2002). Also, Schramm's (1954) model of 
communication divides communication into three phases: decoding, 
interpretation, and encoding. Finally, a three-phase division is used in 
emotion research, containing physiological reactions, subjective feelings, 
and behavioral expression (Gross, 2010).  
In the current definition, physiological decoding covers the transduction 
and processing of stimuli by sense organs to produce perceptions. 
Subjective interpretation contains the context-based memories, theories, 
heuristics, and rules used for predicting the intended semantic meaning of 
the messages to make adaptive decisions. Finally, behavioral encoding 
involves sending messages from the brain to the muscles to act or inhibit 
action. Action, in turn, closes the feedback loop by affecting subsequent 
decoding. 
 
Figure 1. The perception-decision-action loop 
…
…
…
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Defining interaction as a contextual, goal-oriented process of decoding, 
interpreting and encoding information can benefit us in the three ways that 
I suggested are important for an interaction model. First, it seems beneficial 
to fully acknowledge both the subjective and objective-intersubjective 
nature of interactive processes. Second, the definition emphasizes the 
context of the interaction, which is essential as information is only 
meaningful within a context. Third, the definition ties directly to the 
functioning of the human nervous system (e.g., Miller, Galanter, & Pribram, 
1986; Barsalou, 2008; Pribram, 2013). In sum, the definition provides an 
integrated meta-view to interaction.  
2.3 HUMAN-TECHNOLOGY INTERACTION 
Computer scientists, IT engineers and psychologists often use terms such as 
human-computer interaction, or human-technology interaction when 
describing the relations between humans and information technology 
devices (e.g., MacKenzie, 2012). And, as the name of this thesis suggests, the 
topic we are discussing is how to assist human-technology interaction. One 
may then ask how technology fits the definition of interaction as a 
contextual, goal-oriented process of decoding, interpreting and encoding 
information. It may seem that this perspective to interaction is strictly 
human-centered. 
The view taken here is that by understanding how the human nervous 
system communicates within itself, a designer can design human-
technology interaction to suit the physical, affective, cognitive and social 
needs of humans; or in other words, design adaptive interaction. The term 
human-technology interaction may now seem slightly misleading as it 
gives the impression that human and technology are equal partners in the 
interaction process. Perhaps a more accurate term would be technologically 
enhanced human interaction. For example, vibrotactile cues can augment 
human capabilities by providing navigation information on the skin. This 
description hints that technology is a tool working in the background, 
helping humans to achieve their goals, not an individual entity demanding 
attention. Computers should be part of the human interaction loop rather 
than the other way around (Waibel, Steusloff, Stiefelhagen, & Watson, 2009). 
In a way, technology acts as an environmental extension of the human 
nervous system. In this thesis, human-technology interaction is 
incorporated in this meaning, referring to the augmentation of human 
interaction with technology. 
…
…
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2.4 INFORMATION OVERLOAD: A HUMAN-TECHNOLOGY INTERACTION 
MISMATCH 
Information overload appears to be one of the major problems of human-
technology-interaction. Furthermore, reducing information load in 
movement control with vibrotactile cues was the motivation for this thesis. 
Information overload refers vaguely to exposure to too much data at once, 
but we can also reach a more accurate definition. If we divide interaction 
into decoding, interpretation, and encoding, it would be plausible that a 
different bottleneck in information processing would affect each phase. The 
phenomena of attentional blink, limited short-term memory, and 
psychological refractory period (Marois & Ivanoff, 2005) support this 
division. The first bottleneck is the phenomena of attentional blink, e.g., 
when people are shown two targets within 500 ms of each other, they are 
often unable to perceive the second one (Shapiro, Raymond, & Amell, 1997).  
Thus, the phenomena can be seen mainly as a problem of decoding and 
perception. The second bottleneck is that a restricted number of stimuli can 
be held simultaneously in short-term memory (often referred to as the seven, 
plus or minus two rule, Miller, 1956). Therefore, this bottleneck affects 
interpretation and decision making the most. The third bottleneck is the 
psychological refractory period (Welford, 1952), meaning that when we 
present two stimuli in a series, an observer's response to the second stimuli 
tends to come several hundred milliseconds late. Thus, this bottleneck 
affects encoding decisions into actions the most. 
When technology overloads these information processing bottlenecks, 
multiple issues emerge. Research into multitasking vividly demonstrates 
these problems: multitasking is defined here as trying to perform two tasks 
simultaneously or performing multiple tasks in rapid succession. Another way to 
conceptualize multitasking is as rapid switches in the context of information 
processing. Multitasking leads to fragmentation of attention, in which 
conflicting goals make demands on the perception-decision-action loop. 
Based on the three-phase model, we can argue that multitasking may lead 
to failures of perception, interpretation, and action, e.g., distraction, 
misinterpretation, and slowness. 
Research has shown that multitasking can impair learning (Foerde, 
Knowlton & Poldrack, 2006), cause physiological stress, and affect mood 
negatively (Wetherell & Carter, 2014). Furthermore, multitasking can be 
addicting: for instance, while turning phone notifications off can increase 
productivity, it can also result in anxiety and loneliness (Pielot, 2016). 
Concerning addiction, it seems quite telling that in 2014, an average college 
student in the US spent 8 – 10 hours a day using a smartphone (Roberts, 
Yaya, & Manolis, 2014). 
Further, brain imaging studies have associated multitasking with structural 
changes in the brain, more specifically, smaller gray-matter density in the 
…
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anterior cingulate (Loh & Kanai, 2014). Researchers have argued that this 
area is important for regulating cognition and emotions by attention (Bush, 
Luu & Posner, 2000). Correspondingly, heavy multitaskers are more 
susceptible to interference from irrelevant stimuli and memories, and also 
seem to have a worse task-switching ability (Ophir, Nass, & Wagner, 2009).  
By overloading the limited capacities for self-control (e.g., Muraven & 
Baumeister, 2000), information overload appears to lead to an impaired 
ability to make decisions (Buchanan & Kock, 2001; Vohs et al., 2014). 
While multitasking is widespread in our society, mobile technology, in 
particular, seems to encourage it. One study showed that interaction with a 
mobile device fragmented attention to 4-8 seconds bursts, e.g., 4 seconds on 
a busy street, and 8 seconds in a cafeteria (Oulasvirta, Tamminen, Roto, & 
Kuorelahti, 2005). The number of attention switches away from the mobile 
device reflected a similar trend, approximating eight switches on a busy 
street and four in a cafeteria (average task length was 16,2 seconds). 
Accordingly, mobile phone use is the most common distraction among 
drivers (Klauer et al., 2006). Distraction can also affect pedestrians as mobile 
phone related pedestrian injuries have exceeded those of drivers in 2010 
(Nasar & Troyer, 2013). 
Multitasking is also a problem in more static environments: for instance, 
one study showed that the average length of an event was slightly over 
three minutes for information workers in an office setting (González & 
Mark, 2004). It appears reasonable to assume that technology, encouraging 
multitasking, leads to problems related to information overload in a wide 
range of contexts. Life-threatening accidents are one of the most hazardous 
consequences of information overload. However, this may be only the tip 
of the iceberg. Humans have not adapted to habitual multitasking and the 
subsequent information overload. One general outcome could be a 
widespread failure to contextualize information. The ultimate aim of this 
thesis was to investigate how vibrotactile cues can influence the problem of 
information overload facing our society. 
2.5 SUMMARY 
In this Chapter, I identified previously given definitions for interaction. 
Further, based on these definitions, I formulated a novel definition for 
interaction: a contextual, goal-oriented process of decoding, interpreting and 
encoding information. Then I proceeded to state that human-technology 
interactions should emphasize the human part of the interaction. Finally, I 
introduced a major problem in human-technology interaction, information 
overload, which is caused by bottlenecks in information processing. Further, 
I discussed multitasking research that demonstrates the issues which occur 
when information-processing bottlenecks are overloaded.  
…
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In the next Chapter, I will discuss theoretical perspectives of touch 
perception. I will consider bottom-up, parallel, and top-down processes in 
touch interaction. I present an anatomical model of touch perception, as 
well as a psychophysical model. Further, I will mention the role of the 
subconscious mind and emotions in perception. 
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 Theoretical Perspectives to 
Touch  
 
 
In the scientific literature, the term haptics is often used to refer to the sense 
of touch. According to an ISO definition (ISO, 2009), haptics refers to the 
sensory and motor activity based on the skin, muscles, joints, and tendons. In other 
words, haptics has two main components: cutaneous perception and 
kinesthetic perception (van Erp et al., 2010). Gibson (1966) included both of 
these components in his definition, defining the haptic system as the 
sensibility of the individual to the world adjacent to his body by use of his body. I 
will next describe the haptic system in respect of bottom-up, parallel and 
top-down processes, emphasizing the sensory side of the interaction.  
3.1 PERCEIVING TOUCH: BOTTOM-UP PROCESSES 
A bottom-up model may provide the most rudimentary understanding of 
touch. Therefore, I will first describe a three-tier anatomical model of touch 
perception, including the receptors in the skin, the sensory nervous system, 
and the brain. The presented model mainly covers touch perception, not 
including a precise description of the motor activity, another one of the two 
major components of the somatosensory system (Dijkerman & De Haan, 
2007). After presenting the model, I will shortly discuss the psychophysics 
of touch, describing the mathematical relationships between physical 
stimuli and subjective perception. 
An anatomical model of touch perception 
In the first phase of touch perception, tactile receptors in the skin are 
continuously sampling environmental stimuli to detect differences in the 
environment. This sampling occurs in different types of receptors in 
different parts of the skin: Pacinian corpuscles, Ruffini's end organs, 
Meissner's corpuscles, Merkel's disks, free nerve endings, and hair follicle 
receptors (Iggo & Andres, 1982; Kandel, Schwartz, & Jessell, 2000). The 
receptors differ, among other things, in their body area, adaptation speed, 
…
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preferred stimulus frequency, receptive field size, and produced sensations 
(Bear Connors, & Paradiso, 2007; Gallace & Spence, 2014).  In particular, 
Pacinian (200-300 Hz) and Meissner’s corpuscles (50 Hz)  are important for 
sensing vibrations (Gallace & Spence, 2014). 
When receptors have sampled a stimulus (e.g., a vibrotactile cue) that 
exceeds the sensory threshold, the sensory nervous system transfers 
information from the receptors to the brain through nerve fibers. The fibers 
differ mostly in the speed by which they transmit the neural signals, for 
which the fiber's diameter is a significant contributor (Hursh, 1939; 
Tackmann, Spalka, & Oginszus, 1976). The fibers conduct the neural stimuli 
to the brain through three specific pathways: the dorsal column-medial 
lemniscal, the anterolateral system, and the somatosensory pathways to the 
cerebellum (Gallace & Spence, 2014). The anterolateral system transmits 
pain and temperature information while the cerebellum pathways concern 
mainly proprioceptive information (Patestas & Gartner, 2016). The dorsal 
column-medial lemniscal pathway, on the other hand,  is used for tactile, 
vibratory, and proprioceptive information. The transmission time of the 
information depends on the body location. For instance, the time is around 
35 milliseconds from a toe to the brain and approximately five milliseconds 
from the nose to the brain (Vroomen & Keetels, 2010).  
In general, information goes through transformations each time it passes 
through a set of synapses, and inhibitory interactions between inputs 
enhance the responses to tactile stimuli (Bear Connors, & Paradiso, 2007). 
Thus, what will finally reach the brain, does not contain the same 
information as the initial stimulus. In the third phase, when the transduced 
stimulus reaches the brain, it is first processed in the thalamus, and then in 
the primary somatosensory cortex (Bear Connors, & Paradiso, 2007). The 
perception of touch then results from the integration of multiple inputs into 
one modality (Saal and Bensmaia, 2014).  
After thalamic and somatosensory processing, the touch perception is 
processed for its semantic meaning based on the interpretation context, 
consciously or subconsciously. Hippocampus and the left brain hemisphere 
seem crucial in processing the cognitive part of the meaning; amygdala and 
the right hemisphere in processing the affective part (Pribram, 2013). 
Processing in the higher-order brain systems could lead to a continuum of 
positive and negative emotions, indifference, action or action inhibition. 
Finally, if the person decides to act, action encoding neural impulses are 
carried from the primary motor cortex to the muscles. These movement 
control impulses then provide feedback for the skin receptors, thus closing 
the feedback loop. 
The well-known electrochemical pathways described above may not be the 
only communication networks in touch perception. For instance, optical 
communication with biophotons may have a role in information 
…
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transmission in the brain (Kumar et al., 2016; Zarkeshian et al., 2017). This 
kind of quantum entanglement phenomenon (Horodecki, Horodecki, 
Horodecki, & Horodecki, 2009) could also explain how single conscious 
experience can arise from the activities of billions of neurons that otherwise 
employ relatively slow transmission mechanisms. At present, the specific 
role of the optical communication channels in touch perception remains a 
question. 
A psychophysical model of touch 
While the previous model provided an anatomical view into touch 
perception, psychophysics describes the mathematical relationships 
between physical stimuli and subjective perception. In brief, we make 
interpretations from a subjective reference point (Helson, 1964). To provide 
an example, consider that your left hand is in 0 °C water and your right 
hand is in 40 °C water. If you now put your hands in room temperature 
water (20 °C), the sensations in your left and right hand do not represent 
any absolute temperature but a relative change from the previously 
sampled reference point. Relative to the previous temperature, the 
temperature in your left hand’s sampling receptors is rapidly increasing, 
and the temperature in your right hand’s sampling receptors is rapidly 
decreasing. Thus, the left hand will feel warm, and the right hand will feel 
cold. 
In general, researchers have studied reference points in a wide range of 
fields, such as perception, affectivity, learning, cognition and interpersonal 
relations (Helson, 1964). Historically, Gustav Fechner formulated the idea 
of a reference point into Weber’s law in the 1800’s (Gescheider, 1976): 
∆𝐼
𝐼
= 𝑘 
In the formula, I is the original intensity of a particular stimulation, ΔI is the 
addition to it required for the change to be perceived (the just noticeable 
difference or JND), and k is a constant. In a single event, perceived change 
in stimuli is proportional to the initial stimuli. For instance, when a person 
compares two values of the same perceivable quantity (e.g., weight), there 
will be a threshold (ΔI or JND) below which the person cannot consciously 
discriminate between the quantities. This threshold of difference will be a 
ratio, and this ratio will be constant over a wide range of values. For 
instance, if a person can discriminate the perceived weights of 40 grams and 
50 grams (a ratio of 4:5), then the person will also discriminate between 400 
grams and 500 grams. 
Weber’s law was dominant for a century before psychologist Stanley 
Stevens formulated the Stevens’ power law (Stevens, 1957). The 
mathematical presentation of the law is as follows: 
…
…
…
…
…
 
 
 16 
ψ(𝐼) = 𝑘𝐼𝑎 
I is the magnitude of the stimulus, ψ (I) is the subjective magnitude of the 
perception, 𝑎  is a stimulation type dependent exponent, and k is a unit 
dependent constant. For vibrotactile stimuli, the exponent 𝑎 ranges from 
0,35 to 0,86 and is particularly dependent on stimulus frequency 
(Gescheider, 1997). It is possible to express the law in seven words: equal 
stimulus ratios produce equal subjective ratios (Stevens, 1957). Weber’s law and 
Stevens’ power law have one notable difference. Weber’s law assumes a 
logarithmic function between stimulus and perception while Stevens’ 
power law assumes that the relationship between stimulus and perception 
follows a power function. Adler, Mayo, & Alon (2014) suggest that the 
relationship can be either, depending on one biochemical parameter, the 
effective Hill coefficient. 
3.2 PERCEIVING TOUCH: PARALLEL PROCESSES 
Many parallel processes occur in touch perception. Besides the 
somatosensory system, other senses and the stimuli they receive can also 
influence touch perceptions. In fact, visual or auditory stimuli can produce 
haptic sensations in the absence of any haptic stimuli (e.g., Lécuyer, 2009; 
Barratt, & Davis, 2015). To give an often heard example of the mixing 
between the senses, hearing nails screeching down a chalkboard can induce 
shivers. Also, on the anatomical level, at least the primary somatosensory 
cortex and primary auditory cortex are known to have extensive 
connections (Ro, Ellmore, & Beauchamp, 2012). These connections suggest 
a cross-talk between the auditory and the somatosensory system. 
Inside the somatosensory system, sensations such as vibration, pressure, 
and tingling also result from the activation of many receptor systems (e.g., 
Bentley, 1900; Selden, 2004). Further, one perceptual quality of a stimulus 
can alter another, for instance, humans usually perceive the colder object of 
otherwise identical objects as heavier (Boff, Kaufman, & Thomas, 1986). 
Overall, perception is dependent on the integration of information from 
multiple modalities, which enables accurate estimates of sensory data 
(Ernst & Bülthoff, 2014). 
One high-level parallelism in sensory processing is the division between a 
faster, automatic, subconscious system and a slower, effortful, conscious 
system (Kahneman, 2011). In essence, we are not conscious of most of the 
processing taking place in the somatosensory system. While there is debate 
over the exact capacities of the conscious and the subconscious system, the 
subconscious system seems to be vastly superior at information processing. 
For instance, while the somatosensory system can transfer approximately 
one million bits per second, we can consciously/psychophysically process 
this data around five bits per second (Zimmerman, 1989). Thus, for the 
…
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somatosensory system alone, not to mention all the parallel processing 
occurring in the other senses, the subconscious processing could occur 
approximately 200 000 times faster. One proposed analogy for the conscious 
perception is that of a radar controller monitoring a radar screen (Lehar, 
2003). Another analogy is the PC interface, where space-time is the desktop, 
and physical objects are the icons (Hoffman, Singh, & Prakash, 2015). If we 
use this analogy, subconscious perception corresponds to all other 
processing in the computer not visible in the user interface.  
Another major parallelism in sensory processing is the interaction between 
cognition and emotions. As a rule, we cannot understand cognitive 
processes without understanding affective processes (Ciompi & Panksepp, 
2005). Emotions have attractor-like effects, meaning they can capture 
cognitions into certain patterns of perception, thinking, and action.  
Analogous to the perception-decision-action loop, the emotional feedback 
loop consists of physiological reactions, subjective feelings, and behavioral 
expression (Gross, 2010). The three core dimensions of the PAD-model of 
emotions (Mehrabian, 1980) that correspond to these phases are arousal, 
dominance, and valence. Arousal is strongly correlated with skin 
conductance, and thus the activity of the sympathetic nervous system (Lang 
et al., 1993; Bradley, 2000). Dominance, on the other hand, can provide 
information about a person’s feeling of control in a certain context (Bradley 
& Lang, 1994). Further, valence correlates highly with activity in the facial 
muscles, and thus emotional expression (Bradley, 2000).  
3.3 PERCEIVING TOUCH: TOP-DOWN PROCESSES 
While the senses are continuously sampling information, a major 
contribution to what is perceived is the perceiver’s internal presentation of 
the context, i.e., transference from past learning (Miller, Galanter, & 
Pribram, 1986; Pribram, 1991; Barsalou, 2008). We can also see this top-
down influence on the anatomical level as input from the cerebral cortex 
controls the neural pathways in the dorsal column (Bear Connors, & 
Paradiso, 2007). Additionally, top-down attentional mechanisms can 
influence unconscious information processing (Kiefer, Adams, & Zovko, 
2012). The brain fits the information delivered by the skin receptors to a pre-
existing neural simulation, a core form of computation in the brain 
(Barsalou, 2008). Emotions are also an important top-down influence as a 
contextual interpretation of physiological arousal filters perceptions into 
categories such as interesting/indifferent or harmless/dangerous, thus 
affecting subsequent emotional expression and behavior (Posner, Russell, 
& Peterson, 2005).  
Further, the haptic simulation of the body is referred to as a “body matrix” 
by some researchers (Moseley, Gallace, & Spence, 2012). The researchers 
…
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propose that a network of multisensory and homeostatic brain areas is 
responsible for maintaining the subjective body presentation. 
Demonstrating the flexibility of the body matrix, humans can perceive a 
stimulus as occurring outside of the body surface (Miyazaki, Hirashima, & 
Nozaki, 2010; Guterstam, Zeberg, Özçiftci, & Ehrsson, 2016). Body 
presentation is also plastic in other ways: for instance, a person can be made 
to feel that an artificial hand (Botvinick & Cohen 1998) or a tail (Steptoe, 
Steed, & Slater, 2013) belongs to his/her body. 
3.4 SUMMARY 
In this Chapter, I presented theoretical perspectives into touch perception. 
I assert that we can understand the nervous system most sensibly in terms 
of circular causality (Freeman, 2005; Vernon, Lowe, Thill, & Ziemke, 2015) 
where the separation between cause and effect is ambiguous. Touch 
perception is an interactive process between bottom-up, parallel, and top-
down influences. Previous learning, other senses, conscious and 
subconscious processing, as well as cognition and emotions, can all 
influence the resulting touch perception. 
In the next Chapter, I will present practically-oriented views into designing 
vibrotactile cues. I start by phrasing a more detailed definition of 
vibrotactile cues. Then I will discuss the capabilities of the nervous system 
in encoding information with different parameters. After this, I will discuss 
actuation technologies. Finally, I discuss interaction environments for 
vibrotactile cues.  
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 Practical Viewpoints into 
Designing Vibrotactile Cues 
 
 
In the previous Chapters, I discussed interaction, technology, and touch 
from a theoretical perspective. In the current Chapter, I provide more 
practically oriented viewpoints into the topic, focusing mainly on the 
vibrotactile submodality. I will begin this Chapter by extending the 
definition for vibrotactile cues given in the introduction. Furthermore, I will 
discuss three main factors in the design process for vibrotactile cues: the 
perceptual capabilities of the nervous system, the actuator technologies, 
and the interaction environment. 
4.1 VIBROTACTILE CUES: A DEFINITION 
There are some existing definitions for haptic and vibrotactile cues, for 
instance, as haptic icons (MacLean & Enriquez, 2003), and tactons (Brewster 
& Brown, 2004). MacLean and Enriquez (2003) defined haptic icons as 
computer-generated signals that convey information to a user through force or 
tactile feedback. As presented in the introduction, I want to add to this 
definition by suggesting that there are three primary functions for the 
cues/icons. First, providing sensory feedforward to assist decision 
making. Second, providing interpretative feedforward to assist action. 
Third, providing motor feedback to assist perception. These functions 
correspond with the perception-decision-action loop described elsewhere 
(Wickens 2002; van Erp, 2007; Hoffman, Singh, & Prakash, 2015), and the 
three bottlenecks of information processing (Marois & Ivanoff, 2005). Table 
1 describes an overview of the cue types.  
All of the cues defined here are assumed to require conscious perception. 
However, they differ in the phases in which they need it the most: in 
perception-decision, in decision-action, and in action-perception (Table 1). 
A fourth possibility is that a vibrotactile cue operates entirely in the 
subconscious, out of conscious perception (e.g., Riener, Ferscha, Frech, 
Hackl, & Kaltenberger, 2010). Nonetheless, in this model, the cues are 
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categorized by the phase in which they require the highest level of 
conscious attention. 
  Input Prompting Output 
Type I cue Perception Interpretation in the brain Decision 
Type II cue Decision Encoding in the motor system Action 
Type III cue Action Decoding in the sensory system Perception 
Table 1. A summary of the cue types 
To provide examples of the advantages and disadvantages of the cue types, 
let us consider a situation where a driver is navigating a route. First, a type 
I vibrotactile cue refers to feedforward information that mostly affects the 
loop between perception and decision (Table 1). In other words, the cue 
notifies a user that some event has taken place in the somatosensory system, 
causing physiological arousal and encouraging the user to make a decision. 
The hard limit for bringing two separate events into attention is the 
attentional blink of 500 ms (Shapiro, Raymond, & Amell, 1997). On the 
negative side, this type of cue is likely to impair decision-making by 
encouraging multitasking. Common examples include phone calls and 
notifications of arriving email and text messages. To give an example of a 
successful use scenario, a tactile cue could inform a driver of the weather 
conditions on the road. The driver would have to switch his/her attention 
to interpreting the cues, but the information would be relevant to the 
driving task. 
Second, a type II vibrotactile cue refers to feedforward information that 
mostly affects the loop between decision and action (Table 1). In other 
words, the cue notifies a user that a certain decision should be made, 
prompting the user to take action or control the situation. Compared to 
feedforward type I, a type II cue is contextually sensitive. The hard limit for 
information processing in this phase is the capacity of the short-term 
memory (Miller, 1956). On the negative side, a cue providing an 
interpretation can be misinterpreted or give false information, resulting in 
incorrect actions. For instance, a cue could suggest a driver turn to a dead-
end road. On the other hand, a cue could provide invaluable information 
by signaling that a driver should immediately brake to avoid a collision 
with another vehicle.  
Third, a type III vibrotactile cue refers to feedback information that mostly 
affects the loop between action and perception (Table 1). In other words, the 
cue notifies the user of the results of his/her actions, urging the user to 
perceive the consequences and their emotional valence. The hard limit in 
this loop for presenting separate feedback is the psychological refractory 
period of several hundred milliseconds (Welford, 1952). On the negative 
side, unnecessary or untimely feedback is likely to slow down subsequent 
responses. For example, if a cue signals that a driver has just exceeded a 
speed limit, the feedback is already overdue. A timely choice would be to 
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signal the same feedback already as the driver is pressing the gas pedal too 
heavily, giving more time for adjusting behavior. 
4.2 THE CAPABILITIES OF THE NERVOUS SYSTEM 
To design vibrotactile cues, we have to understand what kind of 
information the human nervous system can process effectively. In this 
Section, I will first discuss different parameters for encoding vibrotactile 
information. In principle, we have to alter at least one signal parameter to 
create stimuli with varying information content. The most typical stimulus 
parameters used to encode vibrotactile cues include frequency, amplitude, 
waveform, location, duration, and rhythm (e.g., Cheung, van Erp, & 
Cholewiak, 2008; Jones & Sarter, 2008). It is also possible to communicate 
emotional information with these parameters (Salminen et al., 2008). In 
addition to being familiar with the parameters, it is useful to know when to 
take shortcuts in parameter design. Thus, I will shortly discuss tactile 
illusions, the role of intuitive knowledge, and the demographics of the user 
group after discussing the parameters.  
Encoding information with spectral parameters 
Spectral parameters encode the waveform properties of stimuli. The first 
spectral parameter we can use with vibrotactile actuators is the shape of the 
waveform signal, including sine waves, square waves, and sawtooth waves. 
The sine wave is the most typical wave shape used with vibrotactile 
actuators, and some actuators are not capable of accurately producing other 
waveforms (Brown, 2007). A common reason to alter this parameter has 
been to change the perceived roughness of a stimulus (Brown, Brewster, & 
Purchase, 2005). Concerning identification rates, Hoggan & Brewster (2007) 
found a rate of 94 % for waveforms while Enriquez, MacLean, & Chita (2006) 
reported a rate of 73 %.  
The second waveform parameter is frequency, which refers to the number 
of times a waveform signal repeats per unit of time. Different frequencies 
produce different sensations. Vibrations below 3 Hz resemble slow 
kinesthetic motion, 10 to 70 Hz feels like rough or fluttering motion while 
100 to 300 Hz is characterized as smooth vibration (Tan, Durlach, Reed, & 
Rabinowitz, 1999). However, many researchers consider the frequencies of 
150-300 Hz, or cycles per second, to be optimal for all body locations (Jones 
& Sarter, 2008). Furthermore, research suggests that at least a 20-30 % 
frequency change is required to differentiate between two stimulus levels 
(Choi & Kuchenbecker, 2013). For the maximum amount of frequency levels, 
Sherrick (1985) proposes that people could differentiate three to five levels. 
Concerning identification rates, two studies both reported an identification 
rate of 81 % for frequency (Enriquez, MacLean, & Chita, 2006; Hoggan & 
Brewster, 2007). 
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The third waveform parameter is amplitude, also referred to as magnitude 
and intensity. This parameter defines the strength of the waveform signal, 
often measured in volts (electric field) or decibels (sound wave). 
Concerning amplitude in parameter design, it should be such that the 
stimulus is above the detection threshold but below the pain threshold 
(Craig & Sherrick, 1982). Similar to frequency, Geldard (1957) suggests 
using no more than three levels in practice. Regarding recognition rates, 
Hoggan & Brewster (2007) reported a recognition rate of 61 percent for 
amplitude. 
A few things make amplitude a complicated parameter for encoding 
information. First, as amplitude and frequency are intermingled, changing 
the frequency of a signal also tends to alter the perceived intensity of the 
stimulus (Geldard, 1957). This alteration has led to the suggestion that 
designers should vary only one of these parameters (Jones & Sarter, 2008). 
Second, the relationship between stimulus and perception is not 
straightforward: doubling the amount of energy in a stimulus does not 
often mean doubled subjective intensity (Cheung, van Erp, & Cholewiak, 
2008). Third, same intensity applied to different spatial locations is 
perceived differently (Jones & Sarter, 2008).  
Encoding information with spatiotemporal parameters 
Spatiotemporal parameters encode the space and time dimensions of 
stimuli. The first spatiotemporal parameter for vibrotactile actuators is 
spatial location. Concerning specific locations on the body, the fingers, the 
palm, and the facial area are particularly sensitive to tactile stimulation 
(Weinstein, 1968). Haptic stimulation and motor response can have high 
spatial congruency (Aglioti & Tomaiuolo, 2000), suggesting that stimuli are 
best presented to the body location that is used for the following motor 
response (De Rosario et al., 2010).  
Researchers have concluded that localization of stimuli is affected by the 
number of the actuators, separation between the actuators, and the 
anatomical reference point of the actuator location (Cholewiak & Collins, 
2003; Cholewiak, Brill, & Schwab, 2004). Another important thing to note 
with localization is that the location of the actuator is often not the precise 
location of the stimulus on the skin. A vibrotactile stimulus can travel for 
many centimeters as circular waves (Cholewiak, Brill, & Schwab, 2004) so it 
can be impossible to provide the stimulus to a specific location.  
Finally, we have the temporal parameters, which further include duration 
and rhythm. Concerning duration, the skin is sensitive to detecting even 
brief stimuli. For instance, Kangas et al., (2014) successfully used 
vibrotactile feedback for gaze gestures with the duration of 20 milliseconds. 
There is also a practical limit on the other end of the time scale as the 
potential amount of information transferred per a unit of time decreases 
with increasing stimulus duration. Geldard (1957) suggested that two 
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seconds would be the limit for practical communication purposes. However, 
at least in event notifications, people have already perceived durations 
longer than 200 milliseconds as annoying (Kaaresoja & Linjama, 2005). In 
terms of recognition, Geldard (1957) suggested that humans could 
differentiate 25 distinct duration levels in a laboratory setting, but advised 
using only three levels in practice. Thus, this recommendation corresponds 
to the number of levels proposed for frequency and amplitude. As a side 
note, the recognition rates reported for frequency, amplitude, waveform, 
and duration are from laboratory environments, and the rates would thus 
likely deteriorate in practical use scenarios. 
Concerning rhythm, humans have high discrimination and recognition 
abilities for tactile rhythms (van Erp and Spapé, 2003; Swerdfeger, Fernquist, 
Hazelton, & MacLean, 2009), making rhythmic patterns effective for 
encoding information (Summers, 2000). Humans can distinguish time gaps 
as short as five milliseconds in successive pulses (Gescheider, Wright, & 
Verrillo, 2010). This temporal sensitivity is better than that for vision (25 ms) 
but worse than for hearing (0,01 ms) (Jones & Lederman, 2006). In any case, 
we can encode relatively large amounts of information with rhythmic 
on/off pulses. Also, the longer the stimuli, the easier it is to identify 
differences in a pattern. For instance, researchers have demonstrated this 
with stimulus durations between 80 and 320 milliseconds (Summers et al., 
1997). 
For recognition rates, researchers have reported rates of over 90 percent for 
tactile rhythms (Brown, Brewster, & Purchase, 2005, 2006). Considering 
perceptual subdimensions, Ternes & MacLean (2008) proposed note length 
and unevenness as the two characteristics by which tactile rhythms are 
distinguished. On the other hand, van Erp and Spapé (2003) suggested that 
tempo and intrusiveness are the two underlying dimensions of tactile 
melodies. 
Finally, compared to the auditory system, designing haptic signals is similar 
to designing audio signals, except for a few parameters (Nordvall, 2013). 
One notable difference is that the spatial location of the signal is more 
important in designing haptics. Another difference is that compared to the 
auditory system, the skin is rather poor at discriminating differences in 
waveforms (Summers, 2000; Cholewiak, Brill, & Schwab, 2004). Thus, 
altering waveform shape, frequency, and amplitude is not the most 
effective way to encode haptic signals. Instead, varying the spatiotemporal 
parameters of location, duration, and rhythm seems to be the most 
promising approach to encoding haptic information (Jones & Sarter, 2008).   
Encoding affective information with spectral and spatiotemporal parameters 
Arousal, dominance, valence, and emotions such as happiness, sadness, 
anger, and fear can be effectively communicated by varying haptic stimulus 
parameters (Salminen et al., 2009; Gatti, Caruso, Bordegoni, & Spence, 2013; 
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Eid & Al Osman, 2016). Also, most if not all of the parameters that can 
convey cognitive information can also transfer affective information. For 
instance, frequency (Lylykangas et al., 2009; Seifi & MacLean, 2013) and 
amplitude (Raisamo, Raisamo, & Surakka, 2013) have been shown to alter 
the emotional tone of stimuli. The same holds true for rhythm (Salminen et 
al., 2009; Seifi & MacLean, 2013), duration (Lylykangas et al., 2009), 
movement direction (Salminen et al., 2008), and the actuator location 
(Lylykangas et al., 2009, 2013). I will next describe how previous 
investigations have connected the different parameters to evaluations of 
arousal, dominance, and valence. 
Concerning frequency and amplitude, studies have reported ascending and 
descending frequency stimuli to be more arousing (Lylykangas et al., 2009; 
2013) and unpleasant (Lylykangas et al., 2013) than constant rate stimuli. 
Also, Seifi & McLean (2013) found that higher frequency vibrations (175 Hz) 
were more arousing (i.e., alarming) than lower frequency vibrations (75 Hz). 
Salminen et al. (2009) demonstrated that higher amplitude stimuli (30 μm) 
were more arousing and dominant than lower amplitude stimuli (2 μm). 
Correspondingly, high-intensity air stimuli (50 l/min) have been shown to 
be more arousing, dominant, and unpleasant than air stimuli with lower 
(7,5 l/min) flow rate (Tsalamlal, Ouarti, Martin, & Ammi, 2013). Further, 
Raisamo, Raisamo, & Surakka (2013) showed that dynamic modulation of 
amplitude was more pleasant and less arousing than discontinuous pulses. 
For temporal parameters, longer duration stimuli have been reported to be 
more pleasant than shorter stimuli (Lylykangas et al., 2009). Salminen et al. 
(2008) showed that continuous (i.e., shorter bursts) stimuli were judged 
more arousing and dominant than discontinuous stimuli. Also, stimuli with 
more bursts have been reported to be more arousing, dominant, and 
unpleasant than stimuli with fewer bursts (Salminen et al., 2009). 
Accordingly, Seifi & McLean (2013) showed that stimuli with many short 
bursts were more alarming and unpleasant than stimuli with fewer bursts. 
Regarding spatial parameters, stimuli with only forward or backward 
rotation have been reported to be more pleasant than stimuli with combined 
forward-backward movement (Salminen et al., 2008). Finally, stimuli in the 
wrist have been judged more arousing (Lylykangas et al., 2009) and 
pleasant (Lylykangas et al., 2013) than stimuli in the chest.  
Thus, the general trend seems to be that increasing the perceived intensity 
of stimuli will increase its arousability, dominance, and negative valence. 
Correspondingly, decreasing the intensity will reduce arousability, and 
dominance but increase positive valence until the stimuli are below the 
detection threshold. Also, many stimulus parameters can be altered to 
achieve an increase in perceived intensity: frequency, amplitude, duration, 
rhythm or body location. However, as affective communication is 
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contextual (Knapp, Hall, & Horgan, 2013; Eid & Al Osman, 2016), the 
optimal level of stimulation depends largely on the interaction context.  
Taking shortcuts: tactile illusions and intuitive design 
Hoffman, Singh, & Prakash (2015) defined perceptual illusions as 
perceptions that fail to guide adaptive behavior. Perceptual illusions reveal 
how the perceptual system works in the presence of incomplete, degraded, 
or ambiguous stimuli (Zavagno, Daneyko, & Actis-Grosso, 2015). These 
situations may offer valuable insight into how the nervous system processes 
information, and thus be helpful in designing vibrotactile cues. 
One well known example (Lederman & Jones, 2011) is cutaneous saltation, 
in which three separate actuators create a perception of dynamic movement 
(Geldard, 1975; Raisamo, Raisamo, & Surakka, 2009; 2013). Instead of 
feeling distinct pulses, users perceive a smoothly progressing stimulation 
from the first to the last actuator. Further, cutaneous saltation can be 
induced to occur outside the body surface (Miyazaki, Hirashima, & Nozaki, 
2010). The saltation phenomenon is also robust; people report it as often as 
when presented an actual tactile stimulus in different locations 
(Blankenburg, Ruff, Deichmann, Rees, & Driver, 2006).  
Another common example is how the properties of an object, such as size 
(Amazeen & Turvey, 1996) and shape (Kahrimanovic, Tiest, & Kappers, 
2010) influence the perceived heaviness of the object. We usually perceive 
the smaller of two objects of identical weight as heavier. As another 
example, humans perceive a cube as heavier than a sphere of the same mass. 
Tactile illusions can make designing tactile displays easier as we don’t 
necessarily require precise physical parameters to produce a certain 
perception. Instead, we can use simplified signals, and the nervous system 
will then fill in the gaps. For instance, Cholwiak and Collins (2000) showed 
that saltatory stimuli could duplicate sensations generated by higher 
density tactile arrays. Also, we can use sensory cues from other senses to 
influence judgments in the haptic system. For example, by adjusting the 
visual cues accordingly, force feedback devices can simulate seemingly 
lighter or heavier objects. 
Further, in line with the differences in information processing capacity 
between the conscious and subconscious systems (Zimmerman, 1989), 
people rely primarily on the subconscious when making decisions and 
solving problems (Kahneman, 2003). Thus, tapping into the subconscious 
system can be helpful when designing tactile displays. In a general sense, 
using the subconscious means making use of innate and previously learned 
skills and knowledge, also referred to as intuitive knowledge (Naumann et 
al., 2007). Relying on intuitive knowledge can automate some parts of the 
three-phased interaction process, thus avoiding bottlenecks in information 
processing. For instance, Lylykangas et al. (2009, 2013) demonstrated that 
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haptic cues designed for speed regulation conveyed the intended actions in 
the range of 71-100 percent without previous learning.  
Using the subconscious system can also mean that the haptic cues operate 
entirely without conscious perception, regulating human behavior 
subliminally (Riener, Chalfoun, & Frasson, 2014). For instance, subliminal 
notifications with harmonic and disharmonic vibrations can lead to more 
economical driving behavior (Riener, Ferscha, Frech, Hackl, & Kaltenberger, 
2010). Thus, even though a vibrotactile cue is not consciously perceived, it 
could still influence subsequent behavior. 
Moreover, what is intuitive or otherwise suitable for one demographic 
group may not be so for another. For example, cultures differ in how varied 
perceptual language they have regarding the sense of touch (San Roque et 
al., 2015). This observation suggests that people from some cultural 
backgrounds are more adept at differentiating touch perceptions than 
people from other backgrounds. Further, the ability to perceive vibrations 
decreases with age (Verrillo 1979; Wickremaratchi & Llewelyn, 2006). Thus, 
for instance, the design parameters that are suitable for young university 
students, a common user group in HTI experiments, may not be effective 
for the elderly. Finally, gender differences exist in detecting vibrations 
(Neely & Burström, 2006; Karuei et al., 2011). For example, females seem to 
be more sensitive to vibrations on the thighs and males to vibrations on the 
wrists (Karuei et al., 2011).  
4.3 ACTUATION TECHNOLOGIES 
As mentioned in Chapter 3, the sense of touch includes three anatomical 
parts, the receptors in the skin, the sensory nervous system, and the brain. 
Theoretically, we could stimulate any of these parts artificially to generate 
tactile sensations. For instance, Tabot et al. (2013) stimulated the 
somatosensory cortex of nonhuman primates to elicit localized percepts on 
the skin.  However, at present, these kinds of invasive approaches have 
limited applicability outside of specific medical contexts. Non-invasive 
brain interfaces, on the other hand, are limited to reading the brain signals 
instead of affecting them (Chatterjee et al., 2007; George, Marchal, Glondu, 
& Lécuyer, 2012). Thus, at this time stimulating the receptors in the skin 
seems to be the feasible approach, the approach that we also took in this 
dissertation. 
Stimulating the skin receptors can be done with or without skin contact. 
Ultrasound (e.g., Carter, Seah, Long, Drinkwater, & Subramanian, 2013; 
Sand et al., 2015) and air pressure displays (Suzuki, Y., & Kobayashi, 2005) 
are the most common actuation techniques in the non-contact category 
(Arafsha, Zhang, Dong, & El Saddik, 2015). Some other non-contact 
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techniques are indirect laser radiation (Lee et al., 2016), and magnetic 
rendering (Zhang, Dong, & El Saddik, 2016). 
Actuation technologies with direct skin contact have been more typical in 
customer products and research prototypes than non-contact displays. 
Among these, vibrotactile actuators have been more common than 
actuators based on static pressure, skin stretch, friction (Choi & 
Kuchenbecker, 2013), or electrical muscle stimulation (Farbiz, Yu, Manders, 
& Ahmad, 2007; Lopes, You, Cheng, Marwecki, & Baudisch, 2017). As we 
used vibrotactile actuators also in our experiments, I will focus the 
following discussion on them instead of other types of haptic technology. 
There are three main categories of vibrotactile actuators: eccentric rotating 
mass actuators (ERMs), linear resonant actuators (LRAs), and piezoelectric 
actuators. ERM motors generate vibrations by rotating an asymmetric 
weight that is attached to a shaft. ERMs are inexpensive but have a 
relatively poor spatial resolution, and a time lag between the onset of a 
signal and the actuation of the motor (Kwon, Yang, & Cho, 2010). Further, 
the frequency and amplitude of stimulation are often coupled, preventing 
a separate control of the parameters (Jones & Sarter, 2008). Despite the 
disadvantages, ERMs are common in consumer devices, such as mobile 
phones and video game controllers. Also, they have been used by some 
researchers to provide stimulation with mobile phones (e.g., Kaaresoja & 
Linjama, 2005, Brown & Kaaresoja, 2006). We utilized an ERM actuator in 
the first experiment of this dissertation. 
In LRAs, on the other hand, a coil moves a contact plate up and down, 
producing vibrations. The major difference between ERMs and LRAs is that 
LRAs do not have external moving parts. LRAs operate similarly to moving 
coil loudspeakers, also referred to as voice coil actuators. However, unlike 
audio speakers, the LRAs are designed to be used within specific 
frequencies, often in the range of 200-300 Hz. The major advantages of LRAs 
over ERMs include shorter delay, and more versatile control of stimulus 
parameters, including duration, frequency, amplitude, and waveform 
(Choi & Kuchenbecker, 2013). Parameter control includes the possibility to 
vary frequency and amplitude separately (Jones & Sarter, 2008). In the 
studies conducted for this thesis, we used LRA actuators in four of the five 
experiments.  
The third common actuator type, a piezoelectric actuator, generates 
vibrations by moving a plate linearly when applying electricity to it. 
Compared to ERM and LRA actuators, piezo actuators permit more precise 
control of stimulus parameters (Tikka & Laitinen, 2006). Also, their 
advantages include small size and power efficiency (Pasquero et al., 2007).  
On the other hand, low stimulus intensity and the requirement for high 
voltages limits piezo actuators (Pasquero et al., 2007). Researchers have 
used the actuators successfully in touchscreen interaction (e.g., Poupyrev, 
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Maruyama, & Rekimoto, 2002), but the actuators have not been as useful for 
alarms and notifications that require higher intensity stimuli. 
4.4 INTERACTION ENVIRONMENT 
The usability of the different parameters and actuation technologies also 
depends on the interaction environment. With interaction environment, I 
refer to the outer environment; I discussed the inner environment in Section 
4.2. I mostly limit the discussion in this Section to information load in the 
environment, and the use environments relevant to this thesis. Some 
significant interaction factors, such as the social environment where the 
interaction takes place, are not discussed here. 
The information load of an environment is an important variable to pay 
attention. For instance, ambient vibrations in the environment and physical 
movement can mask signals (Post, Zompa, & Chapman, 1994; Hoggan, 
Brewster, & Johnston, 2008). Pakkanen et al. (2008) found that low 
amplitude stimuli perception on the leg while cycling on a stationary bike 
degraded from around 80 % to under 50 % when participants started 
cycling. Besides environmental noise (perceptual load) and movement 
(motor load), the cognitive load of the user can be a highly relevant 
contextual factor. Compared to the auditory system, response times to 
haptic signals are less affected by distraction (Mohebbi, Gray, & Tan, 2009), 
and cognitive load in general (Hanson, Whitaker, & Heron, 2009). Thus, 
haptic cues are well suited for situations with cognitive overload. On the 
other hand, the detection of the cues can diminish in the presence of 
environmental noise. 
Currently, vibrotactile displays exist for a rich variety of environments and 
purposes. The earliest vibrotactile technologies were apparatus that 
translated speech into touch sensations for hearing impaired people (Gault, 
1925, 1927). Users with visual and hearing impairments, in general, have 
been a significant user group for vibrotactile displays (Kaczmarek and Paul 
Bach-Y-Rita, 1995). After this initial field of interest, some high-level 
applications for vibrotactile displays have been navigation and orientation, 
event notifications, and feedback for actions (Jones & Sarter, 2008). 
Moreover, haptic displays have been employed in interpersonal 
communication (Huisman et al., 2013), health care (Kapur et al., 2009), and 
education (Toennies et al., 2011). From a large perspective, meta-analyses 
have shown that haptic feedback can improve human performance in many 
types of environments (Burke et al., 2006; Prewett, Elliott, Walvoord, and 
Coovert, 2012). 
Some applied environments for vibrotactile displays are of particular 
interest regarding the topic of this dissertation, i.e., movement control. For 
instance, researchers have employed vibrotactile displays for many 
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purposes in driving. These purposes include providing warning signals 
(Ho, Reed and Spence, 2006; De Rosario et al., 2010) and navigation cues 
(van Erp, Van Veen, Jansen, & Dobbins, 2005; van Erp, 2007). Also, they 
include regulating fuel consumption (Riener, Ferscha, Frech, Hackl, & 
Kaltenberger, 2010), and speed (Lylykangas et al., 2009, 2013). In this 
dissertation, experiments I, II and III are part of this research area. Second, 
researchers have also used vibrotactile displays for improving target 
selection with gaze gestures (Rantala et al., 2015) and in hand-based 
manipulation (Moehring and Froechlich, 2011). Experiments IV and V 
continue this line of research, focusing on object selection feedback. 
4.5 SUMMARY 
In this Chapter, I introduced practically-oriented views into designing 
vibrotactile cues. I began by defining vibrotactile cues. Then I  discussed the 
capabilities of the nervous system in encoding information with different 
haptic parameters. Then I presented different actuation technologies for 
tactile feedback. Finally, I discussed the role of interaction environment for 
vibrotactile cues. 
The perceptual capabilities of the nervous system, the actuator technologies, 
and the interaction environment together form the interaction context, 
previously defined as any information that can be used to characterize the 
situation of an entity. Research into just noticeable differences vividly 
demonstrates the importance of context for even simple stimulus detection. 
Some sources report JNDs of 5 % to 15 % for haptic stimuli (Jones, 1989; 
Jones and Hunter, 1992). On the other hand, Bicchi, Scilingo, & De Rossi, 
2000 recite a JND of 46 % for a haptic display. Still, other researchers report 
a JND of 100 % for haptic force feedback (Allin, Matsuoka and Klatzky, 
2002). Thus, it is essential to understand as many aspects of the interaction 
context as possible to design effective haptic cues. 
In the next Chapter, I introduce the five experiments conducted for this 
thesis. I will first provide a summary of the experiments and then proceed 
to discuss them individually. 
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Introducing the Experiments 
The primary goal of the experiments was to investigate means to assist 
navigation and object selection in human-technology interaction with short, 
intuitive vibrotactile cues. We studied feedback (type III) and interpretative 
feedforward (type II) cues (Table 1) in the leg, head and hand areas of the 
body, utilizing cues of varying length, from 20 to 500 milliseconds. For 
actuation, we used linear resonant actuators in four experiments (II-V) and 
an ERM motor in experiment I.  
We conducted five experiments in four application areas: pedestrian 
navigation, car navigation, object selection by head movement, and hand-
based object selection. In experiment I, we compared a novel haptic 
navigation technique to tactile icons in pedestrian navigation. In 
experiments II and III, we examined how directional navigation cues in two 
body locations, the thighs, and the temples, affect driving in a lane change 
task. In experiment IV, we investigated if vibrotactile cues on the temples 
could improve head turn based left-right interaction in an object selection 
task. Finally, in the fifth experiment, we examined the suitability of two 
locations for presenting hands-free object selection feedback in VR, the 
temples, and the wrist. Table 2 summarizes the main parameters of the cues 
used in the experiments.  
…
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Cue type Location Duration Actuator 
type 
Application area 
Experiment 
I 
II & III Hand 500 ms ERM motor Pedestrian 
navigation 
Experiment 
II 
II Thighs 120 ms Voice coil Car navigation 
Experiment 
III 
II Thighs and 
temples 
80 ms Voice coil & 
linear motor 
Car navigation 
Experiment 
IV 
III Temples 20 ms Linear 
motor 
Object selection by 
head movement 
Experiment 
V 
III Wrist and 
temples 
30 ms Linear 
motor 
Object selection by 
hand movement 
Table 2. A summary of the cue parameters used in the experiments 
I will next introduce the experiments, starting with their aims and methods. 
Further, I will present the main results and consider their implications 
briefly. The purpose of this Chapter is to is to provide an overview of each 
experiment. In the next Chapter, I will discuss the findings on a more 
general level.
5.1 EXPERIMENT 1: ORIENTATION INQUIRY: A NEW HAPTIC INTERACTION
TECHNIQUE FOR NON-VISUAL PEDESTRIAN NAVIGATION 
Reference 
Raisamo, R., Nukarinen, T., Pystynen, J., Mäkinen, E., & Kildal, J. (2012). 
Orientation inquiry: a new haptic interaction technique for non-visual 
pedestrian navigation. In EuroHaptics 2012, International Conference on 
Human Haptic Sensing and Touch Enabled Computer Applications (pp. 139-144). 
Springer, Berlin, Heidelberg. 
Objectives and Methods 
The main motivation behind the first experiment was that visual distraction 
impairs attention and is a notable cause of traffic accidents (Madden and 
Rainie, 2010). Also, previous studies (e.g., van Erp, Van Veen, Jansen, & 
Dobbins, 2005) have shown that vibrotactile cues are effective for presenting 
navigation information, and could perhaps support visual displays. Thus, 
we decided to investigate a new interaction technique to reduce visual 
distraction and cognitive load in pedestrian navigation situations. 
In experiment I, we compared a novel orientation inquiry technique to 
simple tactile icons (Figure 2). In orientation inquiry, the user initiated an 
interaction by tilting the phone in the expected navigation direction and 
received a 500 ms vibration feedback if the direction was correct. In tactile 
icons, the system initiated the interaction automatically, and the user’s task 
was then to interpret and execute the feedforward instructions, which were 
learned before the trials.  
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In the experiment, six participants navigated two simulated routes in a 
laboratory environment using the techniques. For both techniques, we 
measured subjective preference, navigation errors and the number of times 
the user’s repeated the instructions before a decision. 
 
Figure 2. Visualizing the orientation inquiry technique (left) and the tactile cues (right) 
Results and Discussion 
The results showed that the participants, on average, made fewer errors (0 
vs 0,67) and repeats (0,3 vs 0,47) with the orientation technique. Also, the 
participants gave more positive ratings to the inquiry method than to the 
tactile icons. Among other attributes, the participants described the 
orientation inquiry as simpler (+3 vs. +0,7), clearer (+3,2 vs. +1), and easier 
(+2.7 vs. +0.7) than the icons.  
The experiment provides preliminary evidence that user-initiated feedback 
cues (orientation inquiry) may perform better than computer-initiated 
feedforward cues (tactile icons) in pedestrian navigation. Thus, in this 
context, the decrease in sensory-cognitive load could outweigh the 
increased motor demands for overall performance. 
5.2 EXPERIMENT 2: EFFECTS OF DIRECTIONAL HAPTIC AND NON-SPEECH 
AUDIO CUES IN A COGNITIVELY DEMANDING NAVIGATION TASK 
Reference 
Nukarinen, T., Raisamo, R., Farooq, A., Evreinov, G., & Surakka, V. (2014). 
Effects of directional haptic and non-speech audio cues in a cognitively 
demanding navigation task. In Proceedings of the 8th Nordic Conference on 
Human-Computer Interaction: Fun, Fast, Foundational (pp. 61-64). ACM. 
Objectives and Methods 
Along with reducing the visual-cognitive load in navigation, a more specific 
aim for experiment II was to study how directional vibrotactile cues 
compare to other cue modalities in car navigation. Previous research 
indicated that directional haptic cues could orientate visual spatial attention 
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(Tan, Gray, Young, & Taylor, 2003). Thus, we compared 120 ms directional 
haptic cues actuated by a driving seat to three other cues: non-speech audio-, 
simultaneous haptic-audio-, and visual text cues. 
In the experiment, sixteen participants drove a Lane Change Test simulator 
(Figure 3) with the different cues. The task of the participants was to 
recognize the feedforward cue (left or right) by responding as fast as 
possible using a tablet and then changing the lane accordingly. To increase 
cognitive load, the participants also did a backward counting task during 
the experiment. We measured reaction times and error rates for the different 
conditions. Further, we asked the subjective preferences of the participants, 
and they filled up NASA-TLX questionnaires for each condition.  
 
Figure 3. The experimental setup for experiments II and III 
Results and Discussion 
The results showed that in comparison to visual text cues, all the other cues 
led to significantly faster reactions. The average reaction times were 603 
milliseconds faster for the haptic than the visual cues. The haptic condition 
was the most preferred as 37 percent of the participants preferred the cues. 
Moreover, the participants evaluated the haptic cues as the least physically 
demanding. However, the participants made significantly more errors with 
haptic (5,1 % of the turns) than audio (0,7 %) or haptic-audio (2,2 %) cues. 
While not statistically significant, the visual condition (2,6 %) also had less 
errors than the haptic condition. Also, the experiment demonstrated that 
there was little difference between audio, haptic and haptic-audio cues 
regarding reaction times.  
The results indicate that vibrotactile cues can improve reaction times in 
cogntiively demanding driving conditions. On the other hand, vibrotactile 
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cues can also lead to more navigation errors than audio cues. For instance, 
cognitive distraction or ambient vibrations in the driving environment 
could diminish the usability of the vibrotactile cues. For practical purposes, 
other interaction modalities could support the cues in navigation tasks. 
5.3 EXPERIMENT 3: DELIVERING DIRECTIONAL HAPTIC CUES THROUGH 
EYEGLASSES AND A SEAT 
Reference 
Nukarinen, T., Rantala, J., Farooq, A., & Raisamo, R. (2015). Delivering 
directional haptic cues through eyeglasses and a seat. In World Haptics 
Conference (WHC), 2015 IEEE (pp. 345-350). IEEE. 
Objectives and Methods 
The motivation for experiment III was largely the same as for experiments 
I and II: reducing visual distraction and cognitive load in navigation. 
Additionally, we compared two actuator locations in experiment III, the 
driving seat and haptic eyeglasses (see Figure 4). The aim was to explore 
how the two types of directional haptic cues compare to each other and 
visual text cues. 
Twelve participants drove the Lane Change Test simulator with visual text 
cues, 80 ms haptic cues actuated by the car seat (Figure 3) and haptic cues 
of the same length actuated by the eyeglasses (Figure 4). We asked the 
participants to confirm the recognition of a directional cue (left or right) by 
pressing an arrow on a tablet screen and by navigating to the corresponding 
lane. The participants also did the same backward counting task as in 
experiment II. Similar to experiment II, the measurements included reaction 
times, error rates, the NASA-TLX questionnaire, and free-form answers for 
subjective preferences.  
 
Figure 4. The haptic glasses (left) and the actuator used in the glasses (right) in 
experiments III and IV 
Results and Discussion 
The results showed that in comparison to the visual text cues, the haptic 
cues were reacted to significantly faster. The average reaction times were 
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390 milliseconds faster for the seat and 470 milliseconds faster for the 
glasses. The participants also evaluated haptic cueing as less frustrating 
than visual cueing. The haptic eyeglasses fared slightly, although not 
significantly, better than the haptic seat in the evaluations. The differences 
in navigation errors were not statistically significant, but the participants 
made more errors with the haptic cues on the thighs (4,2 %) and the temples 
(2,6 %) than with the visual cues (1 %). Further, the experiment showed that 
83 percent of the participants preferred the haptic cues, and out of those 70 
percent preferred the eyeglasses while 30 percent preferred the seat. 
The results demonstrate that haptic glasses can be a suitable approach to 
presenting navigation cues, perhaps better than a driving seat. Otherwise, 
the results are in agreement with those in experiment II; haptic feedforward 
cues lead to faster reactions but also to more errors. Thus, the cues could be 
supported by other modalities for practical navigation scenarios. 
5.4 EXPERIMENT 4: EVALUATION OF HEADTURN: AN INTERACTION 
TECHNIQUE USING THE GAZE AND HEAD TURNS 
Reference 
Nukarinen, T., Kangas, J., Špakov, O., Isokoski, P., Akkil, D., Rantala, J., & 
Raisamo, R. (2016). Evaluation of HeadTurn: An Interaction Technique 
Using the Gaze and Head Turns. In Proceedings of the 9th Nordic Conference 
on Human-Computer Interaction (article 43). ACM. 
Objectives and Methods 
In experiment IV, we developed an interaction technique that utilizes head 
turns and eye movements for selecting objects in the environment. Visual 
feedback from eye movements is naturally poor in comparison to manual 
user interfaces, and thus a promising target for vibrotactile cues. Our aim 
was to investigate if adding haptic feedback to visual feedback could 
improve the head turn interaction. As we had experienced success with the 
haptic eyeglasses in the third experiment, it seemed worthwhile to adapt 
this particular location for presenting the vibrotactile cues. 
In the experiment, participants used the technique to select targets on a PC 
screen. The task was to adjust a number to a given value with left-right head 
turns using three different intervals between the numbers, 217 ms, 290 ms, 
and 435 ms. The vibrotactile cues were then used to enhance the interaction 
by providing feedback from the users’ head turns. We compared 
visual+haptic feedback conditions with the three intervals to three visual-
only feedback conditions. In the haptic condition, a 20-millisecond vibration 
given through a vibrating eyeglass frame accompanied each number 
change (Figure 4). 
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Results and Discussion 
The results did not show statistically significant differences in task 
completion times between the different number changing intervals. 
However, task completion times with haptic feedback were slightly faster 
for all of the three intervals. 92 percent of the participants interpreted the 
haptic feedback favorably, describing the feedback as helpful, useful, 
functional or appropriate for the task in some way. We also received a few 
negative comments about the vibrotactile cues concerning mainly the 
amount of stimulation and delayed feedback in the higher number 
changing speeds. 
The results suggest that vibrotactile feedback can be a helpful addition for 
interaction techniques utilizing eye and head movements. However, 
specific attention must be paid to the timeliness and strength of the 
feedback to avoid delays and annoyance from excess stimulation. 
5.5 EXPERIMENT 5: HANDS-FREE VIBROTACTILE FEEDBACK FOR OBJECT 
SELECTION TASKS IN VIRTUAL REALITY 
Reference 
Nukarinen, T., Kangas, J., Rantala, J., Pakkanen, T. & Raisamo, R. (2018). 
Hands-free Vibrotactile Feedback for Object Selection Tasks in Virtual 
Reality. In Proceedings of the 24th ACM Symposium on Virtual Reality Software 
and Technology (p. 94). ACM.                                                  
Objectives and Methods 
The motivation for experiment V was to explore vibrotactile object picking 
feedback for two body locations that do not require a hand controller. For 
example, industrial applications of VR may require that the user's hands are 
free for specific tasks. Based on the previous experiments and other related 
research (e.g., Lee & Starner, 2010; de Jesus Oliveira, Brayda, Nedel, & 
Maciel, 2017), we chose the wrist and the temples as the locations to 
investigate (Figure 5).  
We evaluated vibrotactile collision feedback in the wrist, and the temples 
for proximal, hand-based object picking. We studied if 30 ms vibrotactile 
cues would affect user preferences or interaction speed in a virtual reality 
grasping task. We compared visual feedback to three visual-haptic 
conditions, providing haptic feedback on the participants' wrists, temples 
or simultaneously on both locations. 
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Figure 5. Two actuators were on the headset against the participant's temples (left), and 
one actuator was on the wristband of the controller holding hand (right) 
Results and Discussion 
The results showed that 94 percent of the participants preferred haptic 
feedback over visual-only feedback. Further, the wrist feedback was the 
most preferred method among the haptic conditions, chosen by 63 % of the 
participants. The participants rated the wrist feedback as significantly more 
pleasant, arousing, and effective than the temple feedback, in addition to 
feeling more control. Task completion times were not affected by the 
feedback, and the participants generally felt that the task was easy. 
The results indicate that the wrist is a more promising feedback location 
than the temples for continuous, hand-based object selection in a low 
cognitive load environment. Also, the additional benefit of multi-location 
feedback appears to be minimal. Finally, the results suggest that a feedback 
location that is suboptimal for a task may still be a better choice than no 
haptic feedback at all. 
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 Discussion 
 
 
 
In the experiments conducted for this thesis, we investigated the use of 
vibrotactile cues for assisting navigation and object selection in human-
technology interaction. Beyond the individual studies, the aim was also to 
arrive at higher level principles for improving movement control. As the 
experiments fit into two larger domains, navigation and object selection, I 
will first discuss these domains individually. Finally, I will discuss the 
findings from the experiments I-V together. 
The main motivation behind the experiments I, II, and III was the mismatch 
between visually demanding technology and traffic. Visual distraction and 
impaired attention are one of the most notable causes of traffic accidents 
(Madden and Rainie, 2010). Enhancing visual interaction with touch 
interaction could increase traffic safety, but the vibrotactile submodality 
also poses a challenge. Users may fail to notice vibration cues due to their 
mental state, motor activity or the conditions of the environment (Post, 
Zompa, & Chapman, 1994; Hoggan, Brewster, & Johnston, 2008). 
One solution to this problem is to use user-initiated vibrotactile cues. 
Instead of expecting the user to stay vigilant for possible alerts, the user 
could actively inquire navigation directions when needed. Active touch 
generally has higher perceptual performance than passive touch (Lederman 
& Klatzky, 1987), and the idea that this may also apply to vibrotactile cues 
was tried out in experiment I.  
Motor vehicle navigation requires a different solution than the one 
investigated in the first experiment. One reason for this is that the driving 
task already occupies the hands, which makes the smartphone approach 
impractical. Thus, we wanted to investigate other possible locations and 
chose the thighs and the temples as the locations. Further, while we thought 
that it is not plausible to use the orientation inquiry technique as in 
…
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experiment I, tactile icons (i.e., Brewster, & Brown, 2004) could also induce 
unnecessary cognitive load on the driver. Dismissing this alternative, we 
arrived at directional cueing. Directional cues could intuitively guide the 
driver’s attention in a certain direction without the cognitive  interpretation 
involved with tactile icons. 
Three general findings emerged from the experiments I, II, and III. First, on-
demand navigation cueing seems preferential to computer-initiated cueing 
in pedestrian navigation, and it may be best to keep the abstractions as 
simple as possible. This finding comes from the experiment I where we 
compared the orientation inquiry and tactile icons. We reason that even 
simple abstractions can increase the cognitive load of the user. Further, in 
practical use, computer-initiated cueing can cause constant demands on the 
user’s attention, which could increase information load more than user-
initiated cueing.  
Second, if we use feedforward navigation cues, it may be best to support 
the cues with other modalities. The experiments II and III demonstrated that 
the attentional cueing approach (Tan, Gray, Young, & Taylor, 2003) is 
indeed plausible for car navigation. Directionally cueing left or right can 
automatically guide the user’s attention to the desired direction. However, 
both experiments also showed that feedforward cueing sometimes led to 
missed cues, perhaps due to distractions or habituation. For instance, 
ambient vibrations in the environment or the user’s movements could mask 
cue signals. This finding suggests that precise navigation requires 
complementary modalities to support the vibrotactile feedforward, such as 
a visual display. That vibrotactile navigation cues alone are not an effective 
replacement for visual alerts is also supported by a previous meta-analysis 
(Prewett, Elliott, Walvoord, & Coovert, 2012).  
Third, the temple area, in particular, seems to be a feasible location for 
navigation cues. In experiment III, the glasses performed slightly better 
than the seat in most measurements, and 70 % of the participants preferred 
the glasses over the seat. Also, haptic glasses would allow seamless 
integration between car navigation and pedestrian navigation while 
keeping the user’s hands available for other tasks. We reason that the 
temples could be a practical cue location for improving movement control 
in other environments as well. 
The navigation experiments had some contextual constraints that may limit 
the applicability of these findings. First, navigating in space includes more 
than just linear left-right-forward-backward turns. This simplification 
limits the application of the results to more complex navigation 
environments. Second, the experiments were done in a laboratory 
environment that lacked many of the distractions which burden the user’s 
mind in traffic. We tried to compensate for this with the counting task in 
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experiments II and III, but actual contexts of use could pose challenges that 
we could not take into account. 
As in experiments I, II, and III, the main motivation behind the experiments 
IV and V was the mismatch between visually demanding technology and humans. 
Visual emphasis is inherent in eye tracking and virtual reality applications, 
which were the areas of investigation in experiments IV and V. On the other 
hand, it is common that these systems pay little attention to the haptic part 
of the interaction. If haptic cueing exists at all, it often occupies the hands, 
such as a vibrating hand controller in VR systems. 
One solution to alleviating the visual demand would be hands-free haptic 
feedback not restricted to any particular controller device. As the haptic 
eyeglasses were a relative success in the third experiment, we chose to 
specifically investigate the temple area for presenting the vibrotactile cues 
in experiments IV and V. We also included the wrist area as an alternative 
location in experiment V.  
We arrived at two general findings after conducting the two experiments. 
First, the preference for vibrotactile feedback was high among the 
participants in both experiments. All but one participant preferred to have 
the vibrotactile feedback in the tasks in both experiments. Also, this 
preference was not related to task performance as the participants were not 
significantly faster with haptics than without haptics. Earlier research has 
also demonstrated strong preferences for tactile feedback even without 
large improvements in task performance (e.g., Tähkäpää & Raisamo, 2002; 
Brewster, Chohan, & Brown, 2007). One possible explanation is that 
vibrotactile feedback increases the sense of control in the task. There were 
some implications for this in experiment V as the participants reported 
more control with the wrist and combined feedback than with the less 
potent temple feedback. 
Second, the usability of the temple area for vibrotactile cueing depends on 
many factors. While experiments III and IV had promising results regarding 
temple feedback, the results were somewhat disappointing in experiment 
V.  Three factors, in particular, could explain the results. First as haptic 
stimulation and motor response can have high spatial congruency (Aglioti 
& Tomaiuolo, 2000), feedback is perhaps best presented to the body location 
used for the following motor response (De Rosario et al., 2010). Accordingly, 
temple feedback could be more suitable for VR applications that utilize 
attentional cueing or gaze-based control, offering congruency with the body 
location. Second, the actuation wearable was different in experiment V, a 
VR headset, as the two previous experiments used eyeglasses instead. We 
experienced some technical difficulties with the head-mounted actuators. 
Thus, the actuation device could have a large impact on the results. Third, 
the experiments also imply that vibrotactile feedback may be more 
compatible for slower than faster-paced tasks. There is a limit to the 
…
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appropriate amount of vibrotactile feedback in the temple area. In 
experiments IV and V, we received a few negative comments about the 
excessive amount of stimulation on the head area. Temple area may not be 
a convenient choice for continuous vibrotactile feedback, and instead 
function better for infrequent cues. 
The experiments IV and V had a limitation that concerns the context of the 
research. In both experiments, other cognitive and motor demands on the 
users were low during the task. Thus, the results are mainly applicable to 
environments where the user is not distracted by his/her movement or by 
other tasks. However, according to Wickens' multiple resource theory 
(Wickens, 2002, 2008), environments with higher cognitive load could make 
the vibrotactile cues even more useful performance-wise.  
Both navigation and object selection are tasks of movement control. In each 
experiment, the users performed goal-oriented tasks where vibrotactile 
cues were used to assist the movement control. Further, in both task types, 
the visual sense was heavily loaded by the task. The focus in the navigation 
experiments II and III was on feedforward or computer-initiated cues. On 
the other hand, the object selection cues in experiments IV and V had their 
focus on feedback or user-initiated cues. Experiment I compared both types 
of cues, bringing the domains together. 
Regarding the experiments as a whole, the main finding is that vibrotactile 
feedback cues seem to be preferential to feedforward cues in movement 
control. In experiments IV and V with feedback, 92-96 percent of the 
participants preferred to have the vibrotactile feedback in the tasks. The 
numbers are larger than the ones in experiments II and III where the 
preferences varied between 56-83 percent for the vibrotactile feedforward. 
In these feedforward experiments, the participants who chose visual cues 
described them as easier and less demanding. Experiments II and III did not 
include a visual-tactile condition, which could partly explain the lower 
preferences for vibrotactile cues than in experiments IV and V. However, in 
experiment I that included both types of cues, feedback, and feedforward, 
the feedback cues received more positive ratings in spite of requiring extra 
hand movements. 
Additionally, the performance gains from the cues do not seem to be related 
to cue preference. The feedback in experiments IV and V did not improve 
task completion times, but this did not affect preferences negatively. On the 
other hand, while the vibrotactile and audio feedforward cues in 
experiments II and III improved reaction times, 17-25 percent of the 
participants still preferred visual cues.   
Moreover, we intentionally increased cognitive demand in experiments II 
and III. On the other hand, experiments IV and V were less demanding for 
the participants. Wickens' multiple resource theory (Wickens, 2002, 2008) 
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predicts that a high cognitive load environment is required to see 
performance differences between visual and visual-tactile conditions. Our 
results conform to this prediction with reaction times and interaction speed. 
However, the cue type, feedback or feedforward, seems more important for 
the subjective preference of the cues. 
The finding raises the question that why would feedback be preferred to 
feedforward as a general rule. From a psychological perspective, a possible 
reason is that feedforward prompts users to react to technology while in 
feedback the technology reacts to the users’ behavior. With feedback, users 
may feel that they are controlling the situation. With feedforward, users 
may feel that the situation is controlling them. For instance, according to 
self-determination theory of human motivation (Ryan & Deci, 2000), 
competence, autonomy, and relatedness are the three intrinsic human 
motivators. Perhaps the needs for autonomy and competence are more 
fulfilled with feedback than feedforward cues.  
Another, more information-oriented perspective on the issue is that 
feedforward may contribute more to information overload than feedback 
as feedback could save resources in the perception and decision stages of 
interaction. Previous research has shown that users can extract more 
information from the environment with active rather than passive touch 
(Lederman & Klatzky, 1987). Active touch, with feedback cueing in this case, 
could also conserve sensory-cognitive resources. With feedforward, the 
user has to stay attentive to perceive incoming cues to avoid missing 
relevant information. This constant monitoring requires perceptual 
resources. Also, type 1 feedforward cues (Table 1) could further distract the 
user’s current task if s/he focuses on a different task at the moment. This 
sudden demand to focus on a novel task, such as decoding a cue, demands 
cognitive resources. With feedback, the user expects to receive a cue for the 
current task after an action, so there is no need for constant monitoring 
(feedforward types I and II) or sudden contextual switching (feedforward 
type I).  
Limitations and Further Research  
To be able to develop more rigorous research in the future, it is crucial to 
understand the limitations of the current work. First, we conducted all of 
the experiments in a laboratory setting. Actual use contexts can introduce 
unpredictable variables into the interaction, which may completely change 
the current predictions. Thus, it is essential to replicate the results in non-
artificial contexts of use. 
Second, all of the study participants were university students or employees. 
Thus, we can mainly apply the findings to a young-middle-aged 
demographic group that has better than average understanding of 
interactive technology. Future studies could include other age groups and 
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less technology acquainted people to improve the generalizability of the 
results. 
Third, we did not systematically measure the three types of information 
load (attention, memory, speed) in the experiments. We measured error 
rates (experiments 1, 2, 3, and 4), speed (2, 3, 4, and 5), or both (2, 3, and 4). 
However, we can still divide errors into errors of attention and errors of 
memory: did the user miss or forget/misinterpret the cue. The prevailing 
research methodologies do not seem to enable this separation. While the 
author is not aware of any objective measurements that make this 
distinction, researchers could develop questionnaires for assessing these 
two types of errors. 
Fourth, the studies did not vary the cue types systematically. The reason is 
that the idea of three cue types arose from the data of the current 
experiments. Future investigators could vary the cue types in controlled 
experiments to study their effects on attention, memory, and processing 
speed. 
Based on the results and their interpretations, we can set forward four 
hypotheses for further research in movement control. First, feedforward 
type I cues are subjectively less preferred than feedforward type II or 
feedback cues. Second, feedforward type II cues are subjectively less 
preferred than feedback cues, but more preferred than feedforward I cues. 
Third, feedforward type I cues cause more information load than 
feedforward type II or feedback cues. Fourth, feedforward type II cues 
cause less information load than feedforward I cues but more than feedback 
cues. 
Navigation is one application where to test these hypotheses. For instance, 
let us consider a situation where a driver navigates with visual-haptic cues. 
He has three options at an intersection, turning left, turning right or going 
forward.  First, a feedforward I cue could automatically notify the driver of 
an approaching intersection with a single vibrotactile pulse. The driver has 
to check the visual display after feeling the cue to see the proper direction. 
Second, a feedforward II cue could automatically notify the driver by a 
pulse either in the temples or the forehead. The cue does not require the 
driver to switch from the driving task to a visual display checking task. 
Third, the driver could receive the spatially located cue as feedback by 
raising his/her eyebrows. Thus, the driver could decide if a navigation cue 
is necessary for a certain environment and also choose the specific time to 
receive the cue. 
For a new user, the feedback approach could require more cognitive 
resources and result in more mistakes than the feedforward cues. However, 
feedback cues lack the constant distraction caused by unnecessary 
feedforward that may contribute to information overload. Additionally, it 
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is plausible that voluntary feedback leads to better internalization than 
feedforward in the longer term as it requires the users to take responsibility 
for their decisions. In the longer timescale, the cues could become obsolete 
as the person would learn the navigation routes.  
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 Conclusions 
 
 
 
In this dissertation, I investigated how to assist navigation and object 
selection with vibrotactile cues in human-technology interaction. The thesis 
included five experiments, in which the primary goal was to explore ways 
to reduce information load. The following three points summarize the 
conclusions that we can draw from the experiments:  
 If the context of movement control allows the use of both feedback 
and feedforward cues, feedback cues are a reasonable choice as the 
first option. In this dissertation, vibrotactile feedback cues seemed to 
be preferential to feedforward cues when considering all of the 
collected data. Feedback cueing, compared to feedforward cueing, 
could conserve perceptual and cognitive resources. 
 
 When designing vibrotactile feedforward cues, using low-level 
abstractions, such as directional cues, and supporting the interaction 
with other modalities, can keep the information load as low as 
possible. Also, other modalities should complement the cues as some 
feedforward cues are likely to be missed no matter their design. 
 
 The temple area is a feasible actuation location for vibrotactile cues 
in movement control, including navigation cues and object selection 
cues with head turns. However, the area may not be as good for other 
types of tasks, such as hand-based object selection. Further, temple 
cues may be better suited for tasks that require infrequent 
vibrotactile feedback rather than faster-paced tasks. 
Specifically, these conclusions can inform further research and practical 
applications of vibrotactile displays in the field of human-technology 
interaction. The results also have wider implications. Technology that uses 
feedforward cueing on a large scale, such as smartphone notifications, 
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comes with a price. Among other things, constant feedforward seems to be 
turning us into reactive multitaskers with short attention spans. Replacing 
feedforward with feedback cueing wherever possible could reduce 
information load and bring back some control from technology to us 
humans in our personal lives. In the longer term, this kind of change could 
have significant benefits for our well-being on the societal level. 
 
 
…
…
…
…
…
 
49 
References 
Adler, M., Mayo, A., & Alon, U. (2014). Logarithmic and power law 
input-output relations in sensory systems with fold-change detection. 
PLoS computational biology, 10(8), e1003781. 
Aglioti, S., & Tomaiuolo, F. (2000). Spatial stimulus-response 
compatibility and coding of tactile motor events: influence of distance 
between stimulated and responding body parts, spatial complexity of 
the task and sex of subject. Perceptual and motor skills, 91(1), 3-14. 
Allin, S., Matsuoka, Y., & Klatzky, R. (2002). Measuring just noticeable 
differences for haptic force feedback: implications for rehabilitation. In 
Haptic Interfaces for Virtual Environment and Teleoperator Systems, 2002. 
HAPTICS 2002. Proceedings. 10th Symposium on (pp. 299-302). IEEE. 
Amazeen, E. L., & Turvey, M. T. (1996). Weight perception and the haptic 
size–weight illusion are functions of the inertia tensor. Journal of 
Experimental Psychology: Human perception and performance, 22(1), 213. 
Arafsha, F., Zhang, L., Dong, H., & El Saddik, A. (2015). Contactless 
haptic feedback: state of the art. In Haptic, Audio and Visual 
Environments and Games (HAVE), 2015 IEEE International Symposium on 
(pp. 1-6). IEEE. 
Baber, C. (2003). Cognition and tool use: Forms of engagement in human and 
animal use of tools. CRC Press. 
Barratt, E. L., & Davis, N. J. (2015). Autonomous Sensory Meridian 
Response (ASMR): a flow-like mental state. PeerJ, 3, e851. 
…
…
…
…
…
 
 50 
Barsalou, L. W. (2008). Grounded cognition. Annu. Rev. Psychol., 59, 617-
645. 
Bateson (1979). Mind and nature: A necessary unity (p. 238). New York: 
Dutton. 
Bear, M. F., Connors, B. W., & Paradiso, M. A. (Eds.). (2007). Neuroscience 
(Vol. 2). Lippincott Williams & Wilkins. 
Bentley, I. M. (1900). The synthetic experiment. The American Journal of 
Psychology, 11(3), 405-425. 
Bicchi, A., Scilingo, E. P., & De Rossi, D. (2000). Haptic discrimination of 
softness in teleoperation: the role of the contact area spread rate. IEEE 
Transactions on Robotics and Automation, 16(5), 496-504. 
Blankenburg, F., Ruff, C. C., Deichmann, R., Rees, G., & Driver, J. (2006). 
The cutaneous rabbit illusion affects human primary sensory cortex 
somatotopically. PLoS biology, 4(3), e69. 
Boff, K. R., Kaufman, L., & Thomas, J. P. (Eds.). (1986). Handbook of 
perception and human performance (Vol. 2). New York: Wiley. 
Botvinick, M., & Cohen, J. (1998). Rubber hands ‘feel’touch that eyes see. 
Nature, 391(6669), 756. 
Bradley, M. M., & Lang, P. J. (1994). Measuring emotion: the self-
assessment manikin and the semantic differential. Journal of behavior 
therapy and experimental psychiatry, 25(1), 49-59. 
Bradley, M. M., & Lang, P. J. (2000). Affective reactions to acoustic 
stimuli. Psychophysiology, 37(2), 204-215. 
Brewster, S., & Brown, L. M. (2004). Tactons: structured tactile messages 
for non-visual information display. In Proceedings of the fifth conference 
on Australasian user interface-Volume 28 (pp. 15-23). Australian 
Computer Society, Inc. 
Brewster, S., Chohan, F., & Brown, L. (2007). Tactile feedback for mobile 
interactions. In Proceedings of the SIGCHI conference on Human factors in 
computing systems (pp. 159-162). ACM. 
Brown, L. M., Brewster, S. A., & Purchase, H. C. (2005). A first 
investigation into the effectiveness of tactons. In Eurohaptics Conference, 
2005 and Symposium on Haptic Interfaces for Virtual Environment and 
Teleoperator Systems, 2005. World Haptics 2005. First Joint (pp. 167-176). 
IEEE. 
…
…
…
…
…
 
51 
Brown, L. M., & Kaaresoja, T. (2006). Feel who's talking: using tactons for 
mobile phone alerts. In CHI'06 extended abstracts on Human factors in 
computing systems (pp. 604-609). ACM. 
Brown, L. M., Brewster, S. A., & Purchase, H. C. (2006). Multidimensional 
tactons for non-visual information presentation in mobile devices. In 
Proceedings of the 8th conference on Human-computer interaction with 
mobile devices and services (pp. 231-238). ACM. 
Brown, L. M. (2007). Tactons: Structured vibrotactile messages for non-visual 
information display (Doctoral dissertation, University of Glasgow). 
Buchanan & Kock (2001). Information overload: A decision making 
perspective. In Multiple Criteria Decision Making in the New Millennium 
(pp. 49-58). Springer, Berlin, Heidelberg. 
Burke, J. L., Prewett, M. S., Gray, A. A., Yang, L., Stilson, F. R., Coovert, 
M. D., ... & Redden, E. (2006). Comparing the effects of visual-auditory 
and visual-tactile feedback on user performance: a meta-analysis. In 
Proceedings of the 8th international conference on Multimodal interfaces 
(pp. 108-117). ACM. 
Busemeyer, J. R., & Bruza, P. D. (2012). Quantum models of cognition and 
decision. Cambridge University Press. 
Bush, G., Luu, P., & Posner, M. I. (2000). Cognitive and emotional 
influences in anterior cingulate cortex. Trends in cognitive sciences, 4(6), 
215-222. 
Carter, T., Seah, S. A., Long, B., Drinkwater, B., & Subramanian, S. (2013). 
UltraHaptics: multi-point mid-air haptic feedback for touch surfaces. In 
Proceedings of the 26th annual ACM symposium on User interface software 
and technology (pp. 505-514). ACM. 
Chatterjee, A., Aggarwal, V., Ramos, A., Acharya, S., & Thakor, N. V. 
(2007). A brain-computer interface with vibrotactile biofeedback for 
haptic information. Journal of NeuroEngineering and Rehabilitation, 4(1), 
40. 
Cheung, B., van Erp, J. B. F., & Cholewiak, R. W. (2008). Anatomical, 
neurophysiological and perceptual issues of tactile perception. Tactile 
displays for orientation, navigation and communication in air, sea and land 
environments. Neuilly-sur-Sein Cedex (France): NATO Research and 
Technology Organisation, 1-18. 
Choi, S., & Kuchenbecker, K. J. (2013). Vibrotactile display: Perception, 
technology, and applications. Proceedings of the IEEE, 101(9), 2093-2104. 
…
…
…
…
…
 
 52 
Cholewiak, R. W., & Collins, A. A. (2000). The generation of vibrotactile 
patterns on a linear array: Influences of body site, time, and 
presentation mode. Perception & Psychophysics, 62(6), 1220-1235. 
Cholewiak, R. W., & Collins, A. A. (2003). Vibrotactile localization on the 
arm: Effects of place, space, and age. Perception & psychophysics, 65(7), 
1058-1077. 
Cholewiak, R. W., Brill, J. C., & Schwab, A. (2004). Vibrotactile 
localization on the abdomen: Effects of place and space. Perception & 
psychophysics, 66(6), 970-987. 
Ciompi, L., & Panksepp, I. (2005). Energetic effects of emotions on 
cognitions Complementary psychobiological. Consciousness & Emotion: 
Agency, Conscious Choice, and Selective Perception, 1, 23. 
De Rosario, H., Louredo, M., Díaz, I., Soler, A., Gil, J. J., Solaz, J. S., & 
Jornet, J. (2010). Efficacy and feeling of a vibrotactile Frontal Collision 
Warning implemented in a haptic pedal. Transportation research part F: 
traffic psychology and behaviour, 13(2), 80-91. 
de Jesus Oliveira, V. A., Brayda, L., Nedel, L., & Maciel, A. (2017). 
Experiencing guidance in 3D spaces with a vibrotactile head-mounted 
display. In 2017 IEEE Virtual Reality (VR) (pp. 453-454). IEEE. 
Dey, A., Abowd, G. (1999). Towards a better understanding of context 
and context-awareness. In Handheld and ubiquitous computing (pp. 304-
307). Springer Berlin/Heidelberg. 
Dijkerman, H. C., & De Haan, E. H. (2007). Somatosensory processing 
subserving perception and action: Dissociations, interactions, and 
integration. Behavioral and brain sciences, 30(2), 224-230. 
Dourish, P. (2004). Where the action is: the foundations of embodied interaction. 
MIT press. 
Eid, M. A., & Al Osman, H. (2016). Affective haptics: Current research 
and future directions. IEEE Access, 4, 26-40. 
Enriquez, M., MacLean, K., & Chita, C. (2006). Haptic phonemes: basic 
building blocks of haptic communication. In Proceedings of the 8th 
international conference on Multimodal interfaces (pp. 302-309). ACM. 
Ernst, M. O., & Bülthoff, H. H. (2004). Merging the senses into a robust 
percept. Trends in cognitive sciences, 8(4), 162-169. 
…
…
…
…
…
 
53 
Farbiz, F., Yu, Z. H., Manders, C., & Ahmad, W. (2007). An electrical 
muscle stimulation haptic feedback for mixed reality tennis game. In 
ACM SIGGRAPH 2007 posters (p. 140). ACM. 
Felin, T., Koenderink, J., & Krueger, J. I. (2017). Rationality, perception, 
and the all-seeing eye. Psychonomic bulletin & review, 24(4), 1040-1059. 
Fitts, P. M. (1954). The information capacity of the human motor system 
in controlling the amplitude of movement. Journal of experimental 
psychology, 47(6), 381. 
Foerde, K., Knowlton, B. J., & Poldrack, R. A. (2006). Modulation of 
competing memory systems by distraction. Proceedings of the National 
Academy of Sciences, 103(31), 11778-11783. 
Freeman, W. J. (2005). NDN, volume transmission, and self-organization 
in brain dynamics. Journal of Integrative Neuroscience, 4(04), 407-421. 
Gallace, A., & Spence, C. (2014). In touch with the future: The sense of touch 
from cognitive neuroscience to virtual reality. OUP Oxford. 
Gatti, E., Caruso, G., Bordegoni, M., & Spence, C. (2013). Can the feel of 
the haptic interaction modify a user's emotional state?. In World 
Haptics Conference (WHC), 2013 (pp. 247-252). IEEE. 
Gault, R. H. (1925). Progress in experiments on interpretation of speech 
by touch. The Journal of Abnormal and Social Psychology, 20(2), 118. 
Gault, R. H. (1927). “Hearing” through the sense organs of touch and 
vibration. Journal of the Franklin Institute, 204(3), 329-358. 
Geldard, F. A. (1957). Adventures in tactile literacy. American Psychologist, 
12(3), 115. 
George, L., Marchal, M., Glondu, L., & Lécuyer, A. (2012). Combining 
brain-computer interfaces and haptics: detecting mental workload to 
adapt haptic assistance. Haptics: Perception, Devices, Mobility, and 
Communication, 124-135. 
Gershman, S. J., Horvitz, E. J., & Tenenbaum, J. B. (2015). Computational 
rationality: A converging paradigm for intelligence in brains, minds, 
and machines. Science, 349(6245), 273-278. 
Gescheider, G. A. (1976) Psychophysics: Method and theory. 
Gescheider, G. A. (1997). Psychophysics: The Fundamentals. Lawrence 
Erlbaum Associates. Inc., Publishers, 1-71. 
…
…
…
…
…
 
 54 
Gescheider, G. A., Wright, J. H., & Verrillo, R. T. (2010). Information-
processing channels in the tactile sensory system: A psychophysical and 
physiological analysis. Psychology press. 
Gibson, J. J. (1966). The senses considered as perceptual systems. 
González, V. M., & Mark, G. (2004). Constant, constant, multi-tasking 
craziness: managing multiple working spheres. In Proceedings of the 
SIGCHI conference on Human factors in computing systems (pp. 113-120). 
ACM. 
Gross, J. J. (2010). The future’s so bright, I gotta wear shades. Emotion 
Review, 2(3), 212-216. 
Guterstam, A., Zeberg, H., Özçiftci, V. M., & Ehrsson, H. H. (2016). The 
magnetic touch illusion: A perceptual correlate of visuo-tactile 
integration in peripersonal space. Cognition, 155, 44-56. 
Hassenzahl, M., & Tractinsky, N. (2006). User experience-a research 
agenda. Behaviour & information technology, 25(2), 91-97. 
Helson, H. (1964) Adaptation-level theory. 
Ho, C., Reed, N., & Spence, C. (2006). Assessing the effectiveness of 
“intuitive” vibrotactile warning signals in preventing front-to-rear-end 
collisions in a driving simulator. Accident Analysis & Prevention, 38(5), 
988-996. 
Hoffman, D. D., Singh, M., & Prakash, C. (2015). The interface theory of 
perception. Psychonomic bulletin & review, 22(6), 1480-1506. 
Hoggan, E., & Brewster, S. (2007). New parameters for tacton design. In 
CHI'07 Extended Abstracts on Human Factors in Computing Systems (pp. 
2417-2422). ACM. 
Hoggan, E., Brewster, S. A., & Johnston, J. (2008). Investigating the 
effectiveness of tactile feedback for mobile touchscreens. In Proceedings 
of the SIGCHI conference on Human factors in computing systems (pp. 
1573-1582). ACM.  
Hornbæk, K., & Oulasvirta, A. (2017). What Is Interaction? In Proceedings 
of the 2017 CHI Conference on Human Factors in Computing Systems (pp. 
5040-5052). ACM. 
Horodecki, R., Horodecki, P., Horodecki, M., & Horodecki, K. (2009). 
Quantum entanglement. Reviews of modern physics, 81(2), 865. 
…
…
…
…
…
 
55 
Huisman, G., Frederiks, A. D., Van Dijk, B., Hevlen, D., & Krose, B. (2013). 
The TaSST: Tactile sleeve for social touch. In World Haptics Conference 
(WHC), 2013 (pp. 211-216). IEEE. 
Hursh, J. B. (1939). Conduction velocity and diameter of nerve fibers. 
American Journal of Physiology--Legacy Content, 127(1), 131-139. 
Iggo, A., & Andres, K. H. (1982). Morphology of cutaneous receptors. 
Annual review of neuroscience, 5(1), 1-31. 
Jagacinski, R. J., & Flach, J. M. (2003). Control theory for humans: 
Quantitative approaches to modeling performance. CRC Press. 
Jones, L. A. (1989). Matching forces: constant errors and differential 
thresholds. Perception, 18(5), 681-687. 
Jones, L. A., & Hunter, I. W. (1992). Human operator perception of 
mechanical variables and their effects on tracking performance. ASME 
DYN SYST CONTROL DIV PUBL DSC., ASME, NEW YORK, 
NY(USA), 1992,, 42, 49-53. 
Jones, L. A., & Lederman, S. J. (2006). Human hand function. Oxford 
University Press. 
Jones, L. A., & Sarter, N. B. (2008). Tactile displays: Guidance for their 
design and application. Human factors, 50(1), 90-111. 
Kaaresoja, T., & Linjama, J. (2005). Perception of short tactile pulses 
generated by a vibration motor in a mobile phone. In Eurohaptics 
Conference, 2005 and Symposium on Haptic Interfaces for Virtual 
Environment and Teleoperator Systems, 2005. World Haptics 2005. First 
Joint (pp. 471-472). IEEE. 
Kacznaarek, K. A., & Bach-Y-Rita, P. (1995). Tactile displays. Virtual 
environments and advanced interface design, 55, 349. 
Kahneman (2003). A perspective on judgment and choice: Mapping 
bounded rationality. American Psychologist, 58(9), 697–720. 
Kahneman, D. (2011). Thinking, fast and slow. Macmillan. 
Kahrimanovic, M., Tiest, W. M. B., & Kappers, A. M. (2010). Haptic 
perception of volume and surface area of 3-D objects. Attention, 
Perception, & Psychophysics, 72(2), 517-527. 
Kandel, E.R., Schwartz, J.H. and Jessell, T.M. (Eds.). (2000). Principles of 
neural science (4th ed.). New York: McGraw-hill. 
…
…
…
…
…
 
 56 
Kangas, J., Akkil, D., Rantala, J., Isokoski, P., Majaranta, P., & Raisamo, R. 
(2014). Gaze gestures and haptic feedback in mobile devices. In 
Proceedings of the SIGCHI Conference on Human Factors in Computing 
Systems (pp. 435-438). ACM. 
Kapur, P., Premakumar, S., Jax, S. A., Buxbaum, L. J., Dawson, A. M., & 
Kuchenbecker, K. J. (2009). Vibrotactile feedback system for intuitive 
upper-limb rehabilitation. In EuroHaptics conference, 2009 and 
Symposium on Haptic Interfaces for Virtual Environment and Teleoperator 
Systems. World Haptics 2009. Third Joint (pp. 621-622). IEEE. 
Karuei, I., MacLean, K. E., Foley-Fisher, Z., MacKenzie, R., Koch, S., & El-
Zohairy, M. (2011). Detecting vibrations across the body in mobile 
contexts. In Proceedings of the SIGCHI conference on Human factors in 
computing systems (pp. 3267-3276). ACM. 
Kiefer, M., Adams, S. C., & Zovko, M. (2012). Attentional sensitization of 
unconscious visual processing: Top-down influences on masked 
priming. Advances in Cognitive Psychology, 8(1), 50. 
Klauer, S. G., Dingus, T. A., Neale, V. L., Sudweeks, J. D., & Ramsey, D. J. 
(2006). The impact of driver inattention on near-crash/crash risk: An 
analysis using the 100-car naturalistic driving study data. 
Knapp, M. L., Hall, J. A., & Horgan, T. G. (2013). Nonverbal communication 
in human interaction. Cengage Learning. 
Kumar, S., Boone, K., Tuszyński, J., Barclay, P., & Simon, C. (2016). 
Possible existence of optical communication channels in the brain. 
Scientific reports, 6, 36508. 
Kwon, D. S., Yang, T. H., & Cho, J. (2010). Trend & prospects of haptic 
technology in mobile devices. In Industrial Electronics (ISIE), 2010 IEEE 
International Symposium on (pp. 3778-3783). IEEE. 
Lang, P. J., Greenwald, M. K., Bradley, M. M., & Hamm, A. O. (1993). 
Looking at pictures: Affective, facial, visceral, and behavioral 
reactions. Psychophysiology, 30(3), 261-273. 
Latash, M. L., Levin, M. F., Scholz, J. P., & Schöner, G. (2010). Motor 
control theories and their applications. Medicina (Kaunas, Lithuania), 
46(6), 382. 
Lécuyer, A. (2009). Simulating haptic feedback using vision: A survey of 
research and applications of pseudo-haptic feedback. Presence: 
Teleoperators and Virtual Environments, 18(1), 39-53. 
…
…
…
…
…
 
57 
Lederman, S. J., & Klatzky, R. L. (1987). Hand movements: A window into 
haptic object recognition. Cognitive psychology, 19(3), 342-368. 
Lederman, S. J., & Jones, L. A. (2011). Tactile and haptic illusions. IEEE 
Transactions on Haptics, 4(4), 273-294. 
Lee, S. C., & Starner, T. (2010). BuzzWear: alert perception in wearable 
tactile displays on the wrist. In Proceedings of the SIGCHI conference on 
Human factors in computing systems (pp. 433-442). ACM. 
Lee, H., Kim, J. S., Kim, J. Y., Choi, S., Jun, J. H., Park, J. R., ... & Kim, H. S. 
(2016). Mid-air tactile stimulation using indirect laser radiation. IEEE 
transactions on haptics, 9(4), 574-585. 
Lehar, S. M. (2003). The world in your head: A gestalt view of the mechanism of 
conscious experience. Psychology Press. 
Llinás, R. R. (2001). I of the vortex: From neurons to self (Vol. 50). 
Cambridge, MA: MIT press. 
Loh, K. K., & Kanai, R. (2014). Higher media multi-tasking activity is 
associated with smaller gray-matter density in the anterior cingulate 
cortex. Plos one, 9(9), e106698. 
Lopes, P., You, S., Cheng, L. P., Marwecki, S., & Baudisch, P. (2017). 
Providing haptics to walls & heavy objects in virtual reality by means 
of electrical muscle stimulation. In Proceedings of the 2017 CHI 
Conference on Human Factors in Computing Systems (pp. 1471-1482). 
ACM. 
Lumpkin, E. A., Marshall, K. L., & Nelson, A. M. (2010). The cell biology 
of touch. The Journal of cell biology, 191(2), 237-248. 
Lylykangas, J., Surakka, V., Rantala, J., Raisamo, J., Raisamo, R., & 
Tuulari, E. (2009). Vibrotactile information for intuitive speed 
regulation. In Proceedings of the 23rd British HCI Group Annual 
Conference on People and Computers: Celebrating People and Technology 
(pp. 112-119). British Computer Society. 
Lylykangas, Surakka, Rantala, & Raisamo (2013) Intuitiveness of 
vibrotactile speed regulation cues. ACM Transactions on Applied 
Perception (TAP), 10(4), 24. 
MacKenzie, I. S. (2012). Human-computer interaction: An empirical research 
perspective. Newnes. 
MacLean, K., & Enriquez, M. (2003). Perceptual design of haptic icons. In 
Proc. of EuroHaptics (pp. 351-363). 
…
…
…
…
…
 
 58 
Madden, M., & Rainie, L. (2010). Adults and cell phone distractions. 
Marois, R., & Ivanoff, J. (2005). Capacity limits of information processing 
in the brain. Trends in cognitive sciences, 9(6), 296-305. 
Mehrabian, A. (1980). Basic dimensions for a general psychological theory 
implications for personality, social, environmental, and 
developmental studies. 
Miller, G. A. (1956). The magical number seven, plus or minus two: Some 
limits on our capacity for processing information. Psychological review, 
63(2), 81. 
Miller, G. A., Galanter, E., & Pribram, K. H. (1986). Plans and the structure 
of behavior. Adams Bannister Cox. 
Miyazaki, M., Hirashima, M., & Nozaki, D. (2010). The “cutaneous rabbit” 
hopping out of the body. Journal of Neuroscience, 30(5), 1856-1860. 
Moehring & Froehlich (2011). Effective manipulation of virtual objects 
within arm's reach. In Virtual Reality Conference (VR), 2011 IEEE (pp. 
131-138). IEEE. 
Moseley, G. L., Gallace, A., & Spence, C. (2012). Bodily illusions in health 
and disease: physiological and clinical perspectives and the concept of 
a cortical ‘body matrix’. Neuroscience & Biobehavioral Reviews, 36(1), 34-
46. 
Muraven, M., & Baumeister, R. F. (2000). Self-regulation and depletion of 
limited resources: Does self-control resemble a muscle?. Psychological 
bulletin, 126(2), 247. 
Nasar, J. L., & Troyer, D. (2013). Pedestrian injuries due to mobile phone 
use in public places. Accident Analysis & Prevention, 57, 91-95. 
Naumann, A., Hurtienne, J., Israel, J. H., Mohs, C., Kindsmüller, M. C., 
Meyer, H. A., & Hußlein, S. (2007). Intuitive use of user interfaces: 
defining a vague concept. In International Conference on Engineering 
Psychology and Cognitive Ergonomics (pp. 128-136). Springer, Berlin, 
Heidelberg. 
Neely, G., & Burström, L. (2006). Gender differences in subjective 
responses to hand–arm vibration. International journal of industrial 
ergonomics, 36(2), 135-140. 
Nickerson, R. S., Elkind, J. I., & Carbonell, J. R. (1968). Human Factors and 
the Design of Time Sharing Computer Systems. Human Factors: The 
Journal of the Human Factors and Ergonomics Society, 10(2), 127-133. 
…
…
…
…
…
 
59 
Nordvall, M. (2013). The Sightlence game: designing a haptic computer 
game interface. In Digra international conference. DiGRA. 
Nukarinen, Raisamo, Farooq, Evreinov & Surakka (2014). Effects of 
directional haptic and non-speech audio cues in a cognitively 
demanding navigation task. In Proceedings of the 8th Nordic Conference 
on Human-Computer Interaction: Fun, Fast, Foundational (pp. 61-64). 
ACM. 
Nukarinen, Rantala, Farooq, & Raisamo (2015). Delivering directional 
haptic cues through eyeglasses and a seat. In World Haptics Conference 
(WHC), 2015 IEEE (pp. 345-350). IEEE. 
Nukarinen, Kangas, Špakov, Isokoski, Akkil, Rantala, & Raisamo (2016). 
Evaluation of HeadTurn: An Interaction Technique Using the Gaze 
and Head Turns. In Proceedings of the 9th Nordic Conference on Human-
Computer Interaction (article 43). ACM. 
Nukarinen, T., Kangas, J., Rantala, J., Pakkanen, T., & Raisamo, R. (2018). 
Hands-free vibrotactile feedback for object selection tasks in virtual 
reality. In Proceedings of the 24th ACM Symposium on Virtual Reality 
Software and Technology (p. 94). ACM. 
Ophir, E., Nass, C., & Wagner, A. D. (2009). Cognitive control in media 
multitaskers. Proceedings of the National Academy of Sciences, 106(37), 
15583-15587. 
Oulasvirta, Tamminen, Roto, Kuorelahti (2005). Interaction in 4-second 
bursts: the fragmented nature of attentional resources in mobile HCI. 
In Proceedings of the SIGCHI conference on Human factors in computing 
systems. ACM, 919-928. 
Oulasvirta, A., & Hornbæk, K. (2016). HCI research as problem-solving. 
In Proceedings of the 2016 CHI Conference on Human Factors in Computing 
Systems (pp. 4956-4967). ACM. 
Pakkanen, T., Lylykangas, J., Raisamo, J., Raisamo, R., Salminen, K., 
Rantala, J., & Surakka, V. (2008). Perception of low-amplitude haptic 
stimuli when biking. In Proceedings of the 10th international conference on 
Multimodal interfaces (pp. 281-284). ACM. 
Patestas, M. A., & Gartner, L. P. (2016). A textbook of neuroanatomy. John 
Wiley & Sons. 
Payette, J., Hayward, V., Ramstein, C., & Bergeron, D. (1996). Evaluation 
of a force feedback (haptic) computer pointing device in zero gravity. 
Proceedings of the ASME Dynamcis Systems and Control Division, 58, 547-
553. 
…
…
…
…
…
 
 60 
Pielot, M., & Rello, L. (2016). Productive, Anxious, Lonely-24 Hours 
Without Push Notifications. arXiv preprint arXiv:1612.02314. 
Posner, J., Russell, J. A., & Peterson, B. S. (2005). The circumplex model of 
affect: An integrative approach to affective neuroscience, cognitive 
development, and psychopathology. Development and psychopathology, 
17(3), 715-734. 
Post, L. J., Zompa, I. C., & Chapman, C. E. (1994). Perception of 
vibrotactile stimuli during motor activity in human subjects. 
Experimental brain research, 100(1), 107-120. 
Poupyrev, I., Maruyama, S., & Rekimoto, J. (2002). Ambient touch: 
designing tactile interfaces for handheld devices. In Proceedings of the 
15th annual ACM symposium on User interface software and technology 
(pp. 51-60). ACM. 
Prewett, M. S., Elliott, L. R., Walvoord, A. G., & Coovert, M. D. (2012). A 
meta-analysis of vibrotactile and visual information displays for 
improving task performance. IEEE Transactions on Systems, Man, and 
Cybernetics, Part C (Applications and Reviews), 42(1), 123-132. 
Pribram, K. H. (1991). Brain and perception: Holonomy and structure in 
figural processing. Psychology Press. 
Pribram, K. H. (2013). The form within: My point of view. Easton Studio 
Press LLC. 
Raisamo, R., Surakka, V., Raisamo, J., Rantala, J., Lylykangas, J., & 
Salminen, K. (2009). Haptic interaction becomes reality. Journal of 
Ambient Intelligence and Smart Environments, 1(1), 37-41. 
Raisamo, J., Raisamo, R., & Surakka, V. (2009). Evaluating the effect of 
temporal parameters for vibrotactile saltatory patterns. In Proceedings 
of the 2009 international conference on Multimodal interfaces (pp. 319-326). 
ACM. 
Raisamo, R., Nukarinen, T., Pystynen, J., Mäkinen, E., & Kildal, J. (2012). 
Orientation inquiry: a new haptic interaction technique for non-visual 
pedestrian navigation. In EuroHaptics 2012, International Conference on 
Human Haptic Sensing and Touch Enabled Computer Applications (pp. 
139-144). Springer, Berlin, Heidelberg. 
Raisamo, J., Raisamo, R., & Surakka, V. (2013). Comparison of saltation, 
amplitude modulation, and a hybrid method of vibrotactile 
stimulation. IEEE transactions on haptics, 6(4), 517-521. 
…
…
…
…
…
 
61 
Rantala, Kangas, Isokoski, Akkil, Špakov, & Raisamo (2015). Haptic 
feedback of gaze gestures with glasses: localization accuracy and 
effectiveness. In Adjunct Proceedings of the 2015 ACM International Joint 
Conference on Pervasive and Ubiquitous Computing and Proceedings of the 
2015 ACM International Symposium on Wearable Computers (pp. 855-
862). ACM. 
Riener, A., Ferscha, A., Frech, P., Hackl, M., & Kaltenberger, M. (2010). 
Subliminal vibro-tactile based notification of CO 2 economy while 
driving. In Proceedings of the 2nd International Conference on Automotive 
User Interfaces and Interactive Vehicular Applications (pp. 92-101). ACM. 
Riener, A., Chalfoun, P., & Frasson, C. (2014). The potential of subliminal 
information displays to change driver behavior. Presence: Teleoperators 
and Virtual Environments, 23(1), 51-70. 
Ro, T., Ellmore, T. M., & Beauchamp, M. S. (2012). A neural link between 
feeling and hearing. Cerebral cortex, 23(7), 1724-1730. 
Roberts, J., Yaya, L., & Manolis, C. (2014). The invisible addiction: Cell-
phone activities and addiction among male and female college 
students. Journal of behavioral addictions, 3(4), 254-265. 
Ryan, R. M., & Deci, E. L. (2000). Self-determination theory and the 
facilitation of intrinsic motivation, social development, and well-
being. American psychologist, 55(1), 68. 
Salminen, K., Surakka, V., Lylykangas, J., Raisamo, J., Saarinen, R., 
Raisamo, R., ... & Evreinov, G. (2008). Emotional and behavioral 
responses to haptic stimulation. In Proceedings of the SIGCHI Conference 
on Human Factors in Computing Systems (pp. 1555-1562). ACM. 
Salminen, K., Rantala, J., Laitinen, P., Interactive, A., Surakka, V., 
Lylykangas, J., & Raisamo, R. (2009). Emotional responses to haptic 
stimuli in laboratory versus travelling by bus contexts. In Affective 
Computing and Intelligent Interaction and Workshops, 2009. ACII 2009. 3rd 
International Conference on (pp. 1-7). IEEE. 
San Roque, L., Kendrick, K. H., Norcliffe, E., Brown, P., Defina, R., 
Dingemanse, M., ... & Rossi, G. (2015). Vision verbs dominate in 
conversation across cultures, but the ranking of non-visual verbs 
varies. 
Sand, A., Rakkolainen, I., Isokoski, P., Kangas, J., Raisamo, R., & 
Palovuori, K. (2015). Head-mounted display with mid-air tactile 
feedback. In Proceedings of the 21st ACM Symposium on Virtual Reality 
Software and Technology (pp. 51-58). ACM. 
…
…
…
…
…
 
 62 
Schramm (1954). How communication works. The process and effects of 
mass communication, 3-26. 
Seifi, H., & Maclean, K. E. (2013). A first look at individuals' affective 
ratings of vibrations. In World Haptics Conference (WHC), 2013 (pp. 605-
610). IEEE. 
Selden, S. T. (2004). Tickle. Journal of the American Academy of Dermatology, 
50(1), 93-97. 
Shannon, C. E., & Weaver, W. (1949). The mathematical theory of 
information. 
Shapiro, K. L., Raymond, J. E., & Arnell, K. M. (1997). The attentional 
blink. Trends in cognitive sciences, 1(8), 291-296. 
Steptoe, W., Steed, A., & Slater, M. (2013). Human tails: ownership and 
control of extended humanoid avatars. IEEE transactions on 
visualization and computer graphics, 19(4), 583-590. 
Stevens, S. S. (1957) On the psychophysical law. Psychological review, 64(3), 
153. 
Summers, I. R., Cooper, P. G., Wright, P., Gratton, D. A., Milnes, P., & 
Brown, B. H. (1997). Information from time-varying vibrotactile 
stimuli. The Journal of the Acoustical Society of America, 102(6), 3686-
3696. 
Summers, I. R. (2000). Single Channel Information Transfer Through The 
Skin: Limitations and Possibilities. In Proceedings of ISAC. 
Suzuki, Y., & Kobayashi, M. (2005). Air jet driven force feedback in virtual 
reality. IEEE computer graphics and applications, 25(1), 44-47. 
Swerdfeger, B. A., Fernquist, J., Hazelton, T. W., & MacLean, K. E. (2009). 
Exploring melodic variance in rhythmic haptic stimulus design. In 
Proceedings of Graphics Interface 2009 (pp. 133-140). Canadian 
Information Processing Society. 
Tabot, G. A., Dammann, J. F., Berg, J. A., Tenore, F. V., Boback, J. L., 
Vogelstein, R. J., & Bensmaia, S. J. (2013). Restoring the sense of touch 
with a prosthetic hand through a brain interface. Proceedings of the 
National Academy of Sciences, 110(45), 18279-18284. 
Tackmann, W., Spalke, G., & Oginszus, H. J. (1976). Quantitative 
histometric studies and relation of number and diameter of 
myelinated fibres to electrophysiological parameters in normal 
sensory nerves of man. Journal of neurology, 212(1), 71-84. 
…
…
…
…
…
 
63 
Tan, H. Z., Durlach, N. I., Reed, C. M., & Rabinowitz, W. M. (1999). 
Information transmission with a multifinger tactual display. Perception 
& Psychophysics, 61(6), 993-1008. 
Tan, H., Gray, R., Young, J. J., & Taylor, R. (2003). A haptic back display 
for attentional and directional cueing. 
Ternes, D., & Maclean, K. E. (2008). Designing large sets of haptic icons 
with rhythm. In International Conference on Human Haptic Sensing and 
Touch Enabled Computer Applications (pp. 199-208). Springer, Berlin, 
Heidelberg. 
Toennies, J. L., Burgner, J., Withrow, T. J., & Webster, R. J. (2011). Toward 
haptic/aural touchscreen display of graphical mathematics for the 
education of blind students. In World Haptics Conference (WHC), 2011 
IEEE (pp. 373-378). IEEE. 
Tsalamlal, M. Y., Ouarti, N., Martin, J. C., & Ammi, M. (2013). 
EmotionAir: Perception of emotions from air jet based tactile 
stimulation. In Affective Computing and Intelligent Interaction (ACII), 
2013 Humaine Association Conference on (pp. 215-220). IEEE. 
Tähkäpää, E., & Raisamo, R. (2002). Evaluating tactile feedback in 
graphical user interfaces. proceedings of Eurohaptics (Edinburgh, UK). 
van Erp, J. B., & Spapé, M. M. (2003). Distilling the underlying 
dimensions of tactile melodies. In Proceedings of Eurohaptics (Vol. 2003, 
pp. 111-120). 
van Erp, J. B., Van Veen, H. A., Jansen, C., & Dobbins, T. (2005). Waypoint 
navigation with a vibrotactile waist belt. ACM Transactions on Applied 
Perception (TAP), 2(2), 106-117. 
van Erp (2007). Tactile displays for navigation and orientation: perception and 
behaviour. Utrecht University. 
van Erp, J. B., Kyung, K. U., Kassner, S., Carter, J., Brewster, S., Weber, G., 
& Andrew, I. (2010). Setting the standards for haptic and tactile 
interactions: ISO’s work. In International Conference on Human Haptic 
Sensing and Touch Enabled Computer Applications (pp. 353-358). 
Springer, Berlin, Heidelberg. 
Vernon, D., Lowe, R., Thill, S., & Ziemke, T. (2015). Embodied cognition 
and circular causality: on the role of constitutive autonomy in the 
reciprocal coupling of perception and action. Frontiers in psychology, 6. 
Verrillo, R. T. (1979). Change in vibrotactile thresholds as a function of 
age. Sensory processes, 3(1), 49-59. 
…
…
…
…
…
 
 64 
Vohs, K. D., Baumeister, R. F., Schmeichel, B. J., Twenge, J. M., Nelson, N. 
M., & Tice, D. M. (2014). Making choices impairs subsequent self-
control: a limited-resource account of decision making, self-regulation, 
and active initiative. 
Vroomen, J., & Keetels, M. (2010). Perception of intersensory synchrony: a 
tutorial review. Attention, Perception, & Psychophysics, 72(4), 871-884. 
Waibel, A., Steusloff, H., Stiefelhagen, R., & Watson, K. (2009). Computers 
in the human interaction loop. In Computers in the Human Interaction 
Loop (pp. 3-6). Springer, London. 
Weingarten, C. P., Doraiswamy, P. M., & Fisher, M. (2016). A new spin on 
neural processing: quantum cognition. Frontiers in human neuroscience, 
10, 541. 
Welford, A. T. (1952). The ‘psychological refractory period’ and the 
timing of high‐speed performance—a review and a theory. British 
Journal of Psychology, 43(1), 2-19. 
Wetherell, M. A., & Carter, K. (2014). The multitasking framework: The 
effects of increasing workload on acute psychobiological stress 
reactivity. Stress and Health, 30(2), 103-109. 
Wickens, C. D. (2002). Multiple resources and performance prediction. 
Theoretical issues in ergonomics science, 3(2), 159-177. 
Wickens, C. D. (2008). Multiple resources and mental workload. Human 
factors, 50(3), 449-455. 
Wickremaratchi, M. M., & Llewelyn, J. G. (2006). Effects of ageing on 
touch. Postgraduate medical journal, 82(967), 301-304. 
Wiener, N. (1948). Cybernetics: Control and communication in the animal and 
the machine (p. 194). New York: Wiley. 
Zarkeshian, P., Kumar, S., Tuszynski, J., Barclay, P., & Simon, C. (2017). 
Are there optical communication channels in the brain?. arXiv preprint 
arXiv:1708.08887. 
Zavagno, D., Daneyko, O., & Actis-Grosso, R. (2015). Mishaps, errors, and 
cognitive experiences: on the conceptualization of perceptual illusions. 
Frontiers in human neuroscience, 9, 190. 
Zhang, Q., Dong, H., & El Saddik, A. (2016). Magnetic field control for 
haptic display: System design and simulation. IEEE Access, 4, 299-311. 
…
…
…
…
…
 
65 
Zimmermann, M. (1989). The nervous system in the context of 
information theory. In Human physiology (pp. 166-173). Springer, 
Berlin, Heidelberg. 
…
…
…
…
…
 
 66 
…
…
…
…
…
 
67 
Paper I 
Raisamo, R., Nukarinen, T., Pystynen, J., Mäkinen, E., & Kildal, 
J. (2012). Orientation inquiry: a new haptic interaction technique 
for non-visual pedestrian navigation. In EuroHaptics 2012, 
International Conference on Human Haptic Sensing and Touch 
Enabled Computer Applications (pp. 139-144). Springer, Berlin, 
Heidelberg. https://doi.org/10.1007/978-3-642-31404-9_24 
© Springer, 2012. Reprinted with permission. 
…
…
…
…
…
 
 68 
P. Isokoski and J. Springare (Eds.): EuroHaptics 2012, Part II, LNCS 7283, pp. 139–144, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 
Orientation Inquiry: A New Haptic Interaction 
Technique for Non-visual Pedestrian Navigation 
Roope Raisamo1, Tomi Nukarinen1, Johannes Pystynen1, Erno Mäkinen1, 
and Johan Kildal2 
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Abstract. Current mobile navigation systems often require visual attention. 
This may lead to both inconvenient and unsafe use while walking. In this paper, 
we are introducing orientation inquiry, a new haptic interaction technique for 
non-visual pedestrian navigation. In a pilot experiment, the orientation inquiry 
technique was compared to tactile icons used as vibration patterns indicating the 
direction of travel. The results suggest that both techniques are suitable for na-
vigation, but the participants preferred orientation inquiry to tactile icons. 
Keywords: Orientation inquiry, Pedestrian navigation, Tactile feedback, Way-
finding. 
1 Introduction 
Navigation using maps currently requires heavy use of the user’s eyes: the user needs 
to look at the map repeatedly during navigation. This heavy use of vision creates 
problems for any user, such as safety issues and cognitive overload. It may be dan-
gerous to walk along the streets while looking at the map when cars that are circulat-
ing around, or other pedestrians are coming from around the corner. For some users, 
such as persons who are blind or visually impaired, map-based navigation techniques 
are not usable at all. This group of users needs more than any other the help of loca-
tion information for navigation. 
The current solutions for non-visual navigation present two problems: 
(a) They require special hardware, such as belts, arrays of vibrotactile actuators, or 
3D audio equipment. 
(b) They overload the user cognitively with audio and/or haptic signals, which are 
relevant only sometimes, but need to be attended to all the time. 
Jacob et al. [7] listed four reasons to integrate haptics into navigation: freeing the eyes 
for other purposes, avoiding language barriers with global audiences, enabling faster 
decision-making, and reducing cognitive load. In a system by Ertan et al. [1], the user 
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was wearing a vest and a backpack. The system has been followed by many belt-like 
implementations [2,3,5]. The disadvantages of these prototypes are that they are not 
available to the wider audience and they require the user to carry an extra device.  
In the last few years, some haptic navigation aids have been developed for mobile 
phones. Lin et al. [4] introduced tactile icons for pedestrian navigation. Tactile icons 
are vibration patterns used to encode travel direction. Earlier work on tactile icons, 
such as Tactons [10, 12] and Haptic Icons [11] has shown that high recognition rates 
can be achieved with a small amount of training.  
Pielot et al. [6] presented PocketNavigator, a vibrotactile navigation system for 
Android phones. PocketNavigator’s key feature was continuous vibration feedback 
used as a tactile compass. NaviRadar [8] took further this kind of approach by intro-
ducing the ability to communicate directions in full 360° range. Only one tactile pat-
tern was used. Even though many research prototypes exist, no tactile navigation 
solution has become widely used by consumers. There is still room for innovation. 
This paper is organized as follows: First, we introduce the orientation inquiry and 
the use of tactile icons implemented as comparison. This is followed by description of 
the pilot experiment. The paper is concluded with a discussion and a summary. 
2 Orientation Inquiry 
A key feature of the orientation inquiry interaction technique is to provide tactile 
feedback on intersections. First, five short vibration bursts are given to get the user’s 
attention when approaching an intersection. When using the orientation inquiry the 
user can actively inquire the right direction by tilting the phone to the expected direc-
tion and by getting vibration feedback to verify the correct direction (see Fig. 1a). The 
user is the one initiating the additional guidance only when it is needed, while in ear-
lier solutions the guidance was initiated by the system. 
Fig. 1. (a) Orientation inquiry technique  (b) Visualization of tactile icons 
When using orientation inquiry, the user rotates the phone to different directions 
and the phone vibrates when it is rotated to the direction where the user should go. 
Vibration feedback (a 500 ms pulse) is given when the phone is rotated to the direc-
tion where the user should go. For example, if the user should turn left, when the user 
rotates the phone to the left, vibrotactile feedback is given. A rotation of 30° degrees 
is required to start the vibration. In measuring rotations, the initial orientation of the 
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mobile device is first determined and the rotation is measured in relation to this initial 
orientation. If the device is determined to be upside down, the coordinate system is 
reversed in calculating the directions. This makes the technique more robust indepen-
dent of the actual orientation of the device in the user’s hand. 
2.1 Proof of Concept Application for Pilot Evaluation 
The orientation inquiry technique was initially implemented for Nokia phones run-
ning Symbian^3 OS (such as Nokia C7-00). In addition, the application works on any 
Symbian Anna and Belle phones. It was programmed with the Qt framework using 
Nokia Maps. In Fig. 2a there is a snapshot of the route display. Fig 2b shows the se-
lection screen used by the test participants to enter the direction to walk in the simu-
lated laboratory test. It is not directly related to the non-visual interaction technique.  
Fig. 2. (a) Main view of the application (b) Testing device and testing application 
For comparison purposes, the direction information can be presented in two ways 
in the testing application, via orientation inquiry (Fig. 1a) and via tactile icons (Fig. 
1b). In this context, tactile icons are vibration patterns that are used to suggest where 
the user should go: left, right, forwards or backwards. A short burst (100 ms) followed 
by a 100 ms break and by a longer burst (400 ms), indicates that the user should turn 
right. Turning left is presented with a 300 ms burst followed by a 100 ms break and 
by a 200 ms burst. A short burst (250 ms) means going forward and a long one (1000 
ms) implies need to turn back. Tactile icons were designed to be as simple as distin-
guishable from each other as possible. 
When the application is launched, the user’s position is shown on the map (see Fig. 
2a). The destination can then be entered via the keyboard. After that the navigation 
can be started. In both techniques, vibration feedback is utilized for two purposes: to 
get the user’s attention when approaching an intersection and to direct the user to the 
…
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correct direction. Both tactile icons and orientation inquiry are utilized to express four 
directions: left, right, forward and backward.  
3 Pilot Experiment 
We carried out a pilot experiment in a laboratory setting where user navigated along 
simulated routes. The goal of the experiment was to evaluate the feasibility of the 
system. We were also interested in comparing the preciseness and pleasantness of the 
tactile icons and orientation inquiry. The navigation relied solely on haptics as head-
phones were used to prevent vibration sounds and no visual feedback was given.  
3.1 Procedure 
Six participants, 3 female and 3 male, took part in the pilot experiment. All partici-
pants were right-handed but one preferred left hand when using a phone. Before the 
actual experiment a pilot test with two participants was done.  
At first, participants were given general instructions and a short training session for 
the first interaction method. After that the actual navigation was carried out and then a 
short questionnaire was answered. When the task was finished, the procedure was 
repeated with the other method, excluding the general instructions part. After the 
tasks, a questionnaire was answered. A nine point scale was used to assess the tech-
niques (from -4 to 4). The different assessments can be seen in Fig. 3. 
The actual tests had two similar routes for both methods: one with 13 and the other 
with 15 turns. Half of the participants navigated first via tactile icons while the other 
half started with orientation inquiry. The routes were also counterbalanced. Partici-
pants could replay the tactile icons and repeat orientation inquiry in an intersection as 
many times as they wished. Directional arrow button was pressed to choose the direc-
tion and a continue button was pressed to confirm the choice and carry on.  
3.2 Results 
The preciseness of different methods was evaluated and compared to each other. All 
participants managed to navigate using orientation inquiry without errors. One partic-
ipant made four errors with tactile icons. In addition, the repeat count with tactile 
icons and orientation inquiry was compared. Participants made more repeats per turn 
with tactile icons than with orientation inquiry (0.47 vs. 0.30 on average). 
Assessing the techniques separately, navigation with orientation inquiry was de-
scribed as simpler (+3 vs. +0.7), easier (+3.2 vs. +1) and clearer (+2.7 vs. +0.7). 
Participants also thought that orientation inquiry was better (+2.2 vs. +1.3), more 
successful (+3.3 vs. +2.5), more creative (+3 vs. +2.2), more pleasant (+1.7 vs. +1) 
and more practical (+1.7 vs. +1.5). Fig. 3 illustrates the differences. However, Wil-
coxon’s signed rank test revealed that only the difference in the easiness of use was 
statistically significant (W = 0, p < 0.05), largely due to the small number of users in 
this pilot experiment. 
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The end-of-session questionnaires showed that five of the six participants found 
orientation inquiry more pleasant than tactile icons. Most participants commented that 
orientation inquiry was easier to remember and did not cause the same cognitive load 
as tactile icons. Orientation inquiry was seen as sufficient without visual feedback (4 
of 6 participants). Participants also commented that both techniques would be useful 
when visual feedback is not available. Only one of the participants said that she could 
not imagine using either technique for navigation. 
Fig. 3. Comparison of the techniques. A longer bar means more positive feedback. 
4 Discussion and Summary 
Orientation inquiry technique may be used with any mobile device that contains one 
haptic actuator and a sensor to measure the orientation of the device. The idea can be 
utilized with a portable device (handheld, worn on body, eye-wear) or built in a car.    
Our approach is the most similar to work by Lin et al. [4] as tactile icons are used 
to provide turn-by-turn feedback for the user. The major difference is that orientation 
inquiry utilizes an accelerometer found in many mobile phones. Another difference is 
that our method does not provide constant feedback: it is only given in intersections 
when requested by the user. Continuous feedback has been associated with increased 
cognitive workload [9], which can be avoided with the orientation inquiry technique. 
Another benefit from not using continuous feedback is saving energy which leads to 
improved battery performance. 
In this paper, we presented orientation inquiry, a haptic interaction technique de-
signed for pedestrian use. Tactile feedback was utilized to help the user navigate to a 
destination even when visual feedback is not available or it cannot be used. We pro-
posed a novel technique: orientation inquiry. Results from a pilot experiment were 
promising as orientation inquiry was clearly preferred to tactile icons by the partici-
pants. This paper presented a proof of concept for the new haptic interaction 
technique. Further research with more participants is needed to further confirm the 
positive effects observed the pilot experiment. 
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!Abstract—Navigation systems usually require visual or 
auditory attention. Providing the user with haptic cues could 
potentially decrease cognitive demand in navigation. This study 
is investigating the use of haptic eyeglasses in navigation. We 
conducted an experiment comparing directional haptic cues to 
visual cueing in a car navigation task. Participants (N=12) 
drove the Lane Change Test simulator with visual text cues, 
haptic cues given by the eyeglasses and haptic cues given by a 
car seat. The participants were asked to confirm the 
recognition of a directional cue (left or right) by pressing an 
arrow on a tablet screen and by navigating to the 
corresponding lane. Reaction times and errors were measured. 
The participants filled in the NASA-TLX questionnaire and 
were also interviewed about the different cues. The results 
showed that in comparison to the visual text cues the haptic 
cues were reacted to significantly faster. Haptic cueing was also 
evaluated as less frustrating than visual cueing. The haptic 
eyeglasses fared slightly, although not significantly, better than 
the haptic seat in subjective and objective evaluations. The 
paper suggests that haptic eyeglasses can decrease cognitive 
demand in navigation and have many possible applications. 
I. INTRODUCTION 
Navigation aids are widely utilized nowadays in many 
different contexts, for instance, in driving, cycling and 
walking. These navigation systems usually provide visual 
and auditory instructions. This can be detrimental for the 
user because the devices burden senses and attentional 
resources that are essential for behaving safely in traffic. 
Visual in-vehicle navigation information displays have been 
shown to negatively affect traffic safety [1, 2, 3]. Visual 
distraction caused by gazing at the navigator is a problem 
and processing 2D maps and their symbols also requires 
some cognitive effort. Auditory channel also has a 
disadvantage because noisy environments (e.g. traffic, 
music, conversations) can hinder its usability. Tactile 
channel on the other hand is rarely used in navigation and 
could evade some of the limitations that visual-audio 
systems have. Haptics work in noisy surroundings and free 
the eyes for more important purposes.  
What are effective ways to use haptics in navigation 
systems? This is the question we are trying to answer with 
our research. Navigation cues should be designed to be 
intuitive to minimize cognitive load, but previous studies 
have often not succeed in this effort [4]. Intuitiveness in this 
study is defined as stimuli automatically triggering the 
required response, therefore minimizing the need for 
*Research was funded by the Academy of Finland, project Haptic Gaze
Interaction, decision number 260026. More information: 
www.uta.fi/sis/tauchi/projects/hagi.html. 
Tomi Nukarinen (e-mail: tomi.nukarinen@uta.fi, phone: +358503185901), 
Jussi Rantala (jussi.e.rantala@uta.fi), Ahmed Farooq 
(ahmed.farooq@uta.fi), and Roope Raisamo (roope.raisamo@uta.fi) are 
with the University of Tampere, Kalevantie 4, 33014 Tampere FINLAND.  
directed attention. Studies in haptic navigation have often 
been focused on tactile icons, such as Tactons [5] and Haptic 
Icons [6]. While these studies show that recognition rates 
can be high with tactile icons, the icons still cause significant 
cognitive load. This means that some conscious processing 
happens between the stimuli and the response: the icons take 
time to interpret and require learning. One reason for the 
need of conscious processing might be that the tactile 
stimulations use one channel to provide messages. Splitting 
this single channel information in two or more channels 
could facilitate cognitive processing in certain situations like 
navigating. For instance, different directions can be 
displayed with different channels (e.g. left, right), 
corresponding to those directions. Thus, we define 
directional navigation cues in the present context as tactile 
stimuli given to one side of the body to alert of an incoming 
turn to the same side. Attention can be directed with simple 
directional cues like a tap on the shoulder while not 
increasing cognitive requirements of already demanding 
situations [4]. 
A study [7] using audio cues showed that conflicting 
message semantics and sound-source location led to an 
increased error rate. This resembles the most common 
approach in current navigation systems as all navigation 
cues come from the same direction. For instance, a navigator 
on the right side of a driver may instruct him to turn left. The 
use of simple directional cues (left and right) could be 
beneficial to reduce the cognitive requirements of using a 
navigator. As the information provided by these cues is quite 
simple, they could be combined with visual cues in real 
applications. Directionally congruent audio and haptic cues 
have been shown to increase performance [7, 8]. However, 
one study [9] found that compared to audio cues, haptic cues 
decreased performance. Another study [1] reported that 
haptic cues had similar performance as a conventional car 
navigation system. An earlier study [10] showed that while 
haptic cues were generally liked and resulted in faster 
performance than visual text cues, they also resulted in more 
errors than audio cues. The results concerning haptic 
navigation cues seem to be quite mixed and a highly 
effective solution is yet to be found. 
The present study will focus on car navigation. Current 
car navigation research has mainly concentrated on three 
types of tactile displays: tactile seats [10, 11, 12, 13], tactile 
belts [14, 15, 16] and tactile steering wheels [9, 17, 18]. An 
earlier work [10] used a haptic seat: cues were provided on 
the driver’s thighs. Using the seat had some advantages 
because cues could be accurately located on one side of the 
body. In addition the stimulus device could be integrated in 
the seat and have constant contact with the driver. A success 
rate of 94.9 % was achieved in the previous study’s [10] 
navigation task with the haptic seat.  
Delivering Directional Haptic Cues through Eyeglasses and a Seat* 
Tomi Nukarinen, Jussi Rantala, Ahmed Farooq, and Roope Raisamo 
Tampere Unit for Computer-Human Interaction, School of Information Sciences, University of 
Tampere, Finland 
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The study [10] brought up some issues concerning the
haptic seat. First, the cues can be confused with other
sources of vibration (e.g. mobile phone,
Clothing and seat texture between the skin and the
actuators also alters the vibrations. Second, some people
perceived the cues as unpleasant. One solution would be to
make the vibrations less potent. However, this woul
hinder the ability to detect the cues
environmental noise. Therefore, we decided to try
approach for this study. 
We are proposing a new type of tactile navigation
display: the haptic eyeglasses. Although helmet
tactile displays have been studied for military app
[19], the head area has not been studied before in the context
of car navigation. This area should be less prone t
vibrations in the environment (e.g. mobile phone)
eyeglasses can also have direct contact with the skin
with the seat. In addition, this allows us to use less powerful
vibrations which might help with the issue of
unpleasantness. The haptic eyeglasses can also provide cues
accurately to one side of the body and have constan
contact with the driver. The eyeglasses cannot
part of the car but this can also be seen as an advantage: for
instance, they could also be used in pedestrian navigation.
We compared two kinds of directional haptic cues to
visual text cues in this study. The text cues appeared on the
left field of vision, haptic cues on the driver’s temporal area
of the head (the eyeglasses) and the driver’s thighs (th
The goal was to have cues that are comfortable
cognitive demand in driving. Our research question was:
directional cues given by haptic eyeglasses and
less distractive than visual cues and what is the p
modality for the users in a navigation situation?
II. METHOD
A. Participants 
Twelve university students (8 male, 4 female, mean age
23, range 19-38 years) took part in the experiment. 11 of 12
the participants were right-handed. All had a normal
corrected vision and a normal sense of touch by their own
report. None of the participants wore eyeglasses
correction) in the test. All of them had a driving license and
they drove 2300 kilometers a year on average
kilometers). 
B. Apparatus 
The haptic eyeglasses were one of the two ways to
provide haptic cues. The eyeglasses designed originally for
use with gaze gestures [20] were based on a sunglas
with lenses removed. Three vibrotactile actuators (
Matsushita Electric Industrial Co., Japan, Figure 1c
attached to the frames so that two of them were mou
the tips of the temples and one on top of the bridg
Figure 1a). The total weight of the eyeglasses was 23 gram
The actuators were chosen mainly due to their sm
diameter of 0.8 cm that allowed easy placement to t
frames. The placement of the actuators was guided b
fact that the frontal and temporal regions of the h
sensitive to vibration [19] and also natural contac
when wearing eyeglasses. The actuators were attached
firmly to the eyeglasses so that the resulting vibration was
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felt mostly via the frames and not only through dir
contact with the actuators. An earlier study indica
users wearing the eyeglasses could distinguish between
stimulation from the left, front and right actuator
average accuracy of 85-100% [20]. 
The haptic seat was the second way to provide the haptic
cues (see Figure 1b). It was also part of the previous
experiment to study directional cues [10]. This prototype
provided haptic stimulation with integrated actuato
under the driver’s thighs. The prototype utilized t
HIAX25C10-8/HS voice coil actuators (
each leg), embedded into the lower part of the driver’s seat.
To increase the stimulation area, 
were fitted with a horizontal plastic extension of 15.2 cm
length. The HiWave actuators were powered by a
amplifier and a signal generator. For the purpose of th
experiment the signal generator was set to provide
sinusoidal wave at 170 Hz with a PK
amplitude value of 18.8V where the signal stimulati
was fixed at 80ms (barring residual vibrations).
apparatus was used to actuate the transducers attached to
eyeglasses. Hence the signal frequency, amplitude and
period were kept constant for both devices, because
ensured that the stimulation frequency was within the
resonance frequencies of both actuators.
To describe the rest of the setup
PC, a television, a gaming steering wheel and pedals for the
driving task and a tablet for the navigation task.
was located on the left side of the steering wheel
distance. The setup also contained a windshield to make the
driving experience more immersive.
shown in Figure 2a. Lane Change Test simulator
utilized for the driving task in the study
purposes. To present the navigation cues and to l
times we used self-implemented software
study [10]. 
Figure 1. (a) The haptic eyeglasses. (b)
the cushion removed. (c) The actuator used in
eyeglasses. (d) The actuators in
  ect skin 
  ted that 
   
  s with an 
     
     
    
 rs located 
  wo Hiwave 
 Figure 1d, one for 
     
the voice coil actuators 
    in 
    PWM 
    is 
    a 
 -PK(Peak to Peak) 
  on time 
  The same 
   the 
   time 
   this 
    
 
, it contained a desktop 
     
  The tablet 
  at arm’s 
     
 The whole setup is 
  [21] was 
 but not for analyzing 
   og reaction 
 as in a previous 
 The haptic seat with 
    the 
  the seat. 
 
…
…
…
…
…
 
84 
Figure 2. (a) The experiment setup. (b) The t
prompting a choice after a (visual text
C. Stimuli 
Cues were used to signal two directions: left and r
We designed the cues to both capture attention and
the driver to the right lane. Visual condition cons
blue boxes (11.5 x 5.5 cm) on the tablet screen
indicated the direction (left or right) in white letters. These
cues were shown in the center of the right side of the s
with no time limit (Figure 2). We did not want to u
as they were utilized as choice buttons (Figure 2)
would have given an advantage for the visual cues.
The haptic eyeglasses provided directional cues in
navigation task with 80 ms vibrations to 
temporal area of the head. The haptic seat prototype
identical cues (80 ms), a vibration given on the
left or right thigh indicating a turn. Design guidelines [22
suggest that signal burst duration should be betwee
150 ms. In addition, it has been suggested [19] that when
stimulating the head with vibration signal fr
not exceed 150 Hz to be comfortable. However, our internal
tests showed that 80 ms and 170 Hz was 
and comfortable enough for this purpose, while also having
less resonating sounds than some other combinations
Additionally, in our testing we employed mini
unidirectional piezoelectric sensors (Bestar FT
measure the vertical components of the vibration si
delivered to the point of contact for both the hapt
the eyeglasses. These were found to be 6.3 V and 760 mV
respectively, illustrating that the medium of signal
propagation played a considerable role in shaping
delivered stimulation [23]. However, we believe that the
integration of the applied signal did not affect th
ability to perceive the stimulus itself in any w
In each condition, participants chose the direction
pressing arrow buttons on the tablet’s screen. The
were arranged vertically making it practical to rev
 ablet screen 
) cue. 
   ight. 
  to guide 
 isted of 
 , which 
   
   creen 
  se arrows 
  and that 
  
   the 
the left or right 
 utilized 
 participants’ 
  ] 
 n 100-
    
equency should 
   
easily noticeable 
   
 . 
 ature 
 -20T-6) to 
 gnals 
 ic seat and 
     
   
  the 
   
 e user’s 
ay. 
  by 
  arrows 
  erse their 
positions, thus standardizing button location betwe
trial. If they had been arranged horizontally, right
condition would have been non-congruent in half of the
trials. 
C. Experimental Design 
Three tasks were carried out simultaneou
experiment: driving the Lane Change Test simulator
counting numbers and performing a navigation task
text cues (baseline condition) were 
conditions: directional cues with the 
the within-subjects independent variable was
As objective dependent variables we me
to the navigation cues, error rate in n
number count. 
Reaction time was the main objective measure indica
processing efficiency. Navigation errors
and non-congruent errors. Congruent errors were
where the participant both selected 
tablet and then a wrong lane in the LCT. In non
errors the participant chose the correct
made an error in the other task. 
increased by asking the participants to count numbers as i
has been shown that counting significantly affects
times in a driving task [24]. Wickens’ [25, 26
resource theory predicts that high cognitive load a
multiple tasks are needed to observe
differences in the tasks. 
As a subjective dependent variable we used the NASA
TLX questionnaire [27]. NASA-TLX is a workload rating
procedure with six subscales (range 1
physical demand, temporal demand, own performance,
and frustration. The participants were also
interviewed after the tests. We asked the participants to
name the most pleasant cue and tell why they chose
Figure 3a). Participants were also inquired if they
directional haptic cues given by 
navigation and why. 
C. Procedure 
The study was carried out in a laboratory where
participants were driving the Lane Change Test simulator
Driving the simulator only included driving a three
straight road and did not include following the LCT road
signs. Four different tracks were driven, one with each
condition and also one for practice. Participants w
counting numbers which consisted of counting forwar
seven numbers at a time (7, 14, 21…). Final
had the navigation task in the experimental conditi
choosing between left and right arrows on the table
based on the cues received. After this they had to
lane indicated by the cue and then come back to the
lane. This happened every 6-10 seconds, 16 times (8 lefts, 8
rights) in total. Arrow position was reversed for h
participants. Display modality order 
were also counterbalanced. 
Before the experiment participants
background form. After this they were
study and they could practice sensing the cues and
with the counting task. Participants were also allo
adjust seat distance to the steering wheel and peda
  en each 
 -left 
     
sly in the 
   [21], 
  . Visual 
compared to two haptic 
eyeglasses and the seat; 
  cue modality. 
 asured reaction time 
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Participants were told to imagine the arrows on the tablet as
turn signals they had to press before turning to th
hinted by the cue and then come back to the middle
The driving tasks for the three conditions were the
out. Reaction times and navigation errors were measured
during the tasks as well as counting errors and num
counted. NASA-TLX questionnaire was filled after each
driving task. After the experiment, an interview of
different methods was conducted. The experiment in
lasted around 30 minutes, 5-10 minutes for each condition.
III. RESULTS
A.  Interviews 
Seven participants (58 %) preferred haptic cues wit
eyeglasses (Figure 3a). The cues were described as clear (3
participants) and as easy to perceive (4 participan
participants also said that the cues allow their eyes and
attention to stay on the road. There were also ment
the eyeglasses are not practical (5) and that they are
uncomfortable to wear (4 participants). Three peopl
that head might be a better location than legs for the cues.
Overall, 58 % of the participants said they could imagine
using the cues for navigation. 
Cues with the haptic seat were preferred
three participants (25 %, Figure 3a). 
described the cues as easy (4), effective (2), and
they allow your eyes and attention to stay on the r
Negative aspects were also mentioned; three people
can miss the cues and two participants also felt th
distractive. All in all, 75 % of the participants said they
could imagine using the cues for navigation.
Two people (17 %) liked the visual cues 
3a). The most common mention (8 participants) was that
visual cues should be used together with haptic cue
reason the participants wanted visual cues was that
could verify the right direction at least in some o
the haptic cues are missed. Visual cues alone were
not liked: six people mentioned they make driving h
some ways when you have to concentrate on the navigator.
Figure 3. (a) The most pleasant navigation method.
Frustration. (c) Physical demand. (d) NASA
score. 
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-TLX total 
B. NASA-TLX 
Friedman tests were used to analyze NASA
questionnaire data. We found a statistically signif
difference in frustration (p =0.019, see Figure 3b). Error bars
on the figures present standard error of the mean.
comparisons for frustration were made with Wilcoxon
We found a statistically significant difference: vi
were more frustrating than cues with the
0.008) or the seat (p = 0.033).Other items in NASA
were not statistically significant; however, the di
physical demand approached statistical significance
0.058, Figure 3c) as did the total 
0.076, Figure 3d). In both cases, these near
results favored the haptic cues versus the visual c
haptic eyeglasses got the most favorable scores.
C. Reaction times, numbers counted, navigation errors
We used one-way repeated measures ANOVA and
Bonferroni-corrected post-hoc pairwise comparisons to
analyze the reaction times in the navigation task.
showed statistically significant differences betwee
conditions (p = 0.001). The results showed that compared
the visual text cues, participants reacted 470 ms faster using
the eyeglasses (p = 0.014) and 390 ms faster using the seat
(p = 0.042) (Figure 4a).  
Numbers counted were analyzed using Friedman tests.
Counting errors were subtracted from the number cou
statistically significant differences were found in
correctly counted numbers (p = 0.266, Figure 4b) or
navigation errors (p = 0.193, Figure 4c).
managed to count 39-41 numbers on average during the
drive depending on the condition.  
Navigation errors were also analyzed using Friedman
tests. Errors in pressing the wrong button and choo
wrong lane were added together: there were 9 congru
5 non-congruent errors (14 out of 576).
congruent errors were errors where the participant
the wrong button but chose the right lane afterward
happened only with one participant and only in the
condition. The amount of errors was fairly low
conditions (visual 1%, seat 4.2% and
turns). After deducting the non-congruent errors, the error
percentage for the seat was 1.6 %.
participants made a navigation error with the hapti
while one participant made an error with the visual cues.
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Figure 4. (a) Reaction times. (b) Number count
Navigation error percentage
IV. DISCUSSION AND CONCLUSIONS
We presented an experiment which shows that
cues with eyeglasses and a seat were processed faster than
visual text cues. Haptic directional cues may thus have a
lower cognitive demand than visual text
words, it could be argued that directional haptic c
more intuitive than a visual display. The h
also experienced less frustrating than the visual cues
participants said that the visual cues made 
you have to concentrate on the navigation instructions
which may explain the frustration. The resu
with a study [28] that reported faster response times and
lower frustration in target acquisition and robot n
tasks with tactile vs. visual display. 
There were no significant differences in the counti
task or navigation errors. One way to interpret t
although they exist, the differences of cognitive demand in
the different conditions are small. As the cues were shown
every 8 seconds on average while counting was
whole duration of the task, performance differences might be
too small to observe. The opposite might be true for
navigation errors: with a large enough sample
might result in significantly more errors than visu
This is due to their temporal nature and human erro
cognitively demanding situations, some
inevitably missed. 
The haptic directional cues were subjectively preferred:
83 % of the participants preferred the haptic cues to
visual cues. In addition, 83 % of the participants
would use directional haptic cues alone or combined to other
modalities. Similar results in subjective preference have
been obtained in a study with soldiers [
visual, audio and tactile navigation, 67 % of the s
preferred a tactile display. In this study, o
preferred the haptic cues, 70 % preferred the
of all participants 75 % could imagine using the ha
while the number for the eyeglasses was 58 %.
are similar to an earlier study [10]: haptic cues are widely
 . (c) 
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  haptic 
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29]; comparing 
   oldiers 
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 eyeglasses. Out 
  ptic seat 
  The results 
   
preferred over visual text cues, they 
subjective workload is somewhat lower. However,
study showed that haptic cues are also prone to errors and
the counting task showed no differences in workload
all, the results are mixed as in previous s
The eyeglasses were more 
frustrating, less physically demanding and also had
total workload than the seat (Figure 3)
were not statistically significant. The
slightly better in reaction times, the
and the total amount of navigation errors compared to the
seat (Figure 4). All results favored the
seat except for two: use in practice (58 % vs.
participants) and congruent errors (5 vs. 3)
comments of the participants, a major problem with the
eyeglasses was not the haptic cues but the prototype. Some
participants found the eyeglasses uncomfortable to wear and
not practical. None of the participan
their daily life which may have affected how they
experienced wearing them. Specifically, the
pressure on the nose which can feel uncomfortable
people. These things should be taken into account when
interpreting the results. It would be interesting to run the
same test with participants who habitually wear eye
This study has a few limitations
were young university students who did not wear eye
and therefore do not probably present the whole driving
population. Secondly, the study only included a high
cognitive load condition so the findings cannot be
generalized to low load conditions which might
different results. Thirdly, the study was done in a laboratory
environment that lacks many of the
environments which burden the
resources. Fourth, there are some
about the visual cues as text cues might differ from
widely used arrow symbols in terms of
This issue affects the generalizability
should be considered in possible future studies.
Navigating the environment consists of more than ju
left-right turns. Directional cues 
modalities to support them in practice
cues with visual cues was mentioned many times in t
interviews. This could be a promising approach. Dir
haptic cues could be used to replace audio cues in
that require instant responses. For insta
road and the approaching intersection is already in
driver’s field of vision. There are two benefits co
current audio systems. Haptics capture attention better than
audio in noisy environments and d
visual attention effortlessly to the right direction
cues could increase driving safety in situations th
demanding on the visual and auditory senses, as driving in
new and noisy environments. There are some design
implications for audio and visual cues also; they could be
located on the same side as the turns are.
The paper focused on car navigation but it is possible
that haptic eyeglasses would work
navigation (e.g. pedestrian, cycling
notification and warning purposes in general.
in the head area has mainly been studied for mi
are reacted to faster and 
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applications but it can also work for civilian purposes. 
Haptic smartglasses could be one way to seamlessly 
combine car navigation to pedestrian navigation. 
Smartglasses may become increasingly popular in the future 
with technological advances. This study suggests that haptic 
navigation with eyeglasses functions well and motivates 
future research on the topic. 
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ABSTRACT
Smart glasses equipped with eye tracking technology could be
utilized to develop natural interaction techniques. They could
be used to conveniently interact with an electronic appliance
in the environment from a distance. We describe a technique,
HeadTurn, that allows a user to look at a device and then con-
trol it by turning the head to the left or right. We evaluated
HeadTurn using an interface that linked head turning to in-
creasing or decreasing of a number shown on a display. The
task was to adjust then number to a given value. We studied the
optimal rate at which number should change once the angle of
head turn exceed a predefined threshold. We varied the rate of
change of the number (217, 290, and 435ms per change) and
the feedback (visual, haptic+visual). In the haptic condition, a
20 millisecond vibration was given through vibrating eye glass
frame with each number change. Participants completed num-
ber selections faster with shorter intervals but also overshot
the target more often. Seven out of 12 participants preferred
the middle number changing speed (i.e., 290 ms). There were
no statistically significant differences in task completion times.
The optimal change rate of the numbers seems to be a com-
promise between faster selection and overshooting. Haptic
feedback made the interaction slightly faster but the difference
was not significant. The participants rated their experience
with the technique as positive in general.
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INTRODUCTION
When people select an object for manipulation, be that on a
display for virtual objects or real world objects in the environ-
ment, they will usually start by directing their attention to the
object. In practice this often means looking at the object of
interest. Therefore, gaze-based pointing is a natural selection
tool in human-computer interaction. Implementing gaze-based
pointing requires that the target of gaze can be automatically
identified.
For long, researchers have studied how to utilize gaze-based
interaction (e.g. [28, 8, 22, 12]). Users with disabilities have
been a small, but important user group for gaze-based inter-
action techniques. It has also been recognized that situational
impairment makes everybody a potential user of gaze-based
user interfaces in some mobile situations. For example Sibert
et al. [22] state that: “Eye gaze interaction is a reasonable
addition to computer interaction and is convenient in situa-
tions where it is important to use the hands for other tasks.”
Another potential usage scenario is when controls are visible
but out of reach.
Besides physical and situational impairments, well-built gaze-
based interaction may be motivated by convenience. Gaze
tracking enabled glasses could be worn almost all the time.
Reaching a pocket for a mobile phone or finding the TV remote
control unit is often more difficult than gazing to initiate a
control sequence.
…
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Gaze-Based Interaction
The gaze tracking equipment is becoming more widely avail-
able and more affordable [6], making it possible to utilize
it in everyday interaction with computers (see, for example,
the Tobii EyeX1). Wearable gaze trackers are more difficult
to design and somewhat more expensive, but they also are
becoming more affordable [14].
The research on gaze-based interaction is increasingly focus-
ing on the mobile environment [18]. It is expected that gaze
interaction with mobile devices could partially compensate for
some of the problems in designing user interfaces for small
devices. However, practical implementations of gaze trackers
built into mobile devices are not yet available. One of the rea-
sons is that the visual cues that allow measuring the eye ball
orientation precisely are so small that very high camera reso-
lution and good lighting are needed for remote gaze tracking.
Eye tracking glasses have an advantage in that the cameras
can be placed much closer to the eyes. Thus, a tracker in the
glasses can fairly easily measure the orientation of the eye ball.
A head mounted tracker, however, needs to also observe the
world via a forward-looking camera and identify interactive
objects, map the gaze point onto these objects, and connect to
them to interact through a wireless network.
Instead of building such a smart tracker, the alternative is to
build an eye contact sensor in all objects. It has been shown
[23] that such sensors are relatively simple to build. However,
embedded eye contact sensors only allow eye contact detection,
whereas smart eye tracking glasses allow many other uses of
the gaze in addition to it.
Gaze-based input can be used in (at least) two roles (see, for
example, Huckauf and Urbina [7]). The first is to select the
object to be controlled by looking. The second is to initiate
a command by gaze. There are several possible methods of
giving commands by gaze. The best known methods are based
on dwell time [28] or gaze gestures [4]. Object selection is nat-
ural and straightforward. Looking at the object of interest is a
natural part of the behaviour when orienting one’s attention in
preparation to interact. Giving commands via eye movements
is more problematic because gaze-based interaction with ob-
jects is not a part of our usual behaviour. Regardless of how
the interaction technique is built, it will be somewhat artificial
and needs to be learned. Dwell time has been extensively stud-
ied [15] and it is in general use. Gaze gestures are less used
but in theory they offer a benefit of not requiring as accurate
gaze tracking as dwell based methods [10, 21].
Regardless of the way that the interaction is implemented, in
purely gaze-based user interfaces the gaze will have a dual
role (observe and interact). Because of this systems where
the object of interest is selected by gaze (looking) and then
manipulated by other methods have been studied. The manip-
ulation can be triggered in various ways, for example using a
keyboard [12] or doing finger gestures on a handheld touch de-
vice [26, 27]. These techniques are probably the most efficient
approach when a separate physical interaction device is avail-
able. The work in this paper relates to developing techniques
1http://www.tobii.com/en/eye-experience/
for situations where it is more convenient to interact using the
eye tracker data only. We are thinking of short interactions like
turning on the TV or another appliance, adjusting the volume
setting on speakers, fine-tuning the lighting in a meeting room,
opening a locked automatic door when carrying the groceries,
etc.
Head based control
Head movements are also a part of everyday life. Nodding
and head shaking are universally used gestures (albeit with
different meanings in different cultures). These gestures are
already present in infants aged 13-18 months [11]. If we use
movement patterns similar to these gestures, we will proba-
bly develop better interaction solutions than with less natural
techniques.
Head movements have been studied intensively as a means
for interaction, especially for controlling devices by disabled
users (see for example [2, 5, 13]). Crossan et al. used head
tilting for interaction in mobile situation for able-bodied par-
ticipants [3]. None of these studies included gaze tracking,
though. Mardanbegi et al. [16] and Špakov and Majaranta
[25] studied object selection based on simple head gestures
(gazing an object and using head nodding, head turns and head
tilting for selecting). To our knowledge these are the only stud-
ies where gazing was used together with head move detection
to implement an integrated control method. Špakov and Ma-
jaranta [25] studied head movements only to trigger an action
while gaze was used for pointing, while Mardanbegi et al. [16]
studied also a continuous control, changing the volume on a
tablet interface by a head tilt2. Following Mardanbergi et al.
[16] we suppose that the control method is indeed capable of
serving also for more complex interaction that would extend
beyond simple triggering.
Špakov et al. [24] corrected the cursor position by head move-
ments in a continuous way (similar to Jalaliniya et al. [9]).
The larger the head turn, the larger the cursor offset from the
position returned by the tracker. The work in this paper can be
seen as an extension for controls of the techniques by Špakov
et al. [24] and Jalaliniya et al. [9]) and adding to the existing
work by Mardanbegi et al. [16].
Haptic Feedback
Good feedback is especially important in gaze-based user
interfaces because the natural feedback from eye movements
is poor in comparison to manual operation of user interfaces.
Visual feedback is the usual method with most systems that
have a display. In some cases an audio feedback can be used,
to replace the visual feedback or to complement it. While
these two modalities cover most of the use cases, in some
situations they can not be used (no display, distractions for
gaze, too much noise, too quiet). A haptic feedback, based
on the sense of touch is then a good alternative. We included
haptic feedback in our experiments because earlier results [1,
10] showed that haptics can sometimes improve gaze-based
interaction by making it more efficient and pleasant.
2From the paper we assume that the amount of tilt is directly used to
define the amount of change in volume.
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Figure 1. The operating principle of the HeadTurn technique illustrated
with a volume control. The output volume of a sound system is changed
by first gazing the control such as a speaker (a) and then while keeping
the gaze on the control turning the head either left or right (b, c).
INTERFACE CONTROL BY GAZING AND HEAD TURNING
The new interaction technique, HeadTurn, is based on a gaze
tracker that can be used also to sense the head orientation
relative to the gaze direction. The idea is that the user of the
technique will gaze on a control (that can take any form) and
then turn his/her head either right or left to change the value
of the associated control parameter, as illustrated in Figure 1.
The technique is analogous to a rotary control. Gazing at the
control is analogous to touching the rotary knob. Turning the
head while keeping the gaze on the control is analogous to
turning the hand while it is in contact with the knob. If the user
stops gazing the control (removes the hand from the knob) the
head turn stops to have an effect on the control.
The head turn could affect the controlled parameter in var-
ious ways. The most obvious method is a “direct” control,
where the angle of the head turn is directly translated to a new
value. This seems to be the method that Mardanbegi et al.
[16] experimented with. For example, if the original param-
eter value at the start t = 0 is A0 and the angle of head turn
(relative to the original direction at the start) is αt , the new
parameter value would be At = A0 +βαt , where β is a scaling
factor. Another simple method would be a “variable speed”-
based control where the parameter’s change speed would be
controlled by the angle of the head turn. For example, if the
original parameter value at the start t = 0 is A0 and the angle
of head turn at time t is αt , the updated parameter value would
be At = A0 +∑ti=0 γαi, where summation starts from the time
of gazing, summation terms are observed at regular intervals
and γ is a scaling factor. In both methods the adjustment is
stopped by moving the gaze away from the control.
A variant of the latter method (“constant speed”) is to translate
the head turn angle to a fixed change speed using a step func-
tion. Employing such a step function requires users to first
make a sufficiently large headturn (αt > αthreshold) and hence
it is tolerant to small head turns that might happen involuntar-
ily or by accident. In this case the new parameter value at time
t would be At = A0 +∑ti=0 si where change speed si is defined
in Equation 1 by head turn angle αi.
si =
{
δ , αi ≥ αthreshold
−δ , αi ≤−αthreshold
0, otherwise
(1)
We experimented informally with different mapping functions
and found both “direct” control and “speed” control functional.
They have different strengths and weaknesses. Both also vary
in usability depending on the mapping function employed.
The “direct” control method allows very quick movements
across different values, but the resolution (how many values
can be separated) is limited by the accuracy of the tracking for
head turn. Under noisy tracker data it can be annoying to try
to hit a specific spot in the adjustment range. The “variable
speed” mode allows fast movements, but requires a careful
control when approaching target value. The “constant speed’
with sufficiently high threshold and low speed is very robust
to tracker noise, but frustratingly slow in moving across long
distances.
Feedback
In all interaction a timely and topical feedback is important
[19] for efficiency. HeadTurn will naturally generate feedback
in various ways, depending on the task that it is utilized for.
For example, if the controlled parameter is an audio volume,
the change in the volume is an obvious feedback. Similarly a
change in any visible parameter is a feedback. The system may
also be augmented with additional feedback to emphasize the
act of control. For example, tick sound at specific intervals, or
graphics showing the present setting on the range of possible
settings. In the studies described in this paper we used haptic
feedback. The details of the feedback methods that we used
will be described below.
THE EXPERIMENT: SELECTING A NUMBER
The goal of our experiment was to measure user performance
and usability of the HeadTurn technique in one of the simplest
configurations. Based on these results we would be able to
conclude if further work would be worthwhile. The “constant
speed”, being a simple method and modified as described
below, was the value control mode in this experiment. The
optimal speed value δ of the step function was not known. We
made it an independent variable in the experiment to find the
optimal value.
The task given to participants was to repeatedly find and select
a given target number using the HeadTurn technique. We
created an application where the user would see a number that
s/he can increase by gazing it and turning his/her head to the
right and decrease by gazing the number and turning his/her
head to the left. A screenshot of the application is shown in
Figure 2. The target number was shown above the controlled
number. Below the controlled number there was another box
that the participant had to look at to confirm that s/he had
found the target number.
When the participant was gazing the number and turned his/her
head far enough to either side the controlled number would
start changing. The first change would happen immediately
…
…
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Figure 2. Screenshot of the Experiment 1. The participant was expected
to look at the middle box, at the number, and either increase or decrease
the number by head turning to reach the target value, shown above the
box. The participant confirmed the selection by looking at the box below.
Figure 3. The schematics of the timing of value changes. The head turn
angle (upper part of the image) is observed and as soon as the angle
crosses either the upper threshold or the lower threshold the first value
change is triggered. After that, as long as the angle stays on the other
side of the threshold the value changes will be triggered with regular
pauses in between, except that the first pause is 1.5 times the length of
the regular pause. As soon as the head turn angle comes back to the
neutral area the value changes will be stopped.
when the head turn angle exceeded the threshold value. After
that the next changes would happen when the time from pre-
vious change would exceed a set time interval. However, the
first time interval that followed the first change was 1.5 times
as long as the regular time intervals to make it easier to change
the number by one. Adjustments by one were especially im-
portant when participants overshot or undershot the target. As
soon as the participant turned his/her head back (head turn
angle below the threshold) or would look elsewhere from the
control the number changing would stop. See Figure 3 for
schematics of the value change timing by head turns.
The length of the time interval between the number changes
was the first independent variable. The presence of haptic feed-
back was another independent variable. The haptic feedback
consisted of a haptic pulse that was given at the same time
as the number was changing. Haptic feedback has been used
successfully as a confirmation in other gaze-based interactions
Figure 4. The experimental setup. The gaze tracker was attached to the
bottom of the display. The haptic actuators were attached to the ends
of the temples of the glasses. The participant was expected to look at
the number in the middle box, and make that number match the target
value shown above the box by turning his or her head. The participant
confirmed the selection by looking at the box at the bottom of the display.
(e.g., in [10]) and we wanted to find out if it had any effect on
this new technique.
Participants
We recruited 12 participants (6 male, 6 female) from the uni-
versity community. The mean age was 33. All had a normal
self reported sense of touch. The participants had normal
or corrected to normal vision but seven of the corrected vi-
sion participants did not wear corrective eyeglasses during the
test. The reason was that the haptic actuators were attached
to an eye glass frame. Wearing their own glasses and the
haptic frame was not practical in most cases. All participants
confirmed that they saw the task display well enough even
without their glasses. Nine of the 12 participants had used
gaze tracking applications before this experiment.
Apparatus
We used Tobii EyeX3 gaze tracker to collect gaze data. The
tracker was attached to a separate 19 inch display where the
application was shown (see Figure 4) The experiment software
was a Microsoft Windows form application built using .NET
4.5 framework running in a PC with Windows 7.
The EyeX Engine4 provides the gaze coordinates on display
that we used to detect if the participant was looking at the
middle box. We used the eye position in the tracker’s cam-
era view to estimate the head turn angle in a manner similar
to Špakov et al. [24, 25]. Although this position does not
represent the head turn angle, it is linearly proportional to it
when the angle is small. To keep the angle estimation correct,
we instructed our participants to minimize their lateral head
movements during the experiment, and to use rotational head
movements only when they were changing the number.
The haptic actuators used in the experiment were attached
to a glass frame (see Figure 4), similar to the one used by
3http://www.tobii.com/en/eye-experience/eyex/
4http://www.tobii.com/en/eye-experience/dev/eyex-engine/
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Rantala et al. [20]. The haptic stimulus was felt behind the
ears where the glass bows touched the skin. The total weight
of the glasses was 23 grams. Tactile stimulation was given
using Minebea Linear Vibration Motors (LVM8, Matsushita
Electric Industrial Co., Japan). Pure Data (PD) software and a
Gigaport HD USB sound card were used to create the audio
signals sent to the actuators.
Haptic Stimuli
The actuators were driven using a 150 Hz sine wave. 150 Hz
is the upper limit of comfortable vibration frequency in the
head area [17]. The duration of the signal was set to 20 ms
so that the perceived sensation would resemble a tap, and not
be felt as vibration. The chosen stimulus duration was found
long enough to be felt by all participants in pilot testing.
Experimental Design
The experiment consisted of six different blocks, 20 trials each.
There were three different number changing time intervals, 217
ms, 290 ms, and 435 ms, with two feedback conditions, either
haptic feedback or no haptic feedback (a 3x2 design). The
corresponding maximum number change frequencies were
4.6, 3.45 and 2.3 changes per second. The fastest speed was
chosen in the pilot tests so that it would be almost too fast for
practical use. The slowest and middle speeds were 50% and
75% of the highest frequency.
The test was counterbalanced so that each participant got a
different order of the trials. There were exactly 6 ways to
order the timing conditions and two orders for the haptic/
no haptic blocks. The trials with the same number changing
speed were always done one after the other, but half of the
participants would start with haptic and the other half with no
haptic feedback.
Trial completion times and the number of corrections were
recorded for each condition. The trial completion time was
measured from when the target became visible to when the
gaze entered the confirmation box. Then number of corrections
was computed by subtracting the minimum amount of number
changes (110) from the observed number change count.
We used a nine point bipolar Likert scale (−4 to 4) for the
subjective evaluation of the technique. After each block the
participants assessed the technique on five or six scales (see
Table 1). A final survey was given after all the blocks. It
included one Likert scale item of pleasantness or unpleasant-
ness of the haptic feedback produced in the tests and a forced
choice to choose which number changing speed they preferred.
Finally, the participants were asked to write their comments
on the haptic feedback and preferred number changing speed.
Procedure
The session began by briefing the participant on the purpose
of the experiment. Then a consent form and a background in-
formation form were completed. The participants were seated
in front of a monitor with an eye tracker. The distance to
the monitor was approximately 30-50 cm. The eye tracker
was calibrated and the participants were familiarized with the
head turning technique. It was emphasized that a small head
rotation is all that is necessary to change the numbers and that
Attribute Extremes
Successfulness poorly - well
Easiness hard - easy
Pleasantness unpleasant - pleasant
Practicality impractical - practical
Number changing speed too slow - too fast
Haptics (if present) disadvantageous - advantageous
Table 1. Questionnaires in Experiment 1.
Figure 5. The block completion times in the Experiment. Completion
times were slightly higher without haptic feedback, but not significantly
so. The number changing frequency is shown below each column, as
well as the haptics condition. The completion times with middle speed
were about the same as with the highest speed.
they should try to avoid any extra movements during the trials.
During the introduction each participant tested the task with
haptic feedback to get a grasp of the technique.
The experimental task was completed as described above. The
target numbers in a block of trials included all numbers from
0 to 20 in a random order excluding 10 which was the starting
number. Before each block of trials the participants first com-
pleted 5 practice trials identical to the actual test trials. After
each block the participants rated it. The procedure described
was repeated for all the six test blocks. For each participant
the experiment took in total around 40 minutes.
Results
Objective measurements
Block completion times (sum of all trial completion times)
and average times per number change were used for analysis.
The block completion times (shown in Figure 5) varied nat-
urally with the different number changing frequencies. The
block completion times when haptic feedback was given were
slightly shorter than without haptic feedback, but no significant
differences were found (ANOVA).
The average time for a number change is shown in Figure 6.
The tendency towards faster actions with higher frequency is
…
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Figure 6. The average time per number change in the Experiment.
Figure 7. The ratio of extra number changes to the minimum number
of number changes needed (110). For example, for 10 extra number
changes the ratio would be 10/110 = 0.09. The amount of extra activity
grew with increasing number changing speed.
clearly visible. Again, there were no significant differences
between the haptic conditions (ANOVA). The number of cor-
rections per block is shown in Figure 7. The median number
of corrections increases with increasing number changing fre-
quency.
Subjective results
The participants’ overall experience of the head haptics was
positive (median 2, mean 1.6 on a −4 to 4 scale). Eight
of the twelve participants made positive evaluations of the
head haptics while two made negative and another two made
neutral evaluations. Seven of the twelve participants preferred
the middle number changing speed the most, three preferred
the fastest, one the slowest, and one could not decide.
Questionnaire answers were not significantly different be-
tween the conditions except in one case. This was "Subjective
evaluation of speed" (Friedman test, p < 0.001). The two
conditions with the lowest number changing interval resulted
Figure 8. The subjective evaluation results of “Speed”. The evaluations
of both of the slowest number changing speed conditions differ signifi-
cantly from all other conditions. The scale is from “too slow” -4 to “too
fast” 4.
in lower evaluations (Wilcoxon paired-samples test, p≤ 0.05)
in all cases than the four conditions with faster intervals (see
Figure 8). Most of the participants felt that the slowest speed
was too slow for the purpose.
Free form comments
Eleven of the twelve participants said that the haptic feedback
was helpful, useful, functional or appropriate for the tasks in
some way. Six participants mentioned some negative aspects
of the feedback, mainly the excessive amount of haptic stimu-
lation and delayed haptic feedback in higher number changing
speeds.
In free-form comments the middle number changing speed
was described as the most precise (4 participants). It was also
said to be the most versatile speed (2 participants) as it works
with or without haptic feedback and is good for small and
large distances. The slowest speed was said to be too slow
(4 participants) although one participant preferred it for its
precision. The fastest speed was liked by some because the
slower speeds were experienced too slow (2 participants).
DISCUSSION
With increasing number change rate, the task completion time
naturally decreases. However, overshooting the target value
also becomes more common when speed increases. The over-
all best results are a compromise between these two factors.
While the block completion times varied slightly the two fac-
tors almost balance each other; there were no significant dif-
ferences in the block completion times.
The subjective evaluation indicated that the middle speed in
the experiment was the most preferred. Seven out of twelve
participants mentioned it as the most preferred speed. The
slowest speed was judged too slow subjectively while num-
ber of error corrections seems higher for the fastest speed.
Between them the middle speed was obviously a reasonable
compromise.
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Overall, most of the participants reacted positively to the haptic
feedback. However, there were also some negative comments,
and probably the implementation details should be revised.
Important issues are, e.g. the responsiveness, to minimize any
delays, and the amount/strength of haptic feedback to avoid
annoyance.
Our experiment involved only adjusting integer values in a
range ±10. Instead of numbers the list that is traversed could
contain anything. For example, it could be a menu containing
commands. In such a case all menu items should be visible to
make finding the desired item easier.
The same technique would probably work also with an audi-
tory menu allowing the control of displayless devices. Based
on the work by Špakov et al. [24] also two-dimensional control
structures could be used. Speech input as well as input from
handheld devices could be combined with HeadTurn to cre-
ate even richer interaction possibilities. For instance, a crude
selection of some parameter scale could be done by speech,
e.g. looking an audio volume control and saying “loud”. Then
HeadTurn could be used to fine tune the selection, by looking
the control and turning head slightly.
Overall, we see a wide range of further possibilities in this
theme. However, additional work is required to refine the
interaction technique for natural contexts, which are often
mobile. More sophisticated implementations could benefit
from machine learning and from developing algorithms based
on user data. We emphasize that this study is mainly an initial
proof of concept.
CONCLUSION
This paper has two main contributions. First, the gaze tracker
based system built to control the parameter values in a given
range worked well. The participants tended to rate their ex-
perience as positive and were able to complete all trials. This
motivates further implementations and research in using head
turn interaction with smartglasses.
Second, the selection tasks were completed slightly faster
when the interval between number changes was shorter. On
the other hand, the participants also overshot the target more
with shorter intervals. As a good compromise, majority of
the participants (7 out of 12) preferred the middle number
changing interval (290 ms). Therefore, we conclude that 290
ms would be a good starting point for selection speed when
designing head turn interaction.
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ABSTRACT
Interactions between humans and virtual environments rely on
timely and consistent sensory feedback, including haptic feedback.
However, many questions remain open concerning the spatial loca-
tion of haptics on the user’s body in VR. We studied how simple
vibrotactile collision feedback on two less studied locations, the
temples, and the wrist, a"ects an object picking task in a VR en-
vironment. We compared visual feedback to three visual-haptic
conditions, providing haptic feedback on the participants’ (N=16)
wrists, temples or simultaneously on both locations. The results
indicate that for continuous, hand-based object selection, the wrist
is a more promising feedback location than the temples. Further,
even a suboptimal feedback location may be better than no haptic
collision feedback at all.
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• Human-centered computing → Virtual reality; Haptic de-
vices; Pointing; Empirical studies in HCI ;
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1 INTRODUCTION
As virtual reality is gaining popularity, it is increasingly relevant
to investigate how to augment VR environments with haptics. We
propose that it would be fruitful to study if simple haptic feedback
could improve the user experience and e#ciency of commercially
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available VR systems where virtual hand/3D cursor-based selec-
tion techniques are the norm. Haptic feedback has been found to
increase performance compared to visual only feedback in many
contexts of use [1]. Cheng et al. [2] showed that adding vibrotac-
tile feedback to visual feedback improved task completion times
in a grasping task. Moehring and Froehlich [3] demonstrated that
adding tactile grasping feedback improved interaction in a CAVE
and in using a head-mounted display. However, previous research
[4] indicates that even in VR the usefulness of haptics is situational.
We propose that the location of the feedback could be one such
situational factor.
The motivation of this study was to explore vibrotactile feedback
in VR for two less studied body locations that do not require a
hand controller. The main contribution is in evaluating vibrotactile
collision feedback in the wrist, and the temples for proximal, hand-
based object picking. Further, we demonstrate that in this speci!c
context, the temples may be a suboptimal location for vibrotactile
feedback.
2 METHOD
We explored the e"ect of vibrotactile collision detection feedback
(i.e., feedback when the controller collides with an object) in an
object picking act. There were four feedback conditions: visual only
(No Haptics), haptic wrist (Wrist), haptic temples (Temples), and
haptics on both the wrist and the temples (Both). We investigated
if there are di"erences in user preferences or the speed of the
interaction between the four feedback conditions.
16 volunteer participants (7 females, 9 males, mean age 37, SD 8.5,
range 24-52 years) from the university community took part in a
user experiment. Ten out of 16 participants had at least some earlier
experience of VR technology. One participant was left-handed, and
15 were right-handed. Five out of 16 participants wore eyeglasses
during the experiment.
We used a laptop PC, an HTC Vive VR headset, an HTC Vive
hand controller and Unity Virtual reality development environment
to set up the experiment. As vibrotactile actuators, we usedMinebea
Linear Vibration Motors (LVM8, Matsushita Electric Industrial Co.,
Japan). These actuators were chosen mainly because their small size
enables $exible use in di"erent locations. We vibrated the actuators
by sending audio signals from Unity to a Gigaport HD USB sound
card, which connected to an IMG Stage Line STA-1508 ampli!er.
The haptic actuators were attached to a Velcro wristband and the
HTC Vive headset (Figure 1). As Figure 1 shows, the actuators were
located on the upper side of the wrist and near the left and right
…
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Figure 1: One actuator was on the wrist (left). Two actuators
were on the participant’s temples (right).
Figure 2: The grey picking tray and the brown dropping con-
tainer (left). The visual collision detection feedback (right).
temples when worn by a user. As haptic feedback, we used 30 ms
vibrotactile stimulation driven using a sine wave with a frequency
of 150 Hz. We utilized an object color changing visual feedback
for the collision detection in all experimental conditions. (Figure 2,
right).
A single trial consisted of moving sixteen randomized cubes
from a tray to a separate container box (Figure 2, left) in a given
order. The purpose was to move the controller over a cube, get
feedback, press the controller trigger button to pick the cube, hold
and move it over the container and drop the object by releasing
the button. Each trial was repeated four times for each feedback
condition. As we had four feedback conditions, the participants
performed 256 (16 × 4 × 4) object picks in the experiment. The
participants answered a questionnaire about their experience after
the vibrotactile conditions using a scale from -4 to 4. Finally, we
asked the participants to put the four conditions in preference order,
and also explain why did they select the preferred method.
3 RESULTS
We analyzed six attributes of the vibrotactile feedback (control,
arousal, pleasantness, e"ectiveness, strength, and timeliness) us-
ing Friedman tests, and did further pairwise comparisons with
Wilcoxon tests. The Friedman tests showed statistically signi!cant
di"erences in the attributes control (p = 0.014), arousal (p = 0.043),
pleasantness (p = 0.017), and e"ectiveness (p = 0.004). The tests
did not show signi!cant di"erences for the attributes strength (p =
0.185) and timeliness (p = 0.819). Bonferroni-corrected Wilcoxon
tests showed a signi!cant di"erence on the feeling of control be-
tween the conditions Temples and Both (p = 0.045), and between
Temples andWrist (p = 0.036). The participants felt more control
in the conditions Both and Wrist than in the condition Temples.
There was also a statistically signi!cant di"erence on the feeling
of arousal (p = 0.027), pleasantness (p = 0.021), and e"ectiveness
(p = 0.006) between the conditions Wrist and Temples. The par-
ticipants rated the wrist feedback as more arousing, pleasant, and
e"ective than the feedback on the temples.
For the most preferred method, the order wasWrist (62.5 %), Both
(19 %), Temples (12.5 %), and No Haptics (6.25 %). For instance, 62.5 %
of the participants preferred the wrist condition the most. The
order for least preferred method was No Haptics (62.5 %), Temples
(25 %), and (Both) (12.5 %). We analyzed the di"erences on the
rankings with a Friedman test and found a signi!cant di"erence
(χ2(3) = 30.23, p < 0.001). Bonferroni-corrected Wilcoxon tests
showed signi!cant di"erences on the preference order between the
conditions Wrist (p = 0.012) and No Haptics, and between Wrist
and Temples (p = 0.024). The wrist feedback was signi!cantly more
preferred than either no haptics or haptics on the temples.
The most common comments about preferred feedback con-
cerned the wrist haptics and how it felt most natural or realistic (5
comments), and how touching the object with a hand was felt on
the hand (4). Also, wrist feedback was described as noticeable (2),
supporting visual feedback (2), and making the task easier (2). Con-
cerning combined feedback, two participants mentioned getting
better con!rmation. Further, two participants mentioned they could
not feel the temple feedback. One participant out of 16 preferred
visual feedback without haptics (condition No Haptics). The partici-
pant said that she felt more focused and faster without haptics. The
comments on haptics were generally positive, and the participants
said they would prefer to use the haptic feedback with VR devices.
For the trial completion time analysis, we did not identify outliers
and therefore used the average from the four trials. The data were
normally distributed, so we analyzed it with one-way repeated mea-
sures ANOVA. There were no statistically signi!cant di"erences
between the conditions (F3,13 = 0.19, p = 0.903).
4 CONCLUSION
In sum, the wrist seems a more promising feedback location than
the temples for continuous, hand-based object selection in a low
cognitive load environment. We reason that temple actuation could
be better for tasks with infrequent feedback, and when the tasks
are closely tied to gaze and head movement behavior. Finally, the
results suggest that a feedback location that is suboptimal for a task
may still be a better choice than no haptic feedback at all.
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