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Hydraulic structures continue to play a significant role in society’s diverse and challenging dependence on water.  
Hydraulic structures influence water conveyance, flood protection, energy production, and environmental and 
ecological impacts.  The 7th IAHR International Symposium on Hydraulic Structures (ISHS2018) provided a venue 
for exchanging knowledge and discussing key issues related to hydraulic structure research, performance, operations, 
maintenance, and community implications. This symposium series maintains a rich tradition of exploring 
advancements in the maximizing the benefits of hydraulic structure elements while working to reduce the associated 
challenges. Presentations and discussions were held on advanced tools and analysis, applications and case studies, 
and novel approaches to developing and implementing more effective, environmentally sound, and robust solutions.  
The goal of these ISHS2018 proceedings is to provide applicable state-of-the-art knowledge for use in hydraulic 
structure analysis and design by the engineering profession.  
 
Keywords: Hydraulic structures, hydraulics, society demands, engineering challenges 
1. Symposium Organization 
The 7th International Symposium on Hydraulic Structures was held the 14th-18th of May, 2018 in the SuperC building 
in Aachen..  A total of 108 individuals attended ISHS2018 representing 27 countries and 5 continents.  Organization 
efforts were handled by two committees: the Local Organizing Committee and the International Scientific Committee.  
The Local Organizing Committee consisted of 4 individuals (see following page) who worked closely with the 
Hydraulic Structures Technical Committee of the International Association of Hydro-Environmental Engineering & 
Research (IAHR) to organize this event.  The International Scientific Committee oversaw the technical program and 
publication of the proceedings.  ISHS2018 took place over 3 days and was preceded by two additional technical events 
(a short course on Open Channel Flow Basics  and a workshop on nonlinear weir design).  The Symposium included 
two days of technical presentations and the concluding event was a technical field tour on the third day.  Details are 
discussed in the following sections. 
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1.1. Short Course on Basics of Open Channel Flow 
Professor Hubert Chanson provided a short course on the basic principles of open channel 
hydraulics which was attended by 28 individuals from 8 different countries representing: Africa, 
America, Europe and Asia. 
 
The course offered an introduction to the hydraulics of open channel flows. The material was 
designed for undergraduate and postgraduate students in civil, environmental and hydraulic 
engineering, as well as young professionals and early-career researchers. It was assumed that the 
participants have had an introductory course in fluid mechanics and that they are familiar with 
the basic principles of fluid mechanics: continuity, momentum, energy and Bernoulli principles. 
 
The course developed the basic principles of fluid mechanics with applications to open channels. 
Open channel flow calculations are more complicated than pipe flow calculations because the 
location of the free-surface is often unknown a priori (i.e. beforehand). The workshop was 
structured as follows: 
 
1. Introduction to open channel flows 
2. Basic principles of open channel flows  
3. Application of the Bernoulli principle to open channel flows: short and smooth transitions 
4. Application of the momentum principle to open channel flows: hydraulic jumps, flow 
resistance, uniform equilibrium flow 





1.2. Workshop on Hydraulics of Nonlinear Weir Spillways 
A full-day workshop on the hydraulics of nonlinear weir spillways was organized and presented by Sebastien Erpicum, 
Brian Crookston, Blake Tullis, and Frederic Laugier (see Fig. 1).  The room capacity was fully completed with 20 
individuals attending this specialty workshop, which included summaries on labyrinth and piano key weir research, 
design techniques, implementation overviews, and challenge.  Attendees were provided with a 120-page binder that 





Figure 1.  Workshop session. Left: Presenting, Dr. Erpicum. Right: Laugier, Prof. Dr. Tullis, Prof. Dr. Crookston 
(from left to right).  
1.3. Technical Presentations 
Technical presentations (Fig. 2) were given Wednesday and Thursday, with two parallel tracks.  Presentations were 
approximately 20 minutes in duration, including questions at the end.  A total of 108 individuals attended this portion 
of the technical program.  14 technical sessions were held, each with one moderator.  Session moderators included: 
 
Moderators ISHS2018 
Prof. Dr. Fabian Bombardelli Prof. Dr. Mario Oertel 
Prof. Dr. Hubert Chanson Prof. Dr. Stefano Pagliara 
Prof. Dr. Brian Crookston Dr. Michele Palermo 
Prof. Dr. Tom de Mulder Prof. Dr. Artur Radecki-Pawlik 
Dr. Sébastien Erpicum Prof. Dr. Anton Schleiss 
Dr. Sherry Hunt Dr. Carsten Thorenz 
Dr. Sean Mulligan Prof. Dr. Blake Tullis 
    
Three invited keynote lectures were given: 
 
• Paul Schweiger, Gannet Fleming Engineering (manager of dams hydraulics section) – Topic: Lesson-to-be-
Learned from the Oroville Dam Spillway Incident. 
• Prof. Dr. Robert Boes, ETH Zürich – Topic: Multi-phase flow at hydraulic structures: water-sediment, air-
water, and water-structure-fish interaction.  
• Prof. Dr. Andreas Schmidt, Federal Waterways Engineering and Research Institute (BAW-Director) – 
Topic:  Modelling in Waterways Engineering-Expectations and Challenges. 
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Prof. Dr. Thanos Papanicolaou (University of Tennessee USA), Editor of the Journal of Hydraulic Engineering, 
gave a special lunch-time presentation on the state of the Journal presenting the latest news on the research 
publications output and performance indicators. Additionally, a Special Issue based on some outstanding works of 




Figure 2.  From left to right: technical session from Moderator’s desk; Paul Schweiger addressing Keynote 
1; and Symposium dinner reception. 
 
 
1.4. Field Tour 
The final day of the symposium included a technical tour of Eupen Dam and Water Treatment Plant (Belgium) and 
the Coo Pump-Storage Plant (Belgium) (see Fig. 3).  Approximately 60 individuals attended the tour.  Eupen dam and 
water treatment plant, which includes nanofiltration, have been an important source of clean drinking water in the 
region since 1951.  The Coo pump-storage plant was built between 1971 and 1979 to supports the Tihange 
nuclear power plant located next to river Meuse. It has a generation capacity of 1,164 MW with 6 pump-
turbine groups located in an underground cavern. Two upper reservoirs provide a combined storage capacity 
of 8.5 million m3 and are located 279 m above the lower reservoir. The plant is operated by ENGIE company 
and is a key component of the overall power production system in which intermittent renewable energy 







Figure 3. Group picture in front of the Eupen dam alternating stepped spillway. 
1.5. Awards 
ISHS 2018 was the inaugural year of the Philip H. Burgi Best Paper Award, awarded to the best paper of the 
Symposium.  The ISHS2018 Philip H. Burgi Best Paper award was giving to Dr. Svenja Kemper.  Schnabel 
Engineering (USA) donated an iPad to accompany the award.   
 
The program also included a welcome reception and a closing ceremony and dinner.  Announcement of the Best Paper 
award winner was part of the closing dinner program.    
2. Symposium Proceedings 
2.1. Peer Review Process 
All papers published in the Proceedings and have been thoroughly peer-reviewed for technical quality and presented 
at ISHS2018.  The Proceedings were published by Utah State University and are available open access at 
http://digitalcommons.usu.edu/ishs/2018/.  Each manuscript includes the ISBN of the Proceedings as well individual 
direct object identifiers (DOI).  Each manuscript is indexed by Scopus and Compendex and available to users through 
the USU digital commons portal pursuant to a Creative Commons Attribution-NonCommercial CC BY 4.0 license.  
The ISHS2018 Scientific Committee was comprised of the following individuals: 
 
 vi 
International Scientific Committee ISHS2018 
 
  Chair: Blake P. Tullis, Vice-Chair: Daniel B. Bung  
1 Markus Aufleger  18 Helge Fuchs 35 Mario Oertel  
2 Antonio Amador  19 Rafael García- Bartual  36 Stefano Pagliara 
3 Robert M. Boes  20 Nils Goseberg  37 Michele Palermo  
4 Fabian Bombardelli  21 Carlo Gualtieri  38 Michael Pfister  
5 Benoit Blancher  22 Sherry Hunt  39 Artur Radecki- Pawlik  
6 Duncan Borman  23 Robert Janssen  40 Anton Schleiss  
7 Didier Bousmar 24 Svenja Kemper  41 Andreas Schlenkhoff 
8 José María Carrillo  25 Matthias Kramer  42 Lukas Schmocker   
9 Rita F. de Carvalho  26 Joseph H.W. Lee  43 Frank Seidel  
10 Luís Castillo  27 Eric Lesleighter  44 Sandra Soarez- Frazao  
11 Oscar Castro- Orgaz  28 Amparo López- Jiménez  45 Vallam Sundar 
12 Giovanni de Cesare  29 Arturo Marcano  46 Carsten Thorzen 
13 Hubert Chanson  30 Jorge Matos  47 Peter Troch  
14 Benjamin Dewals   31 Tom de Mulder  48 Daniel Valero   
15 Sébastien Erpicum  32 Sean Mulligan 49 Roman Weichert  
16 Brian Crookston  33 Frederic Murzyn   50 Youichi Yasuda  
17 Stefan Felder  34 Ioan Nistor 51 Jinhai Zheng 
 
Under direction of the co-chairs, a formal and rigorous blind peer-review was conducted for each submitted manuscript 
by reviewers made up of the ISHS2018 International Scientific Committee.  The International Scientific Committee 
was comprised of international experts in field of hydraulic structures.   
The Call for Papers was issued in 2017; in response, 146 abstracts were received by 1 September 2017.  All abstracts 
were reviewed; of those accepted, 89 full draft manuscripts were received.  All received manuscripts were reviewed 
by a minimum of two reviewers. Special acknowledgements to Dr. Blake Tullis and Dr. Daniel Bung for their 
contributions to this effort. 
 
Reviews were uploaded into the USU ISHS2018 repository through digital commons and made available to authors.  
The authors were sent instructions for access and requested to revise their manuscripts in accordance to the reviewers; 
comments and recommendations by the Scientific Committee Chair and Vice Chair.  The final number of revised 
papers accepted for presentation was 77.  However, one manuscript failed to be presented in Aachen during ISHS 
2018 technical sessions; a requirement for publication in the Proceedings.  As a result, only 76 manuscripts have been 
published and included in the Proceedings.  In addition, extended abstracts by the three invited keynote lecturers have 
been included with the full manuscripts, to document their participation and important contribution to ISHS 2018.  
These 3 individuals were: 
 
 Mr. Paul Schweiger, Keynote Speaker  
Prof. Dr. Robert M. Boes – Keynote Speaker 
Prof. Dr. Andreas Schmidt – Keynote Speaker 
 
 
The publication of the proceedings marked a significant contribution of this event, involving about 214 authors from  
countries and 5 continents.  Furthermore, the event website (www.ishs2018.fh-aachen.de) to date, has received 
approximately 10,000 page views. 
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2.2. Proceedings Reference 
The Proceedings were published by Utah State University and is available open access at 
http://digitalcommons.usu.edu/ishs/2018/.  The full bibliographic reference for the ISHS2018 symposium proceedings 
is: 
 
Tullis, B.P. and Bung, D.B. (Eds.) (2018).  Hydraulic Structures Symposium. 7th IAHR International Symposium on 
Hydraulic Structures, Aachen, Germany, 14-18 May. (pp. i-732). ISBN 978-0-692-13277-7. 
 
Each paper of the proceedings includes a cover sheet that includes the correct manuscript reference, such as: 
 
Tullis B.P. and Bung, D.B. (2016).  Hydraulic Structures Symposium-ISHS2018 in Perspective.  
In B.P. Tullis and D.B. Bung (Eds.), Hydraulic Structures Symposium. 7th IAHR International 
Symposium on Hydraulic Structures, Aachen, Germany, 14-18 June (pp. i-viii). doi:	
10.15142/T3WH2B 
 (ISBN 978-0-692-13277-7). 
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1. Introduction
In early February 2017, the tallest dam in the United States made international news when its service spillway began 
to experience problems, and live video footage showing chunks of concrete from the spillway structure being hurled 
in the air as the spillway disintegrated from high velocity flows.  In response to this emergency, an immediate decision 
was made to discontinue using the service spillway by shutting the crest gates and allowing the reservoir to rise and 
activate the adjacent auxiliary (emergency) spillway for the first time in the project’s 50-year history.  This action led 
to unexpected severe and rapid erosion and deep head-cutting of the terrain immediately downstream of the emergency 
spillway control structure, threatening control structure stability, and resulting in the precautionary evacuation of 
approximately 188,000 downstream residents.     
Since the occurrence of this event, hundreds of millions of dollars have been spent to implement emergency repairs 
to both spillways.  The repairs to the spillways involve the implementation of state-of-the-practice fast-tracked designs 
using physical and numerical model studies and extensive onsite investigations.  Cutting-edge construction techniques 
are being employed on a massive scale including the use of secant pile cutoff walls and high-strength roller-compacted 
concrete.    
Concurrent with the emergency spillway repairs, an Independent Forensic Team (IFT) of expert engineers was 
engaged to complete a thorough investigation of the incident and report on the chain of conditions, actions, and 
inactions for various stages of the project (pre-design, design, construction, operations and maintenance) that resulted 
in the damage to the spillways.  The IFT’s report was released on January 5, 2018 and provides important insights and 
lessons to be learned from this incident, with an emphasis on understanding the human factors and several important 
industry-level lessons that apply to dam safety practice in the United States.   
2. Lessons-to-be-learned
This presentation will provide an overview of the incident with a brief explanation of the chronology of events that 
led to the evacuation of downstream residents.  The root causes of the damage to the spillways will be explained.  Key 
lessons-to-be-learned from the incident will discussed.  The presentation will conclude with a discussion of the main 
design and construction features for the emergency recovery of the spillways.   
Two primary lessons learned that will be discussed and emphasized during the presentations include: 
“An extended period of apparently successful operation does not indicate an equally successful operation in the 
future.”, and  
“Comprehensive periodic reviews of original design and construction, taking into account comparison with the 
current state of the practice, are needed for all components of dam projects.” 
Key Reference 
Independent Forensic Team Report – Oroville Dam Spillway Incident, January 5, 2018;  
https://damsafety.org/sites/default/files/files/Independent%20Forensic%20Team%20Report%20Final%2001-05-18.pdf 
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1. Introduction
In many industrialized countries a considerable share of today’s hydraulic infrastructure was constructed during the 
economic boom following World War II. Irrigation and drinking water transfer systems, reservoirs, hydropower dams 
and systems, river training works, flood protection infrastructure, etc. have aged considerably since then, often 
reaching the end of their design life and thus needing refurbishment. Today’s requirements in terms of safety, 
durability, economy and ecology have resulted in new challenges in the design and construction of hydraulic 
infrastructure. Sediment issues like reservoir sedimentation have increased in importance after decades of operation, 
so that measures to mitigate their effects are needed (Fig. 1). High-speed flows in dam safety related structures result 
in significant aeration and require an adequate design to increase operational safety. Moreover, the impact of hydraulic 
structures on the aquatic fauna has gained considerable attention in today’s water legislation, demanding for example 
for undisturbed fish migration across transverse structures such as weirs, sills and hydropower plants in up- and 
downstream directions. As a consequence, the interdisciplinary domain of ethohydraulics has recently emerged, 
combining the behavior and response of the aquatic fauna – particularly of fish – to the hydraulic signatures created 
by the flow. 
Figure 1: Aggradation pattern in Gries reservoir, Switzerland, with lowered reservoir level during construction works at the dam 
(on the left) on 2 July 2015 (Photo: D. Ehrbar) 
2. Outline of keynote lecture
At the Laboratory of Hydraulics, Hydrology and Glaciology of ETH Zurich, a number of research projects deal with 
the challenges mentioned above, and main findings are given in the keynote presentation.  
Sediment bypass tunnels and channels are a means to counter reservoir sedimentation and to reestablish sediment 
continuity at reservoir dams. Due to intense loading by sediment-laden high-velocity flows, their invert wear is 
considerable and costly. To lower maintenance and refurbishment costs requires both an optimum hydraulic design 
and the use of abrasion-resistant invert materials. The state-of-the-art abrasion models are presented and discussed 
based on both laboratory and field studies. 
Bottom outlets are key safety devices of high-head dams serving the main purpose of controlling the reservoir water 
level. The high-velocity free-surface flow downstream of the bottom outlet gate leads to considerable air entrainment 
and air transport. To avoid negative pressures and consequently prevent problems with gate vibrations, cavitation and 
flow chocking, a sufficient amount of air has to be supplied through an aeration chamber. Existing approaches to 
predict the air demand of bottom outlets show a large scatter and the knowledge on the transition from free-surface to 
fully pressurized flow is still scarce. The overarching goal of an ongoing study is to improve design guidelines by 
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means of a systematic large-scale physical model investigation. In addition, numerical simulations are performed and 
field experiments are conducted at two Swiss high-head dams to tackle the important issue of scale-effects. Recent 
results are presented in this keynote. 
Downstream fish migration is a relatively novel domain in hydraulic engineering, requiring new solutions to protect 
descending fish from becoming injured, for instance at hydropower turbines. The use of mechanical protection systems 
like fine-screened horizontal bar racks or of behavioral systems like vertical bar racks, both combined with bypasses 
as alternative migration corridors, is a promising concept, for which there are still a number of open questions: What 
are the head losses of such structures, especially when parts become obstructed by floating debris? How can the 
guiding efficiency for endemic potamodromous species be optimized in terms of layout and hydraulics of racks and 
bypasses? How can sedimentation in front of these fish guiding structures be prevented? How can the racks be 
efficiently cleaned even for very long structures at large hydropower schemes? New findings of ethohydraulic studies 
at VAW that tackle these issues will be presented. 
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1. Introduction
The German Federal Waterways and Shipping Administration (WSV) is responsible for the construction, operation 
and maintenance of the German waterways, with inland waterways of a length of 7,350 km. The WSV is in charge 
for some 290 weirs, 450 lock chambers, 500 culverts, 1,600 bridges, 15 canal bridges, 11 barrages, 4 ship lifts and 
numerous other structures, such as groynes and riprap designed to support inland navigation. 
In the expansion, operation and maintenance of federal waterways, all sectors of waterway engineering are in 
demand. The new construction of a lock, such as the currently planned lock Lüneburg at the Elbe side channel, 
requires expertise amongst others in the fields of construction engineering (construction, structural engineering, 
building materials, hydraulic steel construction), geotechnical engineering (subsoil, groundwater), hydraulic 
engineering (filling and emptying systems) and driving dynamics (entry and exit conditions). In all these areas, 
modelling, especially in the planning phase, is a central and indispensable method of investigation. 
As waterways engineering consultant and expert, the Federal Waterways Engineering and Research Institute (BAW) 
supports the WSV and the Federal Ministry of Transport and Digital Infrastructure (BMVI) in the development and 
construction and the operation and maintenance of the waterways in Germany. In order to maintain and improve the 
quality of its consulting services, the BAW conducts research and development projects (R & D) in the entire 
spectrum of waterways engineering, including across disciplines. 
2. Challenges on Federal Waterways
The major challenges facing waterway engineers today are the overaging of a great part of the hydraulic 
infrastructure, the trend towards larger vessels, the ongoing erosion processes in the free flowing parts of the rivers, 
the optimization of river training and sediment management and the potential impacts of climate change on 
navigation. In addition, there is a growing need to consider environmental issues, e.g. from the European Water 
Framework Directive. Green shipping and the topic of digitalization and automation are further major challenges. 
2.1. River Engineering 
Even though the numerical simulation models as a result of the continuously increasing computing power and 
further developments in recent years have developed into powerful tools that are indispensable for task processing, 
there is still a considerable need for development. For example, it is important to significantly increase the 
computational efficiency of multidimensional numerical methods in order to be able to carry out long-term 
simulations over many decades within tolerable computation times.  
Processes such as the start of bed load transport, transport over a solid bed or sediment transport in the form of 
dunes are not yet sufficiently understood and are therefore still described using empirical approaches and thus 
always with limitations in terms of scope and predictive quality of the modelling. For this purpose further 
investigations are necessary, also to take account of three-dimensional flow effects.  
It is also important to consider the grain size composition of the subsoil by means of improved multi-layer models 
for a reliable prediction of the bottom development. Last but not least, there is a great need to quantify the 
uncertainties in the model results by methods of reliability analysis in order to better assess the quality of the impact 




2.2. Ecological Connectivity 
In the tasks of ecological connectivity, high-resolution three-dimensional flow modelling for the investigation of 
findability and passability of fish passages play a central role. Corresponding building-related modelling, to simulate 
pool hydraulics or the hydraulics of special structures (e.g. distribution basins), require experience in the field of 
turbulence modelling as well as sufficiently large computing resources. At the BAW, these three-dimensional flow 
modelling is nowadays a standard task. In contrast, the modelling of the highly turbulent underwater of a 
hydropower plant for hydraulic assessment of the entry situation (the attraction flow of the fishway in competition 
with the power plant outflow) remains to be a challenge. The continuous development of the modelling of these flow 
processes is therefore a focus of the work of the BAW (Gisen et al. 2016). 
Another challenging research task in this field is also the development of numerical methods that allow to simulate 
fish behavior in different hydraulic environments, e.g. on the basis of an individual-based modelling (so-called 
agent-based models). Such a model would make it possible to evaluate a large number of different variants with 
comparatively little effort in the planning phase of a fishway. 
2.3. Hydraulics at structures 
High-resolution three-dimensional flow modelling plays a central role in the hydraulic engineering studies at 
structures. The hydraulic issues that arise in the process of filling a lock, for example - at what speed the lock 
chamber can be filled, how appropriate valve schedules must be designed, etc. - can today be reliably answered on 
the basis of corresponding modelling experience (Thorenz 2010). This also applies to questions about the efficiency 
of weir systems. 
On the other hand, challenges for a numerical simulation arise in processes involving fluid-structure interaction, in 
the movement of solid bodies in the flow, as well as in problems involving multiphase flows. The simulation of 
vibration phenomena, which can occur, for example, with over- or underflowed deformable or elastically mounted 
bodies with high damage potential (e.g. weir closures or sealing seals), requires a coupling of flow and structural 
mechanics approaches. 
Within the framework of an interdisciplinary research project investigating the causes, effects and remedial 
measures of flow-induced vibrations in hydraulic steel engineering, one of the goals is to simulate typical vibration 
phenomena using numerical methods. 
One of the most challenging tasks is the numerical simulation of the motion of solid bodies in the flow. This 
concerns both the modelling of a moving ship and the modelling of ship movements when filling a lock, as well as 
the determination of the hydrodynamic forces acting on the ship. To successfully model ship motion with a grid-
based method, it is important to explore the possibilities and limitations of adaptive or moving grids. The 
development of appropriate procedures is currently the subject of an R & D project in the BAW. 
Air intake and ways to avoid it have always been relevant topics in hydraulic engineering. However, a physically 
consistent numerical simulation of air-water flows is still pending. To achieve this, intensive research efforts are still 
needed. 
2.4. Interaction of Shipping and Waterways 
The interaction of ship movement with ship-induced flow in flowing or stagnant waters, which determines the forces 
on the ship in laterally and vertically limited cross sections, is usually only taken into account parametrically in the 
dynamic modelling of inland waterway vessels. However, reliable modelling of ship movements requires 
determination of the forces on the underwater vessel. Therefore, modelling of ship-induced flows is a mandatory 
prerequisite for improving the semi-empirical calculation approaches used today for the determination of flow forces 
by physically based, parameter-free simulations. This will make it possible in the future to replace costly nature 
tests, which are only valid for one type of ship with a certain load, by simulations. 
In addition to the further development of navigational model procedures, there are major challenges in the fields of 
“environmentally friendly shipping” and “digitalization and automation”. The BAW is conducting research on the 
topic "Environmentally-friendly design of traffic and infrastructure" in the BMVI expert network with regard to 
operational and technical optimizations for emission reduction.  
With regard to digitization and automation, there is a great need to analyze the methodological prerequisites for the 
semi-autonomous operation of inland waterway vessels, to improve the usability of the necessary data sources and to 
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develop concepts for automated data processing throughout the entire process chain. Intelligent assistance systems 
are playing a key role here, especially with regard to a modern energy and emissions management, optimization of 
load draught, course and driving style, as well as intelligent traffic management that optimizes traffic flow and 
minimizes the local accident risk from increasing traffic (Schröder 2017). 
3. Outlook
Despite the progress made in recent years in the field of two- and three-dimensional flow simulation, developers and 
users are facing major challenges in the coming years. These not only concern the model development itself, but 
also the areas of pre- and post-processing, data analysis and data management. Due to the rapid development of 
hardware in recent years, the testing and evaluation of software adaptations to new hardware architectures is an up-
to-date and challenging topic. In the future, it will be a major task to quantify the uncertainties in the input data and 
parametrizations in order to make statements about the reliability of the results on the basis of probability-based 
methods. Numerous waterway engineering problems will greatly benefit from advances in modelling, e.g. from the 
modelling of the fluid-structure interaction, the hybrid modelling of morphodynamic processes and the modelling of 
the complex interaction of ship dynamics and flow in narrow waterways. 
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Abstract: One very important purpose for reservoirs is the recreational opportunities they provide to the general public. 
Unfortunately, some people engage in highly dangerous or extreme activities at dams and spillways that occasionally result in 
severe injury or death. In addition, some individuals purposely choose to ignore signage and safety fencing in order to access 
spillways and other hydraulic structures at the dam. Social media has become a means for advertising extreme activities that often 
occur on the physical structures at dams and spillways like surfing, wakeboarding, sledding, snowmobiling, skating, biking, diving, 
sliding, climbing, skateboarding, kayaking, wading and jumping.  This only encourages others to ’copy cat’ the activity, thereby 
endangering their own selves in the activity. This paper discusses the types of activities that are occurring at reservoirs, dams, and 
spillways and some suggestions for protecting the general public. 
Keywords: Public safety, security of hydraulic structures, illegal activities, dams, spillways, accidents and fatalities. 
1. Introduction
Flooding from severe storms between 1980 and 2009 has impacted an estimated 2.8 billion people throughout the 
globe. From over 4,000 floods, about 511,000 to 570,000 deaths occurred (Doocy 2013). Regions that experienced 
the greatest number of flood events during that period included the Americas, Western Pacific, and Southern Asia; 
accordingly, the regions with the highest flood mortality rates include Eastern and Southern Asia. About 4,560 flood-
related deaths have occurred in the USA from 1959 to 2005 (Ashley 2008), with about 60% of those fatalities linked 
to motor-vehicles. Although dam failures occur periodically, many dams provide flood protection to the public and 
have performed as intended during significant storm events. 
According to FERC (2011), approximately 35 dam failures have occurred in the USA, causing about 3,312 fatalities.  
The majority of these deaths occurred many decades ago, and in response to these early failures, a significant 
investment has been made into the research and design, engineering studies, inspections, monitoring, upgrades and 
rehabilitations, of dam construction activities.  As a result, during the last 50 years an estimated 19 deaths from 11 
dam failures have occurred.  However, the American Society of Civil Engineers (ASCE) estimates that an additional 
investment of $45 billion is needed to address existing issues and deficiencies (ASCE 2017).   
Accordingly, it is clear that 1) fewer deaths occur from dam failures than from flooding, and 2) a heightened awareness 
about dam safety issues, coupled with an increased level of safety for the public has resulted in fewer fatalities.  In 
addition, when it comes to dam safety, if a community is impacted by a flood, it has proven to be helpful to identify 
the causes of death and injury and to clarify specifically whether the deaths and injuries are associated with a dam, 
large spillway release, or dam failure or if the deaths and injuries are associated with some other unfortunate cause. 
Although many dams provide flood control, the primary purpose of a dam may be water supply, navigation, 
hydropower, or recreation. Most dams have multiple purposes, although the general public may only be aware of the 
recreational opportunities dams provide. Each year, many people visit dams to recreate and enjoy time with family 
and friends. Traditional recreational activities at dams include: swimming, fishing, and various types of boating (e.g., 
canoeing, motor boating, sailing, etc.). Indeed, it is common for the public to place high value on these activities at 
their local reservoir, hence, dam owners provide public access to portions of the reservoir and may also include public 
safety measures, such as restricted access to hazardous areas and postings of rules and regulations.  Regrettably, each 
year a number of injuries and fatalities occur to persons engaged in these common and legal types of activities at dams. 
However, there are a number of cases were individuals and groups have recreated within or immediately adjacent to 
spillways, which is dangerous and unacceptable to owners. 
Although fishing, boating, and swimming are some of the expected activities that occur at dams both near and within 




jumping, diving, wakeboarding, surfing, snowmobiling, sledding, skating, and biking in spillways (see Figure 1 for 
select examples from social media sites).  A portion of these unauthorized hazardous activities are self-recorded and 
posted to social media. For example, YouTube (an American video-sharing website where users can create personal 
accounts and upload videos) includes a number of videos of people involved in thrill-related activities on and near 
spillways. As it applies to low head dams and spillways, Brigham Young University provides some information 
regarding fatalities where submerged hydraulic jumps have killed those that have gotten too close or captured by the 
reverse roller (Guymon). Thus far, about 550 deaths have been recorded (accessed Sept. 6, 2017).  This statistic alone 
illustrates how significant this component of public safety is (i.e. protecting the recreating public), especially when 
comparing these number of deaths and injuries to those that occur when a dam fails. 
 
Figure 1.  Individuals engaged in unauthorized and hazardous recreational activities in spillways; spillway jumping (left) and 
spillway boogie boarding (right). 
It can be particularly challenging for those concerned with dam safety to record and track injuries and deaths that 
occur at dams and in spillways because of the following reasons: 
• Activities are often performed inconspicuously 
• Activities may not be recorded on video surveillance or caught by on-sight security personnel 
• Only a small portion of activities are posted to social media and posts can often be modified or deleted 
• Multiple news agencies may report the same event differently and may not even reference the injury or 
death to a dam or spillway 
• Reports of activities may not be complete or sufficiently accurate. 
Clearly, the number of deaths caused by dam failures during the past 50 years (19 in the USA) is much less than the 
number of deaths caused by recreational activities at dams (550 just from the BYU study, but certainly much higher 
than this).  Pioneering research by the late Dr. Bruce Tschantz indicates that there are about nine times more deaths at 
dams than deaths caused by a dam failure.  From 1980 and 2016, 94% of incidents in his dataset resulted in death: 347 
reported drownings at dams versus 40 deaths from dam failures (Tschantz). Equally concerning is the exponential 
increase in fatalities per year also noted in Dr. Tschantz’s work.  The authors believe that this statistic is due in part to 
two factors: 1) There are more people recreating at dams each year due to population growth, and 2) each year there 
is newer or improved equipment and products available for public use as they recreate at dams. 
Therefore, greater emphasis on public safety is needed for activities at a dam and particularly as it applies to  dangerous 
and unauthorized recreational activities occurring in spillways. Of course, efforts to increase public safety must 
consider dam integrity and downstream hazards, but the types of activities being performed at dams should not be left 
out of the dam safety equation. Public safety efforts would greatly benefit from comprehensive databases of 
recreational incidents at dams that result in injury and death so that security and surveillance, public education and 




2. Recreational Activities at Dams 
Well-documented and categorized incidents at dams facilitate improvement measures for public safety and the 
corresponding risks (Bennett, 2014).  In other words, sound solutions can be implemented through insight.  Therefore, 
a categorization system for the many types of activities occurring at dams and the adjacent areas upstream and 
downstream has been developed by Crookston and Barfuss (in Press).  Categories include swimming (by location), 
boating (motored, sailed, self-propelled), fishing (by location), jumping, diving, climbing, traversing, surfing, sliding, 
and wheeled equipment (bicycles, skates, skateboards, scooters, motorcycles, cars, snowmobiles, etc.).  Although 
there are cases where persons have died due to injuries sustained while recreating on dry or low water flow hydraulic 
structures, the majority of recreation-related deaths are due to drowning. 
According to the Canadian Dam Association (CDA), many drownings occur because the public is generally unaware 
of the dangers associated with spillways and dam operations (CDA 2011).  However, there are also numerous instances 
where victims ignored safety devices, including signage, fencing, and safety booms, in order to recreate in spillways. 
One recent example (see Figure 2) occurred on Sept. 11, 2017 when the first successful swim was made across the 
turbine intakes at Hoover Dam (Wilkins 2017). These intakes first began operation in March 1937. Previously, 
swimmers had been pulled towards the intakes by strong currents; gratefully, officials noted that during this man’s 
30-min swim, only one of ten turbines were operating. Even then, the man reported great difficulty escaping the current 
from the single turbine.  Although law enforcement was glad  he survived, the man was given a hefty penalty and 
concern exists that ‘copy cats’ learning of his stunt through the internet may attempt this same suicidal activity.   
  
Figure 2.  Drunk man first to survive swim across Hoover Dam intakes (www.dailymail.co.uk/news). 
In addition to swimming, boating can also be extremely hazardous.  In the USA, many boaters have been caught in a 
submerged hydraulic jump or reverse roller that can form at the toe of low-head dams (Schweiger 2017).  The reverse 
roller features a strong rotational flow pattern that pulls boats, people, and objects towards the spillway.  In addition 
to the strong current that can disorientate and be extremely difficult to escape, cascading flows capsize boats and 
buoyancy is greatly reduced due to highly aerated flows at the dam toe.  Many run-of-river dams with reverse rollers 
are called ‘killer dams’ and ‘drowning machines’ (see Figure 3) because of the number of deaths that are reported 
each year.  Unfortunately, boaters are often unaware of the danger concealed beneath the water surface; some seeking 





Figure 3.  Example of a warning sign at a low-head dam (https://c2.staticflickr.com/4/3427/3908093233_de4b8c44af_b.jpg). 
A wide variety of other activities have also been documented near and within spillways. Fishing, particularly in the 
stilling basin, is quite common even when discharges are large. Individuals jumping off the dam into the spillway, 
sometimes with only a few inches of water in the chute or plunge pool, have been documented.  Participants often 
have no understanding of the various hydraulic structural features beneath the water surface, such as gates, intakes, 
and baffle blocks, that they could impact or that could pull them beneath the surface. Surfing and sliding activities 
appear to be increasing in popularity. Riding the chute or waves via bodysurfing, surf boards, wake boards, boogie 
boards, and various types of tubes have been documented. Thrill seekers are quite creative and use ropes, pulleys, and 
motors to be pulled across and even up a spillway chute. Ogee crested spillways and smooth spillways are not the only 
type of spillway targeted. One instance involved a labyrinth spillway; a wake boarder was pulled by a rope and motor, 
skipping from inlet cycle to inlet cycle; no flow was passing over the crest of the labyrinth weir. Also, social media 
has documented daredevils slack-lining across the vertical shaft of a siphon spillway, riding BMX bikes down a 
morning glory spillway, riding a motorcycle across a spillway crest, or even in winter, riding a snowmobile up a 
spillway and the near-vertical sidewall.   
3. Unauthorized Activities 
While many recreational activities at dams are legal and authorized by dam owners and managers, many of the ones 
noted above are not. Trespassing, ignoring warning placards, scaling fencing and safety barriers to gain access to the 
dam or its’ hydraulic appurtenances clearly is unauthorized. These activities may or may not be noticed by an owner 
or local law enforcement because dams are commonly located in remote locations and may not have adequate security, 
such as video surveillance. Therefore, many activities are performed incognito, and subsequently, it is difficult to 
accurately document all unauthorized activities for a dam owner, let alone those that occur in another country or 
region. Typically, local media will report some injuries and most, if not all fatalities, but it is expected that many are 
not reported and the news reporter may not include details of interest to those tracking these activities, such as linking  
the injury to the dam or spillway itself.  It is apparent that to comprehensively document all activities at all dams may 
be unreasonable and impossible. It is a daunting challenge to gather just the instances noted online or in local or 
worldwide newspapers, etc., let alone being aware of the unreported injuries and deaths related to recreational 
activities at dams and spillways. 
It should be noted that daredevils are highly motivated by the thrill of the activity and also the attention that can come 
by posting photos and videos to social media. As a result, many videos posted online of extreme unauthorized activities 
at dams have gone viral. Those who post their adventures understand the social media reward structure and that 
invariably, attention online can result in revenue. Also, marketing strategies of some companies includes paying 




have included death-defying feats such as biking down a steep spillway into a full stilling basin or base jumping. This 
of course only perpetuates the problem, because many viewers want to experience the same thrills that are presented 
in each posting. Problematically however, these viewers may not possess the same athletic abilities, use the same 
safety equipment, or take the same safety precautions as the professionals that posted the activity and, therefore, place 
themselves in very high-risk situations if they choose to ‘copy cat’ the activity. 
A small and recent sample by the authors of unauthorized activities at dams and in spillways was collected from the 
internet-based, video-sharing platform known as YouTube. Clearly, this sample size is insufficient to draw 
conclusions regarding the total number of extreme activities occurring at dams in the U.S. or any other country, all 
types of extreme activities, or their frequency of occurrence. However, the data does provide insight into how 
individuals are accessing spillways and other restricted areas at dams, what they are doing in those areas, and what 
their motivations may be. 
First, participants in this sample behave fearlessly and are quite creative regarding the types of activities performed at 
dams and reservoirs.  As previously noted, one individual navigated a snow machine through an ice-covered spillway 
chute and up a near-vertical face, nearly toppling backwards in what could have been a fatal accident.  BMX bikers 
not only accessed a morning glory spillway (when not operating) but they also succeeded in performing vertical and 
horizontal loops within the shaft.  Motors have been implemented to pull surfers up flowing spillways.  If a recreational 
activity exists, then there is potential for someone to attempt the activity at a dam. Figure 4 describes a wide range of 
activities (sampled from YouTube) that are occurring at dams. 
  
Figure 4.  Unauthorized dam and spillway activities self-reported on YouTube during the past 12 years (total sample size = 80). 
Second, those that engage in unauthorized activities at dams have been observed to ignore safety barriers and 
warnings; they exhibit creativity and fearlessness in order to gain access to the structure. Generic warning buoys, 
safety placards, and fencing (even with barbed wire) and similar barriers are in many instances insufficient. For 
example, research by the Canadian Center for Addition and Mental Health (CAMH) surveyed a number of individuals 
thrill-seeking at dams. Some respondents indicated that they would ‘never’ obey safety messaging (Giesbrecht and 
Schmidt 2009, CDA 2011). Indeed, for the videos in this sample, over 75% of these activities appeared to have no 
security measures, as shown in Figure 5 below. As shown in Figure 6, participants were willing to jump, swim, climb, 
etc. to restricted areas of dams and spillways for recreational purposes.  As might be expected and as a point of interest, 


























































































































































































Figure 5.  Unauthorized dam and spillway activities self-reported on YouTube during the past 12 years (total sample size = 80). 
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Finally, although the data presented above is a limited sampling, it does in fact clearly demonstrate the need to provide 
more specific warnings onsite and better educating recreationalists.  For example, the general public appears to be 
largely unaware that inclement weather or dam operations can quickly create hazardous conditions.  Also, many appear 
to be unaware of drowning machines, weight capacities of service hoists, and dangerous features beneath the surface 
such as turbine intakes, submerged gates, and chute and baffle blocks.  Truly, in the majority of cases where fatalities 
have occurred, the individual(s) would still be alive if they had been sufficiently deterred from recreating at the dam 
or in the spillways by proper signage. The authors of this paper believe that education and communication are the 
most effective means of improving safety at dams and spillways. 
Self endangerment is not limited to Millennials and Generation Z (groups most commonly posting their antics on 
social media). For example, an older fisherman may ignore fencing and placards to frequently fish in a stilling basin.  
He or she may be completely unaware of the dangers of wading downstream of a spillway. It is essential that placards 
effectively communicate the dangers and consequences if one enters a hazardous and restricted area. 
4. Conclusions 
Dam sites are inherently dangerous to those that desire to recreate on them. Fast moving currents, steep slopes, large 
hydraulic forces and high falls are common features of dams and spillways, but as a result, these features are also huge 
enticements for thrill seekers who want to be carried faster or jump from higher places. Many injuries or deaths are 
being reported in the news each year as a result of legal as well as unauthorized activities at dams. The authors want 
to emphasize that it is in the best interest of dam owners and operators to use effective safety measures, including 
warnings and barriers to help educate recreationists of dangers, mitigate hazards, and discourage unauthorized 
activities.  
Seven primary hydraulic hazards can be found at dams or in the rivers immediately downstream of dams (Schweiger 
2017) These include: hydraulic rollers, swift currents over spillways, strainers, sudden downstream releases, flow into 
conduit openings, entrapment from flow control structures and flow under gate openings.  Each of these dangerous 
hydraulic conditions injure or kill people each year when they either purposely or accidently become a victim to the 
flow condition. One commonality in each of these hydraulic conditions is that the water flow rates are usually 
significant. As noted previously, drowning is still the number one cause of death to those that recreate in or near a 
hydraulic structure. 
Most of the time, however, since the spillway on a dam normally operates only during a flood release, large flow rates 
or dangerous flood conditions are not usually present in the spillway on a dam and subsequently, it may appear to the 
general public during these periods that the dangers associated with recreating in or near the structure are minimal.  
This, however, is not the case. Although deaths are not as frequent, injury reports and on-line videos indicate that 
’sunny-day’ injuries occurring to those that choose to recreate on or near the hydraulic structure or spillway of a dam 
are frequent. Although many of these injuries are minor in nature, some are even quite serious and some do cause 
death. It is important to note that these ’sunny-day’ injuries are almost always related to injury due to impact. This 
may include injuries due to an excessive fall to a concrete surface, an injury caused by hitting a stilling basin after 
riding on a board on a spillway slope at high velocities, an injury caused by diving into water that is shallower than 
expected or contains submerged structures that are unseen from above like baffle blocks, or an injury due to slipping 
on a mossy slope and falling, to name just a few possibilities. 
On the FEMA website in which “Public Safety Around Dams” is discussed (FEMA 2017), it reads: ’The nature of 
public interaction with dams is changing and guidance is needed to increase public safety around dams. Public 
interaction with dams is increasing for several reasons, including lack of awareness of hazards, public interest in 
“extreme” sports, recreational vehicles improving access, a perceived right of public access to sites, and the remote 
operation of dams. Dam owners need to consider how the public interacts with and around their dam, and establish 
appropriate procedures, restrictions, and safety measures.’ The site also has several references that discuss the topic 
of this paper and associated recommendations for improving public safety around dams. 
The authors of this paper believe that 1) effective warning methods, 2) educating the public, and 3) the threat of legal 
action are three methods that are most effective for mitigating risk to the public as they recreate near hydraulic 
structures. It is apparent that when dam owners do not have these safety measures in place to protect and/or prevent 
the public from these hydraulic conditions, injury and death are much more prevalent. Although, these methods will 
not stop all individuals from illegally accessing a dam for recreational purposes, they will however provide sufficient 




4.1. Visual and Audible Warnings 
The Canadian Dam Association has prepared specific instructions for improving the safety at dams. This can be found 
in the bulletin entitled “Guidelines for Public Safety around Dams (2011)” (CDA 2011). The authors suggest that dam 
owners and operators implement signage, booms and buoys, and audible and visual signals to help protect the general 
public from personal injury and possible death. It is believed that unauthorized activities are occurring more frequently 
at dams where safety and protective measures are inadequate or non-existent. Dam owners and those concerned with 
public safety at dams have observed that adequate warnings of the dangers and penalties resulting from illegal access 
are effective deterrents. Other highly effective deterrents are security cameras or periodic patrols of restricted areas. 
4.2. Education 
Education is perhaps the most effective means for protecting the general public from injury or harm at dams. Many 
States in the U.S. (like Indiana DNR) have implemented educational programs to help people understand the inherent 
risks associated with dams. Like driving a car and the associated driver’s training, those that recreate on and near dams 
will always be safer when they are taught the dangers that are inherent at dams and spillways. Education will help 
recreationalists know that when they do not yield to warning signs and when dangers are ignored, they put themselves 
in high-risk situations. Because most injuries and deaths occur to individuals ages 18-30, it is expected that providing 
education to children and teenagers will be most effective. 
4.3. Legal Action 
Social media has been found to not only be a forum for an individual to advertise his extreme or unauthorized activities 
at dams and spillways, but it can also be helpful in preventing those who may view the post and want to ‘copy cat’ the 
dangerous activity. Authorities who find social media posts of unauthorized activities at their dam have found success 
in contacting the individual who posted the activity and strictly warning them that if anyone ‘copy cats’ their activity, 
the individual(s) who originally posted the activity will be held legally responsible for any injuries or deaths that might 
occur to others. This approach has had great success in removing social media posts that might encourage others to 
duplicate the activity. Signs that explicitly warn potential trespassers of specific hazards and penalties such as hefty 
fines and jail time also are helpful in discouraging illegal recreationalists from entering the property. 
5. References 
American Society of Civil Engineers (2017).  “2017 report card for America’s infrastructure.”  
http://www.infrastructurereportcard.org/cat-item/dams/ (Sept. 2017). 
Ashley. S.T., and Ashely, W.A.  (2008). “Flood Fatalities in the United States.” Journal of Applied Meteorology and 
Climatology.47:805-818. 
Bennett, T. (2014).  “Public Safety Incident Reporting: Addressing the Dam Industry’s Need to Define A Purpose.”  
Canadian Dam Association 2014 Annual Conference. 
Canadian Dam Association (2011).  “Guidelines for Public Safety around Dams.”  Toronto, Canadian Dam 
Association. 
Doocy, S., Daniels, A., Murray, S., Kirsch, T. (2013).  “The Human Impact of Floods: A Historical Review of 
Events.” 1980-2009 and Systematic Literature Review.  PLOS, Currents Disasters. 
FEMA (2017). FEMA webpage entitled “Public Safety Around Dams”.  https://www.fema.gov/public-safety-
around-dams. 
FERC. (2011). Dams Sector. “Estimating Loss of Life for Dam Failure Scenarios.” Homeland Security.  
Giesbrecht, N. and Schmidt, R. (2009). “High risk behavior near Ontario Power Generation Inc.”  Dams and Power 
Stations – Water Safety Study 2008-2009. 
Guymon, John. “Dangerous currents at low head dams.” BYU.net. www.krcproject.groups.et.buy.net. 
Newman, M. (2006). “Killed by Floods.” Map 250.  SASI Group.  
http://www.worldmapper.org/posters/worldmapper_map250_ver5.pdf. 
Schweiger, P., Barfuss, S., Foos, W., Richards, G (2017). “Don’t Go With the Flow! Identifying and Mitigating 
Hydraulic Hazards at Dams.” Dam Safety 2017.  San Antonio, Texas. CD-ROM. 




Wilkins, D. (2017). “Dam stupid idiot stag-do brit arrested after becoming first person to survives swim over 
Hoover Dam’s deadly turbines.”  https://www.thesun.co.uk/news/4435703/stag-do-brit-hoover-dam-swim-arrest. 
 
15
7th International Symposium on Hydraulic Structures Aachen, Germany, 15-18 May 2018 
ISBN: 978-0-692-13277-7  DOI: 10.15142/T3664S 
 
Influence of Density of Large Stems on the Blocking Probability at Spillways 
P. Furlan1, 2, M. Pfister1, 3, J. Matos2 & A.J. Schleiss1 
1Laboratory of Hydraulic Constructions (LCH)—École Polytechnique Fédérale de Lausanne (EPFL), Lausanne, 
Switzerland 
2CERIS, Instituto Superior Técnico—Universidade de Lisboa, Lisboa, Portugal. 
3Filière de génie civil, iTEC—HES-SO, Haute école d’ingénierie et d’architecture, Fribourg, Switzerland. 
E-mail: paloma.furlan@epfl.ch 
Abstract: Dam safety is strongly linked to the probability of occurrence of large floods. Floods can transport large wood (LW) into 
reservoirs and towards water release structures such as spillways. Due to blocking and clogging, LW may significantly influence 
the discharge capacity of spillways and thus result in a dangerous rise of the water level in the reservoir. For a better assessment 
of the related risk, the behaviour of LW in contact with hydraulic structures has to be known. Thus, the understanding of LW 
blockage processes at the spillway and the resulting water level rise in the reservoir is important for the safety evaluation of a dam. 
The aim of the present study is to describe how LW characteristics can influence blocking probabilities at a spillway inlet equipped 
with piers. By investigating the parameters linked to LW blockage, like slenderness and density or different hydraulic conditions 
and transport scenarios, it becomes possible to quantify the behaviour and consequences of LW interactions with spillways. 
Through systematic laboratory experiments, the influence of LW density on blocking probabilities of individual stems was analysed. 
Experiments were conducted for reservoir approach flow type, implying small magnitudes of reservoir flow velocity. The results 
were considered statistically as Bernoulli experiments and the methodology applied was a logistic regression. For the combinations 
explored, a relation between blocking probability and density, among other parameters, was studied. 
Keywords: Large wood, blocking probability, spillway inlet, logistic regression, density. 
1. Introduction  
Trees entrained into a stream, typically longer than 1 m and larger than 0.10 m in diameter, were classified as large 
wood (LW) (Braudrick et al. 1997; Wohl et al. 2016). Large floods can initiate the transport of such floating material 
when passing through forested areas. Landslides or erosion of shorelines are also common events that can trigger the 
movement of LW into a stream. If LW deposits and creates jams on bridge piers, weirs or spillways, it can inhibit the 
proper evacuation of a flood (Fig. 1). 
 
  
Figure 1. Asakura city, Japan (www.aljazeera.com, 03/11/17) (left). Yazagyo dam, Myanmar (www.thutatuam.net, 06/10/16) 
(right).  
The characteristics of LW are strongly linked to the event that transported it. The interactions of LW with other objects 
such as rocks or structures, for example, can be evaluated through the presence or absence of branches, leaves, root 
wards, or bark. LW density can be associated with the type of tree, its age, or to the time in contact with water. 
Depending on the recruitment and transport process, the water content of LW can vary significantly (Gurnell et al. 
2002). For entrainment processes, density of stems is one of the key parameters to define the threshold of movement 
16
 
and transportation, having also a great influence on the drag coefficient and floatability (Braudrick and Grant 2000; 
Buxton 2010; Crosato et al. 2013; Gschnitzer et al. 2015; Merten et al. 2010; Ruiz-Villanueva et al. 2016). For debris 
racks, it has been studied how different densities interact with backwater rise due to LW blockage or how the shape 
of LW jams against some hydraulic structures can change in function of the LW density (Piton and Recking 2016; 
Schmocker and Hager 2011, 2013). Nevertheless, for blocking probabilities estimations of hydraulic structures, such 
as ogee crested spillways with piers, the density of LW remains an essential but unquantified parameter. 
This study aims to characterize the influence of stem density on blocking probabilities at an ogee crested spillway 
with piers. With a systematic approach, a simplified representation of LW was done in a physical model. Different 
LW characteristics were analyzed in combination with diverse hydraulic conditions to understand the complex process 
of LW blockage. It is fundamental to understand the influence of the involved main parameters so it can be later 
translated into practice for more complex situations.  
2. Model Set-Up  
Experiments were conducted at LCH of Ecole Polytechnique Fédérale de Lausanne (EPFL), Switzerland. The model 
was placed in a 10 m glass-sided flume with a rectangular cross-section of 1.50 m width per 0.70 m height. Water was 
supplied through a tank upstream of the channel. An ogee crested spillway with five symmetrical bays (b = 0.26 m) 
was fabricated of PVC (Fig. 2). The piers were round-nosed piers, following WES design criteria and considering a 
design head Hd = 0.15 m. The ogee was chosen due to its broad application and study. The pier nose protruded 0.04 
m upstream of the vertical spillway face. With vertical gates, the number of functioning bays was changed by either 
one (the central bay) or five. 
 
 
Figure 2. Picture of the spillway inlet with 5 opened bays. 
The water surface h [m] was measured 2.60 m upstream of the ogee crest using a point gauge (±0.5 mm). The discharge 
Q [m3/s] was measured with a magnetic inductive flow meter (±0.5% at full span). The head H [m] was calculated 
based on the level measurements and the kinematic head. The head was normalized with the diameter of the stem 
(H/d) and will be further denoted as a relative head. A reservoir approach flow type was analyzed, implying very small 
magnitudes of flow velocities upstream of the spillway. 
2.1. Stems 
LW was represented with simplified plastic cylindrical stems. Different stem densities were fabricated, being related 
to different types of wood or stages of decay. Four categories of stem densities (ρs) were defined and normalized with 
the water density ρ, ρs1 = [0.40 - 0.47]; ρs2 = [0.47 - 0.67]; ρs3 = [0.67 - 0.88]; ρs4 = [0.88 - 0.99]. Stems were separated 
into three different classes according to their size (Table 1). The length of stems was related to the width of the bay 
and will be further referred to as relative length L/b.  
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Table 1. Characteristics of stems. 
Class 
Stem length  
L [m] 
Stem length / Bay width 
L/b [-] 




A 0.21 0.80 0.010 ρs2; ρs3; ρs4 
C 0.30 1.20 0.016 ρs1; ρs2; ρs4 
E 0.52 2.00 0.025 ρs1; ρs2; ρs3; ρs4 
 
2.2. Test Procedure and Parameters 
The water level, h, and discharge, Q, were measured without stems as initial conditions. A single stem was supplied 
in the centre of the flume, parallel to the flow direction. It was noted if the stem passed or blocked at the ogee crest. 
Blocked stems were removed before the successive stem arrived, avoiding interactions. One experiment was 
composed by 30 repetitions of the same procedure for statistical accuracy (Furlan et al. 2017). The parameters studied 
can be seen in Table 2. 
Experiments 1 to 9 were designed to isolate the influence of density in blocking probability estimations. By fixing 
L/b, H/d and number of open bays in one experiment and systematically changing density it could be observed its 
effect on the probability of blockage for a single stem. The aim of experiments 10 to 13 was to evaluate the blockage 
of Class A for different combinations of H/d and number of open bays with a constant ρs. 
Table 2. Table of experiments. 
N
° 
Class L/b [-] Stem density ρs [-] H/d [-] Open bays [-] 
1 
A 0.80 0.59,0.79,0.99 
1.40 1 
2 1.00 5 
3 1.20 5 
4 
C 1.20 0.43,0.56,0.97 
0.94 1 
5 0.94 5 
6 1.06 5 
7 
E 2.00 0.40,0.54,0.76,0.99 
0.96 1 
8 0.76 5 





11 1.50 1,5 
12 0.90,1.00 5 
13 0.79 1.20 1 
3. Effect of Density 
An experiment was considered as a Bernoulli trial in which only two outcomes were possible for the single stem: 
passed or blocked. The blocking probability ?̂? was estimated as a ratio between the number of blocked stems and the 
total number of supplied stems after 30 independent repetitions. To estimate the accuracy of the results, the Clopper-
Pearson method was used to calculate the confidence interval (Clopper and Pearson 1934). A 90% confidence level 
was defined for the calculation of the intervals. 
With the systematic approach taken for the experiments, it was possible to discriminate the influence of each tested 
parameter for blocking probabilities of individual stems at an ogee crested spillway with piers. Fig. 3 illustrates the 
estimated blocking probability after 30 repetitions for Class A (L/b = 0.80) in function of stem density. Different 
relative heads and number of open bays were compared. For experiment 1, it can be seen that the blocking probability 
increased from ρs2 (?̂? = 0.10) to ρs3 (?̂? = 0.20) and decreased again for ρs4 (?̂?= 0.03). For experiment 2, the opposite 
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happened as the probability of blockage decreased from ρs2 (?̂? = 0.60) to ρs3 (?̂? = 0.53) and increased again for ρs4 
(?̂?=0.63). Experiment 3 showed that while increasing stem density, the blockage probability was decreased as it 
passed from ?̂? = 0.27, 0.20 to 0.17 respectively for ρs2, ρs3 and ρs4. For the tested conditions, the stem density did not 
change the blocking probabilities in magnitudes larger than 0.10 except for experiment 1, ρs4. Based on the confidence 
intervals of experiment 1, for ?̂? of ρs2, ρs3 and ρs4, and how they range in between similar values, the variation of ?̂? 
in function of stem density could be considered negligible. When increasing the relative head from experiment 2 to 3, 
the blocking probability decreased. 
 
 
Figure 3. Estimated blocking probability of class A in function of stem density. 
A logistic regression was performed to quantify the influence of each tested parameter for the blocking probability of 
a single stem. A logistic regression was chosen as it ranges between 0 and 1, being consistent with blocking probability 
estimations. This methodology allows analysing if one parameter (or a combination of them) can increase the odds of 
a blockage probability by a specific factor. The logistic regression function can be expressed as: 
 
?̂? =  
𝑒𝑧
1+𝑒𝑧
                                                                                                    (1) 
 
𝑧 =  𝛽0 + ∑
𝑛
𝑖=1 𝛽𝑛𝑥𝑛                                                                                      (2) 
 
where ?̂? is the estimated blocking probability; 𝑥𝑛 are the n independent variables tested as L/b, H/d, ρs and number 
of open bays; 𝛽
0
 is the intercept coefficient of the regression; and 𝛽
𝑛
 are the corresponding coefficients computed 
per variable analyzed. The coefficients are determined based on the observed outcomes of the experiments using 
maximum-likelihood estimation. The experiments performed with class A and the scenario of five open bays were 
taken into account for the regression. Different logistic regressions were evaluated, changing the number of 
parameters. Herein the coefficients of a simple preliminary model are presented to illustrate the influence of the 
parameters (Table 3). 
Table 3. Logistic regression coefficients. 
 Model coefficients Wald’s test 
Explanatory variable Estimate Standard error Z Significance level 
Constant 6.35 1.26 5.017 <0.001 
ρs 1.02 0.82 1.244 0.214 




Based on the significance level of the Wald’s test, it can be seen that the relative head has a noteworthy effect on the 
blockage probability. Nonetheless, under the tested conditions, stem density seems to be unimportant in the analysis 
of blocking probability, in concordance with Fig. 3. Fig. 4 shows the comparison between the function obtained with 
the logistic regression against the results obtained from the physical model. The figure was separated for the 3 densities 
tested of class A. The agreement of the regression with the results from the physical model can be noticed. As observed 
in the experiments, when increasing the relative head, blockage probabilities tend to decrease.  
 
Figure 4. Logistic regression model for class A in function of the relative head. 
When changing L/b, it was observed that the tested parameters (Table 2) started to interact differently. Fig. 5 shows 
the results obtained with the physical model for class C and E with five open bays. The results show that stems with 
a high density (ρs4) have blocking probabilities close to 0.80 or higher. In addition, when increasing the stem density, 
the blocking probability was also increased. The analysis performed for class A is being conducted for both classes 
combined as their blocking probabilities showed to be rather sensitive to changes in stem density.  
 
Figure 5. Estimated blocking probability of class C and E in function of stem density. 
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The logistic regression function for class C and E will provide a better understanding on the effect of L/b, H/d, and ρs 
for the blocking processes of single stems at ogee crested spillways with piers.  
4. Conclusions 
By systematically testing the effect of certain large wood characteristics or different parameters on the LW blockage 
process at hydraulic structures, their individual effect can be quantified. Simplified and systematic tests are crucial 
before adding the complexity inherent to natural processes. For the different sizes of stems studied, it was evaluated 
how blocking probabilities of single stems can change in function of stem density. It has been shown that stem density 
can influence blocking probabilities as a function of L/b. It was also noted that stem densities close to water density 
have high blocking probabilities when the length of the stems is larger than the opening of the spillway bay. Therefore, 
under the tested conditions, heavier stems tend to block more frequently than lighter stems. The assessment of blocking 
probability models is part of the ongoing work of this research for ogee crested spillways with piers.  
5. Acknowledgments 
This project is supported by "Fundação para a Ciência e a Tecnologia" (FCT) from Portugal (PD/BD/52664/2014) 
under IST—EPFL joint PhD initiative H2Doc. Further support was provided by the Laboratory of Hydraulic 
Constructions (LCH, EPFL), Switzerland, and by Électricité de France (EDF) under contract No. 5500-5920006472. 
6. References 
Braudrick, C.A., and Grant, G.E. (2000). “When do logs move in rivers?” Water Resources Research, 36(2), 571–
583. 
Braudrick, C.A., Grant, G.E., Ishikawa, Y., and Ikeda, H. (1997). “Dynamics of wood transport in streams: A flume 
experiment.” Earth Surface Processes and Landforms, 22(7), 669–683. 
Buxton, T.H. (2010). “Modeling entrainment of waterlogged large wood in stream channels.” Water Resources 
Research, 46(July), 1–15. 
Clopper, C.J., and Pearson, E.S. (1934). “The use of confidence or fiducial limits illustrated in the case of the 
binomial.” Biometrika, [Oxford University Press, Biometrika Trust], 26(4), 404–413. 
Crosato, A., Rajbhandari, N., Comiti, F., Cherradi, X., and Uijttewaal, W. (2013). “Flume experiments on 
entrainment of large wood in low-land rivers.” Journal of Hydraulic Research, 51(5), 581–588. 
Furlan, P., Pfister, M., Matos, J., and Schleiss, A.J. (2017). “Blocking probability of driftwood at ogee crest 
spillways with piers: Influence of woody debris characteristics.” Proceedings of the 37th IAHR World Congress 
August 13–18, 2017, Kuala Lumpur, Malaysia., 2357–2364. 
Gschnitzer, T., Gems, B., Aufleger, M., Mazzorana, B., and Comiti, F. (2015). “On the evaluation and modelling of 
wood clogging processes in flood related hazards estimation.” Engineering Geology for Society and Territory - 
Volume 3, G. Lollino, M. Arattano, M. Rinaldi, O. Giustolisi, J.-C. Marechal, and G. E. Grant, eds., Springer 
International Publishing, 139–142. 
Gurnell, A.M., Piégay, H., Swanson, F.J., and Gregory, S.V. (2002). “Large wood and fluvial processes.” 
Freshwater Biology, 47(4), 601–619. 
Merten, E., Finlay, J., Johnson, L., Newman, R., Stefan, H., and Vondracek, B. (2010). “Factors influencing wood 
mobilization in streams.” Water Resources Research, 46(10). 
Piton, G., and Recking, A. (2016). “Design of sediment traps with open check dams. I: Hydraulic and deposition 
processes.” Journal of Hydraulic Engineering, 142(2), 4015045. 
Ruiz-Villanueva, V., Piégay, H., Gaertner, V., Perret, F., and Stoffel, M. (2016). “Wood density and moisture 
sorption and its influence on large wood mobility in rivers.” CATENA, Elsevier B.V., 140, 182–194. 
Schmocker, L., and Hager, W.H. (2011). “Probability of drift blockage at bridge decks.” Journal of Hydraulic 
Engineering, 137(4), 470–479. 
Schmocker, L., and Hager, W.H. (2013). “Scale modeling of wooden debris accumulation at a debris rack.” Journal 
of Hydraulic Engineering, 139(8), 827–836. 
21
 
Wohl, E., Bledsoe, B.P., Fausch, K.D., Kramer, N., Bestgen, K.R., and Gooseff, M.N. (2016). “Management of 
large wood in streams: An overview and proposed framework for hazard evaluation.” JAWRA Journal of the 
American Water Resources Association, (Intergovernmental Panel on Climate Change, ed.), Cambridge University 
Press, Cambridge, 52(2), 315–335. 
 
22
7th International Symposium on Hydraulic Structures Aachen, Germany, 15-18 May 2018 
ISBN: 978-0-692-13277-7  DOI: 10.15142/T3Q933 
 
 
Wave Deflectors to Reduce the Run-Up and Overtopping at Embankment Dams 
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Abstract: Wave deflectors can be placed on the crests of embankment dams to improve the safety against overtopping and in the 
case of insufficient freeboard. In most cases, these elements are concrete blocks which can withstand the water pressure and wind 
wave impact due to their dead weight. This paper includes recommendations for the dimensioning and design of these structural 
members. Experiences and Advantages/disadvantages of special shapes and constructions are discussed. 
Keywords: Freeboard, wave deflector, recurved seawall, wave run-up, wave overtopping.  
1. Introduction  
At many reservoirs, the update of the hydrologic data or their re-analysis caused higher design floods with higher 
water levels. In other cases, a change in reservoir utilization caused a raise of the storage level. The latter point could 
also be interesting for owners and operators for water power plants in Germany who may save the net fees when 
enlarging their available Energy storage in the upper reservoir by at least five percent. This can be achieved by raising 
the storage level. These changes might result in a reduced freeboard. Nevertheless, this must not reduce the safety of 
the dam. Therefore, it can be necessary to take the measures indicated in Figure 1 to keep or improve the safety level 
of the dam. They can be applied standing alone or in combination.  
 










- Check of input data
- Use of directional wind velocities
- Pointwise freeboard calculation along the dam crest
- Taking into account the oblique wave approach
- Calculating the wave overtopping
- Comparison with local floods (flash floods)
- Advanced investigations (e. g. hazard estimation)
Organization







- Rough slope, rubble mound
- Parapet wall
- Curb 
- Wave deflector (landside, curved steel, embedded in the 





2. Dam Crest Elements  
An advantageous construction measure to compensate freeboard deficiencies is the use of crest elements like wave 
deflectors, rounded walls, parapets, curbs etc. These can be fabricated of concrete or metal. Used on the dam crest, 
they will increase the freeboard height and help to fulfill the dam safety standards.  
The range of application as well as the advantages and disadvantages of these elements are shown for typical layouts 
in Table 1 later (without claim to be complete). 
3. Wave Deflectors 
The run-up-reducing effect of wave deflectors has been used for many decades, especially in coastal engineering. 
Examples among many others worldwide are the recurved seawalls in San Francisco (CA, USA 1930), Galveston 
(TX, USA 1965), Exmouth (Devonshire, UK) and Dranske (Ruegen, Germany 1980) (Figure 2).   
   
Figure 2.  Application engineering for wave deflectors (f. l. t. r.): 1) polygon shaped wave deflector at Bautzen dam (no. 3 in 
Figure 3); 2) wave deflector embedded in the dam fill at Nonnweiler dam (no. 13 in Figure 3); 3) parapet wall at Lake 
Grosshartmannsdorf (mining water supply); 4) stepped slope and wave deflector at the East bank of the ’Sweet’ Lake near 
Eisleben (Pohl). 
 
The bucket curve of the wave deflector is often circular (element 3 in Figure 4). Sometimes the upper part is elliptic 
(element 4 in Figure 4). The angle of nappe separation may be between 45 and 90 deg. (horizontal). In case of an 
asphaltic or concrete waterside and crest coating, these elements can be set on the crest without additional fixing and 
would withstand the possible loads only by their dead weight. A key and slot joint can provide additional stability 
between neighbor elements. 
 
 
Figure 3.  Different types of wave deflectors: 1) Ohra dam; 2)/3) Bautzen old/new; 4)/5)/6) Markersbach pumping storage plant, 
lower, upper reservoir old/new [13]; 7) Schoenbrunn dam; 8) Lichtenberg dam; 9) Ratscher dam; 10) Schömbach dam; 11) 
Glems pumping storage plant, upper reservoir; 12) Saeckingen pumping storage plant, upper reservoir; 13) Nonnweiler dam. 
4. Dimensioning 
The wave deflector design requires a hydraulic and a static/dynamic structural analysis. 
Within the hydraulic analysis, the run-up reducing effect of the elements should be quantified. The related questions 
depending on the design criteria may be: How far will the point of begin of overtopping move on the relative freeboard 
axis f/R to the left (s. a. Figure 5) compared with the same situation without wave deflector? How much water will 
overtop the dam crest (Volume per meter qT depending on the element height hu,, the freeboard height f, the wave 
height H, and the wave period T)? 
1 m    
 
 




The analysis procedure and the determination of the required freeboard depend on the selected design criterion that 
might be chosen from the following list: 
1. The dam crest will be shaped in the way that only a certain percentage of waves can overtop it. With e.g. 
P = 2%; this means F = 1- P = 98%, the two largest of 100 run-ups would overtop. This criterion, based on 
DVWK-Guideline 246/1996, is often used for practical design-purposes. 
2. A critical overtopping volume (e.g. (qT)max = 2 m³/m at a coastal levee, (EuroTop 2016)) is only allowed to 
be exceeded by a certain portion of all single overtopping events. For P = 3%, three of the hundred 
overtopping volumes can be greater than (qT)max. This criterion is relying on the assumption that only too 
large and too frequent overtopping harm the structure but smaller ones do not. 
3. The average quasi-steady overflow must not exceed a limiting value (e.g. qmax = 0.005 m²/s (EuroTop 2016, 
p. 41)). Here we assume that the total amount of water is the critical impact whereas seldom-high single 
overtopping events can be tolerated. This criterion is often used for coastal levees where higher protection 
goals cannot be put into practice economically. 
4. A combination of criteria 2 and 3 when seldom-high single overtopping events cannot be tolerated. 
5. In a certain time only a certain number of overtopping events are allowed to exceed a critical volume (qT)max 
(e. g. twice per hour (qT) > (qT)max) = 0.25 m³/s). 
 
Druet (1963) proposed a radius of r ≈ 0.6 c/cosα for the curved part of the element where the height of the rounded 
contour c = 3dR is three times the run-up surge at the waterside foot point of the construction.  Šaitan (1974) proposed 
a wave deflector whose height is half of the design wave height hu = ½ H, whereas the lower part is circular with a 
radius of r = 1 3⁄  H and the upper part is elliptic with the smaller radius of about r = 
1
10⁄  H. Keberle and Kolnykow (SU 
Pat. 1194952 E02B 3/06) had proposed a 1 m high Seawall with a recurved upper end (r = 0,1 ∙ H) overhanging by 0,14 




Figure 4.  Definition sketch wave run-up: 1) without crest element; 2) vertical wall (parapet); 3) wave deflector-circle and 
ellipse; 4) wave deflector–logarithmic spiral 
 
The author of this paper published design formulae based on hydraulic model tests (Pohl 1991) which show that the 
freeboard height can be reduced to about 50% by using wave deflectors at the upstream dam crest. It must be assured 
that the plunging wave jet will not hit the element and the wave height is less than the double element height H ≤ 2hu 








Figure 5.  Wave overtopping test results without and with different wave deflectors. Left: Wave overtopping volume vs. 
normalized freeboard height. Right: Normalized overtopping volume calculated vs. measured values. 
 
 
Figure 6.  Left: Wave run-up and overtopping experiments with wave deflectors (here plunging breaker on a 1 on 2 smooth 
slope) TU Dresden (1987). Right: Stand for wave run-up and overtopping experiments, TU Dresden (2018). 
 
 





The test results were also integrated into the program ’Freeboard’ which provides a good and flexible adaption to a 
variety of different shaped banks and embankments. Besides the consideration of crest elements, other additional 
features like berms, oblique wave approach, steep slopes > 1:2 (in the transition zone between braking and nonbreaking 
waves) as well as repeated computations for probabilistic analysis are included (Figure 6 above). 
 
The proof of bearing capacity has to provide evidence that the resistant forces (weight, friction) are greater than the 
acting forces (load, water pressure, wind pressure, uplift, streamflow forces, seepage pressure). According to the 
current guidelines in Germany the deterministic safety concept (DIN 19700: 2004-08) is still allowed where the 
resistant forces must be greater than the acting forces multiplied by a certain safety coefficient (e. g. η = 1.3). In the 
frame of the newer partial safety concept, the applied forces increased by multiplying with a partial safety factor must 
be greater than the resistant forces reduced by a factor, which yields a degree of utilization less than one. Although 
this procedure may be practically implementable, this semi-probabilistic approach fades out the clear (theoretical) 
limit of stability between good performance and failure of the structure. A full probabilistic approach would consider 
the distribution functions of all applied and resistant forces so that for each failure mode as well as for the general/total 
failure a very small probability could be found: P < 10-3 … 10-6. Due to psychological reasons, often the reliability 1-
P is given which will take values in the range of 99.9 … 99.9999 %.  
 
 
Figure 8.  Wave run-up phases until the reversal ’slack’ point of motion. 
When analyzing the limiting load state, we could have a first look at the relatively improbable steady state case of 
bankfull (top of the element) impoundment. Similar to a concrete dam, a concrete element with a more or less square 
cut cross section could be set without further mounting or fixing on the dam crest. With a friction coefficient 
µ = tanφ = 0.45, a concrete density of  ρB = 2200 kg/m³, and a full reduction of the uplift pressure in the contact area 
from the waterside to the land-/downstream side, the limiting state (equilibrium) concerning sliding would be yielded 
η= 1.  
Considering the non-steady load action of the wave run-up, the wave generating wind towards the structure must be 
additionally taken into account. For load effects usually the average wave of the highest third of the wave spectrum, 
the so-called significant wave, is used: Hm0 ≈ HS ≈ H13% ≈ H1/3. Together with the peak period, they mark the point of 
the highest spectral energy density.  
When thinking in the category of a model, we can assume that a more or less triangular run-up wedge is moving into 
the rounded wave deflector with decreasing celerity. It will be retarded until it stops at the run-up height and turns the 
moving direction. The water mass, first decelerated and then accelerated on a curved path, causes radial accelerations 
depending on the actual celerity of the surge. According to Newton’s second law, this generates time-depending (non-
steady) forces in the wave deflector which can be displayed as horizontal and vertical forces. 
 
 







Figure 9.  Results of a non-steady analysis for an 85 cm high wave deflector: time depending horizontal (FH) and vertical (FV) 
forces due to hydrodynamic and wind load for different design situations from different approaches. It is visible that the results 
are sensitive to input data like the empirically found thickness of the run-up surge. 
 
 
As a third approach for the stability analysis, the theorem of conservation of the momentum can be used. Therefore, 
a control volume has to be defined (Figure 8 above) which includes all inflow and outflow cross sections of the run-
up surge at the wave deflector. The load acting on the deflector element can be determined by means of the changing 
forces on the control volume perimeter if the flow cross sections and the flow velocities at the perimeter are known or 
can be estimated. 
 
Vertical forces (definition upward → negative) can arise from upward directed flows, uplift in an open contact area 
between element and crest, as well as from the weight of the water which is temporarily staying in the rounded contour. 






Table 1.  Structural measures in the case of insufficient freeboard, pros and cons. 
 
 
5. Conclusion and Outlook 
This paper presents chances and limits when using wave deflectors. In many cases, a freeboard reduction or additional 





The available hydromechanical calculation procedures have been found under certain constraints in model tests and 
should be verified in further experiments that have been launched recently.   
 
The bearing capacity of the crest elements can be estimated with physical based approaches. Existing experimental 
data should be analyzed and compared in a next step. 
 
 
Figure 30.  Concrete-Block wave deflectors at the upper reservoir of the pumping storage plant, Saeckingen, Germany, before 
and after assembling. 
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Abstract: The assessment of dam safety and risk relies on a sophisticated monitoring and assessment of various parameters such 
as movement, pressure, temperature, water level, percolation etc. Our focus is the integration of such data in a state-of-the-art 
framework for data acquisition and storage, primary and secondary data validation procedures as well as alarming. Main objective 
of its implementation is to adapt the dam operator’s business processes and to enable a clear, efficient and safe execution of the 
monitoring activities. The primary validation layer aims at the individual validation of scalar time series by checking the data 
range, rate-of-change, persistent readings, among others. In a second step, the inner consistency of the data is addressed by the 
application of the well-established Hydrostatic-Season-Time (HST) Model. In this model-based validation, we fit the model into a 
moving window of historical data by a parameter identification. The deviation between simulated and observed parameters enables 
the detection of anomalies of the dam behaviour, which are the basis for the downstream alarming. We present the application of 
the framework to a reservoir system of 12 dams of various types of Enerjisa, a joint venture of Sabanci and E.On. The company 
distributes and supplies electricity serving 9 million accounts and with about 2.6 GW of installed generating capacity, of which 
50% are renewables. The new dam monitoring solution is designed as modern information environment for office and field. It 
supplies all required information in dashboard style screens and easy to use field applications with fully automated background 
processes for data import and validation. This led to an optimization of Enerjisa’s business processes saving time and providing 
up-to-date information for the decision support. 
Keywords: Dam Monitoring, infrastructure analytics, hydrostatic seasonal forecast. 
1. Introduction 
Enerjisa, a large Turkish hydropower producer, decided in 2015 to replace existing software for dam monitoring with 
a state-of-the-art data management system. The implementation by KISTERS started in the second half of 2015 for 
Menge Dam and continued with the roll-out of the system to the remaining 11 dams in the course of 2016 [Table 1]. 
Since 2017, the full-scale system is operated at Enerjisa’s computing centre in Ankara as an operational tool for 
operators in the headquarters and local staff on-site at the dams. The aim of the new system is to acquire measurement 
data from a total of about 1,500 sensors in the dams and its surroundings and to continuously and automatically store, 
process and evaluate it in real-time. The monitoring enables the fast and accurate detection of unusual dam behaviour 
in order to implement actions to secure the structural integrity of the dams. 
An important aspect of the human machine interface of such a system is the structured and standardised presentation 
of all acquired and derived parameters. It relies on a joint design and implementation by Enerjisa and KISTERS. This 
enables the operators to address the dam behaviour at a glance and to consider stress acting on the dam swiftly. The 
real-time system state of the dams is displayed in a web dashboard while monitoring and evaluation tasks continue 
running automatically in the background. The intuitive interface based on cross sections and site plans of the dams 
allow the operators to navigate from the overview to the different levels of detail. While doing so, the current state is 
constantly compared to the long-term behaviour of the dam and can be shown simultaneously if required. The data is 
linked to information pertaining to limit values, alarms, and forecasts. This enables on-site staff to control operations 
in detail and provides them with a comprehensive overview at the central control centre [Figure 1]. 
Understanding long-term behaviour of the dams is an additional key component of the continuous analysis of the 
measured data. Statistical models allow for adequate description of available measurement data and for quantification 
of inherent interdependencies by means of statistical analysis. In this context, we pay particular attention to the time 
series assessment by regression analysis. It relies on the Hydrostatic-Season-Time Model (HST Model) to analyse the 
behaviour of dams (Ferry and Wilm, 1958). The model describes the correlation between the dam deformation, the 























































































Menge RCC 68 303 50.80 70 50 25 85 25/06/2012 
Köprü RCC 109 413 93.20 170 50 30 145 10/01/2011 
Kavşak CFRD 95.4 40 - 460 50 100 182 19/06/2012 
Dağdelen Concrete 19.3 23 - n/a 20 30 8 16/02/2014 
Kandil CFRD 104 347 438.68 160 5 50 103 15/09/2011 
Sarıgüzel CFRD 81.5 464 59.40 215 5 30 101 03/09/2011 
Hacınınoğlu Concrete 24.5 102 1.67 n/a 10 30 144 12/12/2013 
Çambaşı Concrete 14.5 15 - n/a 5 30 45 11/11/2013 
Doğancay Concrete 23.3 40 0.18 70 50 50 62 24/04/2012 
Kuşaklı Concrete 19.3 40 1.59 n/a n/a 25 20 02/08/2013 
Yamanlı2 Concrete 14 12 414.47 50 50 150 59 29/08/2012 




Figure 1.  Web dashboard including Dam Monitoring Viewer (top left, interactive overview map on the position of the dams). 
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Model calculations of the HST Model are constantly being updated within the system considering continuously 
inflowing data. An alarm system identifies anomalies and notifies staff within the organisation as per the staff duty 
rosters and customisable distribution lists. 
The following sections provide detailed information about the data acquisition and decision support components. 
2. Data Acquisition 
2.1. Online Data 
The data acquisition at the dam sites rely on Campbell CR1000 data loggers. Each data logger has its own WEB 
interface and can administer over 100 measuring devices. Once every five minutes, the central information system 
calls via http the raw data from the loggers and stores it in the central database. Automatically acquired data includes 
reservoir water level, strain sensor, inclinometer, jointmeter, piezometer, strain gauges, settlement meter, pressure 
cells, tensiometer and seepage weirs. 
2.2. Manual Collection 
Data from measuring devices not currently accessible online is read by staff on their on-site inspections, is entered in 
a web interface, and is automatically transmitted to the central data management system. Manually collected sensor 
data include water levels, strain sensors, pendulum readings, inclinometer, jointmeter, piezometer, compasses, ground 
anchor, strain gauges, temperature and seepage weirs. 
A standard smartphone or PC is used for visual inspections. Files (tables, images, videos etc.) are automatically copied 
from the device to an FTP server, sent to the database, and made available alongside other online data and manually 
collected measurements. 
2.3. Automatic Data Validation and Analysis 
The data management system distinguishes raw and production data. Raw data is stored as read-only and stays 
available in full resolution on a long-term basis. Data validation as well as all corrections and additions are executed 
based on the production dataset which at a later stage serves as the foundation for any evaluation, consolidation and 
modelling.  
Data validation is a two-step process. The first step relies on the automatic validation by a number of data validation 
rules. Key rules check data loss, limit value violation and rate-of-change of the respective parameter. All rules are 
configured individually for all measurement points and can be linked to the alarm system. Furthermore, dedicated 
validation has been integrated by means of scripting. Inner consistency checks for individual measurement points as 
well as external consistency checks between different measurement points or the entire measurement network can be 
added by the operators during operations. 
Following the automatic validation, manual data monitoring in graphs and tables is executed. The data management 
system provides expert staff with comprehensive tools to be able to monitor large amounts of data effectively. For 
appropriate and accurate data corrections, powerful and application-specific graphic tools are available [Figure 2]. 
Quality management functions document all automatic and manual data validations in real-time. Finally, detected 
anomalies by the automatic validation are logged as well as any changes to the data. This way, any data pool and its 
history remain traceable. Together with staff notes and remarks, this serves as a valuable foundation for long-term 




Figure 2.  Manual validation of the data in the expert interface WISKI; this being jointmeter data at the Menge Dam. 
3. Decision Support 
3.1. Nearly-Real-Time Modelling 
Global displacements in dams can be separated into hydrostatic (water level), seasonal (air and water temperature) 
and time (irreversible deformations). Understanding the long-term behaviour of a dam is essential to interpret the 
measured data in order to be able to distinguish the deformations caused by irreversible events and factors as the 
ageing of the dam in order to ensure its structural safety.  
The Hydrostatic-Season-Time (HST) Model is a multivariate statistical model, which allows evaluating the long-term 
behaviour of a dam considering different measurement data types, based on a statistical polynomial regression 
provided by 
 




1 + 𝑐5 𝑒𝑥𝑝(𝑡) + 𝑐6 𝑒𝑥𝑝(−𝑡) + 𝑐7 𝑐𝑜𝑠(𝑠) +
                                     𝑐8 𝑠𝑖𝑛(𝑠) + 𝑐9 𝑠𝑖𝑛
2(𝑠) + 𝑐10 𝑐𝑜𝑠(𝑠) 𝑠𝑖𝑛(𝑠) + 𝑐11   (1) 
 




1      (2) 
• 𝑇𝑖𝑚𝑒 =  𝑐5 exp(𝑡) + 𝑐6 exp(−𝑡)        (3) 
• 𝑆𝑒𝑎𝑠𝑜𝑛 =  𝑐7 cos(𝑠) + 𝑐8 sin(𝑠) + 𝑐9 sin
2(𝑠) + 𝑐10 cos(𝑠) sin(𝑠)    (4) 
• 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 =  𝑐11          (5) 
 
Where: h = reservoir water level, t = elapsed time, s = 2 π j / 365.25 (season varying between 0 and 2п from Jan.1 to 
Dec. 31, and j = the number of days since January 1. 
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The HST Model describes the correlation (Eq. (1)) between the dam deformation, water level (Eq. (2)), irreversible 
long-term deformations (Eq. (3)) and thermic impacts (Eq. (4)). 
 
Figure 3. HST model interface for the modelling of building behaviour. 
The interface [Figure 3] allows for intuitive model operation. Any regression function can be added and calculation 
of regression coefficients can be launched both manually and automatically. A graph presents the results for an easier 
comparison, showing a simulated time series in contrast to the measured time series. The water level and a confidence 
interval support the user to swiftly identify where alarms have been triggered (as indicated in Figure 3). In addition, 
the list of alarms tab page includes a detailed description for each triggered alarm. The tables placed below the graph 
resume both regression parameters and statistical evaluations. Export of statistical evaluations is also possible. 
Model calculations within the HST Model are constantly being updated in WISKI with continuously inflowing 
information. Model results are compared to measured data, with alarms being triggered and transmitted to the alarm 
system in the event of any anomalies. 
3.2. Web Dashboard and Dam Monitoring Viewer 
The real-time state of the dams is monitored using a Dam Monitoring Viewer [Figure 1]. This interactive web interface 
based on cross sections of the dam allows for easy monitoring thanks to intuitive navigation. Data, information and 
plots are displayed in maps, charts, graphs and tables fast. Data export in different file formats for further use is 
possible, too. 
The tool is based on the KISTERS web portal framework. This is a web application based on portal technology which 
allows for comprehensive combination of small graphical components (widgets) with specific functions of the 
measurement data management. This data will then be combined to a solution tailored to the workflow and then can  
be accessed as a website using a browser. The solution is designed in an open and variable manner, to the effect that 
the Dam Monitoring Viewer can be adapted by users themselves in the event of modified demands to information or 
for new functions within the scope of future software releases. Additionally, the software allows different, 
configurable dashboards for different user groups and administers to them via user management. This way, each user 
can be provided with their very own workstation including their objects and data. 
To operate the viewer, no specific software is required at the respective workstation. A web browser is sufficient for 
access from any computer, tablet or smartphone. When doing so, the appearance of the Dam Monitoring Viewer will 
be optimised automatically for the respective screen size. Key information is foregrounded and user guidance adapted 
(responsive design).  
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Within their security concept, Enerjisa decided to only access the Dam Monitor Viewer from within their internal 
network. Authorised users can be granted access via a VPN at any time. Access to the information via the internet by 
the interested general public is not provided at this time; it is, however, technically possible. 
4. Conclusions 
As storms, floods, and other large weather events can place those living near a dam at risk, proper monitoring of a 
dam is an important aspect of dam operation and maintenance. The described technologic solution allows a seamless 
integration of automatic and manual data acquisition offering evaluable benefits to plant owners and operators. 
Another important aspect is the significant role played by the validation of the collected data for the performance dam 
monitoring system. The integration of both processes, data validation and model-based assessment of dam movements, 
can timely reflect critical indicators of structural behaviour and support the analysis of the data and the alarms.  
Data management system for dam monitoring allows the staff to monitor the dams according to an ‘over-the-loop’ 
concept, i.e. staff is not part of the automatic processing chain but supervises it. This conceptional enhancement 
increases process efficiency significantly. 
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Abstract: For the first time, the technical board ’Dams and Weirs’ of the German Association for Water Wastewater and Waste 
(DWA) published a guideline on how to cope with loads beyond the design assumption. This implies a need to consider a possible 
residual risk, which was not so openly discussed in Germany in the past. This paper presents the main issues of the document DWA 
T1/2017, which gives a guideline how to cope with the risk of large dams and reservoirs. 
Keywords: Dams, design assumptions, residual risk, dam safety, dam failure.  
1. Introduction  
Dams are very safe structures. Until now often the sentence that ’…dams are safe as far as is humanly possible to 
tell…’ could be heard. This is not wrong when considering the comprehensive and clear German standards (DIN, 
DWA, others) for dam design, construction, operation, and maintenance. On the other hand, this can also be understood 
in a way that the safety is only almost 100 percent and a certain residual risk is remaining. The estimation of this 
residual risk is also an issue of the German dam standard DIN 19700-11:2004-7. 
From many disastrous and spectacular dam failures worldwide during the last four millenniums, it can be derived that 
the consideration of the residual risk is necessary.  
In general, it is visible that the number of dams in Germany has been growing rapidly during the last century while the 
failure probability has been decreasing (Figure 1). 
Although no large dams (according to the ICOLD criterion: dam height > 15 m, storage volume > 1,000,000 m³) failed 
in Germany after 1970, from theoretical mathematical considerations it can be derived that the failure probability is 
greater than zero. During this period, six medium dams failed (Figure 2). Normalizing this number with the product of 
the total number of medium dams and the time since construction (dams x years), a failure probability of about P ≈ 
0.0001 is yielded if assumed that the not exactly known number of medium dams is about four times of the large dams. 
To calculate the risk 𝑅 = 𝑃 ∙ 𝐶, the failure probability, P, as well as the consequences, C, (damages) are required. As 
seldom events mostly produce higher consequences and vice versa, C = C(P) can be displayed as a hyperbolic graph 
which integral 𝑅 = ∫ 𝐶(𝑃) ∙ 𝑑𝑃
1
0
 yields the risk. When (similar to flood statistics) the possible failure event is 
considered per year and the consequences can be expressed in terms of a currency, the risk will become the expected 
annual damage in €/a, which can occur or be avoided, respectively. Sometimes this is called the benefit, which is of 
course not completely exact.  
 
Not every exceedance of the design assumptions and not everything reaching the limiting state (equilibrium between 
load and resistance) will cause a failure [1]. Due to the normally low number of failures, which is not significant, the 
’true value’ of the failure probability cannot be found exactly by calculation or statistical analysis. What we yield is an 
estimated value for the relative frequency, which might be considered being close to the failure probability. Depending 
on the development of the number of large dams in Germany the relative dam failure probability has been calculated 
for the chart in Figure 1.  
 
With the same procedure, the relative failure probability for nuclear power plants worldwide was calculated 
considering the major accidents in Chernobyl (1986) and Fukushima (2011). From Figure 1 it becomes visible that the 
failure probability of medium dams in Germany lies in the same range of about 10-4 as for nuclear power plants around 
the world whereas the consequences including life and property losses are magnitudes higher for the power stations. 
Insofar they generate a very much higher risk but are accepted in the most countries worldwide. The theoretical failure 





Figure 1.  Development of the relative dam failure frequency (≈ probability) in Germany (blue) and the failure probability of 
nuclear power plants worldwide (red). 
 




The fire protection and disaster control legislation of the federal states in Germany demand that owners and operators 
of installations with high-risk exposure have to prepare documents that contain information about the hazard release 
potential and the possible prone area. Owners and operators are interpreting this lawful claim in a different way. 
Particularly, the question whether the mentioned documents (primarily hazard maps) have to be prepared or handed 
over to the authorities without demand is answered in different ways. Also, the question whether the European Flood 
Risk Framework Directive includes these ’artificial’ floods is discussed here and there. 
 
From the viewpoint of the author of this paper, four perceptions by dam owners and operators can be seen: the first 
have prepared and published hazard maps. The second have prepared these documents and are ready to hand over them 
on demand to the civil protection authorities, but they do not like to publish them to avoid misinterpretations. The third 
would have the documents prepared after demand and the fourth do not think that their plants and installations might 
be so dangerous that they were within the scope of these laws. 
 
The authors of the DWA-document T1-2017 [1] felt that the time has come to publish the view on the things as was 
discussed in the technical committee for dams and weirs (WW4). The intention was to give some thoughts, 
recommendations, hints and help to the dam owners, operators, consultants, constructors and authorities as well.  
2. Design and Dimensioning according to the Technical Standards in Germany  
It is the present practice to use the semi-probabilistic partial safety factor concept according to the current European 
and national standards. The reliability of dams has to be proved corresponding to Eurocode EC 0 (DIN 19700:2004-
07, DIN EN 1990:2010-12 [3] using the following approach: 
Reliability = Load bearing capacity + Usability + Durability 
 
Figure 3.  Reliability analysis concept for dams based on DIN 19700-11:2004-07 [3] (s. a. Sieber 2009 [10])  
and DWA M542 [4]. 
 
In general, the basic requirements concerning the reliability are fulfilled when 
• Stable and resistant structural systems are selected, 
• Adequate building materials are used, 
• Appropriate design and analysis methods are applied, 
• The barrage and appurtenant works, components, and members are engineered functionally, 




Corresponding to DIN 19700: 2004-07, the application of the global safety concept is still acceptable. Here the resistant 
forces must be greater than the load multiplied by a certain safety factor (e.g. η = 1.3). The younger partial safety factor 
concept demands that the loads multiplied with a partial safety factor (greater than one) are less than the reduced 
resistant force (multiplied with a certain safety factor less than one) so that the degree of utilization is less than one. 
The technical guideline DWA M542/2016 [4] describes a procedure for dams based on the partial safety factor concept 
which yields approximately the same safety level like the hitherto existing deterministic method. 
A full probabilistic analysis using the distribution functions of all loads and resistant forces would provide a very low 
failure probability (probably in the range from P < 10-3 … 10-6) for every potential failure mode. Often the reliability 
1-P (which will probably take values between 99.9 and 99.9999 percent) is used due to psychological reasons. 
3.  Possible Loads beyond the Design Assumptions 
Dams are exposed to loads that are subjected to natural variations (uncertainty). This is why the design values have to 
be observed or explored for a long lasting period. This especially applies to design floods, earthquakes, and wind loads. 
Mainly the following exposures cannot be excluded beyond the design assumptions: 
• Extreme discharges and stages (ICOLD 2012), 
• Extraordinary overtopping of the barrage (Figure 4), 
• Critical surcharge of functional hydraulic structures (Figure 5), 
• Unexpected slope sliding in the reservoir area, 
• Extreme earthquake (Gruenthal et al. 2009, ICOLD 2016)) 
• Unexpected seepage and undercurrent with extreme hydraulic gradients, 
• Animal burrows, 
• Extreme live loads, 
• Mishandling, wrong control, 
• External impacts, terrorism (Figure 5). 
   
Figure 4.  Visualization of Overtopping a Concrete Dam during an extreme Flood beyond the design Flood (HQextrem > BHQ2; 3-
dimensional hydro-numeric model Keul 2011). 
 
 
Figure 5.  Technical and staff measures to protect critical infrastructure: Watchtower (Sheriff) and Video observation (red arrow), 
three additional waterways right in the photograph (orographically left) at the Folsom-Dam on the American River upstream 
Sacramento, CA. (Photograph: Pohl). 
 
Each of the above-mentioned impacts caused disastrous damages in the past. Overtopping due to underestimation of 
the design flood was the failure reason in about one-third of all observed cases. By means of adequate measures that 
complete an appropriate design, it is possible to identify weak points, to reduce impacts, or to minimize consequences 
with 
• Periodical visual inspection of the structures, 
• Safety reports and thoroughgoing inspection, 
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• Deficiency analysis, 
• Periodical maintenance, inspection, function check, 
• Periodical and sufficient measurements and evaluation, 
• Risk assessment, 
• Instruction and advanced training of the staff, 
• Effective organizational structure, 
• Building measures at the waterways during low water periods, 
• Video observation and motion detection, alert at entering by force, 
• Burglar resistant doors, reinforcement of structural members, 
• Access control, limited access, 
• Protection of communication path (e. g. cable) for data and signals, 
• Co-operation of operators with authorities (county-, state-, federal police) in the case of hazard exposure, 
• Emergency action plans (EAP). 
 
 
      
Figure 6. A tiered approach related to the possible dam failure. Examples of flood exposure. BHQ = Design flood for two design 
situations. 
4. Adverse Conditions on the Resistance Side 
While the exposure can be unexpectedly high and intensive, on the other hand, a too low resistance is thinkable. This 
can be due to material properties in the structure as well as in the substratum which do not fulfill the expected standards 
(material strength (pressure, tension, shearing), soil properties (angle of internal friction, cohesion, permeability, frost 
resistance, erosion resistance)). Furthermore, malfunction can influence the resistance side adversely (gates or valves 
of the waterways blocked, drains clogged, colmation, sealing elements in the structure or substratum damaged; ice 
preventer, concrete cooling systems (especially at arch dams) without function; drives, overload cut-offs, energy 
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supply, gauges, limit signaling devices, storage level delimiter, overtopping detector, central process control system 
out of order). 
 
Not every overload will cause a dam failure (see Figure 6) because in the design, analysis, methods, models, materials, 
safety margins, minimum freeboards, and loads certain reserve is included. This will be activated first and only when 
this is consumed and the limiting state (equilibrium) will be reached. Partly certain self-regulating forces, e.g. by load 
redistribution can be observed. 
 
 
Figure 7. Modelling a hypothetical dam failure and its consequences. 
5. Operational Measures in Special Situations and Emergency Action Plans 
Emergency Action Plans (EAP) according to DIN 19700-10: 2004-07 are needed if dangerous situations could appear 
or were thinkable. For these special situations, instructions have to be given in the related documents. A certain 
procedure has to be executed systematically when anomalies like distortion, deformation, water release, untypical 
seepage or similar are observed. This may include an information to the responsible dam professional to give the first 
assessment and to initiate further measures (like water level lowering with an allowable drawdown rate, alarm message, 
information of the people downstream and the civil protection) if needed. 
 
Dam owners and operators can be obliged to support the civil protection authorities to establish EAP’s due to the high 
hazard potential of large dams. This includes the supply of special hazard maps which indicate the potential inundation 
area in the case of dam failure. These maps should display maximum water levels, water depths, arrival times for flood 
waves, flood propagation and evacuation paths. 
 
Whenever it becomes visible to the dam operator that the hazard of dam failure cannot be averted any longer, he/she 
must start the measures schedules according to the EAP. 
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6. Dam Failure and Impact Assessment 
A quantitative analysis of the (hypothetical) case of a dam failure requires some steps of a procedure, which is shown 
in Figure 7.  
 
As mentioned above, not every extraordinary exposure to the barrage beyond the design assumptions or with calculated 
exceedance of the limiting state will cause a dam failure. However, if this is the case, the failure modes and breach 
scenarios have to be described. Embankment dams can suffer overtopping with backward erosion as well as piping 
due to internal erosion. While the first failure mode is normally linked to meteorological or hydrological events, the 
piping can occur as a sunny day event. These two failure modes mostly stretch over a period from one to a few hours 
and can be explained by empirical knowledge or geotechnical models. The failure of concrete, masonry, arch, or vault 
dams often proceeds relatively quickly and contains either some sections/blocks of the whole structure in very short 
time. From the breach scenario and the progressive breach development, the outflow hydrograph can be estimated by 
means of hydraulic models, which will serve as the upper boundary condition for a highly transient hydro numerical 
analysis. This is normally continued downstream along the watercourse until the water level approaches the level of 
natural floods. The results of the calculation are copied to special hazard maps from which EAPs or risk maps can be 
derived (Figure 8).  
 
 
Figure 8. Example of a special Dam Break Hazard Map showing the maximum water depth above ground, the inundation area, 
the flow velocity at control sections and the time of flood wave arrival from the begin x of the break. Additionally, the flow 
velocity and the intensity h∙v could be displayed (Background Map: OpenStreetMap). 
7. Conclusion, Outlook 
Dams in Germany are designed, built, operated and maintained according to the generally acknowledged rules of 
technology, which are communicated within the DIN-, DWA- and other standards. Although they are very safe, a 
certain residual risk remains. This should be made transparent and identified so that an appropriate reaction can be 
carried out when first signs of irregularity become visible. The presented DWA-guideline T1-2017 [1] is intended to 
be a contribution to awareness and preparedness and should help the owners and operators to cope with the improbable 
case of the residual risk. 
 
Hopefully, more operators and owners will take the initiative to check their installations concerning situations beyond 
the design assumptions and the related possible consequences. First experiences showed that risk awareness has been 
improved after the issue of this guideline but due to financial limitation first initiatives of some operators have been 
suppressed. 
 
The responsibility for flood protection in Germany lies in the hands of the authorities of the 16 federal states. Although 
most of them have civil protection acts with similar standards, the practice differs from state to state and from operator 
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to operator. It would be desirable to come to a more or less standardized approach to risk assessment and mitigation in 
the future.  
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Abstract: The population growth requires improvements in water availability for consumption, food and energy. There are many 
challenges to achieve this. However, in many cases, one solution resolves all needs: reserving the water for supply, irrigation of 
crops and energy generation. In particular, the current demand for clean energy generation has encouraged some governments to 
invest in the construction of new hydropower plants. This scenario results in building a dam and its appurtenances. The concept 
of accumulating water for human use dates back to antiquity, but it was only during the 19th century that the technological 
development allowed the advent of hydropower plants. Since then, ongoing efforts on this field have developed technologies and 
the systematic construction of dams. More recently, there has been an increasing concern regarding the safety of dams. In Brazil, 
the safety legislation began to operate only in 2010. Malfunctioning of dams can lead to failure and even to catastrophic 
consequences. When an accident occurs, not only are the costs for repairing high, but it also compromises operation and the 
environment. A dam failure may be related to a poor performance of the spillway. Erosion is one of the main causes of spillways 
failure. In this sense, it is essential to characterize the composition and resistance of the concrete to be used in the spillway. 
Cavitation and water solid mixture are among the main causes of erosion that put spillways into risk. Cavitation is the formation 
of bubbles within the liquid, if the vapor pressure is reached. Once the pressure rises, the bubbles implode and eventually cause 
damage, noise, vibration and pressure fluctuation. Water solid mixture causes erosion by the impact of particles. The particles are 
carried in the flow, and it is especially important, because the damage is irreversible and progressive. The objective of this paper 
is to show the importance of testing concrete samples to erosion before using them in prototype. The concrete samples are submitted 
to erosion due to cavitation and water-solid mixture. The tests were performed at the Laboratory of Hydraulics and Fluid 
Mechanics at Unicamp, Brazil. The method for evaluating cavitation erosion resistance is based on the use of a high velocity 
cavitating jet.  The other method, for evaluating water solid mixture erosion resistance, is based on the use of a mixing tank, where 
an impeller propels solid particles in the water over the sample. In both cases, the erosion resistance is associated with the mass 
loss of the sample through time. The results highlight the erosion that can occur in prototypes and the importance of testing 
concretes before construction or repairing of concrete spillways. 
Keywords: Erosion, cavitation, water-solid, experimental study, dam safety.   
1. Introduction  
Hydropower is globally the main renewable source of electricity generation and, according to the Water Energy 
Council (2016), hydroelectric plants provide 71% of all renewable energy. In 2016, among all sources, hydroelectricity 
accounted for 16.4% of the world's total energy generation. The Water Energy Council report (2016) further indicates 
that total installed capacity has grown by 39% from 2005 to 2015, focusing on emerging markets, where the creation 
of hydroelectric plants makes water supply services available, among others. 
Brazil has great water potential and the largest part of the country's energy depends on a good performance of 
hydroelectric plants. Currently, despite the investment in new energy sources, such as wind and solar, hydroelectricity 
accounts for 69.8% (Ministry of Mines and Energy 2016) of the energy used in the country. However, Legislation 
regulating the construction and maintenance of dams in Brazil is quite recent (Brazil 2010). For example, in the sixth 
volume of the Entrepreneur's Manual on Dam Safety, in "Guidelines for the Construction of Dams" (2016), no tests 
are required to characterize the erosion of the hydraulic concrete surfaces of a dam. Thus, one loses the opportunity 
to adopt criteria to avoid serious damage to the structure. The damage caused to a surface in a hydraulic structure, in 
most cases, has irreversible consequences, or high costs for repair, leading to the need of investigation of the erosive 
effects that will act in the hydraulic structures. 
Hydroelectric plants have discharge structures, such as spillways and dissipation basins, where water flows and 
eventually carries a large quantity of solids (Branco et al. 2017). Another issue is the high velocity flow that can lead 
to the onset of cavitation, depending on the pressure of the flow. Thus, one of the susceptibilities of these structures 




high and dam operation may be compromised during maintenance periods. It is essential to characterize correctly the 
composition and, in addition, the resistance of the concrete to be adopted in the hydraulic surfaces. 
Tatro (2007) presents a series of hydraulic structures that have suffered erosion. In the report, it is clear that 55.7% of 
the cases were eroded by the action of the water-solid mixture, 25.3% by a combined action of the water-solid mixture 
and cavitation, 15.2% by cavitation, 1.3% by chemical attacks. 
Erosion by mixing solid water is one of the main problems in hydraulic systems with transport of fluids and solid 
particles. This process can be understood as the progressive disintegration of the material caused by solids, sand, 
gravel, ice or debris carried by water (Graham 2007). According to Liu et al. (2006), the loss of mass caused by 
abrasive erosion in hydraulic concrete is a three-stage process. Initially, the water pressure causes a peeling of the 
concrete surface. Subsequently, the impacts of the solids transported along with the water result in the removal of the 
mortar and, subsequently, exposure of the large aggregates. Finally, the continuity of this cycle leads to the deepening 
of erosion. Tatro (2007) shows that hydraulic structures, although withstand the wear and tear caused by the mixing 
of solid water, are generally not prepared for events in which larger quantities of solids are carried, something common 
in the present scenario of intense use changes of the watersheds. 
Among the methods used to study the resistance of concretes subjected to water-solid erosion, the submerged method, 
ASTM C1138M (2012) consists of a cylindrical tank, filled with water, at the bottom of which a concrete sample is 
placed. A rotor with vertical blades keeps the water-solid mixture in rotation by means of a motor. The solid part 
consists of 70 steel balls of nominal size between 12.6 and 25.3 mm, responsible for eroding the concrete surface. In 
literature, several authors have used similar methods to investigate the relative resistance of different concretes under 
erosive action such as Dalfré Filho et al. (2000), Horszczaruk, (2005, 2008, 2009), Kumar and Sharma (2014), Mohebi, 
Behfarnia and Shojaei (2014), among others. In particular, a modified version of the submerged method was developed 
to model real field conditions, by substituting the sphere balls by sand. Preliminary single phase simulations (Malavasi 
et al. 2013) allowed verifying the effectiveness of the new equipment; later, a prototype was built at the Laboratory 
of Hydraulics and Fluid Mechanics, School of Civil Engineering, Architecture and Urbanism (Unicamp). Later on, 
Messa et al. 2017 confirmed the effectiveness of this approach after confronting the experiments with initial CFD 
analyses. 
In hydraulic systems, the cavitation effects are almost always harmful. Five basic problems exist created by the 
cavitation phenomenon that are the noise, the vibrations, the pressure fluctuations, the erosion and the efficiency loss. 
Cavitation is, among the possible causes of erosion in hydraulic structures, the most destructive. As high velocity flow 
passes over a solid boundary damages may occur. Several factors determine whether the surface will be eroded 
including the intensity, the location of the damage, the flow velocity magnitude, the air content of the water, the 
surface resistance and the length of time the structure is exposed to the phenomenon (Falvey, 1990).  
Erosion by cavitation can initiate from the inadequate finish of the surfaces or from the presence of structural elements, 
such as chute blocks. Moreover, cavitation can be formed when there are offsets, transverse grooves or protruding 
joints resulted from inadequate concrete work (Dalfré Filho et al. 2006).  An alternative test for concrete erosion 
evaluation uses water cavitating jet technology (Conn et al. 1984; Cheng et al. 1990; Dalfré Filho et al. 2006; Dalfré 
Filho and Genovez 2008, 2009). The cavitating jet apparatus uses a nozzle specially designed to produce cavitation, 
combining high-velocity flows and cavitation (appropriate cavitation index), as ordinarily present in hydraulic 
structures.   
Each type of erosion process has different origins, function principles, thus different consequences. The main sources 
of cavitation erosion are the wave shocks with pressure magnitude above 69 MPa and micro jets with speed above 
100 m/s (Tullis 1989; Knapp et al. 1970) which are generated during the bubbles implosion. Once erosion by cavitation 
occurs, after bubbles collapse perpendicularly to the concrete surface, it becomes rough. Meanwhile, erosion by water-
solid mixture occurs due to particles impact, being the angle between surface and particle direction smaller than 90º, 
causing smooth surfaces (Malavasi et al. 2013). The scale of damage for each type of erosion is also distinct. Cavitation 
causes severe damage in the short term due to the magnitude of forces, while the erosion impact of particles becomes 
severe in the long term. In both cases, the tendency is to withdraw the aggregates from the cement mortar. 
According to the characteristics of the erosion in a brittle material, such as concrete, only through experimental studies 
the damage can be evaluated and recorded, as well as determining correlation parameters between the severity of 
erosion and flow conditions. Thus, it is essential to characterize the composition and resistance of the concrete to be 




the dam safety area, in refer to the erosion in hydraulic surfaces, especially when submitted to the water-solid mixture 
erosion 
2. Material and Methods 
The water solid mixture equipment and the cavitating jet equipment are installed in the Laboratory of Hydraulics and 
Fluid Mechanics at the School of Civil Engineering, Architecture and Urbanism at University of Campinas (Unicamp), 
Brazil. 
2.1. Water-solid Erosion Tests 
The equipment for water-solid erosion tests is displayed in Figure 1. A 370 W motor power (WEG-Brazil, W22 model) 
is connected to an impeller specially designed to rotate (900 rpm) the water-solid mixture above the concrete sample, 
causing the surface erosion, inside an acrylic tank. The tank is provided with 4 radially disposed acrylic baffles. The 
baffles guarantee stability to the samples and increase turbulence, causing the samples to be eroded faster (Malavasi 
et al. 2013; Messa et al. 2017).  The distance between the impeller and the sample surface is named clearance, c and 
kept constant at 0.056 m. The impeller has four inclined rods, on a 45º angle to produce the impact of the solids. 
Righini (2014) investigated tests with different impeller speeds and clearances to study the pressure distribution in the 
bottom of the tank. Messa et al., 2017 determined both rotational speed and clearance after previous experiments with 
low resistance concrete, in short time tests.  
 
  
Figure 1.  Equipment for water-solid erosion tests (measures in mm) 
 
2.2. Cavitation Erosion Tests 
The equipment for cavitation erosion tests is displayed in Figure 2. A 9,200 W motor power is coupled to a 
positive displacement pump (PROMINAS, Brazil, model BPS-327-025-MP), set at pressure 15.00 MPa. A pipe 
connected to the pump has a specially designed nozzle (see Figure 2, being D equal to 0.0015 m) in its end and 
it is located inside the reservoir of (Φ) 0.680 m and (h) 0.740 m. The test pressure was recorded by an absolute 
pressure transducer with a range of 0.00 to 20.00 MPa (HBM, Germany, model K-P8AP-231B-17A5), placed 









                (1)  
 
where p0 is the set pressure, pv is the vapor pressure and v0 is the velocity of the jet flow. The water inside the tank is 
at 24°C. Considering p0 equal to 15.0 MPa, v0 equal to 175 m/s, a σ of 0.14 was then obtained. The equipment setup 
was determined in previous studies (Dalfré Filho 2005; Dalfré Filho and Genovez 2008, 2009), by performing several 




Figure 2. Equipment for cavitation erosion tests (measures in mm) 
 
2.3. Test Procedures 
The tests occurred in steps.  In step 1, concrete samples were tested to evaluate water-solid erosion (sample dimensions 
of (Φ) 0.325 m x (h) 0.050 m and in step 2, concrete samples were tested to evaluate cavitation erosion with dimensions 
of (Φ) 0.180 m x (h) 0.040 m). For each test step, three concrete samples were used. Five additional compressive 
resistance samples, dimensions (Φ) 0.100 m x (h) 0.200 m, were also prepared to determine compressive resistance 
and modulus of elasticity in 28 days. All samples were made at once, that is, using the same concrete recipe. In this 
sense, compressive resistance and modulus of elasticity of the samples were kept constant during the study. The 
samples were prepared according to the Brazilian procedure NBR 5738 (2003) at the Laboratory of Structures, School 
of Civil Engineering, Architecture and Urbanism, Unicamp. Erosion was characterized by loss of sample mass over 
time.  
For the water-solid erosion, the samples were positioned at the bottom of the tank and the tank was filled with the 
water-solid mixture at four-time tests: 6, 12, 24 and 36 hours.  At each time test, the sample was removed from the 
equipment, weighed in the dry saturated condition and photographed. First, the concrete sample is weighted using a 
mass balance (Toledo, model PRIX III Fit, range 0.050-15.000 kg, accuracy of 0.005 kg) and its initial mass is 
recorded. Sequentially, the sample is positioned again at the bottom of the tank and the gap between the sample and 
the tank wall is filled with sealant material. Clean water is poured into the tank up to a static level of 0.350 m above 
the sample and the solid phase is added. After positioning the impeller-shaft motor assembly at the desired clearance, 
the motor is turned on and the rotational velocity is adjusted. At all the time tests, the water-solid mixture is replaced 




consists of 0.950 kg of silica sand particles with density equal to 2650 kg/m³ and size within 0.0012 m and 0.002 m, 
yielding a static solid volume fraction of 1%. The carrier fluid is water at 20°C.  
For the cavitation erosion, the samples were positioned at the bottom of the tank which was then filled with clean 
water, at three-time tests: 1, 5 and 10 minutes.  At each time test, the sample was removed from the equipment, 
weighted in the dry saturated condition and photographed. The concrete sample was weighted using a mass balance 
(Toledo, model PRIX III Fit, range 0.050-15.000 kg, and accuracy of 0.005 kg) and its initial mass was recorded. 
Sequentially, the sample was positioned again at the bottom of the tank.  Clean water is poured into the tank up to a 
static level of 0.30 m. After positioning the nozzle, being c kept constant at 0.050 m, the pump was turned on and the 
pressure test is set at 15.00 MPa.  
Horszczaruk (2005) to estimate the temporal evolution of concrete erosion used the power law in Eq. 2 and it was also 
used in this work. 
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where ΔM is the mass loss, M0 is the initial mass of the sample, both measured in kilograms; t is the test time in hours; 
a [h] and b [-] are coefficients, obtained by curve fitting of experimental data.  For a clearer analysis of the results, 
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where ?̇?𝑟0,𝑒𝑥𝑝 is the mass flux of the erosion in grams per hour; the numerical coefficients, a and b, have been 
determined by curve fitting of experimental data, a is given in grams per hour and b is dimensionless; M0 is the initial 
mass of the samples. 
The mass flux of the erosion is an important parameter to compare erosion resistance of different materials submitted 
to the tests. Literature (Hozazuk 2005; Kryžanowski et al. 2009; Kumar and Sharma 2014; Mohebi et al. 2014; Messa 
et al. 2017) shows that mass loss erosion is not linear over time. However, at the beginning of the tests, the erosion 
loss can be considered linear, although, as time increases, mass loss becomes gradually smaller. Eq. 3 was constructed 
for time t tending to zero, representing the erosion at its initial phase to allow comparison among different materials. 
3. Results and Discussion 
The tests were carried out according to the procedures described in Section 2. Concrete compressive resistance and 
modulus of elasticity were used to define the samples that were later submitted to the erosion and cavitation erosion 
tests. The result is showed as the average of the individual samples. The compressive resistance in 28 days is equal to 
30.00 MPa and the modulus of elasticity is 3.17 MPa.  
The mass loss in elapsed time caused by water-solid mixture erosion, and by cavitation erosion was obtained from Eq. 
2 and the results are presented in Figures 3 and 4, respectively. The erosion mass loss (?̇?) is obtained by applying the 
factors a and b in Eq. 2. These factors were determined by adjusting the curve of Eq. 2 to the experimental values, for 






Figure 3. Mass loss in elapsed time for water-solid mixture erosion test 
Figure 3 shows a decrease in the rate of concrete mass loss over time, in particular a flattening of the erosion rate 
curve. This may occur due to the changes in the surface of the sample over time. At the beginning of the erosion, a lot 
of cement mortar is withdrawn to the impact of solids and the surface becomes more heterogeneous. This phenomenon 
occurs by degrading the bond between mortar and aggregates. As long as cement mortar is available, erosion continues 
and is a concern, although in a lesser rate than the initial times.  
For the case of erosion by water-solid mixture presented in Figure 3, by adjusting Eq. 2, we obtain the curve described 




= 1 − [
10.242
10.242+𝑡
]0.009              (4) 
In this sense, the mass flux for the erosion (Eq. 3) by water-solid mixture assumes the value of 0.0093 kg/h, once the 
values a (10.242 h), b (0.009) and M0 (11.040 kg) were obtained. Figure 5 shows visually the development of the 
erosion in time tests. The smoothed surface is observed in the samples and the progressive, accumulated erosion 
process is evident.    
For the case of erosion by water-solid mixture presented in Figure 4, by adjusting Eq. 2, we obtain the curve described 
by Eq. 5.  
∆𝑀
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Accordingly, the mass flux for the erosion (Eq. 3) by cavitation assumes the value of 0.3851 kg/h, once the values a 
(28.672 h), b (4.654) and M0 (2.373 kg) were obtained. Figure 6 visually shows the development of the erosion in 
time tests. As cavitation damage sources occur perpendicularly to the surface. This effect has an impact on the texture 




















Figure 4. Mass loss in elapsed time for cavitation erosion test 
 
Comparing Figures 5 and 6, each process of degradation is evident. While erosion by cavitation is a process of high 
intensity and short duration, erosion by the impact of particles carried by water is a slow one, long duration, gradually 

























Figure 6. Samples after determined time under erosion by cavitation test 
 
For the water-solid erosion, with the equipment running at 900 rpm, clearance of 0.056 m, the mass loss flow is ?̇? = 
0.0093 kg/h. For the cavitation erosion, with the equipment at a cavitation index, 𝜎 = 0.14, the mass loss flow is ?̇? = 











− 𝑎                  (6) 
From Eq. 6, by applying the respective factors, it is possible to obtain the total time in which a sample would suffer 
complete degradation, either by water-solid mixture or by cavitation. Considering a deterioration of 99% of the initial 
mass, the total water-solid erosion time of 113883.6 hours is obtained, while for cavitation, only 367.3 hours were 
obtained for the samples tested here. By comparing degradation times, it is noticed that cavitation degradation of the 
samples occurs about 300 times faster than for water solid degradation. However, considering that both processes can 
occur at the same time, self-enhancing the erosion, the complete degradation would occur in less time.  
 
4. Conclusions 
Spillways and stilling basins are essential structures to guarantee the dam safety, as they discharge the overflows. The 
malfunction of these structures, whether due to an error in operation or lack of maintenance, can cause accidents, 
which can even lead to the dam break. One of the causes of the failure of these structures is the malfunction due to the 
concrete erosion. Among the possible causes of erosion, two of them can be highlighted, cavitation erosion and water 
solid mixture erosion.  
Among the criteria to classify a dam in a category of risk lies with the reliability of the spillways and stilling basins, 
which must have no obstructions or erosion. But, the evaluation of the structure has been made only through visual 
periodic inspection. Considering the state of the art, there should be defined criteria to avoid erosion process based on 
the quality of the water and the concrete composition, besides the typical hydraulic and hydrological parameters. 
The results presented in section 3 confirm that cavitation is the most detrimental erosion process. Nevertheless, this 
may lead to the idea that the erosion caused by water-solid mixture could be negligible. Cavitation itself may origin 
high pressures and cracks around individual pieces of aggregate, swept away by the flow, initiating erosion by the 
impact of solids. As erosion from high velocity flow continues, reinforcing bars may be exposed. Bars may begin to 
vibrate, which can lead to mechanical damage of the surface. Both phenomena are serious, but each has its specific 
physical processes, its consequences, footprints and scales in time and space are also different, but these differences 
do not make any of them less important. Cavitation brings almost instantaneous consequences, but it has been already 
well studied and has many tools to reduce its occurrence, such as aeration of the flow. Erosion by the impact of solids 
causes serious damage usually in the long term, but as the hydraulic structures built in the past show signs of detriment, 
solutions must be taken to avoid dam safety issues. Nevertheless, both processes can occur in concomitance, enhancing 




Further developments in this work may lead to suggestions to the Dam Safety Legislators to include the necessity of 
standardized erosion tests for concrete to be used in hydraulic surfaces of spillways and stilling basins. This could 
certify minimum conditions to guarantee a long term well-functioning of a hydraulic structure. The next steps will 
include testing different concrete compositions, also varying different rotation speeds, solids concentrations and types, 
as they depend on the basin characteristics where a structure is built.  
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Abstract: Recent advances in technology have permitted the construction of large dams and spillways. One type, the stepped 
spillway, is designed to spill floods over the chute with substantial regular energy losses. This article presents an experimental 
investigation of free-surface instabilities within the non-aerated and aerated region of a gravity-type stepped spillway (θ = 45°). 
Intense splashing and ejection of water droplets are characteristics of the transition flow regime and typically follow the primary 
breakup of the liquid phase. These formation processes might be of particular interest concerning the dimensioning of stepped 
chute sidewalls. The current study determines velocities of evolving liquid ligaments by means of high-speed video analysis. The 
video sequences are recorded within the upper transition flow sub-regime. To minimise the influence of sidewall effects, the camera 
is focussed on a vertical plane inside the channel. Simultaneously, unsteady water surface elevations are measured with a series 
of acoustic displacement meters mounted alongside the flume, perpendicular to the pseudo bottom formed by the step edges. A 
correlation analysis is performed on the output of the acoustic sensors in order to determine characteristic time scales of surface 
fluctuations as well as celerities of liquid structures next to the free-surface. The turbulent fluctuations of the free-surface increase 
rapidly with further distance from the inception point of self-aeration. This is likely to be associated with enhanced air entrainment 
and equally increased amount of air-water ejections above the aerated flow region, showing the occurrence of strong hydrodynamic 
fluctuations within the transition flow regime. The present investigation emphasises the feasibility of using high-speed video 
analysis to provide relevant flow information next to the sidewall of spillway models.  
Keywords: Stepped spillway, free-surface instabilities, particle tracking velocimetry, acoustic displacement meters, transition flow 
regime.  
1. Introduction  
The flow down stepped chutes within the transition and the skimming flow regime is typically characterized by two 
distinct regions: a non-aerated, clear-water flow region in the upper section of the stepped spillway followed by an 
aerated downstream region. The smooth flow in the non-aerated region usually appears glassy (Chanson, 2002) and 
is characterized by turbulent boundary layer growth and a clear interface between air and water. A pronounced feature 
of this region is the presence of free-surface disturbances which emerge from the air-water interface and grow with 
increasing distance from the spillway crest (Chanson, 2013). The formation of these perturbations is believed to be 
caused by different mechanisms, depending on turbulence quantities as well as on the relative velocities between air 
and water. The disturbances can be characterized as vanishing waves, capillary waves, or Kelvin-Helmholtz 
instabilities (Valero and Bung, 2016). In this context, it is important to understand the concept of air being transported 
as bubbles (“entrained air”) and air transported with the flow in the roughness of the water surface (“entrapped air”) 
(Killen, 1968; Toombes and Chanson, 2007), as it implies that the mean air concentration in the non-aerated region 
of the spillway is increasing as a consequence of the growth of the disturbances, as shown by Meireles et. al. (2012) 
and Pfister and Boes (2014). 
 
The point separating the non-aerated and the aerated region of a spillway is broadly called the inception point of air 
entrainment and defines a very narrow range of flow conditions between first and continuous bubble 
entrapment/entrainment (Chanson, 2009). Different approaches for a phenomenological determination of the inception 
point location have been introduced in the past (Meireles et al., 2012), including:  (1) the visual detection of the cross 
section where a continuous presence of air bubbles is apparent (majority of the studies, e.g., Chanson and Toombes, 
2002; Relvas and Pinheiro, 2008), (2) the identification of the cross section where the mean air concentration equals 
Cmean = 0.2 (Bung, 2011), and (3) the detection of the cross section where the void fraction at the pseudo-bottom of 
the spillway equals C = 0.01 (Boes and Hager, 2003). It is emphasized that the visual detection incorporates the highest 
degree of uncertainty and may be subjective but, at the same time, allows for a simple application under field 
conditions. A theoretical framework for the determination of the inception point was developed within the early work 
of Bauer (1954), Straub and Anderson (1958), and Keller and Rastogi (1975), proposing that the aeration is taking 
place at the intersection of the growing boundary layer and the free-surface. Boundary layer type equations have been 
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widely used in the prediction of the inception point, and several empirical equations were developed, compare Cain 
and Wood (1981), Wood et al. (1983), Chanson (1994, 2002), Meireles et al. (2012), and Hunt and Kadavy (2013). 
Alternative concepts incorporate a formulation where the onset of air entrainment occurs when the turbulent shear 
stress close to the free-surface is larger than the resisting surface tension force per unit area (Chanson, 2009).  
 
The flow next to the inception point is usually extremely turbulent, and sometimes the free-surface appears to be 
subjected to a flapping mechanism (Chamani, 2001; Chanson, 2002). Immediately downstream of the inception point, 
continuous entrainment of air, also called self-aeration, takes place and the flow parameters show a sudden change, 
e.g., an increase of void fraction and flow bulking. The flow at the inception point is usually characterized as a rapidly 
varied flow region (RVF) (Zhang and Chanson, 2017). Only few studies investigated the flow properties upstream 
and downstream of the inception point due to the fact that velocity measurements with intrusive phase-detection probes 
become difficult at low void fractions. Table 1 shows a summary of laboratory studies on free-surface 
roughness/instabilities in smooth and stepped spillway flows. Note that the study of Pfister and Hager (2011) is 
included as the transition from entrapment and entrainment of air is shown by means of phase-detection probe 
measurements.  
Table 1. Studies on free-surface roughness/entrapped air in smooth and stepped spillway flows; ADM: Acoustic displacement 
meter, CP: Conductivity probe; FO: Fiber-optical probe; VC: High-speed video camera 
Reference Chute 
type 
θ  [°] W  [m] q  [m2/s] dc/h  [-] Flow region Instrumentation 
Pfister and Hager (2011) Stepped 50 0.5 0.11 - 0.65 1.1 - 3.8 Non-aerated 
Aerated 
FO, VC (1,000 
fps, 512×512 pix) 
Meireles et al. (2012) Stepped 53 1.0 0.05 - 0.20 1.1 - 8.0 Non-aerated CP, Pitot-tube 
Bung (2013) Stepped 26.6 0.3 0.07 - 0.11 1.8 - 3.6 Aerated ADM, VC (1,220 
fps, 256×256 pix) 
Felder (2013)                       
Felder and Chanson (2014) 
(2014) 
      
Stepped 26.6 1.0 0.116 - 0.202 1.1 - 1.6 Non-aerated 
Aerated 
ADM, CP 
Hunt et al. (2014) Stepped 14 - 26.6 1.52 - 5.49 0.11 - 1.83 1.1 - 28.6 Non-aerated 
Aerated 
FO, Pitot tube 
Valero and Bung (2016) Smooth 26.6 0.5 0.05 - 0.230 - Non-aerated ADM, 
Anemometer 
Present study (2017) Stepped 45 0.99 0.067 0.8 Non-aerated 
Aerated 
ADM, VC (2,000 
fps, 1280×800 
pix)  
In order to improve the characterization of free-surface disturbances in stepped spillway flows, acoustic displacement 
meter measurements were conducted within the non-aerated and the aerated region at the centerline of the chute. 
Furthermore, the region immediately downstream of the inception point was examined by means of high-speed video 
analysis and acoustic displacement meter measurements. Herein, three acoustic sensors and a video camera were 
synchronized, and all measurement devices captured two-phase flow parameters at a fixed distance from the channels 
inner sidewall. The measurements included:    
1) Acoustic displacement meter measurements at the channels centerline (2z/W = 0.0) within the non-aerated 
and the aerated transition flow regime. 
2) Simultaneous high-speed video and acoustic displacement meter measurements immediately downstream of 
the inception point of air entrainment; the measurements were conducted at a distance of 11.5 cm (2z/W = 
0.77) from the inner sidewall. 
Auto- and cross-correlation analyses were performed on the acoustic displacement meter data, and characteristic time-
scales of the free-surface as well as celerities of the surface-disturbances were obtained. The recorded image sequences 
of the high-speed video camera were processed by means of particle tracking velocimetry (PTV). To the knowledge 
of the authors, the PTV method has not been applied to aerated spillway flow so far. Herein, a modified version of the 
toolbox PTVlab was used, and the next section presents a short introduction of this approach.  
2. Methodology – Particle Tracking Velocimetry 
Particle tracking velocimetry is a non-intrusive image based technique used to determine instantaneous velocities in a 
moving fluid. The method works in a Lagrangian frame of reference, and single particles are detected and tracked 
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within a series of consecutive images. The detection of the particles occurs at random locations in a defined region of 
interest (ROI). The velocity of these particles is derived by dividing their displacement by a known time interval, 
typically corresponding to the time delay of two consecutive images of the given image series.  
 
Particle tracking velocimetry has two advantages over the standard cross-correlation particle image velocimetry (PIV), 
including the location of the measured velocity within the limit of the traceability of particles and the possibility of 
full three-dimensional measurements (Ohmi and Li, 2000).  In contrast, PTV usually uses lower seeding densities and 
is often referred to the low-image-density mode of PIV (Adrian, 1991). A simple justification for the low-density-
mode is that particle detection and tracking becomes difficult for higher densities. However, current algorithms for 
particle detection combined with developed algorithms to solve for the temporal matching problem have provided a 
good performance for images with a moderately high particle density (Brevis et al., 2011).  Fundamental reviews on 
the methodology of particle tracking velocimetry are introduced by Maas et al. (1993) and Malik et al. (1993). The 
chain of data processing can be subdivided into the following steps: a) image pre-processing, b) particle detection, c) 
movement tracking, and d) post-processing.  
Image pre-processing: It is well known that image pre-processing is beneficial to improve the results of PIV or PTV 
algorithms. Within the present work, a background image is calculated from the complete sequence and then 
subtracted from the processed image.   
Particle detection: The single-value threshold (SVT) binarization was the standard approach for a long time in particle 
tracking velocimetry. More recent methods for identifying particle centres, e.g., the dynamic threshold-binarization 
method (DTB) or the particle mask correlation method (PMC) have improved the performance of PTV and shifted the 
application to images with higher particle densities (Ohmi and Li, 2000). The Particle mask correlation proposed by 
Takehara end Etoh (1999) was used in this study. Herein, a brightness pattern of a particle image is referred to as a 
particle mask and scanned over the entire image plane. This brightness pattern is approximated as a centred peak with 
concentrically decreasing brightness, defined in terms of a two-dimensional Gaussian distribution: 
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         (1)     
where I(x,y) is the brightness value, M is the peak brightness, xC and yC are the coordinates of the particles image 
centre, and σ is the standard deviation, referring to the radius of the particle image. Small subareas with high 
correlation coefficients are indicated as particle centroids by calculating cross-correlation coefficients on each pixel 
location. To increase the accuracy of the particle tracking, a subpixel estimator using a Gaussian 3-point fit (Nobach 
and Honkanen, 2005) was implemented by the authors.                                               
Movement tracking and post-processing: The first approaches for tracking the movement of detected particles in 
consecutive image planes are the multi frame tracking method (Hassan and Canaan, 1991) and the binary-image cross-
correlation method (Uemura et al., 1989; Hassan et al., 1992).  In the present study, a modified cross-correlation 
algorithm developed by Brevis et al. (2011) was applied. The algorithm makes use of the particle distributions patterns, 
and the velocity associated with a particle is found by using the highest cross-correlation coefficient obtained after 
comparing the reference distribution in the first frame and a set of sub-matrices in the second frame (Brevis et al., 
2011). The obtained data were post-processed by using a two-frame forward search algorithm, which discards particles 
that are not detected over three consecutive frames.  
3. Experimental Setup and Instrumentation 
3.1. Stepped Spillway Facility 
Experimental investigations were conducted on a relatively large-size model of a steep (θ = 45°) stepped spillway 
(Fig. 1). The physical model of the stepped spillway consisted of broad-crested weir inlet followed by a 12.4 m long 
and 0.985 m wide channel. The channel ended with a free overfall into a recirculation sump and the model had an 
independent open water circuit. The water recirculation was adjusted by three centrifugal pumps, operating at variable 
rotational speed. The spillway consisted of 12 steps with a step length of l = 0.1 m and a step height of h = 0.1 m. The 
width of the steps corresponded to the channel width of W = 0.985 m, and the steps were made of water-sealed 
plywood. The step edges were increasingly numbered, where step edge 0 corresponds to the rounded downstream 
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edge of the broad crested weir, see Fig. 1. For further information concerning, e.g., the inlet basin or the broad crested 
weir, see Zhang and Chanson (2016) and Kramer and Chanson (2018). 
 
Figure 1. Definition sketch of the stepped spillway and the broad crested weir; sketch according to Kramer and Chanson (2018) 
3.2. Instrumentation 
The clear-water flow depths at the middle of the weir crest and in the upstream section of the spillway were measured 
with point gauges located at the channel centreline. The longitudinal locations of the point gauges were at x1/Lcrest = -
0.92 and x1/Lcrest = 0.5; the accuracy of the point gauges was within ±1 mm in the clear-water region. Unsteady water 
surface elevations were recorded with a series of three acoustic displacement meters mounted along the channel and 
perpendicular to the pseudo bottom formed by the step edges. The sensors of the type Microsonic™ Mic+25/IU/TC 
were attached to a trolley (centreline measurements, setup not shown) and to a slide rail of the channel, see Fig. 2B. 
The sensors were equipped with cylindrical extensions of 4 cm length (see Appendix). The purpose of these extensions 
was to avoid splashing onto the sensors and to narrow the detection area. The extensions also minimized the 
interference of adjacent sensor signals due to the exceedance of recommended assembly distances. The measurement 
distance of the implemented Microsonic™ Mic+25/IU/TC sensors ranged from 30 mm to 350 mm with ±1 % accuracy 
and 32 m/s response time.  
 
     
 
Figure 2.  Photographs of the experimental setup 
(A, left): Orientation of the high-speed video camera in front of the stepped spillway; dc/h = 0.8; Re = 2.7×105 
(B, right): Mounting of the acoustic displacement sensors alongside the spillway channel; 2z/W = 0.77; flow direction from left 
to right 
The acoustic sensors were synchronised with the high-speed video camera, and the sensor signals were scanned at 
frequencies of 100 Hz for durations up to 300 s. Note that the sample rate of the acoustic displacement sensors was 
limited by their response time. Erroneous spikes in the sensor signals were removed by threshold techniques and 




Air-water flow properties were recorded with a Phantom v2011 high-speed video camera. The camera was equipped 
with an AF Nikkor 50 mm f/1.4 lens, capable of generating images with a relatively small degree of distortion. Figure 
2A shows a typical camera arrangement in front of the physical model. The camera was inclined at an angle of 45° 
and aligned with the pseudo bottom of the stepped spillway. The distance between camera lens and sidewall was 1.0 
m. The camera was focused on a vertical plane parallel to the sidewall and cutting the beams of the acoustic 
displacement meters. Images were recorded at a frame rate of 2,000 fps with a resolution of 1280×800 pixels. In order 
to achieve a shallow depth of field, the aperture opening of the camera was set to f/1.4. The flow was illuminated with 
a 4×6 high intensity LED matrix attached to the sidewall of the channel. To enhance the contrast and to mask abundant 
information in the transversal dimension, the backside of the channel was covered with cloth and a black sprayed 
wooden board was mounted within the channel at a location of 2z/W = 0.7, next to the free-surface of the flow. Checks 
ensured that the mounted board was not disturbing the flow. The synchronisation of the camera was done by hardware 
triggering. 
3.3. Investigated Flow Conditions 
The experiments were conducted for a discharge of dc/h = 0.8 within the upper transition flow regime TRA2, as defined 
in Chanson and Toombes (2004). Table 2 summarises the experimental flow conditions. Herein, Li indicates the 
longitudinal position of the inception point of air entrainment, identified by visual detection, measured from step edge 
0 (Fig. 1).  
 
Table 2. Experimental flow conditions of the present study 
dc/h q [m2/s] θ [°] W [m] Regime Li /Lcav Re 
0.8 0.068 45 0.985 TRA2 2.0 2.7×105 
4. Experimental Results (1): Acoustic Displacement Meter Measurements 
4.1. Free-Surface Elevation and Turbulent Fluctuations 
Visual observations of the free-surface upstream of the inception point showed an undulating surface with a wave 
length of approximately twice the cavity length at dc/h = 0.8. The largest amplitude of the free-surface waves was 
found above the first step, decreasing towards the free-surface inception point. In this context, it is emphasizsed that 
the wave length of the surface undulations in the non-aerated region is dependent on the flow rate. A wave length in 
the order of a single cavity length is expected at lower discharges. This pattern was observed by Chanson (2002) and 
can simply be justified by the fact that step edges act as flow singularities, introducing disturbances at a length scale 
equivalent to the cavity length.  
 
Fig. 3 shows the time averaged depth profiles as combined results of the acoustic displacement meter experiments, 
including the location of the inception point (vertical dashed line) and characteristic flow depths of intrusive phase-
detection probe measurements (centreline) from an earlier study by Kramer and Chanson (2018). Herein, d is the 
equivalent clear water depth defined as: 
90Y
y = 0
d = (1 C) dy−                                                                                                       (2) 
where C is the void fraction and Y90 is the characteristic air-water depth where the void fraction equals C = 0.9. The 
recorded mean surface profiles at the centreline and next to the sidewall were in good agreement and showed a rapidly 
varied flow region and flow bulking immediately downstream of the inception point of air entrainment. Flow bulking 
is a common feature in stepped spillway flows (Chanson, 1995, 2002; Matos, 2000; Meireles et al., 2014) and spanned 
in the current investigation over approximately 4 step cavity lengths downstream of the self-aeration point. This was 




Figure 3. Dimensionless free-surface characteristics – comparison with intrusive phase-detection probe measurements of the 
characteristic air-water depth Y90 and equivalent clear water depth d (Eq. 2); dc/h = 0.8; θ = 45° 
The measured free-surface elevation data were subject to rapid fluctuations at the different positions along the stepped 
chute. These fluctuations were quantified in terms of the standard deviations d'adm. Fig. 4A shows the dimensionless 
standard deviations d'adm/dc normalised by the inception point location including data from Felder (2013). The 
fluctuations of the free-surface were within 0.06 < d'adm/dc < 0.39, increasing rapidly with further distance from the 
inception point. This was associated with enhanced air entrainment and an increased amount of air-water ejections 
above the aerated flow region. Visual observations showed rapidly growing surface disturbances and increased droplet 
ejections immediately downstream of the inception point. The present findings are consistent with previous 
experiments by Felder (2013), undertaken within the skimming flow region on a non-uniform stepped spillway with 
a slope of θ = 26.6°. Felder (2013) measured surface fluctuations at the centreline for three different discharges in a 
range of about 0.025 < d'adm/dc < 0.075 (non-aerated region) and 0.06 < d'adm/dc < 0.23 (aerated region). The data of 
the present study show a good agreement in terms of the fluctuations in the non-aerated region and at the inception 
point. With further distance to the inception point location, the current measurements indicated a higher magnitude of 
fluctuations. Possible reasons include the nature of the investigated transition flow regime, characterised by strong 
hydrodynamic fluctuations. The integral auto-correlation integral time scales provided a description of the longitudinal 




T = R (τ)×dτ                                                                                                     (3) 
where Txx is the auto-correlation integral time scale, τ is the time lag, and Rxx is the normalised auto-correlation 
function. Note that filtered data of the acoustic sensors were divided into sub-segments of 30 s duration, and the 
integration of the auto-correlation functions was performed until the first crossing of the abscissa. Further details 
concerning the used filtering technique are given in the Appendix.  
Figure 4B shows a comparison of the longitudinal auto-correlation time scales of free surface fluctuations. The time 
scales herein were in a range between 0.014 s < Txx < 0.51 s, showing a decrease with further distance from the weir 
crest. This characteristic is believed to be related to the accelerating flow and the growth of surface disturbances. Due 
to strong surface fluctuations at the inception point, a larger data scattering is observed around this location (e.g., 
flapping mechanism). In this context, measurement instrumentation with a higher sampling frequency and a smaller 
detection area would be beneficial for future investigations of free-surface fluctuations and integral time scales. The 
auto-correlation time scales observed by Felder (2013) were in a range between 0.05 s < Txx < 0.9 s and are in good 
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Figure 4. Longitudinal free surface characteristics obtained with acoustic displacement meters 
(A, left) Dimensionless free-surface fluctuations d'adm/dc normalised by the inception point location 
(B, right) Auto-correlation time scales of free-surface fluctuations in transition and skimming flows 
4.2. Auto- and Cross-Correlation Analyses 
The acoustic sensors detected the free-surface elevation at adjacent longitudinal positions, and the signals were 
processed by means of auto- and cross-correlation analyses. Figure 5 shows representative correlation functions for 
the acoustic sensors next to the sidewall at longitudinal positions of x/Lcav = 2.5, 3.0, and 3.5 (Fig. 5A) and x/Lcav = 
4.0 and 4.5 (Fig. 5B). For clarity, the time lag of maximum cross-correlation coefficient is indicated in both figures. 
The shape of the cross-correlation functions exhibits a clear broadening when compared to the auto-correlation 
functions, and the correlation coefficients diminish noteworthy in longitudinal direction, reflecting the loss of 
information with increasing longitudinal distance. Further conclusions can be drawn by comparing the time lags of 
the cross-correlation functions at different locations. The time lag of the cross-correlation function between x/Lcav = 
4.0 and 4.5 was slightly smaller than the time lag of the function between x/Lcav = 2.5 and 3.0, representing an 
acceleration of free-surface structures within the investigated flow region. 
 
  
Figure 5.  Representative auto- and cross-correlation functions between different acoustic sensors above the aerated transition 
flow region; 2z/W = 0.77; dc/h = 0.8; θ = 45° 
(A, left) x/Lcav = 2.5, 3.0 and 3.5 
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Furthermore, the maximum correlation coefficient of the function between x/Lcav = 4.0 and 4.5 was lower than the 
coefficient of the function between x/Lcav = 2.5 and 3.0. This was interpreted as an increase of randomness in the 
longitudinal direction of the aerated flow region. The correlation analysis allowed for a determination of the celerity 
of liquid surface instabilities by involving the time lag and the longitudinal separation of the sensors. The celerity was 
calculated with 
admC x / T=  , where Cadm is the celerity, x is the longitudinal distance between two adjacent acoustic 
displacement meters and T is the time lag for which the cross-correlation function reached a maximum (see Fig. 5). 
The time lag corresponded to the travel time of the surface instabilities between two sensor positions and the 
longitudinal distance between the sensors was x 2 / 2 0.1 =  m. The celerities of the free-surface disturbances were 
in a range between Cadm = 2.36 m/s and 2.98 m/s and are presented in the next section, together with the particle 
tracking velocimetry results. 
5. Experimental Results (2): Particle Tracking Velocimetry 
Velocities of disturbances evolving from the air-water interface were determined based on the particle tracking 
velocimetry method described in Section 2. It is believed that the PTV method has advantages in estimating velocities 
next to the free-surface due to its Lagrangian approach when compared to other image based velocimetry methods. It 
is well documented that, e.g., the bubble image velocimetry (BIV) or the optical flow method (OF) tend to 
underestimate flow velocities in regions with high void fractions (Bung, 2011; Valero and Bung, 2016). Within the 
current investigation, a video sequence with a sample duration of 8.3 s and a sampling rate of 2,000 Hz was examined. 
Two regions of interest next to the free-surface were defined, covering a longitudinal distance from x/Lcav = 2.5 to 3.5. 
Fig. 6B shows a representative image of the defined regions and an evolving free-surface disturbance next to the 
inception point of air entrainment at Li/Lcav = 2.0. Detected particles are marked as dark circles and instantaneous 
velocities are plotted as vectors. It is pointed out that the detected particles corresponded to textures and brightness 
spots on the surface disturbance rather than to particles in a stricter sense. A time- and spatial-averaged velocity was 
subsequently calculated for both regions in order to compare the performance of the PTV algorithm with the 
measurements of the acoustic sensors and the phase-detection probe. Fig. 6A presents a comparison of the calculated 
streamwise velocities as function of x/Lcav.  
                                                                                                                               
Figure 6.  Particle tracking within the upper region of the transition flow regime downstream of the inception point; dc/h = 0.8;  
(A, left) Streamwise velocities of free-surface disturbances in the aerated region of the transition flow regime;  
(B, right) Regions of interest (ROI), detected particles and instantaneous velocities (plotted as vectors); flow direction from left to 
right; camera focused on a vertical plane at 2z/W = 0.77 
 
Herein, Cadm is the celerity determined by the cross-correlation analysis of the acoustic displacement meters, VPTV is 
the velocity obtained by the particle tracking velocimetry method, V90 is the velocity measured with an intrusive 
phase-detection probe at a location where C = 0.9 (Kramer and Chanson, 2018), Vc is the critical velocity defined as 
c cV g d=  , and Videal is the ideal fluid velocity, deducted from the one-dimensional steady flow energy equation: 
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where Videal is the ideal velocity, H1 is the upstream total head, θ is the channel slope, d is the flow depth, and z is the 
bed elevation. In line with the theory, the dimensionless velocities increased with increasing distance from the 
downstream edge of the broad crested weir. Overall, a good agreement of the velocity data was observed and all three 
measurement methods were found to be suitable for determining velocities within the upper region of the aerated 
transition flow. It is worthwhile to mention that the particle tracking velocimetry allowed for a correct velocity 
determination even in regions with high void fractions. A comparison of interfacial velocities V90 with the ideal fluid 
theory shows that the velocities were in a range of 0.8 to 0.95 of the ideal velocity. This is physically correct as the 
ideal velocities are not accounting for friction losses.  
6. Conclusion 
The present study investigated free-surface instabilities within the upper transition flow regime of a steep (θ = 45°) 
stepped spillway. Free-surface elevations and fluctuations were recorded in the aerated and the non-aerated flow 
region by means of acoustic displacement meter measurements. The free-surface profile indicated flow bulking and a 
rapidly varied flow region next to the inception point of self-aeration. The fluctuations compared well with earlier 
skimming flow data and the surface-instabilities showed a growth in longitudinal direction of the chute. Visual 
observations highlighted droplet ejection and intense splashing associated with growing instabilities downstream of 
the inception point.  
 
Velocities within the upper flow region where determined by means of cross-correlation analysis (acoustic signals) 
and particle tracking velocimetry. The video camera was synchronized with the acoustic displacement meters and was 
focused on a vertical plane parallel to the sidewall of the channel. The focal plane was cutting the beams of the acoustic 
sensors at a distance of 11.5 cm from the inner sidewall, allowing for a direct data comparison between the different 
flow measurement systems. It was found that the velocities of the tracked particles were in good agreement with the 
results of the cross-correlation analysis and earlier phase-detection probe measurements. This is remarkable as other 
image-based velocimetry approaches tend to underestimate velocities in regions with high void fractions close to the 
free-surface. Overall, the current investigation improves the characterisation of high-velocity air-water flows down 
stepped chutes and emphasises the feasibility of using particle tracking methods to provide relevant flow information 
next to the sidewall of hydraulic models.    
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8. Appendix - Calibration of Acoustic Displacement Sensors 
The acoustic displacement sensors were calibrated on-site by placing wooden boards with different thicknesses 
parallel to the pseudo bottom of the spillway. During calibration, the sensors were sampled at 100 Hz for duration of 
30 s and a linear relationship between the voltage output and the distance from the sensor head was obtained for each 
sensor. Fig. 7A shows calibration curves for the three sensors and standard calibration, represented by the black dashed 
line. At standard calibration, sensor signals of 0 V and 10 V correspond to distances between sensor head and surface 
of 30 mm and 350 mm. 
 
To determine whether the cylindrical extensions had an influence on the functionality of the acoustic surface detection, 
an acoustic sensor (with and without extension) was mounted on a horizontal bar, facing a flat and white surface. The 
sensor signals were recorded for both configurations at a sample rate of 100 Hz for a duration 30 s. Fig. 7B shows the 
raw signals of the conducted measurements. These signals included some erroneous spikes, appearing for both 
configurations. The probability mass functions, mean values and standard deviations of the signals are given in Fig. 
7C. The statistical parameters of the signals were in good agreement for both sensor configurations. It was concluded 
that the cylindrical extensions had a negligible influence on the free surface measurements with the acoustic 
displacement meters. During operation of the spillway model, the raw outputs of acoustic displacement meter 
sometimes included errors. These errors can have various causes, including the following (Wang and Chanson, 2013):  
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a) Acoustic beam fails to be captured by the sensor because of some angle of the water surface,  
b) Acoustic beam is reflected by a splashing droplet or a water drop stuck at the sensor head, and 
c) Interference by adjacent sensors. 
The errors resulting from interference of adjacent sensors and from water drops stuck at the sensor heads were reduced 
by the implemented circular extensions. However, due to the mentioned causes, erroneous spikes departing from the 
major signal distribution were still observed in the sensor output. These erroneous spikes were removed by a threshold 
corresponding to the mean value 3 times the standard deviation of the raw signal (compare Bung, 2013). The affected 
points were replaced by linear interpolation and signals with more than 20% of filtered data were excluded from the 
post-processing. The statistical data analyses were conducted on the signals after removal of erroneous data.  
 
    
 
Figure 7. Calibration curves and signal comparison for both sensor configurations 
(A, left) Calibration curves for the acoustic displacement meters  
(B, middle) Raw signals of the acoustic displacement sensor – both configurations 
(C, right) Probability mass functions, mean values and standard deviations  
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Abstract: Accurate energy dissipation estimation and improved knowledge on stepped spillways and stepped revetments flow 
structure may allow safer design of hydraulic and coastal structures. In this study, an ADV Vectrino Profiler has been used to 
obtain dense observations of the three-dimensional flow structure occurring inside a cavity of 20 cm to 10 cm (length to height) 
for four flow cases. The obtained friction factors show a strong inverse dependence on the Reynolds number. The displacement 
length also shows a reduction with increasing Reynolds number, which may indicate that the flow “feels” the cavity more at 
smaller streamwise velocities. Streamwise and normalwise velocities reveal both a turbulent boundary layer type of flow (upper 
flow region) and a jet impact and recirculation inside of the cavity. Spanwise median velocities allowed insight on the 
uncertainty levels of the ADV Vectrino Profiler measurements. 
Keywords: ADV Vectrino profiler, stepped spillways, stepped revetments, shear velocity, skin friction coefficient, friction factor. 
1. Introduction 
Stepped geometries are one of the simplest macro-roughness configurations that can be found in hydraulic and 
coastal structures. Stepped spillways have been built for thousands of years (Chanson 2002) and an increase on the 
community’s interest has been experienced during these last decades with the use of Roller Compacted Concrete 
given the easiness of construction. Furthermore, the enhanced friction on the spillway allows safe conveyance of the 
water flow to the downstream end while yielding an earlier trigger of self-aeration when compared to classic smooth 
spillways. In coastal applications, stepped revetments ensure protection against wave overtopping while allowing 
accessibility to the structure (Kerpen and Schlurmann 2016, Kerpen et al. 2017). Despite the transient nature of the 
flow, energy dissipating properties of the revetment geometry are often related to the overtopping volumes. 
The main characteristics of stepped spillway flows have been extensively investigated (see Chanson et al. 2015), 
both by means of experimental modelling (Chamani and Rajaratnam 1999, Chanson and Toombes 2002, Boes and 
Hager 2003, Pfister and Hager 2011, Bung 2011, Meireles et al. 2012) and numerical modelling (Bombardelli et al. 
2011, Valero and Bung 2015, Lopes et al. 2017, Toro et al. 2017). Stepped spillway research can be considered a 
mature discipline, and its flows have been used for instrumentation and new experimental benchmarking techniques 
(Bung 2013, Felder and Chanson 2014, Shearin-Feimster et al. 2015, Bung and Valero 2016, Valero and Bung 2017, 
Felder and Pfister 2017). Nonetheless, when it comes to friction factor estimation, some concerns are still open for 
discussion. Recently, Felder and Chanson (2015) gathered experimental data from different studies and showed a 
scatter of the friction factor (𝑓) ranging from 0.02 to 0.70, with a certain data clustering in the range of 0.1 to 0.4. 
Moreover, the previous dataset review of Chanson et al. (2002) showed scatter reaching 𝑓 values up to 5. Thus, 
reducing this uncertainty becomes of paramount interest to allow safe design of future stepped energy dissipater 
structures. A better understanding of the flow structure may shed light on the energy dissipating mechanisms, 
allowing improved design of the cavity geometry. Only the previous study of Amador et al. (2006) thoroughly 
investigated the flow structure over a stepped cavity in the non-aerated region. Flow velocities over a stepped cavity 
(at least both over niches and edges) in the aerated region of stepped spillways can be found in the studies of Bung 
(2009), Bung (2011), Felder and Chanson (2011), Bung and Valero (2015), Bung and Valero (2016), Zhang and 
Chanson (2016a), and Zhang and Chanson (2018). 
In this study, a stepped geometry (of 20 cm and 10 cm length and height, 2V:1H for an equivalent stepped spillway, 
2H:1V for a coastal revetment) has been installed in a horizontal channel where comprehension on the flow structure 
is gained by means of an Acoustic Doppler Velocimetry (ADV) Vectrino Profiler (Nortek®). All studied flows 
correspond to subcritical flow conditions. Mean and fluctuating velocities were previously obtained by Nezu and 
Rodi (1986) for both subcritical and supercritical open channel flows not observing any difference. To the 
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knowledge of the authors of this study, only the study of Amador et al. (2006), in a 1.25V:1H setup can be compared 
on the level of spatial detail in the non-aerated region flow description. The main advantage of the ADV Vectrino 
Profiler is the access to temporally detailed velocity data with also good spatial resolution. Data is properly filtered 
to allow accurate estimations of streamwise velocities, normalwise velocities, shear velocities, skin friction 
coefficients and friction factors. Spanwise velocities, which should null for such a symmetric configuration, resulted 
in values commonly below 1 cm/s. Discussion between the energy dissipating properties and other flow parameters 
is also presented. 
2. Experimental Setup 
The experiments were carried out at the Hydraulics Laboratory of FH Aachen. A stepped setup was installed in a 12 
m long and 0.58 m wide horizontal flume. The macro-roughness geometry was placed close to the downstream end 
of the flume to avoid any perturbation advection from the flume inlet. Water was recirculated from a downstream 
basin to a small inlet basin. The inlet basin was filled with stones, a fine polymer grid, and a 5 cm metal grid to 
reduce the inlet influence on the main stream. The flow rate was controlled with a frequency regulator connected to 
the pump and measured by means of a magnetic flow meter. 
 
 
Figure 1. Left: cavity flow structure and main flow variables (free stream velocity 𝑢𝑓𝑠, streamwise velocity expected value ?̅?, 
flow depth 𝐻 and boundary layer thickness 𝛿). In red, pseudo-bottom and edge of the boundary layer. Right: experimental setup. 
Flow from left to right. 
The stepped geometry was 2.70 m long and composed of 12 equal steps. The steps were intentionally sloped to 
simulate an equivalent stepped spillway with 2V:1H slope or a coastal protection revetment of 2H:1V, i.e.: 20 cm 
and 10 cm step faces (Fig. 1). The corresponding roughness height (𝑘𝑣) is 8.9 cm. The herein studied model 
permitted observations of subcritical flows—with considerably larger flow depths than common stepped spillways 
laboratory models—altogether with clear water conditions. This allowed the use of ADV techniques which would 
fail to provide accurate results in the counterpart aerated spillway/wave runup flow. An ADV Vectrino Profiler 
(ADV Vectrino Profiler, Nortek®) was used to map the three-dimensional flow. The ADV Vectrino Profiler 
measuring range was set to 30 mm, with cells of 1 mm. The sampling rate was set to 100 Hz and the sampling time 
was chosen to be 300 s after a time sensitivity analysis. The ping algorithm was set to “maximum interval”, as 
recommended by Thomas et al. (2017), and the velocity range was fixed higher than the expected velocities (above 
mean value plus three standard deviations). Seeding was added on demand to keep mean SNR values above 15 dB 
and mean correlation above 70 %, despite instantaneous values may fall below. Two different types of seeding 
particles were used; the first consisted of fine clay particles and the second one was the seeding particle provided by 
Nortek® (Table 1). For both types of particles, the seeding was performed in the channel inlet ensuring 
homogeneous mixing with the flow. 
Four different specific discharges (𝑞), with Reynolds numbers (R) ranging from 3.45×104 to 1.21×105 and 
subcritical Froude (F) numbers, were studied (Table 1) to allow overview of different flow conditions. The 
measurements were carried out following a densely spaced 20 mm by 20 mm measuring grid in both 𝑥 and 𝑧 
directions, which resulted in some overlapping of vertical velocity profiles. Accurate probe positioning was 
accomplished using a bidirectional, computer controlled motor system (isel®). All velocities were measured at the 




Table 1. Description of the conducted experiments. 
𝑞 (m2/s) 𝐻 (m) 𝐻/𝑘𝑣  (-) F (-) R (-) Seeding 
0.035 0.15 1.68 0.19 34,500 Nortek® 
0.052 0.15 1.68 0.28 51,700 Nortek® 
0.086 0.13 1.47 0.59 86,200 Fine clay 
0.121 0.16 1.79 0.60 120,700 Fine clay 
3. ADV Data Filtering 
Velocities were measured with an ADV Vectrino Profiler (Nortek®) and the data was subsequently processed using 
MATLAB® in-house implemented codes as follows: 
1. Velocity was temporally filtered using Goring and Nikora (2002) approach as modified by Wahl (2003).  
2. Instantaneous velocity data with SNR values below 5 dB were rejected. 
3. Instantaneous velocity data with correlation values below 60 % were rejected. 
4. The expected value of the velocity (?̅?) was obtained by applying the median operator to the remaining 
temporal data series. 




Figure 2. Ellipsoid (black mesh) resulting from application of Goring and Nikora (2002) as modified by Wahl (2003) to data 
gathered at 𝑞 = 0.121 m2/s, 𝑥 = 14 cm and 𝑧 = 5 cm. Black markers for accepted data and red markers for rejected data. 
Percentage of total rejected data: 8.7 %. 
Goring and Nikora (2002) proposed a filtering technique based on the observation that “good data” tends to cluster 
inside an ellipsoid defined in the coordinate system built using the velocity data and its finite differences up to 
second-order (𝑢, Δ𝑢 and Δ2𝑢, respectively). Wahl (2003) proposed some modifications to Goring and Nikora 
(2002), for instance, use of robust estimators to obtain the expected velocity value and variance and rejection of all 
the velocity components when an outlier is detected in any of the velocity components. Exemplary velocity filtering 
is shown in Fig. 2. Thresholds considered for SNR and correlation values were based on the study of Leng and 
Chanson (2015) on the unsteady estimation of turbulence in undular and breaking bores. Other studies have 
suggested higher thresholding values of SNR and correlation, but lower instantaneous values are not necessarily 
associated to erroneous data and application of Goring and Nikora (2002) and Wahl (2003) may reject a relevant 
part of the outliers. Thomas et al. (2017) also discussed the commonly used SNR and correlation’s thresholds and its 
validity for the Vectrino Profiler data. 
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4. Results 
4.1. General Remarks 
Data files gathered with the ADV Vectrino Profiler were converted to MATLAB® format for postprocessing, as 
discussed in the previous section. The Vectrino Profiler was moved vertically up to the point where the free surface 
disturbed the measurement significantly (i.e., air entrainment after large free surface curvatures). Hence, the 
maximum velocity measured by the instrumentation may not correspond to the maximum velocity of the profile and 
further analysis becomes necessary. 
In this study, the mean gradient equation was used to approximate the velocity gradients and extend the velocity 
profiles further from the measured range. The mean velocity gradient can be written as (Nikora et al. 2002, Monin 







with ?̅? the expected value of the velocity (usually, the temporally averaged value), 𝑧 the vertical coordinate normal 
to the pseudo-bottom (line connecting the edges of the steps, Fig. 1), 𝜅 the von Kármán constant, 𝑢∗ the shear 
velocity (which represents a stress in the dimensions of velocity) and 𝑑𝑟 the displacement length (Nikora et al. 
2002). It must be noted that integration of Eq. (1) can lead to the well-known log law velocity profile. Further 
discussion on the validity and limitations of Eq. (1) and its parameters can be found in Valero and Bung (2018). 
The shear velocity 𝑢∗ and the displacement length 𝑑𝑟 were estimated for each flow rate at the first section (over the 
edge) with data corresponding to 𝑧 > 0.1 𝐻 and the von Kármán constant was taken as 0.40, as recommended by 
Monin and Yaglom (2007) or Davidson (2015). This, together with Eq. (1), allowed direct extrapolation of the 
velocity profiles. On the question of where velocity stops increasing and meets the free stream flow region, another 
condition becomes necessary. Continuity condition can be used to locate the boundary layer thickness. Therefore, 
the velocity profile was integrated to obtain the specific flow rate. The relation between the velocity and the specific 
flow rate can be written as: 
𝑞𝑖𝑛𝑡 =  ∫ ?̅?(𝑧) d 𝑧 
𝐻
0
= ∫ ?̅?(𝑧) d 𝑧
𝛿
0
+ (𝐻 −  𝛿) 𝑢𝑓𝑠 (2) 
being 𝛿 the boundary layer thickness and 𝑢𝑓𝑠 the free stream velocity. As the flow rate is known, 𝑞𝑖𝑛𝑡 can be 
increased by increasing 𝛿 and adjusting the new velocities using Eq. (1) up to matching the measured specific flow 
rate (𝑞). Integral of Eq. (2) was approximated by means of trapezoidal numerical integration. Obtained values of 𝑢𝑓𝑠, 
𝛿 and the ratio 𝑞𝑖𝑛𝑡/𝑞 (as an indicator related to flow continuity) are presented in Table 2 below. The ratio 𝑞𝑖𝑛𝑡/𝑞 
remains below 1 for the cases where the boundary layer cannot grow farther as it intersects the free surface. 
The values of 𝑢∗ and 𝑑𝑟 shown in Table 2 correspond to the data at any 𝑥 coordinate and 𝑧 > 0.1 𝐻 and incorporates 
data from all the step cavity sections, thus representing a “cavity-averaged” result. Backward finite differences were 
obtained and linear fitting to the inverse of Eq. (1) was used to approximate 𝑢∗ and 𝑑𝑟 (likewise Nikora et al. 2002 
or Valero and Bung 2018). 
It can be observed that the displacement length, which is the depth that the flow eddies “feel” (Goring et al. 2002), 
reduces with increasing R. The displacement length in stepped spillway flows was previously numerically studied by 
Cheng et al. (2014) which found that 𝑑𝑟/𝑘𝑣 was in the order of 0.22 to 0.27. Only the highest flow discharge case 
herein studied falls within this range. The shear velocity increases but, nonetheless, the free stream velocity 
increased further thus yielding a reduction of the friction factor with increasing R. Cheng et al. (2014) also noted an 
increase of the shear velocity with increasing discharge (i.e., with increasing R) and with increasing roughness 
height. 
4.2. Energy Dissipation 
Given that the free stream velocity and the shear velocity have been computed, the skin friction coefficient can be 





The friction factor can be computed as (Pope 2000): 
 






where the mean velocity 𝑈 can be computed as 𝑞/𝐻. Results from use of Eqs. (3) and (4) are included in Table 2. 
Obtained values fall above the data clustering range suggested by Felder and Chanson (2015): 0.1 ≤ 𝑓 ≤ 0.4 but 
within the scatter observed by Chanson et al. (2002). For completeness, comparison with the value obtained from 





with 𝐾 ≈ 6, related to the rate of expansion of the air-water shear layer of a plunging jet (Brattberg and Chanson 
1998). This yields 𝑓𝐶 = 0.188. However, Chanson (2002) argued that 𝐾 ≈ 12 for monophase flows, which would 
result in 𝑓𝐶 = 0.094, despite previously Brattberg and Chanson (1998) suggested 𝐾 ≈ 11 which would yield 
similarly 𝑓𝐶 = 0.103. 
Analogy with a shear layer flow seems clear. Nonetheless, the intensity of the shear layer or its expansion rate may 
depend upon other parameters as the macro-roughness geometry, described by the cavity length and cavity height 
(or alternatively, by the slope and the step height). With intermediate slopes, the cavity will comparatively have a 
larger area/volume than for very steep or mild slopes. In the limiting case of extremely flat slopes, it should be 
expected to converge to the smooth spillway friction value. Additionally, flow interaction with the cavity, and 
ultimately the energy dissipation in macro-roughness flows, can be affected by the submergence, i.e.: the ratio 
between flow depth (or boundary layer thickness) and the macro-roughness length scale (Cheng 2017).  
The skin friction coefficients obtained in this study show a decay with increasing R, similar to 𝑑𝑟. Both 𝑑𝑟 and 𝑐𝑓 
hold a Pearson correlation coefficient, as defined by Zwillinger and Kokoska (2000), of 0.9998 (however, note the 
small number of samples), which may imply that the lesser the flow “feels” the cavity, the smaller is the energy 
dissipation. At the same time, with increasing R, the flow “rolls” over the step, intruding less into the cavity. This 
reasoning might be useful in the design of more efficient energy dissipating surfaces in hydraulic structures, as 
investigated by Zhang (2017) and Zhang and Chanson (2017). 
Table 2. Main characteristics of the studied cavity flow cases. Free stream velocity (𝑢𝑓𝑠) and boundary layer thickness (𝛿) 
estimated at the first edge of the studied cavity. Shear velocity (𝑢∗) and displacement length (𝑑𝑟) obtained with all the cavity data 
at 𝑧 > 0.10 𝐻, skin friction coefficient (𝑐𝑓) and friction factor (𝑓). 
𝑞 (m2/s) 𝑢∗ 
(m/s) 




𝛿 (m) 𝛿/𝑘𝑣 (-) 𝑞𝑖𝑛𝑡/𝑞 (-) 𝑐𝑓 (-) 𝑓 (-) 
0.0345 0.1014 0.091 1.01 0.3455 0.15 1.68 0.934 0.172 1.555 
0.0517 0.1490 0.077 0.86 0.5354 0.15 1.68 0.976 0.155 1.495 
0.0862 0.2238 0.046 0.52 0.9293 0.13 1.47 0.979 0.116 0.932 
0.1207 0.2009 0.023 0.26 0.9472 0.09 1.01 1.000 0.090 0.553 
4.3. Streamwise Velocity 
The streamwise velocity (?̅?) is the main component of the flow under study. It contains the larger part of momentum 
and energy and thus, its accurate determination becomes of higher interest. In the recent studies of Brand et al. 
(2016), Thomas et al. (2017) and Koca et al. (2017), it was noticed that the accuracy of the ADV Vectrino Profiler is 
not constant for all the bins of the profile. Koca et al. (2017) recommended use of data of the Sweet-Spot (SS) +/−8 
bins to ensure velocity estimations remained below a 10 % error. Consequently, it is often suggested to use a 
reduced measuring range to avoid the increasing error in the ending measuring bins. The methodology proposed by 
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Valero and Bung (2018) aims to detect the lowest performing streamwise velocity estimations and reject them. 
Thus, all the 30 bins (of 1 mm size) of the ADV Vectrino Profiler were used in this study and Valero and Bung 
(2018) filtering approach was used. 
Figure 3 shows the streamwise velocity for all four contemplated cases. The free stream flow can only be clearly 
observed in Fig. 3d; all other flow cases had the boundary layer thickness closer to the free surface and out of the 
measuring range of the ADV Vectrino Profiler (Table 2). The minimum velocities measured inside the cavity are on 
average −12.5 % of the free stream velocity 𝑢𝑓𝑠, with all four minimum velocity measurements falling between 
+/−2 % of −12.0 % of 𝑢𝑓𝑠. Closer inspection into the data of Amador et al. (2006) shows that the minimum 
velocity corresponded to −15 %, −13 %, −16 % and −17 % of 𝑢𝑓𝑠. These values are close to the herein reported 
but are slightly greater, which could be given by the different cavity geometry of the previous study (1.25V:1H), 




Figure 3. Streamwise velocity for a) 𝑞 = 0.035 m2/s, b) 𝑞 = 0.052 m2/s, c) 𝑞 = 0.086 m2/s, d) 𝑞 = 0.121 m2/s. 
4.4. Spanwise Velocity 
Mean velocity transverse to the stream flow direction (?̅?) can be expected to vanish given the two-dimensional 
nature of the flow. However, some ADV misalignment could take place yielding small transverse components. 
Moreover, Zedel and Hay (2011) found that ADV Profiler often yields non-null lateral velocities which, moreover, 
do not overlap. A measure of the misalignment can be obtained through the angle 𝜃: 
𝜃(𝑧) = atan (
?̅?(𝑧)
?̅?(𝑧)
)  (6) 
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The median misalignment 𝜃 obtained using the data of all the bins for each of the studied flow rates is (from smaller 
flow rate to higher flow rate): −0.19º, −0.31º, 1.3º and 0.70º, which indicates a proper positioning of the Vectrino 
Profiler for all the analysed flow conditions. When using only the data from the SS, these angles generally were 2 to 
20 % smaller in magnitude. This misalignment has been corrected for all the flow velocity distributions and, 
consequently, the streamwise velocity component shown in Fig 3 already incorporated the small transverse velocity 
contribution. 
Nonetheless, some additional transverse mean flux is still estimated by the Vectrino Profiler, which should be 
acknowledged as erroneous (Zedel and Hay 2011). Using data of all 30 bins, the median of the absolute deviation of 
?̅? for all four considered flow cases always remained below 1 cm/s. This magnitude can be understood as a measure 
of the random transverse velocity artificially introduced by the Vectrino Profiler, as discussed by Zedel and Hay 
(2011). Hence, compared to the expected velocities shown in Table 2, it is rather a relative small source of error. 
It must be noted that transverse velocity fluctuations are non-zero, as it can be expected for any boundary layer type 
of flow (Jiménez and Hoyas 2008, Pope 2000). 
4.5. Normalwise Velocity 
Flows with gradients in the flow depth or the channel bed can present non-null vertical velocities (Castro-Orgaz and 
Hager 2017 pp. 102). In the case under consideration, the cavity produces a clockwise recirculation (Fig. 3), which 
must be necessarily accompanied of significant vertical velocities. Data shown in Fig. 4 corresponds to the median 
normalwise velocity (?̅?). This velocity component cannot be filtered with the mean velocity gradient method 
proposed by Valero and Bung (2018). However, a simple median filter with the same window size suggested by 
Valero and Bung (2018) is used. 
  
  
Figure 4. Normalwise velocity for a) 𝑞 = 0.035 m2/s, b) 𝑞 = 0.052 m2/s, c) 𝑞 = 0.086 m2/s, d) 𝑞 = 0.121 m2/s. 
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Minimum and maximum normalwise velocities take place inside the cavity and occur close to the wall, as a jet type 
flow after the streamwise flow impacts on the opposing cavity face. Use of the data of a large number of bins around 
the SS is of interest to access the velocities closer to the wall. However, the farther from the SS, the lower the 
quality (Thomas et al. 2017, Koca et al. 2017, Brand et al. 2016, MacVicar et al. 2014). Moving median is not 
applied (differently to Fig. 4) to this data to avoid smoothing of the extreme values. However, the choice of these 
values is made based upon the histogram of ?̅?—with data from SS +/− 8 bins, as recommended by Koca et al. 
(2017) for velocity estimations—with 100 histogram bins, which allow visual detection of outliers. This estimation 
may depend upon the number of histogram bins but is more robust than direct (and blind) estimation of the 
minimum or maximum value of ?̅?. Values obtained for the minimum ?̅? correspond to −11.3 % of 𝑢𝑓𝑠 and 
maximum values group around 9.8 % of 𝑢𝑓𝑠. It seems reasonable that the magnitude of the minimum value is larger 
than that of the maximum values given that the minimum values are closer to the jet impact on the cavity and follow 
a more inclined plane (thus the vertical projection is larger). After the impact of the jet against the cavity face, flow 
acceleration can be observed which might be accompanied by a local rise of the pressure (previously observed by 
Amador et al 2009 and Zhang and Chanson 2016b). Jet velocity decay can be also observed inside the cavity (Figs. 
3 and 4), which can be typically found in turbulent jets (Rajaratnam 1976), while vertical velocity acceleration is 
found close to the step edge, where maximum flow shearing occurs. 
5. Conclusions 
Literature on the estimation of friction factors on stepped spillways shows a considerably large scatter (Chanson et 
al. 2002, Felder and Chanson 2015) when compared to literature on macro-roughness (Cheng 2017). Furthermore, 
there are still many unresolved issues related to the key parameters affecting the energy dissipation (Hunt et al. 
2017). Accurate friction factor estimation and better knowledge on stepped spillways and stepped revetments flow 
structure may allow safer design of hydraulic and coastal structures. 
In this study, a stepped geometry has been setup in a 12 m long and 0.58 m wide horizontal channel at the 
Hydraulics Laboratory of the FH Aachen. An ADV Vectrino Profiler has been used to obtain dense observations of 
the three-dimensional flow structure occurring inside a cavity of 20 cm to 10 cm (length to height) for four flow 
cases, with F ranging between 0.19 to 0.60, R between 3.45×104 to 1.21×105 and 𝑘𝑣/𝐻 around 0.57. Velocity time 
series were filtered using Goring and Nikora (2002) method as modified by Wahl (2003). Low SNR and correlation 
velocity estimations were also removed and spatial filtering based on Valero and Bung (2018) was applied to filter 
physically inconsistent velocity estimations. 
The obtained skin friction factors show a strong (inverse) dependence on the Reynolds number. The displacement 
length also shows a reduction with increasing Reynolds number, which may indicate that the flow “feels” the cavity 
more at smaller streamwise velocities. Streamwise and normalwise velocities reveal the interaction between both a 
turbulent boundary layer type of flow (main flow region) and a jet impact and recirculation region inside of the 
cavity. Obtained values of the friction factor fall above the clustering values obtained by Felder and Chanson (2015) 
but within the scatter of Chanson et al. (2002). Spanwise median velocities allowed insight on the uncertainty levels 
of the ADV Vectrino Profiler measurements. 
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Abstract: In 1717 Johannes Poleni (Poleni, 1717) published a book called De motu aquae mixto which nowadays is cited as the 
origin of the famous Poleni weir formula. This book contains two separate booklets. The first booklet is on a general discharge 
theory for a water body consisting of a blocked dead water height at the bottom and a free-flowing vivid water column above that 
dead water column. Examples for such a situation include the overflow over a weir or over dunes, or the flow from deeper 
coastal water into a shallow tidal lagoon. Poleni conducted several experiments using a well-designed device and derived by 
fitting his data a general discharge formulation depending on the dead and vivid water heights. Later the dependency on the 
dead water (i.e. the weir height) was forgotten, and the Poleni formula is only cited in the form as we know it today. 
 
Keywords: Poleni formula, momentum balance, overflow, weirs.  
1. Introduction 
In the 17th century, two famous books were regarded as the theoretical basis of open channel and fluvial hydraulics, 
The first book ‘Della misura dell’ aque correnti’ was written 1639 by Benedetto Castelli. The second book was 
Torricelli’s ‘Opera Geometrica’ from 1644.  In his book Castelli described the continuity equation Q = v1A1 =  v2A2 
with the following words in the English translation (1661): 'Now applying all that hath been said neerer to our 
purpose, I consider, that it being most true, that in divers parts of the same River or Current of running water, there 
doth always passe equal quantity of water in equal time (which thing is also demonstrated in out first Proposition) 
and it being also true, that in divers parts the same River may have various and different velocity; it follows of 
necessary consequence, that where the River hath lesse velocity, it shall be of greater measure, and in those parts, in 
which it hath greater velocity, it shall be of lesse measure; and in sum, the velocity of several parts of the said River, 
shall have eternally reciprocall and like proportion with their measures. This principle and fundamental well 
established, that the same Current of Water changeth measure, according to its varying of velocity; that is, lessening 
the measure, when the velocity encreaseth, and encreasing the measure, when the velocity decreaseth;' 
 
The continuity equation relates the cross section (‘measure’) of a river and, therefore the water depth to the velocity, 
but it does not answer the question why the velocity is smaller or larger in a certain cross section. Castelli here 
assumed, that the velocity is proportional to the water depth itself, leading to Q= vA ~ h Bh ~ h2. As a matter of fact, 
this kind of relation can be observed in every river: With increasing discharge, the elevation of the free surface 
becomes higher and higher.  
 
In 1644 Evangelista Torricelli published the ‘Opera geometrica’ with his outflow theory stating that the outflow 
velocity from a vessel is equal to the filling height within the vessel. Although Torricelli nowhere wrote anything on 
the application of this formula to open channels or rivers, it seems to be applied to that subject in the following way: 
When the square of the velocity is proportional to the water depth, then the square of the discharge should also be 
proportional to the water depth, v2~h, i.e. h~Q2. An increase in water depth of a river with the square of the 
discharge has never been observed in any river; otherwise, we would have many inundations.  
 
From Poleni’s introduction, a dispute is documented on the question of whether Castelli or Torricelli was correct, 
although the latter never mentioned an application of his theory in open channel hydraulics. Poleni cited some  
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scientists who followed Torricelli’s hypothesis like Magiotti, Baliani, and Mariotte, and some who followed 
Castelli, like Baraterius. At the time of Poleni, it was believed that there is a general physical law behind outflow 
from a vessel and open channel discharge. The role of pressure on the one hand and of slope on the other was not 
really understood.  
 
Poleni also mentioned Eschinardi who distinguished between the outflow and the open channel discharge problem: 
‘And that nothing is forgotten  here, I have to mention the famous P. Eschinardi and his book on the impetus from 
1684, who took a position between the two positions by arguing that the outflow velocity from orifices in vessels is 
proportional to the square root of the filling height and that the velocity of water coming out of a rectangular channel 
is proportional to the height of the water in the channel” (Poleni, p. 14) .  
  
But it was Poleni’s historical achievement to mediate between the wrong application of Torricelli’s outflow theory 
and Castelli’s open channel hydraulics. He found out that we have to integrate the flow velocity over a cross section, 
which leads to totally different results. But as a matter of fact, Poleni included some correct and some incorrect 
assumptions to the road of scientific knowledge in hydraulics.  
2.  Poleni’s Theory on simple and mixed motions 
In a lot of situations, a body of water can be separated into moving and resting parts. The most important case of 
such a situation is a weir as it is shown in Figure 1. In front of the weir’s canvas the water is at rest. Poleni called 
such bodies of water ‘dead water.’ The upper part of the water column above the weir’s crest is flowing, and the 
moving water body is called ‘vivid water.’ Poleni’s hydraulic theory is based on the question of how the discharge 
in such a situation is related to the vivid and the dead water heights. He further called the situation where the whole 






Figure 1.  Poleni’s first plate for the definition of vivid and dead water and the velocity profile. 
This very famous figure from Poleni’s original work leads to the impression that Poleni was working on a relation 
between the discharge and the hydraulic head for the weir overflow situation. Actually the figure is just an example 
where vivid and dead water bodies can occur. Poleni’s experimental results were related to another hydraulic 
configuration which is shown in figure 2 and discussed later.    
 
But the weir overflow just acts as an example where the velocities directly over the crest are larger than the 
velocities at the free surface. This is not the case in an undisturbed open channel flow, where the highest velocities 
can be found at the free surface. But Poleni generalized the situation over the crest of a weir and assumed a 
parabolic velocity in every free surface flow starting with the smallest velocities at the free surface. Therefore, he 
assumed that the velocity in a certain depth z can be calculated according to Torricelli’s formula, which was written 
at that time as: 
 




The value for earth gravity acceleration g was not known at that time. Today we would identify the coefficient p to 
be 2g and call the formula the Torricelli theorem.  
To obtain the specific discharge Poleni integrated the velocity over the vivid water depth and got: 
  
                                                                                  q=
3
2
√𝑝ℎ𝐿  ℎ𝐿                                                                              [2] 
 
This formula is referred as the Poleni weir formula or Poleni formula although it was originally a discharge formula 
for open channels flows. As a matter of fact this formulation is quite correct when we compare its behavior i.e. with 
the Chezy formula leading also to q~√ℎ𝐿 ℎ𝐿  for a wide channel. The difference between the Chezy and the Poleni 
formula is the fact that Chezy also takes the channels slope into account. 
 
For the mixed motion he now stated that the discharge is proportional to the fall velocity out of the vivid water depth 
and proportional to the total water height: 
 
                                                         q=
3
2
√PhL (hL+hT )                                                                                      [3] 
 
Here a new coefficient P was introduced and has to be fitted by experimental data.     
3. Poleni’s Experiment 
In order to determine the coefficient P depending on the living and the dead water depth, Poleni constructed an 





Figure 2. Poleni’s experiment to derive a discharge formula for the mixed motion. 
 
It consists first of all of a tank T for the storage of the water used in that experiment. The tank T supplies water to a 
vessel S (diameter 1.137m), in which the water level remains at a constant value of 56.65cm because of a large 
rectangular slot M. At the bottom of vessel S are 15 circular orifices having a diameter of 1.805cm each which can 
be opened or closed. According to Torricelli’s law it is guaranteed that the outflow of the vessel S to the vessel P is 
constant and can be controlled within 15 steps. Finally vessel P has a slit opening and is drowned to a certain height 
in a creek. In that way the outflow through a vivid and a dead water body is realized. When the water level in vessel 
P does not change any more, the vivid and the dead water depth can be measured from a scale at the vessel’s wall. 






Table 1. Results from Poleni’s experiments in SI-units. 
Open holes 
 
b [m] hT [m] hL [m] 
3 
 
0,0349649 0,124069 0,01973825 
6 
 
0,0349649 0,124069 0,056395 
9 
 
0,0349649 0,124069 0,0947436 
12 
 
0,0349649 0,124069 0,1308364 
15 
 
0,0349649 0,124069 0,1658013 
3 
 
0,0349649 0,2436264 0,00620345 
6 
 
0,0349649 0,2436264 0,02312195 
9 
 
0,0349649 0,2436264 0,04680785 
12 
 
0,0349649 0,2436264 0,0710577 
15 
 
0,0349649 0,2436264 0,0969994 
3 
 
0,0857204 0,03665675 0,022558 
6 
 
0,0857204 0,03665675 0,04793575 
9 
 
0,0857204 0,03665675 0,0744414 
12 
 
0,0857204 0,03665675 0,0947436 
15 
 
0,0857204 0,03665675 0,11448185 
8 
 
0,0857204 0,1082784 0,0270696 
15 
 
0,0857204 0,1082784 0,06711005 
5 
 
0,1782082 0,078953 0,0056395 
15 
 
0,1782082 0,078953 0,03552885 
 
In total, Poleni performed 19 experiments varying the dead water height by moving up and down the vessel P and 
changing the discharge by opening more or less holes. Three widths of the slot in P are investigated.  Unfortunately 
Poleni did not measure the discharge directly. He only specified the number of holes N opened in the vessel P. The 
results of the experiments clearly show that the vivid water depth decreasing when the dead water depth is increased. 
This is to be expected because the water also flows out of the vessel in the dead body of water making part of it 
vivid. On the other hand, the vivid water depth increases when the discharge is increased.   
 
In order to represent his measurements by a formula, Poleni postulated a formulation for the coefficient P having the 
following shape: 
 
                         q=
3
2






                                           [4] 
 
There is no derivation for this formula, no explanation for the factor 8 before the dead water depth. For a vanishing 
dead water height, the coefficient P of the mixed motion becomes the coefficient p of the simple motion. Actually, it 
is possible to fit the parameters c and p to some of the curves of Poleni’s results quite well, but it is not possible to 
get a good agreement with all of his results using the same values for p and c. Figure 3 shows the results of an 
inverse calculation of the number of open holes from eq. (4) compared to Poleni’s measurements. When c and p are 
adjusted adequately, better results can be obtained for other curves in the figure. 






Figure 3. Experimental results of Poleni’s experiments (triangles) compared to his formula (dotted lines) The coefficients are c=6 
and p=74556000 m/s². 
4. The Momentum Balance for Poleni’s Experiment 
Let us look for a theory describing Poleni’s outflow experiment at the present state of the art applying basic physical 
principles. First of all we have to estimate the vertical discharge into the sloted vessel P. This is actually an outflow 
problem which is usually solved applying Torricelli’s formula with an outflow correction coefficient. Applying the 
momentum balance to the outflow problem through sharp edged orifices, the formula (Malcherek, 2016a, b) 
 





     with           𝛽 = 1.25                                                             [5] 
 
agrees very well with experimental results when N is the number of open holes, A is the cross-section of vessel S, 











Figure 4. Schematic sketch of Poleni’s experiment for the momentum balance. 
 
 
The experiment is constructed in a way that the mass in vessel P does not change which means that mass balance 
must not be taken into account. Momentum is a vector with three independent components. The water flow into the 
vessel only changes the vertical momentum balance. The flow out of the vessel through the slot reduces the 
horizontal momentum balance. The experiment is also performed in a stationary mode with respect to the horizontal 
momentum stored in the vessel. For simplicity, let us assume a vessel with a rectangular cross section of width b 
which is fully opened on one side by the slot. On the wall opposite to the slot, hydrostatic forces ½  g (hT+hL)2  can 
be assumed to act on the water in the vessel. In the cross section of the slot hydrostatic forces ½  g hT 2 can be 
assumed, with respect to the water depth hT.  Finally, the horizontal momentum flux leaving the vessel with the 
volume flux Q has to be taken into account. It is Qv, where  takes into account the effect of the non-
homogeneous velocity distribution and v represents the average velocity over the cross section A. Then the full 
momentum balance reads: 
 











2-βρQv                                                                          [6] 
 
When assuming the cross-section A, where the momentum flux leaves the vessel, to be A=b(hT+hL), the specific 
discharge through the slot is: 
 










+2hThL) (hT+hL)                                                    [7] 
 
Therefore the expression 
 










)                                                                 [8] 
 




It should be noted that the velocity coefficient  is not an artificial coefficient to achieve an agreement between this 
theory and empirical results. The velocity coefficient comes from the integration of the product of the velocity 
distribution times the mass flux distribution over the outflow cross section. Unfortunately, this coefficient cannot be 
determined for Poleni’s experiments. By setting =1.77, a perfect agreement between Poleni’s measurements and 




Figure 5. Experimental results of Poleni’s experiments (triangles) compared to the momentum balance theory (dotted lines). 
5. A New Overflow Theory Based on Momentum Balance 
When the momentum balance is able to describe Poleni’s experimental data correctly, we should ty to apply it to the 
overflow over a weir too. Comparing the weir overflow to Poleni’s experiment there are two differences to be taken 
into account. Water does not flow through the weir’s plate having the height w, while in Poleni’s experiment it con 
flow through the dead water depth hT. Second, a momentum flux ρQv0 enters the control volume from the upstream 
flow direction. The momentum balance for the control volume shown in figure 6 reads:  
 
                                                        0=
1
2
ρgbh2 − βρQv+ρQv0                                                                          [9] 
 










                                                                          [10] 
 
is obtained. It was shown recently by Ferro and Aydin that a similar formula is able to reproduce slit weir 









Figure 6. The control volume for the momentum balance for the weir overflow is shown in dashed lines. 
 
6. Summary and Conclusions 
Poleni’s ‘De motu aquae mixto’ is a milestone in the history of hydraulics for several reasons. First of all, Poleni 
was the first hydraulician who documented a carefully-designed experiment and the data to verify his theory. 
Secondly, he showed how hydraulic engineering works; the starting point was a certain theory or a paradigm that is 
approximately correct and applicable to the engineer’s objective. In the second step, an empirical coefficient is 
introduced to close the gap between theory and reality. In the third step, experiments are performed where the 
behaviour of the empirical coefficient is studied under different scenarios. Finally, the coefficient is parameterized to 
the different scenarios and fitted to the data.  
 
Poleni’s theoretical starting point is obviously wrong; the velocity profile in an open channel does not have the 
shape of a Torricelli square root function with the smallest velocities at the free surface. There is no doubt that 
Poleni noticed that fact. But after integration over the water depth, a much better discharge formula is obtained 
showing the correct relation between water depth and discharge. In that way, his approach starting with a wrong 
assumption was also justified. 
 
In the aftermath, only the integration of the Torricelli formula over the water depth survived the historical path to 
our modern textbooks. Poleni derived it as a general discharge formula for simple motions in open channel flows. 
But nowadays, most textbooks on hydraulic engineering cite it as a weir formula because here a situation can be 
found, where the velocity increases from the free surface to the weirs crest. Poleni’s theory on mixed motions, on 




Poleni really worked on the outflow through a drowned slot. The question is how we should describe such a basic 
hydraulic situation with contemporary fluid mechanics. The author believes that the momentum balance is the 
driving principle in fluid mechanics. The Navier-Stokes-equations are the momentum balance when applied to an 
infinitesimal control volume. They do a very good job of reproducing the currents in and around hydraulic 
structures. In two previous papers, the author showed that also the integrated form of the momentum balance can be 
applied to basic hydraulics problems. The results obtained by this approach are surprising. The outflow velocity 
through a sharp-edged orifice comes to the eq. (5) applied in this paper and is in much better agreement with 
experimental results than the classical Torricelli formula. Applying the integrated momentum balance to a sharp 
crested sluice gate with an opening height a results in (Malcherek, 2017): 
 








 ≅ 0.6124√2gh   for β=1                                        [11] 
  
This formulation would explain the sluice gate discharge coefficient of 0.61 to be the square root of the fraction 3/8.    
Therefore, for three fundamental hydraulic problems, new formulations were derived using the momentum 
principle, i.e. the outflow problem, the sluice gate underflow, and the weir overflow. As mentioned above, following 
works will concentrate on the application of the new theory to the overflow over different weir types.   
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Abstract: Although good practices in flap gate design recommend adding splitters on the crest to provide sufficient nappe aeration 
and, thus, prevent nappe oscillations, oscillations problems have been detected on the flap gates of the recently commissioned 
Papignies weir on the Dendre River in Belgium. These oscillations were causing vibrations of the actuators, which could lead to 
malfunctioning. In addition, they were generating noise, which is a nuisance for people living nearby. Similar problems were 
reported for the down lift gates of the Nisramont weir on the Ourthe River, also in Belgium. In this context, the paper presents field 
measurements performed first to define the range of upstream heads prone to cause downstream nappe oscillations and, second, 
to quantify the effectiveness of additional splitters to mitigate the problem. Measurements with monoaxial accelerometers, 
microphone, cameras (including a high speed one), and an ultrasonic water level sensor were performed and compared. Data 
analysis shows a clear correlation between sound, image, and accelerations dominant frequencies. Results demonstrate the 
effectiveness of adding an extra splitter between each existing splitter in order to avoid the occurrence of nappe oscillations. These 
in situ measurements validate results from experimental tests performed at the Liege University on a large scaled model of a free 
surface weir aiming at determining the maximum spacing of splitters to avoid nappe oscillations.  
Keywords: nappe oscillations, flap gates, in situ measurements 
1. Introduction 
Identified as undesirable and potentially dangerous, nappe oscillations can occur on free-overfall structures operating 
under low head conditions (Naudascher and Rockwell, 1994). This phenomenon is characterized by oscillations in the 
thin flow nappe cascading downstream of weirs, gates or, fountains. These oscillations may induce significant 
vibrations in the structures and mechanisms as reported in the case of Linville Land Harbor Dam rehabilitation 
(Crookston et al., 2014). They also produce a significant level of noise described as sounding similar to a helicopter 
or an amplified bass note (Casperson, 1993).  
In the case of flow over a gate, the occurrence of the phenomenon has been attributed in part to the interaction between 
the flow and the enclosed air pocket between the gate and the nappe (Naudascher and Rockwell, 1994). In fact, the 
setup of splitters to the gate crest in order to divide the water falling sheet and aerate the air pocket has proven to be 
an effective mitigation technique and has become a common mitigation technique in gate designs (Lodomez et al., 
2016; Naudascher and Rockwell, 1994; Sumi and Nakajima 1990; USBR, 1964). However, vented nappe does not 
necessarily prevent the oscillation occurrence in case of free surface weir (Binnie, 1972; Crookston et al., 2014; 
Lodomez et al., 2018), as depicted in this paper involving the Papignies flap gate.   
Over the last 60 years of research, three factors have been pointed out to be the possible source of nappe oscillations: 
the instability of the nappe itself, the fluctuation of air pressure behind the nappe, and the structure acting as a vibrating 
system (Sato et al., 2007). Although many researchers focused on the behavior of a thin sheet of water flowing 
vertically (Binnie, 1974; Casperson, 1993, 1994; Girfoglio et al., 2017; De Luca, 1997; De Rosa et al., 2014; Schmid 
and Henningson, 2002), the cause of the phenomenon is still unclear. 
New experimental investigations were undertaken recently at the Engineering Hydraulics Laboratory of the University 
of Liege on a 1:1 physical model of free surface linear weir with the aim of getting data in real size chute conditions 
for dam emergency structures prone to nappe oscillations. Based on this physical model, Lodomez et al. (2017) studied 
the occurrence of nappe oscillations for an unconfined flow nappe and proved that the flow range affected by nappe 
oscillations reduces according to the decrease of the crest width.   
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Recently, nappe oscillations have been observed on Belgium dams during low-flow periods on the Nisramont gates 
and after three months of operation of the Papignies weir, despite the nappe aeration by splitters. Using the 
characterization methods presented in Lodomez et al. (2018), in situ measurements were performed in collaboration 
with the Service Public de Wallonie (DGO2) to define the range of upstream heads prone to cause nappe oscillations 
and to quantify the effectiveness of additional splitters to mitigate the problem. This paper presents the results of these 
in situ measurement campaigns. 
2. Papignies and Nisramont Dams 
Papignies dam (Figure 1) is a water level regulating structure on River Dendre (Belgium) in operation since August 
2016. The dam consists of two flap gates 3.885 m high and 8 m wide. Each gate is operated through an actuator 
asymmetrically placed on the central pile. As illustrated in Figure 2, the gate is a thin sheet of metal (15 mm thick) 
reinforced by a beam structure on the downstream face. Torsional rigidity is provided by a cylinder 0.813 m in 
diameter at the gate basis. The gate crest is equipped with splitters every 1.65 m. The width of these splitters varies 
from 40 mm at the connection with the gate to 100 mm at the free extremity (Figure 2). The mean of the upstream 
water level is 23.65 m DNG (Belgian altitude reference system) while the downstream one is 21.20 m DNG, which 
give a mean of the fall height of 2.45 m. 
a.  b.  
Figure 1. Papignies dam: a. View from upstream, b. View from downstream 
a.   b.    
Figure 2. Papignies flap gate: a. View from downstream, b. Details of the gates, dimension in mm 
Nisramont dam (Figure 3) was built in 1958 on the River Ourthe to create a 3.106 m³ reservoir intended for drinking 
water supply. The spillway is controlled by three down lift gates that can be lowered being a concrete weir. Each gate 
is 12.5 m wide and 3 m high. The gate crest is profiled like an arc to complete an ogee profile when the gate is lowered 
below the concrete weir. There is no splitter on the gate crest as illustrated in Figure 3c. The gates are actuated on both 
extremities with symmetrical cables and pulleys. Nappe oscillation risk was well known by local operators. They 
managed uneven position of gates in order to avoid occurrence of these oscillations. When the regulation system of 
the dam was upgraded 5 years ago, the three gates were set to operate at the same level. As a result, low and medium 
discharges are now equally distributed among the gates and the nappe thickness is reduced. Nappe oscillation 
occurrence sharply increased with this new operational set-up. This observation justified the in situ measurement 
campaign and the design of splitters. 
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a.  b.  c.  
Figure 3. Nisramont dam: a. View from downstream, b. View of the lifting mechanism, c. Details of the gate crest 
3. Instrumentation and Methodology of in Situ Measurements 
To assess the occurrence of nappe oscillations and to characterize them, three types of devices were used during both 
in situ measurement campaigns. To collect data on structure acceleration, noise production, and visible oscillations of 
the nappe, a set of accelerometers, a microphone, and a high speed camera were used. Simultaneously, the hydraulic 
characteristics of the flow were monitored. The gates being identical on each dam, only one of them was instrumented.  
In Papignies, the in situ measurements were performed in two phases (Bousmar and Libert, 2017). The first one 
considered the exiting configuration (Figure 2). Then, additional splitters were added as illustrated in Figure 4. They 
were 50 mm wide, 125 mm high, and decreased the existing splitters spacing from 1.65 m to 0.825 m. The 
measurement methodologies were identical for both configurations as described in the following. To investigate the 
range of upstream heads that generates oscillations, the gate was operated to get heads between 8 mm and 74 mm for 
the existing configuration while a range between 19 mm and 103 mm has been tested for the configuration with 
additional splitters. 
In Nisramont, a first measurement campaign focused on the vibrations of the gate, using only accelerometers (Bousmar 
and Libert, 2015). Three configurations were tested: without splitters, with temporary splitters spaced 0.95 m apart 
(Figure 4c), and with temporary splitters spaced 1.95 m apart. The temporary splitters were 50 mm wide and 150 mm 
high. Flow conditions covered upstream heads between 25 mm and 230 mm. Acoustic and video investigations were 
performed during a second campaign. During this second campaign, only the gate without splitter was tested for 
upstream heads between 60 mm and 180 mm. 
a.  b.  c.  
Figure 4. Additional splitters: a.b. on Papignies weir, and c. on Nisramont weir (at 0.95 m spacing) 
3.1. Hydraulic Characteristics 
The upstream and downstream water levels and the actuator/gate crest position were monitored and provided the head 
at the crest. In addition, an ultrasound distance sensor was added to verify the upstream head measure during the tests. 
For each test, measurements were performed during 2 minutes with a rate of 1 kHz in Papignies, while a rate of 500 
Hz and a duration of 1 minute were considered in Nisramont.  
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3.2. Oscillations Characteristics 
3.2.1.  Accelerometers  
In Papignies, two types of monoaxial accelerometers were positioned at the connection between the actuator and the 
gate: piezoelectric sensors PCB 393B12 (range 0.5g) and capacitive sensors PCB 3701D1 (range 3g). Three sensors 
of each type were used to obtain data according to the three axes as displayed in the Figure 5. Measurements were 
performed during 2 minutes with a rate of 1 kHz. Regarding nappe oscillations, the analysis focused on the standard 
deviation of the accelerometer measurements representative of the oscillation intensity around the mean value and on 
the acceleration spectrum that enables to differentiate periodic vibrations at a clearly identified frequency from a high 
level noise with no dominant frequency. 
a.  b.  
Figure 5. Set of accelerometers: a. Papignies, b. Nisramont. 
In Nisramont, monoaxial accelerometers (PCB 393B12) and velocimeters (Syscom MS2003+) were positioned on 
both sides of the gate, at the connection between the pulleys and the gate. Accelerations and velocities were recorded 
along the vertical and the longitudinal (normal to the gate) axes.  
3.2.2. Sound Measurement 
To get data on the noise produced by the oscillations, a free-field microphone MC212 was placed in front of the nappe 
on a bridge at Papignies dam and on the downstream right bank of the stilling basin at Nisramont dam. The microphone 
had a frequency range between 6 Hz and 20 kHz, and a dynamic range between 15 dB and 146 dB. The recording and 
analysis of audio data were carried out by means of the SYMPHONIE software suite.  
As reported in Lodomez et al. (2018), the sound analysis supplies the mean auto-spectrum of the audio signal, which 
is representative of the sound level for each frequency of the noise. The mean auto-spectra are typically of two types 
(Figure 6a). In case of nappe oscillations, the mean auto-spectrum presents a clearly visible peak in sound level, while 
there is no obvious dominant peak if there is no oscillation. Therefore, the sound analysis supports the detection of the 
oscillations and provides, in case of nappe oscillation occurrence, the two associated parameters: magnitude of the 
noise and its associated frequency.  
3.2.3. Flow Visualization 
Another method used to characterize the nappe oscillations is based on image analysis. Horizontal bands/waves are 
detectable in the flowing nappe in case of nappe oscillations as illustrated in Figure 6b. The flow visualization was 
performed with a Go-Pro Hero 4 camera (acquisition rate of 240 Hz) placed in front of the falling nappe. Assuming 
that the horizontal bands are due to the lighting on the undulating surface, the frequency of the horizontal bands is 
determined by the Fast Fourier Transform of the time evolution of data carried by a set of pixels on a succession of 
images. Details of this method are provided in Lodomez et al. (2018). 
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a.  b.  
Figure 6. a. Two types of mean auto-spectrum of sound recording and b. Visualization of the nappe oscillations through the 
horizontal bands in Nisramont dam. 
4. Results  
4.1. Occurrence of Nappe Oscillations for the Existing Configuration 
4.1.1. Papignies Dam 
Based on acceleration measurements, noise analysis, and flow visualization results, nappe oscillations were detected 
for upstream heads between 20 mm and 40 mm for the existing configuration. In this range of head, the standard 
deviation of the acceleration increases significantly and leaves the linear trend as illustrated in Figure 7. This figure 
illustrates these increases in acceleration for both types of accelerometer, especially in the y-direction. In addition, the 
maximum sound level of the mean auto-spectrum exceeds 70 dB (Figure 7) and is associated with a dominant peak. 
Horizontal bands are also visible for upstream heads between 20 mm and 40 mm as illustrated in Figure 8. For lower 
heads, some oscillations are visible. However, the nappe breaks before impact and the intensity of the acceleration 
and noise generated are not strong.  
The frequencies associated with the noise and horizontal bands are between 21 Hz and 23 Hz. As already observed in 
Lodomez et al. (2018), sound and image analyses give, for a given head, the same frequency of oscillation (to the 
uncertainty of the measurements). In the present measurements, it was additionally possible to confirm that these 
dominant frequencies are coherent with the spectrum obtained from the gate vibration measurements. As an example, 
Figure 9 shows an oscillation spectrum for a head of 30 mm. A significant peak is observed around 23 Hz. Secondary 
lower peaks are observed around 14 Hz and 21 Hz, while additional large peaks are observed for higher frequency 
harmonics. 
 
Figure 7. Papignies: Standard deviation of acceleration measurement according to x, y and z, a. for piezoelectric accelerometer 




Figure 8. Papignies: Flow visualisation of the flowing nappe for an upstream head of: a. 18 mm, b. 30 mm, c. 35 mm and d. 40 
mm 
 
Figure 9. Papignies: acceleration spectrum for an upstream head of 30 mm, longitudinal piezoelectric accelerometer 
4.1.2. Nisramont Dam 
Based on vibration measurements and flow visualization results, nappe oscillations were detected for upstream heads 
between 50 mm and 230 mm, in the case of the existing configuration. Horizontal bands are clearly visible for 
upstream heads between 50 mm and 125 mm as illustrated in Figure 10. For upstream heads lower than 30 mm, the 
thin sheets of water are broken. First, horizontal bands are visible, especially in the bottom of the nappe, for an 
upstream head of 50 mm. As the upstream head increases, these horizontal bands developed more as illustrated for an 
upstream head of 100 mm in Figure 10. Finally, from visual observations, the bands tend to decrease for the upstream 
head higher than 125 mm. 
However, severe vibrations were still recorded on upstream heads as high as 230 mm. As an illustration of these 
vibrations, Figure 11a shows the amplitude of the horizontal acceleration. A local minimum of the acceleration is 
observed for upstream heads around 125 mm, corresponding to the vanishing of the visible horizontal bands. Then, 
for higher heads, vibrations increase again. The analysis of the vibration spectrum (Figure 11b) shows that the energy 
of the vibrations for these higher heads is concentrated at frequencies between 14 and 20 Hz. This clear peak in the 
spectrum denotes a periodic phenomenon, even if it is at this stage not clear if this is still a nappe oscillation or another 
kind of flow/structure instability. 
Regarding the sound measurements, a dominant peak was detected in the mean auto-spectrum for upstream head 
between 60 mm and 180 mm. Image analysis also highlights a dominant peak for upstream head up to 180 mm. The 
frequencies associated to these vibrations are reported in Figure 12 and compared to the frequencies of the acceleration 
signals and image analysis. This figure shows that the frequencies are identical whatever the measurement techniques 
and even if measurements were not recorded during the same test campaign. It also illustrates a decrease of the 
frequency from 35 Hz to 14 Hz for an increasing upstream head. Lastly, it confirms that the vibrations recorded for 
heads larger than 125 mm are also due to nappe oscillation. 
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a.  b.  
c.  d.  
Figure 10. Nisramont: Flow visualisation for an upstream head of (a) 26 mm; (b) 51 mm; (c) 105 mm; (d) 124 mm 
a. b.  
Figure 11. Nisramont, acceleration in the longitudinal axis: a. standard deviation and b. spectrum 
 
Figure 12. Nisramont: Frequencies from sound, image and velocities analyses  
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4.2. Efficiency of Additional Splitters 
4.2.1. Papignies Dam 
The addition of splitters between each existing water breaker prevents the occurrence of nappe oscillation as illustrated 
in Figure 13. For the whole range of upstream heads tested, this figure shows no increase of the standard deviation of 
the acceleration and a maximum sound level below 70 dB. In addition, horizontal bands are not visible as illustrated 
in Figure 14b for upstream heads that initially generated oscillations. However, in case of lower upstream heads, nappe 
oscillations are still visible but don’t generate significant noise or acceleration on the actuator.  
 
Figure 13. Papignies: Impact of additional splitters on a. the standard deviation of acceleration measurement according to x, y 
and z (for piezoelectric accelerometer) and b. the maximum sound level of the mean auto-spectrum. 
 
Figure 14. Papignies: Flow visualisation of the flowing nappe for an upstream head of: a. 18 mm and b. 35 mm, for the 
configuration with additional splitters. 
4.2.2. Nisramont Dam 
The addition of splitters with a spacing of 0.95 m avoids the occurrence of nuisance due to nappe oscillations as 
illustrated by the acceleration measurements in Figure 15. Some horizontal bands are still observed visually for the 
lower upstream heads but do not generate significant noise or vibration.  
When increasing the spacing of splitters to 1.95 m, the nappe oscillations were more perceptible. For upstream heads 
between 40 and 70 mm, significant vibrations were observed as depicted in Figure 15. Accordingly, it was 




Figure 15. Nisramont: Impact of additional splitters on the standard deviation of longitudinal acceleration measurement 
4.3. Maximum Spacing and Affected Upstream Heads 
All these findings are in line with the experiments made on a “prototype scale” model at the Engineering Hydraulics 
Laboratory of the University of Liege. Indeed, Lodomez et al. (2017) showed that nappe oscillations decrease with 
the decreasing weir width and tend to disappear for widths lower than 1 m. The study also showed that the flow range 
(or upstream head) affected by the nappe oscillation decreases with the width. For a crest 3.45 m wide with a quarter 
round profile, the upstream heads affected by oscillations are between 17 mm and 50 mm, while for a crest 1.45 m 
wide, the upstream head range is reduced between 17 mm and 30 mm. The same tendency was observed on Nisramont 
dam. Nappe oscillations are observed for upstream heads between 40 mm and 70 mm using 1.95 m spaced splitters, 
while they are observed for upstream heads between 50 mm and 230 mm without splitter.  
5. Conclusions 
In situ measurements were performed on two Belgium dams subjected to nappe oscillations under low head conditions. 
These measurements illustrated the reproducibility of the phenomenon observation, independently of the measurement 
techniques used to characterize the oscillations, i.e., accelerometers, velocimeters, microphone, and high speed 
camera. In particular, oscillations frequencies were identical whatever the measurement technique and the time of the 
measurements.  
In addition, the tests showed the effectiveness of splitters spaced less than 1 m to prevent nappe oscillations. They 
also indicated that a too large splitter spacing does not prevent nappe oscillations and that the range of upstream heads 
prone to induce oscillations reduces with the free crest width, i.e., with the splitters spacing. 
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Abstract: The effect on the flow characteristics of the upstream quadrant shape of four ogee spillways is investigated at high head 
operation by means of experimental modelling. Each spillway is designed following the latest recommendations of the U.S. Army 
Corps of Engineers. The upstream and downstream quadrants of the reference spillway have the same design head. The absence 
of scale-effects is verified with a second reference spillway designed with a smaller head. The last spillway has an upstream 
quadrant with a design head respectively larger and smaller than the one of the downstream quadrant. The discharge coefficient 
is evaluated until head ratios of five for each case and until seven for the smaller model. The discharge coefficient continuously 
increases until a head ratio of 5.5 and then drops due to a flow separation at the spillway crest. The spillway efficiency (discharge 
coefficient) reduces with an oversized upstream quadrant while an undersized quadrant has no effect, but it does affect the 
measured relative pressure and thus the risk of cavitation. 
Keywords: Spillway, free surface weir, experimental modelling, discharge coefficient, quadrant geometry, cavitation risk.  
1. Introduction  
Uncontrolled ogee-crested spillways are common flood release structures equipping dams. Their shape is designed 
regarding a given upstream head, the design head Hd, in order to get a zero-relative pressure all along the crest profile 
(Hager 1987; USBR 1987). In these conditions, the flow over the ogee crest is the same as the free jet observed over 
a sharp crested weir.  
The efficiency of the spillway, quantified by its discharge coefficient Cd, is directly related to the pressure on the crest. 
For real upstream heads, H, smaller than the design head (head ratio H/Hd<1), the relative pressure on the crest is 
positive and the discharge coefficient decreases in comparison to its value for the design head. For head ratio higher 
than one, the relative pressure on the crest is negative and the discharge coefficient increases. Under designed ogee 
spillway crest (spillway designed considering a design head smaller than the maximum operation head) is thus more 
efficient from a discharge capacity point of view. Indeed, for a given upstream head, it enables the release of a higher 
discharge than a spillway designed with a higher design head. However, negative relative pressure on the crest opens 
the door to flow detachment in case of connection of the lower part of the nappe with the atmosphere (for instance 
close to piles or at the end of short spillway chutes) or induces a risk of cavitation if the pressure falls locally below 
the water vaporization pressure. This explains why ogee spillway crests are usually designed considering a design 
head equal to the maximum operation head. 
In the literature, few studies focused on the characteristics of the flow over an ogee spillway crest for heads largely 
greater than the design head. Rouse and Reid (1935) studied the influence of the shape of the crest by comparing the 
discharge coefficients and the pressure distributions of three different ogee spillway crests with those of a sharp crested 
weir until head ratio equal to three. In the sequel, Cassidy (1970) and Abecasis (1970) focused their investigations on 
a procedure to control until a head ratio of three the minimal pressure that occurs on an ogee spillway designed 
following the recommendations of USBR (1948). Vermeyen (1992) in the frame of a project had to study an ogee-
spillway working under head ratio of five (Vermeyen, 1991). More recently, Castro-Orgaz (2008) proposed an 
approximate curvilinear flow model and applied it to a spillway profile tested experimentally by Hager (1991) with 
head ratio up to two.   
It should be noted that in the previous studies when conclusions exist they differ from an author to another because of 
the various crest configurations that were studied. According to Cassidy (1970), for an ogee spillway designed 




On the other hand, Vermeyen (1992) pointed out that under ideal entrance (i.e. no contraction of the flow when 
approaching the spillway) the head ratio can reach five on a spillway designed using recommendation of USBR (1987); 
but under this flow condition, the nappe is very unstable and ’nappe separation can occur from very small surface 
disturbances’ (Vermeyen, 1992: 1). 
Besides, if in the field the downstream quadrants of the spillways generally follow the same standards, multiple 
geometries exist for the upstream quadrant. This large variability of shapes for ogee-crest spillways was rarely 
considered in the literature (Melsheimer and Murphy, 1970, Reese and Maynord, 1987) or was not completely 
analyzed (Rouse and Reid, 1935). Even if Melsheimer and Murphy (1970) and Rouse and Reid (1935) found that the 
curvature immediately upstream from the crest axis determines in large part the efficiency of the spillway and the 
minimum pressure on the structure, the incidence of the shape of the upstream quadrant cannot be plainly distinguished 
from the one of the downstream quadrant.  
The objectives of the research depicted in this paper are twofold: considering the most commonly used profile of ogee 
spillway, 1) investigate the flow characteristics over the spillway crest operating with head ratio largely greater than 
one and 2) analyze the influence on these flow characteristics of the geometry of the upstream quadrant. The analysis 
has been mainly performed by means of scale physical modelling. In this study, no piles effect or air entrance is 
considered. The experimental setup and selected crest profiles are presented in section 2. Then, the results are 
presented in section 3 and discussed in section 4 in particular regarding discharge capacity and pressure distribution 
on the crest.  
2. Experimental Setup 
2.1. Ogee Spillway Profiles 
In this study, the authors used as a reference the geometry of ogee spillway defined in the book Hydraulic Design 
Criteria (USACE, 1987), i.e. the so-called “Waterways Experiment Station (WES) Geometry”, also reported in USBR 
(1987). The design head of the reference spillway W1 is set to 0.15 m with a slope for the chute equal to 51°. The 
upstream quadrant is designed with three arcs of circle (see the coordinate in Table 1) and the downstream quadrant 
follows a power-law equation (Eq. (1)):  
  1.85 0.852 dx H z= −   (1) 
where in the Cartesian coordinate system, x, y and z are the streamwise, spanwise and vertical directions, respectively; 
(x, y, z) = (0, 0, 0) at the crest. The z-axis is directed in the upward direction. 
Table 1. Coordinates for upstream quadrant (USACE, 1987). 
x/Hd z/Hd* x/Hd z/Hd* 
0.0000 0.0000 -0.2200 -0.0553 
-0.0500 -0.0025 -0.2400 -0.0714 
-0.1000 -0.0101 -0.2600 -0.0926 
-0.1500 -0.0230 -0.2760 -0.1153 
-0.1750 -0.0316 -0.2780 -0.1190 
-0.2000 -0.0430 -0.2800 -0.1241 
  -0.2818 -0.1360 
* The z-axis is oriented in the upward direction. 
Three additional crest profiles which were designed following the WES standards were also studied. They have the 
same downstream quadrant as W1 and the slope of the chute is also equal to 51° for each case. Their characteristics 
are summarized together with those of W1 in Table 2 and they are represented in Figure 1.  
The geometry of W2 is identical to the reference case W1 but with a smaller design head of 10 cm which allowed the 




of scale-effects (Peltier et al., in press). The geometry of W3 and W4 envelop the shape of sixteen existing spillways 
exploited by the French company of electricity EDF (Figure 1). These spillways were not designed following the WES 
standards exactly, but it appears that the design head of their downstream quadrant, at least close to the crest, can be 
approximated by the WES standards (Figure 1). The design head of the downstream quadrant, Hd-down, for W3 and W4 
is the same as for W1, but the design head of the upstream quadrant, Hd-up, is different (Table 2). It is equal to 2.5Hd 
and 0.7 Hd for W3 and W4, respectively. These values have been chosen to circumscribe the real upstream quadrant 
profiles. 
Table 2. Characteristics of the crest profiles geometry and of the Q(H) relationship for each spillway. 
 Hd-up (m) Hd-down (m) Sc (°) Hd (m) Q×10-3 (m³.s-1) H (m) H/Hd 
W1 0.150 0.150 51 0.150 5.5 – 359.4 0.056 – 0.790 0.37 – 5.26 
W2 0.100 0.100 51 0.100 3.0 – 296.7 0.043 – 0.739 0.43 – 7.39 
W3 0.375 0.150 51 0.150 3.6 – 358.2 0.045 – 0.779 0.30 – 5.19 
W4 0.105 0.150 51 0.150 2.8 – 352.5 0.044 – 0.749 0.29 – 4.99 
 
 
Figure 1. Shape and normalised dimensions of the ogee crests tested in this study. 
2.2. Experimental Facility 
The experimental facility used in this study is detailed by Peltier et al. (in press). It is made of a 20 cm wide ogee crest 
section embedded in a large reservoir with an inner width of 0.90 m, a length of 4.00 m and a height of 3.20 m. The 
upstream face of the spillway is vertical with a height huf of more than 3 Hmax to get a discharge coefficient independent 
from the approach flow depth (Melsheimer and Murphy, 1970, Reese and Maynord, 1987). A smooth chute 4.5 m 
long is added downstream (Figure 2). Walls are in polyvinyl chloride (PVC) or Plexiglas. The flow is thus confined 
in a 2D-vertical slice passing by the centerline of the spillway and contraction effects affecting the nappe stability are 
avoided (Vermeyen, 1992). Water alimentation is a closed loop with one to three regulated pumps pushing the water 




















The upstream head is the main parameter of the study. The measurement cross-section was positioned at a distance 
from the spillway-crest equal to at least twice the maximal head over the spillway, i.e. xm = 1.5 m. At this distance, 
the feeding pipes and the spillway have low influences on the velocity profile in the reservoir, which is therefore quasi-
uniform on the vertical. Under such flow conditions, the head is easily evaluated by measuring the water depth h 
relative to the crest of the spillway and by adding a term of kinetic energy calculated with a uniform velocity equal to 











  (2) 
The discharge was measured with an electromagnetic flowmeter (Siemens, Magflow) mounted on each pipe. The 
uncertainty on the discharge Q was equal to 0.7 L.s-1 with one pump, to 0.98 L.s-1 with two pumps, and to 1.11 L.s-1 
with three pumps. The water depth was measured at a distance xm from the weir crest using an ultrasonic probe 
(Microsonic, PICO+100). The precision on the measurement h was estimated to ±1 mm.  
Eighteen relative pressure transducers (KELLER, PR23Y) with a measuring range from -5 m to 2 m were distributed 
along the centerline of the spillway. They gave 1 kHz measurements of the relative pressure P through holes of 2 mm 
diameter perpendicular to the weir surface. The uncertainty of the pressure measurement was found equal to ±20 mm. 
Uncertainties were estimated for every measured variable (h, Q, P) and propagated to the head and to the discharge 
coefficient following Equations (3) and (4).  
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3.1. Discharge Coefficient 
Between 86 and 131 measurements of Q and H were acquired with each model. The measurements were performed 
following several sequences of ascending/descending discharges in order to highlight hysteresis effects and to vary 
the water feeding configurations of the experiment (number of pumps and pipes). The characteristics of each 
experiment in term of discharge, head, and head ratio are summarized in Table 2.  
For each spillway, the discharge coefficients are plotted relative to the head ratio in Figure 3. For W1 and W3, an 
ellipse locates a zone of large uncertainties (Figure 3a and Figure 3c) which are due to the passage of air bubble on 
the free surface during the measurements of the water depth. Nevertheless, each plot reveals that the discharge 
coefficient monotonously increases with the head. Moreover, W1, W2, and W4 follow an empirical law of the type of 
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Figure 3. Discharge coefficients of the present experiments plotted together with past experiments and Eq. (5). 
3.2. Relative Pressure Along the Spillway 
The relative pressure measured along the spillway centreline is plotted in Figure 4. It is normalised by the design head 
of the downstream quadrant. While for the unit head ratio, the relative pressure along the spillway is close to zero (to 




In all cases, the minimum pressure is measured upstream from the crest and the pressure then quickly increases for 
reaching zero downstream from x = 1.5Hd-down, except for W3 whose shape is closer to a broad-crested spillway. The 
position of the minimum pressure belongs to [-0.25Hd-up – -0.23 Hd-up] which is consistent with the literature from 
Melsheimer and Murphy (1970) and Vermeyen(1992).  
When considering the head ratios for which a drop in the discharge coefficient was observed (W2 at H/Hd = 6 and 7, 
Figure 4b), results indicate that the minimum pressure is less negative than for H/Hd = 5, but the negative pressure is 
observed on a longer distance downstream. This behaviour must be related to a nappe detachment occurring at the 
crest for H/Hd > 5.5 (Figure 5). Given the pressure and velocity conditions at the crest, the flow curvature is no more 
able to follow up the spillway shape downstream. The flow, therefore, separates from the spillway downstream from 
the crest which decreases the discharge coefficient (Figure 3b) but makes the pressure field along the crest downstream 
from the separation point more uniform.  
In Figure 4a and in Figure 4b, the relative pressure is represented for W1 and W2, respectively. Similar behaviours 
are observed until H/Hd = 3, but for greater head ratio, pressures measured on W1 are systematically smaller (increased 
peak). This could indicate a scale-effect, but it is improbable as no difference is observed on the discharge coefficient 
(shown in Figure 3 above). A more relevant explanation (Peltier et al., in press) could be that the surface of pressure 
measurements is relatively larger for W2 than for W1 (dimensions of W2 are smaller than dimensions of W1, but the 
pressure sensors are the same) while it is clear that the minimal pressure occurs on a limited length.  
Considering now the amplitudes of relative pressures on W3 (Figure 4c), they are much smaller than those of W1. 
This is due to the ’broad’ shape of the upstream quadrant, which induces smaller vertical velocities and therefore less 
negative relative pressures. Notice that from x = 0.4Hd both distributions are equivalent. The opposite observations 
can be made when comparing W1 and W4 in Figure 4d. The sharp aspect of the upstream quadrant is responsible for 
systematic more intensely negative pressure at a given head ratio. Nevertheless, from the crest, the distributions for 
both W1 and W4 coincide. 
 





Figure 5. Separation of the lower nappe over an ogee spillway. Flow-case W2.  
4. Discussion 
4.1. Discharge Coefficient 
For W1 and W2, the measurements of Vermeyen (1992) were added in Figure 3a and Figure 3b. The three distributions 
are in good agreement which indicates no significant scale-effects regarding the discharge coefficient for head ratio 
until five. Beyond the head ratio of five, the maximal head for W1 prevents reaching the drop in discharge coefficient 
observed for W2 and data of Vermeyen (1992). Nonetheless, the distributions for W2 and data of Vermeyen (1992) 
are close which tends to prove there are few scale-effects here too: the design head of Vermeyen experiments being 
equal to 0.038 m (Vermeyen, 1991, 1992). These results also emphasize the continuous increase of the discharge 
coefficient until a head ratio of 5.5 and a maximum value of Cd approximately equal to 0.6. Beyond this point, a 
sudden drop is observed and the discharge coefficient then slightly decreases with increasing head ratio until seven. 
Its value is, however, still 10% higher than the one at the design head. 
Considering W3 (Figure 3c), the discharge coefficient at a given head ratio is smaller than for W1 and W2. In contrast, 
the evolution of the discharge coefficient for W4 (Figure 3d) is similar to the one for W1. This confirms that the shape 
of the upstream quadrant can have an incidence on the discharge coefficient (Melsheimer and Murphy, 1970). When 
the design head of the upstream quadrant is higher than the one of the downstream quadrant, the discharge coefficient 
is reduced. The opposite situation has little effect on the discharge coefficient.  
These tendencies were highlighted using an extrapolation of the empirical law proposed by USACE (1987) in Figure 
3. This relationship was established for head ratios smaller than one and for an ogee spillway designed following the 
WES standards. As displayed in Figure 3, the extrapolation of this law for head ratios greater than one and the 
discharge coefficients of the measurements are in good agreement for W1, W2 and W4, which would indicate that 
Equation (6) can be extrapolated beyond H/Hd = 1. Obviously, as soon as the nappe separates, this equation is no 
longer valid. In Table 3, the statistics of the distribution of the relative differences RD between the measured discharge 
coefficients and the empirical discharge coefficients are given for H/Hd in [1 – 5.5]. The analysis of the mean and of 
the percentiles indicates that the distribution of RD is almost centred on 0% for W1 and W2, which confirms that 
Equation (6) can be extrapolated beyond H/Hd = 1 when using the WES standards for designing an ogee spillway. 
When using different design heads for the upstream and the downstream quadrant, RD emphasizes that the empirical 
law overestimates by 6% the discharge coefficients for W3 and underestimates it by 1% for W4.   
Finally, as for W1 and W2, no flow detachment is observed for W3 and W4 for head ratio smaller than 5-5.5 which 









Table 3. Relative differences RD between the measured discharge coefficients and the discharge coefficients computed with 
Equation (5) for each tested spillway and H/Hd in [1 – 5.5].  
 mean  [%] Ple25 [%] Ple50 [%] Ple75 [%] 
W1 0.47 1.93 -0.38 0.45 1.49 
W2 -0.06 1.94 -1.58 -0.52 1.15 
W3 -5.99 1.86 -6.74 -5.71 -4.78 
W4 1.03 0.91 0.61 1.11 1.53 
4.2. Minimum Pressure 
The previous results indicate an influence of the upstream quadrant on the spillway efficiency. While a too broad 
upstream quadrant (W3) decreases the crest efficiency whatever the head ratio, because of an increased pressure field 
along the crest, a sharp upstream quadrant maximizes the discharge coefficient up to H/Hd = 5.5. Nevertheless, a too 
sharp crest impacts the relative pressure distribution along the crest and, in particular, increases the amplitude of the 
local negative peak. This strong decrease in pressure can be responsible for cavitation and nappe instabilities.    
The evolution of the measured minimum pressure pmin is represented in Figure 6a. Considering the data without flow 
detachment for W1 and W2, it appears that the relationship (Eq. (7)) proposed by Schirmer and Diersch (1976) (cited 
by Hager and Schleiss, 2009) underestimates the minimum pressure for head ratio greater than three.  





= −   (7) 
Based on the results for W1 and W2 (Figure 6a), which are representative of the standard WES geometry, the following 
relationship (Eq. (8)) is found more appropriate: 







  (8) 
Notice that the difference between Eq. (7) and Eq. (8) could be greater since it is not certain that the minimums of 
pressure measured in this study are the absolute minimums. The difference is even greater when looking at the 
minimum pressure for spillway with undersized upstream quadrant (W4). As shown in (Figure 6b), the minimum 
pressures are much lower for W4 which implies that the coefficient of 1.25 in Equation (8) is too small in the case of 
smaller upstream quadrant.  
   











































These considerations on the prediction of the minimum pressure are useful for evaluating the risk of cavitation, 
especially when transposing results from model to prototype. According to Hager and Schleiss (2009), the cavitation 
relative pressure is close to -7.6 m for smooth spillways. Replacing pmin by this value in Eq. (7) and Eq. (8) gives an 
estimation of the limit of appearance of cavitation. In Figure 7, these curves are plotted together with the curve 
proposed by Abecasis (1970) which accounts for fluctuation of pressure on the spillway. This formulation is more 
restrictive than Eq. (8) for low heads and less restrictive for high heads. It results that with the classical criterion of 
the literature, cavitation should be observed as soon as the head ratio exceeds two for a spillway working under 
moderate head (H < 5 m). On the other hand, with the present results, higher head ratios seem acceptable. 
 
Figure 7. Maximum head before cavitation. 
5. Conclusion 
Four ogee spillways have been investigated for high head operation on an experimental model. The purpose of this 
study was to understand how the discharge coefficient is affected by the shape of the upstream quadrant when 
operating at heads largely greater than the design head.  
The spillways were designed according to the recommendations of USACE (1987): WES standard geometry. The two 
first spillways followed the WES standards (W1 and W2) exactly, but the design heads were different. For the two 
other spillways, the design head of the upstream quadrant was taken differently from the downstream quadrant one. 
The upstream design head of W3 was greater than the design head of the downstream quadrant while for W4, the 
upstream design head was smaller. 
All spillways were tested until high head ratios: five for W1, W3 and W4, and seven for W2. Except for the minimal 
pressure of W2, no relevant scale-effects were found in experiments which confirm the general validity of the study.  
Results first indicate that the discharge coefficient continuously rises until a head ratio of 5.5 for each spillway. This 
evolution can be approximated by a power-law relationship as proposed by USACE (1987). For head ratios greater 
than 5.5, the discharge coefficient suddenly decreases due to a flow separation at the spillway crest.  
The results also emphasize a net influence of the upstream quadrant on the efficiency of the spillway. When the design 
head of the upstream quadrant is greater than the design head of the downstream quadrant, the broader aspect of the 
spillway induces a significant decrease in the discharge coefficient. By contrast, a sharper upstream quadrant has little 
effect on the discharge coefficient but on the pressure distribution along the crest. In all cases, a minimum relative 
pressure appears at the beginning of the upstream quadrant followed by a continuous increase in pressure downstream. 
The latter remains negative or close to zero relatively to the atmospheric pressure until a distance equal to 1.5 Hd 
downstream of the crest. The relative pressure drop decreases with the oversizing of the upstream quadrant and 












Eq. 7 & Dpmin=-7.6m
Eq. 8 & Dpmin=-7.6m
No cavitation
Cavitation
 min = - .  




When considering the minimum pressure measured on the spillway, it is found to be less significant than proposed in 
the literature. This suggests that the classical criterion from the literature to avoid cavitation risk is maybe too 
restrictive.     
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Abstract: Many early spillways and weirs in the United Kingdom were constructed or faced with masonry. While some structures 
have deteriorated and require replacement with reinforced concrete, some remain in good condition. However, the evaluation of 
these structures presents a particular challenge to the engineer.  This paper details the work undertaken to evaluate six masonry 
spillway structures using computational fluid dynamics, selected physical modelling and site testing. As a number of the spillways 
were stepped, the CFD models showed high sensitivity to the turbulence model selection and required the use of an LES model to 
adequately develop the transient turbulence structures that had been observed on the prototype and in physical modelling.  A 
combination of CFD and on-site inspection and testing was employed to evaluate the masonry.  The CFD model was used to 
provide velocity magnitudes close to the bed and joint and uplift pressures were estimated from onsite inspection and known joint 
pressure and velocity relationships.  The uplift pressures were then applied to selected masonry blocks on site using a pull-out test 
rig.  The assessment and testing showed that for masonry spillways in good condition, individual blocks would adequately resist 
the maximum predicted hydraulic forces and uplift pressures.  Where masonry was in poor condition or where foundation 
conditions were less favourable, pull out tests resulted in early block failure indicating additional work or replacement would be 
required.  As such, the modelling, inspection, and testing regime showed that the maximum potential for pull-out could be assessed 
with CFD and tested, providing a robust methodology for evaluation and safety assessment of masonry spillways. 
Keywords: Spillways, weirs, masonry, stepped spillways, spillway joints, uplift, CFD, LES, physical modelling, on-site testing, 
inspection, hydrodynamic stone removal. 
1. Introduction 
In recent years there have been a number of notable masonry spillway failures in the UK, including Boltby in 2005 
(Charles et al. 2011) (Figure 1b) and Ulley in 2007 (Hinks et al. 2008).  While these incidents have sparked interest 
and research, minor incidents on masonry spillways occur with even more regularity, including issues with seepage, 
mortar loss, damage from vegetation growth, and block dislodgement during flood events, such as the damage to 
Butterly Spillway in 2002 (Figure 1a). These incidents highlight many of the problems that will lead to failure of the 
lining if it is poorly constructed or not adequately maintained.  
(a)  (b) 
Figure 1.  (a) Butterly spillway damage during flooding in 2002, (b) Boltby Spillway failure in 2005. 
Even with sound construction and proper maintenance, there is a need to understand the limits of masonry linings and 
determine better methods to assess their capacity to safely convey floods. 
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1.1. Masonry Lining Failure 
A masonry lining is considered to have failed on the dislodgement of one or more of the blocks.  As removal of a 
single block can expose adjacent blocks to increased hydrodynamic force, the removal of one block may lead to the 
failure of many more or the “unravelling” of the lining.  Depending on the location of the spillway and the underlying 
materials, failure of the lining may lead to spillway failure and could compromise dam safety.   
Some of the factors leading to the removal of lining blocks can include poor construction with uneven masonry and 
wide jointing.  Additionally, deterioration of the lining may occur over time leading to loss of mortar if regular 
maintenance is not carried out. Also, adequate drainage of the liner to prevent excess pore pressures from both ground 
water and hydrodynamic pressure may not be present or is difficult to verify on spillways that were constructed over 
a century ago.   The mitigation of this failure mode is then dependent on understanding the risk of hydrodynamic block 
removal given the conditions and flood events the liner should be able to withstand.  
1.2. Yorkshire Water Spillways 
Yorkshire Water Services Ltd. own and operate a portfolio of 133 dams and reservoirs in the north of England, 
supplying water to over 5 million customers. Ten yearly independent reservoir inspections identified six masonry 
lined spillways that were in need of hydraulic assessment to evaluate their ability to convey the design floods.  The 
spillways under consideration were at Lindley Wood Reservoir (1875), Swinsty Reservoir (1876), Fewston Reservoir 
(1879), Langsett Reservoir (1905), Underbank Reservoir (1907), and More Hall Reservoir (1929).  
Given the vulnerability of masonry spillways to block removal, Yorkshire Water Services, in collaboration with their 
design and contracting partner Mott MacDonald Bently (MMB), has continued to improve their process for evaluating 
the various factors contributing to this failure mode.  This paper discusses the application of numerical hydrodynamic 
modelling in the assessment of hydrodynamic block removal, and its specific application to the six spillways listed 
above. 
2. Methodology  
To evaluate the potential for lining failure, the following three-stage methodology was employed for the spillways 
under consideration: Review, Modelling, and Testing. 
Review: Review of all historic drawings and records to determine as-build dimensions and drainage and to identify 
any modifications that may have been made since commissioning.  The historic data was supplemented with new 
topographic survey and detailed terrestrial laser scanning.   
Assessment and Modelling: Hydraulic modelling using computational fluid dynamics for all six spillways, 
complemented by selected physical modelling of one spillway (Langsett).  
Testing: Onsite testing of the lining at each site included (a) Ground Penetrating Radar (GPR) to assess foundation 
conditions; (b) test pits to evaluate wall footings and support; (c) cores to verify masonry depth, founding material, 
and voiding; and (d) pull-out testing of selected blocks to assess their resistance to hydrodynamic block removal. 
3. Review—Spillway Construction 
All existing drawings and reports were reviewed, and the details of masonry blocks were assessed.  A range of different 
construction techniques were used across the spillways to suit the terrain as shown in Figure 2.   
The Langsett, Underbank, More Hall, and Lindley Wood spillways feature long steps with a deep riser course and 
intermediate tread courses of masonry.  The intermediate tread course blocks were 305 mm deep and varied in length 
and width, with the exception of Lindley wood, where the depth of masonry was taken to be 300 mm.  
Langsett and Underbank spillways have gentle stepped slopes, but both finish in a steep (1V:2.3H) stepped cascade. 
Each step on the steep cascade is formed of a single course of masonry and would not be considered as vulnerable as 
the intermediate courses on the longer steps in the upstream, gentler sloped section.  An interesting feature of Langsett, 
Underbank, and More Hall spillways is shape of the steps which are curved in plan, presumably to focus flows towards 
the centreline of the chutes. 
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The majority of the Fewston spillway is gently sloped with pitched 305 mm masonry courses laid flush to the slope 
of the underlying concrete foundation. At its downstream end the spillway terminates with three stepped cascades 
separated by short landings.  Each step in the cascade is formed by a single course of masonry whereas the landings 
are made up of several courses with exposed upstream joints making them more vulnerable to hydrodynamic block 
removal.  
The Swinsty reservoir spillway has a gentle slope with courses of 305 mm deep masonry that are stepped individually 
by approximately 25 mm.  Characteristic features and details of the spillways are given in Table 1. 
       
(a)         (b)                                     (c)                  
                             
(d)            (e)             (f)      
Figure 2.  Masonry invert linings: (a) Swinsty, (b) Lindley Wood, (c) More Hall, (d) Fewston, (e) Underbank, and (f) Langsett. 
3.1. Identification of Key Blocks 
During the design flow (10,000 yr) and safety check flood (PMF), the stepped spillways are expected to operate in the 
skimming flow regime.  This would result in flow separation over the risers and low velocities and recirculation behind 
downstream of each step.  Higher pressures and velocities would also be expected where the flows impact on the 
downstream half of the step (Amador et al. 2004).  The masonry blocks located on the downstream courses of the 
steps are therefore considered most vulnerable.  Keystones, most evident on the Langsett and Underbank Spillways, 
were not considered vulnerable given their larger size and embedment below the tread courses.  The steep cascades 
were also not considered vulnerable as each step is a single course with transverse joints exposed only to the low-
pressure areas downstream of each step and held in place by the step above.  On the pitched spillways (Fewston and 
Swinsty), all blocks were of similar size and considered equally vulnerable to hydrodynamic forces.  
Table 1. Spillway and masonry dimensions and condition on the six spillways used in assessments. 
Liner details Langsett Underbank More Hall Fewston Swinsty Lindley Wd 
Type Curved steps with steep 
cascade at lower end 
Curved steps 








Spillway slopes  1V : 7.44H 1V : 15.15H 1V : 3.3H 1V : 45H 1V:13.75H 1V : 9H 
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Liner details Langsett Underbank More Hall Fewston Swinsty Lindley Wd 
1V : 2.3H 1V : 2.3H 1V : 3.69H 
Block Depth (m) 0.305 (12”) 0.305 (12”) 0.305 (12”) 0.381 (15”) 0.381 (15”) 0.305 (12”) 
Condition  Excellent Excellent Excellent Medium Poor Medium 
Joint opening ≤ 5 mm ≤ 5 mm ≤ 5 mm ≤ 5 mm ≤ 5 mm ≤ 5 mm 
3.2.  Spillway Condition 
To evaluate the lining condition, walk-over surveys, photographs, and high resolution terrestrial laser scans were 
completed. These site assessments showed that the workmanship was excellent for Langsett, Underbank, and 
More Hall, which were more recently built while the stone or workmanship on Lindley Wood, Fewston, and Swinsty 
was of a lesser quality.  This was evidenced by the fact that Fewston, Lindley Wood, and Swinsty spillways have 
historically had a number of block failures with masonry being plucked out or damaged and requiring repair since 
2000.  
From site inspection and review of the photography and scans, a range of joint openings were found.  MMB’s previous 
experience in repointing masonry linings using low pressure grouting showed that all open joints could be reliably 
filled for joints ≥ 5 mm.  As such, it was assumed all masonry joints could be re-mortared as necessary and the joint 
opening for hydrodynamic analysis was taken to be 5 mm. 
Vertical joint displacement or offset was assessed using the laser scans such as that shown below in Figure 3, verifying 
that the offsets were typically not significant.  
 
Figure 3.  Laser scan of More Hall spillway invert with selected step contoured by elevation and showing chainage. 
4. Assessment and Modelling—Modelling Method and Software 
To assess their capacity to convey the design floods, all six spillways were modelled numerically. This decision was 
taken due to the need to keep the models to hand during the evaluation and design and to avoid two phases of physical 
modelling and their associated costs.  The high level of detail available from the numerical models and their reliability 
in previous assessments for Yorkshire Water Ltd. also influenced the decision to use numerical modelling. The 
software package, Flow3D, was selected to undertake modelling work due to its efficient meshing techniques, single 
phase flow, and sharp interface volume of fluid (VOF) model.  
In addition to the numerical modelling, Langsett spillway was selected to be modelled physically in parallel at a scale 
of 1:20 at CRM’s hydraulic laboratories to provide validation of the numerical results, while Lindley Wood, Fewston, 
and Swinsty had been physically modelled in 2000 at a scale of 1:50 by HR Wallingford for previous work. 
The main steps in the modelling setup were (a) 3D model build, (b) meshing and application of boundary conditions, 
and (c) model testing.  Once the model was running with a satisfactory level of accuracy, production runs would then 
be carried out for the design flood and safety check floods of 1 in 10,000 annual probability of occurrence and the 
PMF, respectively.  The main outputs required for each spillway were the spillway rating curve for flood routing, 
water levels to assess chute capacity and freeboard and velocity and pressure data to evaluate the masonry lining.  
 
0mm               10mm            20mm 
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4.1. 3D Model Build 
The 3D geometry was built around the topographical survey and laser scan data with additional detail added from 
record drawings as needed.  While the laser scan data did capture individual masonry block roughness, the hydraulic 
surfaces were represented by smooth surfaces with an equivalent roughness (typically 30mm) added in Flow3D. 
4.2. Model Testing 
To maintain the accuracy of the modelling outputs and to minimise numerical modelling effects, a full range of 
sensitivity and validation testing was undertaken for all spillways modelled. Modelling parameters, including mesh 
resolution, boundary location and type, and turbulence scheme were subject to testing. The final geometry was also 
checked against the survey in key areas, such as the weir width and height, channel dimensions, and invert levels. 
4.2.1. Boundary Conditions 
Upstream boundaries extended into the reservoir for over 30 m in all cases so as to capture weir approach conditions 
for overflow depths up to 4 m. These were specified as hydrostatic pressure boundaries and their distance from the 
weir subjected to sensitivity testing.  The downstream boundary was also a hydrostatic pressure boundary, typically 
informed by 1D modelling of the downstream conditions.  All modelling was done in a single phase, only applying 
an atmospheric pressure boundary to the surface of the fluid. Air entrainment bulking was added to water levels in 
post. 
4.2.2. Model Meshing 
The computational mesh in Flow3D is structured and entirely orthogonal with mesh elements grouped together into 
mesh blocks. Cells are truncated to conform to the geometry where they intersect using Flow3D’s FAVOR™ meshing 
method. The use of Flow3D’s conformal meshing proved useful in limiting cell counts.  
A range of mesh resolutions were tested, and time-averaged flows or energy loss were taken as the sensitivity 
parameters and the model refined until it was no longer mesh dependent (≤ 2% relative change).  In some specific 
areas, additional refinements were required to capture specific interactions and careful judgment was needed to review 
and verify the models were appropriately meshed.  The maximum mesh size used on the chutes was 100 mm.  Cell 
counts across the six spillways at full resolution varied from around 25×106 to 40×106 depending on their size and 
hydraulics.  Given the size of the models, the boundary layer was not refined and the wall functions used within 
Flow3D were relied on to predict near bed velocities.  
4.2.3. Turbulence and Advection 
The Large Eddy Simulation (LES) turbulence model was selected for this study over the more commonly used time 
averaged RANS models due to its ability to model transient turbulent structures, such as vortex shedding and flow 
recirculation. While the LES model typically requires significantly finer mesh resolution than the RANS model, the 
computational overhead was found to be acceptable and produced the expected transient performance in sufficient 
detail, including the transient perturbations of the free surface. While some of the turbulent energy cascade is 
undoubtedly lost given the mesh size selected, the total energy and hydraulic grade lines were subject to sensitivity 
testing and showed that at the selected resolutions the models were no longer sensitive (≤ 2% relative) to further 
increases (doubling) in resolution and compared favorably against the results taken from the physical modelling. 
4.2.4. Flow Depth and Air Bulking  
Open channel flows travelling at high speeds tend to entrain significant volumes of air which is known to damp out 
the turbulent fluctuations relevant to masonry block stability.  However, air entrainment is problematic to estimate 
and validate in numerical modelling and is not yet implemented for the LES turbulence model within Flow3D.  As 
such, air entrainment was not evaluated in the CFD model and the velocity and pressure results are conservative.  
4.3. Model Outputs 
Once tested, the final model runs showed excellent agreement to physical modelling results for the weir rating curves, 
flow depths on the chutes, and the reproduction of hydraulic conditions.  The following figures showing the flow 
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conditions on the More Hall spillway chute are typical of the performance and standard visual outputs across all six 
spillways.  
 
Figure 4.  Plan and 3D view of More Hall chute model at safety check flood. 
The velocities and pressures are shown in longitudinal section on the centerline of the More Hall chute in Figure 25.  
This illustrates the resolution of the model and the skimming flow conditions created with the pseudo bottom at the 
leading edge of the steps.  As expected, the pressures on each step are highest approximately 2/3rds along the step 
with velocities increasing toward the downstream edge, although this varied depending on the length of the steps 
investigated.  Velocities and pressures also vary significantly with time, and turbulent structures occasionally disrupt 
the recirculation and high velocity zones on the steps and perturb the free surface.  
 a      b       
Figure 2.  (a) Centerline velocities & vectors with mesh lines, (b) pressures on the More Hall chute (sample point for Figure 6: 
+). 
The instantaneous velocities and pressures highlighted the significant fluctuations and peaks that were captured using 
the LES turbulence model.  For both water levels and velocities, the 95th percentile of the values sampled over 10 




Figure 6.  Instantaneous velocity and pressures at sample point 2/3rds back of step (More Hall CL Chainage 210.3 m). 
To produce the information for assessment of block stability along the chute, data was extracted along the centerline 
of the chute at 100 mm above the stepped bed every 100 mm of chainage.  The centerline was chosen as velocities 
tended to be higher, giving more conservative results.  
4.4.   Hydrodynamic Block Stability 
To assess block stability, a number of assumptions were made in converting the values obtained from the model to 
forces on the masonry blocks.  Firstly, the primary mechanism for block removal was assumed to be conversion of 
the local velocity head to joint pressure due to protruding blocks or impinging flow.  Secondly, the modelled 
hydrodynamic pressures (Figure 25b) were not included in this assessment. Where high pressures exist, they will serve 
as a stabilizing force except where voids beneath the masonry may transfer these high pressures or where the high 
pressures are more transient. Also, low pressure zones generally coincided with low velocities, reducing the potential 
for removal in these locations.  
The results from the model were used to estimate the forces applied to the blocks by sampling the near-bed velocities 
and assessing their potential to pressurize the masonry joints.  The relationships derived in the USBR study 
(USBR 2007) on percentage of stagnation pressure mobilized as joint pressure were used to estimate the uplift forces 
that may result from these velocities. To allow for flows that were not parallel to the bed, it was conservatively assumed 
that the average grade of the spillway was the angle of incidence of water impinging on the gaps between the blocks 
on the horizontal spillway steps. The USBR method requires a vertical offset distance between adjacent blocks in its 
relationship between velocity and uplift forces.  With all these assessments, the next largest offset from the USBR 
method was used in the calculations producing slightly conservative uplift forces. Finally, peak velocities were used 
but are associated with the edge of the steps rather than the joints that will be most vulnerable and will therefore be 
conservative. 
4.4.1. Uplift Pressure Calculation 
As the masonry for all of the spillways is reportedly bedded on concrete, undrained conditions were assumed. The 
formula (USBR 2007) for the uplift pressure for horizontal flow over the bed in undrained conditions is as follows: 
𝑃 = [𝑎(𝑈 × 3.28083)𝑏]/3.28083 (1) 
Where P = Joint pressure in m of water  (note SI conversion), U = Bed flow velocity in m/s (0.1 m above the invert 
along the centreline), a  = coefficient for joint offset and gap as detailed in USBR (2007), and b = exponent for joint 
offset and gap as detailed in USBR (2007). 
Using the joint pressure derived from this method, the dynamic uplift force per unit area was calculated on the 
underside of the masonry blocks as follows.  Dynamic uplift force (N/m²): 
𝐹𝑢 = 𝜌𝑤 × 𝑔 × 𝑃 (2) 

































Time (s) Instantaneous Pressure Instantaneous Velocity Mean Velocity 95th Percentile Velocity
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The hydrostatic uplift force, or buoyant force, was also calculated to be added to the joint pressures during onsite 
testing in dry conditions where hydrostatic uplift force (N/m²) reads: 
𝐹ℎ = 𝜌𝑤 × 𝑔 × 𝐵𝑡 (3) 
where Bt = Masonry block thickness (m). 
Finally, the weight force of the masonry blocks resisting movement was calculated. Block weight force (N/m²): 
𝐹𝑤 = 𝜌𝑏 × 𝑔 × 𝐵𝑡 (4) 
where ρb = Masonry unit weight assumed to be 2200 kg/m³. 
Using the forces derived, the resultant force per unit area of lining was calculated as follows (N/m²): 
𝐹𝑟 = 𝐹𝑢 + 𝐹ℎ − 𝐹𝑤 (5) 
However, during onsite testing the hydrostatic component of the force would not be present so it is added to the force 
required for onsite testing which is labeled the total destabilising force. Total destabilising force per unit area (N/m²) 
reads;  
𝐹𝑑 = 𝐹𝑢 + 𝐹ℎ (6) 
Forces, such as base adhesion, shear resistance through block interaction, and base adhesion, have not been included 
in the analysis presented in this paper. The total destabilising forces along the spillway centreline are presented in 
Figure 7 for the More Hall Spillway, showing an increase in destabilising force along the chute.   
 
 
Figure 7.  (top) More Hall centreline spillway profile; (bottom) block destabilizing forces and resultant forces for testing. 
Table 2. Maximum centerline bed velocities, stagnation pressures and destabilising forces for all six spillway chutes. 







PMF Bed Velocity, U (m/s) 16.5 14.5 16.7 14.8 14.4 15.2 
Stagnation Pressure (kN/m²) 136.1 105.1 139.4 108.9 103.0 116.0 
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Resultant force per unit area
Total destabilising force per unit area
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5. Onsite Testing 
Once the hydrodynamics and block assessment were finalized, they were used to inform the onsite testing of specific 
blocks.  Testing of the blocks involved subjecting blocks to pullout force and coring through blocks to verify their 
depth and foundation conditions.  Selected blocks were identified along the spillways in a range of conditions and 
locations.   
5.1. Pullout Testing 
With the total destabilizing forces provided, the pullout tests were carried out to apply uplift forces to the selected 
blocks within the invert while monitoring and recording any deflection experienced by the blocks, joints, and 
surrounding blocks.  Tests were undertaken with a pile testing rig capable of jacking up to 110 kN shown in Fig. 7.  
While the tests were not intended to lead to failure, should a failure occur between the block and the mortar below, 
then the block was removed to inspect the mortar before being reinstated. The failure load was also recorded.  As part 
of the test regime a visual inspection of the block, mortar joints and adjacent blocks was carried out before the pull-
out test, including photographs of the block. Once testing commenced, deflection of the block and the adjacent blocks 
was measured in millimeters to 2 decimal places.  In several cases, the anchor bond or block itself failed through 
delamination.  In these cases, the maximum force applied was recorded. Deflection versus load graphs were produced 
for each pull-out test followed by post testing visual inspection to confirm no permanent damage had occurred to the 
lining or the subject block during reinstatement.  
  
Figure 3.  Pull-out testing rig and monitoring equipment similar to that used in this study. 
5.2. GPR and Coring 
As well as pull-out testing, Ground Penetrating Radar (GPR) and coring of selected blocks were carried out to ascertain 
the foundation conditions beneath the blocks.  While the GPR indicated the potential for voids beneath some of the 
spillway chutes, coring did not show this to be the case with generally good adhesion to the underlying mortar 
foundations. 
5.3. Results 
Table 3 summarises the pullout tests undertaken across the six sites.  Only one pullout failure occurred on Swinsty 
spillway. However, in some conditions, testing resulted in delamination of the block or failure of the anchors, which 
are recorded below as “other.”   
Table 3. Pullout forces applied by the test rig in kN for all spillway chutes. 
 Langsett Underbank More Hall Lindley 
Wood 
Fewston Swinsty 
Max. force applied 110kN 110kN 110kN 110kN 110kN 110kN 





Figure 9.  Load applied vs (left) Ratio of load to stagnation pressure and (right) ratio of load to Fd. 
As the block size varied, the force per unit area or pressure varied from 161 to 438 kN/m².  Given most of the blocks 
were not pulled out, this showed that the block adhesion and shear would provide sufficient resistance to the 
hydrodynamic pressures predicted in the joints. The pullout pressures are plotted against the ratio of the pullout 
pressures to both the total available stagnation pressures and the pressures mobilized as predicted by the methodology 
(USBR 2007) to give factors of safety as shown in Figure 9.   The increase in the factors of safety between these plots 
represents the geometry and conditions of the spillway joints where the good construction and grouting limit the 
potential for stagnation pressures to develop.   
6. Conclusions and Outlook 
The models developed as part of this study proved reliable in replicating the flow conditions on the spillways and 
agreed well with the physical modelling where validation data was available, passing independent review. Data 
extracted along the spillway bed was useful in setting the parameters for on-site testing and helped the designers to 
understand the magnitude of the velocities available to destabilize and remove blocks.  The factors of safety developed 
from the testing show significant resistance to hydrodynamic block removal given adequate upkeep of the masonry. 
As a result of the assessments and investigation done to date, all reservoirs included in this paper will be subject to 
either repointing or relining to improve the reliability of the masonry lining and minimize the risk of out-of-channel 
flows.   
6.1. Further Work 
The reliability of the actual values required for hydrodynamic block removal are difficult to validate given the 
remaining unknowns including base adhesion, side friction and the amount of drainage available.  However, the 
modelling and testing brings us closer to understanding the locations and magnitudes of the hydrodynamic components 
within full scale modelling in regions of gradually varying transient flow without recourse to physical modelling.  
In future studies, the modelling work could be built on and further detail added to refine boundary layers and to directly 
model the surface roughness of the masonry spillway. Higher frequency sampling and additional analysis of the 
outputs could also be beneficial. Air entrainment will have an effect on the velocities and pressures within the chute 
and modelling of this phenomena may develop to the degree it becomes possible to apply to such studies in the future.  
Finally, the conditions for pull-out testing may be improved in the future to more closely replicate the hydraulic and 
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Abstract: The forced hydraulic jump characteristics were studied experimentally using different configurations of a standard 
USBR baffle blocks. Each configuration was tested under Froude numbers ranged between 2.27 to 9.2 at which the hydraulic 
jump located within a description of oscillating and steady jump. Two groups of baffle block models were adopted. The first 
group installed at one row with two blockage ratios, whereas the second group consisted of two rows; the first was fixed at a 
specified location after sluice gate, while the second has been installed at three different distance ratio. During each test, the 
sequent depth and the transverse velocity distribution were measured. The results showed that the sequent depths for all 
configurations were less than the sequent depth of a classical jump. Among all configurations undertaken, the greater reduction 
of sequent depth was 30%. The new experimental formula was developed for determining the sequent depth ratio in term of the 
initial Froude number for this configuration which gives the better performance. The comparisons were also made with the 
previous relevant studies to show the reliability of the configurations undertaken. The analysis of the experimental results 
concluded that; when using two rows configuration of standard USBR baffle blocks with a blockage ratio 50% and 37.5%, 
respectively, and at a specified distances the best performance could be achieved by reducing the sequent depth beside the 
velocity become nearly uniformly distributed across the width of the basin. 
Keywords: Hydraulic jump, Froude number, Baffles block, Blockage ratio, Sequent depth. 
1. Introduction 
The hydraulic jump is a common phenomenon generally observed in open channel flow especially at toe of 
hydraulic structures e.g., sluice gates and spillways. This phenomenon divided into two types according to the bed 
characteristics. The first type is a classical hydraulic jump occur over a smooth bed and has been studied extensively 
(see, e.g., Peterka (1984); Hager and Bremen (1989); Chanson (2006) on this subject). This type in honor of the first 
definition and put the relations between its initial and sequent depth, it was named after him as “Bélanger equation” 






(√1 + 8𝐹𝑟12 − 1)                                                                                    (1) 
Where y2* is the sequent depth or the required tail water to get a free jump over a smooth bed and Fr1 is the initial 
Froude number. 
The second type is called a forced hydraulic jump, which occurs over a rough bed, and this roughness takes different 
features and has been studied by many researchers as will be mentioned later. 
One of the main applications of a hydraulic jump is dissipating the excess of kinetic energy downstream of the 
hydraulic structure. The stilling basin is the most common form of structure to contain the hydraulic jump for the 
purpose of achieving the required dissipation of kinetic energy. Moreover, different roughness can be facilitated at 
its apron to achieve more dissipation of surplus energy within a shorter distance of the basin apron. There are many 
devices in order to satisfy these principle criteria such as baffle blocks, sills, roughness elements, corrugated 
elements, screens, roller buckets, and riprap aprons that are installed into the basin. The standard stilling basin, 
which use the baffle blocks as a main feature for dissipating the surplus kinetic energy, is introduced in the late 
1950’s by Bradley & Peterka and this study was further generalized and published as Reclamation Engineering 
Monograph No. 25 by Peterka A. J. on September 1958  (last re-print at May 1984). The baffled basin was named 
“Type III” into this Monograph. Type III stilling basin, according to USBR, is conventionally designed for single 
discharge, which is usually the design discharge, and provided the tailwater equal the full sequent depth. This basin 
provided conservative design (Vittal and AL-Garni, 1992; Frizell and Svoboda, 2012). Accordingly, the hydraulic 
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performance for a range of discharge needs to be tested, and a specific model study is recommended along with 
consideration for other possible factors such as higher or lower velocities. Flow under gates without need to provide 
a chute block which potentially leads to bias the hydraulic features outside the guidance of the Type III basin. Thus, 
different studies have been conducted in order to determine the appropriate characterization for each case of 
development which took place on this type of basin (e.g., Pillai and Unny, 1964; El-Gawhary et al., 1986; Vittal and 
AL-Garni, 1992; Eloubaidy et al., 1999; Nabil and Rezak, 2002; Ellayn and Sun, 2012). Most modifications include 
change in the geometric properties including lengthening the basin (Lueker et al., 2008) and adopting a shape other 
than the standard for baffle blocks (Eloubaidy et al., 1999; Frizell, 2009). Eloubaidy et al. (1999) adopted a cubic 
baffle block to investigate their effect of location, relative size, and curvature curved (in plan) on the hydraulic jump 
properties and dissipation of energy. It was found that the curved blocks have the efficiency of 3.2% to 33.3% more 
than a straight edge block for dissipation regarding the excessive kinetic energy for all flow conditions. However, 
the most effective position of the baffle blocks was 1.3 y2* downstream from the gate, where y2* is the Belanger 
equation sequent depth. Nabil and Rezak (2002) carried out an experimental study on the baffle block with sloping 
vertical face arranged at the downstream of a sluice gate, to investigate its effect on the length of the hydraulic jump. 
The results of this study show that baffle blocks with a sloping front face can reduce the jump's length by 
approximately 48% compared with the free jump. Ellayn and Sun (2012) used wedge-shaped, not protruding, baffle 
blocks to find their effect on the hydraulic jump properties. The results show that the reduction in the length of jump 
and sequent depth ratio were 30% to50% and 16.5% to 30%, respectively, compared to those with smooth beds. The 
dynamic manner of this hydraulic field becomes attractive for further studies. In the present study, the try was 
attempted in order to investigate the effect of blockage ratio with the presence of two rows of baffle blocks on the 
hydraulic performance. The two rows in contrast to one in the USBR basin to improve the velocity distribution at 
end of jump (Vittal and AL-Garni, 1992). This study has been conducted with keeping the use of the standard shape 
of baffle block that recommended by Peterka (1984). The enhancement indicators are the lower sequent depth ratio, 
y2/y1, the higher deficit, D, the higher dissipation of energy, ΔE/E1, the higher efficiency, E2/E1, and the lower with 
more uniform in velocity distribution across the width at downstream. The later indicator gives significance to 
minimizing the chance of scour at the downstream and preventing the concentration at one side which, if it occurs, 
leads to increasing the likelihood of the collapse.  
2. Experimental Program 
The experimental investigation was carried out by using a flume available in the fluid laboratory of the Building and 
Construction Engineering Department at the University of Technology-Baghdad. A cross section of the flume was 
0.3 m wide and 0.3 m deep, with a total length 15 m. Steel plate walls were added to the inlet part of the flume to 
access a high head upstream of the sluice gate. The length of the inlet part of the flume upstream of the sluice gate 
was 4.06 m with the new working depth up to 0.63 m. A vertical streamlined gate with a sharp beveled lower edge 
was fixed at the end of the inlet section to control the flow using the hand driven gear system to select a desired 
opening of the gate between 2 cm and 4 cm. These gate openings along with the range of discharge from 42 m3/hr to 
89.4 m3/hr give the initial Froude from 2.72 to 9.2. A Plexiglas sheet 8 mm in thickness was mounted on the bed of 
the flume as a false floor to facilitate the installation of the baffle block. This false floor extended 1m upstream the 
gate and 2 m downstream. One set of experiments was performed with a total of 99 runs, using standard-USBR 
trapezoidal in cross-sectional shape baffle blocks to become a test facility. In each run, when the desired discharge 
was achieved, the tailgate was gradually adjusted till the hydraulic jump stabilized to the desired location of 10 cm 
downstream the gate (this distance was selected to achieve a modular flow). The initial depth of the jump, y1 is the 
same as the gate opening where the contracted section below the gate would not occur under the effect of 
streamlined lip. Some previous researchers also used the streamlined lip gate such as Ead and Rajaratnam (2002), 
Izadjoo and Shafai Bejestan (2007), Ellayn et al. (2012). The sequent depth was measured by a point gauge with 0.1 
mm accuracy at a section just after all eddies fully developed to the water surface and achieved the post jump 
normal depth. The local velocity was measured at location equal to 0.4 of the depth of the flow over the bed. This 
measurement was performed for each run to show the feature of the velocity distribution at the downstream 
transversely. The local streamwise velocity was measured by using a high speed propeller velocity meter with 
capacity in the range of 0.6 m/s to 3 m/s. The velocity meter connected to the “Armfield H33-10” digital indicator, 
which gives the frequency of the pulses when the propeller rotates the number of revolutions in a given time, was 
counted on panel every 10 seconds and recorded in Hertz. When the pulses became steady, they were converted to 
water velocity using the calibration chart.  
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In present study the value of Reynold’s number, Re can be neglected because the viscous force, generally, almost 
has a negligible effect in hydraulic jump and in open channel (Negm et al., 2003; Aboul Atta et al., 2011). Hager 
and Bremen (1989) introduced the expression that determines whether a scale is effectual or not. This expression is a 
comparison between the inflow aspect ratio ω (equal to the ratio between supercritical flow depth y1 and the flume 
width) and the limiting value ωL which is a function of the Reynold’s and Froude numbers at the incoming flow 
region (Hager and Bremen, 1989), the absence of scale effect when ω ≤ ωL. This indicator was also adopted by 
Carollo et al. (2007). The limit values ωL of the scale effect according to the gate openings and discharges that were  
adopted in the experimental work are between 0.088 and 0.736. Since the investigated aspect ratios are between 
0.066 and 0.133, the scale effect does not appear as a negative action on the results.      
3. Configuration and Arrangement of Standard USBR Baffle Blocks 
The shape and dimensions of the baffle block as recommended by USBR at which the upper longitudinal dimension 
and width of block are selected as a function of block height (Peterka, 1984). The baffle blocks were made from 
Plexiglas fixed at the height 5 cm for the entire Froude number range, so that the upper longitudinal dimension is 1 
cm, the width is 3.75 cm and the length of base is manufactured at 6 cm. The baffles have been arranged at blockage 
ratio “ƞ” so they do not exceed 0.5. Figure 1 shows the sketch of baffle undertaken. The calculation of the blockage 
ratio is according to; 
 
 ƞ = ∑Wb/∑ (Wb+S)                                                                                                                         (2) 
 
Where the Wb, is a width of the block, and S, is a clear spacing between the adjacent blocks. It should be noted that 
the space between the first block and the wall of the flume was equal to 0.5Wb for each side Figure 2 represents a 
general sketch of the hydraulic jump over USBR baffle block.  
Different configurations have been arranged in single and double rows. The location of the first baffle block from 
the toe of gate was selected equal to X0/y2*= 1.3,  it was adopted as recommended by Eloubaidy et al. (1999), where 
the X0 related to the sequent depth of jump that was calculated by the Belanger equation. Since the maximum y2* is 
17.11 cm according to minimum gate opening and incoming Froude number X0 was fixed at 22.24 cm downstream 
of the gate for all runs undertaken. Two groups of baffle block models were used; the first group is one row of 
baffles with two blockage ratios, and the second group installed at two rows includes three different distance ratios 
X̅/b, where X̅ is a distance from the front face of blocks of the first row to the front of the second row as illustrated 
in Figures 3. All of these configurations were installed with different blockage ratios. Table 1 consists of these two 
groups, and Figure 4 presents the view of configuration-B1 for the two row configuration. 
The blockage ratio 37.5 % was used with the two configurations on the single row. The same number of blocks have 
been used for configurations A2 and A3 but there was a difference in spacing (refer to Figures 5 and 6). The test was 
performed between these two models in order to select the most efficient one on improving the characteristics of a 
hydraulic jump such as depth ratio and transverse velocity distribution. The comparison between the results is shown 
in Figures 7 and 8. It is evident through these figures the better results were achieved by using A3 in terms of 
reducing the depth ratio and reducing the velocities in width, which provided more uniformity in distribution, 
especially with the range of Froude number 4.5-9. However, good stability of the hydraulic jump was clearly 
observed when using A3, while this feature was difficult achieve by using A2. The performance with the 
configuration of model A3 can be attributed to the closer distance between the baffle blocks of configuration A3 as 
opposed to the baffle blocks in configuration A2. More turbulence was observed, which lead to the dissipation of 
more energy and, therefore, reduced sequent depth y2. On the other hand, there is a greater possibility to divide the 
incoming flow to the almost equal sections, suggesting more regularity in distribution of velocity, especially with 
higher Froude numbers.This efficient performance of configuration A3 lead to its further use in other run series as 
opposed to using A2. 
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          Figure 1. USBR baffle block (Peterka (1984))                   Figure 2. Schematic diagram for forced hydraulic jump  
                                 
                                                   
      Figure 3. Model arrangement-B2 two rows, X̅/b=2and ƞ=50&37.5%II       
 
 
         
 
      Figure 5. Model arrangements-A2                Figure 6. Model arrangements-A3               Figure 7. The variation of y2/y1 with  
















    














    






















4. Results and Discussion 
4.1. Sequent Depth Ratio 
As mentioned previously, equipping the bed of the channel that contains the hydraulic jump by appurtenances (e.g., 
baffle blocks) eventually has an appreciable effect through the decrease in the sequent depth ratio (y2/y1). This 
decrease is a pointer to the hydraulic performance improvement. Figure 9 shows the variation of the sequent depth 
ratio (y2/y1) with the initial Froude number for all models of configurations A and B. In this figure the line that 
represents the sequent depth ratio of a free jump of Belanger equation is also shown. As observed from the figure, 
generally, the sequent depth ratio in the rough bed stilling basin (i.e. equipped with baffle block) for all blockage 
ratios was smaller than that achieved for the classical jump (Belanger equation). However, the configuration-B1 of 
group B gives a better performance in reducing the sequent depth (y2) compared to the other configurations. The 
observations refer that this configuration has led to lengthening the roller region. This, consequently, increases the 























h b Wb 
A 
A1 one row 11 50% 5 6 3.75 1.875 3.75 — — — 
A2 one row 11 37.5%(I) 5 6 3.75 1.875 7.50 — — — 
A3 one row 11 37.5%(II) 5 6 3.75 5.625 3.75 — — — 
B 
B1 Two rows 11 
50&37.5(II)
% 
5 6 3.75 1.875 3.75 5.625 3.75 
1 
B2 Two rows 11 2 
B3 Two rows 11 3 
B4 Two rows 11 
25&37.5(II)
% 
5 6 3.75 9.375 3.75 5.625 3.75 
1 
B5 Two rows 11 2 
B6 Two rows 11 3 
S1*=the spacing between block and the wall of flume for the first row 
S2# and S4$=the spacing between adjacent blocks for the first and second row 
S3€=the spacing between block and the wall of flume for the second row  
 
         
            (a) Fr1=2.72                          (b) Fr1=3.5                                (c) Fr1=4.46                        (d) Fr1=5.74                         
 
         
              (e) Fr1=6.49                           (f) Fr1=7.61                          (g) Fr1=8.54                           (h) Fr1=9.2  
 
                     Figure 8.  Transverse velocity distribution for configurations A2 and A3 (Fr1=2.72-9.2)        
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Figure 9. Sequent depth ratio for all configurations of baffle blocks                    
The results of configuration-B1 have been compared with the results of those previously presented by Peterka 
(1984), Eloubaidy et al. (1999) (for curved in plan baffle block) and Ellayn and Sun (2012) (for wedge shaped baffle 
block). Figure 10 illustrate this comparison and shows the same trend between the results of the present study and 
those of the previous works. At the same time, however, less sequent depth ratios are clearly associated with using 
the configuration-B1, which indicates that the hydraulic jump performance improved with the use of this 
configuration. The percent improvement in the reduction of y2/y1 relative to the results of Peterka (1984), Eloubaidy 
(1999), and Ellayn and Sun (2012), are 55%, 20%, and 15%, respectively. Consequently, it could construct a new 
relationship between the sequent depth ratio and the Froude number for the best configuration-B1 with correlation 




= 0.8694𝐹𝑟1 + 0.2035                                                                                                    (3) 
            
       Figure 10. Comparison the sequent depth ratio for configuration B1, with previous studies 
4.2. Deficit Indicator 
In order to show the amount of difference between sequent depth y2 and sequent depth of classical jump y2*, the 
dimensionless depth deficit parameter D was used. This parameter indicator was adopted previously by numerous 








∗                                                                                                                                          (4) 
As is clear from Eq. (4), the higher the D, the more the sequent depth decreased which is associated with the forced 
jump. According to a specified configuration, that means there is more improvement in sequent depth parameter. 
The average deficit indicator was computed for all configurations of baffle blocks and listed in Table 2. The required 
tail water to achieve a sequent depth, y2 is also listed in the table. It can be deduced that, with using the 
configuration-B1, the higher D was achieved with less tail water. On the other hand, the worst performance was 
registered with the use the configuration-B6, as evident from Figure 11 and Table 2. Figure 11 shows the trend 
variation of the deficit indicator with Fr1 for all configurations undertaken. As seen, generally the variation of D 
with Fr1 is not constant, unlike shown in the results of Ead and Rajartnam (2002), and Izadjoo and Shafai Bejestan 
(2007) who indicated that D is almost constant by an average value equal to 0.25 and 0.2 respectively. The 
comparison of the deficit indicator that resulted from using configuration B1 with the results of Eloubaidy et al. 
(1999) for curved baffle blocks and Ellyan and Sun (2012) for wedge shaped baffle block are shown in Figure 12. 
The figure shows the value of D that was obtained by Eloubaidy et al. (1999) in the order of 0.15-0.25 and obtained 
by Ellyan and Sun (2012) in the order of 0.15-0.3. However, the configuration-B1 induces the higher deficit 
indicator in the range between 0.2-0.4.  
                  
      Figure 11.  Variation of the depth deficit parameter D       Figure 12. Comparison of deficit indicator with previous studies  










4.3. Relative Dissipation of Energy and Efficiency 
The higher performance of the forced hydraulic jump can be measured through noting the increase in the amount of 
kinetic energy dissipation. There are two indicators for its good performance: the relative loss of energy ΔE/E1 and 
the efficiency E2/E1. Where ΔE is a difference between the specific energy at the supercritical flow before jump E1 
(at location of y1) and the specific energy at the subcritical flow after the jump E2 (at location of sequent depth y2). 
The higher the value of this term the higher the percentage of energy dissipation through the jump. However, the 







The sequent depth required 
for forced jump by baffle 
blocks compared with that 
required  for free jump 
(Belanger equation) 
A1 1 row 0.16 0.84y2* 
A3 1 row 0.12 0.88y2* 
B1 2 rows 0.30 0.7y2* 
B2 2 rows 0.20 0.8y2* 
B3 2 rows 0.18 0.82y2* 
B4 2 rows 0.20 0.8y2* 
B5 2 rows 0.13 0.87y2* 




These two indicators have been calculated for all configurations adopted in this study, and the average value for 
each model is listed in Table 3. As evident from values, that the higher loss of energy with high efficiency has been 
achieved by using configuration-B1. 
 







4.4. Transverse Local Velocity Distribution 
The Local velocity at 0.4 y2 over the flume bed has been measured by the current meter across the flume width at 
end section of jump (location of y2) in order to show the feature of velocity distribution transversely. The 99 runs 
were conducted with baffle block configurations installed for testing. The aim is to get a uniform distribution of 
velocity across the width at the end of the stilling basin along with the reducing its value. Approaching this aim 
considered as the positive indicators in terms of minimize the ability of scouring and preventing its negative effect 
downstream. Figures 13 and 14 illustrate the lateral velocity distribution with different block configurations with the 
incoming Froude number range of 2.5-4.5 (oscillating jump) and 4.5-9 (steady jump), respectively. Figure 13 shows 
little disagreement both in the amounts and features of velocity distribution between single and double rows. 
However, with the double row configurations the velocity tend towards the uniformly distribution across the channel 
width. The most symmetrical in distribution along with the less amount of velocity registers with the use of 
configuration-B6 and at a lesser degree, with B2 and B3. Whereas, at a higher Froude number (within a range of 
steady jump), the inverse situation was observed, the best distribution was registered with configurations-B3 and B2, 
followed by the configuration-B6, which is illustrated in Figure 14. For the entire range of flow, the velocity 
distribution when using the configuration-B1 tends to become more uniform across the width despite its values 
seeming greater than those that were observed with the other configurations. This gives significance to minimizing 
the chance of scour at the downstream by preventing the concentration of the flow at one side which, if it occurs, 
leads to increasing the likelihood of the collapse. 
 
                         
(a) Fr1=2.72                                                                                            (b) Fr1=3.36 
 
 Single Row Two Rows 
A1 A2 A3 B1 B2 B3 B4 B5 B6 
%ΔE/E1 53.9 50.8 52.14 59.24 55.44 54.74 54.96 52.45 51 




                   
(c) Fr1=3.5                                                                                                         (d) Fr1=4.46 
Figure 13. Variation of Transverse local velocity with configurations of baffle blocks for oscillating jump Fr1= (2.72-4.46). 
 
                         
(a) Fr1=4.95                                                                                              (b) Fr1=5.74 
                     
(c) Fr1=6.49                                                                                                 (d) Fr1=7.61 
                      
(e) Fr1=8.54                                                                                               (f) Fr1=9.2 




Experimental tests were performed by adopting different configurations of trapezoidal standard USBR baffle blocks 
with different blockage ratios aimed to develop the hydraulic jump characteristics. In this study, the measurements 
were focused on the hydraulic jump sequent depth ratio y2/y1 and the transverse distribution of average flow velocity 
at end of basin for the range of incoming Froude numbers between 2.72 and 9.2. As stated above the following 
conclusions were found:  
1. For all configurations of baffle blocks, the sequent depth ratio increases as the initial Froude number increases. 
However, all ratios are smaller than those of the classical jump (Belanger equation). 
2. It was found that the best configuration of baffle block, which leaned toward the minimum of sequent depth was 
B1, at which the percent improvement in reducing of y2/y1 relative to the results of Peterka (1984), Eloubaidy (1999) 
and Ellayn and Sun (2012) are 55%, 20%, and 15%, respectively. 
3. More uniformity in the distribution of velocity was achieved when using the B6 Configuration within the range of 
the pre-jump Froude number 2.72 - 4.46. The configuration-B2 appear more efficient within the steady jump 
classification when the Froude number ranged between 4.95 and 9.2.  
4. Double rows of the baffle block with blockage ratio 50 % and 37.5 %, respectively, was very effective in 
improving the properties of the hydraulic jump and, hence, the performance of stilling basin. 
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Abstract: Given the enormous flow velocity, large discharge rate, and narrow valley conditions, the common ski jump does not 
apply to flood discharge and the energy dissipation safety becomes a key issue in high dam engineering. The conventional slit-
type flip bucket, using the design of side-wall contraction, results in high hydrodynamic pressure on the sidewalls, which is 
extremely dangerous to outlet structure. Based on research about motion characteristics of high speed flow, it is proposed that a 
leak-floor (dovetail shape) flip bucket is designed during the Jinping spillway construction. When water flows through the leak-
floor area, the middle of the water is lifted into the atmosphere first and the natural pressure difference at lateral direction 
generates, making the water deflect transversely to the center-line simultaneously. This specific flipping action makes the water 
jet narrow-long, without high pressure on the side walls of the flip bucket. This design of leak-floor flip bucket improves structure 
safety and has been successfully applied to spillway outlet design with approximately 50m/s flow velocity. Based on physical 
model experimentation, the following items were addressed: (1) typical flow pattern of ski jump along the leak-floor flip bucket; 
(2) jet trajectory affected by the type parameters of flip bucket; and (3) pressure distribution on side-wall of flip bucket. Further, 
a comparison with previous results indicates a favourable behaviour of this flip bucket design for high-speed outlet. 
Keywords: Ski jump, dam, outlets, flip bucket, spillways. 
1. Introduction 
Ski jumps are commonly introduced in high dam construction for energy dissipation (Glazov 1985, Xu et al. 2002, 
Heller et al. 2005). Flip bucket employed with appropriate geometry is pivotal for an efficient energy dissipation by 
discharging flow away from the dam toe into a plunge pool or a river channel (Li et al. 2012). A jet flow (with 
aeration and dispersion in the air and with formed submerged jets in the downstream) promotes dissipation, due to 
strong hydrodynamic shear and turbulence production (Steiner et al 2008, Liu and Ye 2002). Traditionally, slit-type 
flip bucket is implemented for streamwise diffusion by contracting the flow with symmetrically wedge-shaped 
deflector-sidewalls and the huge hydrodynamic pressures on its sidewalls make it difficult to construct (Wu et al., 
2012). Based on the experimental observation, a leak-floor flip bucket is proposed as an attractive alternative for two 
reasons: (1) effective streamwise diffusion capabilities and (2) decreased level of sidewalls pressures which could 
benefit design and construction (Deng et al. 2016). For instance, the model test of Jinping Hydropower Station 
demonstrates that for a leak-floor flip bucket, the time-average pressure is three quarter smaller than that for slit-type 
flip bucket. 
  
Figure 1.  Ski-jump flow of leak-floor flip bucket in Jinping hydropower station. 
Currently, the study of the leak-floor flip bucket is at its preliminary stage (Qian 2012). Initial experiments indicated 
that the jet flow diffused in the air after flowing from the bucket, the impact area is as long as the distance between 
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upper and lower jet trajectory is large, and the impact energy per square is small. Thus, the bucket could contract 
flow slightly off the downstream channel (Deng et al. 2013). The projectile motion shows that the range of projectile 
is farthest when the take-off angle is equal to 45°. Considering the jump distance of upper trajectory as far as 
possible can benefit the streamwise diffusion, the geometry angle of upper jet trajectory is equal to approximately 
45°. Thus, the streamwise extension, energy dissipation, and nearest impact point are determined by the takeoff 
characteristics of lower jet trajectory. The jump distance of the lower jet trajectory is determined by the lower jet 
takeoff angle when its takeoff velocity is fixed. 
A range of proposals for ski-jump flow generation and development were stated previously. The jet generation of 
deflector has been discussed, showing that pre-aeration will reduce the jet length and trajectory parabola may also be 
applied for jet take-off angles smaller than the bucket angle (Pfister and Hager 2012, Pfister et al. 2014). Moreover, 
the characteristic air concentrations are described as a function of flow properties. For circular-shaped flip bucket, 
takeoff angle is equal to the geometry bucket angle (Wu 2007, Ting 2013), while Courant et al. (1986) considered 
that it is less based on the theory of high-speed jet flow. Related experiment-based research research on experiments 
has been conducted to confirm this phenomenon (Zhu 2004). The flattening of flow profile at the bucket and the 
equations were established for circular-shaped flip bucket and the bevelled flip bucket (Ning 2004). Xin (1984) 
demonstrated thatthe break point of flow profile occurs at the circular-shaped bucket . Based on potential flow 
theory, the influences of geometry were considered, as well as a correction factor of triangular wedge-shaped bucket 
(Pan et al. 1980). Zhang and Wu (1989) assumed that the slit-type flip bucket for ski jump is not affected by the 
takeoff angle of the flip bucket. 
In the present study, the typical flow patterns of a ski jump along the leak-floor flip bucket are investigated using 
physical model experiments. The effects of shape parameters on jet trajectory and jet profile are analysed, including 
front takeoff angle at the inception of leak-floor area, radius of bucket and leak floor ratio. The pressure distributions 
on a side-wall are measured and a comparison with other flip buckets is conducted to show the application of leak-
floor flip bucket. 
2. Experimental Methods 
The leak-floor flip bucket was proposed in the research on spillway energy dissipation at Jinping Hydropower 
Station, which is the highest arch-dam in the world, at305m high. Due to the large flow discharge (3123.5m3/s) and 
high head (235m), the flow velocity at the end of the spillway can reach about 50m/s. Furthermore, the width of 
river downstream in the narrow valley is about 80m – 100m with a small intersection angle 23º at the axis of the 
spillway. Thus, the ski-jump energy dissipation was made difficult to achieve a good flow joint downstream and 
maintain flip bucket structure safety.  
The 1:100 normal-scaled model based on the Froude criterion includes the whole flood discharge spillway tunnel, 
which is 1407m long and connected with the leak-floor flip bucket at the exit. The model is made of transparent 
polymethyl methacrylate. The design of leak-floor flip bucket is shown in Figure 2. The side walls keep the same 
wide B with the spillway at plane view, and the leak-floor area is at the anti-arch (R) bottom floor at a certain 
position (B1 and θ1) to the end of the flip bucket (B2 and θ2). The width of the leak-floor area  broadens gradually. 
Figure 3 shows a view of the experimental leak-floor flip bucket. 
The flip bucket had a bucket radius R, a leak floor ratio B1/B2 and two different deflection angles, which is front 
takeoff θ1 and end takeoff θ2, respectively. The jet nappe included two characterized jet trajectories Lu and Ld, with 
the width of jet nappe L. In the present study, five radii R = 30m − 90m (prototype values) were considered with 
B1/B2 = 0.30 − 0.67. The front takeoff θ1 ranged from 0° to 25° with a constant end takeoff θ2 = 45°. Four flow 
discharge rate Q were tested with Q = 1210.6m3/s, 2019.8 m3/s, 2560.4 m3/s, 3123.5 m3/s. A series of point gauges 
were used to determine the typical jet flow nappe profiles, and the characterized jet trajectories Lu and Ld. The 
pressure distributions on flip bucket side wall were measured using pressure manometer. Considering the 1:100 
scale of physical model, the approach flow Froude number Fr = V/(gh)0.5 is about 5.0 – 7.4 with Reynolds number 
Re = Vh/ν is about 7.1 × 104 – 1.8 × 105, where ν is the kinematic water viscosity, g is the gravitational acceleration, 
and V and h is the mean velocity and depth of approach flow, respectively. Thus, the present study will focus on the 
distribution of mean pressure on sidewall, typical pattern of ski-jump flow and its variation with the parameters of 
leak-floor flip bucket, which satisfies  the Froude criterion. The scale effect on air-water properties of supercritical 
flow cannot be neglected regarding the surface tension and viscosity effects in high speed air-water flows (Pfister 
and Chanson 2014). 
132
 
The RNG k-ε turbulent model was employed in this paper, with control-volume method and SIMPLER method for 
numerical simulation (Launder and Spalding 1974, Deng et al. 2008). The non-slip boundary condition was used on 
the wall, and the near-wall condition was given by the standard wall functions with the normal velocity set as zero 
on the wall. The VOF method was introduced to simulate the free surface. 
 
(a)                                                                                                          (b) 
Figure 2.  Definition sketch with investigated parameters of (a) leak-floor flip bucket and (b) jet nappe. 
  
(a)                                                                                      (b) 
Figure 3.  Model photographs of leak-floor flip bucket (R = 30m, θ1 =15°, B1/B2 = 0.50) with convections for pressure 
manometers: (a) lateral view; (b) front view. 
3. Results and Discussions 
3.1. Typical Flow Pattern 
Figure 4 shows the typical flow pattern of a leak-floor and a conventional flip bucket. For the leak-floor flip bucket, 
the water jet gets stretched longitudinally at streamwise direction and drops into the pool as long and narrow nappe 
shape. The distribution of water discharge falls along the whole jet trajectory, due to the coupling effect of shape 
parameters including front takeoff, radius of bucket, and leak floor ratio. The jet nappe from the leak-floor flip 
bucket is broom-shape. For conventional flip bucket, the distribution of water discharge in the air is weak stretched 
and falls into the downstream with a longer jet trajectory. Due to the specific design of leak-floor, it is 
acknowledged that more water diffuses in the low area of jet nappe with the increase of R and decrease of θ1. 
Moreover, the uniformity of jet diffusion can be improved with the increase of B1/B2, and more water will drop into 
upstream area, as shown in Figure 5. Due to the different geological conditions and complex impact resistance 
capacity of riverbeds, these specific effects of shape parameters on the flow discharge distribution can be considered 




(a)                                                                                                     (b) 
Figure 4.  Comparison of typical jet diffusion between (a) leak-floor and (b) conventional flip bucket (R = 30m). 
  
(a)                                                                                                     (b) 
Figure 5.  Effect of B1/B2 on jet flow pattern (R = 30m, θ1 = 0°): (a) B1/B2 =0.42; (b) B1/B2 =0.54. 
Figure 6 shows the water depth and pressure distribution at the origin area of leak-floor flip bucket from numerical 
simulation. At the non-leaked floor area, the water depth and pressure profiles are smooth at the cross-section. At the 
initial section of the leak-floor flip bucket, although the water depth does not change, the pressure distribution 
changes remarkably. When the water flow moves through leak-floor area, its pressure reduces to atmospheric 
pressure, while the pressure in floor area near the sidewalls maintains the hydrodynamic pressure, resulting in 
pressure difference between bottom position and sidewalls. The water will move transversely at the cross-section 
because of the pressure difference. The flow on both sides moves towards the central area with the effect of pressure 
difference, taking off from the central leaked area and generating a long and narrow nappe shape of ski jump flow. 
 
Figure 6.  Water profile and pressure distributions through leak-floor flip bucket from numerical simulation. 
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Figure 7 shows the pressure distribution on the side wall of a leak-floor flip bucket (Q = 3123.5 m3/s). First note that 
as the water flows thought the bucket, the pressure on the side wall increases in the incipient part and then decreases 
gradually until the end of bucket (Figure 7(a)). The pressure on the side wall descends as the form of hydrostatic 
pressure and no obvious impact area appears, and the maximum pressure on the side wall occurs mainly at the area 
connected to the leaked floor. The attenuation of pressure in the leak-floor area confirms that the transverse 
movement of water is caused by the natural pressure difference between leaked and un-leaked area of floor. With the 
decrease of front takeoff θ1, the pressure on the side wall is reduced and attenuates along the bucket with an identical 
trend (Figure 7(b)). 
   
(a)                                                                        (b) 
Figure 7.  Pressure distribution on side wall (B1/B2 = 0.50): (a) R = 30m and θ1 = 15°; (b) effect of θ1 (R = 30m). 
3.2. Jet Trajectory 
3.2.1. Effect of Flow Discharge 
Figure 8 and Figure 9 show the effects of flow discharge on jet trajectory properties for leak-floor flip bucket, 
including an upstream jet trajectory Lu, a downstream jet trajectory Ld, and a width of jet nappe L. First note that 
with flow discharge increasing from 1210.6m3/s to 3123.5 m3/s, the value of Lu does not change obviously, while the 
Ld gets gradually larger, which results in the increase of L with flow discharge. This indicates that due to the specific 
leak-floor design in this flip bucket, it can adapt to a wide range of flow discharge. On the other hand, with the flow 
discharge getting about 3 times larger, the increases of Ld is relatively smooth and the increase gradient is about 10% 
– 50% for all the test conditions; meanwhile, the jet nappe remains well stretched, and the width L increases with Ld. 
 
(a)                                                                 (b)                                                               (c) 
Figure 8.  Effect of flow discharge on jet trajectory (R = 90m): (a) Lu; (b) Ld; (c) L. 
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(a)                                                                 (b)                                                               (c) 
Figure 9.  Effect of flow discharge on jet trajectory (R = 50m): (a) Lu; (b) Ld; (c) L. 
3.2.2. Effects of Shape Parameters 
In a leak-floor flip bucket, the front takeoff θ1 affect both upstream and downstream jet trajectory as shown in 
Figure 10. The values of Lu and Ld get prominently greater with increase of θ1, while the width of jet nappe L 
decreases with θ1. This indicates that for large front takeoff angles, the performance of leak-floor gets weaker, and 
jet flow diffuses insufficiently in the air. The water discharge gets centralized and drops far away downstream. In 
narrow valley, it cannot be taken full advantage of the space of flow discharge for ski-jump energy dissipation. Thus, 
large front takeoff angle should be limited in the design of leak-floor flip bucket. 
In terms of the ratio leak-floor B1/B2, it affects both uniformity and diffusion of jet nappe. Considering that the B1/B2 
determines the water discharge released from the leak-floor area, a reasonable design of B1/B2 will lead to a good 
distribution of flow discharge in the jet nappe area. With the increase of B1/B2, the value of Lu gets slightly larger 
and Ld gets smaller, which results in an obvious decrease of L. From the experimental measurement, for different 
front takeoff angle conditions, its influence on the gradient L is almost identical. This confirms that the lateral 
velocity and natural pressure difference is approximately identical. 
   
(a)                                                              (b)                                                            (c) 
Figure 10.  Effect of θ1 on jet trajectory (R = 90m): (a) Lu; (b) Ld; (c) L. 
4. Comparison with Other Flip Buckets 
For the flip bucket application, typical indexes of ski jump energy dissipation were taken into consideration in the 
comparison of four flip bucket types, including conventional circular-shaped, lateral-widening, lateral-contraction 
and leak-floor flip buckets, as shown in Figure 11. Firstly, the flow patterns of convetional circular-shaped and 
lateral-widening are laterally diffused in the air, affected by the wide of flip bucket and specific parameters. The two 
should be applied with the wide riverbed downstream. For lateral-contraction and leak-floor flip buckets, the jet 
flow diffuses as “—” type along the streamwise direction. These two can be applied with the narrow riverbed 
condition. Based on the statement above, the leak floor ratio B1/B2 and two different deflection angles are the two 
specific parameters affecting jet flow pattern, beside the conventional parameters of flip bucket including approach 
flow condition, bucket radius, and deflection angle (Heller et al. 2005, Steiner et al. 2008, Pfister and Hager 2010). 
On the other hand, the formation mechanism of jet nappe for the two flip buckets is substantially different. For 
lateral-contraction design, the long and narrow jet flow results by the side-wall lateral contraction. This will lead to 
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high pressure on side wall, which is extremely dangerous to the structural safty of flip bucket, especially for 
cantilever design with large flow discharge and high velocity. However, The specific design of leak-floor “guides” 
the narrow water flow without addition force on the side wall. Previous study showed that the maximum pressure for 
lateral-contraction flip bucket is more than 4 times larger than that of leak-floor type (You 2009, Deng 2016), and jet 
trajectory characteristics for the two types are alomost identical, as shown in Table 1. This indicates that the leak-
floor design is obviously better for the structural safety. This is mainly due to the formation of ski jump flow of 
leak-flow, driving by the natural pressure difference at transversely direction. Consequently, the leak-floor flip 
bucket is the final design of the outlet in Jinping spillway. In the recent operation of prototype spillway, the well ski 
jump performance showed that leak-floor flip bucket is an effective way to solve the energy dissipation issue in high 
dams. 
  
(a)                                                                                                  (b) 
  
(c)                                                                                                  (d) 
Figure 11.  Typical ski-jump flows of different flip bucket in prototype: (a) conventional circular-shaped flip bucket; (b) lateral-
widening flip bucket; (c) lateral-contraction flip bucket; (d) leak-floor flip bucket. 
Table 1 Comparison of hydraulic characteristics between lateral-contraction and leak-floor flip buckets 





Lu Ld L Lu Ld L 
Ratio of  
lateral-contraction/leak-floor 
4.65 1.13 1.09 1.07 1.13 1.05 1.01 
5. Conclusions 
The typical pattern of ski jump flow and jet trajectory affected by the shape parameters of a flip bucket has been 
investigated. The pressure distribution on a side wall confirms the formation mechanism of the narrow-long ski 
jump flow, which is due to the natural pressure difference caused by the central leak-floor area. This makes the leak-
floor flip bucket a better choice to solve the issue of ski jump energy dissipation in the highest arch-dam Jinping 
hydropower station. The leak-floor design improves the flexibility of jet profile with a wide application of flow 
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discharge. The jet trajectory is affected by the shape parameters including front takeoff angle, leak-floor ratio and 
radius of bucket, and the flow discharge distribution in the jet nappe is consequently different. Due to different 
geological conditions and impact resistance capacity of riverbeds, these specific effects of shape parameters can be 
considered for the design of leak-floor flip bucket.  
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Abstract: The increasing magnitude of design floods has prompted re-evaluations of spillway capacity for large dams throughout 
the world. Current capacity of many spillways is inadequate. The overtopping creates new loading scenarios for the dam and 
raises questions about erosion and scour downstream from the dam. In this study, mean velocity was measured in different 
sections of the falling jet with optical fiber and with LS-PIV (Large Scale – Particle Image Velocimetry). Detailed studies of the 
submerged hydraulic jump downstream overflow nappe impinging jets are scarce. This work addresses such a situation, and 
compares numerical results against our own experiments. To advance the understanding of the phenomenon, instantaneous 
velocity was measured in the plunge pool with Acoustic Doppler Velocimeter (ADV) equipment, and mean velocities and air 
entrainment rate were obtained with optical fiber instrumentation. At the same time, transient numerical simulations were 
carried out with computational fluid dynamics (CFD) programs. Due to the variation of the air concentration in the plunge pool, 
optical fiber obtained valid velocities near to the impingement point, while ADV was used once the air concentration was small, 
allowing for the measurement of the velocity in the whole submerged hydraulic jump. In general, the CFD simulations provided 
results fairly close to the laboratory values measured, in spite of having used a simple two-phase flow model.  
Keywords: air-water flow, energy dissipation, falling jets, numerical simulations, overtopping, plunge pool.  
1. Introduction 
In recent years, the increase in the magnitude of design floods has promoted the revaluation of the spillways 
capacity and the operational scenarios for large dams around the World. Several studies have shown that the current 
capacity of many spillways is inadequate, and dams may overflow during extreme events. Increasing the capacity of 
spillways is costly and sometimes technically impracticable. In these cases, the dams’ owners could consider the 
overflow as an additional strategy of operation during extreme events. This situation creates new loading scenarios, 
raising questions about the hydrodynamic actions and scour downstream of the dams (Wahl et al., 2008; FEMA, 
2014). 
The choice of the type of plunge pool is usually a technical-economic decision between a deep and uncoated stilling 
basin and a shallow stilling basin with lining. It is necessary to know the magnitude and frequency of the dynamic 
pressure in the bottom of the plunge pool. The required water cushion depth depends on the characteristics of the 
impingement jet so that most of the energy is dissipated, avoiding scour downstream of the dam (Annandale, 2006). 
The energy dissipation mechanisms in the free-flow jets can be divided into the following (Fig. 1a): (a) aeration and 
disintegration of the jet during its fall, (b) entrainment of air and diffusion of the jet in the water cushion, (c) impact 
on the basin bottom, and (d) recirculation in the basin (Castillo et al., 2015).  
In this work, the free falling jet velocity was measured with Large Scale-Particle Image Velocimetry (LS-PIV) 
technique and with optical fiber equipment. Results were compared with three-dimensional numerical simulations. 
In recent years several researchers have analyzed the near-flow field below the impingement point of free falling 
jets. Table 1 summarizes the main characteristics of experimental and numerical settings. However, the current 
understanding on this highly-aerated, highly-turbulent flow is still scarce ,and there is lack of experimental study 
providing detailed benchmark data (Wang et al., 2018).  
Although there are progresses of two-phase flows in hydraulic jumps, detailed theoretical and numerical models of 
the internal flow features have yet to be developed for a wide range of Froude numbers (Bombardelli, 2012).  
The submerged hydraulic jump downstream of the impingement point is a particular case with scarce studies. This 
work needs to be addressed in order to improve this research field. The submerged hydraulic jump generated in the 
plunge pool has been analyzed with several procedures. The aeration has been measured with optical fiber 
equipment, obtaining air concentrations, mean velocities, bubble frequencies, and bubbles’ mean diameters. Besides 
this, the mean velocity and turbulent kinetic energy have been measured in the less aerated region of the water 
140
 
cushion with Acoustic Doppler Velocimeter (ADV). Laboratory data are compared with the numerical simulations 
carried out using ANSYS CFX (v. 18). 
Table 1. Flow conditions and instrumentation in recent studies of the near-flow field below the impingement point of 
free falling jets. 
Authors Nozzle 
diameter (m) 















Prandtl-Pitot tube; hot-film 
probe; single-tip phase-detection 
probe 
Ma et al. (2010) 0.025 0.10 3.5-4.4 Computational multiphase fluid 
dynamics (CMFD) code 
Qu et al. (2013) 0.06 0.10 2.0-2.5 Particle Image Velocimetry 
(PIV) 
Bertola et al. (2017) 0.012 0.10 2.49-7.43 Dual-tip phase-detection probe; 
total pressure sensor; Prandtl-
Pitot tube; acoustic 
displacement meter 
Boualouache et al. (2017) 0.005 0.01 2.54 ANSYS CFX and Fluent codes 
Wang et al. (2018) 0.012 0.05-0.15 2.4-5.5 Dual-tip phase-detection probe; 
total pressure sensor 
2. Material and Methods 
2.1. Experimental Device 
The Hydraulic Laboratory of the Universidad Politécnica de Cartagena has an experimental device designed for the 
study of turbulent jets and energy dissipation in overtopping weirs. 
The mobile device of the weir has been modified from that used by Carrillo (2014) to improve the energy dissipation 
in the inlet channel before the weir, to increase the range of flows tested and the discharge heights. The 
infrastructure is designed to analyze flows between 10 l/s and 200 l/s, discharge heights between 2.20 m and 3.50 m, 
and different water cushions (Fig. 1b). 
       
Figure 1. a) Schematic of falling rectangular jets and receiving basin (Castillo et al. 2017); b) Infrastructure of  





The fixed stilling basin is 1.05 m wide, 3.00 m long, and 1.60 m high. It is built in methacrylate to observe the flow 
inside. It allows different depths of water cushions, from direct impact to depths of 1.00 m. 
Pressure measurements are currently being measured with piezoresistive sensors located in the bottom of the plunge 
pool, together with the study of velocities in different sections of the water cushion using Doppler equipment and 
aeration rates using optical fiber methodology. 
2.2. Optical Fiber 
To measure the air concentration in the free-falling jet and in the dissipation basin, an optical fiber equipment with 
double-tip probe of RBI-Instruments was used. This equipment allows the detection of the phase change between air 
and water. The rise and fall of the signal detected by the probe are, respectively, the arrival and departure of the gas 
phase at the sensor tip. The threshold values were set at 1.0 V and 2.5 V (Boes and Hager, 1998). The void fraction 
is defined as the ratio between the total time the probe is in gas (ΣtGi) and the time duration t of the experiment. 
According to Stutz and Reboud (1997a, 1997b), this equipment allows for the measurement of water-air flows with 
velocities up to 20 m/s. The relative uncertainty of the void fraction is estimated at approximately 15% of the 
measured value. A source of error in estimating the presence of air in the flow is due to the statistical count of the 
number of air bubbles in contact with the tips of the probe (Stutz, 1996). Therefore, a short duration of the 
measurement would contribute to a smaller accuracy of the results. 
To evaluate the minimum duration of the measurements, André et al. (2005) analyzed the time required to stabilize 
the mean value during the measurement and found that the quasi-stationary values were statistically representative 
of the air concentration. Based on the sensitivity study of the probe behavior, the authors recommend a 60 s 
sampling sequence as a good compromise between precision and duration of the experiments. 
Boes and Hager (2003) carried out experiments with 4000 air bubbles and samplings of 30 s. The authors considered 
that the accuracy of the air concentration and velocity measurements is related to the variation of the Nb phase, air-
water variation or the inverse, rather than the sample duration t. 
A sample sequence of 90 s was considered in this study. Fig. 2 shows the evolution of the void fraction until it 
reaches a relative uncertainty of about 1%, as well as the sum of bubbles detected during the test.  
Following these ideas, the two-phase flow characteristics were measured downstream of the stagnation point in 
different cross-sections spaced 0.10 m. 
   
Figure 2. Evolution of the void fraction and the number of bubbles detected by the optical fiber equipment during the test. 
2.3. Acoustic Doppler Velocimeter 
In this study, the characteristics of the Acoustic Doppler Velocimeter equipment (ADV) were selected considering 
that the main objective was to characterize the turbulence. We used Nortek A.S. Vectrino Plus equipment. The 
velocity range was selected as ± 4.00 m/s (the maximum available in the equipment). With this adjustment, the ADV 
can measure horizontal velocities up to 5.25 m/s and vertical velocity up to 1.50 m/s (maximum jet velocity before 
impact ≈ 6.75 m/s). Due to the fact that Doppler equipment needs to be fully immersed in water, the first 5-6 cm of 













































Turbulent kinetic energy was measured 0.50 m upstream of the weir in inlet of the experimental facility to obtain the 
boundary conditions in the numerical simulations. This distance ensures that the streamlines are horizontal upstream 
of the weir in the range of the flows tested (0.50 m > 5h). 
In the dissipation basin, velocities were recorded in different cross-sections spaced 0.10 m downstream of the 
stagnation point. In order to characterize the macro-turbulence of the flow, 5000 data were recorded at each 
measured point using a frequency of 10 Hz (more than 8 minutes of observation). 
As the flows are highly turbulent and aerated, the values obtained with ADV may be affected by spurious or "spike" 
signals. Each time series should be filtered with velocity and acceleration thresholds (Wahl 2000, 2003).  
In addition to this, air may also affect the ADV signal. Frizell (2000) analyzed the influence of air concentrations 
ranging from 0% to 3.61%. As air concentrations and bubble sizes increase, the correlation values decrease 
drastically as the acoustic signals are absorbed and reflected by the two-phase flow. Matos et al. (2002) also found 
that air bubbles affect the accuracy of velocity measurements obtained with ADV. However, their experiment results 
suggest that ADV can provide reasonable estimations of velocity for low air concentrations (up to 8%).  
As the flow in the plunge pool is highly turbulent and aerated, the Phase-Space Thresholding filter (Goring and 
Nikora 2002, modified by Castillo 2009) was used. The spikes were replaced on each record by the mean value of 
the twelve closest points. Details of the filtering method used may be obtained in Castillo el at. (2017). 
2.4. Large Scale-Particle Image Velocimetry 
Large-Scale Particle Image Velocimetry (LS-PIV) is an extension of particle image velocimetry (PIV), which 
provides velocity fields spanning large flow areas in laboratory or field conditions. Additional data, such as 
mappings of large-scale flow structures and discharges, are readily obtainable using LS-PIV. While the images and 
data-processing algorithms are similar to the conventional PIV technique, adjustments are required for illumination, 
seeding procedures, and pre-processing of the recorded images (Fujita et al., 1998). This technique has been used to 
estimate the velocity of free falling jets (Bercovitz et al., 2016). 
In present work, the flow was recorded with a high-speed camera FASTCAM SA3 Model 120K (Photron Limited), 
a zoom lens with 50 mm focal length by Nikkor, lens aperture f/5.6, 1024x1024 pixels resolution, 8 bits→255 
shades, and a horizontal distance from the camera to the jet recorded of around 3.50 m. Hence, the recording 
window dimensions were around 0.9 m x 0.9 m. Illumination of experiment was reached with 8 regular 800 w light 
bulbs with reflecting mounts in front of the flow. The speed camera used was 500 Hz; 0.00105 (m/pixel). Frames 
were analyzed in consecutive pairs by cross-correlation algorithm in an interrogation area of 64 x 64 pixels with 
sub-windows of 32 x 32 pixels in a single pass search and overlapping of 50% (Adrian and Westerweel, 2010). No 
background slide subtraction or noise remove techniques were applied. The PIVlab 1.41 software was used for the 
cross-correlation. This program is an open-source time-resolved particle image velocimetry tool in MATLAB® 
(Thielicke and Stamhuis, 2014). In each test, 1360 images were recorded and each test was repeated four times. The 
velocity values were averaged at each sub-window. Fig. 3 shows the velocity field obtained with a pair of images. 
Distances in the recorded window were calibrated considering a vertical plane located at the toe of the jet, at 3.30 m 
of horizontal distance to the camera. These distances were projected over the upper nappe profile to achieve the real 
displacements of the flow, with ratios from 1/1.15 in the upper zone, to 1/1.00 in the lower part of the recorded 
window. To do this, it was assumed that the shape of the upper nappe profile agrees with that proposed by Scimemi 
(1930) at each sub-window. The agreement between the lab measurements and the Scimemi (1930) formula was 
verified by Carrillo (2014). Fig. 3c shows the sub-window length obtained from the projection of each segment in 
the vertical plane used to calibrate the distance. 
2.5. Numerical Simulations 
Computational Fluid Dynamics (CFD) allows to solve problems in fluid mechanics, providing great results with 
great flexibility and speed. However, for its correct application it is necessary to compare and calibrate with results 
obtained in physical models and/or prototypes. 
This work compares the results simulated with ANSYS CFX (v.18.0) and the data obtained in the laboratory. The 
fluid domain of the study area is divided into control volumes. In each one, the flow parameters (velocity, pressures, 




Figure 3. a) Image recorded with 500 Hz frequency; b) Velocity field defined by Cross Correlation PIV technique between a pair 
of images; c) Scheme of the projection of the vertical segments over the upper nappe profile proposed by Scimemi (1930). 
To solve the closure problem, the Shear-Stress-Transport (SST) turbulence model was selected. This model has been 
designed to obtain greater accuracy in flow separation under adverse pressure gradients (Menter, 1994). The SST 
model takes into account the precision of the k-ω model in the region close to the walls and changes to the k-ε model 
in the outer part of the boundary layer. The best behavior of this turbulence model has been demonstrated in 
numerous validation studies in this type of flows (Carrillo, 2014; Castillo et al., 2014, 2017).  
For the resolution of the air-water two-phase flow, the homogeneous model was chosen (ANSYS Inc., 2016). This 
model can be considered as a limiting case of the inhomogeneous model, where the transfer rate at the interface of 
both fluids is very large. In this way, it solves the interface considering that in these zones both fluids share the same 
field of velocities. 
A mesh based on hexahedral elements of 0.01 m was used to solve the three-dimensional domain. 
The boundary conditions were the water level in the inlet and outlet sections and hydrostatic pressures distributions. 
In the inlet condition, the turbulence measured in the laboratory with ADV was considered. 
A transient calculation of 60 s was considered with a time-step interval of 0.05 s. After 20 s, it is considered that the 
steady state has been reached, obtaining the average of the different parameters.  
The numerical model was previously validated considering the evaluation of the mesh size and the choice of the 
turbulence model. After the validation process, differences in the mean pressure at the stagnation point and the 
pressure distribution around it show a maximum error from -4 to 7%. This level of agreement is understandable 
given the observed air concentrations with the homogeneous-type models (Jha and Bombardelli, 2010; Bombardelli, 
2012). Details of the validation and the boundary conditions may be obtained in Carrillo (2014), and Castillo et al., 
(2014, 2017). 
3. Results and Discussion 
3.1. Jet velocity 
Following a streamline that starts on the weir, Fig. 4a shows the free falling jet velocity when different mesh sizes 
were considered. The results are compared with optical fiber and LS-PIV measurements. The mesh size has a small 
influence in the falling jet velocity. Velocity obtained with the different methods tended to be slightly smaller than 
the free-falling velocity due only to the gravity effects. This indicates the effect of air-water friction. The LS-PIV 
measurements were less accurate due to the difficulties to illuminate the falling jet. LS-PIV results are in agreement 
with the measurements carried out by Bercovitz el al. (2016). 
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3.2. Void Fraction in the Plunge Pool 
Fig. 4b shows the void fraction (α = ΣtGi/t) obtained by the optical fiber equipment in different cross-sections 
downstream of the stagnation point (X = horizontal distance to the stagnation point). The largest values of void 
fraction were obtained close to the impact point of the rectangular jet, reaching values around 15%. As the flow 
moves away from the impact zone of the jet, the void fraction detected by the probe tends to reduce its value. The 
profiles located more than X = 0.40 m from the impact point show a void fraction smaller than 8%, reaching values 
around 3% in the profile located at X = 1.00 m. 
      
Figure 4. a) Free falling jet velocity (q = 0.058 m2/s); b) Void fraction downstream of the stagnation point  
(q = 0.082 m2/s, H = 2.19, Y = 0.32 m). Distribution of velocities and kinetic energy in the dissipation bowl 
The velocity profiles in the forward flow of hydraulic jumps may be compared if they are normalized with a velocity 
scale equal to the maximum velocity, Vmax, at any section, and with a length scale δl equal to the elevation y from the 
bottom where the local velocity V = Vmax/2, and the velocity gradient is negative (Rajaratnam, 1965; Wu and 
Rajaratnam, 1996).  
The maximum velocity Vmax and the length scale δ1 were obtained in each cross-section of the submerged hydraulic 
jump. Fig. 5 shows the non-dimensioned velocity profiles in different cross sections located downstream of the 
stagnation point. Laboratory measurements were obtained with Doppler and optical fiber equipment. Laboratory 
equipments were used considering their limitations. The Doppler measurements were obtained for X > 0.40 m. 
Upstream this section, the air concentration was higher than 8% and the Doppler equipment did not allow to obtain 
valid results (see Matos et al., 2002). On the other hand, beyond section X = 0.40 m and above y/δ1 > 1.5-2.0, the 
flow was non-unidirectional and the optical fiber obtained erratic values.  
In the same cross sections, the results of the CFD simulations were obtained. In general, the results of the numerical 
simulations show the same behavior as the values obtained in the laboratory.  
Fig. 5 also shows the turbulent kinetic energy (TKE) obtained in different sections of the plunge pool with the ADV 
equipment. The turbulent kinetic energy tends to dissipate quickly as the as the flow moves away from the impact 
zone, reaching maximum values around 0.30 m2/s2 in the profile located 0.80 m from the stagnation point. The 
results obtained with the turbulence model follow the evolution of energy dissipation (Castillo et al., 2017). 
3.3. Bubbles Frequency and Size in the Plunge Pool 
The frequency of the bubbles detected by the probe has been analyzed by different authors in hydraulic jumps 
(Murzyn et al., 2005; Murzyn and Chanson, 2007). 
Fig. 6 shows the frequency of bubbles detected by the probe. In most of the profiles, the highest values are obtained 
in the vicinity of the bottom. In the profile located 0.10 m downstream of the stagnation point, a maximum of 8700 
bubbles were detected with a frequency of 96 Hz. The maximum values tend to reduce as the flow moves from the 
impact zone of the jet. In the profile X = 1.00 m, the values tend to be constant in all the depth, with a detection 




































































    
Figure 5. Profiles of horizontal mean velocity and turbulent kinetic energy in different sections of the plunge pool 
 (q = 0.082 m2/s, H = 2.19, Y = 0.32 m). 
These values are similar to the results measured by Murzyn et al. (2005), who obtained maximum frequencies 
around 85 Hz in hydraulic jumps with a Froude number of 4.82, and by Murzyn and Chanson (2007), who recorded 
maximum frequencies around 120 Hz for hydraulic jumps with Froude number of 8.30.  
Assuming the hypothesis that bubbles are spherical, equally distributed in the time and that their movement is 
unidirectional, the size of the bubbles detected by the optical fiber equipment may be characterized by the mean 
diameter of Sauter, ds (Clift et al. 1978, RBI-Instrumentation 2012). This is the diameter of the bubbles whose 
volume/surface ratio is the same that the calculated for all the bubbles detected during the test. The mean diameter 






where α is the void fraction, u the mean velocity of the bubbles, and F the bubble detection frequency. 
Considering the velocity profiles in the previous section, Fig. 6 also shows the size of the bubbles detected in 
different sections of the plunge pool. Beyond section X = 0.40 m the flow is non-unidirectional and Ec. (1) may not 
be used. Mostly values are below 6 mm, with maximum values around 10 mm. These diameters are slightly lower 
than the results obtained by Murzyn et al. (2005) and by Murzyn (2010) in hydraulic jumps. 
  
Figure 6. Frequency and mean diameter of bubbles detected downstream of the stagnation point 














































































































To observe and to predict two-phase flows in hydraulic structures is very complicated because of the undiluted 
nature of the flow. Under these conditions, the experimental data, and the results of the simulations are difficult to 
compare in a clear way. 
In this work we have analyzed the characteristics of the air-water flow produced downstream of a free spillway. 
Using uniform illumination, the LS-PIV methodology may be used to estimate the velocity of the free falling jet. 
Optical fiber and ADV equipment were used considering their limitations. In this way, the velocity profiles of the 
complete hydraulic jump could be measured. The optical fiber measurements complement the flow velocity obtained 
in previous studies (Castillo et al., 2017). 
There are scarce data of air entrainment in submerged hydraulic jumps downstream of free falling jets. In general, 
the characteristics of the air-water flow (void fraction, bubble frequency, and size) are similar to those observed by 
different researchers in hydraulic jumps.  
The CFD simulations provided results close to the values measured in the laboratory, despite having used a simple 
two-phase flow model. The "homogeneous" model seems to be able to predict the phenomenon. 
In order to advance in the knowledge, we plan to study the behavior of two-phase flows in the plunge pool with 
different experimental techniques. In addition, the laboratory results will be compared with several CFD codes (open 
source and commercial codes).  
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Abstract: Uncontrolled scour is affecting multiple mobile dams. The plunge pool of the Chancy-Pougny barrage, located on the 
Rhone River bordering France and Switzerland, has recently been reported to develop in a potentially unfavourable direction after 
almost 100 years of acceptable scour development. In order to estimate the future scour potential of this asymmetrical plunge pool 
and validate and optimize possible solutions to limit its development, a physical model was built at LCH-EPFL. First-stage 
diagnosis tests showed the presence of recirculation surface currents interacting with the spillway outflow jets producing 
downward vorticity responsible for scour progression. In partnership with the responsible engineering company, different solutions 
were proposed and tested, starting with the installation of a vertical guide-wall to prevent the formation of the return currents. A 
solution with randomly-arranged concrete prisms was finally retained as the most favourable compromise between the effective 
protection of the riverbed and site implementation. Herein the robustness of this solution is analysed for two different, but plausible, 
operation scenarios. Both the closure of a spillway gate and the lowering of the water level proved the effectiveness of the chosen 
solution without endangering the stability of the prism-arrangement. The technical solution presented herein enlarges the range of 
alternative solutions for uncontrolled scour control not only at the Chancy-Pougny barrage but also for a large number of 
structures with similar layout. 
Keywords: Uncontrolled scour mitigation, concrete-prism overlay, plunge pool, residual energy dissipation, recirculation. 
1. Introduction 
The majority of low-head dams constructed before the 1950s were conceived with short stilling basins. These 
structures are fundamental for the dissipation of the residual energy within the spillway flows. At present time, after 
over 50 or more years of regular operation, some problems of downstream riverbed erosion have been reported. 
Although for most cases the extent of riverbed scour remains limited and controlled, any future uncontrolled 
development must be avoided to prevent endangering the stability of the main structures. 
Multiple examples of low-head hydraulic structures affected by scour-related problems can be found throughout the 
world as detailed in Table 1 through some selected examples. In Australia, after experiencing some severe events with 
return periods higher than 1000 years, multiple dams suffered important erosion on the downstream side. Examples 
can be found in the Paradise Dam, Awoonga Dam, Borumba Dam, Copeton Dam, Julius Dam and Wivenhoe Dam 
(Bollaert and Lesleighter 2014). In Switzerland, the dam of Hagneck, built in 1899 without a specifically designed 
stilling basin, experienced uncontrolled scour with erosion propagating in the upstream direction toward the dam toe. 
For this, a new power-plant was inaugurated in 2015 downstream of the previous structure. Since its inauguration in 
1921, the Beaumont-Monteux Dam has a long history of uncontrolled scour with multiple rehabilitation works 
conducted between 1928 and 1937. In 2009, a gabion and concrete stilling basin was installed; however, further 
inspections in 2012 and 2013 showed some additional stability issues and thus the need for further research (Derrien 
et al. 2017). The variation in operation condition, leading to an increase in water head from 4.2 to 8, was responsible 
for the 12 m uncontrolled scour observed downstream of the Poses-Amfreville Dam in France. For this, a solution 
with rock protection (3-6 t) was successfully tested both experimentally and numerically (Sixdenier et al. 2017). 
The increasing number of consultant studies commissioned to limit scour-related problems showed the importance of 
this rising issue. Given the diversity and the unicity of these hydraulic structures, a generalisation of the problem is 
hard to assess. For this, both numerical and physical models contributed to identify tailor-made solutions to guarantee 
the long-term stability of these structures. Within this context, this paper focuses on the case study of Chancy-Pougny 
Dam, presenting the methodology followed to verify the robustness of the solution identified to limit the development 





Table 1. Examples of similar scour problems throughout the world. 
Dam Country Year of construction  Head [m] Maximum scour [m] 
 Poses-Amfreville  France  1887  8  ~ 12 
 Beaumont-Monteux  France  1921  11.5  - 
 Hagneck  Switzerland  1899  9.15  ~ 6-7 
 Paradise Dam  Australia  2005  37.1 ~ 15 
 Awoonga Dam  Australia  1985  54.4  ~ 2-3 
 Chancy-Pougny  Switzerland/France  1924-1926  10  ~ 7-8 
 
1.1. Case Study of Chancy-Pougny 
The present study focuses on the case study of Chancy-Pougny. The latter is a mobile barrage located on the Rhone 
River, on the border between France and Switzerland, a few kilometres downstream from the city of Geneva. It is part 
of a binational powerplant operated by SFMCP (Société des Forces Motrices de Chancy-Pougny) which uses a total 
head of 10 m to produce an average 250 GWh of electricity per year. The Chancy-Pougny powerhouse underwent a 
full refurbishment and upgrading of its generating units after the renewal of the concession in 2001 (Maginot et al. 
2016). The power plant is presented in Figure 1. The dam spillway is divided into four bays, each equipped with 
double-leaf Stoney gates, allowing over- and underflow. As presented in Table 2, low discharges are evacuated 
through an overflow on the sluice gate, whereas for higher discharges, a flow through the orifice is necessary. The 
PMF (Probable Maximum Flood) peak discharge of Q = 2400 m3/s can be evacuated with all gates fully open (lifted). 
Next to the four spillway bays, an unequipped ship lock generates an asymmetry in the downstream plunge pool flows. 
 
Figure 1. View from downstream of Chancy-Pougny dam and powerhouse, seen from the French side (right bank). 
Since its construction in 1920-1925, the dam has experienced some extreme floods, which progressively developed 
scour of the downstream riverbed, made of vulnerable marls and sandstones. In 2014, the scour depth reached some 
7-8 m further downstream from the dam. The potential backward progress of the scour slopes motivated the 
commissioning of specific studies for scour progress assessment and mitigation. The LCH-EPFL was engaged to 
assess the present hydrodynamic conditions in the pool via physical model tests and to estimate the future scour 
progress based on analytical modelling (task conducted by Aquavision Sàrl). The purpose of this hybrid model was to 
quantify the scour potential within the plunge pool and identify possible solutions to limit any further development 
(Wüthrich et al. 2017a). The studies were conducted for SFMCP, having the collaboration of Stucky SA and Norbert 
SA from Switzerland and the Compagnie Nationale du Rhône CNR from France. While some previous studies 
described the different scour-mitigation techniques tested (Wüthrich et al. 2017a, b), this paper focuses on the 
behaviour of the retained solution during exceptional operations, confirming its resilience in different flow conditions. 
2. Experimental Set-Up 
The physical model of the Chancy-Pougny plunge pool was built at the Laboratory of Hydraulic Constructions (LCH) 
of Ecole Polytechnique Fédérale de Lausanne (EPFL) in Switzerland. The reduced model had a scale of 1:55 and it 
was based on a Froude similitude, implying that the ratio between gravitational and inertial forces is maintained. The 
model is shown in Figure 2a reproducing the upstream reach, the dam main body, the powerhouse and the downstream 
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reach of the Rhone River. The bathymetric was made of smooth concrete and the hydraulic structures reproduced in 
PVC. The hydrodynamic behaviour within the stilling basin was investigated using six Ultrasonic distance Sensors 
(US) with a measuring range of 0.1-1.0 m and an acquisition frequency of 12.5 Hz. In addition, dynamic pressures 
were measured in 32 locations inside the plunge pool (Figure 2b) using 17 flash and pin-hole type pressure transducers. 
These served as a calibration tool for the analytical model (Bollaert 2004) herein not discussed. The discharge was 
introduced into the model through an upstream reservoir and evacuated through a downstream gate, allowing to control 
the hydraulic conditions in the downstream reach. A flow straightener was installed in the upstream section in order 
to guarantee a uniform flow condition over the channel width. Different operational scenarios were tested in the 
present study and the main hydraulic properties detailed in Table 2. 
 
  
(a) View of the model with upstream reach. (b) Pressure transducers installed in the plunge pool. 
Figure 2. Experimental set-up used in the present study. 
 










550 < 1 347.1 336.4 Overflow 
1080 4 346.1 337.7 Orifice 
1575 100 345 338.4 Orifice 
2400 PMF 346.5 341 Fully open 
3. Identification of the Problem 
Both the initial (1924) and the current (2014) bathymetry were reproduced and tested in the present study. All tested 
configurations and all discharges showed the presence of a strong recirculating current on the right-bank side of the 
stilling basin (Figure 3a). This phenomenon was a result of the asymmetry in the downstream plunge pool due to the 
presence of the non-equipped ship-lock. This recirculating pattern was more important for the current bathymetry 
(2014) due to the larger water volume mobilised. The presence of this recirculation generated a flow-return current 
interacting with the jet coming out of the spillway jets. Consequently, this increased the local unit discharge of the jet 
responsible for the uncontrolled scour. Furthermore, the deviation of the spillways generated some air-entrainment 
and the formation of turbulent aerated vortex (Figure 3b). These propagated underwater, impacting the foundation of 
the plunge pool where the lowest points of the scour-hole could be found. 
A combined effect of the increased local discharge and the generation of the turbulent aerated vortexes were 
considered responsible for the uncontrolled scour and, thus, solutions were tested in order to reduce these phenomena. 




(a) Recirculation observed for Q = 1575 m3/s. (b) Air entrainment and jet interaction for Q = 1575 m3/s. 
Figure 3. Visual observations of the flow inside the plunge pool for the current bathymetry (2014). 
4. Vertical Wall 
A first solution was to add a vertical wall between gate n. 4 (French side, Figure 2b) and the ship-lock. The purpose 
of this solution was to re-establish the symmetry within the stilling basin. The installation of the wall is presented in 
Figure 4a. It had a length of 30 m and its height was designed not to be submerged for Q = 2400 m3/s. 
  
(a) Configuration with vertical wall. (b) Flow behaviour with the vertical wall (Q = 1575 m3/s). 
Figure 4. Vertical wall installed to avoid recirculation and to re-establish symmetry in the stilling basin. 
As shown in Figure 4b for a specific discharge, the presence of the vertical wall prevented the formation of the return 
current and the generation of turbulent aerated vortexes. No interaction was observed between the recirculation and 
the oncoming jet, resulting into fully developed hydraulic jumps all located at the same distance from the dam’s main 
body.  
Although the physical model clearly showed the benefits of the vertical wall, from a practical point of view, some 
criticism was raised on its feasibility and economical convenience. In addition, this technique did not guarantee any 
protection against further erosion. Consequently, some additional solutions were tested, including the disposition of 
concrete prisms. 
5. Solution with Concrete Prisms 
To enhance the energy dissipation before the spillway jet reached the bottom of the plunge pool, a layer of concrete 





to that suggested by Emami and Schleiss (2006) for energy dissipation at the exit of diversion tunnels, for overlay 
protection of overflow embankment dams (Manso and Schleiss 2002), and for bank protection in steep mountain rivers 
(Schleiss et al. 1998). Two types of prisms (diagonally divided cubes) with two sizes were tested in the present study 
(32.7 and 40.0 mm at model scale). The technical details of the prisms are presented in Table 3. 










Small (red, 32.7 mm) 1.8 5.8 2350 6’815 
Large (yellow, 40.0 mm) 2.2 10.6 2150 11’395 
 
As previously discussed by Wüthrich et al. (2017b), prisms arranged with a geometrical pattern were shown to be less 
stable compared to the configuration with prisms randomly arranged. Furthermore, preliminary studies showed that 
the large yellow prisms were more efficient on the left side, whereas small red ones were more stable on the right side 
of the basin. The presence of concrete prisms, and therefore of an enhanced roughness in the plunge pool, was 
sufficient to reduce the recirculation and avoid any interference between the return flow current and the spillway jets. 
As a consequence, a final configuration was obtained taking into account the actual prototype topography of the 
Chancy-Pougny stilling basin. This configuration is presented in Figure 5b. In addition, a prism-made protection of 
the wall between the plunge pool and the restitution of the powerhouse was also installed. 
Previous studies demonstrated the stability of this technique for all tested discharges (Table 2) on both the physical 
and numerical model (Wüthrich et al. 2017a, b). Since from a practical point of view a totally random distribution 
cannot be achieved, a first layer with geometrical distribution was suggested (Figure 5a). Additional prisms were then 
placed on top of this layer, generating the random arrangement. The resulting geometry was shown to have a similar 
behaviour to the one previously tested by Wüthrich et al. (2017a, b) with both random layers. 
  
(a) Geometric distribution of the first layer of prisms. (b) Final configuration with both layers. 
Figure 5. Configuration with a random prism distribution tested in the present study. 
5.1. Behaviour for Exceptional Operational Scenarios 
A solution to protect the bottom and to limit further scour development was identified in Section 5. This was shown 
to be effective on both the physical and analytical models. In addition, some tests were performed to verify the 
robustness of this solution, i.e. its behaviour under particular and unfavourable flow conditions. Two scenarios were 
identified and tested on the physical model: 
• Unavailability of one spillway bay out of four. 
• Reservoir drawdown. 
5.1.1. One Spillway Bay Unavailable 
In the context of the renovation of the concession, the Chancy-Pougny dam is expected to undergo some rehabilitation 
work in the next few years. This might lead to one of the gates to be unavailable in case of flood. For this reason, the 
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behaviour of the concrete prisms is tested in case of flood (Q = 1575 m3/s) with one gate completely closed. To identify 
the worst scenario for the stability of the prisms, the closure of each gate is individually tested (Table 4). One gate per 
test was closed and the openings of the remaining gates adjusted to guarantee the same operational conditions.  
Photos of the flow for all tested scenarios are presented in Figure 6 and the final results in Figure 7. One can notice 
that for the cases with gate 1 or 2 closed, a similar behaviour was observed with a recirculation on both sides of the 
plunge pool. This led to higher discharges in the centreline, generating the motion of some small red prisms. 
Nevertheless, the stability and the integrity of the prism carpet remained guaranteed. 
  
(a) Gate 1 closed (b) Gate 2 closed 
 
  
(c) Gate 3 closed (d) Gate 4 closed 
Figure 6. Flow observations for the scenarios with one gate fully closed (Q = 1575 m3/s). 
 









Gate 1 Gate 2  Gate 3 Gate 4 
Inf. Sup. Inf. Sup. Inf. Sup. Inf. Sup. 
[m3/s] [m a.s.l. ] [m a.s.l. ] [m3/s]  [m] [m] [m] [m] [m] [m] [m] [m] 
1575 345.0 338.8 - Closed 6.05 13.5 6.05 13.5 6.05 13.5 
1575 345.0 338.8 - 6.05 13.5 Closed 6.05 13.5 6.05 13.5 
1575 345.0 338.8 - 6.05 13.5 6.05 13.5 Closed 6.05 13.5 




The closure of gate 3 generated almost no movement nor damage to the prisms, proving to be the most efficient 
configuration (Figure 7c). On the contrary, the closure of gate 4 (French side, Figure 2b) generated a higher 
recirculation with a visually stronger return flow (Figure 6d). Results also showed the formation of a local 
displacement of the prisms downstream of gate 3 where the interaction with the return flow occurred (Figure 7d). 
These experimental tests showed that, overall, the prisms remained stable even for exceptional and unconventional 
operational scenarios. The closure of gate 4 was shown to be the least favourable scenario, which represents an 









(c) Gate 3 closed  (d) Gate 4 closed 





5.1.2. Reservoir Drawdown 
A lowering of the water levels in the Rhone River is scheduled for 2019. During this time, one of the gates will be 
most likely closed because of rehabilitation work on the dam spillways. The purpose of this test is, therefore, to study 
the behaviour of the prisms under this exceptional flow condition. As a result of the highest level of erosion observed 
in section 5.1.1, it was chosen to close gate n. 4, representing the most unfavourable scenario. A discharge of Q = 
700m3/s was imposed for a duration of 12 hours at model scale, which corresponded to 89 hours at prototype scale. 
The remaining three gates were fully open with a downstream level of ~337.7 m a.s.l. 
The configuration of the prisms obtained after the test is presented in Figure 8. Results showed little displacement of 
the prisms, with local erosion on the downstream side of gates 1 and 3. Nevertheless, the overall imbrication of the 
prisms as well as their stability remained guaranteed. Despite the closure of gate n. 4, the lowering of the water level 
scheduled for 2019 did not represent a critical scenario for the stability of the prisms. The effectiveness of the solution 
identified is thus verified. 
 
Figure 8. Distribution of the prisms after the test simulating the lowering of the water level scheduled for 2019. For this 
configuration, gate 4 was closed and the remaining gates were fully open (Q = 700 m3/s, duration 89 hours). 
6. Conclusion 
A physical model of the key features of the power plant was built at LCH-EPFL at a 1:55 reduction scale. First-stage 
test scenarios showed the presence of a recirculation due to the asymmetry of the plunge pool. This results into a flow 
return current that interacts with the spillway outflow jets, thus generating vortexes responsible for scour development. 
A solution with a vertical wall to re-establish symmetry within the plunge pool was successfully tested; however, this 
technique did not guarantee any protection against further erosion and requires the deployment of heavy machinery 
for construction.  
Some configuration with randomly-distributed concrete prisms were previously tested, proving their effectiveness in 
dissipating the residual energy of the spillways jets before these reached the bottom of the plunge pool. The random 
distribution was obtained as the combination of a first, geometrically distributed layer surmounted by prisms arranged 
with a random pattern. In this study, the robustness of the solution previously identified is presented and discussed. 
For this, two scenarios were chosen: (1) potential closure of one of the spillway gates; (2) lowering of the water level. 
The closure of gate n. 4 (right-hand side) was shown to be the least favourable scenario, with the generation of an 
even stronger recirculation and the local displacement of concrete prisms. Nevertheless, both tested scenarios showed 
that the prism configuration remained globally stable under to slightly different, but plausible, operating scenarios. 
1 2 3 4 
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This research presented a methodology used for the case study of Chancy-Pougny dam, leading to an effective solution 
to limit further uncontrolled development of the riverbed scour. The authors are convinced that these findings will 
assist other practical engineers in the design of better and safer hydraulic structures for similar structures equipped 
with short stilling basins. Scour monitoring is paramount for an earlier identification of potential uncontrolled scour 
development which may endanger the stability of the dam and other appurtenant structures.  
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Abstract:  A stilling basin is an energy dissipator for spillways and other hydraulic structures.  Designed to generate 
a hydraulic jump, the structure is meant to contain the jump and return excess flow safely downstream.  Traditional 
design for these structures was developed by United States Bureau of Reclamation (USBR) scientists.  Tests were 
conducted for a range of expected flow conditions (e.g., Froude number, incoming flow depth, tailwater depth, etc.) 
with a smooth chute providing the incoming flow conditions.  A common question among practicing engineers has 
become: is the stilling basin design criteria applicable if the approach entrance is a stepped chute?  Scientists at the 
United States Department of Agriculture (USDA) Agricultural Research Service (ARS) Hydraulic Engineering 
Research Unit (HERU) have developed a research program to evaluate the stilling basin performance associated with 
stepped chutes.  Physical model tests are conducted in a near prototype scale stepped chute facility.  Stilling basin 
Types I, II, III, and IV are being tested.  Preliminary results indicate the Froude number at the stepped chute toe 
ranges from 3.3 ≤ F ≤ 5.5.  Hydraulic jumps within this Froude number range were observed to be oscillatory in 
nature and result in potentially undesirable wave action downstream of the stilling basin for the lower Froude 
numbers.  Preliminary results indicate that the design criteria developed by USBR scientists are applicable for USBR 
Type IV stilling basins placed at the toe of stepped chutes.  This research is expected to extend the knowledge base 
regarding stilling basins associated with stepped chutes.   
Keywords: Stepped chutes, USBR stilling basin, hydraulic jump, energy dissipation, pressure, and Froude number.  
1. Introduction  
Stepped chutes applied to embankment dams have become a common embankment overtopping protection system 
and method for increasing spillway capacity for aging embankment dams experiencing hazard creep.  Hazard creep, 
is a term used to describe a hazard classification change of dams (e.g., low hazard to significant or high hazard or 
significant hazard to high hazard).  Hazard creep normally occurs when dams have experienced changing 
demographics, such as increased infrastructure (e.g., residential communities, utilities, transportation systems, etc.) 
built in the downstream breach inundation zone.  Stepped spillways provide advantages for addressing hazard creep 
situations.  These advantages include (1) application to existing embankment dams, (2) significant energy dissipation, 
(3) cost savings and shorter construction schedules as compared to traditional reinforced concrete spillways, and (4) 
smaller footprint for the energy dissipation outlet works (e.g., stilling basin) (PCA 2002).   
Extensive research on the hydraulic performance of stepped chutes applied to embankment dams is available.  Table 
1 provides a small sampling of literature on stepped chutes.  Few studies (e.g., Meireles et al. (2005), Cardoso et al. 
(2007), Simões et al. (2010), Bung et al. (2012), Frizell and Svoboda (2012), Hunt et al. (2014), Frizell et al. (2016), 
and Valero et al. (2016)) have focused on the energy dissipation outlet works, specifically stilling basins, for stepped 
chutes.  Stilling basins are a widely-accepted energy dissipation outlet works for smooth chute spillways.  Bradley 
and Perterka (1957a-f) with the United States Bureau of Reclamation (USBR) conducted multiple studies on stilling 
basins that have varying design features: no dissipation blocks or end sill, end sill, floor blocks with an end sill, and 
floor blocks with a dentated end sill.  Chanson (2002) identified prototype experience as one of the knowledge gaps 
in research for stepped chutes.  In addition, the lack of data for the hydraulic performance of stilling basins for stepped 
chutes has also been identified as a knowledge gap in research.  To address these knowledge gaps, scientists at the 
USDA-Agricultural Research Service (ARS) Hydraulic Engineering Research Unit (HERU) in Stillwater, Oklahoma, 
USA, have developed a research program to examine the performance of USBR stilling basins for stepped chutes in 
a nearby prototype modeling facility.   
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Table 1.  Summary of experimental conditions for stepped spillway research. 
 
Note:  aH-K (Hunt and Kadavy), C-T (Chanson and Toombes); C-C (Carosi and 
Chanson); M-M (Meireles and Matos), and F-C (Felder and Chanson).  bWeber 
number based on the equivalent clear water flow depth as the reference length, Ls.   
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0.3 2.34 0.07 to 0.11 30, 60 2.7 to 13.0 0.28 to 
0.77 
2.3 x 105 - - 
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1.1. Background 
Bradley and Peterka (1957a-f) developed six types of stilling basins.  The design criteria developed by Bradley and 
Peterka (1957a-f) was summarized in USBR (1973).  While USDA-ARS HERU scientists are conducting research on 
USBR Type I, II, III, and IV stilling basins, the focus of this paper will be on the one of the most commonly designed 
stepped chute outlet works, the Type IV stilling basin.  Fig. 1 provides a schematic of the Type IV stilling basin.  
According to USBR (1973), USBR Type IV stilling basins are recommended for 2.5 ≤ F ≤ 4.5.  The hydraulic jump 
occurring in a USBR Type IV stilling basin is described to be in the transitional stage such that the jump appears to 
be oscillatory in nature.  To address the propagating waves generated from the oscillatory jump, the USBR Type IV 
stilling basin is a longer basin than a USBR Type III.  An optional end sill and an increased tailwater depth for a USBR 
Type IV stilling basin as compared to the tailwater depth for a USBR Type III stilling basin keeps the hydraulic jump 
from sweeping out of the basin (USBR 1973). 
 
Figure 1.  Schematic of an USBR Type IV stilling basin. 
USBR (1973) outlines the design procedures for stilling basins and appurtenances (e.g., end sill, floor blocks, and 
chute blocks).  Froude number (F), incoming clear water flow depth (e.g., d1 = ycw), sequent flow depth (d2), and 
tailwater depth (TW) are the necessary design parameters for applying USBR stilling basin design procedures.  Froude 
number is most commonly defined as  
1gd
v
F =  (1) 
where v = velocity and g = gravitational constant.  Hunt et al. (2014) indicated the Froude number may be rewritten 
in terms of the incoming clear water flow depth (i.e. ycw = d1) and the critical flow depth, dc assuming continuity, such 
















F  (2) 













dc .   
Hunt et al. (2014) provide prediction relationships for determining incoming clear water flow depth (e.g., ycw = d1) 
depending if the flow entering the stilling basin is upstream or downstream of the free surface inception point as 
outlined in Equations 3 and 4.   
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=      (0.1 ≤ L/Li ≤ 1.0) (4) 
where h = step height,  = chute slope, L = length from the downstream edge of the broad-crested weir to the point 
of interest, and Li = characteristic length from the downstream edge of the broad-crested weir to the free-surface 
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inception point.  The design criteria developed by Hunt et al. (2014) are valid for 10° ≤ θ ≤ 30° and h/dc < 1/(1.2-
0.325tan). 
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As shown in Fig. 1, USBR Type IV stilling basins have an optional end sill.  The height of the end sill for a USBR 
Type IV stilling basin is approximately 1.25d1.  To keep the hydraulic jump contained in an USBR Type IV stilling 
basin, the minimum tailwater (TW) is recommended to be a minimum of 1.1d2.   
 
Meireles et al. (2005), Cardoso et al. (2007), Simões et al. (2010), Frizell and Svoboda (2012), Hunt et al. (2014), and 
Frizell et al. (2016) are a few of the researchers who have conducted comprehensive studies for expected Froude 
numbers for stilling basin design.  Meireles et al. (2005) conducted tests on what appears to be a USBR Type I stilling 
basin as no floor blocks or end sill are identified in their set-up.  The incoming approach to the stilling basin was a 
rather steep (i.e.  = 53.1°) stepped chute.  Meireles et al. (2005) found that the pressure head on the stilling basin 
floor is approximately 4.4 times the critical flow depth.  Cardoso et al. (2007) extended the research of Meireles et al. 
(2005) by investigating the pressure head in an USBR Type III stilling basin.  Cardoso et al. (2007) concluded that 
the pressure head normalized by the critical flow depth (dc) is independent of the step height on the approach chute 
and of the discharge.  Cardoso et al. (2007) indicated that the USBR Type III stilling basin was approximately 20% 
shorter than the required length of a USBR Type I stilling basin.  Simões et al. (2010) concentrated their studies on 
relatively steep (45° ≤  ≤ 59.04°) stepped chutes.  Froude numbers ranged from 4.01 ≤ F ≤ 11.6 in their studies.  It is 
unknown whether the studies were conducted for skimming flows or at what scales the tests were conducted.  Studies 
by Frizell and Svoboda (2012) and Frizell et al. (2016) encompassed milder sloped (14° ≤ θ ≤ 51.34°) stepped chutes 
that are indicative of those applied to embankment dams, where slopes typically range from 14° ≤ θ ≤ 26.6°.  Frizell 
and Svoboda (2012) and Frizell et al. (2016) reported Froude numbers ranging from 4.0 ≤ F ≤ 14.8.  Froude numbers 
of this magnitude are typically associated with relatively high velocities, and in the case of Frizell and Svoboda (2012) 
and Frizell et al. (2016), the high velocities were induced by a jet box.  A jet box may skew the results as the developing 
air entrained flow would not be developing naturally in the stepped chute.  Hunt et al. (2014) solely focused their 
research on stepped chutes most commonly associated with embankment dams (i.e. 14° ≤ θ ≤ 26.6°).  In addition, the 
research was conducted at near prototype conditions with reported Froude numbers ranging from 3.3 ≤ F ≤ 5.5. Unlike 
Frizell and Svoboda (2012) and Frizell et al. (2016), Hunt et al. (2014) allowed the air entrained flow to develop 
naturally as one would expect in a real-world application of a stepped chute.  Frizell et al. (2016) concluded the 
Bradley and Perterka (1957a-f) design criteria for stilling basins can be confidently applied to stepped chutes; however, 
given the high velocities and subsequent Froude numbers reported from their study, it appears appropriate to 
investigate the application of stilling basins associated with stepped chutes a bit further.  In addition, today’s 
technology allows for a more comprehensive data collection (e.g., floor pressures, air concentrations, velocities) than 
originally reported by Bradley and Peterka (1957a-f).  Thus, this study is intended to extend the knowledge base for 
stilling basin design.  
2.  Experimental Set-Up 
Scientists at the USDA-ARS HERU are in the preliminary stages of conducting research on a series of stilling basin 
types (e.g., USBR Type I, II, III, and IV) first established by Bradley and Peterka (1957a-f) and outlined in USBR 
(1973).  The stilling basin approach for all tests is a large-scale 3(H):1(V) (e.g.,  = 18.4°) stepped chute with a width 
of 1.83 m, total drop of 5.18 m, and step height of 305 mm.  This stepped chute facility was designed and constructed 
to minimize scale effects as described by Hunt et al. (2014).  To date, the USBR Type IV stilling basin with a width 
of 1.83 m has been tested with discharges of 0.42, 0.85, and 1.7 m3/s.  These discharges are classified as skimming 
flow according to Chanson (2002) and Ohstu et al. (2004).  The stilling basin length, end sill height, and tailwater 
were adjusted for each test depending on discharge according to USBR (1973) criteria.  Based on the discharges of 
0.42, 0.85, and 1.7 m3/s, the measured Froude number was 4.56, 4.22, and 4.10, respectively, as compared to the 
calculated Froude numbers of 3.77, 3.93, and 4.11 using Eq. (1). The stilling basin proportions were designed using 
the calculated Froude numbers, thus resulting in stilling basin lengths (Lbasin) tested of 2.0, 3.3, and 5.4 m and end sill 
height (hendsill) of 0.09, 0.14, and 0.22 m, respectively.  During testing, the measured flow depth and velocity at the 
entrance to the stilling basin was used to calculate the Froude number and sequent flow depth (d2).  The sequent flow 
162
 
depth was also measured during the tests.  These measured data were used to set the tailwater for each test and used 
for the data analysis reported herein.  Fig. 2 illustrates an USBR Type IV stilling basin in relation to the end sill 
configurations.   
 
Figure 2.  Schematics of (a) the piezometer port locations for obtaining pressure readings along the centerline of the stilling basin 
floor and (b) the USBR Type IV stilling basin test configuration. 
Data collected during each test included water surface elevation, bed surface elevation, flow depth, pressure head, 
velocity, and air concentration.  A two-tipped fiber optic probe coupled with a data acquisition system served as the 
instrumentation for flow depth, velocity, and air concentration measurements on the chute at the entrance to the stilling 
basin.  In the stilling basin area, a point gage was used to measure water surface and bed surface elevations. Pressure 
measurements from up to twenty-seven piezometer port stations along the centerline of the stilling basin floor were 
collected.  Fig. 2 illustrates the chute configuration and the piezometer port stations for the USBR Type IV stilling 
basin. These readings were taken both visually from a manometer board coupled with a pressure transducer manifold 
as well as electronically with a data acquisition system.  The pressure transducer system was an UltraLow Wet-Wet 
differential pressure transducer (e.g., Validyne DP DP103) connected to a sine wave carrier demodulator (e.g., 
Validyne CD15).  The high-pressure port was connected to the piezometer manifold and the low-pressure port open 
to the atmosphere.  The demodulator output was +/-10 Vdc, and the accuracy was +/- 0.25% FS (+/- 5.6 mm).  The 
data acquisition system was a DataQ DI-158U compact data acquisition kit with a 12-bit resolution.  It had a range of 
+/- 10V, an accuracy of +/- 0.25% FSR, a resolution of +/- 4.88 mV, a sampling rate of 100 HZ, and a sampling time 
of 60 seconds.    
3.  Discussion and Conclusions 
For stilling basins, Hunt et al. (2014) reported incoming Froude numbers of 3.3 ≤ F ≤ 5.5 with stepped chutes approach 
conditions.  The percent difference in the measured and calculated ranged from 0.2% to 17%, with the greatest 
difference observed for a test discharge of 0.42 m3/s. While the tests were conducted under skimming flow conditions 
according to Chanson (2002) and Ohstu et al. (2004), visual observations during tests noted the discharge of 0.42 m3/s 
was very close to the nappe or transitional flow regime.  This observation may account for the greatest difference 
between the measured and calculated Froude number for the smallest discharge tested.  Unlike Frizell et al. (2012), 
these Froude numbers were generated by the aerated flow developing naturally as it descended the chute.  For the 
lower Froude numbers, an oscillatory hydraulic jump was observed, which is indicative of Froude numbers within a 
range of 2.5 ≤ F ≤ 4.5 according to USBR (1973).  With the oscillatory jump, waves were observed to propagate 
downstream of the stilling basin when the optional end sill was not included in the design.  When tested with the 
optional end sill, the oscillatory wave action was dampened to some degree.  For F > 4.0, the hydraulic jump becomes 
better well-balanced.  Increasing the tailwater above the recommended tailwater setting appears to dampen the 
oscillating behavior of the jump, but the improvement is slight.   
The pressure data was used to determine the pressure head, Hp, and, along with the other elevation data, was referenced 
to the stilling basin floor elevation of 0.0 m.   Fig. 3 illustrates the maximum, mean, and minimum pressure heads; the 




















































































Chute configuration and piezometer port stations (m) for the basin area
chute slope = 18.4 degrees,  step height = 0.15 m
chute and basin width = 1.83 m





observed for the USBR Type IV stilling basin at a discharge of 1.7 m3/s.  The pressure head at all locations along the 
stilling basin floor were positive which reduces the potential uplift forces on the basin floor slab.  The maximum 
pressure head occurs near the intersection of the pseudo-bottom of the chute floor and the stilling basin floor or 
approximately station 0 m, while the minimum pressure head occurs slightly upstream of station 0 m near the step 
edge of the chute.  The water surface elevations correspond with the mean pressure head as the flow approaches the 
stilling basin end sill.  The mean pressure head from the pressure transducer data and the manometer board data agree 
with one another.  The variance (2) of the pressure data was used as an indicator of the turbulence level along the 
length of the basin.  The flow turbulence slowly decays along the length of the basin and reaches minimum values 
near the end sill. The data for the stilling basins tested at a discharge of 0.42 and 0.85 m3/s showed similar trends. 
To generalize the data the mean pressure head, water surface elevation and bed surface elevation data were normalized 
by the sequent flow depth (d2). Fig. 4 illustrates the normalized water surface elevation as the normalized mean 
pressure head approaches the design normalized tailwater elevation of 1.1d2 near the location of the endsill, and the 
length of the hydraulic jump is between 5d2 to 6d2 from the toe of the stepped chute.   The length of the hydraulic 
jump is in good agreement with Bradley and Peterka (1957d) and USBR (1973).   
 
Figure 3.  Maximum, minimum, and mean pressure head (Hp); manometer pressure head; water surface elevations; bed surface 
elevations; and variance of pressure data along the centerline of an USBR Type IV stilling basin tested with a discharge of 1.7 
m3/s.  
 
Figure 4.  Mean pressure head, Hp, and water surface elevation normalized by the sequent flow depth, d2, along the centerline of 
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The preliminary results provided herein extend the knowledge on stilling basin performance when designed as the 
outlet works for stepped chutes.  The research performed by Bradley and Peterka (1957a-f) provide a basis for 
designing stilling basins for stepped chutes.  The results from this research indicate that the stilling basin design criteria 
developed by Bradley and Peterka (1957d) and summarized by USBR (1973) is applicable for stepped chutes.  In 
addition, these preliminary results may alleviate design engineers’ concerns of negative pressures underneath the 
stilling basin floor.     
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Abstract: At the beginning of the operation of a Hydropower Station adopted a new type of stilling basin with multi-horizontal 
submerged jets (MHSJ), it was found there was a phenomenon of roller shutter door and window vibration in some local area of 
the downstream region during the flood discharging process. The prototype observation indicated that the flow induced vibration 
is greatly influenced by flood discharging types with different open combination of the sluice gates. Flow fluctuating pressure is a 
main load that frequently causes damages to flood discharge structures, which is a crucial incentive that caused flow induced 
vibration of the downstream region of the hydropower station. In this paper, from the perspective of hydraulics, the flood 
discharging types with different open combination of the sluice gates under same flood discharge were simulated through a series 
of hydraulic model experiments. Judged by the values of fluctuating pressure on the bottom plate of stilling basin, it was found the 
joint discharging type of surface outlets and middle outlets is better than surface outlets discharging type or middle outlets 
discharging type. The response law between discharge allocation proportion of each outlet and fluctuating pressure characteristics 
in the still basin was preliminary revealed. The optimal flood discharge types were obtained. The research results can provide 
technical support for the operation and management of the Hydropower Station. The reduction of vibration intensity from the 
source is expected. 
Keywords:  Fluctuating pressure, multi-horizontal submerged jets (MHSJ), experimental model, flood discharge type 
1. Introduction 
The natural river located at the dam site of a Hydropower Station had the characteristics of “high water head, large 
unit discharge, frequently flood discharging and high sediment laden”, so the way of the flood discharge and energy 
dissipation was mainly affected by atomization, navigation, desilting and geological conditions. The study of Lian JJ 
et al. (2009) and Efimenko A (1995) showed that  the traditional bottom-flow energy dissipater will cause high close-
to-bed velocity in the stilling basin which usually interacts with the structure and brings severe damage to the bottom 
plate. In order to overcome those limitations, a new type of stilling basin with multi-horizontal submerged jets (MHSJ) 
had been proposed and adopted. MHSJ had been investigated by many researchers. Huang et al.  (2008) pointed out 
the drop height and the height-differences between surface and middle outlets of MHSJ affect the close-to-bed velocity 
and flow performances in the stilling basin. Yang et al. (2004) and Li et al. (2004) (2006) conducted studies on the 
energy dissipation mechanism of MHSJ, found that several strong shear flows were formed in the stilling basin and 
the effect of energy dissipation was enhanced. Zhang et al.  (2005) studied the hydraulic characteristics and dissipated 
energy ratio in a stilling basin of MHSJ, the formula to calculate the conjugate water depth and energy dissipated ratio 
were obtained. 
After the power station was completed, through prototype monitoring, it was detected that by using the new type of 
energy dissipater, the problems of flood discharge and energy dissipation were conquered. The flow pattern in the 
stilling basin, the energy dissipation rate, the dam safety and other hydraulic characteristics showed good properties.  
The effects of weak atomization, high energy dissipation ratio, low close-to-bed velocity, stable flow pattern, flexible 
flood discharge mode, and suspended sediment passing in security was achieved. But during the flood discharging 
process, it was found there was a phenomenon of roller shutter door vibration, furniture fibrillation, and chandelier 
swing in some local area of the downstream region.  
As is known, dam body and discharge structure vibration induced by high-speed flow is a common problem that most 
high dam projects must face. Flow fluctuating pressure is a main load that frequently causes damages to flood 
discharge structures. The fluctuating load in turbulent flow has a great impact on the time-averaged movement and 
the vibration of hydraulic structure, which was the incentive that caused roller shutter door vibration, furniture 
fibrillation, and chandelier swing in some local area of the downstream region of the hydropower station. In this paper, 
from the perspective of hydraulics, the flood discharging types under different open combination of the sluice gates 
were simulated through a series of hydraulic model experiments. The relationship between the operational schemes 
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of the sluice gates and the fluctuating pressure in the stilling basin was explored, which possessed great significance 
for the basic theories research and the solutions for the doors and windows vibration problem in the local area of the 
downstream region.  
2. Experimental Set-up 
The experimental model was designed based on a hydropower station. The experimental layout was shown 
schematically in Fig.1. The model of the project includes upstream reservoir, flood discharging section, stilling basin 
and downstream reach. The MHSJ energy dissipater was also contained in the model. The flood discharging section 
consists of 6 surface outlets and 5 middle outlets, which were disposed alternately. The width of the surface outlet and 
the middle outlet was 8.0 m and 6.0 m, respectively. The elevation of the surface outlet and the middle outlet was 
261.0 m and 253.0 m, respectively. The stilling basin was 228.0 m long and 108.0 m wide. The elevation of stilling 
basin slab was 245.0 m. The experimental model was established according with Froude similitude (tested in a 1:80 
scale physical model). The upstream reservoir was built by concrete structure, and the flood discharging section, 
stilling basin and downstream reach were made of transparent PMMA (polymethyl methacrylate). The test section 
settled in a rectangular flume was 14.0 m long, 1.0 m wide and 0.8 m high. Water supplying facility with the capacity 
of 200 L/s was placed in front of the upstream reservoir. The discharge was measured by a rectangular measuring weir. 
The water level in the upstream reservoir was measured by testing probe. The water level downstream was adjusted 
by a gate. DJ800 multifunctional monitoring system was used for data acquisition and data processing of fluctuating 
pressure, then the characteristics of the experimentally measured fluctuating pressure on the bottom floor and guide 
wall of the stilling basin was focused. 31 measuring points were set on the center part of the stilling basin slab. 20 
measuring points were set on the right guide wall of the stilling basin, since the stilling basin is symmetrical in the 
model. The arrangement of the measurement region and the numbering of measuring points were shown in figure 1.  
The field monitoring result indicated that even under an identical flood discharge, some flood discharging patterns 
caused ambient door or window vibration while others didn’t. In consideration that the fluctuating pressure 
characteristics were always affected by the flow patterns, therefore, it is necessary to conduct several groups of 
experiments with different open combination of the sluice gates under same flood discharge. Under this principle a 
total of 10 experimental work conditions were designed. The 10 experimental work conditions were divided into three 
categories according to the open combination of the sluice gates, that is: flood discharging through surface gates only, 


















Figure 1.  Experimental setup and the layout of the measuring points 
3. Comparative Analysis and Optimal Selection of Different Flood Discharging Types 
When flood discharged through a single stilling basin under a certain value, the fluctuating pressure characteristics 
under the condition of different operational schemes of the sluice gates were investigated through comparative analysis. 
The operational schemes of the sluice gates contained: discharging through middle outlets only (“middle outlets 
discharging” for short), discharging through surface outlets only (“surface outlets discharging” for short) and 
discharging by joint operations of surface outlets and middle outlets (“joint discharging” for short). Fluctuating 
pressure values on the bottom plate and the guild wall of the stilling basin were treated as the comprehensive judgment 
standard to evaluate the advantages and disadvantages of the three-different flood discharging types. The smaller 
fluctuating pressure values reflected the better flood discharging type. 
According to the judgment standard mentioned above, 3000 m3/s flood discharging through a single stilling basin 
(equals to 6000 m3/s flood discharge through both stilling basins) was taken as an example to conduct comparative 
analysis and optimal selection of different flood discharging types. 10 experimental conditions were carried out at 
3000 m3/s flood discharge. Details of the 10 experimental conditions were shown in table 1. Among them, middle 
outlets discharging includes case 1 and case 2, surface outlets discharging includes case 3, case 4 and case 5, joint 
discharging includes case 6, case 7, case 8, case 9 and case 10. Fluctuating pressure values of the stilling basin were 
shown in figure 2. Thereinto, the fluctuating pressures on the bottom plate were shown in figure 2(a), 2(b) and 2(c), 
the fluctuating pressures on the guild wall were shown in figure 2(d), 2(e) and 2(f).  
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Table 1. Details of experiments under 3000 m3/s flood discharge 
Condition No. Flood discharge type (outlets not 




water level (m) 
Downstream 
water level (m) 





Case 2 2# and 4# middle outlets partly opened 
uniformly 
Case 3 1#, 2#, 5# and 6# surface outlets partly 
opened uniformly 
Case 4 2#, 3#, 4# and 5# surface outlets partly 
opened uniformly 
Case 5 1#~6# surface outlets partly opened 
uniformly 
Case 6 
 1#, 5# middle outlets partly opened 
uniformly and 2#, 5# surface outlets 




 1#, 5# middle outlets partly opened 
uniformly and 3#, 4# surface outlets 
partly opened uniformly 
Case 8 
 2#, 4# middle outlets partly opened 
uniformly and 3#, 4# surface outlets 
partly opened uniformly 
Case 9 
 1#~5# middle outlets partly opened 
uniformly with 1000 m3/s discharge and 
1#~6# surface outlets partly opened 
uniformly with 2000 m3/s discharge 
Case 10 
 1#~5# middle outlets partly opened 
uniformly with 2000 m3/s discharge and 
1#~6# surface outlets partly opened 
uniformly with 1000 m3/s discharge 
 
 Assessed by the judgment standard, it can be found from figure 2 that the joint discharging condition was better than 
the middle outlets discharging or surface outlets discharging condition. It can also be found the middle outlets 
discharging condition and surface outlets discharging condition had their advantages and disadvantages respectively. 
As shown in figure 2(a), 2(b), 2(c) and 2(d), the surface outlets discharging condition was better than the middle 
outlets discharging condition. As shown in figure 2(e) and 2(f), the middle outlets discharging condition was better 
than the surface outlets discharging condition. To the realistic situation, many bottom plates of stilling basin were 
severely damaged due to flood release and energy dissipation. Through overall consideration, the sequence of flood 
discharging types from advantage to disadvantage can be listed as: joint discharging, surface outlets discharging and 




Figure 2.  The fluctuating pressure values in the stilling basin caused by three different flood discharging types under 3000 m3/s 
flow rate 
 As mentioned above that the joint discharging condition was better than middle outlets discharging or surface outlets 
discharging conditions, furthermore, there were some discharging conditions more favorable inside the joint 
discharging conditions. In order to find out the optimal operational schemes of the sluice gates on a more granular 
level, the joint discharging experimental conditions (case 6, 7, 8, 9 and 10) were analyzed particularly. On the whole, 
the fluctuating pressures of case 6, 7, 8, 9 and 10 were compared in figure 3. Thereinto, the bottom plate fluctuating 
pressure was shown in figure 3(a), 3(b) and 3(c), the guild wall fluctuating pressure was shown in figure 3(d), 3(e) 
and 3(f). Out of those figures as a whole, it can be found that case 9 and case 10 were the optimal operational schemes 
under 3000 m3/s discharge of a single stilling basin. Judged from the fluctuating load on the bottom plate or the guild 
wall, the advantages and disadvantages of case 9 and case 10 were determined by the ratio between middle outlets 
discharging volume and surface outlets discharging volume. Seen from figure 3, it can be found the fluctuating load  
of discharging trough surface outlets was larger than that of discharging trough middle outlets, the bottom plate 
fluctuating load in case 9 was smaller than that of case 10, but the guild wall fluctuating load in case 9 was larger than 
that of case 10. Therefore, on the basis of comprehensive consideration, when considering more of the frequent 
damage of bottom plate, the case 9 was the best; when considering more of the guild wall fluctuating load, the case 
10 was the best. In consideration of the reality that many bottom plates of stilling basin were severely damaged, in 
this paper, fluctuating load on the bottom plate were taken as the first reference to evaluate the discharging types. 
Through contrastive analysis of Figure 3, the sequence from advantage to disadvantage of the five flood discharging 
conditions under the joint discharging types with the discharge of 3000m3/s can be listed in table 2. 
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Figure 3.  Comparison chart of five different cases through joint discharging under the condition of 3000 m3/s flow rate 
 
Table 2. The sequence of the five flood discharging conditions under the joint discharging types with the discharge of 3000m3/s 
 Ranking form advantage to disadvantage Condition No. 
1 Case 9 
2 Case 10 
3 Case 8 
4 Case 6 
5 Case 7 
 
 Among the experimental conditions carried out in the experimental program, except the 10 experimental conditions 
analyzed in this paper, other experimental conditions under different flood discharge were also compared respectively 
when the work conditions at a same discharge value. The comparative analysis method was the same as what was 
conducted under the condition of 3000 m3/s flood discharge above, and the conclusions were similar with that got 
from the 3000 m3/s flood discharge experimental conditions. The details of the full-scale analysis of all the other 
experimental conditions were not described in this paper.  
4. Conclusions 
 Based on a practical hydropower station with the energy dissipation pattern of MHSJ, a series of systematic hydraulic 
physical model experiments were carried out in this paper. Under the experimental conditions with different open 
combination of the sluice gates, the characteristics of fluctuating load on the bottom plate and guide wall of the stilling 
basin was observed and investigated. The relationship among fluctuating load and open combination of the sluice 
gates was obtained through deep analysis and the following conclusions were drawn:  
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1. The fluctuating load on the bottom plate and the guide wall of the stilling basin was closely related to the operational 
schemes of the sluice gates and the flood discharge type. Obvious differences of the fluctuating pressure characteristics 
were shown under a same flood discharge with different flood discharge type. The sequence of the fluctuating load 
under the three flood discharging types from small to big was as follows: joint discharging, surface outlets discharging 
and middle outlets discharging. Judged from the fluctuating load, in general, the sequence of flood discharging types 
from advantage to disadvantage also was: joint discharging, surface outlets discharging and middle outlets discharging.  
2. Through further analysis of the joint discharging cases, the optimal operating conditions of the sluice gates were 
selected out. On the whole, in terms of reducing fluctuating load, the work conditions of symmetrically opening all 
the gates were more effective than those of asymmetrically opening the gates, which also ameliorated  the flow patterns 
in the stilling basin, then could significantly reduce the influence that lead to peripheral ground vibration.  
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Abstract: Inflatable gates have a number of advantages when compared with standard steel gates. In case of flood the 
rubber membrane is deflated to a flat structure and placed on the weir sill. This paper deals with the energy dissipation at 
inflated gates, in particular the influence of the weir sill on the design of the stilling basin with respect to the described 
boundary conditions. Numerical investigations were carried out using OpenFOAM (Open source Field Operation and 
Manipulation). Additionally, experiments were performed in a physical model. The hydraulic characteristic of low Froude 
hydraulic jumps, turbulent flow structures, and the energy dissipation mechanisms during overflow are presented and 
discussed.  
Keywords: Inflatable gate, weir, energy dissipation, stilling basin, hydraulic jump, low Froude number  
1. Introduction 
An inflatable rubber gate consists of a multi-ply rubber membrane, which is fixed to the weir sill using clamp 
plates and anchor bolts. The gate is inflated by pumping air or water inside the rubber body until the design 
height or design pressure is reached. It is deflated by allowing the air or water inside the rubber body to escape. 
The simplicity and flexibility of the structure is a key consideration in its wide scope of applications. With an 
appropriate design, the height of the weir sill can reach 25-30% of the upstream flow depth without a 
“noticeable” backwater effect, which is advantageous not only for costs but also for maintenance (Gebhardt et 
al. 2012). The weir sill of a rubber gate is characterized by a broad horizontal crest where the length is 
determined by the deflated rubber membrane. In general, the minimum length of the weir sill corresponds to the 
length of the deflated membrane. In practice the sills are even longer to provide space in order to ease 
installation and maintenance or to set stop logs. The length of the deflated membrane depends also on the filling 
medium: The circumference length of an air-filled type is shorter than the water-filled type. Hence, the length of 
the weir sill can be shorter (PIANC 2018). A comparison is given by JIID (1986) to give the reader an idea of 
the different sill lengths for an air-filled and for a water-filled type with the same gate height hd, where hd is 
defined as the vertical distance between weir sill and gate crest (Figure 2). The length of a deflated membrane is 
1.74 hd for the air-filled and 2.35 hd for the water-filled type. Fig. 1 shows different types of weir sills at rubber 
gates.  
In low head hydraulic structures, such as inflatable gates, energy dissipation under a low Froude number 
hydraulic jump is a common hydraulic problem. Poor energy dissipation is leading to large waves in 
downstream river beds, and erosion might occur. This paper deals with the problem of energy dissipation of 
inflatable gates and the optimization of the geometry of the weir sill and the stilling basin with respect to the 
described boundary conditions. The objective of the study was to define a standard stilling basin in order to 
reduce the necessity for further investigations. Therefore, numerical investigations were carried out using 
OpenFOAM (Open source Field Operation and Manipulation). The final geometry was tested in an existing 
physical model.  
  




2. Designing Stilling Basins 
2.1. Direct Hydraulic Jump 
Stilling basins are used to dissipate the energy of water in order to prevent scouring caused by high velocities 
downstream of the weir. This scouring might damage the foundation of the dam. The primary method for 
dissipating energy is to generate a hydraulic jump. Several books discuss a range of design techniques for 
stilling basins such as Rouse (1967), Chow (1959), or, most recently, Chanson (2009). The design is based on 
the Froude Number of the approaching flow, which is determined by the head and the geometry of the 
substructure. If a rubber gate is installed on top of a weir sill, additional energy dissipation takes place on the sill 
as long as the nappe touches the sill. One of the main objectives of this study was to develop a standard which 
could be used in the future and minimize the need for individual model tests. 
Today, extensive literature can be found on hydraulic jumps which are reviewed, for instance, in Singh and 
Hager (1992). More recently, Chanson and Montes (1995) focus on undular hydraulic jumps, which are 
characterized by a smooth rise of the free-surface followed by a train of well-formed stationary waves. For a 
rectangular horizontal channel the equation of Bélanger (1941) is used to calculate the conjugate water depth y2 
as a function of the inflow Froude number Fr1 and the water depth y1. In Eq. (1) bed friction is neglected. 
𝑦2 =  
𝑦1
2
(√1 + 8 𝐹𝑟1
2 − 1) (1) 
 
Applying the energy equation, the energy-head loss ΔHL due to the violent turbulent mixing and dissipation in 
the hydraulic jump can be derived: 






The ratio ΔHL/H1 is known as the relative energy-head loss. Fig. 2 shows a definition sketch.   
2.2. Hydraulic Jump Classification 
In general, the higher the inflow Froude number at the entrance to a basin, the more efficient the hydraulic jump. 
Typically, the hydraulic jump is classified in dependence of the inflow Froude number. Undular (Fr1 < 1.7), 
weak (1.7 < Fr1 < 2.5), oscillating (2.5 < Fr1 < 4.5), steady (4.5 < Fr1 < 9.0), and strong jump (Fr1 = 9.0) are the 
“classical” forms of hydraulic jumps (Chow 1959). Note the formations of these jumps also require an adequate 
downstream water level. A tailwater depth lower than the conjugate water depth y2 will lead to supercritical 
conditions and a tailwater depth higher than the conjugate water depth y2 to a drowned or submerged hydraulic 
jump.  
In practical problems, the tailwater fluctuates, owing to changes in discharge. Hence, the tailwater rating curve 
has to be compared with the jump rating curve. If the tailwater depth increases, the jump will be forced 
upstream, drowned, and will finally become a submerged jump. Against this background the guideline for river 
bottom protection structures, drop structures, chutes, cascades, and sills (DIN 19661-2 2000) enlarges the above 
mentioned classification. Undular flow (Type a) occurs when the head is too small to create super-critical 
conditions below the drop and submerged hydraulic jump (Type b) or partly submerged jump (Type c), where 
the outflow Froude number is Fr2 < 0.5. Finally, the non-submerged hydraulic jump is introduced for Fr2 > 0.5 
(Type d). In order to ensure a high energy dissipation, there exist some recommendations for the submergence 
 




ratio ε, which is defined as the ratio of the tailwater depth yt and the conjugated water depth y2 with respect to 
the level of the stilling basin. Hence, the submergence ratio has to be supplemented by the stilling basin depth.  





Alternatively, the definition of Rajaratnam (1965) is common for Sf =  (𝑦𝑡 − y2) y2⁄ . According to Blind 
(1987) the submergence ratio should be in the range 1.05 < ε < 1.25. With increasing submergence ratio the 
energy dissipation will get worse again. This recommendation can also be found in DIN 19661-2 (2000) for 
drop structures. According to George (1978) or Bollrich et al. (2013), the water depths in the basin should be 
about 5% greater than the computed conjugate depth. 
2.3. Length of Hydraulic Jump 
The length of the jump cannot be determined easily by theory or in a scale model. It has been investigated by 
many researchers and quite a number of empirical relations are available (Table 1). 
Table 1. Empirical equations for the jump length given by some authors. 
Author Length of hydraulic jump LT 
Woycicki (1931) 
discussed in Bollrich et al. (2013) 
𝐿𝑇
𝑦1
=  0.05  (81√1 + 8 ∙ 𝐹𝑟1
2 − 2 ∙ 𝐹𝑟1




=  k ∙ y2  with k = 4.8/5.8/… for Fr1 = 2.4/4/… 
Blind (1987) 𝐿𝑇 =  4.5 ÷  6.0 (y2 – y1) 
 
2.4. Design Considerations 
The design of a stilling basin is a typical question in hydraulic engineering and, most of the time, an individual 
investigation for one site with its specific boundary conditions. Where standards are available, such as with the 
United States Bureau of Reclamation (USBR) stilling basins (Peterka 1984) or the St. Anthony Falls (SAF) 
stilling basin (Blaisdell 1959), the basin type can be chosen according to the inflow Froude number Fr1, and the 
dimensions can be determined as a function of the inflow water depth. In general, a stilling basin is designed to 
dissipate the kinetic energy of the flow in a hydraulic jump, and the objective of the designer is to ensure that 
the jump is not swept out of the stilling basin. The design involves the determination of the depth, length, and 
shape of the basin for a design flood, which can be significantly different and lower compared to the design 
flood of the dam.  
Generally, the form of a stilling basin can range from a simple concrete apron to a complex structure including 
chute blocks, baffles, or end-sills, depending on the inflow Froude Number. Chute blocks, baffles, and end sills 
are measures to increase the energy dissipation rate and reduce the length. But, today the fish passage through 
stilling basins is also considered to be a direct cause of injury or mortality or an indirect cause (increased 
susceptibility of disorientated or shocked fish to predation). Biologists discern the physical impact against 
energy dissipators as one possible cause for fish damages (Marmulla 2001). Therefore, a conventional stilling 
basin is considered in this study. However, there are other factors, such as shearing effects, abrasion against 
surfaces, turbulence, or sudden variations in velocity and pressure. But, they cannot be prevented due to the 
characteristics of the hydraulic jump phenomenon to develop large-scale turbulence, surface waves, energy 
dissipation, and air entrainment.  
3. Numerical and Experimental Set-Up  
The numerical simulations were performed with the open source CFD toolbox OpenFOAM® with the two-
phase transient solver interFoam in version 1.6. A detailed description can be found in Rusche (2002). A 3D 
model with a clear width of 2.11 m was created and discretized with a hexahedral dominant mesh with a base 
mesh size of 20 cm. Areas where small-scale phenomena like flow detachment occur (e.g., the crest) were 
discretized up to a mesh size of 2.5 cm (Fig. 3). For turbulence modelling a Large Eddy Simulation (LES) was 




sufficient to resolve the large-scale turbulence in a hydraulic jump directly. As computing resources were not a 
limiting factor for this investigation, it was considered to be advantageous not to use a possibly error-prone 
turbulence model based on Reynolds-averaging. Three-dimensional transient calculations with stationary 
boundary conditions were conducted until a quasi-stationary state was achieved. A constant discharge and a 
variable water level were specified as boundary conditions for the inflow. At the outflow a fixed downstream 
water level and variable discharge were prescribed. For this, a set of in-house developed boundary conditions 
was used (Thorenz and Strybny 2012). The cross section of the rubber gate was measured in a physical model 
and used as geometry for the numerical simulations.  
It should be noted that an accurate prediction of air entrainment is still challenging in numerical models, 
especially at the free-surface. It was assumed that the high resolution of the LES approach helps to reproduce 
these effects. In Open FOAM the Volume-of-Fluid (VOF) model is used to capture the interface between two 
fluids, where the value α defines the ratio of air and water in one cell. For simplicity it is common practice that 
the interface is represented in post-processing by an isosurface for α = 0.5. Against this background it is obvious 
that air entry into the water simulated by VOF model is different with the prototype experiment but also with the 
physical model. Physical models are affected by scale effects, with Weber and Reynolds numbers usually being 
too low to adequately reproduce observed flows.  
In order to test the optimized geometry of the stilling basin, systematic experimental tests were carried out on a 
physical model in the laboratory of the BAW (Fig. 4). The tests were performed in a 2.33 m wide flume with a 
length of 15.00 m and a height of 0.60 m. The discharge was varied between 15 l/s ≤ Q ≤ 370 l/s. All tests were 
conducted with free weir overflow. The upstream water level yu was measured by ultrasonic probes approx. 
1.40 m upstream of the weir in the channel center. The measuring error of the water level probes was about 
±0.1 mm. The discharge was controlled by a magnetic-inductive flowmeter (MID) and electrically adjustable 
valves with a measuring error of about ±0.8 l/s.  
4. Simulation Results 
4.1. Energy Dissipation Caused by Weir Sill 
When the rubber gate is partly inflated and overtopped, the weir sill performs like a drop structure. This effect is  
typically used at stepped spillways, where a series of drops generate substantial energy losses on the spillway 
structure itself, thereby reducing the need for a more costly geometry of a stilling basin. In order to estimate the 
energy loss on the sill, simulations were carried out for eight gate heights hd between hd/hu = 0.85-0.29 
 
 Figure 3.  Example of a generated mesh for a partly deflated rubber gate, weir sill and stilling basin - base mesh size of 
20 cm, refinement up to 10 cm (air-fluid interface), 5 cm (stilling basin) and 2.5 cm (separation zone at rubber gate). 
   
 Figure 4.  Physical model: rubber gate (left); weir sill with vertical apron and stilling basin with sloping end sill 




(Table 2), while the upstream water level yu was kept constant and the tailwater level yt was adjusted to achieve 
near critical conditions (Frt = 1) downstream of the considered stilling basin.  
Table 2. Boundary conditions and results of the numerical simulations. 
q [m²/s] hu [m] hd [m] hd/hu [-] cq [-] yt [m] yt/hu[-] 
0.96 5.34 4.54 0.85 0.45 0.45 0.19 
1.90 5.29 4.02 0.76 0.45 0.72 0.20 
2.82 5.33 3.73 0.70 0.47 0.93 0.19 
3.72 5.28 3.38 0.64 0.48 1.12 0.19 
4.60 5.31 3.13 0.59 0.49 1.29 0.18 
6.08 5.31 2.87 0.54 0.52 1.45 0.18 
8.70 5.29 2.22 0.42 0.55 1.86 0.23 
11.80 5.30 1.54 0.29 0.58 1.90 0.30 
 
Fig. 5 shows mean velocity distributions in vertical cross sections. It can be seen that the nappe falls up to 
hd/hu = 0.76 completely on the weir sill. In terms of stepped spillways, this flow regime is described as nappe 
flow, which is defined as a series of free falling jets of water tumbling from one step to the next. Small hydraulic 
jumps can occur on each step, which are enhancing energy dissipation. In contrast, skimming flow is described 
as step tips forming a virtual-boundary above where the flow skims in a reasonably coherent stream down the 
spillway, although highly turbulent and aerated over much of the length of the chute (Frizell and Frizell 2015). 
This can be seen in Fig. 5(c) and Fig. 5(d), where the nappe partly touches the end of the weir sill. For higher 
discharges the nappe falls directly in the stilling basin and a recirculation zone develops under the nappe without 
  
 Figure 5.  Simulation results for eight gate heights hd between hd/hu = 0.85-0.29, constant upstream water level hu and no 
tailwater effects (Frt = 1). 
(a) hd/hu = 0.85 (b) hd/hu = 0.76 
(c) hd/hu = 0.70 
(e) hd/hu = 0.59 
(g) hd/hu = 0.42 
(d) hd/hu = 0.64 
(f) hd/hu = 0.54 




an air chamber due to insufficient aeration, which is also called a free-falling jet with supercritical tailwater 
conditions.  
Based on the numerical results the water depths y1 aand corresponding Froude numbers Fr1 were estimated and 
compared to the Froude numbers Fr1 obtained by the Bernoulli equation, where the mechanical energy per unit 
volume of fluid moving along a streamline is assumed to be constant. For the iterative calculation the energy 
level Hu = yu + vu/2g upstream of the weir was chosen. Fig. 6(a) shows a comparison of the water depths before 
the hydraulic jump estimated by Bernoulli equation and on basis of the numerical results. Overall, there seems 
to be a good agreement, but the resulting Froude numbers Fr1 differ greatly and thus the conjugate water depth 
y2. Fig. 6(b) shows the Froude numbers Fr1 obtained by the approach of White (1943). White (1943) developed 
in a discussion of Moore (1943) a method to predict the energy loss at the base of an overfall. It can be seen that 
the Froude numbers determined by the numerical model are significantly smaller than using Bernoulli equation 
and are more in line with White (1943). This means, until hd/hu = 0.59, the inflow Froude number would be 
over-estimated, resulting in a deeper stilling basin. The Froude numbers by the use of White (1943) are for low 
discharges that are slightly higher. Here it should be mentioned that there remain some inaccuracies by 
estimating the flow depth y1 in the numerical model. The calculation of Froude number is also quite sensitive 
regarding water depth variations. 
 
Overall, the data are in fairly good agreement with the one of White (1943). The inflow Froude numbers are in 
the range of an oscillating jump neglecting tailwater impacts. Comparing the energy heads (Fig. 6c), it can be 
 
 Figure 6.  Comparison of (a) conjugate water depths y1,2; (b) inflow Froude Numbers Fr1 based on the numerical results, 
estimated by Bernoulli equation and by White (1943) for a drop structure and (c) energy heads Hu and H1.  
  
  
 Figure 7.   Development of hydraulic jump for hd/hu = 0.71-0.49, yt/yu = 0.5, yt= 0.33 m. 
(b) hd/hu = 0.63 (a) hd/hu = 0.71 




seen that a significant amount of dissipation takes place on the sill unless the nappe jumps directly in the stilling 
basin. Obviously, it would lead to significantly different water depths, resulting in a deeper stilling basin when 
neglecting the energy dissipation by the nappe flow. 
Fig. 7 shows exemplarily the development of the hydraulic jump with increasing discharge, while the tailwater 
level was constant. For hd/hu = 0.71 the nappe hits the sill resulting in high energy dissipation with an 
accompanying air entrainment (Fig. 7a). Air entraining is reduced for skimming flow (Fig. 7b) and disappears as 
soon as the overfall nappe reaches the river bed (Fig. 7c). In this state, a surface roller is formed, which is 
pushed downstream with a further increase in discharge (Fig. 7d). 
4.2. Depth and Length of Stilling Basin  
Simulations were carried out following the recommendation of Blind (1987) for different submergence factors. 
Therefore, the tailwater level was kept constant, while the bed level was lowered resulting in a higher water 
depth yt. The bed level was chosen according to Eq. (2) for a submergence factor of ε = 1.05 and for ε = 1.20. 
The comparison showed that although a hydraulic jump occurs, the length with supercritical conditions is for 
ε = 1.05 longer than for ε = 1.20. In the last case the hydraulic jump is pushed upstream and takes place 
immediately downstream of the weir sill requiring a shorter stilling basin. Thus, it can be concluded that in 
terms of safety, so the jump is not swept out of the stilling basin, a submergence factor of ε = 1.20 is more 
appropriate.  
It is a challenge to estimate the hydraulic jump length, whether in field or in physical or numerical models due 
to the abrupt rise of water surface, surface rollers, and air entrainment. But, it is important because the end of a 
hydraulic jump would represent the end of the concrete floor and side walls of a conventional stilling basin. In 
order to identify the roller in the numerical results, the x-component of the velocity was chosen like it is 
illustrated in Fig. 8. The cross section without negative x-components was considered to be the end of the roller 
and a range was identified for the end of the hydraulic jump. In Fig. 9 the results are plotted for two different 
submergence factors against the empirical formulas mentioned in Table 2. The comparison shows that the length 
of the hydraulic jump is significantly smaller than for the empirical formulas, which can be explained by the 
additional energy dissipation on the weir sill but also due to different test configurations. Note that the basin 
length for a submergence factor of ε = 1.20 is significantly smaller for higher discharges and can be predicted 
fairly by the recommendation of Blind (1987). Based on these results a stilling basin length of LT = 15 m and a 




 Figure 8.  Direction of the horizontal velocity component vx: (blue) in and (red) towards the main flow direction. 
   
 
 Figure 9.   Length of hydraulic jump in dependence of specific discharge q in comparison to empirical formulas of 




4.3. Analysis of End Sills 
Generally, the height of the end sill or the depth of the stilling basin is determined by the conjugate water depth 
y2 and the tailwater depth yt. In literature a huge variety of end sills can be found, such as vertical, sloping, or 
dentate end sills. In this study, three types of end sills were considered based on recommendations of DIN 
19661-2. Fig. 10 shows a sloping end sill and a partly sloping, partly vertical end sill both with the same height. 
In the last configuration the top of the end sill was one third above the bed level. This configuration was 
considered to be cost-effective because of less excavation works for the basin compared to the above-mentioned 
types. Dentate end sills were excluded because they might injure migrating fishes. Fig. 10 shows exemplarily 
the results for hd/hu = 0.54 for the three end sill types. It can be seen that the end sill types, which are partly 
vertical, direct the bottom current upward and away from the river bed resulting in a vortex behind the end sill. 
The stabilization of the hydraulic jump is slightly better, but scouring behind the end sill is a major concern and 
causes additional costs for bottom protection. Additionally, a secondary jump was feared to occur downstream 
of the stilling basin. Hence, the sloping end sill was considered to be an appropriate solution. 
 
4.4. Analysis of Submerged Hydraulic Jump 
In the next step, the chosen geometry for the stilling basin (δ = 1.5 m, LT = 15.0 m, sloped end sill) was tested 
under submerged conditions. Therefore, the tailwater level was increased stepwise for the critical regarded state 
(hd/hu = 0.54), where the overflowing nappe hits completely the floor of the stilling basin; Fig. 11 shows the 
performance of the stilling basin for downstream Froude numbers 1.0 > Frt > 0.15 resulting in submergence 
factors 1.20 < ε < 2.55. It can be seen that up to Frt = 0.25 (ε ≈ 2.00), the hydraulic jump gets increasingly 
submerged without losing its hydraulic efficiency. The jet adheres to the apron surface and to the stilling basin 
floor. Here, the tailwater depth is smaller than the drop height. For decreasing downstream Froude numbers, the 
jet separates from the sill and approaches the water surface, also called plunging jet flow. For Frt = 0.18 an 
undular jump or undulating surface jet flow takes place and waves of large amplitudes develop and propagate 
downstream of the jump. It must be noted that these undulations might have an impact on the channel banks and 
must be taken into account for the design. According to Chanson and Montes (1995) the propagation of free-
surface waves may impose also additional impact loads on downstream structures, such as locks or weirs, and 
might be a problem for passing vessels. 
Additionally, the stilling basin was tested for variable submerged conditions, where the tailwater level increases 
while the discharge increases. This situation is more appropriate to natural conditions with a tailwater rating 
curve. Here, it was assumed that the downstream Froude number is constant Frt = 0.35. Fig. 12 shows the 
performance of the stilling basin. The resulting submergence factors are 1.58 < ε < 2.76.  It can be seen that the 
hydraulic jump stays in the stilling basin. Furthermore, it can be observed that for hd/hu = 0.42, the jet separates 
from the sill and approaches the water surface. For hd/hu = 0.29 an undular jump occurs. 
 
 










(c) stilling basin with reduced depth, sloping end sill, partly 
vertical and partly above bed 
 






The numerical study on the design of a stilling basin downstream of an inflatable gate showed that the energy 
dissipation on the weir sill has a significance influence and cannot be neglected. Up to 75 % of the energy 
 
 Figure 11.  Effects of submergence on the performance of a submerged hydraulic jump for hd/hu = 0.54, constant upstream 
water level hu = 5.31 m and decreasing downstream Froude Number Frt. 
 




dissipation is caused by the first step where the nappe touches the sill. This corresponds to the discharge up to 
approximately hd/hu = 0.59, where the inflow Froude number would be over-estimated. This is positive 
regarding the size of the stilling basin, which is shorter and less deep. Note that the aim of this study was to 
define a standard stilling basin in order to reduce the necessity for further investigations, such as with physical 
models. But, standardization also includes the overestimation of some states. 
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Abstract: The current study presents a new type of vertical slot fishway. The main difference of this trapezoidal fishway compared 
to the standard design of a vertical slot fishway remains in the separation of the pools into two zones: the migration corridor and 
the energy dissipation zone. The structure is first investigated in a physical model to optimize the training walls and slot geometry 
in order to avoid recirculation of the flow. Velocity and flow depth data from experimental flow measurements is later compared 
to the three-dimensional numerical model which provides a deeper insight into the flow field. The proposed design is found to 
avoid large vortices within the migration corridor. Moreover, uniform flow conditions are also found within the energy dissipation 
zone, thus providing an alternative corridor for fish passage. 
Keywords: Fish passage, physical modeling, numerical modeling, CFD, vertical slot fishway.  
1. Introduction 
Many natural water bodies have been heavily modified in the last century. In Europe, the Water Framework Directive 
(EU-WFD 2000) targets for a good status of all European water bodies by the year 2027. River morphology is a key 
parameter. In this regard, river continuity must not be disturbed by anthropogenic activities and migration of aquatic 
organisms must be allowed. At weirs and dams which cannot be removed, fishways serve as ecological bridges to 
help restore river connectivity. These fishways can be built in technical or nature-like manners and have been the 
subject of intensive research in the past (Katopodis and Williams 2012). Some studies report that nature-like and 
technical pool-slot facilities are most efficient (Bunt et al. 2012; Noonan et al. 2012).  
As for technical fishways, the vertical slot fishway – being developed in the Unites States in the second half of the 
20th century (DVWK 2002; Clay 1961; Rajaratnam et al. 1986.; Wu et al. 1999; Puertas et al. 2004) – is the most 
popular. This type of fishway typically consists of a rectangular cross-section. The total drop height between the 
upstream and downstream water level is continuously overcome by several smaller drops of constant height h 
between adjacent pools. The cross-walls separating two pools are notched by vertical slots extending over the full wall 
height. All slots are located at one side of the structure in order to create pools with areas of lower flow velocities on 
the opposite side. Baffle blocks are commonly installed downstream of the slots to deflect the water into the pools 
where most of the kinetic energy is dissipated, thus avoiding high-velocity short-circuit flow through the slots. Due to 
this flow deflection, some recirculation takes place in the pools which may disorient fish. Moreover, fish migration 
has to take place through this high-turbulence flow area, which may exceed the swimming capabilities of various 
migratory fish species (e.g., salmonids) and aquatic life (eels, crayfish, etc.) with their respective life stages considered 
during design. 
This study presents a new design of a vertical slot fishway – i.e. the trapezoidal fishway – which aims to provide low-
turbulent and uniform flow in the migration corridor. A hybrid modeling approach is applied to investigate the flow 
field. The application of three-dimensional numerical models in fishway design has become popular in the recent 
years (Quaranta et al. 2017) and provides a better understanding of the complex flow in the pools (Fuentes-Pérez et 
al. 2018). All tests are performed under consideration of the barbel zone, where Cyprinidae, such as barbel, dominate 
but also larger fish like brown trout and salmon can be found. Hydraulic and geometric design requirements for 
classical vertical slot fishways, according to the German standard DWA (2014), are assumed. 
2. Design Parameters for Vertical Slot Fishways 
Pool and slot dimensions depend on the size of adult fish of the expected species. For the barbel zone considered in 
this study, dimensions of selected fish according to DWA (2014) can be found in Table 1: 
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Table 1. Fish dimensions in barbel zone. 
Species Length lFish [m] Width wFish [m] Height hFish [m] 
Barbel 0.7 0.08 0.13 
Brown trout 0.8 0.09 0.17 
Salmon 1.0 0.10 0.17 
 
Significant fishway dimensions – namely the pool length, pool width, and slot width – depend on the largest expected 
fish species. Their definitions in a vertical slot fishway are illustrated in Fig. 1. In order to allow fish to perform 
complex swim maneuvers, such as acceleration, deceleration, and change in direction, the pool length lPool should have 
a minimum length of three times the length of the largest adult fish species: 
  
𝑙𝑃𝑜𝑜𝑙 ≥ 3 × 𝑙𝐹𝑖𝑠ℎ,𝑚𝑎𝑥   (1) 
 
The width of a pooled fishway should be 
  
0.5 ×  𝑙𝑃𝑜𝑜𝑙 ≤ 𝑤𝑃𝑜𝑜𝑙 ≤ 0.67 × 𝑙𝑃𝑜𝑜𝑙  (2) 
   
to attain low-turbulence flow and guarantee sufficient volumetric power dissipation while a minimum slot width of 
  
𝑠 ≥ 3 ×  𝑤𝐹𝑖𝑠ℎ  (3) 
  
should be considered to ensure a safe passage of fish. It should be noted that, as a rule of thumb, a more conservative 
pool width of  
                                                               𝑤𝑃𝑜𝑜𝑙 = 0.75 ×  𝑙𝑃𝑜𝑜𝑙                                                                                                                                                                   (4) 
is often regarded for slot fishways to ensure sufficient energy dissipation. However, this value is not considered in this 
study.  
 
Figure 1. Schematic sketch of a classical vertical slot fishway and significant dimensions, left: top view, right: longitudinal 
section (flow from left to right, note the recirculation zones in the pool). 
With these requirements, a vertical slot fishway in the considered barbel zone must have the following minimum 
dimensions according to DWA (2014): 
Table 2. Pool dimensions in the considered barbel zone. 
Species Length lPool [m] Width wPool [m] Slot width s [m] 
Barbel 2.1 1.05 0.25 
Brown trout 2.4 1.20 0.27 




Particularly for long fishways, it is most important to keep a minimum flow depth and not exceed a maximum 
permissible flow velocity. While migration close to the free surface may attract natural enemies, migration near the 
bed may cause injuries to the fish. A sufficient water depth is thus necessary to allow the fish swimming within the 
water column to have adequate distance from both boundaries. With the height of adult fish given in Table 1, the 
minimum water depths according to DWA (2014) may be estimated as: 
 
ℎ𝑚𝑖𝑛 = 2.5 ×  ℎ𝐹𝑖𝑠ℎ  (5) 
 
with consideration of the largest fish species. Downstream of the slots, the required water depth may be assumed as 
2 ×  ℎ𝐹𝑖𝑠ℎ as fish generally accept such shallow water conditions for very short distances. 
As for the flow velocities, the swimming capacity of the weakest species needs to be regarded. Fastest swimming 
speeds can only be maintained for some seconds with the consequence that the highest flow velocities have to be 
limited to the slot area. With increasing the total length of the fishway, the maximum velocity in each pool needs to 
be reduced in order to guarantee that the fish can pass the entire structure and to avoid exhaustion or that the fish is 
drifted with the flow. For the barbel zone, maximum permissible local flow velocities are 1.6 ≤ vmax ≤ 1.8 m/s, 
depending on the total drop height. It must be noted that these values should be reduced by a design factor to account 
for the uncertainty of the underlying data. However, in this study these characteristic values are considered. 
Additionally, a minimum flow velocity (i.e. the rheoactive speed) is needed to attract fish, make it align with the flow 
and swim against the current. For the species considered herein, vmin should be 0.3 m/s (DWA 2014). 
The energy dissipation factor EDF as a measure of turbulence within a pool and can be estimated by 
 
𝐸𝐷𝐹 = 𝜌𝑤  ×  𝑔 ×  𝑄 ×  𝛥ℎ/𝑉 (6) 
 
with 𝜌𝑤 the density of water, Q the discharge, and V the water volume in the pool. For the considered barbel zone, 
𝑝𝐷should be below 150 W/m
3. All aforementioned hydraulic design values are summarized again in Table 3.  
Table 3. Required hydraulic conditions for the considered barbel zone (* values in brackets refer to the slot zone). 
Species Water depth hmin* [m] Velocity vmin [m/s] Velocity vmax [m/s] Energy dissipation 
EDF [W/m3] 
Barbel 0.33 (0.26) 
0.30 1.60 - 1.80 150 Brown trout 0.42 (0.33) 
Salmon 0.42 (0.34) 
 
2.1. Trapezoidal Fishway 
A drawback of the classical vertical slot fishway (and other fishways as well) is given by a combined energy 
dissipation and migration zone which results in relatively high flow velocities in the migration corridor. Moreover, 
recirculations, as illustrated in Fig. 1, may disorient fish.  
 
Figure 2. Schematic sketch of the proposed trapezoidal fishway and main dimensions, energy dissipation zone shaded in red 
color, migration corridor shaded in blue color (flow from left to right). 
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An improvement of fish passage facilities may be the separation of a migration corridor and an energy dissipation 
zone. The flow velocity in the migration corridor may be partly higher but should not be lower than the rheoactive 
speed. Moreover, no large eddies are desirable. No special demands for hydraulic conditions, however, are made on 
the energy dissipation zone. Flow recirculation may be avoided by installing a training wall between both zones. A 
potential structure to fulfill these requirements may be a fishway as illustrated in Fig. 2. This fishway is divided into 
pools by diagonally orientated walls with single slots alternately on the left and the right sidewall. The basins may 
thus have a triangular or trapezoidal shape.  
Special care needs to be taken regarding the slot design to assure uniform flow conditions at the pool inlet. It must be 
noted that for narrow migration corridors as the one in Fig. 2, a minimum width wmin of 6wFish should be given 
according to DWA (2014).  
3. Modeling Description 
3.1. General Remarks 
The current study makes use of a hybrid modeling approach. A physical model is built to investigate flow fields and 
to optimize flow conditions. The aim of this optimization is to (i) separate the migration corridor from the energy 
dissipation zone, (ii) to ensure that no reverse flow occurs in the migration corridor, and (iii) to avoid flow contractions 
in the slot and thus ensure uniform flow at the pool inlets. It must be noted that multiple setups have been investigated 
experimentally in this study but are not further described subsequently. Instead, only the best solution found in the 
laboratory (Case 4 in Fig. 3e) is studied in more detail, employing numerical simulations. However, four selected 
additional configurations are shown in Fig. 3. The following flow characteristics were found in the experiments: 
 
Figure 3.  Top view photos of selected different configurations modeled in the laboratory and resulting flow fields, (a) reference 
case 0 (without separation of migration and energy dissipation zone), (b) case 1 with separation by means of two deflectors, (c) 
case 2 with a long, bent training wall, (d) case 3 with separation by a training wall without optimization of the slot geometry, (e) 
case 4 with optimized positioning of the training wall and large roundings at slot inlets (flow from top to bottom). 
Case 0: This reference case does not fulfill the requested separation of migration and energy dissipation zone but 
provides some insight into the flow field in a trapezoidal pool without any training walls. A well-defined migration 
corridor can be found. However, due to strong recirculation this configuration is not suitable for prototype design. 
Case 1: The single vertical deflectors are installed to successfully separate the migration and energy dissipation zone. 
However, large vortices are found around these deflectors, which may again disorient fish. 
Case 2: A long, bent training wall is installed which separates the migration corridor from the energy dissipation zone. 
It is found that this geometry avoids large-scale vortices and provides a well-defined migration corridor with adequate 
flow velocities. However, it is tested in the next case if the complex, bent geometry can be simplified. 
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Case 3: Satisfactory flow conditions are found along the migration corridor being separated from the energy 
dissipation zone by a long training wall. Additionally, relatively low flow velocities are found in the energy dissipation 
zone, thus providing a second corridor of sufficient width for disoriented fish. 
Case 4: This is the optimum case based on case 3, but with larger rounding at the slot inlet to avoid flow separation 
and undesired flow recirculation in the migration corridor. Moreover, the training wall position is slightly adjusted to 
increase the width of the migration corridor. 
While in the physical model, only local measurements of flow depths and velocities can be conducted, the numerical 
model provides detailed information on the entire flow field inside the pools. Experimental data is used to calibrate 
and validate the numerical model. 
3.2. Experimental Setup  
The physical model was constructed in the hydraulic laboratory of FH Aachen with scale 1:3.9 and a total length of 
5.0 m. It consists of an inflow area, two pools and an outflow area (see Fig. 4). All measurements are conducted in the 






Figure 4. Physical model (here: case 4) at FH Aachen, left: overview (flow from top to bottom), right: detail sketch of the 
rounding at slots (in mm). 
With salmon as the largest considered fish in this study, the slot width is kept constant with s = 0.076 m. The pool 
length lPool is > 0.77 m in all setups, depending on the slot geometry, and  is 33° for all tests. The pool (and flume) 
width wPool is 0.5 m and the bottom slope is 5 %.  
Given the model length scale of 1:3.9, the velocity scale becomes 1:1.97 according to Froude’s similitude and 
following critical values of design parameters in Table 4 have to be considered: 
Table 4. Required hydraulic conditions for the considered barbel zone in model scale (* value in brackets refers to the slot zone). 
Water depth hmin* [m] Velocity vmin [m/s] Velocity vmax [m/s] 
Energy dissipation EDF 
[W/m3] 
0.108 (0.087) 0.15 0.81 – 0.91 76 
 
All walls are 28 mm thick. With respect to the coordinate system and the points 1 to 4, as marked in Fig. 2, the final 












Table 5. Final geometry of the trapezoidal fishway tested in case 4. 
Point x [m] y [m] 
1 0.000 0.369 
2 0.838 0.000 
3 0.379 0.427 
4 0.990 0.286 
 
The model is part of a closed water circuit. Water discharge is regulated with a butterfly valve and controlled with an 
inductive flow meter. The water is pumped into an upstream head tank with a capacity of 125, l being installed below 
the flume before being smoothly conveyed into the channel. A perforated steel sheet is used to ensure uniform inflow 
conditions at the inlet. A rectangular, sharp-crested weir of 30 cm width is used to set the downstream flow depth and 
to validate the flow rate. Applying the Rehbock weir equation, a maximum difference of 5 % was found compared to 
the flow meter. 
Flow velocities are measured with an anemometer with a measuring range of 0.05 to 5.00 m/s (Schiltknecht MiniWater 
6 Micro). This anemometer is connected to a universal amplifier (HBM MX 840a), while the sample rate is set to 50 
Hz, the true response time of the sensor is larger due to the inertia of the helix. The probe has a diameter of only 11 
mm and an accuracy of ± 3.5 % according to supplier specifications. The probe is manually positioned and rotated 
until the maximum velocity magnitude is reached. All measurements are taken at 8.5 cm below the water surface and 
averaged over 60 s. 
Flow depths are measured by means of an ultrasonic sensor for 60 s with a sample rate of 50 Hz. The sensor 
(microsonic mic+130/IU/TC) is again connected to the HBM amplifier. Its measuring range is 200 to 2,000 mm with 
an accuracy of 1 %. The flow rate and downstream water level are adjusted until uniform flow (identical water levels 
at similar locations in pool 1 and pool 2 is obtained. For the case presented (case 4), the model is operated with a 
downstream water level of 18.0 cm and a discharge of 12.3 l/s. 
3.3. Numerical Model  
The 3D numerical model is set up using the commercial code FLOW-3D®, using a Finite Volume Method (Versteeg 
and Malalasekera 2007). The RNG k- turbulence model (Yakhot and Orszag 1986; Yakhot et al. 1992) is employed 
to solve the RANS equations on a mesh with three mesh blocks. Spatial discretization is refined around the second 
pool (mesh block 2) in the section 0 ≤ x ≤ 1.62 m, allowing study of the mesh dependency (with x = 0 at the upstream 
slot as defined in Fig. 2, while a coarser mesh is used for the inflow area and the first pool (mesh block 1) as well as 
for the outflow area (mesh block 3). Meshes 1 and 3 serve as “buffer” meshes to allow realistic boundary conditions 
at the inlet and outlet of mesh 2, which discretizes the main region of interest. The model is set up in a 1-fluid-approach 
(Prosperetti and Tryggvason 2007), and the Volume of Fluid (VOF) method is applied for the dynamic determination 
of the free-surface (Hirt and Nichols 1981). The downstream boundary condition is specified as a hydrostatic pressure 
while the upstream boundary condition is set as a specified flow rate. Lateral boundary conditions are set to symmetry 
(frictionless with null normal flow) as the wall friction is assumed to be negligible. The model is initially filled with 
a water body of 20 cm height. The flume geometry is modeled horizontally, but gravity is set to 0.49 m/s2 in the flow 
direction in order to account for the bottom slope of 5 %. All simulations are run for 30 s. Numerical data is finally 
time-averaged over the last 3 s (which were found to be quasi-steady) for further analysis. 
For analysis of the mesh dependency, cubic cells with five different cell sizes in mesh block 2 are considered, namely 
x = 15 mm, 10 mm, 7.5 mm, 5 mm, and 3.8 mm. The cell size in the coarse mesh blocks 1 and 3 is constant with 
x = 15 mm. This value has been chosen to preserve a cell size ratio larger than 4 for all configurations. The 
convergence is subsequently checked for water depths and depth-averaged velocities. Fig. 5 presents this data for all 
mesh resolutions 1/x for three selected locations. The first location (x = 0.02 m, y = 0.46 m) is located at the center 
of the upstream slot, the second location (x = 0.65 m, y = 0.20 m) refers to the migration corridor, while the third 
location represents the energy dissipation zone (x = 0.90 m, y = 0.40 m). It is found that the results converge well for 
the flow depths, but some detrended oscillations are still found for the velocity magnitudes at the slot area and the 
energy dissipation zone. While this result may have been expected for the high-turbulent slot area, the lower 
convergence in the energy dissipation zone may be explained by the change of flow direction at this location (as will 
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be shown in the flow field in Fig. 8). However, the lower convergence for velocity data is a known issue for similar 
types of fields as it was also shown by Fuentes-Pérez et al. (2018) for vertical slot fishways. 
 
Figure 5. Convergence of flow depths and velocity magnitude at three selected locations for five cell sizes (x = 15 mm, 10 mm, 
7.5 mm, 5 mm, and 3.8 mm); in the slot (x = 0.02 m, y = 0.46 m, ◼/◼), migration corridor (x = 0.65 m, y = 0.20 m, ⚫/⚫) and 
energy dissipation zone (x = 0.90 m, y = 0.40 m, ⧫/⧫), red markers for flow velocities, blue markers for flow depths. 
Flow depths and flow velocities are measured at several locations within the second pool as described above. This 
data is used for calibration and validation of the model. The results from the numerical simulations are compared to 
this laboratory data in Fig. 6. In order to check the mesh convergence for more data points, numerical results are 
displayed for all studied cell sizes. It is found that the numerical data generally tends to converge towards the perfect 
line, with flow depths comparing better to the laboratory data, as scattering is lower than for the flow velocities. 
Nonetheless, some data points deviate significantly from the lab data. A deeper analysis showed that these points are 
located directly downstream of the slot where a steep water surface is found due to the acceleration of the flow. It may 
be assumed that the employed ultrasonic sensors provide less accurate data in such type of flow (Zhang et al. 2018). 
Flow velocities are found to generally scatter more. Here, it must be noted that the employed 1D velocity meter may 
be assumed to be of low accuracy as it is too slow to detect high-turbulent velocity fluctuations. Some additional 
uncertainty arises from the three-dimensional type of flow in the fishway. Note that the locations of all laboratory 
measurements are shown in Fig. 7 and 8. Despite these deviations, numerical data compares well to the laboratory 
data, and hence the numerical results from the finest mesh are considered for further analysis. 
 
Figure 6.  Convergence of flow depth and velocity magnitude in x-y plane for different cell sizes (15 mm, 10 mm, 7.5 mm, 
5 mm, and 3.8 mm), numerical data (sim) comparison to experimental data (lab); left: flow depth, right: flow velocity. 
4. Results 
4.1. Flow Depths  
Flow depths from the numerical simulation are illustrated in Fig. 7. It is found that similar water levels are found on 
both sides of the training wall separating the migration corridor from the energy dissipation zone. The highest water 
level sets in at the end of the latter. However, given the bottom slope of 5 %, the water surface is roughly horizontal. 
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A steeper water surface gradient is found in the migration corridor, but the minimum required water levels are given 
at every location. Lowest water levels are in the range of about 13 cm near the slots (see also Fig. 6 left).  
 
Figure 7. Water depth in pool 2 from the numerical simulation with 3.8 mm cell size, markers indicate the locations of measuring 
points in the laboratory (flow from left to right). 
4.2. Flow Velocities and Flow Field 
Fig. 7 shows that the flow field from the numerical model compares well to the lab observations (see Fig. 3e). The 
arrangement of the training wall successfully suppresses the generation of large vortexes. Instead, the flow is straight 
and uniform in both zones. While at the downstream end of the energy dissipation zone, velocities below the critical 
value are predominant, the flow velocities along the migration corridor are mostly on the range of 0.3 m/s in model 
scale (0.59 m/s in prototype scale). This velocity is sufficiently high to activate the positive rheotaxis and lead fish to 
face into the current and continue the upstream migration. It must be pointed out that the maximum velocity condition 
of vmax = 0.91 m/s in model scale (1.80 m/s in prototype scale) is not met in a small area downstream of the slot (at x 
≈ 0.1 m). The corresponding cross-section is highlighted by a white dashed line in Fig. 8.  
 
Figure 8. Depth-averaged velocity magnitude in pool 2 from the numerical simulation with 3.8 mm cell size, markers indicate 
the locations of measuring points in the laboratory (flow from left to right), white dashed line indicates the location of cross-
section shown in Fig. 9, velocity vectors are normalized (only every 5th vector is displayed). 
 
Figure 9. Distribution of the velocity magnitude at x = 0.1 m downstream of the slot, areas corresponding to pool 1 are shadowed 
to highlight the slot area, white line indicates the free-surface location according to the VOF method. 
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The vena contracta is, however, limited to a small area near the wall. The velocity magnitude distribution in the y-z-
plane at x = 0.1 m is presented in Fig. 9. It can be observed that the flow velocity limit is exceeded in approximately 
half of the cross-section while a potential migration corridor still exists near the training wall. Adam and Lehmann 
(2011) describe detailed laboratory tests at vertical slot fishways in prototype scale observing the migration behavior 
of different fish species. The authors state that all species, adult and juvenile fish, could pass the vena contracta or, for 
increasing flow velocities, tended to swim around it. They conclude that the flow velocity within the slots, and not the 
maximum value in the vena contracta, is crucial for fish migration. It may thus be assumed that the efficiency of the 
herein studied trapezoidal fishway is not affected by this local velocity exceedance. The mean velocity magnitude in 
the slot area shown in Fig. 9 (0.385 ≤ y ≤ 0.5) is found to be 0.78 m/s (1.54 m/s in prototype scale), while the averaged 
velocity in the slot is 0.91 m/s (1.80 m/s in prototype scale) and thus matches the critical value.  
Fig. 10 illustrates the streamlines in both the energy dissipation zone and the migration corridor, originating from the 
slot section with 7.5 mm spacing to underline the uniformity of the flow. The vortex-free flow which was already 
observed in the depth-averaged flow field in Fig. 8 is also found for the fully three-dimensional flow field.  
 
Figure 10. Streamlines in pool 2 from the numerical simulation with 3.8 mm cell size, streamlines originating from the slot with 
7.5 mm spacing, note the uniform flow in the migration corridor as well as in the energy dissipation zone (flow from left to right). 
4.3. Energy Dissipation  
A volumetric flow rate of 4.1 l/s enters the energy dissipation zone while 8.2 l/s are discharged through the migration 
corridor. The EDF as an indirect measure of turbulence is estimated by Eq. (6), assuming uniform flow conditions 
(h = 0.05lPool) and the water volumes in each zone as considered in Fig. 2. While the energy dissipation zone shows 
an energy dissipation factor of 47 W/m3, EDF in the migration corridor is 93 W/m3 and thus higher than the maximum 
value of 76 W/m3. However, it is a known issue for general vertical slot fishways that the pool width, which directly 
affects the water volume and thus EDF, should be designed larger than the value resulting from Eq. (2). It may be 
assumed that the hydraulic performance of the trapezoidal fishway in terms of its energy dissipation potential is 
comparable to the one obtained in the vertical slot fishways. A wider pool, however, could not be tested in the 
laboratory due to a fixed flume width.  
5. Conclusions 
A new design of a vertical slot fishway is proposed in this paper and its hydraulic performance is tested using a hybrid 
modeling approach. Physical model data is used for optimization of the general design and for validation of the 
numerical model. The main goal of the new trapezoidal fishway is to separate the migration corridor from the energy 
dissipation zone to ensure a low-turbulence, vortex-free area improving the upstream migration performance. It was 
shown that with the final design, uniform flow conditions are established in both zones, thus also allowing the fish 
migration through in the energy dissipation zone. The minimum flow velocity, which is needed to activate the positive 
rheotaxis, is obtained in the migration corridor only while the downstream end of the energy dissipation zone shows 
even lower velocities. Maximum velocities are exceeded downstream of the slots as it is often found in vertical slot 
fishways. It was found that the energy dissipation factor is higher in the migration corridor and exceeds the critical 
value. A wider design of the structure may help to improve the energy dissipation performance. 
The study so far focused on the hydraulics only. In order to evaluate the fish migration performance, prototype scale 




The experimental data has been gathered in the framework of a Master thesis at FH Aachen by M.Eng. Jeff Haag. The 
concept of the trapezoidal fishway has been developed by Dipl.-Ing. Ulrich Dumont (Floecksmühle GmbH, †) who 
was also external advisor of the student.  
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Abstract: Worldwide fish passage has increasingly been restored during the last three decades by retrofitting barriers with fish 
passes. The accessibility and functionality of the entrance are key factors in the efficiency of fish passes. However, the knowledge 
of the behaviour of the different fish species as well as the entrance design is still insufficient with regards to migration barriers in 
large rivers with high flows and complex hydraulic conditions. Barriers in large rivers with confined space conditions, difficult 
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1. Introduction 
Rivers all over the world have seen severe anthropogenic modifications due to various uses of water, and urban and 
rural development. Numerous dams, weirs, navigation locks, hydropower plants, water intake structures, and 
waterway crossings interrupt or impede the continuity of rivers and their tributaries and therewith may delay, hinder, 
or block migrations of fish. Amongst other things this has resulted in a decline in freshwater fish populations in many 
countries. 
Fish passes have been installed worldwide at migration obstacles and natural barriers for over 300 years and in German 
rivers for more than 130 years to ensure the upstream passage of fish and aquatic invertebrates. Worldwide fish passage 
has increasingly been restored during the last three decades by retrofitting barriers with fish passes. 
A fishway represents a water passage around or through an obstruction that is found by all fish over a prolonged time 
of a year without excessive delay and energy loss, and is designed to provide hydraulic conditions suitable for fish to 
pass the obstruction into the headwater without undue stress or injury (DWA, 2014). 
In principle three factors determine the effectiveness and efficiency of fish passes: 
• Attraction: general location of the fish pass, entrance position, and attraction flow 
• Passage: hydraulic and geometric fish pass design including discharge, flow velocities, and flow patterns; 
and (with respects to maneuverability of fish) water depths, pool dimensions, and slot sizing 
• Operation time: almost all-year-long attraction and functional efficiency 
Whereas passage depends on the details of the construction and conditions within the fish pass, the (ease of) location 
depends on the layout, design, and hydraulic conditions at the fish pass entrance. The accessibility and functionality 
of the entrance forms the key factor in the total efficiency of fish passes. This was already documented by Gerhardt 
(1904): "The position and quality of the entrance is of utmost importance in fish pass design. When planning a fishway 
two tasks need to be solved: first to attract the fish into the fishway, and secondly to move the fish upstream in the 
fishway. The first task is more important because the success of the second depends on it. It is also more complicated 
because any solution requires to consider carefully the habits of the fishes” (translated from Gerhardt). 
In Germany, the guideline DWA-M 509 (DWA 2014) represents the state of the art in knowledge and technology for 
the correct design, construction, and operation of fish passes and fish-passable structures. The following factors that 
are essential for fish pass attraction are described: 
• Large-scale location of the fish pass in the water body, taking the site-specific water use(s) into account; 
• Perceptibility of the flow velocity, discharge, and angle of the attraction flow; 
• Fish pass entrance position and, thus, integration into the downstream environment of a barrier; and 




The recommendations in guideline DWA-M 509 represent best practice for faultless technical behavior of fish passes. 
However, a guideline can never cover all cases and environments. There remain gaps in knowledge on certain aspects. 
2. Need for Research 
The knowledge of the behavior of different fish species as well as the fish pass entrance design is still insufficient with 
regards to migration barriers in large rivers with high flows and complex structures and hydraulic conditions, e. g., in 
the tailwaters of hydropower plants, spillways, and stilling basins. 
In principle fish pass attraction is better the higher its outflow/attraction flow in relation to the total (or competing) 
flow in a river. However, internationally only a few attraction flow recommendations exist (Redeker, 2012). European 
guidelines and guideline DWA-M 509 generally recommend the guidance values of Larinier et al. (1994). The German 
Federal Waterway Authority (Wasser- und Schifffahrtsverwaltung, WSV) that manages the large navigable rivers in 
Germany and its hydraulic structures recommends the guidance values described in Weichert et al. (2013). 
Accordingly, the cross-section of fish pass entrances must be designed in such a way that in the upper design case 
Q3301, the total outflow at the fish pass entrance should amount to 5% of the outflow of the turbine draft tube next to 
the fish pass entrance. 
Within the framework of the design of large fish passes on European waterways, an innovative fish pass entrance 
concept and system elements have been developed (Heimerl et al., 2015). The following aspects are considered: 
• Conditions at hydroelectric power plants downstream of the draft tubes and the adjacent powerhouse 
typically resulting in intricate flow patterns and confined space situations; 
• Placement of multiple fish pass entrances at different locations; 
• Hydraulic design and conditions of surplus flow inlet(s) in the entrance area to ensure adequate and 
uniform attraction flow with different/fluctuating tailwater conditions;  
• Connection of the invert of the fish pass to the riverbed for bottom-dwelling fish and benthic organisms; 
and 
• Flood-proof construction of all fish pass elements. 
3. Innovative Fish Pass Entrance Concept 
3.1. Development of the Fish Pass Entrance Concept 
3.1.1. Usual Site-Specific Constraints 
At weirs with hydroelectric power plants, the tailwaters adjacent to the draft tubes can typically be described as areas 
• with confined space conditions, 
• difficult topographies, and/or 
• hydraulic structures, e.g., steep reinforced embankments, abutments, anchored sheet-pile walls, etc. 
This usually makes it difficult to retrofit a fish pass entrance, which has to be located in this area due to the turbine 
outflow. Regularly 90° or 180° turns of the fish pass entrance are required to align the fish pass attraction flow in 
parallel to the hydropower outflow. Adding a surplus attraction flow at or near the fish pass entrance represents an 
additional challenge, especially if the surplus attraction flow is considerably higher than the fish pass base flow. In 
addition, a regulating device (e.g., gate) must be installed at the entrance in the case of fluctuating tailwater levels to 
maintain constant attraction flow velocities. There exist no hydraulic or engineering recommendations with regards 
to the design of such fish pass entrances. These complex conditions required the development of an innovative 
solution. 
  
                                                 




3.1.2. General Layout of the Fish Pass Entrance Concept 
Fishes behave rheotactically, i.e., they align and react to the flow. Fishes’ orientation depends on the small-scale flow 
surrounding them, particularly the flow velocity, flow pattern, and turbulence. In pursuing the overall goal of an 
improved fish pass attraction, a locally placed lateral inflow of a surplus discharge much larger than the fish pass base 
flow into a confined section could distract fishes in their upstream movement in the fish pass and therewith affect 
passage efficiency. Hence, the surplus inflow must be arranged so that fish are not misrouted (i.e., adhere to their 
migration corridor into the fish pass) but can pass through the entrance without delay. Within the context of the design 
of a pilot fish pass facility for the WSV (see example Wallstadt, section 3.2), a fish pass entrance concept characterized 
by the following elements was developed (Figure 1). The German Federal Waterways Engineering and Research 
Institute (BAW) and the German Federal Institute of Hydrology (BfG) have scientifically investigated the concept 
(see section 3.2). 
• In principle, the entrance consists of a round, hydraulically favorable 180° deflection in order to position 
the entrance as close as possible to the migration obstacle and to minimize the potential dead-end effect for 
fishes. A 90° alternative can be realized analogously. 
• A regulating device. The device’s opening cross-section can be adjusted depending on the attraction flow 
and tailwater level to generate a uniform flow at the entrance. 
• An additional closing device (e.g., stop-log or sluice gate) should be placed immediately at the entrance to 
enable closures for fish pass maintenance. 
• The surplus attraction flow is fed into the fish pass entrance channel upstream of the deflection, laterally 
via a channel with a flow dissipater and distributor, and a horizontal bar screen placed at a flat angle. The 
cross-section of the channel gradually widens towards its exit. 
• The fish pass or a channel leading towards the fish pass is placed at the upstream end of the screen beside 
the surplus water inflow structure. 
 




3.1.3. Design Hypothesis 
The individual system elements were developed and arranged based on the following design assumptions: 
Surplus water inflow structure: 
• The surplus flow volume may need to be measured and regulated, either at its intake point in the headwater 
or before it enters the inflow structure, depending on the desired attraction flow (discharge and/or flow 
velocity). 
• In most locations the flow will be conveyed to the surplus water inflow structure by means of a pressure 
pipe; rarely an open channel. Depending on the available head and flow, the surplus water can be used for 
power generation in a mini hydropower plant. 
• The installation of flow dissipaters and distributors in the surplus water inflow channel assists to generate a 
homogeneous flow towards the screen. 
• Ideally the flows from the surplus water inflow structure and the fish pass converge in parallel in the 
entrance channel (Figure 1). 
Screen: 
• A fine bar screen with a clear spacing of 10-15 mm will act as physical screen and prevent most fish 
species and live stages of swimming into the surplus water inflow structure (DWA, 2005). Therefore, the 
surplus water must be clear of debris and fish, i.e., screening itself at its intake to prevent clogging or pose 
an impediment to downstream moving fish. 
• A horizontal bar screen aids to form fish-friendly, laminar flow conditions in the confluence of the screen 
and fish pass flows. 
• A flat screen angle () of around 10° - 30° is needed to guide fish towards the fish pass. An even flow 
distribution along the screen surface and over the water column into the entrance channel presents the main 
challenge from a hydraulic point of view. 
• Guideline DWA-M 509 recommends an outflow velocity at the screen of max. 0.4 m/s. In view of fishes 
swimming capacity, to limit hydraulic screen loss and to prevent backwatering in the entrance channel, an 
outflow velocity at the horizontal bar screen (orthogonally to the screen) of 0.2 - 0.3 m/s was suggested for 
the design of the gross screen surface. 
• The design of the horizontal bar screen, in particular the screen height, must take into account the tailwater 
design levels and corresponding variable surplus water volumes. 
Fish pass entrance channel: 
• The (mean) minimum flow velocity in the entrance channel must be greater than or equal to the rheotactic 
flow velocities of the design (target) fish species to ensure passage in all tailwater conditions. 
• The threshold velocity of channel-type fish passes according to Table 18 in guideline DWA-M 509 
represents the (mean) maximum flow velocity in the entrance channel. The threshold velocity depends on 
the channel length. 
• The anatomy and locomotion of the longest design fish determines the minimum radius of the 90°/180° 
deflection. 
• The bottom of the entrance channel needs to be connected to the river bottom to facilitate orientation of 
bottom-dwelling fish, e.g., by means of a rock ramp. 
Regulating device: 
• A gate is suggested as a regulating device. To minimize hydraulic losses, the regulating gate should open 
with the flow. The gates’ opening cross-section can be adjusted depending on the attraction flow (discharge 
and/or flow velocity) and tailwater level. Complete opening and closure was anticipated. Several designs 
and positions are currently being considered; amongst others a single-leaf gate positioned in front of the 
180° turn into the tailwater (Figure 2). 
3.2. Fish Pass Entrance Concept applied to Wallstadt Pilot Fish Pass Facility 
The new fish pass entrance concept was first applied to the design of the pilot fish pass facility near Wallstadt (River 
Main in Central Germany) where four different entrance locations (Figure 2: E1, E2 …) will be monitored for several 
years after commissioning. 
Wallstadt Hydropower Plant has a design flow of 135 m³/s. Following the guidance values mentioned above, an 
attraction flow of 6.8 m³/s (5% QHPP) is required at the (main) fish pass entrance. The fish pass leading to the headwater 




base flow needs to be fed into the fish pass entrance structure. The tailwater design level fluctuation amounts to 0.93 m 
(between W30 and W330). 
 
Figure 2. Wallstadt pilot fish pass facility - layout of the fish pass entrance concept. Entrance E1 is the main entrance.  
(Heimerl 2016) 
The predesign layout (Figure 2) was studied by means of hydraulic investigations involving physical and numerical 
modelling (BAW; Fiedler, 2018) as well as ethohydraulic investigations at the BAW Hydraulic Laboratory (BfG; 
Czerny; and Schütz, 2017). 
Initially, a physical model of the fish pass entrance concept with external dimensions of 4.5 x 11.0 m was created in 
the BAW Hydraulic Laboratory at a scale of 1:5 (Heimerl et al., 2015; Fiedler, 2016). The objectives of the physical 
experiments were to assess the inflow into the surplus water inflow structure, the flow pattern at the bar screen, and 
the flow into the fish pass entrance channel (Fiedler, 2016). 
Table 1. Scales of the physical units in the Wallstadt facility Froude Model 1:5 based on Kobus (1984) 
 Scale 1:ML Scale 1:5 
Linear Measure ML 5.0 
Time 1:ML1/2 2.23 
Velocity 1:ML1/2 2.23 
Discharge 1:ML5/2 55.90 
 
With his physical models Fiedler (2016) confirmed that an even outflow can be achieved at a screen installed at an 
acute angle if the surplus water inflow into the structure (channel) is calmed and homogeneous upstream of the screen. 
Moreover, Fiedler verified that the desired orthogonal flow velocity component of 0.2 m/s of the screen outflow was 
maintained in this setup. As the design of the surplus water inflow was found to be very important for homogeneous 
inflow provision, Fieder investigated five different inflow (riser) designs for conveyance (pressure) pipes (Fiedler, 




with the purpose to create homogeneous flows towards the screen (Fiedler, 2018). As these designs are likely to require 
substantial development lengths, precise design recommendations are highly anticipated. 
Whereas there exists a fair number of investigations with regards to total fish passage efficiency (e.g., DWA, 2006; 
Bunt et al., 2012; and Noonan et al., 2012), the knowledge as to the performance of specific fish pass elements as well 
as the interaction between the hydraulic conditions and fish behavior is extremely limited (Redeker, 2014). Thus, the 
findings of the ethohydraulic investigations will enable further development of modular solutions for comparable 
locations in large rivers. 
3.3. Application and Development of the Fish Pass Entrance Concept for Fish Pass Doesburg 
The fish pass entrance concept was also applied to a recent fish pass design in the Netherlands. The fish pass at 
Doesburg barrage, consisting of 54 pools, will be the highest fish pass in the Netherlands with a head of 5 m. According 
to project plans, the fish pass will be put into operation early 2019. 
Doesburg barrage is unusual in that the tailwater level fluctuates distinctly. The tailwater design level fluctuation of 
3.84 m requires two surplus water inflow structures, one at the fishway entrance (inflow #1) and another in the lower 
fish pass (inflow #2), to maintain/exceed a) rheotactic flow velocities in the slots, b) a continuous migration corridor 
in the fish pass including entrance/exit channels and a turning pool, and c) an adequate attraction flow at the entrance. 
A total flow of 1 m³/s is available for fish pass operation. The fish pass has a base flow of 0.30 m³/s. Surplus water 
(up to 2.33x fish pass base flow) will either be introduced solely at inflow #1 (during low tailwater levels) or into 
inflows #1 and #2 (during high tailwater levels). The surplus water supply will be regulated and distributed merely 
depending on the tailwater level. A 4.80 m high single-leaf gate at the entrance will regulate the outflow to provide 
mean attraction flow velocities above the rheotactic flow velocity up to 0.78 m/s. It is noted that the gate is not 
designed to close completely but will maintain a minimum slot width of 28 cm when the tailwater design level is high. 
CFD modelling was conducted to design and finetune the surplus water inflow structures (CDM Smith, 2018). 
Different scenarios (tailwater level conditions and surplus flow constellations) were assessed (Figures 3 & 4): 
• We identified that the outflow of the pipe elbow has a distinct influence on the flow pattern in the surplus 
water inflow structure and at the screen. 
• We studied different flow dissipater/distributor arrangements, which had diverse effects on the screen flow 
pattern. Therefore, we recommend variable dissipater arrangements that can be optimized during operation. 
• The entrance velocity clearly determines the length (downstream distance) of the attraction flow plume 
(Figure 4). A plume that extends further downstream will have a greater encounter volume (impulse) for 
fishes than a plume that does not extend as far downstream, and most likely a greater attraction to fishes. 
• Flow patterns and conditions in tailwaters vary depending on flows, tailwater levels, hydropower/weir 
operation, and bathymetry. These can have a significant effect on attraction flow plume pattern and 
distance (Figure 3). 
• The gate arrangement (left or right side of channel) also has a noteworthy effect on the attraction flow 
plume pattern (Figure 4). 
 
  





Figure 4. CFD model result of Doesburg fish pass entrance and inflow #1 (top view, ethohydraulic colour scale) 
(CDM Smith 2018) 
4. Advancement of the Fish Pass Entrance Concept 
The investigations described above were conducted to confirm the suitability of the fish pass entrance concept for 
practical use in advance. The aim is to provide all those involved in design processes with concrete solutions for 
upcoming projects, but also to develop modular solutions that may be transferred to other locations. 
Advancements of the fish pass entrance concept by the authors are under way, e.g., the placement and detailed 
arrangement of functional elements that remain to be assessed hydraulically and/or ethohydraulically such as: 
• single-leaf control gate installed downstream of the 180° turn (Figure 4) 
• double-leaf control gate installed downstream of the 180° turn (Figure 5) 





Figure 5. Layout of the fish pass entrance concept with an adjustable double-leaf gate installed downstream of the 180° turn 
(Heimerl 2016) 
 












Figure 7. Detail of the multiple-leaf control gate (Heimerl 2018) 
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Abstract: Fishways are of importance for stabilization and regeneration of fish populations. Since most waterways and rivers are 
anthropogenic modified—e.g., to make them navigable or to produce energy, etc.—the effect on biology and morphology is not 
negligible. Some fish species are nearly extinct because they cannot reach their natural habitat to spawn or feed or the genetic 
diversity is lacking due to barriers that cannot be overcome. In the past decades a growing effort was made to decrease the 
ecological impact. Consequently, several fishways were built to provide migration corridors for various aquatic organisms. Since 
the 1980s different kinds of fishways have been biologically and hydraulically investigated. Numerous nature-like structures as 
well as technical structures were studied in physical, numerical, and prototype models. Vertical slot fishways can be categorized 
as technical fishways with a series of pools and a sloping bottom, where vertical openings in the cross walls provide a migration 
corridor. Hence, vertical slot fishways represent a technical bypass for dams and other lateral barriers. Even though vertical slot 
fishways are well studied, further hydraulic effects can be observed. In this context, the present paper investigates the hydraulics 
of vertical slot fishways and deals with the effect of downstream water levels on the hydraulic flow situation on vertical slot 
fishways. While most hydraulic models assume a quasi-uniform flow, it can be observed that varying water levels in geometrically 
equal pools are frequent. Herein, results of an experimental model are presented. Water levels in the pools and their dependence 
on inlet and outlet boundaries (water levels and discharge) are investigated. It can be shown that downstream water levels—pre-
set with an installed tailgate—as well as upstream water levels (as a result of the inflow conditions) have an influence on the pools’ 
water depths, while the influenced area, and consequently the number of affected pools, majorly depends on the specific discharge. 
A uniform distribution of total height difference at the fishway from one pool to the next could not be confirmed. Water level 
reduction and backwater effects result in continuously non-uniform flow situations on the structure. 
Keywords: Fish passage, vertical slot fishway, VSF. 
1. Introduction  
1.1. General 
Fishways are important facilities in current waterway and river systems. They facilitate fish to migrate beyond artificial 
(man built) hydraulic barriers, such as dams or hydropower plants, and thereby restore river connectivity. One type of 
fishway is the technical type known as vertical slot fishway (VSF). VSF are mostly rectangular channels with sloped 
bottoms. A sequence of pools is formed by vertical cross walls to produce small hydraulic drops between adjacent 
pools. Vertical openings over the entire height in the cross walls provide the migration corridor for fish (e.g., Clay 
1961; Rajaratnam et al. 1986). Furthermore, flow guiding elements generate the desired flow characteristics. Thereby, 
permissible velocities and preferred flow characteristics for fish species of interest are created. The benefit of VSF 
can be found in an almost independent flow (velocities, flow pattern) in respect to discharge. Thus, VSF are suitable 
for rivers with high water level differences and a wide range of upstream and downstream water levels. Also, the 
needed area is small compared to nature-like fishways. 
Great effort was made to gain an understanding of flow in VSF and widen the scope of application in the past decades. 
While in Rajaratnam et al. (1986) and Rajaratnam et al. (1992) different designs were investigated concerning the 
overall hydraulics, other publications examined the relation of pool width B to pool length L (e.g., Bermúdez et al. 
2010) or even several inserts of flow guiding purpose (e.g., Tarrade et al. 2006). Still new flow features are discovered. 
For example, the influence of lateral flow guiding elements (FGE) on the flow was investigated only recently (e.g., 
Bombač et al. 2017; Klein and Oertel 2017). The majority of publications focused on water surface profiles, depth-
discharge relations, velocities, turbulent kinetic energy, and energy dissipation rates within regular pools. 
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1.2. Issue of Boundary Conditions 
Dimensioning of VSF is based on physical modelling of certain standard designs. One of two commonly used 
discharge equations is: 
𝑄 = 𝐶𝑑  𝑏0 ℎ √2𝑔∆ℎ (1) 
 
where Q is the fishway’s discharge, Cd is the discharge coefficient, b0 is the slot width, h is a flow depth, g is the 
gravity acceleration, and h is the head drop between two pools. Eq. (1) was first stated by Clay (1961). Via physical 
models Eq. (1) was verified by Rajaratnam et al. (1986), Rajaratnam et al. (1992), Larinier (1992), Puertas et al. 
(2004), Wang et al. (2010), and more. Often forgotten is the fact that these models were performed under “quasi-
uniform” conditions. Via manipulating the downstream water level in the flume, a quasi-uniform flow, defined by 
achieving similar flow depth characteristics in each pool, was generated. Chorda et al. (2010) stated that the third pool 
of five pools in a VSF model was uniform and therefore suitable for taking measurements. In Puertas et al. (2004) two 
designs, each with four pools, were tested, arranged in one flume successively. In Rajaratnam et al. (1986), besides 
uniform flow experiments, submerged and drawdown experiments were also conducted with several slopes and 
discharges. The non-uniform experiments were made with 18 VSF-pools. It was shown that for a given discharge the 
flow depth in the tailwater region has to be higher than a certain value to affect the flow depth in the adjacent pool; 
below this value it is invariant. In the figures it can be seen that in the drawdown experiments, a quasi-uniform flow 
developed only in the middle pools, while the last eight pools were influenced by the drawdown. The submerged state 
showed submerged pools over almost the entire model. Also, with a VSF model of four pools a uniform state could 
not be reached. Rajaratnam et al. (1986) also defines: ‘When the flow profile is uniform, the head drop per pool will 
be the same for all pools, whereas for a non-uniform flow, it will be different for each pool.’ However, it has to be 
noted that the measurements were taken with a metal ruler, which may withhold a high error. Fuentes-Pérez et al. 
(2014) tested two common dimensioning equations on their application on non-uniform flow of VSF in field 
measurements and concluded that both equations could be applied on VSF but only with considering the water level 
and its drop at each pool. Consequently, this proceeding results in one discharge coefficient for each pool. Those 
observations could be verified by further field measurement campaigns and observations: Musall et al. (2015) stated, 
that in an VSF at Koblenz, both flow pattern and fluctuations between them could be observed. Also, significant 
influence of downstream water level is described. Marrinier et al. (2014) found in field measurements non-uniform 
flow characteristics in 12 of 16 pools (downstream) due to high tailwater and resulting influence of the discharge 
coefficient. 
The data presented herein, though, showed that achieving a quasi-uniform flow depends on the downstream water 
depth as well as on the inflow situation of the model and the number of pools. Unfortunately, there have been few 
attempts to characterize the hydraulics in VSF concerning inlet or outlet boundary conditions. Thus, several hydraulic 
models were conducted, and the handling of boundary conditions in a vertical slot fishway model with limited number 
of pools was not yet disclosed. Observations at FH Luebeck’s water research laboratory showed non-uniform flow 
behavior and flow fluctuations at a model of seven pools. The issue with non-uniform behavior is that the dimensioning 
with Eq. (1) is based on the above stated manipulated quasi-uniform appearance. 
Gebler (2015) defined four states of non-uniform flow in VSF, which were observed in the field: 
1. Increased tailwater and constant inlet water level leads to backwater with increasing water level drop in flow 
direction. 
2. Increasing of both boundary water levels with constant water level drop but increased discharge. 
3. Increased tailwater and constant or less increased inflow water level leads to reduction of overall water level 
drop and increasing water level drop between pools dh in flow direction. 
4. Increased inlet water level leads to an increased overall water level drop. The discharge is increased and the 
water level drop between the pools is rising in flow direction. 
The aim of this study is to develop a detailed description and an initial analysis of the inlet and outlet boundary 
conditions of VSF—not directly with the purpose on how to handle dimensioning and calculation discharge 
coefficients, but to give guidelines and hints/references on the handling of boundary conditions in hydraulic models. 
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2. Experimental Setup 
The hydraulic model was located at the water research laboratory at Luebeck Universtity of Applied Science. A 
vertical slot fishway consisting of seven pools was installed in a 0.8 m wide flume with a total length of approximately 
10 m. The clear length of each vertical slot fishway pool LL was 1.0 m (parallel to the bottom). Pool dimensions are 
shown in Figure 1. The bottom slope was set to 5 %. While the overall pool dimensions stay the same in all 
measurements, two positions of lateral flow guiding element (FGE) are realized. This resulted in different slot angles C 
(37° and 67°), whereas the slot width itself stayed the same for both designs. Displacing the lateral FGE led to a 
change of flow pattern (FP) from FP 1 to FP 2. Figure 2 shows the different flow pattern. For more information on the 
influence of lateral FGE and the overall model geometry, see Klein and Oertel (2017). 
 
Figure 1. Pool geometry; × = sensor points. 
 
(a) FP 1 
 
(b) FP 2 
Figure 2. Flow pattern according to Wang et al. (2010). 
The hydraulic model was equipped with ultrasonic sensors (mic+130/IU/TC, microsonic, range: 200 mm to 1300 mm, 
precision: ±1 %) to measure the flow depth in the center hc in each pool as well as 0.5 × LL in front of the first cross 
wall for 180 s at 75 Hz. The measurement time of 180 s had proved to be sufficiently accurate to approximate a time-
averaged water depth. Furthermore, reproduction of measurements with the same boundary condition was ensured. 
The system’s water was supplied by a head tank connected to a DN200 pipe system with frequency-controlled pumps 
in a closed circuit. Discharge measurements were conducted by means of an electromagnetic flow meter (Krohne 
Optiflux 2000, precision ±0.1 ls−1). The downstream water level was set with a tailgate at the end of the flume (circa 
1 m downstream the last cross wall), which was positioned by a step motor. 
 
Figure 3. Plan view and longitudinal cross section of hydraulic model, × = Sensor points. 
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For each design (C = 37° resp. C = 67°) the flow depth was measured for ten resp. five discharges and three to thirteen 
tailgate positions were recorded. Earlier investigations at FHL have shown that the flow depth at the center of the pool 
approximates the mean pool flow depth with an error of up to +2 %. With the conducted measurements the mean 
water level difference between two pools can be calculated by the adding the difference in flow depth to the difference 
of bottom slope: 
 
∆ℎ𝑚 = ℎ𝑐,𝑖+1 − ℎ𝑐,𝑖 + 𝑆 ∙ 𝐿𝑊  (2) 
 
where S is the bottom slope and LW is the pool length (incl. cross wall). For dimensioning a VSF the average water 
surface difference between two adjacent pools Δhm is assumed to be as big as the bottom slope difference: 
 
∆ℎ𝑚 = ∆ℎ𝑆 = 𝑆 ∙ 𝐿𝑊  (3) 
 
But as stated before this depends on the inflow and outflow water level and on the overall water level difference: 
 
∆𝐻𝑆 =  ∆ℎ𝑆 ∙ 𝑛 (4) 
 
where n is the number of pools in the fishway. With natural inflow and overall water level difference equal to the 
bottom slope difference, uniform flow with the same flow depth in every pool is expected. This flow depth, in the 
following named as huni, is unknown and hydraulic modelling aims to predict it to formulate design guidelines.  
3. Results 
Table 1 shows the measured flow depth for each model run. For all investigated model runs three resp. five flow states 
(FS) can be defined. The herein described flow states refer to the flow characteristics of the investigated VSF model 
consisting of seven pools. Whereas upstream (US) flow behavior and downstream (DS) flow behavior is described in 
respect to the later investigation pools in the middle of the structure. This description aims to provide a possibility to 
evaluate the inlet (US) and outlet (DS) boundary conditions and their influence of the pools in the middle of the 
structure for studies of uniform flow in VSF. 
Table 1. Measured quasi uniform water depth in the pool’s center. 
huni [mm] Q = 16 ls-1 Q = 20 ls-1 Q = 24 ls-1 Q = 28 ls-1 Q = 32 ls-1 Q = 36 ls-1 Q = 40 ls-1 
C37 166  242  323  324 
C67 151 193 237 287 322 363 407 
 
3.1. State 1a: US Draw, DS Minor Backwater 
The overall water level difference ΔH1-8 (the index indicates ΔH was calculated with flow depth values of Sensor 1 
and Sensor 8) was equal to the bottom level difference ΔHs. In this case a uniform flow could be expected (marked in 
cyan, Figure 4a), but the flow depth in the following pool sunk while the adjacent Δhm were higher than ΔhS (Figure 
5). In the middle pools a nearly uniform flow, as described by Rajaratnam et al. (1986), was developed. Three adjacent 
pools had nearly the same flow depth and Δhm/ΔhS ≈ 1. In the three downstream pools a typical backwater curve was 
observed, characterized by increasing flow depth and decreasing flow depth difference from pool to pool Δhm. The 
upstream pools, however, were not influenced by the downstream water level. This shows, that the inflow flow depth 
(flow depth 0.5 L in front of the first cross wall, S1) was higher than huni in most model runs because the flow depth 
increased significantly in the following two to three pools and the water level difference between each pool Δhm was 
10 to 50 % higher than ΔhS (Figure 5). Consequently, the uniform flow must develop in a number of prior pools before 
measuring. 
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3.2. State 1b: US Draw, DS Minor Draw 
The overall water level difference ΔH1-8 was bigger than the bottom level difference ΔHs. The flow depth in the 
following pool sunk while the adjacent Δhm were higher than ΔhS (Figure 4b and Figure 6). In the middle pools a 
nearly uniform flow was developed characterized by nearly the same flow depth and Δhm/ΔhS ≈ 1. In the last three 
pools a typical drawdown curve was observed characterized by decreasing flow depth and increasing flow depth 
difference Δhm from pool to pool. The upstream pools, however, were not influenced by the downstream water level. 
Thus, two separate drawdown curves were found. All flow depth, however, were lower than the inflow depth (marked 
in cyan, Figure 4b). 
3.3. State 2: Partial Quasi-Uniform Flow 
State 1 showed that the inflow depth in the model was higher than the flow depth at uniform flow huni. So, the flow 
has to develop throughout at least two pools. State 2 showed the flow situation when the water level difference between 
the third pool (see Figure 3, S4) and the seventh pool (see Figure 3, S8) was equal to the bottom level difference. It 
was found that the flow depth in each pool was lower than the inflow depth (Figure 4c and Figure 9), but between 
these pools a uniform flow was present: the flow depth was the same in each pool , and the water level difference 
between adjacent pools Δhm was equal to ΔhS. On the contrary, the first two pools withheld higher flow depth and 
water level differences Δhm. This should be the preferred flow state for hydraulic models. 
3.4. State 3a: US Draw, DS Major Backwater 
At flow state 3 the downstream water level had a major impact on the VSF flow. Flow state 3a showed a typical 
backwater curve reaching at least the investigation pools (third and fourth pool). In some cases the backwater 
continued throughout the whole length of VSF, reaching to the inlet (Figure 4d and Figure 7). The flow depth in 
every pool was higher than the inlet flow depth without backwater influence (marked in cyan, Figure 4d); wherefore, 
the water level difference of adjacent pools Δhm was lower than ΔhS. The influence of the downstream flow depth 
decreases with increasing distance from the downstream end of VSF, shown by increasing Δhm/ΔhS towards the inlet. 
 
(a) FS 1a 
 
(b) FS 1b 
 
(c) FS 2 
 
(d) FS 3a 
 
(e) FS 3b 
Figure 4. Schematic sketch of flow states in VSF. 
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Figure 5. Example of FS 1a (Q = 16 l/s). 
 
Figure 6. Example of F 1b. 
 
Figure 7. Example of FS 3a. 
 
Figure 8. Example of FS 3b. 
 
Figure 9. Example of FS 2. 
 
Figure 10. Nearly uniform flow. 
3.5. State 3b: US Draw, DS Major Draw 
Flow state 3b showed a typical drawdown curve throughout the whole length of VSF. The flow depth in every pool 
was lower than the inlet flow depth without influence of the downstream flow depth (marked in cyan, Figure 4e); 
209
7th International Symposium on Hydraulic Structures Aachen, Germany, 15-18 May 2018 
ISBN 978-0-692-13277-7                DOI: 10.15142/T3SW73 
 
 
wherefore, the water level difference of adjacent pools Δhm was higher than ΔhS decreasing upstream the structure 
(Figure 8). 
Both designs (C = 37° resp. C = 67°) showed similar behavior, whereas the higher slot angle of C = 67° seems to be 
more sensitive to change of downstream water level. This might be due to FP 1, where the flow travels directly from 
pool to pool and thereby no decoupling of the pools is given like with FP 2. Nonetheless, general statements for both 
designs can be made. The higher the overall water level difference ΔH1-8 is, the further upstream is the drawdown 




> 1 → drawdown is present  (5) 
∆𝐻1−8
∆𝐻⁄ 𝑆
< 1 → backwater is present.  (6) 
 
Also, it is important to check if the inlet flow depth is higher than the flow depth, which would occur at uniform flow. 
In models with a small number of pools, like the presented model, it is difficult to estimate the uniform flow depth. 
Hence, not considering the first two pools resp., consider that the first two pools as “flow development pools” might 
be better for uniform flow experiments. Thereby, natural flow development is given. Considering the first and second 
pool in the presented model as pools for flow development, the measured water level differences for evaluation 
uniform flow will be calculated between the third and last pool (Figure 3, S4 and S8). As a dimensionless value, it is 
divided by the bottom slope between the measurement locations: 
 
∆𝐻4−8   = ℎ𝑐,𝑆8 − ℎ𝑐,𝑆4 + 𝑆 ∙ 𝐿𝑊  (7) 
 
∆𝐻𝑆,4−8 = 𝑛 ∙ 𝑆 ∙ 𝐿𝑊  (8) 
 
→  𝛨 =
∆𝐻4−8
∆𝐻⁄ 𝑆,4−8
   (9) 
 
where n = 4 as number of pools between S4 and S8 and hc,S4 resp. hc,S8 as measured flow depth at location S4 resp. S8. 
Figure 11 shows the calculated dimensionless water level difference between pool three and seven of both designs 
(y-axis) and all discharges to evaluate limit values for the influence of downstream flow states on quasi-uniform flow 
in experimental models. The x-axis shows a classification of the downstream flow states. If there were more model 
runs resp. height of tailwater at one discharge for each flow state than needed for setting the limit values—thus if there 
were more than two model runs classified as the same flow state, the values in-between are also shown. 
The above described flow states are represented here. While at FS 1a and 1b at least pool 3 to 5 show uniform flow. 
FS 2 shows uniform flow in all pools downstream pool 2. The red marked areas display FS 3a and 3b where no uniform 
flow can be found. 
Analyzing the influence of the downstream water level on the upstream pools, the experiments showed that without a 
raised downstream water level, uniform flow could not be reached within seven pools. Without a raised downstream 
water level the drawdown even reached the inlet and decreased the water level in front of the first cross wall. 
Consequently, a particular increase of downstream flow depth had to be provided to reach uniform flow in the 
investigation pools (third, fourth, or fifth pool). As seen in Figure 11, at least Η < 1.2 should be reached to evaluate 
the inlet flow depth. Between 1.4 < Η > 1.2 drawdown reaching throughout seven pools up to the inlet cannot be 
neglected. Backwater effects can be found at Η < 0.97, whereby between 0.97 < Η > 0.86 the backwater does not 
spread to the inlet. Both effects move upstream with increasing difference of downstream flow depth to uniform flow 
depth. But there is a fine line between sufficient backwater to reach quasi-uniform flow and backwater influencing 
the upper pools especially at high discharges. With high discharges (i.e. 36 to 44 l/s) it is difficult to determine the 
uniform flow depth huni, because it might occur that two adjacent pools show uniform behavior even without sufficient 
downstream water level. This can be identified if by rising the downstream water level further, all pools show 
increasing flow depths. It has to be noted, that at 44 l/s, the smallest increase of downstream water level results in 
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increasing flow depth in every pool. Hence, with the present model setup it might not be possible to reach a uniform 
flow at 44 l/s. 
Also, just before a total quasi-uniform flow is reached, it was observed that the water level difference of adjacent pools 
Δhm shows a zigzag course (Figure 10). Due to these observations it is recommended to meet the following limits to 
achieve uniform flow in a short (n ≤ 8) VSF model: 
1. At least two pools upstream the investigation pools to guarantee flow development 
2. Η = 1.0 ± 3 %  
3. Δhm/ΔhS = 1 ± 5 % 
In the case of doubt, e.g., with high or low discharges, individual cases should be investigated and a number of 
downstream water levels near the expected huni should be studied. 
 
Figure 11. Observed dimensionless water-level/geodetic-height-difference Η for all flow states. 
4. Conclusion 
Several model runs confirmed Rajaratnam et al. (1986); a uniform flow in a VSF is achieved in pools with the same 
flow depth and when the water level difference between adjacent pools is the same as the difference of bottom slope. 
Furthermore, an indicator of quasi-uniform flow is when the water level difference between adjacent pools is the same 
as the difference of bottom slope with a deviation of maximum ± 5 %. This state is announced by alternating high and 
low water level differences of consecutive pools (zigzag course as explained above). To achieve a quasi-uniform flow 
in VSF models, it is thereby possible to manipulate the downstream water level in defined limit values. The 
downstream water depth can be increased up to the water depth in the third or fourth pool of a VSF model, whereby 
the deviation of total measured water level difference and the bottom slope difference 𝛨 should not exceed 3 %. The 
limits between quasi-uniform and backwater or drawdown influence are narrow for short VSF models. Caused by the 
influence of boundary water levels on the structure, which are transported from pool to pool, with increasing number 
of pools, it will be easier to achieve a quasi-uniform flow in a VSF model. Also, flow patterns have influence of the 
propagation of inlet and outlet effects caused by the rate of decoupling. 
The model presented herein showed that not only the downstream water level, but the inflow depth, is important for 
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In practical field situations the uniform flow is the design state but in everyday operation of the fishway, this state 
might only occur rarely. Therefore, it is important to consider the above stated flow states in the practical field 
situations and their influence of fish migration. For example, at drawdown situations the maximum capable flow 
velocity might be exceeded, and migration cannot be proceeded, which is caused by the resulting higher water level 
differences. As it was shown here it is important to consider two locations of drawdown: (1) drawdown in consequence 
of high upstream water levels in the upper pools or (2) drawdown in consequence of low downstream water levels in 
the lower pools. On the contrary, backwater effects might result in low flow velocities and in not finding the entrance 
of the fishway. 
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Abstract: Tidal gates are hydraulic structures that prevent salt water from entering in freshwater marshes. However, they also 
block fish migration. For a side hinged gate, the migration can be facilitated by maintaining a little opening during all the tide. In 
this paper, the discharge coefficient of such a gate is evaluated based on numerical and experimental studies. It is found that the 
experimental discharge coefficients evolve with the difference between upstream and downstream water depths. Using shallow 
water simulations to estimate energy loss, we derived a model able to predict discharge with reasonable accuracy. An output of 
the model is the design of a stiffener device that limits salt water intrusion at high tide. Resolving the angular momentum, the 
optimal stiffener stiffness can be found to maintain opening sufficient for migration, while reducing greatly the volume of salt water 
intrusion in comparison with a constant block. 
Keywords: Tide Gate model, tide gate management, gate design, fish passage, water quality. 
1. Introduction  
Tide gates are common structures in coastal areas. Their objective is to control water and salt exchange between 
marshes and sea. They have a major impact on water flows in rivers and can impact water surface profiles up to several 
kilometers upstream. Most of the time, they are fully open or fully closed. In order to design improved management 
strategies, aiming at improving flood prevention, fish connectivity (Boys et al. 2012, Wright et al, 2014), or pollution 
management, it is essential to use accurate models for stage-discharge-opening relationships. The studied structure is 
a common gate in the French coastal marshes. It consists of a side-hinged rectangular tide gate rotating around a 
vertical axis. It closes when the sea level is above the marsh level and opens otherwise. A new soft design improvement 
is proposed, consisting of blocks and/or stiffeners. In particular, the stiffener would introduce a delay between flow 
inversion and gate closure, giving enough time to catadromous/anadromous fishes to penetrate in the hydrographic 
network at the tide beginning (Lauronce et al. 2015). Near the maximum tidal level, the gate would be closed to avoid 
seawater inflow causing bank erosion, suspended material and salt intrusion. The stiffener could be associated to a 
shim to let the gate open during all tide, with a maximum opening at the tide beginning. This management could be 
adapted to European Eel migration for which it is observed that they come in during tide with a preference for tide 
beginning (1 or 2 hours before high tide). 
  





In this paper, we propose to evaluate the design of a stiffener aiming at improving fish migration without excessive 
seawater intrusion during high tides. To do so, we needed to derive a discharge coefficient model of this structure. A 
theoretical model was developed based on energy balance, and calibration with a 2D shallow water. The derived model 
was checked thanks to experiments on a 1:10 scale model. Finally, design relationships are proposed considering 
several stiffener implementations. 
2. Discharge Analytical modeling 
2.1. Flow configurations 
The flow passes through the tide gate from the sea (upstream) to the marsh (downstream). To enable the passability, 
the gate is maintained open at a given angle (). In practice, this opening is obtained with a block or a stiffener that 
prevents the leaf from closing totally. The size of the block can be chosen according to the saltwater volume that can 
be accepted in the marsh. The upstream water depth is denoted ℎ𝑢and the downstream water depth ℎ𝑑. 
Near the opening, a plunging jet appears causing the velocity to reach a maximum (denoted Vj) at a contracted section 
where the water depth reaches the depth hd. The width of the contracted section 𝑤𝑗  defines the lateral contraction 
coefficient 𝐶𝑐 = 𝑤𝑗 𝑤⁄ . The non-uniformity of the velocity distribution will be taken into account in the kinetic energy 
term with the Coriolis coefficient  at the contracted section. 
The gate opening w depends on the gate configuration. It is defined by 2 different lengths as a function of the ratio 
between the channel width (B) and the gate leaf width (l). Indeed if the gate is too wide, the channel sidewall constrains 
the flow, and influences the jet through the gate.  
When a wall or a totally closed gate leaf is encountered on one side, the flow is deviated to the opposite sidewall. Here 
we consider the case of B/l=2 which corresponds to a tide gate composed by two gate leaves of same size. 
 
Figure 2. Characteristic lengths and flow configuration as a function of B/l 
To obtain a unified formula for the discharge coefficient (𝐶𝑑)  the opening is obtained by calculating the distance 
between the gate and the fixed side or leaf: 
𝑤 = min⁡(𝐵 − 𝑙 cos𝜃, 𝑙√2(1 − cos𝜃))    (1) 
The discharge coefficient is defined with the upstream water depth (hu) applied to the whole control volume and the 
downstream water depth (hd). We considered a constant depth for each control volume (delimited by dotted lines in 
Fig. 2). The total flow rate is denoted by Q and deduced from study of vertical slot fishway (Wang et al. 2010). 
𝑄 = 𝐶
𝑑




2.2. Energy balance 
The energy balance in the upstream control volume (Fig. 2) gives the first relationship between 𝐶𝑑 and the hydraulic 
conditions. It is assumed that no head loss occurs in this volume because velocity magnitude and gradients are low. 

















    (3) 
Where 𝛼𝑢 and 𝛼𝑑are the Coriolis coefficients upstream of the gate. In the following, we assumed that 𝛼𝑢=1. In 
dimensionless form, equation 3 becomes: 







− 1)      (4) 
With 𝐹0
2 = 𝑄2 (𝑔𝐵2ℎ𝑢
3)⁄  Froude number, 𝑋 = ℎ𝑑 ℎ𝑢⁄  (water depth ratio) and 𝑎 = 𝑤 𝐵⁄  (relative opening). 






       (5) 
Combining Eqs. (4) and (5), it is possible to compute the discharge coefficient for a given flowrate and water depth 







      (6) 
Where a is a function of the opening angle (Eq. 1). 
3. Discharge model calibration 
3.1. Experimental device 
Experiments were conducted in a 1:10 scaled model at the IMFT laboratory. The channel is 4 m long, 0.4 m wide with 
glass wall. A vertical weir allows maintaining a given water depth at the downstream end. The flow rate is measured 
with an electromagnetic flowmeter. The tide gate consists of a PVC flat plate of 10 mm of thickness that can turn 
around a vertical axis. For type B, a second flat plate is set at the opposite channel side. 
The angle between the gate and the cross section is denoted . The angle values tested are 10, 20 and 30 degrees in 
order to cover a reasonable opening range to allow glass eels passing. 
 




3.2. Shallow water modeling 
A shallow water model of the 2 flow types was used to provide macroscopic parameters such as Coriolis coefficients 
and dissipation rate. These parameters will be used further for the energy balance through the gate. Numerical methods 
are used to better understand the flow properties (turbulence, gradient) which could be important for fish passing. 
Compared to experimental correlation, they allow increasing accuracy of the discharge coefficient because they 
validate the analytical model (see further) for a larger range of hydraulic configurations. 
 
The 2D shallow water model (Telemac2D) resolved the shallow water equation with a k- model which is adequate 
to compute flow for hydraulic structure where the turbulent viscosity is not constant (Tran et al. 2015). A finite element 
method is used for the numerical scheme, the time step is 1 ms and the total simulation time is 100 s. The computational 
domain corresponds to the experiments described below. The channel is 4 m long, 0.4 m wide with no bed slope.  
The mesh size is 2 mm near the gate and around 1 cm otherwise. A mesh convergence study proved that this mesh 
size was sufficient to obtain a non-mesh dependent solution.    
The boundary conditions are a constant flow rate at the upstream end and a fixed water depth at the downstream end. 
Manning coefficient of all walls was set to 0.0125. The simulations were carried out for 5 different flowrates (1, 3, 5, 
10, 15 l/s), 3 opening angle (10, 20, 30 degree) and for type A and B. The tail water depths are 10, 15, 20 and 25 cm. 
 
Figure 4. Velocity field, side streamline (dashed line) and contracted section (solid line) : B/l=1, Q=10 l/s, hd=20 cm (left), B/l=2, 
Q=5 l/s, hd=20 cm (right). The colorbar gives the velocity magnitude (m/s). 
Firstly, the shallow water simulations give an overview of the flow as a function of the type, opening and discharge. 
Figure 4 shows the velocity fields downstream of the gate. For type A, the flow remains close to the sidewall. On a 
transverse section, the maximum velocity is at the sidewall because slip condition is used in the model. The total 
maximum velocity is obtained in a section with the shallowest water depth which is not necessarily where lateral 
contraction is at its maximum.  
For type B, the flow is oriented in the gate leaf direction, then it is deflected by the sidewall until the downstream end. 
The contraction is larger than for type A, and a zone with very low velocity is present close to the downstream gate 
leaf. At the contracted section, the flow is not perfectly normal to the opening direction but it is slightly deviated in 
the longitudinal direction. This behavior is clearer when  = 20°. For full opening, the flow is in the longitudinal 
direction.  The contracted cross section is defined as the section where the velocity is maximum. 
The Coriolis coefficients  are obtained by the integration of u3 at the contracted section. Although the velocity profiles 
show that the lateral diffusion is quite high in the total cross section, the  values are close to 1 (figure 5) because it 
is computed only for the contracted section. A constant value of 1.08 is considered for the following calculation. 
Figure 6 indicates that the contraction coefficient is almost 1 for type A because the flow is expanding in the lateral 
direction when the vertical contraction (and maximum velocity) is reached. But for type B, the contraction coefficient 
is lower and it is crucial to take its variation into account in the energy balance by considering a limited range of angle. 




following, it is assumed a linear variation if w/hu < 0.25 and 𝐶𝑐 =0.75 otherwise. An analytical estimation of 𝐶𝑐 could 
be deduced from an EMB method (Belaud et al., 2009), but this is out of the scope of this paper.  
 
 
Figure 4. Coriolis coefficient at the contracted section.  Figure 5. contraction coefficient. 
 
3.3. Discharge coefficient 
Discharge coefficients obtained by shallow water model and experiments are shown in figure 8 for B/l=1 and figure 9 
for B/l=2. The 𝐶𝑑 from energy balance is calculated with the minimum and maximum values of B/hu, for which 𝐶𝑐 is 
between 0.75 and 1 (Figure 6). The ratio B/hu has to be considered because the experimental correlation of Cc depends 
on w/hu, (w/B is fixed by the opening) for the Cd computation.  Different ratios B/hu lead to significant evolution of 𝐶𝑑 
as shown in figure 7. The difference between energy balance and shallow water calculation is mainly due to parameter 
  and 𝐶𝑐 assumed to be constant. As the parameters are extracted from the simulation, the results have to be identical 
in order to verify the energy balance for the shallow water simulation.  
For B/l=1, the experimental results differ significantly from shallow water simulation. It seems that flow rate is higher 
in experiments than in calculation. The difference is larger for small opening where the discharge is relatively low, 
while the head losses have the same order of magnitude than head difference. It also possible that the simulation 
overestimates the dissipation near stagnation points, which is a well-known disadvantage of k- model (Cassan et al. 
2012).  Moreover, small opening and small X correspond to large Froude number in the jet, and Tran et al. (2015) 
have shown that shallow water is not totally pertinent in these conditions. 
For B/l=2, the ratio B/hu has no influence since 𝐶𝑐 is assumed to be constant for  >10°. The experimental 𝐶𝑑 are 
higher than the computed ones (figure 8). This gap can also be due to neglected head losses and underestimation of 
the computed dissipation. 
For the next part of the study, it is important to notice that the variation of 𝐶𝑑 can reach 30% when hd /hu varies, so 
this variation needs to be taken into account. Secondly, for B/l=2, the energy balance with 𝐶𝑐=0.75 provides a good 
estimation of the discharge coefficient. As the case B/l=2 represents a tide gate not influenced by sidewall, it is the 





Figure 6. Discharge coefficients for B/l=1 model with =20°.   Figure 7. Discharge coefficient for B/l=2 model with =20° 
4. Stiffener design and application 
The opening angle  varies with time, depending on the water levels in the upstream and downstream pools that exert 
a pressure on the gate. Therefore, the angular momentum balance is applied to the gate leaf with an inertial moment 
at rotational axis (A) denoted JA (figure 9). The pressure forces on the upstream side of the gate (Fgu) and on the 
downstream side (Fgd) are assumed to be hydrostatic i.e. the tangential and vertical velocities are neglected. As the 
force is constant in the transverse direction, the application point is located at l/2. A stiffener is used to apply a force 
(Fs) in the x direction. The unloaded length of the stiffener is 𝑙0 = 𝑙𝑟 cos𝜃∗, and when the gate just touches the stiffener 
the opening angle is then 𝜃∗.  
 
Figure 8. Stiffener device for a side-hinged tide gate. 
  Applying the angular momentum balance at A around the vertical axis passing through A it yields: 
(𝐹𝑔𝑢 − 𝐹𝑔𝑑 − 𝐹𝑎)
𝑙
2
− 𝐹𝑠 cos 𝜃 𝑙𝑟 =
𝑑(𝐽𝐴?̇?)
𝑑𝑡
     (7) 
Where Fa is the force exerted by the air on the downstream gate on the area⁡𝑙(ℎ𝑢 − ℎ𝑑). For the rest of the gate, the 









+ 𝑘(tan 𝜃 − tan 𝜃∗) cos 𝜃 𝑙𝑟 = −𝐽𝐴?̈?    (8) 
In dimensionless form equation 8 becomes: 
1−𝑋2
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is the total device stiffness which only depends on the geometrical configuration of the 
stiffener device. This equation will be solved by a 4th order Runge-Kutta method. If a quasi-steady solution is assumed, 
the second term becomes null and then the opening angle is directly given (hydrostatic balance) (Eq. 10). The quasi-
steady assumption appears reasonable because the gate movement is slow.  








+ sin 𝜃∗    (10) 
The design consists of choosing the distance between the sidewall and the stiffener (lr), and the stiffener stiffness (k). 
In the first step, the quasi steady assumption is evaluated on a model tide from French river Charentes mouth where 
several fresh marshes are present (figure 10). The water depth in the marsh (hd) is constant and equal to 2 m. The tide 
amplitude is 4 m and averaged level is 1.5 m. The tide gate considered has a weight m=1000 kg, a width l=2 m and a 
thickness e=0.2 m. Then the inertia moment is ⁡𝐽𝐴 = 𝑚 3(𝑒
2 + 𝑙2)⁄ .  
 
Figure 9. complete tide and during the tide gate closing for example considered. 
 
Figure 10. flowrate and opening angle for various stiffener stiffness for quasi steady calculation (QS) or unsteady calculation 
(US). Computation for l/hd =1 and 𝜃∗ = 20°.  
The objective is to regulate the discharge for a constant downstream level (water depth in the marsh). The 
dimensionless flowrate with hd constant is given by 𝐹0 𝑋
3
2⁄⁄  which corresponds to the Froude number in the 
downstream reach. Figure 11 shows that the quasi-steady calculations provide similar results than complete unsteady 
resolutions of equation 9. For unsteady calculation (US), some oscillations appear for the flowrate but the opening 
angle is less sensitive to them. In practice, this phenomenon is not likely to exist because of mechanical and 
hydrodynamical friction on the gate. Figure 11 also illustrates that the stiffness can have an influence on discharge for 
value between 1 and 10 for l/hd =1. Otherwise the gate is totally closed during a too long period or remains at a constant 




tide inversion, the design has to verify that for a given tide the angle opening is sufficiently large during one or two 
hours.  
 
Figure 11. flowrate and opening angle for various stiffener stiffness and opening angle before contact with the gate  * (lr/l=1, 
l/hd =1). 
The maximum discharge permitted in the marsh is selected with the opening angle⁡𝜃∗. When this choice is made 
(𝜃∗=20° for example), Figures 11 and 12 show that it is possible to reduce the flowrate with the choice of the stiffener 
stiffness. We recall that if the stiffness k could not be modified, ?̃? can be changed by choosing the appropriate length⁡𝑙𝑟. 
For the configuration presented here (l/hd=1), the gate can be totally closed for ?̃? = 1. When the flow direction changes 
(hd /hu ~1), the opening remains sufficient to enables passability during less than 1 hour for 𝜃∗=20°.  
To emphasize the advantage of the stiffener device, the entering water volume is compared with the solution with a 
constant block. In Figure 13, it can be seen that the range of the stiffness is limited, for example between 1 and 2 for 
the considered gate. For higher values, the gate is always open and for lower values the time available for the 
passability is too short as deduced from previous analysis. This result proves the importance to have a design tool 
which ensures an efficient device. Equations 6 and 9 (with quasi steady assumption) provide a precious help to install 
stiffener device and adapt it to real scale tide gate. They can be simply solved when the tide (X as a function of time) 
and the gate geometry are defined. 
 






The design of a stiffener device has been studied to allow glass eels passing a tide gate with a limitation of saltwater 
intrusion. In a first step, it was needed to estimate the discharge coefficient of a tide gate, which has been established 
by shallow water simulation, energy balance and experiments. The first 2 methods are complementary and are 
validated by the experiments. The variation of the discharge coefficient is then obtained and the tide gate behavior is 
simulated during a tide. 
A global view of the movement equation suggests that quasi steady equations are pertinent and sufficient to design 
stiffener device. Thanks the example of a real scale tide gate, we put forward the possibility to increase passability 
without large impact on water intrusion. The design process was described, then the impact of the various pertinent 
solutions was evaluated. In the future, similar studies could be carried out considering top-hinged gate which are also 
very frequent. The energy momentum balance approach could be interesting to estimate 𝐶𝑑 for larger opening for 
other flow control applications. 
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Abstract: Current culvert designs have little evolved since ancient designs. Some recognition of the ecological impact of 
culverts on natural streams and rivers led to changes in culvert design guidelines, too often associated with un-economical 
design recommendations. A simple small triangular corner baffle system may assist upstream passage of small body-mass fish 
in box culvert structures on very flat bed slope, while inducing little reduction in discharge capacity at design flow conditions 
and creating sizeable slow flow regions at less-than-design flow conditions. The system was tested systematically in a near-
full-scale physical model, 0.5 m wide and 12 m long. The present investigation delivered a detailed characterisation of the flow 
field in smooth and triangular baffled channels, at a scale comparable to a small standard box culvert barrel. Tests showed 
that small-bodied fish preferred to swim in slow-velocity regions, typically in the baffle corner. To be most effective, the corner 
baffle size has to be comparable with the fish dimensions, and strong flow reversal must be avoided, since it might confuse fish 
attempting upstream passage. Finally, design guidelines of fish-friendly culverts must be re-thought, with a focus on fish 
passage for less-than-design flows and maximising the discharge capacity at design flow. Current design practices must evolve 
from a semi-empirical approach based heavily on simplistic observations and educated guesses to advanced physics-based 
theoretical considerations and sound engineering guidelines. 
Keywords: Box culverts, upstream fish passage, small-bodied fish, triangular corner baffles, physical modelling, fish testing, 
fish-friendly culvert design guidelines. 
1. Introduction 
Longitudinal stream connectivity is a basic requirement for a healthy ecosystem and waterway, and aquatic 
diversity. During the last four decades, concerns regarding the ecological impact of road crossings have led to an 
evolution in their design (Chorda et al. 1995, Warren and Pardew 1998, Hotchkiss and Frei 2007). The 
environmental impact on fish passage may affect the upstream and downstream catchments with adverse effect on 
the stream ecology (Briggs and Galarowicz 2013). Common culvert fish passage barriers include excessive vertical 
drop at the culvert outlet (perched outlet), high velocity in the barrel, excessive turbulence, and debris accumulation 
at the culvert inlet (Behlke et al. 1991, Olsen and Tullis 2013). The increased velocities in the barrel can also 
produce reduced flow depths, which may potentially yield inadequate flow depths for fish passage, relative to the 
culvert size. Higher culvert exit velocities may increase perched outlet fall heights, i.e. fish barrier, with increased 
scour hole development downstream. Hydraulic jumps and standing waves in the inlet or outlet could generate 
further hindrance to fish passage (Wang et al. 2017). 
A better understanding of the ecological impact of culverts on natural river systems led to changes in culvert design 
guidelines, too often leading to un-economical designs (Behlke et al. 1991, Chorda et al. 1995, Fairfull and 
Witheridge 2003). Figure 1 shows a typical multi-cell box culvert in Brisbane (Australia), at the end of a rainstorm 
event, for a discharge less than its design capacity. Baffles may be installed along the barrel invert to provide fish-
friendly alternatives (Olsen and Tullis 2013, Duguay and Lacey 2014). For low discharges, the baffles decrease 
the flow velocity and increase the water depth to facilitate fish passage, while offering rest areas (Cahoon et al. 
2007). But baffles do reduce substantially the culvert discharge capacity (Larinier 2002, Olsen and Tullis 2013), 
thus increasing substantially the total cost of the structure to achieve the same design discharge and afflux. The 
additional costs may encompass those for additional precast cell units, construction of a second structure in an 
anabranch or selection of a bridge structure instead of a culvert. 
A simple small triangular corner baffle system was herein tested systematically in a near-full-scale physical facility 
of a box culvert barrel. The system was developed to assist upstream passage of small-bodied fish for less-than-
design flows, while having little impact on the afflux at design discharge. It is the aim of this study to deliver a 
detailed characterisation of the flow field in smooth and triangular baffle rectangular channels, at a scale 
comparable to a small standard box culvert barrel. The investigation provides relevant data to derive a predictive 
physically-based model of the flow characteristics of triangular baffle culverts, for a range of less-than-design 
flows. Both hydrodynamic measurements and fish endurance tests were repeated with several configurations to 





Figure 1.  Standard box culvert along Whitton Creek, below Kale St, Chapel Hill QLD (Australia) on 30 March 2017 at the 
end of a major rainstorm 
2. Physical Investigation, Instrumentation and Methods 
2.1. Experimental Apparatus and Instrumentation 
Laboratory experiments were conducted in two 12 m long 0.5 m wide rectangular horizontal flumes, representing 
a box culvert barrel. Both flumes were supplied by a constant head system and equipped with an intake structure 
equipped with calming devices, flow straighteners, and a three-dimensional convergent to deliver a quasi-uniform 
velocity field at the upstream end of the flumes. The channel boundaries were made of smooth PVC invert and 
glass sidewalls (Fig. 2). One flume was supplied with fish-friendly waters and equipped with upstream and 
downstream stainless steel screens to ensure fish safety. The second flume did not have screens; experiments in 
that flume are reported in Table 1 with an asterisk (*). The size of the flumes was comparable to a small single-
cell culvert structure typical of eastern Australia, and would correspond to a 1:4 scale model of a single cell of the 
large culvert seen in Figure 1. 
The water discharge was measured using an orifice meter or Venturi meter, designed based upon the British 
Standards. The water depths were recorded with rail mounted point gages. Velocity measurements were performed 
with a Prandtl-Pitot tube and an acoustic Doppler velocimeter (ADV). The Prandtl-Pitot unit was a Dwyer® 166 
Series tube with a 3.18 mm diameter tube, and enabled pressure and velocity measurements. The ADV unit was a 
NortekTM Vectrino+ equipped with a side-looking head and sampled at 200 Hz. The translation of the velocity 
probe in the vertical direction was controlled by a fine adjustment traverse connected to a digimatic scale unit. The 
experiments were documented using digital SLR cameras and digital video-cameras, including a CasioTM Exilim 
EX-10 with high-speed video capabilities. 
Table 1. Experimental flow conditions for detailed velocity measurements in smooth and baffled culvert barrel (present 
study) 
Configuration Q (m3/s) d (m) hb (m) Lb (m) Comment 






N/A N/A Prandtl-Pitot tube & ADV 
system. 
Medium baffles 0.0556 0.1625 0.067 0.67 Prandtl-Pitot tube. 
Large baffles 0.0556 0.173 0.133 0.67 Prandtl-Pitot tube. 
 0.0556 0.172 0.133 1.33  
 0.0261 0.1035 0.133 1.33  
Baffles with holes 0.0556 (*) 0.160 (*) 0.133 0.67 Baffles with Ø 13 mm hole. 
Prandtl-Pitot tube & ADV 
system. 
Notes: d: flow depth measured at x ~ 8 m; hb: baffle height; Lb: baffle spacing; Q: flow rate; (*): experiment 




A total of five boundary configurations were tested. The reference experiments were conducted with the smooth 
boundaries (Table 1, Smooth channel). Further experiments were performed with several types of isosceles 
triangular corner baffles (Fig. 2). The triangular baffles were fixed in the bottom left corner of the flume. Each 
baffle was an isosceles triangle with a 45º angle. Two baffle heights were tested: hb = 0.067 m and 0.133 m. For 
one experiment, a Ø 13 mm hole was cut in each large baffle to reduce the flow reversal intensity (see below) (Fig. 
2b & 2c). The Ø 13 mm hole centre was located 45 mm above the bed and 45 mm from the left sidewall. Two 
different longitudinal baffle spacings were used: Lb = 0.67 m and 1.33 m. Experiments were conducted for water 
discharges Q = 0.0261 m3/s and 0.0556 m3/s (Table 1), corresponding to less-than-design flow for which a 
subcritical flow motion would be observed in the culvert barrel. 
(a)  
(b)  
(c)   
Figure 2.  Experimental flume - (a) Juvenile silver perch (Bidyanus bidyanus) resting in the stagnation zone upstream of a 
medium baffle (hb = 0.067 m, Lb = 0.67 m), with flow direction from left to right (Q = 0.0556 m
3/s); (b) Juvenile silver perch 
(Bidyanus bidyanus) resting in the recirculation zone immediately downstream of a large baffle (hb = 0.133 m, Lb = 0.67 m) 
equipped with a hole, with flow direction from left to right (Q = 0.0556 m3/s); (c) Comparison between medium baffle, large 




2.2. Fish Testing 
Fish swimming observations were performed with juvenile silver perch (Bidyanus bidyanus). Fish were fasted for 
24 h before being tested at 24.5 ±0.5 C. Fish were placed for 5 min in a pervious containment installed in the 
operating channel. The short conditioning phase allowed the fish to adjust to the flow and channel. After 5 min, 
the containment box would be removed, and the fish were released. Recording would begin after a 2 min 
acclimation period. Fish observations were conducted for 15 min. If fish showed signs of fatigue, the test would 
be stopped and fish removed from the flume. After each test, the fish were weighted, measured and photographed. 
Fish were herein selected randomly for each experiment and each fish was tested once only. All experimentation 
was conducted with the approval of The University of Queensland Animal Ethics Committee (Certificate no. 
SBS/312/15/ARC). The tests were conducted for a less-than-design culvert discharge Q = 0.0556 m
3
/s (Table 2), 
for which the bulk velocity was close to the critical swimming speed (Ucrit) of the fish. Note that this flow rate 
was nearly twice the flow rate used by Wang et al. (2016), who conducted fish tests with smooth and very-rough 
boundaries. Four boundary conditions were selected herein: (a) smooth channel, (b) medium baffle (hb = 0.067 m, 
Lb = 0.67 m), (c) large baffles (hb = 0.133 m, Lb = 0.67 m), and (d) large baffles with holes (hb = 0.133 m, Lb = 0.67 
m,  = 13 mm). 
The fish positions were recorded manually using a 3-D grid scale based upon bed and sidewall square patterns. 
The recordings showed that the fish spent most time in a reasonably thin vertical layer close to the sidewalls, in 
particular the left sidewall corner for the triangular baffle configurations. In addition, high-resolution photographs 
were taken with a Pentax
TM 
K-3 dSLR camera equipped with prime lenses with negligible lens distortion. 
Table 2. Experimental flow conditions for fish observations in smooth and baffled culvert barrel channel (Present study) 
Configuration Q (m
3
/s) d (m) hb (m) Lb (m) Nb of fish Fish mass (g) (
1
) Fish length (mm) (
1
) 
Smooth channel 0.0556 0.162 N/A N/A 20 1.50 1.16 53.0 11.8 
Medium baffles 0.0556 0.1625 0.067 0.67 26 1.30 0.85 47.0 9.6 
Large baffles 0.0556 0.173 0.133 0.67 26 3.70 2.81 70.5 16.7 
Baffles with holes 0.0556 0.173 0.133 0.67 15 3.20 1.40 66.0 8.7 
Notes: d: flow depth measured at x ~ 8 m; hb: baffle height; Lb: baffle spacing; Q: flow rate; (
1
): median value 
standard deviation; All tests conducted in flume equipped with upstream and downstream screens, and water 
temperature at 24.5 ±0.5 C. 
2.3. Discussion 
In this study, both the fish and the baffles were selected to be at full-scale in a channel which was nearly the full-
scale representation of a single-cell box culvert barrel beneath a two-lane road embankment. The targeted fish 
species was juvenile silver perch (Bidyanus bidyanus), and the baffle size was selected to be comparable to the 
fish dimensions, because the literature shows that fish benefit from large-scale turbulence when the eddy size is 
comparable to the fish size (Webb and. Cotel 2011). 
3. Basic Hydrodynamics 
In the smooth channel in absence of baffles, the velocity field was quasi-uniform at the start of the channel (x = 
0). The water surface elevation decreased with increasing downstream distance, indicating a H2 backwater profile. 
A bottom boundary layer developed, and the boundary layer's outer edge interacted with the free-surface for x > 4 
to 6 m. Further downstream, the flow was fully-developed. The sidewall boundary layers remained thin. With the 
smooth boundaries, about 10% of the flow area experienced time-averaged longitudinal velocities less than 
0.5×Vmean, where Vmean is the bulk velocity: Vmean = Q/(Wd), Q is the discharge, W is the channel width, and d is 
the flow depth. For all flow conditions, the water surface was relatively smooth along the entire channel length. 
In presence of triangular baffles in the left corner, the flow was skewed towards the smooth right wall. The velocity 
field was asymmetrical, because of the presence of a sizeable wake behind each baffle. Negative velocities were 
recorded behind the baffles (Fig. 3). Figure 3 presents typical contour plots of longitudinal velocity data, with x 
the longitudinal co-ordinate positive downstream, y is the transverse distance from the right sidewall, z the vertical 
elevation above the invert, x-xb the longitudinal separation from the upstream baffle and xb the longitudinal position 
of the upstream baffle. With plain triangular baffles, a well-defined flow reversal region was observed in the wake 
of each baffle, with strong flow reversal. This is seen in Figure 3b, with negative velocity as large -0.8 m/s in the 
near wake of the plain baffle. The recirculation "bubble" had a height of about the baffle size hb and was about 
three baffle heights in length (3hb). Further and immediately upstream of each baffle, a marked stagnation region 




spread around the baffle. The longitudinal velocity was relatively small in this stagnation region, and this region 
was found to be a preferred resting zone for fish travelling upstream (Fig. 2a). 
Figure 3c shows the velocity contour plot immediately downstream of the large baffle with  13 mm hole. The 
data may be compared with Figure 3b obtained at the same location downstream of a plain baffle. The  13 mm 
hole provided some cavity ventilation and lesser negative flow reversal was observed. For example, the largest 
negative velocity was -0.35 m/s in the near wake of the baffle in Figure 3c. 
The hydraulic roughness of the various channel boundary configurations was tested. The spatially-averaged 
boundary shear stress was deduced from the measured free-surface profiles and estimated friction slopes in the 
fully-developed flow region (x > 5 m). Results are presented in Figure 4, showing that the Darcy-Weisbach friction 
factor increased with increasing relative baffle height hb/DH, where DH is the hydraulic diameter. In the smooth 
channel, the data followed closely the Karman-Nikuradse formula developed for smooth turbulent flows 
(Schlichting 1979, Chanson 2004). In presence of corner baffles in the left corner, the friction factor was best 
correlated by: 
 
f  =  f’ + 0.25×(hb/DH)1.64 (1) 
 
where f' is the smooth turbulent flow fiction factor. Equation (1) is compared to the data in Figure 4. 
(a)  (b) 
(c)  
Figure 3.  Contour plots of time-averaged longitudinal velocity Vx (in m/s) in smooth and baffled channels - (a) Smooth 
channel, Q = 0.0556 m3/s, x = 8.15 m, d = 0.171 m; (b) Q = 0.0556 m3/s, d = 0.172 m, hb = 0.133 m, Lb = 1.33 m, xb = 
8.12 m, x-xb = 0.03 m; (c) Q = 0.0556 m






Figure 4.  Darcy-Weisbach friction factor f as a function of the relative baffle height hb/DH for smooth and baffled 
channels 
4. Fish Behaviour and Kinematics 
4.1. Presentation 
Initial observations were briefly conducted with transparent baffles. Several fish individuals seemed unable to see 
the baffle and would hit the corner baffles while swimming upstream. Thereafter, the baffles were painted and all 
experiments with fish were conducted with grey-painted baffles (Fig. 2). 
Juvenile silver perch fish were tested with four boundary configurations (Table 2). During the tests, a number of 
fish fatigued before the end of testing: 12 out of 20 with smooth boundaries, 9 out of 26 with medium baffles, 10 
out of 26 with large baffles, and none out of 15 with large baffles with  13 mm hole. The last configuration was 
introduced because a number of fish appeared to be disoriented by the strong velocity reversal behind the plain 
baffles (see below). 
4.2. Fish Behaviour and Endurance 
In the smooth channel, the fish tended to swim next to the sidewalls and corners, as previously reported by Wang 
et al. (2016). There was no obvious preference between the left and right sidewalls. 
In presence of triangular baffles, the visual observations indicated that the fish swam against the current, i.e., 
upstream, and preferentially in the left corner of the flume, where the triangular baffles were located. Fish were 
able to pass upstream by taking advantage of the slow-velocity regions, and by resting in the stagnation zone 
immediately upstream of a baffle or in the wake behind each baffle. Observations and fish trajectory data showed 
several behaviours. These included fish 'resting' immediately upstream of baffle in the stagnation region (Fig. 2a 
& 5a), fish resting in the near-wake region immediately downstream of baffle (Fig. 2b & 5b), fish progressing 
upstream along the corner between two adjacent baffles, and fish negotiating the upstream passage of baffle (Fig. 
5c). Figures 2 and 5 present typical illustrations of these behaviours. It was noted that some fish seemed trapped 
in the flow reversal region immediately downstream of large plain baffle. They would typically face downstream 
there (Fig. 5b), and a few individuals appeared confused by the flow direction and unable to negotiate the upstream 
passage of the baffle. For that reason, some cavity ventilation was introduced by installing a hole in the baffle. The 
water jet through the hole reduced the strength of the recirculation process, and the data showed a drastic 
improvement in fish endurance as seen in Figure  6. 
The observations showed overall that the presence of small triangular corner baffles allowed fish to rest and 
facilitated substantially their upstream passage, as illustrated by comparative endurance swim results (Fig. 6). The 
results were even further improved with the 'ventilated' baffles equipped with holes. Figure 6 shows the cumulative 
percentage of fish swimming after durations ranging from 1 to 15 minutes. 
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Figure 5.  Photographic observations of juvenile silver perch (Bidyanus bidyanus) negotiating upstream passage in the 12 
m long 0.5 m wide flume, with flow direction from left to right, Q = 0.0556 m3/s, So = 0, hb = 0.067 m, Lb =0.67 m - (a) 
Fish resting in the stagnation region, immediately upstream of baffle; (b) Fish in the wake region immediately 
downstream of baffle, with the fish facing downstream; (c) Fish negotiating the upstream passage of a baffle: from left to 
right, top to bottom, with 0.12 s between two successive photographs 
 
Figure 6.  Cumulative endurance test duration data for juvenile silver perch (Bidyanus bidyanus) negotiating upstream 
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5.1. On Fish-friendly Culvert Design Guidelines 
Current standard culvert designs are very similar to ancient designs, like the Roman culverts (O'Connor 1993, 
Chanson 2002). Namely, standard culverts are characterised by a significant afflux at the design discharge 
(Henderson 1966). The afflux is the rise in the upstream water level caused by the presence of the culvert structure. 
In terms of hydraulic engineering design, the optimum size of a culvert is the smallest barrel size allowing for inlet 
control operation (Herr and Bossy 1965, Chanson 2000, 2004). The current engineering approach is focused on 
design flow conditions and does not consider upstream fish passage requirements and less-than-design flow 
conditions. 
When culvert fish passage is most important during rainfall events (e.g. flood), it is recomended that fish passage 
in culvert should be optimised for a range of flow conditions corresponding to less-than-design flow conditions, 
in particular below a certain discharge threshold: e.g., below 40% of the design flow rate. Above that threshold, 
the structure would be optimised in terms of discharge capacity for a given design afflux. A different reasoning 
could suggest that fish passage in culvert would be optimised for some duration of the design rainfall-and-runoff 
event, outside of the peak flow period, e.g. ±20% of event duration around the peak flow. In both approaches, the 
culvert design would be optimised in terms of fish passage for flow conditions corresponding to non-design less-
than-design flow conditions (Fig. 7), for which current engineering guidelines are very limited and typically not 
provided. 
When the culvert discharges all the time, and fish passage requirements are not directly linked to some major 
hydrological event, another approach for determination of fish passage discharge range would be its proper 
operation for certain proportion of the year, e.g. 300 days. 
Th  proposed small triangular corner baffle design provides a proven means to increase upstream fish passage for 
small-bodied fish during less-than-design flow conditions, while having little effect in terms of discharge capacity 
at larger design discharges. The former was evidenced with juvenile silver perch (Fig. 6), and the latter is seen in 
terms of flow resistance, with a decreasing resistance with decreasing relative baffle height hb/DH, hence increasing 
discharge (Fig. 4). Importantly the present corner baffle design must have dimensions (hb) comparable to the fish 




where  qdes is 
the design discharge per unit width in the barrel and g the gravity acceleration. Further cavity ventilation is strongly 
recommended, based upon present results. 
 
Figure 7.  Schematic of typical rainfall intensity and discharge hydrograph in a small catchment in eastern Australia with 





5.2. On Matching Biology and Hydrodynamic Data Sets 
The upstream fish passage may be analysed like an optimisation process, in a manner comparable to that used in 
competitive swimming (Wang and Wang 2006). It is indeed conceivable that fishes might adapt their swimming 
stroke to minimise drag and maximise their efficiency, as observed with swimmers during international 
competitions (Kolmogorov and Duplishcheva 1992, Wei et al. 2014). The latter brings up more questions on the 
limitations and significance of current fish swim tunnel tests (Katopodis and Gervais 2016, Wang and Chanson 
2017). One may query their relevance for upstream fish passage in culverts, when field observations (Behlke et al. 
1991, Blank 2008, Goettel et al. 2015) and near-full-scale experiments (Wang et al. 2016, Present study) reported 
fish seeking low velocity zones, associated with high turbulence intensity levels, to pass through hydraulic 
structures. Such hydrodynamic conditions differ substantially from tube testing conditions. 
A related challenge is matching swimming performance data to hydrodynamic measurements. Swim tests lack 
standardised test methods (i.e., two different studies rarely use the same protocol), and the output is either a single-
point measurement or a bulk velocity (Katopodis and Gervais 2016). In contrast, physical and numerical modelling 
of fluid flow deliver a detailed flow map, including contours of time-averaged velocity, e.g. Figures 3a, 3b, and 
3c are each based upon 300 measurement points, and turbulence properties, i.e, typically based upon a minimum 
of 12,000 samples per measurement point, with a fine spatial resolution (total: minimum of 3,600,000 samples). 
Regulatory agencies face a difficult task to match hydrodynamic observations and swimming performance 
information, when the data were collected with markedly different spatial and temporal resolution, standardisation 
level and metrology expertise. 
Fish-friendly culvert design guidelines must be based upon the most realistic data sets, alike the present study 
conducted in near-full-scale barrel channels (12 m long 0.5 m). 
6. Conclusion 
Detailed experiments were conducted in a box culvert barrel model to investigate the effects of small triangular 
corner baffles on upstream fish passage. The investigations were performed in 12 m long 0.5 m wide horizontal 
flumes operating at sub-critical flow conditions, typical of less-than-design discharges. Simple triangular corner 
baffle configurations were tested systematically and compared to a smooth channel configuration. Both 
hydrodynamic measurements and fish endurance tests were repeated to assess the benefits in terms of small-bodied 
fish. 
The presence of triangular corner baffles allowed fish to rest and substantially facilitated their upstream passage. 
Fish transited upstream by taking advantage of the slow-velocity regions in the left corner, and by resting in the 
stagnation zone immediately upstream of a baffle or in the wake behind each baffle. The results were further 
improved with 'ventilated' baffles equipped with holes, since strong flow reversal behind plain baffles was found 
to be detrimental. The  13 mm holes generated water jets feeding the recirculation cavity and reducing the 
strength of flow reversal.  The  present  corner  baffle  design  is  believed  to  work  best  with  baffle  dimensions 





Finally, the design of fish-friendly culverts must be re-considered, as an optimisation in terms of fish passage for 
low flow conditions, and a maximisation of the discharge capacity and minimisation of afflux for large discharges 
including design flow conditions. Current fish-friendly culvert design practices must evolve from semi-empirical 
approaches based heavily upon simplistic observations and educated guesses, to advanced physics-based 
theoretical considerations and sound engineering standards. The approach is novel and challenges current design 
guidelines. 
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Abstract: River continuity is a main objective of the EU Water Framework Directive (WFD). Therefore, flood retention basins 
(FRB) located in the main channel have to include a full ecological passage in the dam structure. Animals of all species should be 
able to pass through at any time. Conventional hydraulically optimized constructions have to be adjusted to meet this requirement. 
During the last two decades the design of the outlet structure and the configuration of the pass channel were  the focus of research 
in Germany to form an ecological culvert at FRB. The separation of the ecological culvert and the bottom outlet enlarges the 
necessary building area and the massive construction in an earth fill dam. A combined culvert effectuates that ecological 
requirements have to be applied to the stilling basin as well. The depression shaped stilling basin (DSSB) with its continuous river 
bed slope raises the expectation to meet these requirements. However, a lack of knowledge in design standards of DSSB leads to 
uncertainty in the planning and approval process. The aim of the research is to advance the design standards of DSSB by taking 
both hydraulic and ecological requirements into account. In a first step, decisive parameters are identified. Their value ranges are 
specified based on a literature search. The combination of parameters and the resulting dependencies are currently analysed at 
the Institute of Hydraulic Engineering and Technical Hydromechanics (IWD in Dresden). This paper presents the approach of 
analysing the conflicting influences of low water and flood water discharge on the length of the DSSB.  
Keywords: Ecological Culvert, river continuity, depression shaped stilling basin, flood retention basin. 
1. Motivation 
The first motivation for dam design and construction was based on the demand of drinking water supply. Generally, 
dams are multifunctional facilities used to provide process water, increase downstream water depth for navigability, 
produce energy and control floods. Therefore, all dams feature a permanent reservoir. As a result, the character of the 
watercourse is changed decisively. In the 1950s, the first dams in Germany were constructed exclusively for flood 
control; the first German FRB. Over a period of about twenty years an intensive construction activity in the field of 
FRB followed. Most of the FRB were constructed including a partial but permanently filled reservoir. The use of the 
newly created still water bodies as nearby recreation area became very important. Typical early construction designs 
during this period used the drop inlet spillway for flood discharge control. In the 1980s, the awareness for ecological 
requirements started to rise in the field of hydraulic engineering. This process is depicted in the development of the 
DWA/DVWK (German Association for Water, Wastewater and Waste) set of rules as follows:  
In DVWK-M 202/1983 ecological aspects can be found as small paragraphs of other chapters. The advantage of basins 
with a permanent partial filling was pointed out regarding recreation and experiencing values such as landscape 
integration and balanced landscape scenery.  
DVWK-M 202/1991 was the first set of rules to include a chapter on ecological aspects. Dry (green) basins are 
mentioned which are supposed to conserve the character of the watercourse in principle. The filling of the basins is 
limited to flood water periods. The dam construction itself was considered as a barrier interrupting the migration 
corridor for non-volant species.  
DVWK-M 4/1993 summarized the state of knowledge concerning the impact of the operation of FRB on habitat, flora, 
and fauna communities based on a literature search. This research was meant to form the basis for operating rules for 
FRB, which consider requirements from water management and ecology with the final goal of environmentally 
friendly facilities. One important result of the report is the lack of published research concerning the fish migration 
through technical outlet structures. The outlet structures were assumed to have a barrier effect as pipe culverts were 
the typical construction type due to their simple design and construction. The smooth unstructured flumes cause high 
flow velocities. In the opinion of the authors of the report, the river continuity through FRB cannot be reached by 




The 1996 published DVWK-M 1/1996 reacted to uncertainties that evolved from the practice of the Environmental 
Impact Assessment Directive. The report presented a list of impacts evolving from a multitude of hydraulic structures. 
To mitigate the environmental impact of FRB, outlet structures without top cover or at least equipped with light shafts 
are recommended. Furthermore, rapid bed slope changes with their respective changes in the flow should be avoided. 
To prevent high flow velocities and to enable physical habitat conditions for macrozoobenthos, a river bed should be 
configured with substratum in composition and shape of the river. During the last two decades the recommendations 
were upgraded, cf. LfU (1998), LUBW (2006) and BWR 24005 (2006). The research in this field was accelerated by 
the objectives of the WFD.  
Best performance regarding the passage through a FRB can be observed at a culvert structure as an open ecological 
channel, Figure 1. This construction leads the river through the dam using wing walls and providing a large structural 
clearance. In the middle of the corridor, a flood retaining wall is installed which features at minimum two outlets. One 
outlet is located in the main channel (outlet 1 Figure 1b) and the second at the embankment (outlet 2 Figure 1b). 
During low water periods the outlets are permanently opened to ensure the ecological passage for aquatic, amphibian 
and terrestrial wildlife. During flood periods the outlets close in a controlled way to regulate the outflow of the basin. 
Ideally, gates due to their small construction thickness regulate the outlets. It is possible to integrate the spillway as 
well in the flood retaining wall, for example in form of a weir crest overfall.  
   
Figure 1. The open ecological channel at the FRB Neuwürschnitz, Saxony: a) top view sketch of the dam with open ecological 
channel; b) front view from downstream side into the ecological channel; c) detail bottom outlet with pass channel. 
Downstream of the outlets, the energy dissipation system has to be provided. Especially high storage heights result in 
high flow velocities which have to be reduced within this structure. Conventional stilling basins are deepened and 
rectangular. They usually have, especially at a scheduled high load, a massive end sill. The sill represents an obstacle 
for benthic organisms. Therefore, it contradicts the objective of river continuity. Furthermore, the absences of a 
continuous riparian strip and a low water channel, as well as a corresponding substrate design, have a negative impact 
on the migration corridor. One solution is the separation of bottom outlet and ecological culvert, Figure 2.  
Figure 2. Separation of the ecological culvert and the operation outlet: a) FRB Niederpöbel, Saxony (recently under 
construction); b) FRB Rennersdorf, Saxony (construction period 2006-2010).  
  
a) b) c) 





pool and bolder  
type pass 
gate at outlet 1 












However, an increased space requirement is demanded and the massive structures within the dam are enlarged. The 
total cost increases and particularly hinders the landscape aesthetics. It would, therefore, be optimal to combine the 
bottom outlet and ecological culvert. This extends the requirements resulting from the claim of river continuity to the 
area of the energy dissipation system. Thus, a structural adjustment is required in this area. To avoid the end sill, there 
is the possibility to use a kind of stilling recess. The so called depression shaped stilling basin (DSSB) is considered 
in this paper. 
2. State of Knowledge Cconcerning Design Rules of DSSB 
A DSSB has a rounded shape in plan form as well as in longitudinal section, Figure 3. Therefore, it is also described 
as ’spoon shaped’.  
   
Figure 3. FRB Neuwürschnitz, Saxony: a) dam downstream side with ecological culvert, pass channel and DSSB; b) DSSB and 
ecological culvert; c) DSSB physical model test.  
The counter slope and the constriction at the end of the DSSB form the water cushion where the energy is dissipated. 
A hydraulic jump occurs in the DSSB. The hydraulic mode of operation corresponds in the broadest sense to those of 
a spatial stilling basin. Instead of a horizontal apron with end sill, a depression is formed in the longitudinal section. 
The plan form deviates from the rectangular shape and is rounded. For spatial stilling basins design rules exist. Special 
types of stilling basins are introduced in literature as follows:  
In contrast to the similarly rounded types of energy dissipators (cf. USBR (1987): solid or slotted type bucket, plunge 
basin energy dissipator), the main jet in a DSSB emerges into the basin close to and parallel to the river bed. Peterka, 
J. (1984) provides design data for stilling basins with sloping aprons. Naudascher, E. (1992) includes design rules for 
stilling basins with counter slope and dentated end sill. Csallners’s investigations upon the river weir in 
Höchstädt/Danube carried out in 1968 are presented in Hack, H.-P. (2009). Among other aspects, the possibility of a 
trough shape in longitudinal section in contrast to the horizontal apron was investigated. Design rules resulted from 
these studies and found that the construction causes a particularly efficient energy conversion at relatively deep but 
small length of the basin. Furthermore, these structures have a high safety against downstream movements of the 
hydraulic jump. However, the investigations were not carried out with spatial hydraulic jumps.  
The design of DSSB with its complex, spatial currents is not yet standardized. Therefore, their application yields 
uncertainties for planners. The previous studies on the development of the trough-shaped special form of stilling basins 
are purely based on an optimization of the requirements of hydraulic efficiency and cost-effectiveness by adapting the 
shape of the basin to the shape of the hydraulic jump in order to optimize the space requirement.  
In response to the extreme floods in Saxony in August 2002, flood management concepts had to be revised. The State 
Reservoir Administration of Saxony commissioned a feasibility study to identify reasonable locations for flood 
retention basins. After a multi-leveled process, 74 locations were considered in the flood management concepts, cf. 
Müller (2010). As a part of the implementation of the concepts, a separate concept for FRB construction was installed, 
which provides the construction of 30 and the planning of 10 basins until 2020. The realization of the concept is behind 
schedule. An explanation can be found in the long approval process of FRB in Germany. The high necessity of 
standardized constructions becomes apparent. 





The investigation currently carried out at the Institute of Hydraulic Engineering and Hydromechanics (IWD) in 
Dresden focuses on DSSB at FRB with ecological passage. The objective is to create design rules that take into account 
hydraulic and ecological requirements. In a first step, the decisive ecological parameters are identified. Limiting values 
are designated as a result of a literature search. In a second step, these parameters are combined and subjected to 
sensitivity analyses. Finally, the resulting dependencies are converted into design rules. The following chapter 
introduces the approach to analyse the length of a DSSB concerning the conflicting influences of low water and flood 
water discharges.  
3.1. Construction Parts of DSSB and Their Hydraulic and Ecological Requirements 
A DSSB at a FRB with ecological passage must be split into two areas which have to fulfill different ecological 
requirements.  
The main channel is the migration corridor for aquatic species. Caused by the counter slope, a small, but permanently 
stored water volume is formed within the main channel (Figure 4 highlighted in blue color). According to the 
requirements of the aquatic fauna and the character of the watercourse, respectively, a continuous leading current has 
to be maintained. The siltation of the river bed must be avoided. Thus, the flow velocity pattern in the DSSB resulting 
from low water discharge is analysed. Thermal barriers have to be avoided. To prevent unacceptable warming of the 
DSSB, the water renewal (ratio of inflow to stored volume) is under investigation.  
Parameters which influence the flow pattern and the warming in the DSSB are length, width, length-width-ratio and 
river bed slopes. 
 
Figure 4. Schematic sketch of a DSSB: spatial perspective and longitudinal section in the main channel.  
The embankments are the migration corridors for amphibious and terrestrial species. This area should not be obstructed 
for species migrating parallel to the river. Thus, the embankment slopes are of interest. To support the orientation of 
the migrants, the planform layout and the bottom substrate design must be taken into account. The area within the 
DSSB shaped according to the named requirements is highlighted in red in Figure 4.  
Both parts together must ensure the adequate energy conversion at the DSSB. All parameters named above influence 
the hydraulic effectiveness. As contradicting design scenarios, the low water discharge and the flood water discharge 
must be analysed. In addition, the presence of multiple outlets (in the main channel and on the embankment) make it 
possible to study advantages and disadvantages of asymmetric/symmetric loading.  
With increasing height of the dam and flood water discharges, the hydraulic load on the DSSB rises. So, while the 
hydraulic requirements increase with the dam height, the ecological requirements remain uninfluenced by the latter 
parameter. The compatibility of both requirements is correspondingly more demanding, the higher the dam structure. 
The present investigations, therefore, focus on FRB with large storage heights (higher than 15 m). 
The requirements related to the low water discharge  depend on the FRB location. Near to the spring of a river, the 
catchment area and the low water discharges are small. The fish species in the upper regions of a river are used to 
relatively cold water and high flow velocities.  
The locations of existing basins, basins currently under construction, and those designated in the flood management 




suitable for flood protection by FRB in Saxony is predominantly similar to the trout region. The transferability of this 
statement to other federal states within Germany and other countries is under review.  
 
Table 1. Locations of FRB in Saxony referring to the regions of predominant fish. 
 Trout region Grayling region Barbel region 
 Number Proportion Number Proportion Number Proportion 
Existing basins 18 82% 2 9% 2 9% 
Basins under 
construction 
7 88% 1 12% 0 0% 
Locations designated in 
the flood management 
concepts 
62 84% 6 8% 6 8% 
 
Independent of this review, however, trout can be identified as the most demanding fish species. Adults of most species 
need a leading current with a flow velocity of minimum 0.2 m/s according to Pavlov (1989). Salmonids show directed 
swimming behavior beginning at a flow velocity of 0.3 m/s, cf. Adam, B. and Lehmann, B. (2011). The water 
temperature of 18°C is the limit for preserving the character as distinct trout waters according to DVWK-M 4/1993. 
LfU (2005) indicates water temperatures > 25-30°C as lethal temperature for trout and > 32-33°C for grayling and 
barbe. Therefore, the investigations are limited to the trout region. This predefinition influences the limiting values of 
the parameters as well as further input variables as presented in the following chapter.  
3.2. DSSB Length Dependencies on Low and Flood Water Discharge 
For adequate energy conversion, a suitably sized water cushion in the DSSB and corresponding geometry is necessary. 
In the trout region, slopes S > 0.006 naturally exist. In order to shape the depression, the slope of the river bed must 
be increased in relation to the natural slope of the watercourse. The steeper the gradient in the passage, the smaller the 
water depth provided in the migration corridor. The minimum water depth is depending on the height of the design 
fish. With a specific design low water discharge available at the FRB location and the water depth required by the 
trout, a maximum slope of the pass channel is feasible.  
By example, this dependency is presented by the following analytical calculations according to the approaches given 
in DWA-M 509 (2014). The migration corridor is formed as a pool- and boulder type pass with crossbars and vertical 
slots. Table 2 shows the used dimensions according to the predominant fish, brown trout, as a maximum flow velocity 
2.1 m/s is defined according DWA-M 509 (2014).  
 
Table 2. Selected geometries of predominant fish and fish pass according to DWA-M 509 (2014). 
Decisive dimensions of brown trout Selected dimensions of the fish pass 
 
Hfish = 0.1 m   
Lfish = 0.5 m Pool length  Lpool = 1.8 m 
Dfish = 0.05m Vertical slot 
width  
bs = 0.2 m 
 
The smallest water depth, h2, in a pool and bolder type pass occurs directly downstream of the vertical slot, cf. Figure 
5. The required minimum water depth is, according to DWA-M 509 (2014), twice the design fish height. Furthermore, 
a safety coefficient for pool and bolder type passes 1/0.8 and enlarges this value to h2 = 0.25 m. This value remains 
constant in all following calculations. Therefore, the flow cross-section at the slot is defined with the constant 
value  A = ℎ2 ∙ bs = 0.25 m ∙ 0.2 m = 0.05 𝑚
2









The step between water tables of two neighboring pools is performed within the slot. With the required minimum pool 
length for trout fish (cf. Table 2), the maximum water depth in the pool is calculated using Equation (1) (Figure 5).  




Figure 5. Schematic sketch of the fish pass.  
 
The approach of DWA-M 509 (2014) is based on the simplified POLENI-formula Eq. (2). 𝜎 considers the backwater 
effect at the vertical slot and is calculated according to Equation (3) by Krüger, cf. DWA-M 509 (2014). In addition, 














Table 3. Constant values used in Equation (2). 
 
Table 4 shows the necessary low water discharges, Q, at a planned location for a FRB according to Equation (2) to 
ensure the required water depth with increasing river bed slope S.  
 
Table 4. Calculated discharges Q according to (1) and corresponding mean flow velocities. 
S [%] h1 [m] 𝜎 [-] Q [m³/s] vm [m/s] = Q/A 
1.5 0.277 0.676 0.035 0.70 
3 0.304 0.883 0.053 1.06 
4 0.322 0.938 0.061 1.22 
5 0.340 0.966 0.068 1.36 
 
The resulting mean flow velocities at the slot represent the inflow conditions into the DSSB (Table 4 last column). 
This current impulse decreases in the DSSB with increasing length. To meet the required minimum flow velocities in 
the leading current according to the swimming behavior of the trout the length of the DSSB has to be limited.  
For adequate energy dissipation during flood periods, the DSSB must provide a length corresponding to the length of 
the hydraulic jump.  
𝜇 = 0.55 continuous river bottom without low water sill [-] 
f = 1.1 considers small discharges between the stones of the crossbars [-] 










Figure 6 recapitulates the dependencies that are currently being investigated at the IWD and should be included in 
design rules for DSSB located at FRB with ecological passage.  
 
 
Figure 6. Feasible length of DSSB depending on LWQ and FWQ.  
4. Conclusion 
In order to include full ecological passage at FRB, the constructions needed to be adapted. A combined bottom outlet 
and ecological culvert requires an energy dissipating structure with ecological passage. The DSSB offers advantages 
concerning the river continuity. Therefore, it is recommendable at FRB with ecological passage. As the design of 
DSSB is not yet standardized, the application is afflicted with uncertainties. To finally develop design rules based on 
ecological and hydraulic requirements, investigations on DSSB are currently in progress at the IWD. This paper 
presents the approach of analysing length of DSSB and its dependencies of low and flood water discharges. Low water 
discharges and corresponding ecological requirements result in upper limits for the DSSB length. Flood water 
discharges and the corresponding hydraulic requirements define the minimum length of a DSSB. The final objective 
is to provide planners with upper and lower limits for DSSB length for given low and flood water discharges. In 
addition, for specific ratios of low and flood water discharges, the application of DSSB may not be feasible.  
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Abstract: This study aims to investigate flow and turbulence structure of a diagonal brush fish passage which has 
been constructed at the existing Small Hydropower Plant (SHP) on İyidere River on the East Black Sea Coast of 
Turkey. The flow and turbulence characteristics of diagonal brush fish pass were investigated in a 1.1 m wide 
rectangular flume with a bed slope of 10% for Reynolds and Froude numbers ranging between 3.45x104-2.4x105 and 
0.15-0.16, respectively. By taking into account dynamic upstream water levels (H=101.20 m to H=102.05 m) of fish 
pass structure throughout the year, the vertical velocity profiles of different flow regions have been obtained by using 
Nivus instrument, whereas the turbulence quantities were gathered by measuring the three-dimensional instantaneous 
velocity fields using Micro acoustic Doppler velocimeter. The flow data was grouped for four different relative 
submergence of bristles. Thus, the analysis is done based on a physical basis and focus on the most important 
hydraulic parameters of velocity field, turbulence, and flow depth for fish passage design. The main findings of this 
study can be summarized as follows: (i) a significant proportion of energy dissipation (>50%) takes place in the brush 
plates with the vibration and bending of bristles, (ii) turbulent kinetic energy seems to be considerably lower for a 
same dissipated power in brush fish pass than other conventional fish passes (vertical slot and nature type), (iii) the 
turbulence intensities in the lateral velocity component were an important contributor to turbulence, and (iv) when 
the bristles are submerged, the maximum turbulent kinetic energy  value is tripled. The flow is quasi-uniform and in 
subcritical regime which provides different migration corridors with typical hydraulic conditions and, very important 
for the fish, these corridors continue through the complete fish pass. The results from this study would be useful to 
fish-pass designers.  
Keywords: Brush fish pass, diagonal arrangement, turbulent kinetic energy, energy dissipation, flow-induced vibrations.   
 
1. Introduction 
The brush-type fishways consist of a sloping channel into which brushes are fixed which provide reduced velocities 
for easing the upstream migration of fish. They are known to provide low velocities, a variety of structures inside the 
water body, and ample resting room for small and juvenile or weak fish. The brush elements do not totally block the 
flow in which hydraulic elements have permeability, and a quasi-uniform flow condition occurs so flow regime is 
subcritical (Kucukali and Hassinger 2015). In brush fish pass, the energy dissipation is rather effective because the 
large number of flow-induced vibrating bristles initiate strong energy dissipation.  Rahn (2011) conducted experiments 
with grouped brush-blocks to investigate the distribution of the energy dissipation, and Rahn (2011) found that a 
significant proportion of energy conversion (>50%) takes place in the bristle plates. However, without the bristle field, 
the flow velocity would be excessively high and the flow regime will be supercritical. Although the flow pattern is 
three-dimensional (3D) in fish pass structures, most of the standards take into account only streamwise velocity as the 
relevant criterion and turbulence quantities are not considered (DWA, 2014; Environmental Agency, 2010). The 
energy dissipation rate per unit volume is taken into account as a relevant parameter for turbulence indicator (Table 
1). Moreover, in the literature, there are several studies about the flow and turbulence characteristics of the 
conventional fish pass structures such as: vertical-slot, pool-weir, and natural-like. The common characteristic of those 
fish pass structures is that the hydraulic energy is mostly dissipated when the turbulent jets plunge into pools. 
Moreover, in the previous studies, the migrations of smaller and weaker fish are mostly neglected (Kucukali and 
Hassinger 2018). Accordingly, the proposed brush fish pass differs from the conventional fish passage types by 
providing a nearly optimal migration corridor under uniform and subcritical flow regime for smaller and weaker fish 




blocks (shown in Figure 1 below) and the oscillation of the bristles which dissipate the hydraulic energy. In the 
literature there is a lack of knowledge concerning the turbulence structure of diagonal brush fish pass. Accordingly, 
the flow patterns and turbulence characteristics of a brush type fish pass will be presented at prototype scale (~Re=105). 
This study focuses more on the turbulence and velocity pathways for fish passage.  
 
Table 1. Maximum allowable energy dissipation per unit volume at different fish zones of rivers. Data source: DWA (2014). 
Biological zone of river Allowable maximum energy dissipation per unit volume 
upper trout zone 250 W/m3 
lower trout zone 225 W/m3 
grayling zone 200 W/m3 
barbel zone 150 W/m3 
bream zone 125 W/m3 
estuarine zone 100 W/m3 
 
2. Field Study: Prototype Flow and Turbulence Measurements  
This study aims to investigate the flow and turbulence structure of brush fish passage which has been established at 
the existing Incirli Small Hydropower Plant (SHP) on İyidere River on the East Black Sea Coast of Turkey. İyidere 
River Basin is rich in biodiversity and 13 fish species have been identified in the river. The İyidere River Basin has a 
drainage area of 835 km2 and the annual average discharge of the river is 28 m3/s. In the river basin, a cascade type 
hydropower system has been developed and the Incirli SHP is situated at the first downstream of the basin which is 
in the barbell zone. Incirli SHP is diversion type (tunnel length= 4 km) with a head of 27.5 m and installed capacity 
of 25 MW.  
 
Figure 1. Drawing of a brush fish pass. Adopted from DWA (2014). 
 
Figure 2 shows the general view of the brush fish pass which was constructed in 2017. By grouping brush blocks, 
pools can be formed between the groups of brush bars. The reason for the diagonal arrangement is that in this kind of 
street the flow is cross-exchanged constantly. The density of the brushes is selected according to the result of a 
designing process which is based on an equilibrium of forces. The density is a function of slope, discharge, water 




Hassinger (2002) and it is widely used to design brush-type fish ways. Rounded river stones (maximum 0.16 m 
diameter) have been placed on the bed of the channel to create a reduced velocity and low turbulence microhabitat. 
This benefits species with low swimming performance. An acoustic Doppler velocimeter (Sontek 50-MHz ADV) was 
used to measure the three-dimensional instantaneous velocity fields. The employed ADV had three sensors and 
measured the flow velocity in a control volume of 0.05 m in front of its sensors. The turbulence quantities were 
collected at 55 Hz frequency during a sampling time of 30 seconds. The primary tests showed that 30 s of sampling 
was enough and yielded stationary results for all measuring points. ADV measures flow velocities from about 1mm/s 
to 2.5 m/s with an accuracy of 1% . The velocity measurements were taken at each grid point. The lateral and vertical 
distribution of velocity measurement points for the given cross-section are shown in Figure 3. In the figure, circles 
show the velocity measurement points taken by the acoustic doppler. Moreover, additional vertical velocity profiles 
were obtained by using an acoustic correlation principle in a device of type Nivus PCM Pro, which was installed on 
the channel bed behind the brush block. 
 
 
 Figure 2. General view of the diagonal brush fish pass from downstream view at Incirli Small Hydropower Plant. The channel has 





    
Figure 3. Top view of the brush fishway and the velocity measurement grid.  
From those point velocity measurements, instantaneous local velocity components of u, v, and w in streamwise, lateral, 
and vertical directions, respectively, were obtained. Then, the resultant horizontal local velocity V can be calculated 
by using Eq. (1) 
22 vuV +=                                    (1) 
From the time-series of the velocity measurements, the root-mean-square of the turbulent fluctuation velocities 
222 ,, wvu   in the longitudinal, lateral, and vertical directions, respectively, were calculated at each 

















=                                    (2c) 
where U is the cross-sectional average flow velocity. Also, the turbulent kinetic energy per unit mass k is calculated 
using Eq. (3) 
)(
2
1 222 wvuk ++=                                              (3) 
The distribution of the turbulent kinetic energy in the flow field is important because the energy dissipation is resulted 
from the turbulence generation. Hence, Prandtl-Kolmogorov formula (Schlichting and Gersten 2000) related the local 
energy dissipation rate with the 1.5 power of the turbulence kinetic energy as follows: 
L
k 2/3
168.0 =                               (4) 
where ε (m2/s3) is the energy dissipation rate per unit mass, L (m) is the macro-scale turbulent length scale, and k 
(m2/s2) is the turbulent kinetic energy per unit mass. Accordingly, in this study turbulence intensity components at 
three directions and turbulent kinetic energy (TKE) are selected as the relevant parameters for the turbulence analysis 
rather than the two-dimensional Reynolds shear stress. The reason for the selection TKE as the relevant turbulence 
quantity in the analysis is that in fish passage structures flow is mostly three-dimensional due to the sudden changes 




3. Results and Discussion  
The flow is quasi-uniform in brush fish pass. Hydraulic conditions are repeating in each following basin (Kucukali 
and Hassinger, 2018). Accordingly, a representative basin is selected for the hydraulic measurements and the analysis. 
The flow conditions in the brush fish pass are summarized in Table 2 where Q is the discharge, d is the uniform flow 
depth (it is measured in the fish pass), h is the height of the bristles, Rh is the hydraulic radius (ratio of the cross-





f h=                   (5) 
in which g is the acceleration due to gravity and So is the channel bed slope. Therein, Reynolds Re and Froude number 
Fr are defined as: 

q
=Re                  (6a) 
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Fr =                 (6b) 






                 
(7) 
in which γ is the specific weight of the water and B is the channel width. The results are also presented in Table 2. In 
all hydraulic conditions, quasi-uniform and subcritical flow conditions were achieved. The flow depths and the depth-
averaged velocities in Table 2 show values in the range of 0.15-0.40 m and 0.23-0.60 m/s, respectively, for the tested 
discharges. The energy dissipation per unit volume tends to increase with the discharge and it has values in the range 
of 220-590 W/m3 (Table 2). In the brush zone the energy dissipation takes place in the oscillation and bending of 
bristles resulting from the flow separation at each bristle element. Also, the flow induced vibrations were clearly 
observed within the brushes during the field measurements.     
 












[m/s] Re Fr ∆P (W/m3) 
101.70 0.15 38 0.41 0.23 6.98 0.023 3.45E+04 0.16 226 
101.85 0.2 66 0.54 0.30 5.12 0.029 6.00E+04 0.15 294 
102 0.34 187 0.92 0.50 2.64 0.041 1.70E+05 0.15 491 
102.05 0.40 264 1.08 0.60 2.02 0.045 2.40E+05 0.15 589 
Note: H: fish pass inlet water level, d: flow depth in fish pass, Q: discharge, h: bristle height, U: Uniform flow velocity in fish pass, 
f: friction factor, U*: shear velocity, Re: Reynolds number, Fr: Froude number, ∆P: energy dissipation per unit volume 
 
Figure 4 shows the velocity field in x-y plane. This horizontal velocity field in the vicinity of brush blocks is consistent 
with the Rahn (2011) laboratory measurements. In the brush fish pass, the friction process is dominated by the sum of 
the drag forces of all bristles. On one side flow with low velocities comes out the neighboring brush field and has to 
be accelerated. On the other side, quick flow disappears in the brushes and thus losses its kinetic energy. This 
mechanism prevents excessive acceleration and high velocities in the alley despite the fact that the gap runs through 
the brushes in a straight line. Small and big fish can favor this flow structure because fish can detect acceleration zones 
with their lateral lines and they response to this. Figure 5 highlights that in the brush fish pass the vertical velocity 
profile exhibits a quaisi-uniform distribution and vertical turbulent shear region is absent at the outside of the brush-
blocks. The logarithmic velocity distribution is not valid behind the brush blocks related with the flow-bristle 




the free-surface. This velocity profile is in agreement with the Kucukali and Hassinger’s (2015) physical model 
measurements. The result of higher flow velocities in lower layers of the water body in the brush zone is contrary to 
the results in different papers (Maier and Lehmann 2006; Kubrak et al., 2008) which point out that the flow velocity 
is constant over the water depth if the water level does not exceed the brush tips. The reason for this is that the new 
and clean brushes in the test present larger gaps for the flow in lower parts because the bristles are bundled closely to 
each other and spread to a bunch only in upper layers. So, the process of energy dissipation by a large number of small 
eddies is concentrated on upper portions and there are larger gaps between the bundles in lower parts. In real operation 














Figure 5. Vertical velocity profiles for different bristle relative submergences. 
Turbulence intensities were also examined to better understand the components of the turbulence intensity in 
streamwise (TIx), lateral (TIy), and vertical (TIz) directions. It is found that the turbulence is non-isotropic and the 
values of TIx are higher compared to other directions. Also, the authors found that the turbulence intensities in the 
































Figure 7 shows the turbulent kinetic energy distribution in the vicinity of brush blocks. The turbulent kinetic energy 
takes its maximum value of 0.21 m2/s2 in the outer region of the diagonal; k seems to be lower (for a same dissipated 
power) in brush fish than in pool-type fish passes. Compared to technical pool-type fish pass, average TKE in the 
basin reduced by 35% from 0.13 m2/s2 (Larinier, 2007) to 0.084 m2/s2 for the same dissipated power of ΔP=490 W/m3. 
Also, maximum velocity is reduced by about 30%. This can be explained due to the fact that in the brush zone energy 
dissipation is related to the flow-induced vibrations of the bristles and the main energy dissipation takes place due to 
the oscillation and bending of bristles rather than by the viscosity of the water in an energy cascade process. In most 
of the international standards (DWA, 2014), it is recommended that ΔP should not exceed 200 W/m3, but it is argued 
that it is not suitable to use energy dissipation density as a relevant parameter for brush fish passes because in this 
case, it is demonstrated that for brush fish pass the energy dissipation rate per unit volume cannot be an indicator of 
turbulence. Consequently, the low turbulent kinetic energy regions in the brush zone would be good for fish passage 
because fish normally avoid entering areas of high turbulence at sustained swimming levels and there is no need to 
build resting pools. It is evident in Figure 8 that when the brushes are submerged, flow resistance is dominated by the 
wave resistance and the maximum turbulent kinetic energy is tripled compared to unsubmerged conditions. This result 
is consistent with the Ballu et al. (2017) experimental findings.  
 


















A fish monitoring was carried out on site. The efficiency of the fish passage was assessed by the PIT telemetry method. 
The fish were caught by electro shocker at the downstream of the fish passage and they were anaesthetized with 2-
phenoxy ethanol and then their body length was measured. A total of 200 fish were tagged with the passive integrated 
transponder (PIT) tags by a tag gun and the tagged fish were released downstream of the fish passage. All the PIT tags 
were HPT 12 model tags and they were 12 mm in length. Square antennas (100x80 cm in dimension) were installed 
at the entrance and exit of the fish passage. 54 of the tagged fish were detected in the fish pass entrance and 39 of them 
passed successfully through the brush fish way. The passage efficiency of five fish species was calculated as 72.2%. 
The body lengths of fish species that ascended the fish way varied between 9.5 and 21.5 cm. It is evident that brush 
fish way provides passage for small-bodied fish (L<15 cm) which is a problem for vertical-slot and natural type fish 
ways (Peter et al., 2017).  
 
4. Conclusions  
The field measurements reveal that a wide spectrum of different flow characteristics is provided in diagonal brush fish 
pass. There are several migration corridors with different hydraulic conditions, and they continue through the complete 
fish pass. The cleverness of the fish is used to seek the convenient corridors and to avoid zones not suitable for their 
migration preferences. In the flow velocity distribution in the cross sections between the rows of bristle block shows 
that the maximum velocities occur in the outer regions of diagonal. The results also illustrate that the velocity 
distribution in cross-section is not homogeneous. In each measured cross section, there are areas with velocities below 
0.3 m/s which makes the ascent lane easier to swim through for less efficient fish. The maximum measured velocity 
1.5 m/s is well below that set for fish passages maximum velocity of 2.0 m/s. Bristle element mounted vertically in 
the middle of the wall alters and deflects the flow in the basin that a flow deflection in the direction of the street 
entrance of the next multiple row of bars takes place and no backflow forms in the middle of the basin. Turbulent 
kinetic energy was found to be lower (for a same dissipated power) in brush fish than in pool-type fish passes. This 
situation can be described in terms of a dynamic instability of the bristle which gives rise to energy transfer from the 
main flow to the bristles. This energy transfer is dependent on the drag force and body (bristle) displacement. The 
results from this study would be useful to fish-pass designers.  
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Abstract: The German Waterways and Shipping Administration (WSV) is responsible for the restoration of upstream migration of 
fish at the federal waterways. For that purpose, a large number of fish passages have to be built in the near future. As federal 
waterways are usually characterised by large channel widths, it is an important aspect that fish find the entrance of a fishway. The 
sensory capabilities of fish are manifold. However, it is generally accepted that fish mainly orientate on the flow during their 
upstream migration. In this respect, the attraction flow of a fishway in the tailwater of a dam becomes relevant as its purpose is to 
compete with the flow of a hydro power plant or a weir discharge. Following this, the basic flow of a fishway is not sufficient at 
larger dams, so that auxiliary flow has to be added through screens in the side walls of the fishway entrance pool. As the added 
discharge may exceed the basic discharge of the fishway significantly, it is important to design the auxiliary water system in a way 
that the swimming behaviour of fish is not influenced negatively. Generally accepted design recommendations for auxiliary water 
systems in fishways are virtually non-existent. At the Federal Waterways Engineering and Research Institute (BAW), physical and 
numerical model studies have been carried out that focus on the hydraulics of auxiliary water systems. The requirements given by 
fish biologists define a flow with low velocities and turbulence intensities. As the auxiliary water is usually taken from the head 
water of a dam, the energy height of the flow adds up to some few metres. Consequently, the main challenge is to work up technical 
solutions under difficult conditions with a severe lack of space. In a first step, technical solutions were developed for pilot sites 
that are currently in the planning stage. Afterwards the study aims to extend these technical solutions to a broad range of boundary 
conditions. 
Keywords: Fish, upstream migration, physical modelling, mixing, auxiliary water system, flow expansion, hydraulic structures 
1. Introduction  
Slowing the movement of water in the tailwater of a dam or barrage under constricted site conditions is a frequently 
occurring challenge for hydraulic engineers, as for example for stilling basin design or for filling-systems at ship-
locks. In context of fishways, this subject is relevant for the design of auxiliary water systems. For large rivers, it is 
widely accepted that in addition to the basic flow of a fishway water must be supplemented to guarantee an adequate 
hydraulic signal in the tailwater of a dam, guiding fish into the fishway (Weichert et al., 2013, Gisen et al, 2017). As 
current knowledge suggests adding this water into a pool of the fishway structure, a number of difficult challenges 
have to be addressed. 
Usually, the auxiliary water is taken out of the headwater of the dam and transferred by a channel or pipe system to 
the entrance pool (Figure 1). Therefore an intake-structure, a transmission line, an energy dissipation structure and a 
supply structure that adds the auxiliary flow into the fishway entrance pool are necessary (these four components are 
defined in the following as auxiliary water system). Whereas most parts of the auxiliary water system are fish free 
zones, at the intake and the supply structure fish interact with the flow. In this respect, flow phenomena are possible 
which may influence the swimming behaviour and orientation of fish negatively. Generally accepted design 
recommendations for auxiliary water systems in fishways are virtually non-existent (DWA, 2014). On contract of the 
Federal Waterways and Shipping Administration, the Federal Waterways Engineering and Research Institute (BAW) 
is developing technical solutions for the designs of fishways, together with the Federal Institute of Hydrology (BfG) 
and assigned planning offices (e. g. Heimerl et al. 2015, Hermens & Fiedler 2017). 
In the present paper, the focus is on the interface between the transmission line and the supply structure and its 
influence on the biological criteria defined for the discharge of auxiliary water into the entrance pool. Four different 
transitions between transmission line and supply structure were investigated in a physical model and evaluated 




Figure 1: Schematic drawing of an auxiliary water system composed of an intake structure, transmission line, energy dissipation 
structure and supply structure. 
2. Significant Design Specifications 
The function of the supply structure is to connect the transmission line system (e.g. a pipe) with the fishway entrance 
pool. The supply structure is required, as a direct inflow of water transferred from the headwater to the fish entrance 
pool will not fulfil the criteria defined by fish biologists for flow inside the fish entrance pool. In many cases the added 
discharge exceeds the basic discharge of the fishway (Weichert et al., 2013). A passage of upstream migrating fish 
into the supply structure is prevented by a fine screen. A qualitative demand on hydraulics within the entrance pool is 
that a migration corridor should not be interrupted, i.e. fish is not disorientated by the added discharge.  To fulfil this 
requirement, fish biologists (involved in this study) defined a threshold value for the supply velocity to guarantee that 
fish are not attracted by the screen outflow instead of passing the entrance pool.  As a consequence, biologists set a 
limit of the orthogonal component of the screen outflow by 0.4 m/s (DWA, 2014). In this context, it is important to 
distinguish the resultant and the orthogonal flow velocity which are combined by the angle of the supply structure to 
main flow direction within the fish entrance pool. If, for example, the angle between screen and main flow direction 
within the fish entrance pool is 30°, the value of the resultant velocity should not exceed 0.8 m/s to hold the threshold 
value for the orthogonal screen outflow velocity.  
Usually flow velocity in the transmission line exceeds the threshold values defined above. Consequently, the cross 
section area needs to increase to diminish flow velocities. It is evident that the individual component-design of the 
transmission line and supply structure determines the effectiveness of the homogenisation of flow. In general, flow 
homogenisation of the outflow of the transmission line is necessary to guarantee a homogeneous distributed 
orthogonal velocity of 0.4 m/s at the screen. 
Another important factor to consider whilst optimising supply structures is turbulence. Quantitative knowledge about 
the influence of turbulence on fish behaviour is scarce in general and virtually non-existent in entrance pools of 






























fishways. Hence, biologic specifications are qualitative, as flow requirements are usually defined as “calm as possible” 
and velocity fluctuations should not challenge maximum swimming capabilities of fish. 
To assess hydraulic functioning of supply structures, the rate of inhomogeneity and turbulence of the screen-outflow 
have to be considered. Inhomogeneity-intensity (IH [%]) specifies spatial deviation of the velocity distribution inside 





 × 100 (1) 
 
The process of flow homogenisation between transmission line and screen (H [%/m]) can be described by the decrease 
of IH between two stations xi along the flow-line: 
 
𝐻 = − 
𝐼𝐻2− 𝐼𝐻1
𝑥2− 𝑥1
  (2) 
 
Turbulence intensity describes the temporal fluctuations inside an arbitrary cross-section (σtemporally) of flow divided 





 × 100 (3) 
 
The process of flow calming between transmission line and screen (C [%/m])) can be described by the decrease of TI 
between two stations xi along the flow-line: 
 





These parameters are used to assess and optimise supply structures and to analyse their hydraulic behaviour. 
3. Case study about a Lateral Supply with Riser 
As mentioned above, auxiliary flow is added through screens in the side wall of the fishway entrance pool (Schütz, 
2016, Czerny, 2017), as it is illustrated in Figure 2. The screen is arranged acute-angled and the supply direction 
almost agrees with the flow direction inside of the entrance pool. Previous studies showed that a homogeneous flow 
distribution at the inflow of the supply structure results in a homogeneously distributed flow field at the screen. Due 
to site-specific layouts of a fishway a transmission line can be arranged in many different ways. For example, pipe 
systems that are located underneath the fishway are frequently used. The advantage of this is the constructional 
separation of the course of the fishway and the transmission line as they are arranged at different elevations. However, 
such a design requires a riser at the interface transmission line and supply structure to lift the auxiliary water on the 
elevation of the fishway. 
In this context, a case study in a physical model of an auxiliary water system for a maximal flow rate of 6 m³/s was 
carried out. The goal of this study was to optimise the supply structure by an investigation of different riser-designs 
and their influence on the screen outflow. Optimisations of the riser structure were developed to generate a fast 
homogenisation and calming of the riser outflow with the objective to guarantee a homogeneous distributed and calm 
screen outflow. Normally a pipe elbow is necessary to guide the discharge of the transmission line towards the entrance 
pool. Thus a pipe elbow is situated upstream of the riser. Contrary to the supply specifications which are described 
above, the screen in this study was designed for an orthogonal screen outflow velocity of 0.2 m/s. This specification 





Figure 2: Plan view of an exemplary fishway design with lateral supply; the transmission line is designed as a pipe, arranged at a 
lower elevation than the supply structure and it leads with a riser into the supply structure; red labelled: longitudinal sections A-
A; green labelled: measuring planes 1, 2 and 3. 
For the evaluation of the tested risers regarding their screen outflow-distribution, three-dimensional velocity 
measurements with an acoustic doppler velocimetry sensor were carried out at maximum auxiliary flow rate of 6 m³/s. 
For this purpose measuring planes directly behind the riser (1), around 2 m behind the riser (2) and downstream of the 
screen (3) were analysed in terms of IH, H, TI and C. 
In a first step, a very simple riser design in shape of a vertical pipe elbow between transmission line and supply was 
investigated (Figure 3). The outflow of this riser was characterised by a circular jet with high velocities. The jet 
reached the screen cross-section which results in a strongly inhomogeneous distributed screen outflow (Figure 5). As 
a consequence, the critical values for the screen outflow velocities exceeded the threshold value by many times. So it 
was necessary to optimise the riser design to find a more suitable connection between transmission line and supply 
structure. Therefore, different riser designs were tested which are labelled as “slope”, “slope with flow rectifier”, 
“bottom-step with guide wall” and “bottom-step with guide vanes” (Figure 4). The present designs were developed 
in the scope of a site-specific case study (e. g. Heimerl 2016) together with the assigned planning group of Fichtner 
Water & Transportation GmbH (Stuttgart) and ARCADIS Deutschland GmbH (Köln). Guide vanes were designed as 
recommended in Idelchik (2008). 
 
 


























Figure 4: Longitudinal sections A-A of investigated riser-designs II-V. 
The results of the velocity measurements are presented in Figure 5. Velocity fields of riser outflows are illustrated in 
the left and middle columns of Figure 5. The results show that each riser outflow is characterised by an 
inhomogeneous velocity distribution in measuring plane 1. Whereas designs II and III are generating a field of 
maximum velocities at the walls and the bottom of the riser, the outflow of designs IV and V is characterised by 
different flow behaviour. In both cases the area of maximum velocity is located in the centre of the flow field. A planar 
jet exists in case of design IV and a circular jet in case of design V. Furthermore, all riser-outflows differ in terms of 
swirl and homogenisation between measuring field 1 and 2. In terms of the screen outflow, homogeneous velocity 
distributions were achieved in case of the riser design II and IV. On the other hand inhomogeneous distributed screen 
outflows were produced by design III and V. Consequently, a difference between the investigated riser outflows exists: 
whereas some inhomogeneous distributed riser outflows are generating a homogeneous screen outflow others are 
generating an inhomogeneous one. In order to explain this flow-behaviour, the turbulent time series of the different 
riser outflows (at the same location inside the flow field) are considered. In Figure 6, a comparison between both 
slope-designs (II and III) is presented. Obviously the time lines differ in the temporal velocity fluctuations under 
identical boundary conditions and constant flow rate. While the outflow of the design II is characterised by a more 
turbulent flow, the same design with a conducted flow rectifier (design III) is much calmer. Turbulent fluctuations 
play an important role concerning mixing processes (Kraatz, 1975). The homogenisation process strongly depends on 
these mixing processes. In context of the presented riser, fine structures as the flow rectifier prevent necessary mixing 
processes for homogenisation. In view of designs IV and V, the same flow behaviour can be identified, because mixing 
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Figure 6: Turbulent time series of riser outflow velocities (components u, v and w) in case of "slope design" (design II) and 
"slope with flow-rectifier design" (design III) at the same measuring point. 
 














measuring plane 1 110 45 20 37 43 
measuring plane 2 68 33 23 11 32 
measuring plane 3 60 29 41 21 36 
H(vres) between measuring plane 1 and 2 [%/m] 21 11 -3 13 6 
TI(vres) [%] 
measuring plane 1 97 74 22 81 47 
measuring plane 2 134 25 20 55 39 
measuring plane 3 65 45 37 35 41 
C(vres) between measuring plane 1 and 2 [%/m] -18 2 2 14 4 
 
To quantify these flow phenomena, the parametres IH, H, TI and C were computed using Eq. (1) to (4) for each 
velocity field (Table 1). The flow behaviour described above is represented by the given parametres. Homogeneous 
flow is characterised by lower IH-values while inhomogeneous flow is characterised by higher IH-values (same for 
TI). Additionally, results show that coarse guiding structures affect high TI-values and fine guiding structures affect 
low TI-values. Further homogenisation and calming are also reflected comprehensively by H and C. The best screen-
outflow (lowest inhomogeneity- and turbulence intensity) was achieved by design IV. In this case, homogenisation 
and calming of the flow were created by a riser-outflow in shape of a planar jet (Figure 5). In comparison to the other 
cases, the planar jet produced a quite effective self-homogenisation and calming. The worst screen outflow (highest 
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inhomogeneity and turbulence intensity) of the designs II-V occurred with the design II because mixing processes 
were mitigated by the rectifier extensively. 
4. Conclusion 
The purpose of the present study was to optimise a vertical connection (riser) between a deeply arranged transmission-
line and a supply structure for the discharge of auxiliary water in a fishway. Riser designs must provide an outflow, 
which enable the formation of a homogeneous supply flow. The investigation shows that riser designs have to allow 
mixing processes (turbulence) inside the riser outflow with the purpose to create a homogenisation of flow. This can 
be achieved by coarse guiding structures inside the riser or even no guiding structure. Additionally, the study showed 
that fine guiding structures are able to mitigate mixing processes and are not suitable in case of inhomogeneous flow. 
Good results regarding homogenisation and calming of the flow were achieved with the riser design II (slope) and IV 
(bottom-step with guide-wall). Fine-guiding structures (e.g. flow rectifier) may be useful with the requirement that 
flow is already distributed homogeneous upstream of the riser. Further, the parametres inhomogeneity; 
homogenisation and calming of flow were defined with the purpose to assess the flow in supply structures. The present 
analysis demonstrates that these parametres are appropriate to quantify hydraulic processes in auxiliary water systems. 
In general, flow in supply structures depends on many parametres like upstream hydraulic conditions inside the 
transmission-line, the arrangement of the connection between transmission-line and supply structure or guiding 
structures. Further, the present investigation shows that systematic studies of these influences are necessary to 
establish general design recommendations. 
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Abstract: Hydraulic structures such as navigation locks, pumping stations, and hydropower plants play an important role in 
navigation, water management, and sustainable energy production. However, these structures may severely impact the aquatic 
ecosystem and freshwater fish in particular. In Belgium, the Albert Canal connecting the river Meuse to the river Scheldt is an 
important migration route for European eel (Anguilla anguilla) and Atlantic salmon (Salmo salar). Both critically endangered 
species have a downstream migrating phase in their lifecycle (respectively silver eels and salmon smolts), during which they are 
hampered by hydraulic structures. In the coming years, Archimedes screws are to be installed at the navigation lock complexes 
present in the Flemish part of the canal, which can function both as pumping stations and hydropower generators. A first 
installation is already present at the navigation lock complex of Kwaadmechelen. Before fish mitigation measures can be 
implemented, it is important to gain understanding on how the downstream migrating fish are affected by hydrodynamics around 
the complex. In this paper we focus on the challenges in investigating fish behaviour related to the acoustic telemetry used to 
determine fish positions as well as on the complexity of a hydrodynamic CFD model for the studied site. Additionally, we present 
some preliminary results. In the next phase of the research, observed fine-scale behaviour of the fish in front of the navigation lock 
complex will be compared with predicted flow patterns by means of a CFD model. 
Keywords: Navigation locks, fish behaviour, acoustic positioning telemetry, CFD modelling, hydrodynamics 
1. Introduction 
Among the fish species impacted by hydraulic structures, European eel (Anguilla anguilla) and Atlantic salmon 
(Salmo salar) are some of the most strongly affected. These species are representative for fish (respectively 
catadromous and anadromous) with a downstream migrating phase (van Ginneken and Maes, 2005), during which 
they must pass sluices, navigation locks, pumping stations, and hydropower plants. In the last decade, a drastic decline 
in eel populations has become undeniable (Limburg and Waldman, 2009). The European eel stock has declined 
dramatically (EIFAC; Moriarty and Dekker, 1997; Dekker, 2004) and is now judged to be outside safe biological 
limits (ICES, 1999) and therefore protected by European regulation (Council Regulation EC no.1100/2007). Atlantic 
salmon begin their lifecycle in freshwater and migrate downstream as smolts to spend the major part of their lives in 
salt water (McCormick et al., 1998). This species is listed as critically endangered in the IUCN Red List of the Flemish 
region of Belgium (Verreycken et al., 2014). Stagnant water upstream of hydropower stations may lead to 
disorientation, migration delay, and predation (Johnson and Moursund, 2000). 
In Belgium, the Albert Canal is an important migration route for eel and salmon (Stevens et al., 2011). Both species 
can use the canal as a connection between their feeding and respective birth habitats, in the river Meuse and the river 
Scheldt, being their gateway to the sea (Figure 1). Although the river Meuse also provides a connection to the sea 
(neither free of fish migration barriers), former research showed that the choice of eels between both routes is divided 
quite equally: of 15 tagged eels, 5 passed via the Meuse, 7 via the Albert Canal, and the remaining 3 were never 
detected (Bayens, unpublished). In this project, we focused on the Albert Canal. The canal has to bridge 60 m of height 
difference between both rivers, realised by the presence of 6 navigation lock complexes (Figure 1). Archimedes 
screws are installed at 2 of the 6 complexes and will be installed at the remaining 4 complexes in the coming years. 
These can function both as pumping stations to recover lockage water in dry periods and as hydropower generators to 
produce energy in high flow periods. The presence of pumping stations and turbines can cause significant migration 
problems to fish, adding up to the potential migration delay caused by the navigation lock complexes solely. In 
particular the elongated bodies of eels are vulnerable to strikes, cuts, bruises, and fractures during passage, in some 






Figure 1: Albert Canal connecting river Scheldt and Port of Antwerp to River Meuse (source: Promotie Binnenvaart Vlaanderen) 
Breukelaar et al. (2009) assessed the influence of sluices, which are only temporarily open during high river 
discharges, on route choice and migration delay of silver eel. Also Piper et al. (2013) investigated how barriers such 
as sluices, locks, and weirs impact the seaward silver eel migration. Acou et al. (2008) put forward that migration 
delay because of such barriers can lead to increased mortality due to energy expenditure. For silver eel, this can cause 
increased vulnerability to diseases, predation, and exhaustion during the long route to the spawning fields. Gardner et 
al. (2016) investigated the behaviour of Atlantic salmon smolts in reaction to sluice gate operation for water level 
regulation. 
The hydrodynamics at sluices and navigation locks is very complex and strongly dependent on operating conditions. 
Before mitigation measures can be implemented, it is important to know how fish behaviour is influenced by the 
prevailing hydrodynamic conditions. Therefore, we used the Vemco Positioning System (VPS) to track fish behaviour 
in front of the navigation lock complex at the Albert Canal in Kwaadmechelen (Belgium), and we are investigating 
the hydrodynamics using Computational Fluid Dynamics (CFD) modelling. This paper gives an overview of the 
challenges related to the VPS acoustic telemetry system and to hydrodynamic modelling of this specific kind of study 
sites, and presents some preliminary results related to the impact of the navigation lock complex on silver eel and 
salmon smolt migration. 
2. Materials and Methods 
2.1. Study Site 
The navigation lock complex on the Albert Canal in Kwaadmechelen (Belgium) consists of three adjacent locks 
(Table 1 and Figure 2). The two smaller and older ones are called the Northern and the Middle Lock, and pass on 
average 25 ships per day during 22 lockages (both upstream and downstream). The larger and newer one is called the 
Pushed Convoy Lock and passes on average 40 ships per day, equally during 22 lockages (as this lock is more than 
twice the volume of the smaller ones). Since 2012 a bypass channel with a combined pumping/hydropower installation 
is operational. This installation consists of four Archimedes screws of 22 m length, three of them mounted in an open 
casing (4.30 m diameter, 3, 4 or 5 m3/s pumping or turbining flow) and one mounted in a closed casing (3.30 m 




station, whereas in periods of sufficient flow in the Meuse, hydropower will be generated. The area of interest in the 
present study is the zone directly upstream of the navigation lock complex, where downstream migrating fish are faced 
with the presence of the three locks and the inlet of the channel to the pumping/hydropower installation. It is an area 
about 300 m in length and 250 m in width, covered with receivers for the tracking of tagged fish (Figure 2). 
Table 1: Characteristics of navigation lock complex in Kwaadmechelen 
 Northern Lock & Middle Lock Pushed Convoy Lock 
Operational since 1940 1974 
Useful width of lock chamber 16 m 24 m 
Useful length of lock chamber 136 m 200 m 
Max. CEMT class (max. tonnage) Vb (2000 T) VIb (10000 T) 
Upstream lock gate mitre gates bottom hinged gate 
Downstream lock gate mitre gates mitre gates 
Maximum lift 10 m 10 m 
Levelling system longitudinal culverts with ports longitudinal culverts with ports 
Volume of water per lockage 22500 m³ 50000 m³ 
Dimensions of water intake (width x height) 3.60 x 3.10 m 9.60 x 4.00 m 




Figure 2. Aerial view of the navigation lock complex in Kwaadmechelen. 
The green dots are the locations of receivers in the area of interest. 
Source of background picture: Google Maps Satellite.  
To measure the filling curve of each lock, we installed Schlumberger Minidivers (accuracy 0.5 cm, resolution 0.2 
cm) below minimal water level. We converted the resulting curve to water velocities through the intakes by use of 
the lock surface areas (2176 m2 for the Middle and Norther Locks; 4800 m2 for the Pushed Convoy Lock) and the 
water intake areas (respectively 11.16 and 68.60 m2). For convenience, we suppose that the filling discharge is 
equally divided over both intakes. 
2.2. Fish Tracking 
To investigate fish behaviour, we used acoustic positioning telemetry, more precisely the Vemco Positioning System 
(VPS). In VPS, autonomous receivers are installed in a configuration so that every location in the area of interest is 
covered by at least three receivers. At the guiding structures upstream of the navigation lock complex, we attached 12 
VR2W 69 kHz-receivers spaced 30 to 60 m apart and covering an area of about 8000 m2 (Figure 2). The fish are 




in this case). If a signal is heard by at least three receivers, a position can be calculated by use of hyperbolic positioning 
(also known as the time difference of arrival technique). Additional receivers (which only detect the presence of tagged 
fish and do not take part in positioning) are present upstream and downstream of the VPS area, in the bypass channel 
leading to the pumping/hydropower station, and in each lock chamber. The use of the 69-kHz system allows to track 
the fish in their further migration throughout the Albert Canal and the Scheldt River towards the North Sea, where 
more receivers of the same system are installed as part of the Belgian Fish Tracking Network 
(http://www.lifewatch.be/en/fish-acoustic-receiver-network). 
After capture 36 km upstream of the study site, we tagged 81 silver eels with V13 acoustic tags (diameter 13 mm, 
length 36 mm, weight in water 6 g) by a minor surgical operation in the abdominal cavity (Figure 3), and released 
them again 13 km upstream of the study site. The release location was a trade-off that provided sufficient swimming 
distance to create natural conditions and avoided other navigation lock complexes acting as barriers before passing 
Kwaadmechelen. Because salmon smolts are less abundant and difficult to catch in the canal, they were provided by 
the nursery station of Érezée (Belgium). After tagging with V7 tags (diameter 7 mm, length 18 mm, weight in water 
0.7 g), we released 70 smolts 300 m upstream of the study site. We opted for this much smaller distance to the complex 
(compared to 13 km for eels), because hatched salmon smolts are observed to have a higher risk to get predated (Einum 
and Fleming, 2001). If the hatched smolts would have to swim 13 km before reaching the study area, chances to lose 
our animals, transmitters and, hence, data would be too high. From November 2015 until June 2017, we collected 
swimming tracks of 77 silver eels and 61 salmon smolts with the VPS system. 
 
 
Figure 3. Tagging of a silver eel (left) and a salmon smolt with abdominal incision during the tagging operation (right).  
Pictures: Jenna Vergeynst (left), Ine Pauwel (right). 
3. The Challenges 
3.1. Tracking Fish in a Reflective Environment 
The acoustic transmitters emit coded signals with a random time interval between each emission. Each pulse train, 
representing one coded signal, takes 3 to 5 seconds (depending on the transmitter type). To calculate the position of a 
tagged fish, at least three receivers have to detect and decode the emitted signal. The position is then calculated based 
on difference in detection time between pairs of receivers. Environmental noise and physical obstructions can hamper 
the ability of receivers to detect signals. Moreover, the acoustic signals can be reflected on walls, decreasing the 
accuracy of the calculated position. This is particularly the case in a canal system, surrounded by hard, concrete walls.  
 
The VPS system tries to overcome this problem by providing a receiver time-out period of 260 m/s after the direct 
signal is received (Frank Smith, personal communication, June 6, 2016). However, when the direct signal is missed, 
for instance due to an obstruction, or when the reflection path takes longer than 260 m/s, the reflected signal can still 
be detected. Both issues are present in Kwaadmechelen. The protruding (northern) lock chamber wall of the Pushed 
Convoy Lock creates for most of the receivers a shadow zone, from which no signal can reach the receiver (e.g., 
Figure 4). If a transmitter (i.e., a tagged fish) is present in one of these zones, its direct signal cannot be detected by a 
receiver outside line-of-sight, but its reflected signal can. Also passing ships can be responsible for a similar 




least 390 m long (assuming a sound speed of about 1500 m/s). In other words, the fish has to be at 195 m of one of 
the walls to create this path length, which is perfectly possible in an area of 250 m width. 
 
 
Figure 4. Aerial view with indicated in red the shadow zone of receiver S16. 
Source of background picture: Google Maps Satellite. 
Biological track analysis is one of the methods to filter out bad positions. However, this requires biological prescience 
and a high tracking resolution in order to make the real path visible beneath the noise. The 69 kHz-system used in this 
telemetry study cannot have a resolution better than about 23 seconds on average because of two reasons. Firstly, the 
transmission pulse train takes 3.6 seconds to emit, determining a physical lower bound to the time interval. Secondly, 
the time interval between two emissions is randomized. This precaution avoids that two accidentally synchronized 
fish transmitters would emit continuously colliding signals when present simultaneously in the study area, but it cannot 
prevent that collisions still take place from time to time. Therefore, the average time interval has to be large enough 
to minimize the chance of collision.  
 
As an alternative for biological track analysis, the VPS positions need to be filtered out, retaining only the positions 
with the highest probability of being accurate (Figure 5). This filtering method is based on the performance of receiver 
clusters in positioning fixed transmitters in the study area (Vergeynst et al. in preparation). Fish positions calculated 
by well performing clusters of receivers are more likely to be correct than fish positions calculated by badly performing 
receiver clusters. The assessment of the cluster can be adapted according to the study questions. 
 
 
Figure 5. Three examples of original tracks (red) and corresponding filtered tracks (green). The retained positions originate from 





Recently (June 2017), Vemco developed a high-resolution system in which the long pulse train is replaced by a single 
pulse of 6 m/s. This system is preferential for new studies requiring sub-meter precision and high-resolution tracks, 
but it emits at a frequency of 180 kHz and is therefore not compatible with the Belgian receiver network. Another 
high resolution and precision system is Hydroacoustic Technology Inc (HTI, neither compatible with the Belgian 
receiver network). HTI is a cabled system, providing the advantage of fast signal transmission and easy 
synchronization, whereas autonomous systems like VPS need mutually detected synchronization transmitters in the 
array. However, a cabled system is hard to install in the study area under consideration and is very likely to fail due 
to damage by passing ships. 
3.2. A Simple Model for a Complex Situation 
From the hydrodynamics point of view, a complex situation is present in the study zone. In some periods, there is 
virtually no (or very little) flow, whereas clearly localized and temporal flow patterns might be generated due to 
various, sometimes concurrent, operations. Firstly, ships sailing in or out of a given lock produce a localized propeller 
wash and return flow. Note that the decision as to which of the three locks in the complex is used by a specific ship is 
made by the lockmaster, taking into account the size, number, and times of arrival of transiting ships. Secondly, when 
filling a specific lock chamber, water is subtracted from the upstream reach and a localized pattern of flow accelerating 
towards the intakes of the longitudinal culverts develops. These intakes are located on either side of a lock entrance. 
While filling, the flow rate at an intake (hence the local velocities upstream of the intake) vary in time. The flow rate 
first increases from zero towards a maximum and then decreases again to zero. The flow pattern generated by an intake 
might be influenced by the guiding structures in the vicinity of the lock entrance. These structures (Figure 6) consist 
of horizontal beams fixed on poles (spaced 30 m apart). The lower beams block the upper part of the water column 
over 0 to 0.50 m, depending on the water level.  
 
 
Figure 6. Picture of the guiding structures between the Middle Lock and the Push Convoy Lock. Picture: Jenna Vergeynst. 
Thirdly, when the pumping/hydropower installation is in pumping mode, a jet-like flow is entering the study area at 
the upstream extremity of the bypass channel. In hydropower mode, on the other hand, water is subtracted from the 
study area at the aforementioned location. In both modes, the flow patterns might be influenced by the neighbouring 
guiding structure of the Pushed Convoy Lock. The flow rate entering or leaving the study area depends on the number 
of Archimedes screws that are in operation. The latter is decided by the river manager, based on discharge and 
economic needs. A fifth source of flow in the study area are the translatory waves, that travel back and forth in the 
canal, reach between Kwaadmechelen and Hasselt due to the filling process of locks in the complex of 
Kwaadmechelen, as well as due to emptying of locks in the complex of Hasselt. These waves induce water level 
changes (Figure 7) and a limited flow velocity (with an estimated maximum of ca. 25 cm/s) over the full cross-section 
of the canal. For the sake of completeness, one should also mention the lower-frequency water level variations as a 






Figure 7. Water level variations for one month (November 2016) measured 500 m upstream of the sluice complex. 
 
Since the present research aims at exploring the link between the hydrodynamic conditions and the fish behaviour in 
the study area, the flow characteristics need to be quantified. To this end, two complementary means are available: 
measurements and numerical simulations. Both means, however, have their limitations due to the characteristics of 
the study area and the different operating scenarios that are possible.  
 
Measuring the (unsteady) hydrodynamics over the entire study area during each one of the scenarios is practically 
impossible. Moreover, instruments such as an Acoustic Doppler Current Profiler (ADCP) have difficulties in 
measuring close to walls and in locations with high concentrations of air bubbles (propeller wash). Even when 
mounted on a survey vessel, the extent of the study area, the presence of the guiding structures and the passage of 
ships sailing in or out of the locks complicate the measurement campaign. In addition, measuring from a boat in front 
of a water intake is not without danger (despite the presence of trash racks). Nevertheless, measurements are important 
for (partial) validation of numerical models. 
 
To be able to model for future reference some time intervals for which (reliable) fish tracks are available, first a global 
CFD model has been set up for the study area (by means of the OpenFOAM software). Where relevant, more spatially 
resolved sub-models will be set up and validated to simulate in detail specific localized flow patterns (like flows near 
the intake of the lock levelling systems or the bypass channel, e.g., Figure 8). Nevertheless, modelling time periods 
involving sailing ships will remain a challenge. Though numerical techniques are available nowadays to account for 
a moving ship and the action of its propeller in a CFD model, the exact timing of a passing ship is by no means 
reproducible from the lockmaster’s loggings. These loggings contain the timing of first communication with an 
arriving ship and the approximated start (and end) moment of the lockage. The timeframe between both is too large 
to deduce the exact timing of ship movements in order to find out how this could have influenced the behaviour of 
present fish. In addition, the exact track of a ship sailing in the study area is not known either. Yet, CFD simulations 
can be used to quantify flow velocities and turbulence characteristics corresponding to well-chosen scenarios and time 
intervals. Such time intervals comprehend periods for which a fish track is available and the timing of lock levelling 






Figure 8. Illustrative example of a CFD simulation of filling of the Pushed Convoy Lock, superimposed with a silver eel track 
directed towards one of the lock intakes (i.e. towards a zone of higher current). In a next research phase, representative CFD 
simulated flow velocities will allow us to determine the fish’ hydrodynamic preferences. 
4. Preliminary Results and Discussion 
4.1. Route Choice 
Almost double amounts of fish passed via the Pushed Convoy Lock as compared to the two smaller locks, despite the 
equal number of lock fillings per day. This may be due to the different filling mechanisms (Figure 9). The Pushed 
Convoy Lock is filling more gradually with a water velocity through the intakes increasing during about 5.5 minutes 
to a maximum velocity of 1.5 m/s, and then decreasing again during a time interval of equal length. The water velocity 
through an intake of the two smaller locks increases very rapidly in the beginning, reaching a maximum velocity of 
about 2 m/s in less than 3 minutes, after which the velocity is gradually decreasing during the remaining 11 minutes 
filling time. As a result, filling of the Pushed Convoy Lock creates a longer period of water acceleration towards the 
intake but a lower maximum velocity. However, the discharge going through one Pushed Convoy intake is much 
larger than for the smaller locks with a maximum of 60 versus 20 m3/s. Further research and CFD simulations will 
reveal whether the fish’ preference for the Pushed Convoy Lock is explained by an aversion for too high velocities at 







Figure 9. Typical profiles of the time evolution of the discharge (upper) and water velocity (lower) through one water intake of 
the Pushed Convoy Lock (left) and of the Middle and Northern Locks (right). The green line is the water level in the respective 
locks, the blue lines are running means of discharge/water velocity over 2 minutes. 
4.2. Migration Delay 
In general, salmon smolts passed faster than silver eels. The delay shows a wide range for different individuals, for 
both silver eels and salmon smolts, going from less than an hour to months. The maximal delay time was even 1 year 
and 4 months for one eel. At least 20% of the tagged fish failed to pass and at least 25% of the fish that passed, lost 
several days. If this applies to the entire population, the cumulative effect of six of these barriers on migration timing, 
vulnerability to predation, and exhaustion might be tremendous. 
5. Conclusion and Perspectives 
Acoustic positioning in a reflective environment turned out to involve some difficulties in acquiring reliable swimming 
tracks of both fish species because of the limitations of the used system. However, other systems would imply the 
disadvantage of being incompatible with the rest of the Belgian Tracking Network, resulting in the loss of information 
on the larger scale of the entire Albert Canal. When starting a new study with the objective to investigate small-scale 
fish behaviour, one should consider higher-resolution systems. These might still suffer from reflection errors but will 
possibly result in better swimming tracks after filtering. 
 
The advantage of modelling the hydrodynamics is that different scenarios can be implemented without the need to do 
measurements for each, the latter being impractical and unsafe. However, the resulting model remains a major 
simplification of a very complex system. Also, the importance of timing of each hydrodynamics-related event needed 
to enable the comparison with fish behaviour is difficult to satisfy in this heavily navigated system. 
 
Of the tagged fish, at least 20% failed to pass the ship lock complex and, of the fish that succeeded, at least 25% lost 
several days at the barrier. Considering that the Albert Canal contains six of these barriers, the cumulative impact of 
these barriers might have a major effect on migration and survival chances of both species. 
 
The influence of fish passage through an intake is currently unknown. In the study under consideration, recapture of 
the fish after passage through an intake is impossible, but analysis of further downstream behaviour and survival rates 
can be linked to its potentially harmful effects. This is subject of future research in the ongoing project. 
 
The preference of both species to pass through the Pushed Convoy Lock is probably related to the different filling 
mechanism compared to the smaller locks. However, further analysis of fish behaviour in relation to the 
hydrodynamics around the ship lock complex will reveal what exact conditions make certain routes more tempting 
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Abstract: The advancement of computational power has afforded the resolving of more complex flows in three-dimensional space. 
Several numerical codes have been developed and to single out which method to use is becoming a more complicated task. In this 
study two Computational Fluid Dynamic (CFD) platforms, FLOW-3D and XFlow, are presented on 3D turbulent flows in a fish-
bone type fishway. One of the basic yet most crucial steps in a number of CFD codes is the creation of efficient computational 
meshes for real world applications. Regardless of the numerical method applied, the mesh quality will have pronounced effects on 
the final results. Owing to these effects, mesh based (FLOW-3D) and meshless (XFlow) CFD codes are evaluated. FLOW-3D solves 
the Reynolds averaged Navier-Stokes equations and the continuity equation with the aid of Fractional Area-Volume Obstacle 
Representation (FAVOR), while XFlow is particle based fully Lagrangian based on the Lattice-Boltzmann method solver. For both 
codes, turbulence is treated using the Large Eddy Simulation (LES) model. Numerical model accuracy is assessed, comparing the 
complex flow field in the fishway with fish migration behaviour of fish-swimming species in a laboratory experiment. In addition, 
computational times and the performance of the models at different discharge rates (0.016 and 0.075 m3/s), classified as low and 
medium, respectively, are assessed. Generally, the findings indicated that FLOW-3D better estimated the flow structure, velocity 
distribution, and flow depth compared to XFlow, while XFlow was relatively faster in terms of computational time despite 
compromised accuracies. 
Keywords: FLOW-3D, XFlow, fish-bone-type fishway, LES model  
1. Introduction 
Mesh free methods have been developed in an attempt to bypass the need of applying meshes for space discretization. 
In principle, these methods advocate for a different spatial discretization of the problem geometry, where the domain 
is discretized with a set of particles or nodes with some kind of interconnection among them but without the need of 
establishing such a specific connectivity as in the case of a conventional mesh. All major fields of Computational Fluid 
Dynamics (CFD), including Finite Difference Methods (FDM), Finite Element Methods (FEM), and Finite Volume 
Methods (FVM), have conventionally relied on the adoption of elements, intertwined grids, or finite volumes as the 
fundamental structures on which to discretize governing Partial Differential Equations (PDE). Despite their wide 
adoption and successful validation with extensive formulations and analyses, obtaining a suitable mesh poses great 
challenges for computational engineers (Prostomolotov et al. 2014). Mesh based CFD methods have been proven to 
have more difficulties in capturing deformation of free surfaces and interfaces (Liu et al. 2005), despite some viable 
solutions by Hirt and Nichols (1981) through their Volume of Fluid (VOF) and marker and cell by Harlow (1964). It 
is not yet apparent how effective meshless CFD will be at alleviating meshing problems, especially because even 
though a rigid mesh is not required, sufficiently dense point distributions are still required. Nonetheless, significant 
progress has been made on developing the next generation CFD models. Chen et al. (2010) proposed a highly 3D 
Lattice Boltzmann Model (LBM) for high speed compressible flows and was successful in modelling flows from 
subsonic to supersonic and jumps from shockwaves. Shakibaeinia and Jin (2011) successfully developed a mesh-free 
particle model for simulating mobile bed dam break, adding among the most recently developed Smoothed Particle 
Hydrodynamics (SPH) and Moving Particle Semi-Implicit (MPS) methods. XFlow was applied by Kueh et al. (2014) 
to analyse numerically water vortex formations for water vortex plants and by Prostomolotov et al. (2014) to simulate 
hydrodynamic structures. In a comparative assessment of mesh based and meshless CFD models coupled with Discrete 
Element Method (DEM), Markauskas et al. (2017) modelled particle laden flows. Both models agreed well with 
analytical results. They were found to differ mainly in computed fluid fractions. In actual applications, selecting the 
most suitable numerical model when faced with fluid mechanics problems can be a daunting task given the wide range 
of possible choices. Bayon et al. (2016) compared 2 conventional mesh methods, FLOW-3D and the open source code 
OpenFOAM, in their hydraulic jump studies. FLOW-3D was found to be better at modelling supercritical and 
subcritical flows, while OpenFOAM better predicted the hydraulic jump. In this paper, two popular CFD platforms are 




and processing times. A case study based on complex flow fields in a fish-bone-type fishway is simulated. For 
validation purposes, results are compared to data obtained from the author’s published flume experiments on the 
hydraulics-driven upstream migration of Taiwanese indigenous fishes in a fish-bone-type fishway (Chen et al. 2017), 
and the reader is referred to this study for detailed experiment setup. 
2. The Fishway 
The fishway under study is a fish-bone-type in a laboratory flume with a length and width of 10 m and 1 m, 
respectively. The base is made of 0.006 m steel bed panel, while the walls consist of transparent acrylic. The slope of 
the flume was fixed at 1/10. This fish-bone-type fishway consisted of 3 main regions: blocks, fish-bone area, and a 
channel area demarcating the blocks to fish-bone area (Figure 1). Attached on the fish-bone frames were 0.1 × 0.1 
(height and width) fish-bones at a 45° angle. Blocks (0.756 m long × 0.2 m wide × 0.25 m high) were fixed along the 
flume walls, leaving rest areas of 0.524 m long and 0.2 m wide between the blocks. 
 
Figure 1. Three main regions in the fish-bone-type fishway. 
2.1. Laboratory Data Collection 
Data collected for model validation included flow velocity and flow depth. Flow velocity was measured using a 2D 
electromagnetic instrument, VM801D main unit, VMT2-300-04P probe, KENEK. Flow depth measurements were 
done through a fine-scale Vernier needle gauge installed vertically in the fishway. Measurements were conducted in 
all three major regions of the fish-bone-type fishway as seen in Fig. 2 below. 
 
Figure 2. Flow measurements points. 













3. Numerical Model 
3.1. FLOW-3D 
FLOW-3D is an advanced commercial CFD package based on the FVM that solves the Reynolds averaged 



















































































+ 𝐺𝑧 + 𝐹𝑧 (4) 
   
where 𝑉𝐹 is the cell fractional volume (also used in Fractional Area/Volume Obstacle Representation (FAVOR)), 𝜌 is 
fluid density, 𝑐 is speed of sound, 𝑢, 𝑣, 𝑤 are fluid velocity components in 𝑥, 𝑦, 𝑧 directions, 𝐴𝑥, 𝐴𝑦 , 𝐴𝑧 fluid fractional 
area in 𝑥, 𝑦, 𝑧 directions and FAVOR, 𝑝 is pressure, 𝐺𝑥 , 𝐺𝑦 , 𝐺𝑧 are gravitational components in 𝑥, 𝑦, 𝑧 directions, and 
𝑓𝑥, 𝑓𝑦, 𝑓𝑧 are viscous accelerations in 𝑥, 𝑦, 𝑧 directions. 
It employs the volume of fluid (VOF) methods, which are based on the Eulerian approach to help it accurately define 
the boundary at the free surface (Hirt and Nichols 1981) and has a powerful capability to deal with free surface flows. 
FAVOR is applied to model complex geometries (Hirt and Sicilian 1985), making the code more versatile to most 
CFD applications. In addition, FAVOR was used to generate a good quality mesh, which contained 3 million cells, 
with edge lengths of 0.02 in all directions (x, y, and z). 
The code has 6 turbulence models: Prandtl mixing length model, the one-equation, the two-equation 𝑘 − , RNG, 𝑘 −
𝜔 models, and a Large Eddy Simulation (LES) model. In this paper we applied the LES turbulent closure model to 
allow comparison with the meshless approach. LES is able to to provide an almost complete description of the 
instantaneous unsteady 3D turbulent flow field, resolving large-scale unsteadiness and asymmetries (large eddies) 
resulting from flow instabilities (Stoesser et al. 2009) by an eddy viscosity proportional a length scale multiplied by a 
measure of velocity fluctuations in the respective length scale (Eq. (5)) based on the work of Smagorinsky (1963). In 
addition, a vast number of studies in the last decade has shown LES to reproduce well the hydraulics of flow around 
structures (Palau-Salvador et al. 2008; Wang et al. 2016). 
 𝐿 = 𝛿𝑥𝛿𝑦𝛿𝑧1 3⁄  (5) 
   
In Eq. (5), velocity fluctuations are scaled by 𝐿 magnitude by the average shear stress. These are then joined to a LES 
kinematic eddy viscosity as shown in the equation below (Flow Science 2012). 
 𝑣𝑇 = (𝑐𝐿)
2. √2𝑒𝑖𝑗2𝑒𝑖𝑗 (6) 
The constant 𝑐 ranges between 0.1 and 0.2 and 𝑒𝑖𝑗 is the strain tensor component. 
3.2. XFlow 
XFlow is another powerful CFD code that uses a proprietary, particle based, fully Lagrangian approach, which can 
easily handle traditionally complex problems (XFlowTM 2016). This therefore eliminates the need of a fluid domain 




algorithm that resolves the Lattice Boltzmann Method (LBM), and the state of the art LES modelling with advanced 
non-equilibrium wall models. LBM models fluid flow by using a particle mesh approach where the particles reside at 
the nodes of a discrete lattice mesh. The lattice Boltzmann equation may be written as (Luo et al. 2010): 
 𝑓𝑖(𝑥 + 𝑐𝑖Δ𝑡, 𝑡 + Δ𝑡) = 𝑓𝑖(𝑥, 𝑡) + Ω𝑖
𝐵(𝑓1, … 𝑓𝑏) (7) 
 
where 𝑓𝑖 is particle distribution function in the direction 𝑖, 𝑐𝑖 is discrete velocity in the direction 𝑖, Δ𝑡 is time step, and 
Ω𝑖
𝐵(𝑓1, … 𝑓𝑏) is the Collision operator in central moment space. 
As aforementioned, a lattice is generated in the computational grid and its resolution is adjusted through a resolved 
scale function. Two refinements algorithms may be used to better adapt the lattice to fit the requirements of the 
simulation: refinement near static walls and adaptive refinement. In this study, both refinement algorithms were 
disabled to maintain the same resolution with FLOW-3D. Resolved scale was fixed at 0.02 m throughout the 
computational domain.  
Turbulence was modelled using the LES method, and sub-grid scales were modelled using the Wall-Adapting Local 
Eddy (WALE) summarized below (XFlowTM 2016): 














































The WALE coefficient, (𝐶𝑤) was not modified from the default of 0.2. 
3.3. Boundary Conditions 
For FLOW-3D, two fixed discharge levels (0.016 and 0.075 m3/s) were prescribed at the inlet boundary, while at the 
top and outlet, pressure was assigned. At the remaining surfaces, a wall boundary with a no-slip was activated. The 
computational domain was initialised by a 0.1 m flow depth. Similar boundary conditions were applied for XFlow, 
except at the inlet boundary. Instead, equivalent flow velocities were assigned for XFlow. These were obtained from 
the FLOW-3D code, which translated the discharge applied at the inlets to velocity. Summary of additional setup and 









Table 1. Summary of numerical models setup. 
Parameter FLOW-3D XFlow 
Mesh 3D structured Meshless 
Mesh resolution 0.02 0.02 
Multiphase VOF Particle based tracking 
Turbulence closure LES LES 
Advection scheme Explicit Explicit 
Courant number 0.7 0.7 
Time step Automatically controlled Automatically controlled 
Computational times (average) 9 hrs 7 hrs 
4. Results and Discussion 
Comparative studies of the models were conducted in the 3 regions of the fishway shown in Figure 1. Prior to in-depth 
analysis, the models were validated by comparing observed and simulated flow depths. Both models (FLOW-3D and 
XFlow) managed to produce physically consistent flow depth, with accuracies of up to 99 % and 89 % for FLOW-3D 
and XFlow (at 0.016 m3/s), respectively. At 0.075 m3/s, the model’s performance was almost similar, although FLOW-
3D was still better (Table 2). Moreover, XFlow poorly estimated flow depth as flow covered the fish-bone area, while 
FLOW-3D captured this variation well. 
Table 2. Comparison of observed and simulated flow depths. 
Location 0.016 m3/s flow depth (m) 0.075 m3/s flow depth (m) 
Observed FLOW-3D XFlow Observed FLOW-3D XFlow 
Channel Area 0.092 0.102 0.11 0.200 0.193 0.21 
Rest area A 0.055 0.064 0.08 0.16 0.143 0.15 
Rest area B 0.071 0.081 0.084 0.187 0.172 0.20 
R2  0.997 0.899  0.988 0.972 
 
4.1. Flow Structure and Velocity 
Figure 3 compares flow structure using stream flows predicated in FLOW-3D and XFlow during the simulation. The 
flow structure is better predicted by the FLOW-3D than by XFlow when compared to actual observations (Figure 4). 
Swirling flow is well captured behind the blocks (area A) in FLOW-3D, while in XFlow, this is only visible towards 
the end of the channel. This may be attributed to the resolution of the lattice mesh. Area B shows less turbulence as 
observed in the laboratory experiments. In this study an attempt was made to maintain similar resolution for both 
models in order to enforce comparison. Further refinement of the XFlow code to 0.01 significantly improved the flow 
structure (results not shown); however, computational time was tripled to 4 days. With the original setup, XFlow was 
able to complete the simulation in less than 7 hours, while FLOW-3D completed the simulation in 9 hours in an 








Figure 3. Stream traces for (a) FLOW-3D and (b) XFlow at 0.075 m3/s. 
 
Figure 4. Flow fields in the different regions of the fishway. 
Flow variation and velocity is qualitatively better captured in FLOW-3D than in XFlow (Figure 5 and Figure 6). Flow 
covered the fish-bone areas in the laboratory experiment (Figure 5a), a similar pattern shown by FLOW-3D (Figure 
5b). Where flow is confined, both models performed reasonably well considering the refinement resolution applied, 
especially for XFlow, which clearly required higher resolution for the cases applied herein. XFlow was further less 
accurate in capturing the flow patterns along fish-bone areas, as it indicated flow patterns that resembled a discharge 
of 0.075 m3/s shown in Figure 6. This may be due to the inlet boundary condition applied in XFlow. The code allows 











Figure 5. Flow pattern variation and velocity magnitude at a discharge of 0.016 m3/s at (a) laboratory, (b) FLOW-3D, and (c) 
XFlow. 
Unlike with the case of low discharge, 0.016 m3/s, both models showed little variation in the velocity magnitude and 
flow patterns. Water covered the fish-bone areas, and velocity was strongest along this area, followed by the channel 
areas and finally the rest areas. As illustrated in the laboratory, flow velocity along the channel areas (confined region 
between fish-bones and blocks) was relatively higher at 0.016 m3/s and was comparable to velocity at the fish-bone 
















Figure 7 compares velocity components, u (longitudinal), v (lateral), and w (vertical), predicted in FLOW-3D and 
XFlow at 200 sampling points along the fish-bone area (refer to Fig. 1). Due to space limitations, we present the 
components at this region, excluding channel and rest areas. For u, a general agreement (R2 = 0.49) is observed between 
these models in the longitudinal direction, indicating strong agreement. On the contrary, there is no agreement for v 
and w, indicating major differences in the flow structure in both lateral and vertical directions (0.003 and 0.002, 
respectively). The differences are believed to be due to the turbulent closures, i.e. the formulations of the LES in both 
codes. In depth investigations are needed to explore the disagreement displayed by these models. Based on the findings 
of Chen et al. (2017), both models could better explain the migration of Eels, since they utilized mostly the fishbone 
areas to migrate upstream. Lateral movements would have to be validated by experimental studies. Nonetheless, 







Figure 7. Scatter plot of velocity components with (a) u direction, (b) v direction, and (c) w direction. 
5. Conclusion 
Selecting the most applicable numerical code among the currently available models can be a daunting task. In this 
qualitative assessment of mesh-based and meshless models, FLOW-3D appears to better reproduce the flow patterns 
and flow structure in the fish-bone-type fishways. There was, however, an additional computation cost of 
approximately 2 hrs. XFlow on the other hand presented a better alternative to FLOW-3D especially when general 
assessment is sought. Both codes agreed on the u-direction, while no agreement was observed at both lateral and 
vertical flow structure. The meshless code seemed to have performed better at the discharge of 0.075 m3/s than at the 
lower discharge. Additional tweaks and refinement of lattices in XFlow seem to be necessary to attain high accuracies. 
The comparison made in this study presents a base to an in-depth assessment of these codes, which is in the works at 
the time of the qualitative assessment. Finally, we observed that meshless codes significantly reduced the model setup 
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Abstract: Block ramps are usually located in natural rivers. In particular, the location of the structure in river bends contributes 
to deeply modifying both the upstream inflow conditions and the downstream erosive process. The scour mechanism is affected by 
the kinematic field asymmetry, resulting in a significant three-dimensionality of the scour features. Therefore, it appears 
fundamental to deepen the erosive process occurring in correspondence with such structures in order to provide insights on the 
physics of the phenomenon and improve existing design criteria.  Based on both field measurements conducted in the Porębianka 
River and laboratory model results, this manuscript presents a preliminary analysis of the resulting equilibrium morphologies 
downstream of block ramps located in river bends by highlighting the effect of the main hydraulic and geometric parameters on 
the scour lengths as well as on sediment bar formation.  
Keywords: Block ramps, field measurements, hydraulics, laboratory model, river curvature, scour morphology.  
1. Introduction  
In modern river management, new eco-friendly solutions are needed. Among them, blocks have become very popular 
in the last decades. They are made of natural stones and are used to stabilize small creeks and streams, especially in 
mountain areas. Furthermore, they facilitate fish and invertebrate migration (Skalski et al., 2012), contributing to 
aerate water (Oertel, 2013; Oertel and Schlenkhoff, 2012; Pagliara and Palermo, 2013; Pagliara and Palermo, 2012; 
Pagliara et al., 2017; Radecki-Pawlik, 2013; Radecki-Pawlik et al., 2013). Block ramps present the additional 
advantage of being easily built. In particular, they can be built in succession, mimicking natural rapids in rivers. They 
are also known as rapid hydraulic structures (Radecki-Pawlik, 2013) and have been extensively investigated in recent 
years (Pagliara et al., 2017; Plesiński et al., 2015; Plesinski and Radecki-Pawlik, 2017). Many studies analyzed 
hydraulics of block ramps and downstream scour process in straight channels (among others, Oertel, 2013; Oertel and 
Bung, 2015; Oertel and Schlenkhoff, 2012; Pagliara and Palermo, 2013; Pagliara and Palermo, 2012; Radecki-Pawlik, 
2013). Nevertheless, the location of the structure in river bends contributes to deeply modifying both the upstream 
inflow conditions and the downstream erosive mechanism (Bormann and Julien, 1991; Breusers and Raudkivi, 1991; 
D’Agostino and Ferro, 2004; Hoffmans and Verheij, 1997). Only recently, scour process downstream of block ramps 
have been analyzed in curved channels, and useful relationships were proposed to compute the maximum scour depth 
(Palermo and Pagliara, 2017). Therefore, there is still a lack of knowledge regarding the equilibrium morphology 
configuration and the effect of both hydraulic parameters and river curvature on the erosive process (Pagliara and 
Mahmoudi Kurdistani, 2014; Pagliara et al., 2015; Pagliara et al., 2016). Based on field measurements collected at the 
Porębianka River (Poland) after flood events, this paper aims to deepen the downstream scour hole characteristics and 
the erosive dynamics. In particular, both the effects of inflow conditions and river curvature are analysed in terms of 
resulting equilibrium morphology. The hydrodynamics of the scour process and the effects of the boundary conditions 
(geometric configuration of the river branches) on the resulting scour morphology are highlighted. Figure 1 reports 




    
  
 
Figure 1. Example of samples of monitored block ramps (red arrows show flow direction) 
2. Field Data Collection 
The monitored field site is located in Polish Carpathians (Gorce Mountains), approximately 60 km south of Cracow. 
Figure 2 shows the catchment basin along with the Porębianka River and its tributaries. In particular, the monitored 
area is highlighted in a blue colour in Figure 2 and represents the end part of the Porębianka River. The monitored 
river branch is shown in Figure 3, along with the location of the 25 block ramps. It is characterized by flysch rocks. 
FlAsh floods generally occur during spring, when snow melts, and in July during summer rains. The Porębianka River 
is 15.4 km long and the average river bed slope is S = 0.01. The Porębianka River is a right bank tributary of the 
Mszanka River. The Mszanka is a tributary of the Raba and, finally, the Raba is a tributary of the Vistula (the main 
river in Poland). A succession of block ramps is present in the river to control sediment transport and stabilize river 
bed. Both the head and the toe of block ramps are stabilized using two rows of steel piles, topped by a reinforced 
concrete cap. Ramp bed slope is i = 0.083. The stilling basin is protected by using rocks. The protection layer is 
characterized by the following dimensions: 5 m long and 1.2 m thick. Block ramp beds are shaped in such a way that, 
in their central part, a sort of channel is built, whose average bed level is 0.2 m lower than that of the ramp. The ramp 
bed channelization allows for fish migration during the periods of low discharge, when the water levels are particularly 
low. Furthermore, monitored block ramps are characterized by uniform bed material, and their length is approximately 
12 m. The average diameter of rocks constituting bed ramps ranges between 0.9 m and 1.2 m. In addition, block ramps 
are located in succession along the monitored river branch, and their longitudinal distance varies between from 60 to 
250 m. Several flood events occurred in the Porębianka River. But, the most significant flood event occurred in May 
2010. In correspondence with this event, the estimated discharge was Q ≈ 60 m3/s, causing a relevant variation of the 
bed morphology. Therefore, it was reasonable to assume that bed morphology variations were essentially due to the 
event that occurred in May 2010. A systematic field measurement campaign was carried on.  In particular, 
measurements of water velocities (taken up to 0.25 cm above the river bed) were carried out using a Valeport Model 





low flow velocities (from 0.001 m/s to 2.5 m/s). Samples of bottom substrate were collected for grain size analyses, 
revealing that the river bed material average diameter d50 ranges between 40 mm and 65 mm. The inflow conditions 




Figure 2. Location of the study area (from Sec. A to Sec. B) 
 





3. Results and Discussion 
Scour morphologies have been carefully analyzed. Namely, the main aim of the paper is to understand the effects of 
a) upstream river configuration, b) downstream river configuration, and c) location of the block ramp on the 
equilibrium morphology in the downstream stilling basin. In this perspective, four examples of bed morphologies are 
discussed in the following. In particular, the analysis is conducted in details for the stilling basins downstream of block 
ramps 2, 6, 8, and 19. The choice of the mentioned block ramps essentially allows for the exploration of most of the 
possible inflow conditions, as well as the effects of river geometry on the downstream stilling basins. In fact, block 
ramp 2 is located within a river branch characterized by significant upstream and downstream curvatures. Conversely, 
block ramp 6 is located between a substantially straight upstream and significantly curved downstream river branches. 
The curvature of the downstream river bend is similar to that characterizing the stilling basin downstream of block 
ramp 2. Block ramp 8 is located between two bends characterized by very mild curvatures. Finally, block ramp 19 is 
preceded by a substantially straight and followed by a very mild curved river branch. Pagliara et al. (2017) conducted 
experimental tests in a laboratory channel, simulating a succession of a mild sloped block ramps located in different 
curved channel bends. Namely, they tested three different curvatures, i.e., R = 6 m, 11 m, and infinity (straight 
channel). They extended the empirical relationships proposed by Pagliara and Palermo (2008a) and Pagliara and 
Palermo (2008b), including the effect of the river curvature on a protected stilling basin. In other words, based on 
previous findings, Pagliara et al. (2017) showed that the non-dimensional scour depth downstream of block ramps in 
curved channels Zmsc = zmsc/h1 can be estimated by the following equation: 
 
𝑍𝑚𝑠𝑐 = 𝑍𝑚 × (−0.8𝜆 + 1.07) × (−0.1𝑍𝑜𝑝 + 1.05) × (1 + 𝐵/𝑅)




𝑍𝑚 = 0.58 × 𝑖
0.75 × 𝐹𝑑90
1.8        (2) 
 
h1 is the flow depth at the ramp toe, Zm = zm/h1 is the non-dimensional scour depth in a straight channel and in the 
absence of any protection in the stilling basin, B is the channel width, R is the channel curvature, and  and Zop are the 
non-dimensional longitudinal and vertical positions of the stilling basin protection. Note that Fd90 = V1/(gd90)0.5 is the 
densimetric Froude number, where g = g[(s−)/] is the reduced acceleration, V1 is the average flow velocity at the 
ramp toe, s and  are the channel bed sediment density and water density, respectively. In particular, according to 
Pagliara and Palermo (2008a) and (2008b), Eq. (1) can be re-written as follows, for the stilling basin configuration 
characterizing the Porębianka river (i.e., presence of stilling basin protections (rocks) located downstream of the ramp 
at the same vertical level of the ramp toe): 
 
𝑍𝑚𝑠𝑐 = 0.912 × 𝑍𝑚 × (1 + 𝐵/𝑅)
2.82      (3) 
 
The analysis of the previous equation allows to establish that the maximum scour depth zmsc is deeply influenced by 
the river curvature, whereas it does not contain any variable accounting for both upstream and downstream flow 
conditions. In fact, experimental tests conducted by Pagliara et al. (2017) showed that the maximum scour depth 
decreases with R, whereas it is not significantly influenced by both inflow and outflow characteristics. In particular, 
the presence of an upstream river bend causes an asymmetric distribution of flow velocities upstream of the block 
ramps. Nevertheless, the mentioned asymmetry does not significantly affect the maximum scour depth if compared to 
the that occurring for straight upstream branch. In this paper, preliminary evidences shown by Pagliara et al. (2017) 
are analyzed by using field measurements. In particular, both the hydrodynamics of the scour process and the effect 
of river curvature are analyzed by considering four selected block ramps. Figure 4 reports the transversal cross sections 
measured after the flood event in downstream stilling basins. Namely, in Figure 4, x and y represent the longitudinal 
and vertical coordinates, respectively, i.e., x = 0 m at the ramp toe and y = 0 m at the hydraulic left bank of the cross-
section. H is the bed morphology level above the see level (in meter). As shown in Figure 2, block ramp 2 is both 
preceded and followed by two significantly curved river bends. Therefore, the upstream kinematic field is 
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characterized by a significant asymmetry, as well as the downstream one. The mentioned upstream asymmetry results 
in a significant three-dimensionality of the equilibrium scour morphology is shown in both Figure 4a and Figure 5a. 
In particular, the maximum scour depth is located close to the right bank (i.e., outer bank), where the flow acceleration 
is more prominent. In addition, the effect of the downstream curvature further contributes to reduce flow velocities in 
correspondence with the inner river bank in the stilling basin. This occurrence causes a sediment deposition in the 
stilling basin, mostly located at the left side of the river. A close observation of Figure 4a reveals that, for x > 7 m, the 
equilibrium bed morphology is characterized by H values bigger than those occurring at the ramp toe. In other words, 
if a ramp is both preceded and followed by river bends, the maximum scour depth occurs close to the outer river bank 
and bar formation takes place, resulting in a preferential flow path. Conversely, if a block ramp is preceded by a 
(quasi-) straight river branch but followed by a river bend (block ramp 6), the inflow kinematic field is characterized 
by a general symmetry. Nevertheless, the effect of the downstream curvature modifies the downstream flow 
conditions, resulting in an acceleration of the flow close to the outer river bend (hydraulic right bank for block ramp 
6). The comparisons between Figures 4a and 4b, and Figures 5a and 5b, respectively, show that the effect of the 
downstream curvature is significant, resulting in a prominent equilibrium morphology asymmetry. Namely, the 
maximum scour depth downstream of the block ramp 6 also occurs in correspondence with the outer river bank. 
Nevertheless, bar formation occurs further downstream and is located closer to the center of the stilling basin. This 
main difference is due to the absence of inflow asymmetry, i.e., less reduction of the velocity field in correspondence 
with the inner river bank. But it is worth noting that the two configurations are similar in terms of maximum scour 
depth. It means that the maximum (local) scour depth is essentially influenced by the downstream configuration, and 
the effect of the inflow characteristics is negligible. This occurrence is reflected in Eq. (3) proposed by Pagliara et al. 
(2017). The same behavior can be detected during the scour evolution process, which essentially consists in a 
homothetic enlargement of both scour hole and ridge/bar shape. Finally, the scour process downstream of block ramps 
appears similar to that characterizing other low-head structures, which was extensively described and discussed by 
Palermo and Pagliara (2017). 
 













The analysis was extended to the stilling basin equilibrium morphology downstream of block ramps 8 and 19. In 
particular, block ramp 8 is preceded and followed by very mild curved river bends characterized by an opposite 
curvature. Therefore, it should be expected that the downstream curvature should have a more prominent effect than 
the upstream one on the resulting morphology. In fact, also in this case (see Figures 4c and 5c), the maximum scour 
depth occurs closer to the downstream outer river bend (hydraulic right bank). This is a further confirmation of the 
fact that upstream inflow conditions slightly influence the erosive dynamics. Finally, block ramp 19 is located in an 
almost straight river branch. This means that a substantial symmetry of the kinematic field should be expected both 
upstream and downstream of it. By observing Figures 4d and 5d, it is easy to note that the equilibrium scour 
morphology is essentially 2D. The maximum scour depth at the center of the stilling basin is essentially due to the 
presence of the central channel on the ramp. Based on previous observations, the role of the river curvature 
downstream of the stilling basin is evident. Namely, the three-dimensionality of the equilibrium morphology 
essentially depends on the downstream river curvature. Furthermore, upstream inflow characteristics do not 
significantly affect neither the maximum scour depth nor its location. But they influence bar formation, which can 
occur either close to the ramp toe or further downstream. Further experimental tests are going on to understand the 
effect of block ramp geometry and stilling basin protection location. 
4. Conclusions 
In the present manuscript, an analysis of equilibrium morphology downstream of block ramps was conducted in order 
to understand the effects of both river curvature and inflow characteristics on the scour process. Accurate field 
measurements were conducted in correspondence with 25 block ramps located in the Porębianka River (Poland). Field 
data were compared to experimental evidences obtained by the same authors in a laboratory flume. It was observed 
that: 
 
1) the downstream equilibrium morphology does not depend on the upstream river curvature and inflow 
conditions;  
2) the three-dimensionality of the scour is essentially due to the downstream river curvature, resulting in a more 
prominent asymmetry by reducing the curvature of the river bend;  
3) the maximum scour depth and its location mainly depends on the downstream geometric configuration of the 
stilling basin, as well as on the downstream tailwater level, i.e., lower downstream water level results in a 
maximum scour depth located close to the ramp toe; and 
4) the sediment deposition dynamics is influenced by the downstream curvature, which reduces flow velocities 
in correspondence with the inner river bank. Similarly, the downstream water level influences bar 
longitudinal extension, i.e., it decreases with tailwater. 
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Abstract: Stream deflectors are grade-control structures of common use to control riverbed evolution, stabilize channel alignment, 
protect stream banks, and rebuild the natural habitat. Among them, log-frame deflectors consist of a triangular log frame filled 
with rocks. Log-frame deflectors, constructed either singly or in series in low gradient meandering streams, divert base flows 
toward the center of the channel. Under certain hydraulic conditions, they modify both the depth and velocity of flow, resulting in 
scour pool formation and fish habitat improvement. The main purpose of the current study is to analyze the effect of the distance 
between log-frame deflectors on the scour morphology, when installed in series. Therefore, experimental tests have been carried 
out in a horizontal channel and in clear water conditions at the hydraulic laboratory of the University of Pisa. Results show that 
the meandering process in rivers is deeply influenced by the distance between log-frame deflectors, when located at both left and 
right river banks. Furthermore, scour characteristics and morphologies downstream of log-frame deflectors have been analyzed, 
resulting in useful suggestions for a correct design of such structure typology. 
Keywords: Hydraulic structures, log-frame deflectors, morphology, scour, stream restoration.  
1. Introduction  
Woody stream restoration structures are a part of the natural channel design approach (Rosgen, 2001) to restore the 
dimension, pattern, and profile of a channel. Woody stream restoration structures, like log-deflectors and log-frame 
deflectors, as in-stream grade control structures, are used to stabilize riverbed, riverbanks, and improving aquatic 
habitat in rivers. Scour holes are resting pools for fish and help fish to migrate upstream for spawning. Occurring a 
scour hole toward the center of the channel and developing a ridge toward the riverbank lead to stabilize the riverbed 
and protect the riverbank. Local scour phenomena have been studied by Schoklitsch (1932), Veronese (1937), Hassan 
and Narayanan (1985), Farhoudi and Smith (2014), Mason and Arumugam (1985), Bormann and Julien (1991), 
Whittaker and Jaggi (1996), Robinson et al. (1998), and Dey and Sarkar (2006a, b, 2008).  
In the literature, few experimental studies focused on the scour downstream of grade-control structures. Przedwojski 
(1995) investigated scour processes in rivers in the presence of groynes. He analyzed the effect of the groyne location 
on the scour depth, concluding that the maximum scour depth occurs when the groyne is located downstream of the 
bend apex. Pagliara and Kurdistani (2013, 2014) conducted a series of experiments on scour downstream of low-head 
grade-control structures in a straight channel for different bed slopes. Pagliara et al. (2015a, b) and Pagliara and 
Kurdistani (2017) investigated the scour morphology in straight rivers downstream of different type of grade-control 
structures such as log-vane, log-deflector and log-frame deflector structures. Kurdistani and Pagliara (2015) 
investigated the effect of the installation angle for woody structures and found that log deflectors need special 
consideration to avoid the occurrence of scour hole near the channel bank. Pagliara and Kurdistani (2015) studied the 
effect of the channel bend on the main scour parameter values and scour morphology downstream of J-hook vanes 
showing that the values of all scour parameters decrease with the tailwater depth and the bend radius. Pagliara et al. 
(2016) studied rock sills scour morphology in curved and straight horizontal channels. Pagliara and Kurdistani (2017) 
found that using log-frame deflectors instead of log deflectors prevents scour formation close to the riverbank and 
consequently, provides a better riverbank protection. Kurdistani and Pagliara (2017) experimentally studied scour 
morphology downstream of cross-vanes in a curved channel, particularly focusing on the effect of the structure 
orientation. 
Jamieson et al. (2013a) found that stream barbs divert the high velocity body of the river flow from the outer bend to 
avoid the bank erosion. Jamieson et al. (2013b) studied the turbulence and vorticity in a bend and they showed that 
increasing z-vorticity creates a scour hole near the barbs. Melville (1992) derived simple equations to estimate the 
maximum scour depth at bridge abutments. Based on Melville’s study, Kuhnle et al. (1999, 2002) carried out a series 
of experiments on scour around 90° and angled non-submerged spur dikes, respectively. Melville (2014) classified his 
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method for different types of structures and, based on the Shields critical velocity, derived a new equation to predict 
scour depth downstream of submerged weirs. Guan et al. (2014) investigated the flow patterns and turbulence in a 
scour hole downstream of a submerged weir. Guan et al. (2015) studied live-bed scour at submerged weirs. Bahrami 
and Shafai (2016) studied sediment management and flow patterns at river bend due to triangular vanes attached to 
the bank. They found that with multiple vanes in place, the thalweg was shifted toward the flume midway from the 
outer bank. The main target of the current study is to experimentally analyze the effect of the distance between log-
frame deflectors on the scour characteristics and morphology around log-frame deflectors. 
2. Experimental Setup 
All the experiments on log-frame deflectors have been conducted in a horizontal channel 0.8 m wide, 20 m long and 
0.75 m deep at the hydraulic laboratory of the University of Pisa. Stable inflow was supplied by an overhead tank. 
The flow discharge was measured using a calibrated tank with a precision of ±0.1 l/s. An ultrasonic distance meter 
sensor with precision of 0.001 m has been used to read the water surface profile and the bathymetry of the mobile bed. 
Figure1 shows a plan and side views of experimental set-up, including the main geometric and hydraulic parameters. 
In Fig. 1, α is the deflector angle with respect to the river bank, lst is the length and hst is the height of the structure. Δy 
is the difference between the water surface upstream and downstream of the structure, B is the channel width, zm is the 
maximum scour depth, lm is the length of the scour, z’m is the maximum height of the ridge, l’m is the ridge length. 
Pagliara et al. (2015a, b) defined the densimetric particle Froude number as Fd = Q′/(l. hst.[g.(Gs – 1).d50]0.5) , where 
Q′=(b/B)Q is the effective flow discharge, Gs = ρs/ρ, in which ρs is the bed material density and ρ the water density, 
d50 is the mean particle diameter and g the gravitational acceleration. Uniform non-cohesive sand with a σ = 
(d84/d16)0.5=1.16, Gs = 2.60 and d50 = 1.70 mm was used. At the beginning of each experiment, the channel bed was 
carefully leveled (Fig. 2). All the tests have been conducted in clear water condition. The duration of tests was long 
enough to reach an equilibrium bed condition (between one to three hours, according to hydraulic conditions). 
Experimental data are shown in Table 1. Experiments (1 – 8) are data relative to B = 0 and they are adopted from 
Pagliara and Kurdistani (2017). The other 14 experiments were carried out for the present study and are relative to B 
= 0.3125 and B =0.5. 
 






Figure 2. Picture of the experimental apparatus before the test beginning. 
Table 1. Experimental test ranges. 

































































































































































































































































































3. Scour Morphology 
Pagliara et al. (2015a) classified two different scour morphology types downstream of woody stream restoration 
structures: 1) type C includes just one scour hole at the end of each deflector, developing toward the center of the 
channel; and 2) type D includes two scour holes in which one scour hole occurs at the end of the deflector and the 
other close to the channel bank. Figure 3 shows the variation of morphology, due to the effect of the position of the 
structures for the same hydraulic condition (Fd = 1.4, Δy/hst = 0.05). In addition, Figure 3 depicts that, independently 
of λ, morphology type C always occurs downstream of log-frame deflectors. Figure 3(a) shows the morphology type 
C downstream of two log-frame deflectors installed with zero longitudinal distance (λ/B = 0). It shows that the 
maximum ridge height occurs almost at the center of the channel. Conversely, Figure 3(b) shows that the maximum 
ridge heights move toward the channel banks for λ/B = 0.3125. Finally, Figure 3(c) shows the structure installation 
for λ/B = 0.5. In this case, the maximum ridge heights occur close to the channel bank. It can be noted that the length 
of the ridge occurred along the channel bank increases with λ/B, i.e., using a higher λ/B ratio channel banks can be 
better protected. On the other hand, Figure 3 shows that the meandering process in rivers is deeply influenced by the 
distance between log-frame deflectors, when located at both left and right river banks.  
 
Figure 3.  Effect of the distance between structures; a) λ/B = 0, b) λ/B = 0.3125, and c) λ/B = 0.5. 
4. Scour Characteristics 
Log-frame deflector scour process is governed by the following functional relationship: 
f (zm, hst, htw, lst, B, Δy, Q’, ρs, ρ, g, d50) = 0                 (1) 
where f is a functional symbol. According to Pagliara and Kurdistani (2013), based on dimensional analysis and 
incomplete self-similarity (Barenblatt 1987), the following non-dimensional functional expression can be derived 
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where f is a functional symbol. 
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According to Pagliara and Kurdistani (2013), the scour parameter η = Fd2Δy/hst was used to derive empirical equations. 
Based on observed data, the general Eq. (4) for 0.001 < η < 4 has been derived to predict the maximum scour depth 
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Fig. 4 shows that Eq. (4) fits well the observed log-frame deflector data within the 30% of deviation with respect to 
the perfect agreement line, including maximum scour depth data for 90° and angled spur dikes observed by Kuhnle et 
al. (1999, 2002), log-frame deflectors data observed by Pagliara and Kurdistani (2017) and log-deflectors data 
obtained by Pagliara et al. (2015a). 
 
 
Figure 4.  Comparison of calculated and measured values of zm/hst. 
 
Functional relation Eq. (3) can be also adopted to determine the other scour parameters substituting zm with the 
corresponding variables in the dimensional analysis process. Using current study data and considering the λ/B as a 
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Figure 5.  Comparison of calculated and measured values of lm/hst. 
Adopting the same approach and considering λ/B as the additional parameter, Eqs. (6) and (7) have been derived to 
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Figures 6 and 7 compare experimental data of maximum ridge height and length downstream of log-frame deflectors, 
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Figure 7.  Comparison of calculated and measured values of l’m/hst. 
5. Conclusion 
A series of experiments was conducted to investigate the effect of distance between log-frame deflectors on scour 
morphology and scour characteristics downstream of log-frame deflectors. Based on dimensional analysis and 
considering λ/B as additional parameter, empirical relationships were found to predict the main scour parameters for 
different combinations of hydraulic conditions and structures geometry. Densimetric Froude number, drop height, 
tailwater, and height of the structure are the main parameters influencing the maximum scour depth, maximum scour 
length, maximum ridge height, and maximum ridge length. Results showed that the values of all scour parameters 
increase with λ/B, for any hydraulic condition and log-frame deflectors structure geometry. Furthermore, 
independently from the distance between structures, morphology type C always occurs, i.e., the scour hole forms in 
the center of the channel at the end of the structure arm. It was also observed that the length of the ridge occurred 
along the channel bank increases with λ/B. It means that using a higher λ/B ratio channel banks can be better protected 
better. Finally, the meandering process in rivers is deeply influenced by the distance between log-frame deflectors, 
when located at both left and right river banks. As in-stream grade control structures are functioning as natural fish 
ladders in rivers, it is strongly recommended to use log-frame deflector instead of traditional log-deflector to create 
the scour hole as fish resting pools along with the riverbank protection.  
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Abstract: Previous studies have analyzed the evolution of the scour process without furnishing clear insights on how the scour 
pothole proceeds before reaching the equilibrium configuration. Apparently, there is only one study that addressed the scour 
evolution for sub-vertical plunging jets, identifying two different phases: 1) the developing phase, occurring at the very first instants 
of the scour process, when the jet entering the water body impacts on the granular bed material and starts removing sediment and 
form the downstream dune; 2) the developed phase, when the scour hole and dune evolution are characterized by a proportional 
(homothetic) expansion of the main geometric lengths, and the scour origin does not shift significantly. During the developing 
phase, the flow structure is essentially three-dimensional and the role of the momentum horizontal component is very significant. 
During the developed phase, the flow structure within the scour hole can be either quasi-cylindrical or fully three-dimensional, 
according to the resulting scour pothole shape and channel geometry. This paper focuses on the analysis of the transition from 
developing to developed phase. The results of another study of the same authors were further analyzed, and new tests were 
developed by assessing the scour evolution due to vertical plunging jets. Experimental evidence showed that the jet inclination 
plays a prominent role on the transition between the two phases and provided further insights on the quantitative definition of the 
non-dimensional time in which the transition occurs. The work is completed with a theory which elegantly predicts the time 
evolution of the scour process.   
Keywords: Equilibrium scour depth, granular bed, pothole, scour, turbulence.  
1. Introduction 
Plunging pool scour usually occurs in correspondence with many hydraulic structures. In particular, it can compromise 
the structure stability, resulting in its collapse. Because of the severe damage which can be triggered by a structure 
failure, jet plunging scour has been extensively analyzed during the last decades and it is still further researched in 
order to deepen our understanding of the physical mechanisms involved and their dynamics.  
Most of the approaches proposed to evaluate the plunging scour phenomenon are based on experimental evidence, 
resulting in empirical equations which satisfactorily predict the main scour depths for a relatively small range of 
governing parameters (among others, Schoklitsch 1932; Bormann and Julien 1991). In particular, the plunging 
phenomenon was extensively analyzed by Pagliara et al. (2006) and (2008a) for both 2D and 3D scour hole equilibrium 
configurations. These authors introduced the concepts of static and dynamic scour equilibrium configurations as 
follows: 1) the dynamic equilibrium morphology occurs when the jet action does not further modify the eroded bed, 
i.e., the bed morphology variation is negligible; 2) the static configuration occurs when the jet action ceases; the 
eventual suspended rotating granular material falls in the scour hole and the scour surface slopes become equal to the 
wet angle of repose of the bed material, thus significantly reducing the scour depth. Mason and Arumugam (1985), 
Breusers and Raudkivi (1991), Hoffmans and Verheij (1997), and Hoffmans (2009) presented critical comparisons of 
several empirical equations, highlighting the shortcomings of experimental approaches and focusing on the effect of 
single independent variables involved in the resulting equations. In particular, Hoffmans (2009) remarked that all of 
the empirical approaches lack generality, i.e., they are not based on a theoretical modelling of the physical 
phenomenon, accounting for the basic physical mechanism occurring during the erosion process, and some of them 
do not take into account the effect of relevant parameters on the scour process. Therefore, in this perspective, he further 
extended the findings of a previous publication of the same author (Hoffmans 1998) where, by applying some first 
principles and other regressions, he derived the governing equations for both 2D and 3D equilibrium configurations. 
On the other hand, Bombardelli and Gioia (2005) and (2006) and Gioia and Bombardelli (2005) proposed an analysis 
of the scour mechanism based on similarity methods and the phenomenological theory of turbulence. Their approach 
allowed to theoretically derive, for the first time, the exponents of each parameter affecting the scour process for both 
2D and 3D equilibrium configurations completely via first principles. In addition, they focused on the role of each 
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variable, which, in principle, should appear in the governing equation, showing the inconsistencies of the several 
empirical predicting equations.  
Overall, the analysis of the scour evolution process still remains an under-explored topic and the physical mechanisms 
still do not have analytical formalization. In fact, the scour evolution mechanism was analysed by relatively few studies 
based on both empirical and semi-theoretical approaches. It was experimentally shown (Rouse 1940, Stein et al. 1993, 
Pagliara et al. 2008b) that the scour hole depth generally increases with the logarithm of time, but very few insights 
were furnished on the dynamics of the process. 
Pagliara et al. (2008b) distinguished two main phases occurring during the scour pothole evolution and termed them 
developing and developed, respectively. The scour mechanism characterizing the aforementioned phases appears very 
different: 1) the developing phase is very rapid and lasts from the jet impact on the granular material to the formation 
of the ridge whose shape (frontal or surrounding) depends on the impinging jet characteristics and stilling basin width; 
2) the developed phase is characterized by an homothetic expansion of both the scour hole and the ridge, resulting in 
a scour hole and ridge enlargement without varying significantly the scour hole origin. Furthermore, Pagliara et al. 
(2008b) showed that the duration of the developing phase mainly depends on the jet inclination. They also established 
an empirical equation to estimate the non-dimensional time of the transition developing/developed up to 60° jet 
inclination. Their analysis was based on a significant number of experimental data, but they did not develop a detailed 
interpretation of the scour mechanism and its dynamics in the different phases. In addition, although they proposed 
empirical equations characterized by analytical continuity in the transitions phase, they did not focus on the physical 
reasons beyond such a different behavior.  
In the present paper, particular attention is given to the entire evolution process, focusing on the understanding of the 
basic mechanisms governing the scour dynamics. More specifically, a few selected tests were conducted for vertical 
jets (90°). The transition developing/developed was carefully analyzed, allowing the authors of this paper to 
understand the role of the jet angle on the time in which the transition takes place. Furthermore, an elegant theory is 
proposed to predict the entire scour process evolution, i.e., taking into account both the phases and a simplified shape 
of the scour morphology.  
2. Experimental Apparatus 
The present study is based on both experimental tests conducted by Pagliara et al. (2008b) and on selected tests 
especially carried out to complete and extend the analysis of the transition developing/developed phase for vertical 
jets (90°). In Figure 1, a diagram sketch of a typical 3D equilibrium morphology is shown along with the main 
hydraulic and geometric parameters.  
Pagliara et al. (2008b) conducted a series of tests varying the jet location within the channel, i.e., with either the jet 
located axially with respect to the channel or laterally (i.e., close to the channel side, resulting in the so-called ’half 
model’). In particular, they conducted both 2D and 3D tests varying the jet inclination α (=30°, 45°, and 60°), the jet 
discharge Q, the water level D above the original sediment bed, and the jet nozzle diameter Dtest. Note that 2D tests 
were conducted in both ’full’ (i.e., jet located axially in the channel) and ’half’ model (i.e., jet located close to the 
channel glass wall) whereas 3D test configuration was always “half” model. In order to homogenize the obtained 
results, Pagliara et al. (2008b) introduced the equivalent jet diameter D*. In the case of “full” model D*=Dtest, whereas 
for “half” model D*=(20.5)Dtest. For the ’half’ model, the equivalent diameter is therefore the diameter of the equivalent 
jet of the corresponding ’full’ model, characterized by a discharge equal to 2Q and by the same velocity. Based on the 
aforementioned assumptions, Pagliara et al. (2008b) selected the significant non-dimensional governing parameters 
by which the results of the ‘half’ and ‘full’ models could be compared. For uniform bed material, the scour depth 
evolution mainly depends on the following non-dimensional groups: jet inclination; non-dimensional tailwater 
Tw=D/D*; the densimetric Froude number Fd90=V/[gd90(s/ −1)]0.5 where V indicates the jet velocity, g is the 
acceleration due to gravity, ρs and ρ are the sediment and water densities, and d90 is the sediment size for which 90% 
of material is finer; the non-dimensional time=[g(ρs/ρ-1)d90]t/D* where t expresses the time from the beginning of 
the test. These tests were performed in a channel 0.5 m wide, filled with a uniform bed material (d50=1.15 mm, s=2600 
kg/m3). Finally, Pagliara et al. (2008b) provided an empirical equation by which it is possible to evaluate the non-
dimensional transition time t, i.e., the non-dimensional time when the transition from the developing to the developed 
phase occurs. As they tested jet inclinations up to 60°, the proposed empirical equation was not validated for higher 
values of the angle of the jet.  
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In the present manuscript, six new experiments with vertical jet configuration were conducted. Tests were developed 
with a ’half’ model arrangement. The channel was 0.8-m wide and 6-m long. One uniform channel bed material was 
used for the granular bed (d50=0.00745 m, d90=0.0088 m, and s=2468 kg/m3) and the water discharge varied from 
0.00235 m3/s to 0.00345 m3/s. The equivalent jet diameter for the full-model was D* =20.5Dtest=0.0382 m and the non-
dimensional tailwater, Tw, ranged between 1 and 5. All tests were conducted under both black water conditions (i.e., 
not aerated jet) and unsubmerged conditions. The scour evolution was monitored by using both pictures and video by 
a high definition camera located in front of the side glass of the channel (see also Pagliara et al. 2008b). In addition, a 
special point gauge, equipped with a 40 mm circular plate at its lower end, was used to take dynamic scour surface 
readings. These last independent readings were used to validate those collected by videos and pictures. By adopting 
the above mentioned monitoring technique, it was possible to follow the erosive process at each instant from the test 
beginning, thus furnishing a detailed description of both the scour hole axial dimension (length and depth) and of the 
transition between the developing and the developed phases.  
 
Figure 1. Diagram sketch of the experimental apparatus along with the indication of main parameters. 
3. Results and Discussion 
The developing phase starts when the jet impacts on the granular bed and diffuses into the water body. It is a very 
rapid phase in which the beginning of the scour process occurs due to the excess of the shear stresses acting on the 
sediment bed. The erosive process proceeds with the mobilization and suspension of the bed material. According to 
the jet inclination, the suspended material deposit can occur in a very short time after the initial jet impingement 
(higher jet angles) or in a longer time (lower jet angles). This occurrence contributes to strongly modifying the 
evolution dynamics of the developing phase. In fact, for lower jet angles, the horizontal momentum component is 
prominent; therefore, relatively larger amounts of initial suspended material are transported downstream and the ridge 
formation is delayed. Conversely, for higher jet angles, the sediment deposition starts almost immediately, resulting 
in an almost instantaneous ridge formation (which can be either frontal or surrounding the impact area). For all jet 
inclinations, this phase is characterized by a rapid increase of the scour hole depth. The first instants of the scour 
process exhibit a radial diffusion of both the impinging jet and mobilized sediment. When the sediment deposition 
starts, both the transport of the mobilized granular material and the jet diffusion are mainly directed downstream. The 
duration of this initial scour progress can vary according to both jet inclination and sediment gradation. Lower jet 
angles are characterized by more prominent horizontal component of momentum, resulting in a delay of the beginning 
of the deposition process. A similar role is played by the sediment diameter. Namely, coarser materials require a very 
short time for the change of sediment transport dynamics. Generally, this process takes place in less than 5 s (see also 
Pagliara and Palermo 2008) whereas for finer material (Pagliara et al. 2006 and 2008a), it requires a longer time (about 
10 s). In this first stage of the developing phase, a slight difference can be observed between the 2D and 3D cases. In 
fact, for the 2D case, this first stage can be slightly faster due to the fact that the dune formation occurs only 
downstream (i.e., absence of surrounding sediment deposition). Therefore, the sediment dynamics is essentially 
characterized by a longitudinal transport and the suspended material deposits only frontally forming a ridge. For 
vertical jets (90°), the first stage of the developing phase is almost instantaneous. Also, as the jet impinges the granular 
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bed, a surrounding ridge starts forming. Also in this case, the role of the sediment grain size is the same as mentioned 
above, i.e., coarser materials cause acceleration of the ridge formation.  
After this first stage, the ridge evolves. In particular, for the 3D case, the evolution dynamics of the upstream and 
downstream ridge surfaces are different. In other words, the upstream surface develops relatively fast whereas a longer 
time is required for the downstream portion. During this second stage of the developing phase, the scour hole depth 
increases very fast, and the sediment transport is mainly directed downstream. It is worth noting that ridge 
development causes an obstacle to the downstream sediment transport; therefore, the scour depth increase is faster 
during the ridge formation and its dynamics become slower when the ridge is shaped. Also in this second stage of the 
developing phase, some differences between 2D and 3D configurations can be pointed out as well as for larger jet 
inclinations. For the 2D case, the upstream ridge surface forms faster, thus limiting the downstream sediment transport 
and contributing to fasten the entire ridge evolution. For lower jet inclinations, the more prominent horizontal 
component of momentum flattens the ridge, thus a longer time is required for the ridge shaping. When the ridge 
formation is completed, i.e., both the upstream and downstream ridge surfaces are shaped, the developing phase can 
be considered completed.  
In Figure 2, the authors of this paper illustrate the developing phase for an experimental test with jet inclination equal 
to 45° and fine bed material (Test T42A45U, see Pagliara et al. 2008b for details). The first stage of the developing 
phase (beginning and end) are depicted in Figure 2a-b whereas in Figure 2c-d, the second stage of the developing 
phase is shown. In particular, in Figure 4d the end of the developing phase is indicated which corresponds to the 
instant when the ridge formation is completed.  
 
Figure 2. Developing phase: unpublished pictures of the test T42A45U (Pagliara et al. 2008b) taken at (a) t=1 s, (b) t=10 s, (c) 
t=60 s, and (d) t=120 s (transition developing/developed) from the test beginning.  
After the ridge formation, the developed phase takes place. The dynamics of the developed phase is essentially similar 
for both 2D and 3D configurations. This phase is characterized by a homothetic enlargement of both scour hole and 
ridge. The enlargement occurs in such a way that the scour origin location does not shift significantly. Therefore, it is 
mainly characterized by a longitudinal and transversal extension of both the ridge and the scour hole. In Figure 3a-c, 
different stages of the developed phase are shown. In particular, in Figure 3c the dynamic equilibrium configuration 
is illustrated. Furthermore, in Figure 4d the static equilibrium configuration is shown. Comparing Figures 4c and 4d, 
the difference in terms of maximum scour depth between the dynamic and static equilibrium configurations are 
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apparent. This difference is mainly due to two reasons: 1) deposit of the suspended rotating material in the scour hole; 
2) the collapse of the upstream scour-hole surface due to the stopping of the jet and consequent shear stresses reduction.  
 
Figure 3. Developed phase: unpublished pictures of the test T42A45U (Pagliara et al. 2008b) taken at (a) t=250 s, (b) t=3000 s, 
and (c) t=4300 s (dynamic equilibrium condition) from the test beginning. (d) Static equilibrium condition. 
In Figure 4, we show selected examples of scour depth evolution for different tailwater Tw and jet inclinations. The 
two different phases can be clearly observed in Figure 4a-d. Data relative to α=30°, 45°, 60° (derived from Pagliara 
et al. 2008b) and 90° (current study experimental tests) were included in Figure 4. In particular, the transition 
developing/developed phase occurs in correspondence with a change of slope of the curve in the plane /D* vs log. 
The developing phase is characterized by a more prominent curve slope, indicating that the scour process is much 
faster than in the developed phase. The developed phase is characterized by a clear asymptotic behaviour. For α=90° 
(see Figure 4d), the developing phase is characterized by a sharp increase succeeded by stationary phases (almost 
horizontal). The scour depth evolution seems to be characterized by  ’discontinuous’ dynamics mainly due to higher 
pressure fluctuations. In fact, sediment kept in suspension inside the scour hole is removed from it at intervals such 
that the scour depth evolution proceeds by steps.        
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Figure 4. Scour evolution for: (a) α=30°, (b) α=45°, and (c) α=60° (data from Pagliara et al. 2008), and (d) α=90° (present study). 
The vertical dotted line represents the transition developing/developed phase. 
4. Theoretical Approach  
The theory developed can be considered an extension of the pioneering papers by Bombardelli and Gioia (2005, 2006) 
and Gioia and Bombardelli (2006) which constructed expressions for the equilibrium scour depth in 2D and 3D 
geometries. Such theories have a similar structure: 1) the determination of the shear stress as a function of the product 
of the velocity scale normal to a surface close to the grains of the bed, and its counterpart coming from the large scales 
of the flow; 2) imposition of the Kolmogorov scaling connecting the two velocities; and 3) equating the resulting shear 
stress to a scaling of the Shield’s critical stress under equilibrium conditions. The reader can follow the details of the 
theory in those papers due to the limited space of this communication. 
The time dependent theory, which naturally possesses the equilibrium theoretical result as a limiting case, is performed 
for the developed phase. It starts by assuming a homothetic evolution behavior which is depicted in Figure 5. It is 
considered that the sediment bed advances as circumferences with the same center. This assumed configuration 
obviously disregards the ridges appearing on the experiments, but it is very convenient for mathematical treatment.  
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Figure 5. Schematic of the evolution of the scour process in the developed phase.  
 
Some geometric considerations are then taken into account to compute the area (volume in 3D) of the material 
abandoning the bed during the scour process. This area/volume gives rise to an eroded sediment transport rate which 
can be modelled by following standard formulations for the computations of bedload and suspended load as a function 
of the excess shear stress. Equating these two transport rates yields the following ordinary differential equations for 
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Where R=D+Δ and the sub-index “eq” indicates equilibrium conditions. From Eqs. (1) and (2), it can be seen that the 
rate of change of the scour depth is proportional to the square root of the relative difference of the densities of the 
sediment and water. Through comparison against data, it was determined that the values of the constants are: K3 = 8 
and K6=16 for 2D and 3D configurations, respectively; further, the exponents were kept at 1.5 (Bombardelli et al., 
2017). In Figure 6, the comparison is shown among the solution given by Eq. (1) and the data pertaining to two tests 
indicates a good prediction capability. This prediction capability is of the same nature for other tests. It is worth noting 
that, due to the complexity of the modelled phenomenon and the simplifying assumptions of the proposed theoretical 
approach, a slight deviation between measured and computed data can be observed in some cases (e.g., Test T56A45S 
in Figure 6). Nevertheless, this occurrence also characterizes other approaches for similar problems (e.g., Stein et al. 
1993), resulting in comparable deviations. 
 
 
Figure 6. Comparison of theoretical results against observations of the scour evolution.   
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5. Conclusions 
The present work described the scour process evolution due to vertical and sub-vertical plunging jets byfocusing on 
the different phases characterizing the erosive phenomenon: developing and developed phases. The developing phase 
is very rapid and lasts from the jet impact on the granular material to the formation of the ridge whose shape (frontal 
or surrounding) depends on the impinging jet characteristics and stilling basin width. The developed phase, in turn, is 
characterized by a homothetic expansion of both the scour hole and the ridge, resulting in a scour hole and ridge 
enlargement without varying significantly the scour hole origin. The transition between the two phases mainly depends 
on the jet inclination. More specifically, the transition time decreases with jet inclination. Furthermore, the developing 
phase exhibits a peculiar behaviour for vertical jets: scour process evolution is characterized by ’discontinuous’ 
dynamics likely because of higher pressure fluctuations. Sediment is removed from the scour hole at intervals, 
resulting in evolution dynamics characterized by steps. The dynamics of the developed phase are much slower than 
that of the developing phase and a clear asymptotic behaviour can be observed for higher jet inclinations. Finally, the 
work is completed with a theory which elegantly predicts the time evolution of the scour process.   
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Abstract: The scouring or depositing downstream of submerged weirs with an opening is a sediment phenomena resulting from the 
interaction of the three-dimensional turbulent flow field around the structure and the moveable sand bed. This paper presents the 
experimental study on the downstream channel bed due to a weir with an opening, paying attention to the effects of relative overflow 
depth on local scouring around the structure, sand bars, and three-dimensional flow patterns. The experiments were conducted 
under the clear-water scour condition for an equilibrium scour hole. The experimental results show that local scouring and sand 
bar development downstream of the submerged weirs decrease with relative overflow depth and turn out strongly paired cellular 
secondary currents. 
Keywords: Weir with an opening, local scouring, sand bar, three-dimensional turbulent flow, cellular secondary currents  
1. Introduction  
It has been pointed out that stream-crossing structures such as dams and weirs tend to interrupt the continuity of natural 
streams, destroy the diversity of the physical and biological environments, and reduce natural disturbances. In the 
United States, more than 500 weirs and dams have already been removed in order to remove deteriorated dams 
including weirs and improve river environments (Graf, 2002). In 2011, the dam on the Elwha River in the state of 
Washington in the western United States was removed. It has been reported that the ecosystem of the river has been 
recovering to a sound state as can be seen, for example, from the native species recovery (East et al., 2015). In a 
gravel-bed river, sediment, if supplied in an appropriate manner, penetrates the spaces between gravel particles so as 
to stabilize the river bed. Sediment flowing into pools in a river section where bed slope is steep and water flows 
through a series of riffles and pools transforms the pool bed surface and, thereby, facilitates the establishment of new 
epiphytic algae. (Doyle et al., 2005; Kibler et al., 2011). 
The Arase Dam is a hydroelectric power generation dam located in the town of Sakamoto, Yatsushiro City, about 20 
km upstream from the estuary of the Kuma River flowing through the southern part of Kumamoto Prefecture in Japan. 
The dam was removed by the phased removal method starting in fiscal year 2012. The Enterprise Bureau of the 
Kumamoto Prefectural Government, therefore, has been conducting a study on the effect of dam removal on river bed 
processes and the river environment. On March 31, 2010, the gates of the Arase Dam were opened. Since the height 
of the dam to its crest is 11.3 m, it is essentially categorized as weir removal. (Task Committee for the Arase Dam 
Removal, 2017). 
Guan et al. (2013) discussed scour patterns of a river bed immediately downstream of a weir and flow patterns and 
turbulence characteristics of such a river channel, and pointed out that secondary currents occur immediately 
downstream of the weir, showing clearly discernible three-mensional flow structures, even if the weir is uniform in 
shape in the cross-stream direction. 
Melville (1997) reviewed past studies on bridge piers and abutments, and presented an empirical formula for 
calculating the maximum scour depth. 
Ohmoto and Hirakawa (1999) elucidated the effect of groin direction on secondary currents, main stream velocity, 
and river bed processes. Ishigaki and Baba (1999) investigated the relationship between flow around a plate with 
footing and local scouring, and showed that local scouring around a plate with footing is governed by spiral flow 
(strong secondary flow occurring from the end of the footing) instead of horseshoe-shaped vortices occurring in front 
of the footing. 




In the experiments they conducted, Zhang et al. (2012) placed various weirs with an opening in a flume bedded with 
various materials with different grain sizes and specific gravities, and investigated scour characteristics of the bed 
immediately upstream of the weir in an overflow condition and local flows near the weir. Sumida et al. (2015) used a 
flume with a relatively large aspect ratio and examined the effects of the shape and size of weir opening on river bed 
processes immediately upstream of the weir and the formation of flow channels due to scouring. Not many studies, 
however, have looked at the influence of a weir with an opening on river bed processes in the channel downstream of 
the weir, and few studies have dealt with scour and deposition characteristics of and flow structure over a river bed 
immediately downstream of a partially removed weir. 
Before looking at a dynamic river bed, this study focuses on a static equilibrium bed. In this study, the effect of relative 
overflow depth on river bed processes, basic characteristics of sandbars downstream of a weir, and the three-
dimensional structure of flow over the river bed are examined. 
2. Experimental Apparatus and Method 
A series of experiments was conducted by using a 10-meter-long, 40-centimeter-wide, 20-centimeter-high 
recirculating variable-slope acrylic flume. 
As shown in Figure 1, a weir with a 10-centimeter-wide central opening was placed at a distance of 5 m from the 
upstream end of the flume. A movable bed of uniform thickness (within the range from 3 cm to 10.5 cm), which was 
determined according to relative overflow depth, composed of silicate sand having an average grain size of 1.7 mm 
and a coefficient of uniformity of 1.50, was laid in the 4.5-meter-long section upstream of the weir and the 4.5-meter-
long section downstream. The bottom of the opening zone was composed of silicate sand, and scouring was allowed 










Table 1 shows the conditions for the movable bed experiments. Since this study focuses on a static equilibrium bed, 
flow rates were set so that the tractive force remains below the critical level in the upstream and downstream sections 
outside the zone of influence of the weir. Relative overflow depth is a value obtained by dividing overflow depth by 
weir height. 
In the experiments, silica sand was laid on the flume bed up to a bed height determined according to relative overflow 
depth, and the weir at the downstream end was operated for a predetermined water depth under the conditions of a 
constant flow rate (Q = 4.3 l/s) and a constant channel slope (I = 1/500). In all cases, bed height was measured after 
the bed reached a state of equilibrium following 24 hours or more. Relative overflow height was systematically varied 
at cross-sectional average flow velocities of about 10 cm/s and 20 cm/s at points outside the zone of local scour due 
to the weir. In the table, U is the cross-sectional average flow velocity at a point 3 m upstream of the weir, overflow 
depth H, weir height Dw, and the critical flow velocity Ucr for bed material. KI corresponds to the flow intensity K 
factor proposed by Melville (1997). 
The origin of the coordinate system is located at the center of the initial sand bed in the flume where the opening is 
located. The right-hand coordinate system has an x-axis in the flow direction, a y-axis in the spanwise direction, and 
a z-axis in the vertical downward direction. Their flow velocity components are represented by u, v, and w; their time 
average components by U, V, and W; and their variable components by u', v', and w'. Water level and river bed height 





















For the investigation of flow mechanisms, point measurement and multi-point simultaneous measurements of water 
surface profile and flow velocity were made in Case 2-4 shown in Table 1. Surface flow measurement was made by 
the Particle Image Velocimetry (PIV) method using a video camera system capable of multi-point simultaneous 
measurements of flow velocity, and the point measurement of flow velocity was made with one-component and two-
component electromagnetic current meters. In the flow velocity measurement by the PIV method, water surface profile 
was video-recorded from directly above the flume for a period of 20 seconds, and nylon particles having a particle 
size of 100 μm and a specific gravity of 1.02 were used as a tracer. Visualization image data were recorded on a 
computer's hard disk in the form of 59.94 fp (frames per second) 1920×1080-pixel black-and-white image data and 
were processed by the PIV method. The 100Hz output signals from the electromagnetic current meters were processed 
with an analog-to-digital converter, and data for a total of 4,096 data sets were statistically processed for each 
measuring point. 
3. Experimental Results 
3.1. Riverbed Variation in an Equilibrium State Under Clear-Water Scour Condition  
Figures 2 and 3 show scour and sedimentation contours at cross-sectional average flow velocities of 10 cm/s and 20 
cm/s, respectively. The contour figures show the amounts of changes (in millimeters) from the initial flat bed figures. 
At the cross-sectional average flow velocity of 10 cm/s, significant scouring can be seen in the regions immediately 
upstream and downstream of the weir opening when relative overflow depth is zero (non-overflow condition). Scour 
width is ±10 cm in the cross-stream direction and −8 cm to +13 cm in the flow direction, indicating spatial scales 
roughly two times as large as the initial water depth of 11 cm. As shown, when viewed two-dimensionally, scour 
width depth tends to be greater on the upstream side than in the downstream side. The maximum scour depth, which 
occurs at the end of the weir, is about 60 mm. 
In the section downstream of the weir, sandbars which are conspicuously oblong in plan view emerge near the right 
and left banks. The maximum sediment thickness is about 40 mm, which is about two-thirds of the maximum scour 
depth, and the centers of the sandbars are located at around x = 20 cm downstream of 3.2the weir and y = ±15 cm in 
the cross-stream direction. In the mid-channel zone, scouring tends to occur at x = 0 to 15 cm and sedimentation tends 
to occur at x = 15 to 30 cm. 
At the cross-sectional average flow velocity of 10 cm/s and the relative overflow depths of 0.22 and 0.38, scouring is 
reduced considerably and occurs only in the region near the end of the weir, and sedimentation zones shaped like the 
Japanese katakana character "ha" (ハ) can be seen on the downstream side of the weir. Significant scouring does not 
occur in the mid-channel zone near the weir opening, and the channel bed immediately downstream shows a gradual 
rise. 
At the cross-sectional average flow velocity of 20 cm/s, scouring occurs near the weir opening in a concentrated 
manner, and it can be seen that the two-dimensional spread and depth of scour decrease as relative overflow depth 
increases. It can also be seen that scour depth is greater on the upstream side of the weir than on the downstream  
Case U(cm/s) Fr KI H(cm) Dw(cm) H/DW 
1-1 
10 0.1 0.23 
0 11 0 
1-2 2 9 0.22 
1-3 3 8 0.38 
1-4 4 7 0.57 
1-5 5 6 0.83 
1-6 5.5 5.5 1.0 
2-1 
20 0.27 0.47 
1 4.5 0.22 
2-2 1.5 4 0.38 
2-3 2 3.5 0.57 
2-4 2.5 3 0.83 
2-5 2.7 2.8 0.97 
2-6 3 2.5 1.2 




























side. It can be inferred that local scour becomes large in the areas where the downward flow due to the horseshoe-
shaped vortices at the end to the weir meets the bed surface. 
At the cross-sectional average flow velocity of 20 cm/s, conspicuous sandbars emerge in the mid-channel zone and 
near the right and left banks. The sandbars near the right and left banks are larger than the mid-channel sandbar, and 
their deposition patterns are similar within the relative overflow depth range from 0.22 to 0.83. At the relative overflow 
depths of 1.0 and 1.2, significant development of the mid-channel sandbar does not occur as in Case 1-2 and Case 1-
3, because weir height is low and the main flow velocity near in the weir opening zone is low. 
Figure 4 shows changes in maximum scour depth and maximum sediment thickness corresponding to different relative 
overflow depths. As shown, in a static equilibrium bed environment, the maximum scour depth and the maximum 
sediment thickness decrease exponentially as relative overflow depth increases. This suggests that as relative overflow 
depth increases, the rate and velocity of flow passing through the weir opening decrease relatively so that the velocity 
of flow approaching the weir decreases and horseshoe-shaped vortices at the end of the weir become weaker. 
Figure 5 shows the longitudinal bed profile of the mid-channel zone at the cross-sectional average flow velocity of 20 
cm/s. Figure 6 shows the transverse scour profile of the channel upstream of the weir. Figure 7 shows the transverse 




Figure 2. Bed deformation（
U=10cm/s）  
 
Figure 3. Bed deformation（U=20cm/s）  











































































The mid-channel longitudinal profile of the bed is such that the scour slope angle upstream of the weir is 30° at a 
relative overflow depth of 0.2, 27° at 0.4 and 22° at 0.6, and the scour slope angle downstream of the weir is 21° at a 
relative overflow depth of 0.2, 21° at 0.4 and 18° at 0.6. These indicate that the scour slope angle decreases as the 
relative overflow depth increases and that the scour slope angle upstream of the weir is steeper than that the angle 
downstream of the weir and is close to the angle of repose (30°) in the case where the water is disturbed. The sediment 
deposition profile is such that the upstream slope is less steep than the downstream slope, and the downstream slope 
does not change significantly within the relative overflow depth range of 0.22 to 0.83 and remains around 22°. 
The scour profile immediately upstream of the weir invariably shows a similar (W-shaped) pattern. Scour depth is 
maximized at the end of the weir (y = ±5 cm). The surface profile shows a rise at the center of the opening (y = 0 cm), 
and the scouring tendency becomes weaker as the relative overflow depth increases. 
The transverse profile at the location where the maximum sediment thickness occurred in the region immediately 
downstream of the weir is as follows. Within the relative overflow depth range of 0.22 to 0.83, peaks can be seen at 
three locations: y = 0 cm and y = ±12 cm. It can also be seen that a valley-like area exists at y = ±6 cm. Within the 
relative overflow depth range of 0.97 to 1.2, there is a peak around y = ±6 cm, and there is a valley at y = 0 cm. 
It can be inferred from the bed profile that strong horseshoe-shaped vortices occurred in front of the weir and 
downward flow occurred at the end of the weir opening, and, as a result, scour depth was maximized. It is thought 
likely that within the relative overflow depth range of 0.22 to 0.83, the horseshoe-shaped vortices occurring at the 
weir opening interfere with one another, and upward flow occur in the mid-channel zone where a peak is formed on 
the downstream side of the opening. 
3.2. Local Flow on the Downstream Side of the Weir Opening 
Figures 8 and 9 show the water surface and main flow velocity contours in Case 2-4. The water surface elevation is 
measured from the reference surface defined at the center of the channel at a point 3 m upstream from the weir and is 
shown in millimeters as a deviation from the reference surface. The contour diagram for main flow velocity also shows 
a streamline with a solid line. The water surface rises at the upstream face of the weir because of the backwater effect 
Figure 4. Maximum scour depth, Deposit 
Thickness and relative overflow depth 
Figure 5. Longitudinal bed profile 
Figure 6. Scour profile upstream of overflow weir 
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and becomes relatively low at the downstream face of the weir. As shown, the water surface is locally high near the 
weir opening and shows large values in the regions immediately upstream of the weir at y = ±5 cm. 
As shown, on the upstream side of the weir, high flow velocity zone where surface flow velocity Us is higher than 20 
cm/s occurs at y = ±12 cm, and it gradually becomes narrower in the flow direction until its width decreases to y = ±5 
cm at x = 40 cm. In the regions near both banks in the section downstream of the weir, low flow velocity zones become 
wider in the flow direction. 
It can be seen that the streamlines of the surface flow also converge toward the center of the channel. The reason why 
the contour pattern is noticeably deformed in the mid-channel zone (x = 0 to 25 cm) is that the water surface changed 










Figures 10 to 12 show the plan view profiles of the main flow velocity (U) and the transverse (V) and vertical (W) 
components of secondary flow measured at 2 cm and 3.5 cm below the water surface. The crest of the weir is 2.5 cm 
below the water surface level. 
The main flow velocity U tends to show large values in the sections upstream and downstream of the weir opening (y 
= −5 cm to +5 cm). The main flow velocity at 2 cm below the water surface, which is the region above the weir crest, 
is as follows. Except in the region upstream of the weir, the high flow velocity zone in the section upstream of the 
weir, where the cross-sectional average flow velocity is higher than 21.5 cm/s and U is higher than 22 cm/s, gradually 
becomes narrower in the flow direction. In the section downstream of the weir, the high flow velocity zone shows a 
pattern similar to the pattern of the surface flow and tends to gradually become narrower in the flow direction. It can 
also be seen that the flow velocity in the sections upstream and downstream of the weir is relatively high because of 
the influence of the overflow. The low flow velocity zones near the right and left banks downstream of the weir tend 
to gradually become wider. 
The main flow velocity at 3.5 cm below the water surface, which is a region below the weir crest, is as follows. In the 
section upstream of the weir, the high flow velocity zone, where U is higher than 22 cm/s, sharply becomes narrower 
and accelerates toward the weir opening. In the section downstream of the weir, it sharply becomes wider and 
decelerates. The low flow velocity zones near the right and left banks tend to sharply become narrower. 
It can also be seen that low flow velocity zones emerge over the sandbars formed along the right and left banks 
downstream of the weir. The region over the mid-channel sandbar, which is located directly downstream of the 
opening, shows a tendency to decrease in the section corresponding to x = 10 to 30 cm. 
The transverse component V and vertical component W of the secondary flow show similar tendencies although there 
are certain differences between 2 cm and 3.5 cm below the water surface. In the section upstream of the weir,  
the transverse component V of the secondary flow is a flow that tends to converge while advancing toward the weir 
opening and shows a maximum value at y = ±5 cm immediately upstream of the weir. In the section downstream of 
the weir, the transverse component shows a maximum value at 5 cm immediately downstream of the weir. As shown, 
in the section downstream of the weir, there is convergent flow moving toward the weir opening. In the regions over 







































the peak regions. In the valley regions between the sandbars, there is divergent flow. In the section downstream of the 
weir, the location of the vertical component W of the secondary flow is strongly related to the sandbar locations, and 
W tends to show upward flow in the regions over the sandbars and convergent downward flow in the regions between 
the sandbars. 
Figures 13 and 14 show vertical contours of the vertical component W of the secondary flow and the main flow 
velocity U at x = 10 cm, x = 20 cm, and x = 30 cm in the section downstream of the weir, respectively. 
The vertical component W of the secondary flow shows a spatial distribution with a very high degree of regularity. 
As shown, upward flow occurs at around y = 0 cm (mid-channel zone) and y = ±15 cm, and downward flow occurs 
in the sections of y = −10 cm to −5 cm and y = 3 cm to 8 cm, which correspond to the valleys between the sandbars. 
As shown, the horseshoe-shaped vortex oriented transversely along the weir gradually changes its orientation into a 
longitudinal vortex oriented in the flow direction as it flows downstream through the weir opening, and longitudinal 
vortices rotating in the opposite direction are formed around the central vortex. From the sizes of the upward and 
downward currents, it can be inferred that the intensity of those vortices is maximized at x = 10 cm and becomes 
somewhat weaker as the water flows downstream. 
The diagram showing the contours of the main flow velocity U also shows secondary flow cells, identified by referring 
to Figures 11 to 13, with a broken line. The main flow velocity U is relatively high and uniform in spatial distribution 
in the weir opening zone (y = −5 cm to +5 cm), and the maximum flow velocity tends to decrease  
slightly in the flow direction. At x = 20 cm and x = 30 cm, the main flow velocity contours show an upwardly convex 
shape near the bottom and a downwardly convex at around y = ±5 cm. This is thought to be because of the upward 
flow in the mid-channel zone and the downward flow at around y = ±15 cm. 








































Figure 10.  Plan view profiles of  
 main flow velocity (U) 
Figure 11.  Plan view profiles of  
transverse velocity (V) 
Figure 12.  Plan view profiles of  

























relatively low. At x = 10 cm, vertical spatial changes in main flow velocity are large under the influence of the weir, 
and strong shear layers are formed. As the water flow downstream, vertical changes become smaller, and velocity 
changes in the transverse direction become increasingly conspicuous. In the sections y = −18 cm to −13 cm and y = 
13 cm to 18 cm, flow velocity in the near-surface zone tends to decrease as the water flows downstream. This indicates 
that low-velocity fluid masses near the bottom were moved up toward the water surface zone by the strong upward 
currents along the right and left banks. At around y = ±10 cm, a deceleration tendency is shown in the near-surface 
zone and a slight acceleration tendency can be seen in the near-bottom zone. It is to be noted that at x = 30 cm, flow 
velocity tends to be higher in the near-bottom zone than in the near-surface zone, though only slightly. This, too, can 
be explained by the momentum transport by the secondary flow induced by spiral flow. 
4.  Conclusion 
Focusing on a static equilibrium river bed environment, this study looked at the effect of a weir with an opening on 
the river bed processes downstream and the three-dimensionality of flow over sandbars formed in the section 
downstream of the weir. Main findings of this study are as follows: 
1) Scouring of a weir with an opening occurs mostly around the opening and the two-dimensional spread and depth 
of scour become smaller as the relative overflow depth increases. 
2) In a static equilibrium river bed environment, the maximum scour depth and the maximum sediment thickness 
decrease exponentially as the relative overflow depth increases. 
3) The cross-sectional profile of scour in the section immediately upstream of the weir invariably shows a similar W-
shaped pattern. Scour depth is maximized at the end of the weir, and the bed profile show a rise in the mid-channel 
zone. The scouring tendency becomes weaker as the relative overflow depth increases. 























( x=10cm) ( x=10cm) 
( x=20cm) ( x=20cm) 
( x=30cm) ( x=30cm) 
Figure 13.  Cross-sectional profiles of  
vertical velocity (W) 
Figure 14.  Cross-sectional profiles of  




4) The location of the maximum sediment thickness in the transverse direction in the section downstream of the weir 
is as follows. Within the relative overflow depth range of 0.22 to 0.83, a peak occurs at three locations, namely, y = 
0 cm and y = ±12 cm, and a valley occurs at around y = ±6 cm. 
5) On the upstream side of the weir, strong downward flow occurs near the weir opening. In the section upstream of 
the weir, under the strong locational influence of sandbars, upward flow was observed in the regions over the 
sandbars, and convergent upward flow was observed in the valleys between the sandbars. 
6) The horseshoe-shaped vortex oriented transversely along the weir gradually changed its orientation into a 
longitudinal vortex oriented in the flow direction as it flowed downstream through the weir opening, and longitudinal 
vortices rotating in the opposite direction were formed around the central vortex. 
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Abstract: The description of flow in streams is a very complex problem. Physical analyses of this phenomenon provide a 
quantitative description of water flow, allowing the creation of mathematical models that have an important practical meaning. 
The rapid development of numerical software programs has improved their practical implementations; therefore, the results of 
analyses and solutions of flow problems in both open channels and pipes obtained through numerical modelling could be applied 
in practical solutions. Numerical models are often practical in studies covering a wide range of analysed parameters. However, it 
must be understood that the similarity between a real river and its model could only be partially verified. The main purpose of this 
paper is to investigate the effect of the selected boulder block ramp hydraulic structure on Poniczanka stream on sediment transport 
using the CCHE2D numerical model, assuming several situations, depending on the type of riverbed (erodible, non-erodible, rocky) 
and the kind of rock blocks used for hydraulic structure construction. The obtained results were compared with the Hjulström 
graph, which is a classic approach for the identification of fluvial processes in river channels (erosion, sedimentation, transport). 
In addition to these two methods, field observations were carried out which included the determination of horizontal and vertical 
changes to the riverbed morphology of the examined section river reach.  
Keywords: Boulder blocks ramps, low head hydraulic structures, field measurements, hydraulics, riverbed morphology. 
1. Introduction – Research Objective of the Paper 
Analysis and description of the water flow in the stream channel, especially in places where one would deal with 
hydraulic structures, is a very complex problem needing not only theoretical but also a lot of practical knowledge. 
Physical analyses of this phenomenon provide a quantitative description of water flow, allowing the creation of 
mathematical models that have an important practical meaning. The rapid development of numerical software 
programs has improved their practical implementation; therefore, the results obtained through them can be applied in 
practical solutions (Szymkiewicz, 2000, 2012). However, one has to be very careful and experienced when using 
models. Bruk (1988) states that the similarity between river and its model could only be partially verified. In that sense 
only some results of modelling might be used for design recommendations (also Plesiński et al., 2015). Ultimately, an 
engineer is the person who decides if the model works correctly and if the results are reliable. Mistakes that are made 
might later lead to errors in design that could cause catastrophic structural failure. In the present paper numerical 
modelling was performed, using the CCHE2D model, of a boulder block ramp (BBR) which belongs to the group of 
low head hydraulic structures (Bung and Pagliara, 2013; Pagliara et al., 2017; Oertel 2013; Pagliara and Palermo 2013, 
Radecki-Pawlik, 2013). The examined structure is situated in Poniczanka stream in the Polish Carpathians. Numerical 
modelling of a stream channel within the area of this BBR hydraulic structure’s influence was also performed. The 
modelling analyses were carried out for different variants depending on the type of sloping apron of the BBR (erodible, 
non-erodible, and rocky). The main purpose of these simulations was to demonstrate the effect of the analysed BBR 
on bed load transport and on morphology changes of the riverbed. In order to confirm the reliability of the model used, 
the obtained results were compared with the Hjulström graph (Hjulström, 1935), which is a classic approach to the 
identification of fluvial processes in river channels (erosion, sedimentation, transport). To do such an analysis, field 
data were collected as well field measurements were completed. Finally, based on the obtained numerical modelling 
results and the classical Hjulström approach, a comparative analysis was performed to evaluate the consistence of the 
CCHE2D model with Hjulström graph. 
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2. Field Study Area 
Poniczanka stream is a stream located in the Polish Carpathians. Poniczanka is a tributary of the Raba River which is 
a tributary of the Vistula. Poniczanka catchment is located on the north-western slope of the Gorce Mountains and 
covers an area of approximately 33.1 km2. The sources of the river are at an altitude of 986 m above sea, whereas the 
lowest point of the catchment is at 485 m. The examined boulder block ramp hydraulic structure (Fig. 1) is located on 
Poniczanka stream, 3.5 km upstream from the mouth of the Raba River. This BBR belongs to the group of cascade 
ramps of which the width of the notches is around 10 m. The distance between the upstream and downstream curtain 
walls is 24 m. The block ramp is made of blocks with a diameter of approximately 1.2 m (Fig. 1) (measured as axis 
“b” in terms of sediment measurement requirements). Upstream and downstream of the BBR, there is a one thread 
channel formed with non-engineered river banks. 
      
Figure 1. Boulder block ramp on Poniczanka stream: upstream view and a focus view of a ramp 
3. Methodology 
The first part of the methodology concerns field measurements. The measurements were carried out to deliver data 
for precise modelling with CCH2D as well as for using them with Hjulström graph. Detailed survey measurements 
were carried out using the Topcon GTS-226 level and the Topcon Total Station GTS-105N along a 100 m river reach 
including the BBR, which were very dense at approximately 50 meters upstream and 40 meters downstream from the 
block ramp (Figs. 2 and 3). Measurements were performed before and just after a flood which occurred in May 2014 
Q = 33.5 m3s–1 (for a minimum annual flow for this stream Q = 0.01 m3s–1, annual average flow Q = 0.56 m3s–1 and 
maximum annual flow Q = 38.10 m3s–1 for the Rabka gauge station on Poniczanka stream for the rating curve relating 
to the previous 20 years) to show changes in the morphology of the bed after the flood. Measurement points were 
concentrated across the stream section with the boulder block ramp hydraulic structure to obtain its detailed geometric 
shape (Figs. 2 and 3). 
 
Figure 2. Survey measurement points along the research reach and BBR 
Next, coarse and fine sediment were sampled. Determining the grain size of coarse gravel material was performed by 
means of the Wolman method (Wolman 1954) which involved measuring the ‘b’ axis of 400 particles along a transect 
(Fig. 3). For fine sediment, sieve and aerodynamic analysis was done. 
Both the survey and the sediment sampling were performed before and after the May 2014 flood. The medium value 
of the particle size distribution dmean of the bed load, which is the value of the particle diameter at 50% in the cumulative 










By obtaining field results, it was possible to carry on numerical analyses. This was performed using the CCHE2D 
program; the algorithm of which is based on the finite element method (Jia, 2009; Wu, 2001; Wu and Wang, 2005) 
and the finite volume method (Wu, 2004) for the Q = 33.5 m3s–1 (the same value as that which occurred during the 
May 2014 flood). 
























+ 𝑔(𝑆𝑓 − 𝑆0) = 0 (2) 
 
      
Figure 3. Survey along Poniczanka: survey of the ramp and Wolman method application 
In these equations, x and t represents the place and time axles. A is the flow area, Q is the flow discharge, h is the flow 
depth, S0 is the slope of the riverbed, b is the correction of the momentum factor, g is the gravitational acceleration, q 
is the unit discharge, and Sf represents the frictional slope. In the dynamic wave method, complete momentum equation 
is used. The complete momentum equation together with the continuity equation can only be solved by numerical 
methods. The momentum equation for the wave spreading model is Eq. (3). The equation for non-uniform sediment 














(𝑄𝑡𝑘 − 𝑄𝑡∗𝑘) = 𝑞𝑙𝑘  (4) 
 
Where Ctk is sediment density for the size of k units, Qtk is the rate of actual carried alluvia for the size of k units, Qt*k 
is the capacity for carrying sediment, Ls is the length of the distance that sediment is carried inconstantly, and qlk is 
the side discharge or output sediments in the width unit (Kamanbedast et al., 2013). 
A model mesh was created in the CCHE2D program using previously conducted survey measurements; therefore, it 
is a faithful mapping of the terrain. It is also used to visualise the results of the analysis. Greater mesh accuracy and 
smaller mesh nodes distance give a higher level of accuracy in the results but require a longer simulation time. Here, 
the mesh was designed to be 113 m long and 24 – 30 m wide (I = 150, J = 400, which gives 60 000 nodes). For 
modelling purposes, three variants of BBR have been analysed as far as the riverbed is concerned: the first variant 
assumed an erodible block ramp (variant 1); the second, a non-erodible BBR (variant 2); and rocky BBR – plain rock 
bed (variant 3). Depending on the type of the variants, different degrees of roughness was determined. In variants 1 
and 2, the roughness coefficient was n = 0.047, calculated using the Strickler formula (Yen, 1991) assuming that the 
diameter (dm) of the boulders along BBR was an average of 1 m. In variant 3, the roughness coefficient was assumed 
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to be n = 0.015, and this value was read from the hydraulic tables given by Chow (1959). Based on field measurements 
and grain size distribution, seven grading classes are assumed, which are summarised in Table 1 and are later used in 
numerical modelling – these are presented in Fig. 4. 
Table 1. Margins to use in this paper 
Grading Class 1 2 3 4 5 6 7 
Diameter [m] 0.023 0.028 0.038 0.049 0.062 0.070 1.000 
Area 1 7.5% 8.5% 24% 27.5% 19.5% 13% 0% 
Area 2 10% 15% 27% 23% 13% 12% 0% 
Area 3 16% 12% 20% 27% 16% 9% 0% 
Area 4 13% 12% 35% 21% 19% 0% 0% 
Area 5 0% 0% 0% 0% 0% 0% 100% 
 
 
Figure 4. Grain areas (left side) and roughness coefficients "n" (right side) defined in the model 
4. Results and Discussion 
In this part of the paper, a comparison of the data obtained from numerical modelling using the CCH2D model with 
the classic Hjulström graph (Hjulström, 1935) is presented. When discussing sediment transport, you need to know 
the difference between the competence and capacity of a river. The competence is the maximum size of load a river 
is able to carry whereas capacity is the total volume of material a river can transport. The competence of a river is the 
maximum particle size that a river can transport at a particular point. The Hjulström curve shows the relationship 
between river velocity and competence; it shows the velocities at which sediment will normally be eroded, transported, 
or deposited. The critical erosion velocity curve shows the minimum velocity needed for the river to erode (pick up) 
and transport material of different sizes (e.g., as bedload or in suspension). A greater velocity is required to erode 
material compared to just transporting it. The mean settling velocity curve shows the velocities at which different 
sized particles are deposited. Helley (1969) found a very strong agreement with Hjulström discoveries for large 
particles in his field study referring to coarse gravel. Thus, it was decided to use the classical and reasonable Hjulström 
concept (Graf, 1984) to verify all the data obtained by modelling. To compare the results, twenty-one points were 
selected at different points of the analysed section (Fig. 5), which differ in terms of morphology and roughness 
(Buffington, 1995). The flow velocity (v), the change in riverbed level (ΔH) and the d50 sediment diameter were then 
read from CCH2D at these points (Table 2). 
Firstly, for twenty-one selected points, the grain size characteristic diameters for 10, 25, 50, 75, 90 percentiles were 
determined. Based on the Hjulström graph, the points were checked for erosion, transport, or sedimentation of the 
material for the 3 variants of the BBR were considered. Next, it was observed whether the results obtained were 
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consistent with the results obtained from numerical modelling. The compliance test was based on the results obtained 
from the Hjulström graph, results from numerical modelling, and on the basis of field observations (survey data done 
before and after the flood of May 2014 – changes of river morphology are shown in Fig. 6). In cases where the riverbed 
change (ΔH) after the simulation is negative, there is riverbed erosion. Otherwise, there is sedimentation. With this 
assumption, the results from CCH2D were compared with the results obtained from the Hjulström graph. If at least 
three of the five analysed characteristic gravel diameters were the same, it was considered that the CCHE2D model is 
consistent with the Hjulström graph. A similar analysis was conducted based on field observations (survey field data), 
where changes in the riverbed morphology of the stream bed were compared with the changes obtained from numerical 
simulation. 
In the paper, the detailed results of the study are presented only for the first variant with the erodible sloping apron of 
the BBR (Tables 2 and 3), as the test procedure in the remaining two is identical. However, later in Table 4, all the 
results are presented for the three variants of BBRs tested in our analysis. On the basis of the figure of riverbed 
changes, erosion occurred at points 1, 4, 6, 8, 12, 15, 16, 18, 19, while sedimentation occurred in the remaining points 
(Fig. 6). 
 
Figure 5. Graph created in the CCH2D model with marked analysis points 
 
Figure 6. Graphs created in CCH2D model with initial riverbed, riverbed after simulation and morphological changes as well as 
twenty–one analysed points marked for BBR variant 1. The left scale presents altitude in meters above sea level; the right scale 
presents differences in altitude in meters. 
Table 4 shows the results of numerical modelling during the flood wave transition for variant 1. The results include 
the flow velocity (v), which is between which is between 0.38 m/s–1 < v < 3.75 m/s–1 and the change of the riverbed 
level (ΔH), from 0.406 m to 0.919 m. In eight cases, we noticed erosion was noticed (negative results), while in thirteen 
cases, sedimentation was noticed (positive results) (Table 3). 
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The distribution of the grain size upstream from the BBR for diameter d10 is from 0.021 m up to 0.022 m; for d25, 
between 0.025 m and 0.028 m; for d50, between 0.035 m and 0.041 m; for d75, between 0.044 m and 0.060 m; for d90, 
between 0.054 m and 0.060 m, and the dmean is between 0.033 m and 0.0444 m. For downstream from the BBR, the 
distribution of the grain size is as follows: for diameter d10, it is between 0.024 m and 0.022 m; for d25, between 0.027 
m and 0.032 m; for d50, between 0.035 m and 0.044 m; for d75, between 0.048 m and 0.053 m; for d90, between 0.054 
and 0.065 m, and, finally, the dmean is between 0.044 m and 0.053 m. 


















1 3.53 –0.023 0.021 0.025 0.041 0.050 0.060 0.033 
2 0.38 0.014 0.022 0.028 0.035 0.044 0.054 0.041 
3 3.00 0.187 0.021 0.025 0.041 0.050 0.060 0.043 
4 1.73 –0.106 0.022 0.028 0.035 0.044 0.054 0.043 
5 2.86 0.148 0.022 0.028 0.035 0.044 0.054 0.044 
6 2.87 –0.406 0.021 0.025 0.041 0.05 0.060 0.043 
7 2.72 0.347 – – – – – 0.053 
8 2.54 0.024 – – – – – 0.883 
9 1.48 0.919 – – – – – 0.068 
10 0.61 0.814 0.024 0.027 0.035 0.048 0.065 0.049 
11 2.25 0.575 0.024 0.027 0.035 0.048 0.065 0.053 
12 3.14 –0.157 0.026 0.032 0.040 0.053 0.065 0.046 
13 3.32 0.065 0.026 0.032 0.040 0.053 0.065 0.045 
14 2.15 0.012 0.024 0.027 0.035 0.048 0.065 0.047 
15 3.75 –0.01 0.026 0.032 0.040 0.053 0.065 0.045 
16 2.18 –0.072 0.024 0.027 0.035 0.048 0.065 0.044 
17 2.31 0.312 0.026 0.032 0.040 0.053 0.065 0.046 
18 2.6 –0.344 0.026 0.032 0.040 0.053 0.065 0.045 
19 3.03 –0.096 0.024 0.027 0.035 0.048 0.065 0.045 
20 2.61 0.259 0.024 0.027 0.035 0.048 0.065 0.046 
21 2.97 0.095 0.024 0.027 0.035 0.048 0.065 0.044 
 
In Fig. 7, the Hjulström graph is presented and indicates whether erosion, transport, or sedimentation of the material 
occurred. Looking at this graph it is possible to see grain size fraction eroded under the flood condition which caused 
morphological changes of cross sections of Poniczanka. Presented in Figure 8 is what was measured in the field just 
after examined flood. And then, having the results obtained from the Hjulström graph, it was possible to compare 
them with numerical modelling results (Table 3). In eight cases, similar results was observed while inconsistencies 
were found in ten cases. This gave 44% of the consistence of the CCHE2D model with Hjulström's classic. Based on 
this analysis, it could be stated that erosion occurred in points 1, 6, 12, 15. For points 2 and 10, sedimentation was 
noticed. However, in the remaining points, sediment transport was observed. 
Based on changes in the river morphology of the analysed cross sections, a change riverbed level could be observed 
(Fig. 8). One can notice five cross sections upstream from the tested BBR and seven downstream from it. The cross 
sections were performed at distances of 22, 17, 12, 7, 2 meters upstream from the BBR and at distances of 1, 2, 3, 5, 
7.5, 13, 21 meters downstream from it. 
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Table 3. Consistence of numerical results with the Hjulström graph 
Point d10 d25 d50 d75 d90 ΔH 
Consistence of CCH2D model 
with Hjulström graph 
1 E E E E E – YES 
2 S S S S S + YES 
3 E E E E E + NO 
4 T T T T S – NO 
5 E E E E E + NO 
6 E E E E E – YES 
7 – – – – – + – 
8 – – – – – + – 
9 – – – – – + – 
10 S S S S S + YES 
11 E E T T T + NO 
12 E E E E E – YES 
13 E E E E E + NO 
14 E E T T T + NO 
15 E E E E E – YES 
16 E E T T T – NO 
17 E E T T T + NO 
18 E E E T T – YES 
19 E E E E E – YES 
20 E E E E T + NO 
21 E E E E E + NO 
Where: 
E – erosion; T – transport; S – sedimentation: determination of the stream carving activity based on the Hjulström graph for the 
characteristic diameters d10, d25, d50, d75 and d90 in the analysed points; H – change in bottom (– erosion, + sedimentation) 
 
Now it could be observed that erosion of the riverbed is up to 0.5 m in all cross sections upstream of the BBR. The 
largest incision can be seen in cross sections furthest upstream from the BBR, with a tendency to decrease the incision 
to 0.15 m in the cross section closest to the BBR. While in all the analysed sections at the lower station downstream 
of the BBR, the riverbed incision reaches 1 m. 
Table 4 presents the analysis of the consistence of numerical modelling results with the Hjulström graph and field 
observations for three different variants. The first column compares the consistence of the CCHE2D model with the 
Hjulström graph for the erodible block ramp (variant 1), then for a non-erodible block ramp (variant 2) and the rocky 
plain riverbed (variant 3). The highest consistency was noted for variant 1 (44%), while for variant 2 it was (39%), 
and it was the lowest for variant 3 (33%). Columns 4, 5, and 6 illustrate the CCHE2D model consistence with field 
observations for individual variants. The highest consistency was achieved at 44% for variant 1 and 2, while it was 
39% for variant 3. Based on Table 6, it can also be seen that the consistence of the CCHE2D model with the Hjulström 
plot and field observations was observed for only five sites (1, 2, 6, 12, 18, and 19). For eight points, there was no 




Figure 7. Hjulström graph with the analysed points for the BBR with erodible riverbed 
 
Figure 8. Changes of the riverbed before and after the May 2014 flood in selected cross sections 
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for the erodible 












for the rocky 
BBR (variant 3) 
Consistence of 
the CCHE2D 
model with field 
observations for 




model with field 
observations for 
the non-erodible 
BBR (variant 2) 
Consistence of 
the CCHE2D 
model with field 
observations for 
the rocky BBR 
(variant 3) 
1 YES NO NO YES NO NO 
2 YES YES YES YES YES YES 
3 NO NO NO NO NO NO 
4 NO NO NO NO NO NO 
5 NO NO NO NO NO NO 
6 YES YES YES YES YES YES 
7 – – – – – – 
8 – – – – – – 
9 – – – – – – 
10 YES YES YES NO NO NO 
11 NO NO NO NO NO NO 
12 YES YES YES YES YES YES 
13 NO NO NO NO NO NO 
14 NO NO NO NO YES YES 
15 YES YES NO YES YES NO 
16 NO NO NO YES YES YES 
17 NO NO NO NO NO NO 
18 YES YES YES YES YES YES 
19 YES YES YES YES YES YES 
20 NO NO NO NO NO NO 
21 NO NO NO NO NO NO 
Consistency 44% 39% 33% 44% 44% 39% 
5. Conclusions 
The above presented comparison between CCHE2D numerical model and classical Hjulström method results, which 
was done in term of the changes in the morphology of a river channel and along a sloping apron of a boulder block 
ramp (BBR) hydraulic structure, leads to the following conclusions: 
1. The CCHE2D numerical model was used to calculate erosion, transport, and sedimentation phenomena in 
three variants of BBRs (boulder block ramps): erodible, non-erodible, and rocky. The obtained results showed 
that based only the obtained riverbed level change (ΔH), it is not possible to distinguish the kind of 
phenomena. 
2. Numerical analyses allowed determining flow velocity for individual variants. For variants 1 (erodible) and 
2 (non-erodible) the same values were recorded, while for variant 3 (rocky) the values obtained were much 
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higher. This indicates a change in the type of riverbed, and a decrease in the coefficient of roughness ‘n’ 
which results in a faster flow of water. 
3. The obtained particle size distribution results after numerical modelling, irrespective of the tested variant of 
the riverbed, indicate that the larger grain diameters are in the lower cross section – this may be related to the 
reduction of the flow velocity and erosion of coarse fractions from the sloping apron of BBR. 
4. The CCHE2D model results are not consistent with the results of the sediment transport obtained with the 
Hjulström graph. Despite correct calibration of the tested cross-sections, slight variances were achieved 
(variant 1 is 44%, 2 is 39% and 3 is 33%). This may imply a low efficiency of the simulated transport of bed 
load by the CCHE2D model for BBR. Similar studies conducted by Plesiński et al. (2015) on Porebianka 
stream also found that the effectiveness of the simulation of morphological changes within the region of BBR 
was low. 
5. Cross sections of the stream channel were surveyed in the field before and after the flood in May 2014. 
Mainly, erosion of the riverbed after flooding can be observed. The largest values of incision of the riverbed 
were found furthest upstream from the BBR, which indicates the efficiency of the construction of such 
structures. 
6. Granulometry measurements allow the observation of smaller grain sizes for the main stream, downstream 
of the BBR. This confirms the results of the numerical calculations and suggests a reduction in flow velocity 
upstream of the BBR. By comparing the results of the granulation of the riverbed material before and after 
flood, it is possible to observe a coarsening effect in the individual points, which proves the beneficial effect 
of the BBR 
7. Predicting the phenomena of erosion, transport, and sedimentation of bed material and calculating bed-load 
transport rates in a gravel-bed channel by means of a single numerical model, especially a 2-dimensional 
model such as CCHE2D, gives results that may be inconsistent with field observations and with predictions 
obtained by means of the classical Hjulström approach based on extensive empirical evidence. This is 
reflected in all analysed variants. The least consistency when comparing the CCHE2D model with both the 
Hjulström and the field observations was for variant 3 (rocky). Thus, it is concluded that the model used does 
not work for all variants, especially variant 3; therefore, it is recommended to use the classical approach 
based on the Hjulström graph for forecasting riverbed changes and, if possible, parallel field observations for 
the purposes of confirmation. 
8. One general conclusion which one might draw is that it is worth comparing any modelling results with classic 
tests and field observations in order to obtain the best results for designing BBRs and other similar hydraulic 
structures. It definitely reduce or even stop errors in designing that could cause structure failure as well as 
stop against designing features which are not in line with hydraulic structures. 
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Abstract: A critical structure in a modern mineral process plant is the slurry distribution box that may receive inflows from 
different streams and distributes the outflow to downstream unit operations in fixed proportions. The design of these structures 
is based on traditional hydraulic engineering considerations that apply to structures transporting or handling water. However, 
additional design considerations specific to slurries include settling of solid particles, the highly abrasive characteristics of 
the slurry and, occasionally, non-Newtonian rheology of the mixtures. For operational simplicity, and due to the abrasive 
nature of the slurry, orifices are principally used to distribute the flow. Lessons learned over the years from operation of these 
structures have resulted in various best practices that are applied during design, construction and operation. These include a 
receiving chamber for mixing of incoming flows, internal baffles between the receiving and distribution chambers to ensure 
even distribution, replaceable wear rings or plates to manage wear due to abrasion, and outflow chambers hydraulically 
independent from upstream conditions to feed downstream processes. This paper describes a number of design criteria and 
design adjustments made over time to ensure robust and reliable performance of these structures across a range of flow rates 
and operating conditions. One key aspect discussed is the way in which the receiving chamber should be fed, based on actual 
feedback received from operations and depending on the metallurgical sampling system used. 
Keywords: Mining, slurry, distribution, best practices, design criteria. 
1. Introduction 
Hydraulic structures such as pump sumps, open channels, drop/collection boxes, weirs, distribution boxes and 
energy dissipators are used extensively in the mining industry for the transport, distribution and general handling 
of slurry flows. These slurries consist of crushed ore that is mixed with water and chemical additives to allow 
grinding to finer sizes and subsequent extraction of the target mineral (copper, alumina, iron, etc.) through 
processes such as flotation, leaching and digestion (SME 2002). Modern mineral process plants such as copper 
concentrators can process an excess of 150,000 tonnes per day of ore, resulting in slurry mixture flow rates of up 
to 7 m3/s (and higher in facilities where recirculating loads are included). 
The design of these structures is based on traditional hydraulic engineering considerations that apply to structures 
transporting or handling water such as those of the USFHWA (2012). However, additional design considerations 
specific to slurries include settling of solid particles, the highly abrasive characteristics of the slurry, and, 
occasionally, non-Newtonian rheology of the mixtures (see Abulnaga 2002). Also, a few differences in the design 
approach are considered depending on how frequently the hydraulic structure is used. As an example, Table 1 
shows some key characteristics of two types of slurry present in copper concentrator plants designed by Bechtel: 
’Rougher feed’ and ’Tailings’. The former is the feed into the flotation circuit, and the latter corresponds to the 
waste stream downstream of the mineral extraction process (see also Figure 1 for better understanding). The 
tailings are sent to thickeners for the purpose of dewatering and increasing the solids concentration of (or 
’thickening’) the slurry before deposition in a final tailings storage facility. 
Table 1.  Example characteristics of two types of slurry under normal operation. 
Type of slurry Rougher feed Tailings 
Range of Flow Rate (m3/s) 2 – 7 2 – 7 
Solids relative density (dimensionless) 2.6 – 2.7 2.6 – 2.7 
Solids concentration by weight (%) 35 33 
Dynamic viscosity (cP) 3.0 3.0 
Particle size d50 and dmax (m) 75 and 600 105 and 600 
In addition to the published design references such as USFHWA (2012) and Abulnaga (2002), design approaches 
are also based on practical experience and feedback received from operators as described further in this paper. 
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Within a copper concentrator plant, sometimes slurry flows need to be divided and sometimes collected. Figure 1 
shows a simplified sketch with a typical copper concentrator plant process arrangement, illustrating different stages 
at which slurry flows are divided and collected according to practical requirements and equipment limitations. 
 
Figure 1.  Simplified sketch of slurry flow through a copper concentrator plant (flow left to right). 
A critical structure in a modern mineral process plant is the slurry distribution box which may receive inflows 
from different streams and distributes the outflow to downstream unit operations in fixed proportions as described 
in Figure 1. It is critical to ensure an even distribution of slurry in terms of volumetric flow rate, mass flow rate 
and particle size distribution so downstream unit operations work efficiently under appropriate (design) loads. 
A slurry distribution box with uneven distribution could cause significant impact both in business and 
environmental aspects. For instance, following the sketch in Figure 1, if the rougher feed distribution box works 
inefficiently so that flotation cells in row #2 receive more flow than intended, then the retention time in each cell 
(cell volume/flow rate) will be less than the design value, and a fraction of recoverable copper will be wasted. In 
other words, flotation cells in row #2 will be overloaded, resulting in loss of copper and earnings opportunity. On 
the other hand, flotation cells in rows #1 and #3 will have higher retention times but not enough mass flow rate to 
recover all the copper intended, i.e. they will be underloaded and underused, resulting in reduced capital efficiency. 
Similarly, using Figure 1 as a guide, if the tailings distribution box works inefficiently so that thickener #2 receives 
more flow than intended, then thickeners #1 and #3 receive less flow. Thickener #2 will be overloaded, resulting 
in potential electrical and mechanical overload, i.e. increased wear and failure rates of some mechanisms and 
electrical motors. In addition, the outflowing reclaimed water from the thickener overflow will have concentration 
of suspended solids higher than expected which can require additional mitigation measures downstream to treat it 
for reuse in the process. Simultaneously, thickeners #1 and #3 will be underloaded which could result in the 
inability to reach the targeted tailing’s solids concentration in the thickener underflow. This is critical since the 
practical consequence of this is that more water than intended would discharge to the tailings storage facility and 
would not be totally recovered for reuse in process. Also, sometimes tailings storage facilities are not prepared for 
receiving tailings containing excess water. All this could bring complex and unforeseen environmental and 
operational challenges which would demand ’non-productive’ attention. 
2. Hydraulic Design of a Slurry Distribution Box 
2.1. General Concepts 
Distribution boxes are designed with a number of chambers and hydraulic controls to ensure thorough mixing of 
the incoming slurry streams and even distribution to each outlet of volumetric flow rate, solids concentration and 
particle size while maintaining stable flow conditions. Figure 2 shows a typical arrangement for a distribution box 
that consists of the following key elements: 
1. Incoming feed, either open channel flow launder or a vertical feed pipe; 
2. Receiving chamber for collecting and mixing the incoming streams; 
3. Internal baffle and orifice under the baffle; 
4. Distribution chamber with upward flow orifice and dart valve to allow flow shut-off; 
5. Outlet chambers, prior to discharge from the distribution box; 
6. Outlet pipes to downstream operation; 





Figure 2.  Conceptual design of a distribution box (flow right to left). (a) & (c) Plan and elevation view, respectively: box is 
fed by a sloped open channel launder. (b) & (d) Plan and elevation view respectively: box is fed by a vertical pipe. 
Hydraulic calculations for sizing of the elements of the distribution box are performed from downstream to 
upstream by verifying satisfactory operation for the maximum and minimum fluid levels in each chamber over a 
range of flow rates and always checking for hydraulic independence between each element. 
The general design concepts of a slurry distribution box are as follows: 
1. Maintain hydraulic independence between the incoming slurry feed and the hydraulics within the box to 
avoid generating a backwater effect and potential overflows in the upstream system. This independence 
is achieved by ensuring that a minimum vertical drop height is always maintained between the incoming 
pipe or launder and the maximum fluid level in the receiving chamber. 
2. Similarly, maintain hydraulic independence between the downstream operations and the distribution box 
to avoid the potential of siphon action or backwater from downstream impacting the performance and 
flow distribution within the box. 
3. Dissipate the energy of the incoming flow jets to avoid these impinging on the walls or base of the 
distribution box, which would lead to accelerated wear. 
4. Maintain a high turbulent environment through the distribution box to ensure mixing of the slurry, even 





Figure 3 shows extracts from a 3D model of a distributor, illustrating the size (see person for reference) and 
location within the process plant (elevated above the floor to allow gravity flow to downstream unit operations). 
 
 
Figure 3.  3D model extract of a distribution box fed by an open channel flow launder (flow right to left). (a) 3D view, 
showing incoming launder entering from top right of the figure. (b) Side elevation view showing dart valves and bottom 
outlet on left of figure. 
When considering the conceptual design for controlling flow through and out of the distribution box, this can be 
achieved in a number of different ways: using active devices such as gates and valves or using passive devices 
such as weirs or orifices. Passive devices are typically preferred, where at all possible, to reduce maintenance 
requirements and complexity of control systems and generally provide for a more robust operation. 
When deciding between weirs and orifices, a key consideration is the sensitivity of the outflow to fluctuations in 
fluid levels and internal pressures within the distribution box. Since flow rate through an orifice is a function of 
H0.5 (where H is the pressure head differential), while flow rate over a weir is a function of H1.5, the resulting 
discharge curves have very different shapes. Figure 4 illustrates the difference in sensitivity in flow, Q (vertical 
axis), to fluctuations in pressure head, H (horizontal axis). For the same pressure head fluctuation, H, the flow 
fluctuation, Q, through an orifice is less than Q over a weir. Therefore, orifices provide greater stability to the 







Figure 4.  Conceptual discharge curve for an orifice and a weir. 
2.2. Receiving Chamber 
As the name implies, the receiving chamber is the first chamber in the distribution box that receives the incoming 
flow streams. The main objective of the receiving chamber is to ensure thorough mixing of these incoming streams 
to allow even distribution to each of the outlets of volumetric flow rate, solids concentration, mass flow rate, and 
solids particle size distribution. Design of the receiving chamber is a trade-off between being compact enough to 
maintain a highly-turbulent environment to avoid excessive solids settlement, to promote good mixing of incoming 
flows, and to avoid having bottom and walls exposed to high velocities of the incoming jets, which would result 
in excessive wear. Past experience has demonstrated that ’conservative’ (i.e. larger than required) designs of 
receiving chambers are in fact prone to operational problems due to excessive solids deposition and uneven flow 
and solids distribution. Conversely, chambers that are too small, and where the incoming jet’s impact with the 
walls are subject to very high rates of wear, needing repair and/or replacement after a short period of time. 
Although high-tech materials exist to withstand the abrasiveness of high velocity slurry flows, these are generally 
very expensive to install and maintain, hence the preferred method of protecting the walls and bottom of the 
chamber from excessive wear is to use the fluid within the chamber as a ’cushion’ to dissipate the energy of the 
incoming jets. 
The first aspect in sizing the receiving chamber is to establish the range of the incoming flow jets. Janssen (2013) 
presents an assessment of the parabolic trajectory of incoming jets from open channel launders to estimate the drop 
length of jets for different flow conditions and determine the location at which the incoming jets impact the fluid 
surface. Once the location of impact of the jets is established, the dispersion of the energy and momentum of the 
jet is estimated. Palavecino and Adriasola (2012) present an analysis of the design criteria used for estimating the 
energy dissipation within the receiving chamber. An example of typical design criteria used for sizing of the 
receiving chamber, based on many years of operational experience, is illustrated in Figure 5. 
The shape of the receiving chamber is driven by requirements for avoiding low turbulent zones within the chamber, 
achieving symmetry to help ensure even flow distribution, and physical constraints within the confines of a 
congested process plant. A semi- or fully- circular plan shape (see Figure 2 above) is the preferred shape as it 
maintains symmetry towards each of the outlets. However, even with this ideal shape, operational problems can 
be experienced, as described in more detail in section 3. 
In recent years, computation fluid dynamics (CFD) analysis of receiving chambers has been used to provide semi-
quantitative design data to support the design criteria approach and help optimize the size and shape of the 





Figure 5.  Typical design criteria used for sizing of receiving chambers (flow right to left). 
2.3. Flow Sampling 
Continuous sampling of slurries at different stages of the overall mineral extraction process is a vital activity of 
plant operators for maintaining control and improving performance. The samples are needed to conduct 
metallurgical analyses from which the concentrations of different components can be measured several times per 
day. Based on the results, operators can judge whether they are operating correctly or if adjustments are required 
and predict production rates. Sampling typically takes place at distribution boxes as these are key collection and 
distribution nodes within the process network, and they are also convenient locations to install the sampling device. 
The arrangement for obtaining a representative composite sample of the slurry flow depends on the vendor 
proprietary design of the sampler (for example, see Outotec 2017 and FLSmidth 2017), and vendor selection is 
often dictated by owner/operator preferences. There are two main types of samplers used on distribution boxes: 
travelling linear samplers and static box samplers. 
The travelling linear sampler is a device that is located over the rectangular launder feeding the distribution box. 
The green box on top of the distribution box in Figure 3(a) houses a travelling linear sampler. The primary sample 
is taken by a thin cutter device that travels across the whole width of the inflowing slurry jet to collect a 
representative sample. The inflow must be a parabolic slurry jet with a given depth, width and mean velocity, as 
illustrated in Figures 2(a) and 2(c), which continues to feed the receiving chamber of the distribution box without 
significant interference. 
The static box sampler is a fixed device where the flow enters horizontally into a receiving chamber with an 
internal overflow weir to collect a representative primary sample across the whole cross section of the flow. By 
having the internal weir, the static box sampler creates a restriction to the flow, often generating a hydraulic jump 
in the launder upstream of the sampler. In this case, the main slurry flow stream is discharged vertically through 
an outlet flange located at the bottom of the sampler, connecting to a vertical pipe feeding the distribution box, 
similar to the arrangement shown in Figures 2(b) and 2(d). 
2.4. Flow Control and Distribution 
For operational simplicity, and due to the abrasive nature of the slurry, orifices are principally used as hydraulic 
controls to distribute the flow from the receiving chamber to the outlet chamber, avoiding the use of valves or 
gates to control the flow. As discussed above, orifices are preferred over weirs as the sensitivity of flow to 
fluctuation in pressure head is significantly less for orifice flow. Flow velocities through the orifices are typically 
maintained between approximately 0.5 m/s and 2.5 m/s, for minimum and maximum flow conditions. Even at 
these velocities, the abrasive nature of the slurry results in wear on the edges of the orifices, hence sacrificial wear 
rings or edging is installed within each orifice, to allow replacement at regular maintenance intervals. 
Typically, two orifices are used in series for each outlet stream. The first is a rectangular orifice formed by the 
internal baffle, forcing the slurry flow downwards into the distribution chamber. The intention of the baffle is to 
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force turbulent re-circulation within the receiving chamber, encourage mixing of the slurry, and prevent 
preferential flow paths to any distribution chamber (see lesson learned in Section 3). The typical vertical opening 
of the baffle is approximately 300 to 500 mm, but this is always reviewed on a case-by-case basis. 
From the distribution chamber, another typical arrangement is for the slurry to pass through an upward flow 
circular orifice before dropping into the outlet chamber. These orifices can be sealed closed by lowering the dart 
valves into the orifice seat (see Figure 2). During normal operation, these dart valves are maintained, raised above 
the fluid level, and typically only used in an on/off mode. This has proven to be very efficient from an operational 
and maintainability standpoint, limiting wear on operational parts of the box. 
Hydraulic design of the upward flow distribution chamber typically involves an iterative design approach, 
checking a number of key criteria along with operational considerations such as: 
• Maintaining a minimum upward flow velocity for transporting solids particles, allowing for hindered 
settling velocities of solids particles in the high-density slurry; 
• Limiting the size of the orifice, and therefore, the size of the dart valve for cost and operability; 
• Checking the height of the upward flow jet to avoid impinging on the fully raised dart valve and limiting 
the height to which this valve needs to be raised; 
• Limiting the maximum flow velocity to avoid excessive wear and/or use of expensive ceramic wear rings 
and orifice seats. 
2.5. Flow Outlet 
Flow from the outlet chamber to the downstream unit operations can either be through a vertical bottom outlet, as 
shown in Figure 2, or through horizontal outlets. In either case, sizing of the hydraulic control is performed such 
that a minimum drop is always maintained from the upward flow orifice from the distribution chamber to the 
maximum level in the outlet chamber. The outlet pipes, whether vertical or horizontal, are typically vented to avoid 
surging flow conditions due to air entrainment. 
2.6. Overflow Chambers 
Distribution boxes include overflow chambers to convey any emergence overflows to a collection sump in a 
controlled manner for both safety and operations considerations. Due to the occasional use of the overflow 
chambers and to reduce cost by developing a more ’fit-for-purpose’ design, these are typically designed to less 
stringent criteria than the main chambers in the distribution box, such as: 
• Use bare steel instead of rubber or ceramic lining; 
• Smaller overflow chamber with incoming flow allowed to impact the base or the walls of the overflow 
chamber. 
3. Feedback Received from Actual Operations 
Some actual mining operations have had practical problems with slurry distributions boxes, from which the authors 
have received feedback (José Adriasola, confidential project and customer communications, 2016 / 2017). Three 
case studies are presented as examples of relevant feedback and improvements to the existing design practices. 
3.1. Distribution Box Feeding Copper Slurry to Parallel Rougher Flotation Cells 
The general arrangement of this case study is similar to the one shown in Figures 2(a) and 2(c), with a total of 7 
independent outlet chambers, each one fed by a single 36-inch circular opening (dart valve seat). Each outlet 
chamber is intended to feed one row of rougher flotation cells. The distribution box is fed by a sloped rectangular 
open-channel launder with a total flow rate varying from 4.2 to 6.5 m3/s. 
Typically, flow rates at distribution box outlets are not directly measured. However, there is an indirect way to 
infer the flow rate through the results obtained in metallurgical samples downstream in each row of flotation cells. 
In this case study, when the plant started operations, the 7 rows of rougher flotation cells consistently showed 
uneven copper recovery. The 3 central rows of cells – fed by the 3 central outlet chambers of the distribution box 
– achieved the expected copper recovery rate while the other 4 (2 at one extreme of the semicircle and 2 at the 
opposite extreme) achieved low recovery rates. After discarding other potential causes, it was inferred that the 
distribution box was not working correctly and it was overloading the 3 central rows of flotation cells. From an 
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indirect estimation of slurry flow rate, it was determined that the 3 central outlets discharged between 15 and 25% 
more flow per outlet than the other 4 lateral outlets. 
This was important feedback because it demonstrated that the baffle provided in the original design was not 
sufficiently effective to ensure the desired even flow distribution. Conceptually speaking, the horizontal slurry jet 
feeding the distribution box has a preferential momentum in the direction of the flow towards the 3 central outlets, 
as shown in Figure 6(a). The intermediate baffle was included to counteract the preferential momentum and 
maintain the turbulence confined within the receiving chamber, but the facts demonstrated that this was not 
effective. 
 
Figure 6.  Conceptual analysis of slurry flow momentum (flow right to left). (a) Box is fed by a sloped launder. (b) Box is 
fed by a vertical pipe. 
To fix the problem, two alternatives were analyzed. In this case, there were no constraints related with the sampling 
system, so the best alternative from a technical standpoint was switching to a different feeding arrangement with 
a vertical feed pipe instead of the sloped launder. This was intended to improve the momentum distribution, as 
shown in Figure 6(b). Unfortunately, since operations could not stop for a sufficiently long time to allow the 
implementation of this new feeding arrangement, this alternative was discarded. 
The other alternative, which was eventually implemented, considered that the 3 central 36-inch circular openings 
were replaced by 32-inch openings to reduce the discharge capacity of these outlets by approximately 20% to 
counteract the observed difference in flow. In addition, the dart valves corresponding to these new 32-inch 
openings were modified to include a flow modulating capacity (atypical) in contrast to the original concept that 
was only on/off operation. The remaining 4 outlets with 36-inch openings were left the same, operating only on/off. 
The implementation time was significantly shorter and affordable for operations, and the results were satisfactory. 
3.2. Distribution Box Feeding Copper Tailings to Parallel Screening Systems 
In this case study, thickened tailings—with approximately 55% solids concentration by weight—were being 
utilized as a source of coarse sand particles for the continuous wall raising of the earth dam confining the tailings 
storage facility. These thickened tailings were conveyed several kilometers in a concrete launder to a segregation 
plant near the dam. The total flow was approximately 3.2 m3/s. A slurry distribution box was built to split the total 
flow in 10 outlets, each of them feeding one screening system. 
The first problem with this distribution box was that the size of the receiving chamber was too big and the drainage 
outlet was too small. Therefore, solid settlement occurred whenever the distribution box was stopped for a short 
time during commissioning and start-up operations because the time required to drain the box was too long. This 
problem was fixed by installing a larger bottom drain outlet pipe, thereby significantly reducing the time to drain 
the box and controlling the solids settlement. Although a basic calculation, a check of the drain time for all 




The second problem was that operations personnel had installed a fixed screen to retain large solid particles which 
were occasionally transported by the tailings flow along the concrete launder. The fixed screen was useful to 
capture these large solid particles, but it was observed that this screen was dissipating the flow energy that should 
have reached the receiving chamber to maintain a turbulent environment and promote suspension of solid particles. 
After evaluation, the fixed screen for capturing large solid particles was removed. This is a good example to learn 
that resolving a single problem without having a more general vision could lead to worse situations. 
3.3. Distribution Box Feeding Copper Tailings to Parallel Tailings Thickeners 
In this case study, the focus was on the upward slurry flow through dart valve openings impacting the bottom of 
the dart valves when they were open, producing vibration and accelerated wear of the rubber plugs. It was evident 
that the vertical run of the dart valves (from close position to open position) was insufficient. 
The lesson learned was to consider the energy of the upward flow through the dart valve seat so the minimum 
vertical run of the dart valves could be determined (see Figure 7). For this purpose, a conservative calculation is 
made, considering that a dart valve seat behaves like square-edge circular orifices with a coefficient of contraction 
equal to 0.61, i.e. fully contracted flow is assumed. The kinetic energy of the upward flow, V2/2g, is then calculated 
at the ’vena contracta,’ located at D/2 downstream of (above) the dart valve seat where the flow lines are parallel. 
A design margin, , can also be added if required. In general terms, the magnitude of this design margin can be 
considered to be between 100 and 300 millimeters; however, it will depend on the specific case. Eq. (1) shows the 
simple formula currently used for this purpose. 
 














where D is the internal diameter of the dart valve opening, V is the mean flow velocity at the ’vena contracta,’ g is 








The case studies all illustrate the importance of attention to seemingly small details in the design often addressed 
with fundamental hydraulic engineering approaches but still requiring careful thought and application. In light of 
the experiences described in this paper, a number of best practices for designing slurry distribution boxes are 
recommended. 
• Always check what type of slurry sampling system is preferred by the owner. This will determine 
important layout decisions amongst which the slurry feed arrangement is included. As discussed in this 
paper, the slurry feed arrangement is fundamental for the hydraulic design of a distribution box, especially 
because of the distribution of the flow momentum. 
• A slurry feed arrangement considering a vertical pipe feeding the receiving chamber is preferred, 
whenever this is possible, as long as the sampling method permits this. 
• The importance of conducting a thorough hazard and operability assessment of any design decisions or 
changes, considering the holistic operation of the structure in question and not only solving the immediate 
problems. 
• The use of passive flow distribution methods (fixed diameter orifice) is preferred in slurry applications 
for operational simplicity and robustness. Methods for easily changing the orifice diameter, by inserting 
different sizes of wear rings and dart valves, provide a degree of flexibility that allows operators to make 
adjustments to distribution after operation starts. 
• The use of CFD models is suggested to better understand the complex fluid dynamics within a slurry 
distribution box. Nowadays, CFD models can be of much help to understand the turbulence distribution 
within the receiving chamber to localize potential dead zones in which solids can settle more easily, to 
identify potential areas subjected to high abrasive action of the slurry, and to ensure an even distribution 
in terms of mass flow and particle size distribution. 
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Abstract: Compact intake structures are used for diverting turbulent supercritical flow on steep catchments in the hinterland of the 
urban area of Hong Kong to an underground flood diversion system through a number of vortex dropshafts. Bottom racks are 
placed at the entrance of the intake to exclude debris from entering the system. The rack bars interact with the supercritical inflow 
and creates a highly turbulent air-water mixture. This paper presents a three-dimensional (3D) Computational Fluid Dynamics 
(CFD) modeling study to predict the complex flow details and air concentration of the bottom rack intake structure, using the 
Volume-of-Fluid (VOF) technique. Numerical simulations are conducted with different inflow rates and bottom rack bar shapes. 
The water depth, velocity, and air concentration agree well with experimental measurement. Model results show that the rack 
interception induces an energy loss and increases the flow depth above the rack. The rack interception also gives rise to a sheet jet 
beneath the rack and results in air entrainment. In the rack chamber, the flow consists of a wall jet that impinges on a spiral 
circulation of aerated flow, inducing significant turbulence and air entrainment. The average air concentration in the rack ranges 
from 20% - 50% and decreases with increasing discharge.  
Keywords: Intake structure, supercritical flow, bottom rack, volume-of-fluid, CFD 
1. Introduction 
To alleviate flooding and increase flood protection standards, a storm water runoff interception and transfer scheme 
has been designed and constructed in the steep hinterland of the urban area of Hong Kong. This scheme involves the 
interception and transfer of flood flows to the sea via a 10.54 km drainage tunnel, fed by 34 intake shafts positioned 
across the catchment basin (DSD 2003; Lee et al. 2005). The intake structures and the dropshafts are designed based 
on site condition to convey a flood with a 200-year return period (18 m3/s). The intakes are located on steep 
watercourses (average slope of 40%) with supercritical flow in a storm. During significant storm events, stream flows 
often carry sediments, boulders, and/or debris, which would adversely affect the operation of the drainage tunnel 
system. A screened intake with bottom racks is used to prevent the ingress of debris. The intercepted flow is then 
passed into the dropshaft via a bottom rack chamber, which changes the flow direction by 90 degrees (due to site 
constraints), and a vortex inlet. The vortex inlet facilitates energy dissipation and the development of a central air core 
within the dropshaft. Both upstream of the bottom rack intake or within the structure, the flow cannot be fully stilled 
because of site constraints; the intercepted flow remains supercritical throughout the structure. 
A bottom rack is a hydraulic structure, essentially consisting of an opening in the channel bottom, covered with an 
arrangement of metal racks to prevent the transport of debris or sediment through the opening. Bottom rack is 
extensively used for hydropower, water supply, and irrigation, mainly in areas with steep terrain and gravel river beds 
(e.g., Subramanya 2009). Nevertheless, previous studies are mainly concerned with sub-critical approach flows (e.g., 
Mostkow 1959; Brunnela et al. 2003; Righetti and Lanzoni 2008; Kumar et al. 2010). 
The present bottom rack chamber design was derived from a comprehensive physical model investigation (Lee et al. 
2005a) and is significantly different from standard bottom rack intake designs in several ways. Previous studies mainly 
focus on typical bottom rack intakes with a free overfall. The flow plunges to the collection chamber after rack 
interception. However, in the present study, the flow in the entire structure is supercritical and remains an open channel 
flow at rack interception. The water plunges onto the underlying supercritical flow below, and the rack bars create 
complex flow features, such sheet jets, beneath the bars. In addition, the rack chamber is relatively compact and 
designed to divert the supercritical inflow with energy dissipation. The flow inside the chamber is highly turbulent, 




In recent years, attempts have been made to tackle the air-water flow in hydraulic structure problems using 
Computational Fluid Dynamics (CFD) models, in particular on stepped spillways (Bombardelli et al. 2011; Bayon et 
al. 2017). With the Volume-of-Fluid (VOF) method, the interface between the water and air can be located and tracked 
when it moves through the computational domain. For bottom rack intakes, Wong (2009) attempted a CFD simulation 
on a supercritical bottom rack chamber using FLOW3D; however, due to coarse grid resolution, the details at the rack 
interception cannot be resolved. Castillo et al. (2013) use VOF method to simulate the flow from a subcritical bottom 
rack and validated it with experimental data. There lacks systematic experimental and numerical studies for 
supercritical bottom rack flow and the air-water interaction in a compact bottom rack chamber for a vortex intake 
structure. This paper presents a first time systematic numerical study on the hydraulics of a supercritical bottom rack 
intake using a three-dimensional (3D) CFD model. First, the numerical model set-up will be presented. Then the 
computational model results will be validated against experimental data, and the air-water flow in the bottom rack 
intake will be discussed. 
2. Numerical Model 
The CFD model of the bottom rack intake is developed according to a 1:9.5 Froude scale physical model of the 
prototype design of the Hong Kong West Drainage Tunnel diversion scheme (Lee et al. 2005; Wong 2009). The model 
comprises an approach channel of length 920 mm and uniform width 316mm, the bottom rack of length 1084mm and 
the underlying chamber, the link channel, and the spiral vortex intake with dropshaft (Fig. 1). The inflow is fed from 
an inflow head tank and the flow rate is measured using an ultrasonic flowmeter. The flow leaves the inflow tank and 
runs down the 1:2.5 slope approach channel to the downstream structures. This supercritical flow is intercepted by a 
bottom rack in 1:5 slope. The channel flow beneath the rack runs to a curved-bottom channel at the entrance to the 
bottom rack chamber. After the bottom rack chamber, the flow is diverted to a spiral vortex intake structure via the 
link-channel and collected by an underground sump and recirculated. Flow depth and velocity were measured using a 
point gauge and a propeller current meter respectively. Air concentration in the channel and chamber flow is measured 
using both dual-tip optical probes and single-tip conductivity probes. Rack bars of various cross-sectional shapes are 
tested in the experiments. Measurement is made in particular for circular racks made of 12.1mm diameter bars with 
22.6mm center-to-center separation and diamond racks made of 8.4 × 8.4mm square bars with 23mm center-to-center 
separation. Details of the experimental design and measurement techniques can be found in Wong (2009). 
The CFD model is developed based on the commercial code of ANSYS FLUENT (ANSYS 2013), using the VOF 
method to model two immiscible fluids (water and air) by solving a single set of momentum equations and tracking 
the volume fraction of each of the fluids throughout the domain (Hirt and Nichols 1981). The tracking of the interface 
between the phases is accomplished by the solution of a continuity equation for the volume fraction of water αw: 
𝜕
𝜕𝑡
(𝛼𝑤𝜌𝑤) + 𝛻 ∙ (𝛼𝑤𝜌𝑤𝑼) = 0 (1) 
 
where U is the phase-averaged air-water mixture velocity. A single momentum equation is solved throughout the 
domain, and the resulting velocity field is shared among the phases: 
𝜕
𝜕𝑡
(𝜌𝑼) + 𝛻 ∙ (𝜌𝑼𝑼) = −𝛻𝑃 + 𝛻 ∙ [𝜇𝑡(𝛻𝑼 + 𝛻𝑼
𝑇)] + 𝜌𝒈 (2) 
 
where P is the pressure and g = (0, 0, -9.81) m/s2 is the gravitational acceleration; the phase-averaged density ρ = (1 – 
αw)ρa + αwρw is determined from the air (ρa = 1.225 kg/m3) and water densities (ρw = 998.2 kg/m3) through their volume 
fraction; the turbulent dynamic viscosity μt is determined using the Re-Normalisation Group (RNG) k-ε turbulence 
model (Yakhot et al. 1992). Since the dynamics of both air and water are solved, a semi-empirical model of air 
entrainment from the water surface, like that used in FLOW-3D (Hirt, 2003), is not required. The governing equations 
are solved numerically using the finite volume method embedded in the FLUENT code (ANSYS 2013). Solution 
convergence is declared when the normalized residual is less than 10-4 for continuity, velocity, volume fraction of 
water, and the turbulence quantities of k and ε. About 10 iterations are required for convergence in each time step. 
The CFD modeling focuses on the experiments with circular and diamond shaped rack bars, as they are considered  
more optimal designs compared to bars with other shapes (Wong 2009). An unstructured boundary-fitted model grid 
is used for the numerical simulation (Fig. 1). The computational mesh sizes vary from 67,840 for cases without rack 
to 347,520 for cases with circular rack bars. Mesh refinement is made to near the bed and the region of bottom rack 
(Fig. 1). The minimum grid size is 1 mm. The vortex intake and its linkage channel are not modeled.   
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The computational model has four open boundaries—the inflow, the outflow to link channel for the vortex dropshaft, 
the overflow outlet to the original channel, and the top atmospheric boundary (Fig. 1). The upstream inlet of the 
approach channel is prescribed with the total water flow rate and the critical depth of the flow. The top atmospheric 
boundary of the CFD model is prescribed with zero pressure. The outlets of overflow channel and the link channel are 
prescribed with zero gauge pressure as the water depths at the two locations are not known beforehand. A roughness 
height of 0.01mm is prescribed for all wall boundaries. 
The model run starts with an initially dry condition. The supercritical flow in the approach channel and the bottom 
rack chamber develops from the inlet with a time step of 0.0005 to 0.001 s. The initial start-up period is about 10s; 
afterwards, the model prediction can be considered as quasi-steady. About 20s of quasi-steady state solution, at a time 
interval of 0.1s, is used for evaluating the time-averaged properties of flow depth, velocity, and air concentration. 
Numerical simulations are performed for the representative flow rates 21.6 L/s, 41.3 L/s, and 70.5 L/s. The run time 
for 20s of flow is about 120 hours for cases with bottom rack on a workstation with an Intel 3.4 GHz CPU with quad-
core parallel computation. 
 
Figure 1.  (a) Computational mesh of the laboratory model on supercritical bottom rack intake. (b), (c) mesh details at the cross 
section of rack bars. 
3. Results and Discussions 
3.1. Flow profile 
Fig. 2a shows the observed bottom rack flow in the experiments. The flow profile upstream of the bottom rack follows 
that of a typical S2 curve (from critical depth to normal depth). The flow can run through the rack smoothly without 
choking or jump above the rack. Downstream of the leading edge of the bottom rack (s = 0, s is the coordinate along 
the slope of main channel), the flow is intercepted; the flow enters the rack chamber in the space between the rack 






interception length Lw is defined as the distance between the upstream leading edge of the rack and the point where 
the free surface flow intersects the rack (Fig. 2a).  
Fig. 2b compares the predicted flow depth along the channel in the presence of bottom rack bars and in the case 
without them. Without the rack, the water surface is parallel to the channel bed. In the presence of rack bars, the flow 
depth rises higher than the one without rack and appears to be asymptotic to the slope of the bar until it intercepts with 
the bar. In general, before rack interception, the flow depth of “between the rack” and “above the rack” are the same. 
There is a slight difference between the flow “between the rack” and the flow diverted “above the rack” at the end of 
Lw. At the middle of Lw, the flow depth is increased by around 8% - 22%, due to the energy loss induced by the flow 
contraction when it passes through the rack.  Near the end of Lw, the flow depth between the rack drops rapidly because 
the flow leaves between the bars. CFD prediction of the free surface level (defined as 50% air concentration) shows a 
good comparison with the measured water level. Both measurement and CFD prediction show that circular rack bars 
produce the smallest Lw for all three flow rates, while the Lw of diamond bars is slightly larger (not shown). 
When the flow has passed through the rack, the flow consists of two streams: (a) attached-rack flow and (b) main 
channel flow. After the main flow leaves the rack, a certain amount of the flow is running along the surface of the 
bottom rack before leaving the rack—the attached rack flow. The flow leaves the rack at high speed and forms the 
sheet-jet beneath the rack.  Disintegration of this thin sheet jet in air can be observed as it plunges onto the main 
channel flow (Fig. 2a). The flow surface is very irregular as the water sheet-jet plunges from the top surface. The CFD 
predicted mean water level between the rack bars are lower than that directly beneath the bars, as the flow velocity 
between the bars are higher (Fig. 2b). 
(a) (b) 
Figure 2.  (a) Observed flow profile, circular rack bars, (b) CFD predicted flow (Q = 45.4 L/s, circular rack). Predicted free 
surface is represented by the 50% air concentration line. Circular symbols are measured free surface before the rack. 
(a) (b) 
Figure 3.  (a) CFD predicted velocity field along the channel centerline and between racks (Q = 41.3 L/s, circular rack). (b) 
Comparison of predicted and measured velocity at cross sections of s = 0m and s = 0.2m from the rack interception. 
3.2. Flow Field 
The entire bottom rack flow can be illustrated by the predicted velocity in Fig. 3a for a medium flow condition (Q = 
41.3 L/s) between the rack bars. The supercritical open channel flow is intercepted by the rack, with a slight increase 
in depth due to the contraction in flow area at rack interception.  The flow contraction and expansion at the rack 
opening induces energy dissipation. The maximum velocity occurs when the flow leaves the rack.  After the rack 
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mixture; due to the sheet flow plunging from the rack bars, flow velocity increases. The depth profile is essentially 
similar for different rack types. The CFD prediction compares well with the measured flow velocity (Fig. 3b). 
3.3. Air-Water Flow After Rack Interception 
Fig. 4a shows the predicted air concentration (air volume fraction) profile at the rack interception for Q = 41.3 L/s 
with the circular rack. The bottom layer of the main channel flow is in clear water (c = 0).  Above the clear water layer 
(around 30mm), the air concentration increases to 1 over a transition layer (15-20mm) of air-water mixture that grows 
with distance from rack interception. The falling sheet jet generates splashing and air entrainment after rack 
interception. The air concentration in the complex and highly fluctuating flow is resulted from the entrained air, the 
unsteady nature of the jet-water boundary of the sheet jet and underflow, and droplets from splashing and flow 
impingement. 
Fig. 4b shows the flow feature and average air concentration distribution in the bottom rack chamber for Q = 41.3 L/s. 
The average air concentration distribution at the bottom rack chamber can be evaluated by averaging the predicted air 
volume fraction at a snap-shot interval of 0.1s for a total simulation period of 10s as a quasi-steady flow. Upstream of 
the bottom rack, the free surface is predicted as uniform with little air entrainment. The flow intercepts the rack 
smoothly and runs down the curved channel. Due to acceleration, change of flow direction and air entrainment, the 
flow inside the bottom rack chamber is three-dimensional, highly turbulent, and aerated. An anti-clockwise flow field 
is formed in the bottom rack chamber. The air concentration in the bottom rack chamber is highly non-uniform and 
unsteady, but, on average, it is higher at the interception point between the curved channel and the chamber due to air 
entrainment. The flow pattern and air concentration appear to be little affected by the presence and the cross-sectional 
shape of rack bars (not shown).  
(a) (b) 
Figure 4.  (a) CFD predicted air concentration (air volume fraction) between rack bars, (b) predicted average air concentration at 
the centerline of bottom rack chamber (Q = 41.3 L/s, circular rack). 
4. Conclusions 
A 3D CFD model with VOF technique has been developed to study the hydraulics of a supercritical bottom rack 
intake. The model results are validated with detailed laboratory experimental measurement. Model simulation shows 
that the supercritical flow depth above the rack increases with downstream distance due to energy loss, resulting from 
the flow contraction and expansion during flow passage through the racks. When the flow nearly passes the rack, the 
flow depth decreases abruptly, and the three-dimensional effect plays an increasingly dominant role. After the rack 
interception, the flow is characterized as a sheet jet flow beneath the racks plunging onto the main channel flow. The 
flow in the rack chamber consists of a wall jet impinging onto a spiral circulation flow in the chamber. The jet 
impingement gives rise to significant turbulent kinetic energy and air entrainment.  
CFD prediction of major flow feature and air concentration compares well with experimental measurement, despite 
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grid resolution. The complex spatial air concentration distribution for different discharges are satisfactory predicted, 
showing the applicability of a 3D CFD model for this complex air-water phenomenon.  
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3D Numerical Modeling of a Supercritical Intake with a Flow Diversion Barrier 
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Abstract: The Hong Kong West Drainage Tunnel (HKWDT) system consists of 34 storm water intake structures designed to 
intercept storm water runoff in upland catchments. Each intake intercepts and diverts the upstream supercritical flow into a bottom 
rack chamber connected to a supercritical vortex drop. To satisfy the minimum environmental flow requirement, a small flow is   
intercepted by an inclined barrier across the main channel and conveyed to the downstream drainage system through a 300mm 
wide low flow channel (LFC) along one side of the intake. Observations during rainstorms suggest that the storm water runoff 
being conveyed via the low flow channel might be more than originally designed. The hydraulic performance of the intake structure 
is assessed via three-dimensional Computational Fluid Dynamic (CFD) modelling using the Volume-of-Fluid (VOF) method. The 
predicted un-intercepted flow compares well with experimental measurements on a 1:12 undistorted model. The CFD computations 
show that in a typical rainstorm event, the supercritical inflow impinges on the barrier and is deflected upwards, resulting in 
complex cross-currents between the main stream and the LFC. It is found that the ratio of un-intercepted flow to the total flow 
decreases with increasing inflow. Supported by field observations the CFD model predicts that the low flow channel flow is 
significantly higher than designed; the effect of the barrier is less significant for higher flows. 
Keywords: Intake structure, supercritical flow, transverse barrier, storm water interception, volume-of-fluid, CFD.  
1. Introduction  
Located in the subtropical region, the densely populated and highly urbanized coastal city of Hong Kong has an 
average annual rainfall of over 2000 mm, concentrated in the summer season (May to September). Global climate 
change has resulted in more frequent extreme rainfall events. Together, with sea levels rising, the low-lying urban 
areas of Hong Kong Island have become more vulnerable to flooding due to the increased runoff from its steep 
hinterland. As traditional methods of upgrading existing drainage systems (such as widening culverts) are not practical 
or effective in the congested urban areas, an innovative upstream diversion approach—the Hong Kong West Drainage 
Tunnel (HKWDT) system—is designed to enhance the flood protection standard for the urban and business districts.  
Completed in 2012, the HKWDT system consists of 34 intake structures to intercept storm water runoff from the steep 
upstream hinterland in the hilly areas of Hong Kong Island to a drainage tunnel for discharge to the sea (DSD 2003). 
Each intake structure is designed to intercept flow into a bottom rack chamber connected to a supercritical vortex drop 
shaft (average height 82 m), leading to the underground drainage tunnel. During dry weather, a small environmental 
flow is conveyed through a 300 mm wide low flow channel (LFC) next to the intake structure to the channel 
downstream of the intake (Fig. 1). The dry weather flow is diverted to the LFC by a 10cm high inclined barrier across 
the main stream, with a design capacity of 20 L/s. However, when the intakes are in operation during rainstorms, 
significant upward deflection and spilling of the flow is observed due to the interaction of the supercritical inflow with 
the inclined barrier, suggesting that the storm water runoff conveyed via the LFC may be more than originally designed.  
The flow interception barrier significantly affects the performance of the intake structure. Supercritical flow over 
obstacles like barriers and sills has been studied for the design of stilling basins for spillways. For example, Hager et 
al. (1986) studied experimentally and theoretically the incipient hydraulic jump caused by a horizontal supercritical 
flow impinging on a vertical sill perpendicular to a rectangular channel. Ohtsu et al. (1996) examined the flow features 
of a horizontal supercritical flow impinging on a vertical sill and developed a criteria of hydraulic jump formation 
based on the height of the sill and tailwater level. These studies were conducted in a horizontal channel with a barrier 
or sill perpendicular to the flow direction. Demetiou (2009) carried out experiments to investigate the flow 
characteristics downstream of a sill in a sloped open channel, but the sill was also perpendicular to the flow direction. 
It is observed that an inclined flow diversion barrier could result in a change of flow direction. 
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With rapid advances in computational power, three-dimensional (3D) Computational Fluid Dynamics (3D CFD) 
modeling has become a useful tool for the design and performance assessment of hydraulic structures. The Volume-
of-fluid (VOF) method (Hirt and Nichols 1981) had been used extensively for studying spillways and hydraulic jumps 
(Bombardelli et al. 2011; Valero et al. 2016; Bayon et al. 2016; Valero and García-Bartual 2016). Nevertheless, there 
have been hitherto very few related studies on numerical simulation of supercritical flow over an obstacle.  
The supercritical flow over a 45-degree inclined bottom-mounted barrier is investigated for the first time. The flow 
interception performance for a typical storm water intake in the HKWDT system is studied using a 3D CFD model. 
The model set-up is first described. The predicted flow field and depth across the entire intake are then presented and 
compared with experimental data. The results are discussed in relation to the flow interception performance.   
2. Numerical Model 
2.1. Governing Equations  
The VOF method computes an air-water, two-phase flow by solving the continuity equation of water phases and the 
shared momentum equation of the two phases (Hirt and Nichols 1981). The continuity equation of the water phase is: 
𝜕
𝜕𝑡
(𝛼𝑤𝜌𝑤) + 𝛻 ∙ (𝛼𝑤𝜌𝑤𝑼) = 0 (1) 
 
where 𝛼𝑤 is the volume fraction of water phase, 𝜌𝑤 = 998.2 kg/m
3 is water density, and U is the phase averaged 
velocity of air and water mixture. In one computational cell, the total volume fraction of air and water is equal to unity, 
i.e. 𝛼𝑤 + 𝛼𝑎 = 1, where 𝛼𝑎 is the volume fraction of air. 
The two phases share the same momentum equation, which can be written as (Patankar 1980; Rodi 1980): 
𝜕
𝜕𝑡
(𝜌𝑼) + 𝛻 ∙ (𝜌𝑼𝑼) = −𝛻𝑃 + 𝛻 ∙ [𝜇𝑡(𝛻𝑼 + 𝛻𝑼
𝑇)] + 𝜌𝒈 (2) 
 
where ρ = (1 - αw)ρa + αwρw is the phase-averaged density, P is the pressure, ρa is the air density = 1.225 kg/m3, and g 
= (0,0,-9.81) m/s2 is the gravitational acceleration. The turbulent dynamic viscosity 𝜇𝑡 is predicted using a standard k-
ε turbulence model (Rodi, 1980), where k is the turbulent kinetic energy and ε is its dissipation rate. 
The governing equations are solved using the CFD software ANSYS FLUENT (ANSYS 2013). Pressure-based 
implicit solver is chosen to solve the unsteady governing equations. The PISO algorithm (Issa 1986) is used for 
pressure-velocity coupling, and the skewness correction and neighbor correction are set to be 0 and 1 respectively. 
The PRESTO method and the modified HRIC scheme are used for the discretization of pressure terms and volume 
fraction equation respectively (ANSYS 2013). The second-order upwind and first-order upwind discretization 
schemes are used for momentum and turbulence parameters respectively.  
2.2. Model Geometry and Grid 
A representative intake in the HKWDT system is studied as a generic design for assessing the interception capacity 
and flow characteristics. A physical model of 1:12 undistorted Froude scale is designed and constructed according to 
as-built drawings of the intake, covering the approach channel, the inclined barrier, the low flow channel (LFC), and 
the bottom rack. Experiments have been performed on a number of flow scenarios corresponding to different rainstorm 
return periods. The un-intercepted flow for each scenario is measured. Detailed model set-up and measurement 
techniques can be found in Lee et al. (2017).  
The CFD model is developed according to the exact dimensions of the physical model experiment (Fig. 1a). The 
approach channel consists of two parts: a 1000 mm long channel with a triangular bottom, which models the natural 
channel upstream of the intake, and a 167 mm long rectangular approach channel with a slope of 1:5.5. At the end of 
the approach channel, a 45 degree inclined transverse barrier of height h = 8mm spans across the channel until it meets 
the LFC of 25mm width, located to the left of the bottom rack (viewing downstream). The majority of the incoming 
flow passes through the bottom rack and plunges into the chamber below (the intercepted flow), while a portion of the 
inflow passes through the LFC onto downstream (the un-intercepted flow). For this supercritical flow diversion 
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problem, the bottom rack bars and details of the connection to the vortex intake are not modelled as they can be shown 
to have insignificant influence on the flow interception.  
The geometry and computational mesh of the model is developed using the GAMBIT software. The mesh consists of 
a total number of 127,668 cells (Fig. 1b). The barrier is discretized by 30 grids cells along its length and 3 grid cells 
across the width with a minimum grid size less than 3mm. Grid sizes gradually increase from the channel bed and the 
barrier region to the top atmospheric boundary and the upstream/downstream. The grid resolution is similar to that of 
a CFD study on a supercritical bottom rack intake (Chan and Lee 2018). 
(a) (b)                                                                        
Figure 1.  (a) The geometry and (b) computational mesh of the intake structure. 
2.3. Boundary and Initial Conditions 
The water flow rate and depth is imposed at the upstream boundary. The inflow water depth is estimated using a head-
discharge relationship determined from the physical model experiments (Lee et al. 2017). Turbulence quantities at the 
inlet are estimated as 











                                                                      (3)                         
 
(Rodi 1980), where 𝐼 = 0.16𝑅𝑒−1 8⁄  is the turbulent intensity of fully developed wall bounded flow; Re = uavgD / ν is 
the Reynolds number of the inflow, uavg is the mean inflow velocity, 𝑙 = 0.07𝐷 is a turbulence length scale, and D is 
the water depth at the inlet; and Cμ = 0.09 is a semi-empirical constant for eddy viscosity in the standard turbulence 
model. Zero gauge pressure is specified for the top atmospheric boundary and the two outlet boundaries. All the solid 
boundaries are taken as no-slip walls with the roughness height of 0.05mm and roughness constant of 0.5. 
All the simulations begin at time zero with a dry bed, and the flow develops from the inlet. The maximum Courant 
number is fixed to 1, and the minimum time step is 0.0001s. The initial velocity is set to be zero, and the turbulent 
kinetic energy and turbulent dissipation rate are set to be 1% of the values at the inflow boundary. The model 
simulations are carried out for six discharge conditions, ranging from 4L/s for typical rainstorm condition to 41.8L/s 
for a flood with a 200-year return period with climate change (Fig. 3). 
3. Results and Discussion 
3.1. Flow Profile 
The CFD model predictions of the depth profile are validated against experimental data. Water depth above the barrier 
is measured using a point gauge in the laboratory model. The comparison of the numerical prediction of water level 
above the interception barrier (taken as 50% air volume fraction) with data is shown in Fig. 2 for two typical flow 
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scenarios. It can be seen that the depth of water decreases gradually with distance from the upstream end of the barrier 
towards the LFC. The CFD model prediction shows the same trend as the data, although the observed water levels in 
all cases are somewhat higher than the numerical prediction near the upper side-wall area, which may be due to the 
uncertainty in wall friction.  
(a) (b) 
Figure 2.  Comparison of predicted water level along the transverse barrier (looking upstream) with data for (a) Q = 4 L/s, (b) Q 
= 26 L/s. 
3.2. Un-intercepted Flow 
The CFD predicted un-intercepted flow can be determined from the total water flow rate at the downstream end of the 
LFC, while the intercepted flow is obtained from the flow rate that passes over the barrier into the dropshaft (Fig.1). 
The predicted un-intercepted flow of the six typical scenarios are shown in Fig. 3. The predicted un-intercepted flow 
compares well with the laboratory experiment results, although it is in general smaller than the observed values. This 
may be attributed to the exclusion of bottom rack bars in the CFD model; the bar racks present a flow resistance and 
interaction between the flow above the racks and the LFC flow. A small portion of flow can also be conveyed 
downstream on top of the rack bars, in reality. It can be seen that the un-intercepted discharge increases with the 
increasing total inflow but not in proportion with the total discharge. For example, about 13% of flow is un-intercepted 
for Q = 4 L/s; however, the ratio of un-intercepted flow decreases to about 5% for a high inflow of Q = 41.8 L/s.  
When scaled to prototype flows, the computed un-intercepted flow ranges from 255 to 900 L/s, which is much larger 
than the designed maximum of 20 L/s. This confirms the field observations that the storm water conveyed to the 
downstream drainage system is more than originally designed.  
  
Figure 3.  Predicted and measured un-intercepted flow as a function of inflow.  
3.3. Flow Field  
The majority of the supercritical flow from the upstream approach channel comes across the barrier before going into 
the underground tunnel, while a small portion of flow goes directly to the LFC near the side. Fig. 4 shows the top 
views of the flow field for Q = 13.9 L/s as a typical example. It can be seen that flow is rather uniform along the 
approach channel before it encounters the barrier which leads to a flow direction change near the channel bottom (Fig. 
4a) but has little effect on the flow direction near the surface (Fig. 4b). It suggests that the lower part of flow is diverted 
into the LFC along the barrier, while the upper part of the flow skims across the barrier and is intercepted by the intake 
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dropshaft. Under a lower flow condition of Q = 4 L/s, the water depth is smaller, and a relatively larger portion (~ 
10%) of the flow is diverted to the LFC by the barrier. For high flow condition of Q = 41.8 L/s, the larger flow depth 
results in a smaller portion (~ 5%) of diverted flow by the barrier. The effect of the barrier diminishes with increasing 
flow discharge or depth. 
Fig. 5 shows the cross-sectional views of flow field at the intake structure and the LFC at different streamwise 
positions. It can be seen that near the inclined barrier, the water level inside the LFC is lower than the free surface 
level outside the channel, thus the flow goes into the LFC (Fig. 5a). The complex transverse flow field downstream 
of the leading edge of the transverse barrier can be seen in Fig. 5b. Beyond the downstream end of the barrier, the 
flow plunges onto the chamber below; driven by lateral free surface gradients, a small part of the LFC flow can be 
returned back to the intake (Fig. 5c). Fig. 5d shows the flow in the centerline longitudinal section—the incoming high 
velocity flow impinges on the barrier and is deflected upwards with a weak recirculation zone immediately 
downstream of the barrier. 
 
(a)  (b) 
Figure 4. CFD predicted flow field, top view (Q = 13.9L/s). (a) Z = 0.001m (near bed), (b) Free surface. Z is the normal distance 
from the channel bed. 
 
(a) (b) 
(c)  (d) 
Figure 5. (a)-(c) CFD predicted flow field at different cross-sections of the intake (Q = 13.9L/s). (a) X = 0m, (b) X = 0.008m, (c) 




A 3D numerical study of the supercritical flow over an interception barrier of a storm water diversion intake structure 
has been carried out using a CFD model with the VOF method. Model predictions of the water depth and un-
intercepted flows are in satisfactory agreement with measurements on a physical model. The flow interception 
performance has been analyzed under six storm water runoff conditions. As the total inflow increases, the un-
intercepted flow increases; the percentage of the un-intercepted flow to the inflow, however, decreases. The inclined 
barrier across the channel results in significant flow deflection and spilling over the barrier and complex three-
dimensional cross-currents between the main stream and the low flow channel. The near-bed flow is diverted into the 
low flow channel by the inclined barrier, contributing to a larger un-intercepted flow rate than designed. The numerical 
study provides insights into possible improvement measures for the intake structures. 
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Numerical simulation of intake structures like street inlets with supercritical flow 
conditions 
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Abstract: In order to localize inundation areas caused by heavy rainfall events, the capacity of street inlets (intake structure: 
connection between surface and underground drainage system) must be known. Physical as well as three-dimensional numerical 
model test runs were done to investigate the efficiency of common street inlets. The present paper deals with flow conditions of 
intake structures in detail. A numerical model with a simplified geometry of an intake structure (grate) with supercritical and 
turbulent flow conditions is used. The geometry consists of a rectangular channel with a longitudinal slope of SL = 5.0 % - 7.5 % 
and seven slots at the downstream end of the model (rectangular and triangular cross bars, slot width and cross bar width of 36 
mm). The upstream flow velocity v0 is between 1.0 m/s and 1.7 m/s with water depths h0 between 0.014 m and 0.025 m. An empirical 
approach is developed in the presented study to calculate the intercepted flow through each slot. The incoming velocity as well as 
the cross bar geometry can be found as the main influencing and limiting parameters on the discharge through the openings.  
Keywords: street inlet, intake structure, supercritical flow.  
1. Introduction 
According to an increasing number of heavy rainfall events, inundation areas have to be localized to manage urban 
flooding. When designing for exceedance, it is not sustainable to enlarge the underground infrastructures. Instead, 
drainage systems above the ground need to be developed. New design approaches are necessary considering the 
underground drainage system (minor system) as well as the surface runoff using topography and streets (major system) 
(Fratini et al. 2012). After Butler and Davies (2011) bidirectional coupled models (1D-1D as well as 1D-2D models) 
are capable of representing the interaction of the major and minor systems even under extreme flow conditions. The 
surface runoff is captured by street inlets (e.g. grate inlets) located at the same level as the road where the inlet is 
connected to the underground piped drainage system. Street inlets exist in four types such as grate inlets, curb-opening 
inlets, combination inlets and slotted drain inlets (Brown et al. 2009). Most of the coupled numerical models use a 
weir or orifice equation to calculate the discharge from the surface to the underground drainage system. Djordjevic et 
al. (2013) pointed out that the equations are not a sufficient reflection of the real flow conditions and uncertainties 
regarding the parameters in the equations exist.  
Several investigations based on physical models deal with the hydraulic efficiency of grate inlets neglecting the 
underground system, e.g. Spaliviero et al. (2000), Despotovic et al. (2005), Gomez and Russo (2005) and Guo and 
MacKenzie (2012).  
Using full scale physical and three-dimensional numerical models, Djordjevic et al. (2013) investigated the interaction 
between the above and below ground drainage systems with a grate serving as the intake structure. They pointed out 
that the three-dimensional numerical model was able to replicate qualitatively but not quantitatively the observed 
complex flow conditions at the grate inlet and identified the need for a better understanding of the interaction process 
between the above and below ground drainage systems.   
The aim of the present paper is to set up a three-dimensional numerical model of an intake structure like a grate inlet 
with cross bars in order to investigate the complex flow conditions in detail and gain greater insight over experimental 
observations (hybrid study). The surface flow is characterized by supercritical flow conditions caused by steep 
longitudinal slopes and therefore high velocities and small water depths. The hydraulic efficiency of grate inlets in 




2. Numerical Model Setup  
The CFD software FLOW-3D v.11.2 was used for the presented numerical simulations. RANS (Reynolds-averaged 
Navier-Stokes) equations are discretized by means of the finite volume method (FVM). The free surface is calculated 
with the Volume of Fluid method (VOF) (Hirt and Nichols 1981). The solution is calculated transient with a 
dynamically adjusted time step controlled by stability considerations (Flow Science Inc. 2016). 
The model geometry consists of a rectangular channel with Lx = 6.5 m in length and Ly = 0.17 m in width with a 
longitudinal slope of 5.0 % and 7.5 %. Due to a transverse slope of ST = 0 % two-dimensional flow conditions in the 
x-z-plane appear. At the downstream end of the channel seven slots (S1 to S7) with rectangular or triangular cross bars 
exist. On the basis of a common street inlet described in DIN 19583-2 (2012), the slot width and cross bar width was 
set to ds = db = 36 mm. The RNG-k-ε turbulence model was used. The surface roughness was k = 1.5 mm. The mesh 
size of the rectangular structured grid was in z-direction between 1.5 mm and 2.5 mm and in the x-y-plane between 
2.0 mm and 6.0 mm. Previous investigations with a similar geometry have proven the mesh independency (Kemper 
2018). The mesh size was decreased as well as increased for dx, dy and dz. Less than 2 % numerical uncertainty could 
be achieved in the Grid Convergence Index while comparing the flow velocities calculated with certain mesh 
resolutions, as defined by Celik et al. (2008). Approximately 10.5 Mio. cells were used. The upstream boundary 
condition was set to Volume Flow Rate and the Outflow boundary condition for the lower boundary as well as the slots 
(Zmin). In the presented model, test runs only supercritical flow conditions appear, therefore no backwater effects 
caused by the boundary conditions occur. Surface tension was not taken into account within the numerical model test 
runs. The discharge through each of the seven slots was determined by defining plane Baffles as a flux surface (100 
% porous, does not affect the flow, monitoring cross section) in each slot. The evaluated simulation time was 2 seconds 
after reaching steady state conditions with an output interval of 0.5 seconds.  
Table 1. Investigation program: numerical model test runs 
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3. Comparison with analytical and experimental approach 
3.1. Analytical approach: end overfall 
To validate the numerical model, an analytical approach of a plane free overfall is used with ds >> 36 mm and Q = QI,1 
with QI,i = intercepted flow through slot Si and i = 1,2, …, 7. The path of the jet can be described with the throw 
parabola equation: 
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Figure 1.  Numerical model: rectangular cross bars 
 
with g = gravity due to acceleration and v = mean velocity of the approaching flow. With supercritical approaching 
flow the streamlines are nearly parallel up to the end section, as described in Hager (2010) and proven with the 







where   
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is the slope of the lower nappe profile at the end section, X = x/h0, Zu = zu/h0 and ε = (Te/F0)² with Te = F0²/(0.4+F0²) 
and F0 = Froude number of the approaching flow. With a nearly constant jet thickness, the upper nappe profile can be 
expressed with Zo(x) = Zu(x)+Te. The results from the numerical model and from the analytical approaches are 
displayed in Fig. 2 (F0 = 2.79, h0 = 0.0165 m, v0 = 1.12 m/s). A good agreement between the simulated and analytical 
results can be observed with relative deviations below 3 %.   
 
Based on the Prandtl mixing length approach the logarithmic velocity profile can be calculated analytically with (Pope 
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with the (wall) shear stress velocity 𝑣∗ which can be expressed with uniform flow conditions upstream of the end 










Figure 2.  End overfall (SL = 5.0 %, Q = 3 l/s) 
 
where κ is the von Kármán constant with κ = 0.4 and C the integration constant. Following investigations done by 
Nikuradse, C can be expressed with C =1/κ · ln(30/k) in case of a rough wall (Martin and Pohl 2000). Fig. 3 gives the 
numerically and analytically calculated velocity profile. Good agreement between the analytical calculated and 
simulated results based on the used turbulence model and wall shear boundary condition can be proven.     
 
 
Figure 3.  Velocity Profile upstream of the end section with x = 5.5 m (red: Analytical, black: Numeric) 
 
3.2. Physical model test runs 
To validate the numerical model, results from physical model test runs are used. The physical models consists of a 
flume made of acrylic glass with LFlume,Lab = 10.0 m in length where the slope is adjustable in longitudinal direction. 
The bottom roughness is approximately 1.5 mm (roofing paper). The geometry of the physical model with only 
rectangular cross bars is the same as in the numerical model except the channel width, which is WFlume,Lab = 0.41 m. 
Therefore, the specific discharge q is the same in both models. Water depths were measured with ultrasonic sensors 
upstream of the slots where steady as well as uniform flow conditions were already reached (resolution of the sensors: 
0.18 mm with a reproducibility of ± 0.15 %, General Acoustics e.K.). Using platform load cells (Single Point Load 




time. Only supercritical flow conditions occur for all investigated discharges and slopes, and therefore no influence 
arises due to the physical outflow condition. A more detailed description of the physical model can be found in Kemper 
(2018). The water depths upstream of the slots can be calculated within the numerical model with good agreement to 
the measured water depths in laboratory (see Fig. 4).  
 
 
Figure 4.  Physical and numerical model results: water surface level (red: Laboratory, blue: Numeric) 
 
The discharge through each slot S1 to S7 is expressed dimensionless with RQ,i = QI,i / Q with i = 1,2,…,7. The results 
from the physical and numerical model are displayed in Fig. 5. A good agreement between the calculated and measured 
discharges can be observed. However, the calculated flow through each slot is slightly less than the measured 
discharge. As it can be seen in Fig. 6, slots S1 to S3 are completely covered by the water in the physical model whereas 
in the numerical model slot, S1 to S4 are completely covered.     
 
 
Figure 5.  Physical and numerical model results: dimensionless discharge through each slot 
 
A good accordance of the main flow characteristics such as water depth, flow velocity and intercepted discharge 
through each slot can be shown, when the numerical model results were compared to the analytical solutions and the 
physical model test runs.     
4. Results and discussion 
4.1. Flow Conditions 
Within all numerical model runs, supercritical flow conditions with water depths upstream of the slot between 
h0 = 0.014 m and h0 = 0.025 m and mean flow velocities between v0 = 1.0 m/s and v0 = 1.7 m/s occur. Three main 
flow conditions are defined concerning the local flow conditions at intake structures like grate inlets (Tab. 2). 





Figure 6.  Physical and numerical model: SL = 5.0 %, q = 17.65 (l/s)/m (flow direction: left to right, rectangular cross bars) 
 
The total amount of the approaching flow Qi is intercepted (efficiency of 100 %): 
𝑄Q,S = 𝑄S  (6) 
 
The height of the lowering of the jet z(x) with x = ds is more than the jet thickness which is equal to the water depth 
hi at the edge upstream of slot i with i = 1,2, …,7. 
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with hi = water depth and vi = mean flow velocity at the upstream cross bar edge. Regarding the necessary change of 
direction of the jet to be deflected downwards (incident angle α), β is set to approximately 1.5. If the height of the 
lowering of the jet z(ds) is approximately the jet thickness hi, Condition B appears, characterized by a splitting jet. The 














Table 2. Flow conditions at intake structure (grate inlet) 
 Slot width Description  
A ds > β dsn end overfall or throw parabola: QI,i = Qi 
 
B dsn  ≤ ds ≤  β dsn splitting jet 
 
C ds < dsn covered jet 
 
 
When the lowering of the jet z(ds) is less than the jet thickness and the remaining water height is sufficiently high to 
prevent splitting, Condition C results. With Condition C, the slow-moving layer at the ground level is deflected 
downwards, whereas the upper layer (frictionless external flow) reaches the next cross bar. A nearly constant velocity 
distribution can be assumed at the front edge of the cross bar. Due to the small cross bar width, a boundary layer can 
hardly be developed over the width of the cross bar (Schlichting and Gersten 2006). Hence, relatively high mean flow 
velocities occur. Within the presented hybrid study it was found by means of theoretical considerations and comparing 
with numerical model results that the intercepted discharge with Condition C can be estimated by: 
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with γ = geometry coefficient and Q = total discharge. In the following, the influence of the geometry is discussed and 
the analytical estimated discharges QI,i are compared to the simulated results. 
4.2. Cross Bar Geometry  
To describe the influence of the cross bar geometry, rectangular and triangular cross bars were investigated. The 
discharges QI,i through each slot are displayed for all model runs in Fig. 7. Overall, triangular cross bars are more 
efficient than rectangular cross bars. A total discharge of Q = 3 l/s is completely intercepted by the first four slots with 
a triangular cross section, whereas with a rectangular cross section five to six slots are necessary to catch the whole 
discharge. As investigated by Kemper and Schlenkhoff (2015), the shape of the upstream cross bar edge is a main 
factor to increase the hydraulic efficiency. Cross bars with circular or rectangular geometry lead to worse efficiency 
than cross bars with an inclined upstream face (e. g. triangular cross bars). Therefore, the jet is redirected downwards 
in a more sufficient way than with a rectangular cross bar (see Fig. 8, SL = 5.0 %, Q = 3 l/s). With a triangular cross 





Figure 7.  Numerical model results (Discharge QI,i): SL = 5 % (left) and SL = 7.5 % (right) 
 
With a total discharge of Q = 6 l/s, only Condition C occurs in all model runs. The intercepted discharge through each 
slot is decreasing with increasing slot number and with decreasing gradient. The flow velocities at each cross bar are 
remaining relatively high whereas the water depth is decreasing. Therefore, the ratio QI,i/Qi slightly increases with 
increasing slot number.  
 
 
Figure 8.  Numerical model results (Streamlines: Velocity Magnitude with SL = 5.0 %, Q = 3 l/s) S1: Rectangular Cross Bar 
(left) and Triangular Cross Bar (right) 
While comparing the simulated and calculated (Eq. 9) results, the empirical geometry coefficient is derived with 
γR = 1.3 and γT = 1.7. With the analytical/empirical approach (Eq. 6, 8 and 9), the simulated results can be estimated 
sufficiently with average relative deviations of 15 % (Fig. 9).  
5. Conclusions 
To validate the numerical model of an intake structure like a street inlet, an analytical approach of a simplified case 
as well as physical model test runs are used. The numerical model test runs provide good accordance to both the 
analytical and the physical model approach regarding the main flow characteristics such as water depth, flow velocity 
and intercepted discharge through each slot. The numerical model test runs have demonstrated that three flow 
conditions appear concerning the local flow conditions at intake structures like grate inlets with supercritical flow. 
Condition A can be described by the end-overfall after Hager (2010) or, alternatively, by the throw parabola. With 
Condition B, a splitting jet occurs with splashing water. In case of Condition C, the slot is completely covered by the 
water and a certain proportion is intercepted by the slot – depending on the approaching water depth and flow velocity. 
With a triangular cross bar geometry, the total amount of the discharge through the slots can be increased compared 
to rectangular cross bars. In the presented study, an empirical approach was derived to identify the flow condition and 








Figure 9.  Numerical and calculated (Eq. 6, 8 and 9) results (left: rectangular, right: triangular) 
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Abstract: A free surface vortex is a mass of water rotating around an axis which at a low intensity of rotation results in a dimple 
at the water surface and at a high intensity of rotation can result in an air-core at its center. Air-core vortices can occur at intakes 
withdrawing water from reservoirs. Existing vortex models provide general information about the symmetric vortex structure. The 
aim of the present study was to examine the vortex structure at the critical submergence condition occurring in an approach flow 
which results in a non-symmetric velocity distribution and structure of the vortex throughout the flow depth. A steady strong air-
core vortex over a bottom intake was created in a recirculating flume in which the water depth, mean velocity of the approach 
flow, and intake discharge could be adjusted. A combination of flow visualization and detailed PIV data allowed the asymmetric 
structure of the strong air-core vortex in an approach flow to be studied. Flow visualization was used to observe the formation and 
evolution of the three-dimensional structure of the air-core. Planar particle image velocimetry (PIV) was used in a series of 
horizontal and vertical planes to reconstruct the three-dimensional structure of the (strong air-core) vortex. Analysis of this data 
revealed an asymmetric vortex structure in the horizontal plane throughout the flow depth due to the approach flow creating a 
mixing zone upstream of the vortex.  
Keywords: Vortex structure, asymmetric vortex, velocity distribution, bottom intake, PIV, flow visualization. 
1. Introduction   
Free surface vortices occurring at the intakes of hydraulic systems such as hydropower stations and pump intakes can 
cause serious technical problems in the hydraulic systems such as air entrainment, vibration and the deterioration of 
pump or turbine performance. Most investigations of free surface vortices have focused on the risk of air entrainment 
at given flow parameters. The surface disturbance caused by a vortex increases from small coherent surface swirling 
motions to fully developed air-core vortices as the vortex strength increases. Denny (1956) named and characterized 
different stages in development of air entraining vortex. Figure 1 shows the classification of different vortex types by 
Hecker (1987).  As the distance between the top of the intake and the free surface reduces, the strength of the vortex 
increases. A critical submergence is defined as the depth just greater than that at which air entrainment occurs. 
 
Figure 1. Vortex type classification (Hecker 1987). 
Previous studies predicting critical submergence have investigated the effect of anti-vortex devices on the 
characteristics of the vortices and on the critical submergence under different conditions. Conditions investigated 
include a change in the angle of the approaching-flow to the direction of the main flow, use of different shapes of the 
intake mouth for different flow conditions, adoption of different intake cross sections and displacement of the intakes 
vertically or horizontally. The majority of these studies have been experimental or analytical, e.g., Anwar (1968), 
Gulliver and Rindels (1987), Hite and Mih (1994), Jain et al. (1978), Borgei and Kabiri-Samani (2010), Naderi et al. 
(2013, 2014) and Shemshi and Kabiri-Samani (2017). In addition to the studies on critical submergence, theoretical 
and experimental investigations have been conducted on the hydraulic characteristics of vortices. The classic Rankine 
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Where 𝑉𝜃 is the tangential velocity, 𝑟m is the radius at the maximum tangential velocity and Γ is the maximum 
circulation of the vortex. Odgard (1986) used Burgers (1948) Model of stable vortex, obtained by balancing axial 
stretching with viscous diffusion, assuming a linear profile of axial velocity from the bed to the free surface. Using 
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Mih (1990), using a large number of experimental data, modified the Rankine vortex model and proposed a formula 
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2                                                                                                 (4) 
This equation is known as the modified Mih formula, where 𝑚1 = 0.928  and 𝑚2 = −0.7. Several experimental 
studies of the velocity distribution or vortex flow field have used Acoustic Doppler Velocimetry (ADV) or Laser 
Doppler Anemometry (LDA) (Hite and Mih 1994 and Sarkardeh et al. 2010). The main disadvantage of using such 
point measurement systems is the lack of spatial information. Particle Image Velocimetry (PIV) improve on this 
deficiency. An advantage of PIV in turbulent flow fields is that turbulence statistics, such Reynolds stresses, can be 
derived from the two-dimensional velocity fields (Wang et al. (2011)). Li et al. (2008) used PIV to get a laminar flow 
field of a free surface vortex. Rajendran and Patel (2000) and Okamura et al. (2007) studied time-averaged velocity 
fields of a spiral vortex at a pump-intake using PIV. Suerich-Gulick et al. (2014) have studied the vortex flow field 
using PIV to develop an analytical model. Moller et al. (2015) and Mulligan et al. (2016) have conducted experimental 
studies about air-entraining vortices and effect of the approach geometry on the vortices providing useful information 
about the vortex structure subsequently. However, the detailed flow structures of a strong air-core vortex under critical 
submergence have yet to be explored. A better understanding of this phenomenon is required both for basic research 
and for applied engineering systems. 
 
In the present study, a stable air-core vortex under the critical submergence condition for a bottom vertical intake 
located in a wide flume was developed. PIV was used to obtain horizontal sections of the velocity vector fields at 
intervals over the depth in addition to two vertical sections upstream of the intake. This allowed for a detailed 
description of the three-dimensional structure of vortex and the approach flow.  The observations were validated by 
using the tangential velocity in the horizontal plane.  
2. Experimentation 
2.1. Water Channel and Intake System 
A glass-walled and Plexiglas-bottomed re-circulating water channel 4.95 m long and 1 m wide situated at the Laser 
Laboratory of Department of Civil Engineering, National Chung Hsing University, Taiwan was used for the 
experiments. Reservoirs at each end of the water channel, one for the inlet flow (1.55 m long, 1 m wide and 1.4 m 
deep) and the other for outlet flow (1.55 m long, 1 m wide and 1.4 m deep), were installed. In the lower region of the 
upstream reservoir, a multi-layered and perforated energy dissipating section ensured the inflow was uniform and free 
of circulation (energy dissipation system includes a large number of vertical pipes with 5mm diameter and 100 mm 
height). A digitally-controlled centrifugal pump circulated the flow from the upstream reservoir through the test 
section to downstream reservoir and around again. The test section dimensions were 2 m long, 1 m wide and 0.4 m 
high. To create a steady air-core vortex, a horizontal plate with a streamlined leading edge and dimensions of 2 m 
long, 1 m wide and 10 mm thick was placed parallel to the bottom glass of the water channel whose vertical position 
could be adjusted (in the range of 10 to 100 mm) to modify the submergence. 
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A vertical pipe having an inner diameter of 94 mm was installed on the midline flush with the top surface of the 
adjustable submergence plate and 1.25 m from its leading edge. It passed through the bottom Plexiglas of the water 
channel where a second digitally-controlled centrifugal pump controlled the flowrate, thus forming a bottom intake 
system. The water extracted through the bottom intake passed through an upside down U-shaped pipe and was expelled 
into the end of the downstream reservoir. To enhance the asymmetry of the approach flow and promote the formation 
of a strong air-core vortex, a vertical plate (1.75 m long, 0.5 cm high and 10 mm thick) was placed parallel to the 
downstream left wall at a distance of 208 mm.  The intake was, therefore, 282 mm from the left plate and 500 mm 
from the right-side wall (see Figures 2 and 4). In the present study, the water depth of approach flow over the horizontal 
plate was set to 118 mm. The mean velocity of the approach flow was set to 66 mm/s and the bottom intake flow was 
set to be 665 mm/s. Under these conditions, a strong stable free-surface vortex with an air core is produced having a 
critical submergence of 118 mm. 
 
Figure 2. Schematic diagram of experimental setup: (a) side view and (b) top view. 
2.2. PIV and Flow Visualization Setup 
A continuous Innova 300C Argon laser was used for illuminating the fields of view by providing a 2-mm thick light 
sheet. Each horizontal view was produced from eight different fields of view (FOVs) (see Figure 3). The high-speed 
camera, a Phantom Miro eX4 with an 800×600 pixels resolution equipped with a Nikon 50mm camera lens, was 
oriented perpendicular to the laser sheet.  The camera and laser pulses were synchronized at 100 fps with an exposure 
time of 10 ms. The total acquisition time for each test was 42 s corresponding to 4411 images. The camera was placed 
under the flume for horizontal laser sheet images and on the right side of the flume for the vertical images. Aluminum 
powder, having a purity and particle diameter of 99% and 1µm, respectively, was used as tracer particles. Horizontal 
PIV images were obtained at three elevations, 0.25h, 0.5h and 0.75h, where h is the water depth in the flume (fixed at 
118 mm in all the experimental tests) (See Figure 4 (a)). The PIV measurements producing vertical sections parallel 
to the flume walls were obtained at two locations, Y=0 cm and Y=6.5 cm from the intake axis (See Figure 4 (b)).  
 




Figure 4. Schematic of PIV and flow visualization setup; (a): Horizontal PIV images (side view of the flume); (b) Vertical PIV 
images (plan view of the flume). 
2.3. Coordinate System 
The origin of the coordinate system is located at the origin of the vortex core. The horizontal axis, X, is in the stream-
wise direction of the uniform flow of the channel and parallel to the horizontal plate, the transverse (or span-wise) 
axis, Y, is horizontal and normal to the X-axis (positive to the downstream left), and the vertical axis, Z, is oriented 
upwards. A cylindrical coordinate system is also used in which in the horizontal plane the radial velocity, Vr, is 
outwards and the tangential velocity, Vθ, is perpendicular to the radial velocity (anticlockwise) and tangent to the 
velocity of the rotating fluid. 
3. Experimental Results and Discussion 
3.1. Flow Visualization 
This work focuses on the 3D structure of a vortex, a steady, incompressible and asymmetric rotational flow, under 
approach flow and critical submergence conditions. The focus of the present study is to elucidate the flow structure 
of an air-core vortex in an approach flow in general with a more comprehensive study of the flow field upstream of 
the vortex. A schematic view of the flow structure of the mixing zone due to the interaction of the vortex and approach 
flows is shown in Figure 5. The vortex flow particles move along helicoidal path-lines around the vortex core (with a 
small displacement towards the (+x, -y) direction) in which counterclockwise rotation of the vortex is in the –Y 
direction. Thus, on the right and left sides of the vortex core, all the vortex flow particles move in the positive and 
negative X-directions, respectively (see Figure 4). Furthermore, the horizontal velocity component of particles in the 
X-direction, U, on the right and left side of the vortex are positive (+U) and negative (-U) values, respectively. At the 
upstream face of the vortex, the approach flow moves in the positive X-direction, +Uapp, and decelerates as it nears 
the vortex and meets the tangential vortex flow. This creates a turbulent mixing zone centered on the line where the 
approach flow velocity is reduced to zero, which occurs on the left side of flume where the approach flow and 
tangential velocity are in opposing directions. As shown in Figure 5, the steady air-core vortex flow obstructs the flow, 
in a manner similar to that of a pier in a river flow, causing a long curved horizontal horseshoe vortex in the mixing 
zone spanning half the flow width. In this mixing region, the horizontal vortex flow rotates about an axis in the 
diagonal plus X minus Y-direction. The mixing zone flow particles, therefore, move along a helicoidal path, starting 
from the left side of the flume upstream of the air-core vortex and spiraling in to join the air-core vortex in the middle 
of the flume where the vortex and the approach flow velocities are aligned. The approach flow particles flow above 
and below this horizontal vortex at relatively low and high speeds, respectively. The exact location of the horizontal 
mixing zone vortex varies over time. The flow visualization technique used in both horizontal and vertical planes 
revealed more information about the physics of the mixing zone and its effect on the main vortex structure.  





Figure 5. Schematic diagram of vortex, mixing zone and approach flow. 
In previous studies on the vortex structure based on the Rankine Vortex Model, it is usually assumed that the fluid 
moves in a closed completely symmetric and circular path.  However, the effect of the approach flow is to cause the 
flow’s trajectory to be asymmetric. Figure 6 shows a series of fine resolution streak-line images captured using the 
flow visualization technique for all the FOVs of Figure 3 at a depth of  
ℎ
𝑧
= 0.75. Note that all the adjacent field of 
views shown in Figure 6 have 30% overlap. Particle path-lines shown in Figure 6 illustrate the velocity of the fluid: 
the longer the path the higher the velocity. A detailed inspection of Figure 6 reveals that the path-lines in FOVs #2 
and #1 are shorter than those of the other FOVs, thus have a lower velocity. In a plan view, it can be observed that as 
the approach flow and the tangential velocity of the air-core vortex approach each other in the mixing zone (FOVs #1 
and 2), both velocities start to decrease and reach zero along the yellow line shown in Figure 6. Images using the flow 
visualization technique for vertical FOVs are shown in Figure 7. The evolution of the flow structure in the mixing 
zone is shown by the vertical sections at Y=0 cm and Y=6.5 cm in three images at four second time intervals. For the 
vertical FOV aligned with the intake, Y= 0 cm, a small horizontal eddy (-Y vorticity) was observed for t = 0 s in which 
the approach flow was dominant shown by the longer streak-lines (Figure 7(a)). In Figure 7(b) four seconds later, the 
initial structure breaks down into a vortex pair; two small horizontal vortices with opposite-signed vorticity form in 
which the approach flow divides flowing above and below the vortex pair. By t = 8 s, the vortex pairs are joined again 
into a small coherent eddy (-Y vorticity) on the upper side of the intake (Figure 7(c)). In summary, the vertical flow 
visualization images at Y=0 cm illustrates the high velocity of the flow below the horizontal mixing zone vortex. The 
vertical FOV at Y=6.5 cm shows the air-core vortex flow particles moving in the negative X-direction (Figure 7 (d, e 
& f)). In these images, the mixing zone rotating core can shift in the X-direction and is on average located further 
from the air-core vortex flow. These images show that the mixing zone vortex is unsteady and varies in strength and 
location. The instantaneous flow pattern captured in Figures 6 and 7 are further supported by the time averaged PIV 






   
                                                         
   
Figure 6. Instantaneous streak-line images for horizontal FOVs at Z=0.75h. 
 
    
   
Figure 7. Instantaneous streak-line images for vertical FOVs at: (a) Y=0 cm at t= 0s; (b) Y=0 cm at t= 4s; (c) Y=0 cm at t= 8s; 
(d) Y=6.5 cm at t= 0s; (e) Y=6.5 cm at t= 4s; (f) Y=6.5 cm at t= 8s. 
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3.2. Velocity Fields by PIV 
Time averaged velocity vector fields for each FOV of Figure 3 are obtained using the PIV technique. All eight FOVs 
are merged into one in Figure 8 to show the time averaged velocity vectors of the air-core vortex at Z = 0.75h. The 
flow pattern indicates the asymmetric structure of the air-core vortex due to the effect of the approach flow (with 
higher velocities downstream right). The mixing zone is recognized as the white diagonal region upstream of the 
vortex core in which the velocity in the downstream direction is zero. The time averaged vertical PIV velocity fields 
are shown in Figure 9 in which the interaction of the approach flow and the vortex flow is seen. The instantaneous 
streak-lines seen in the vertical section at y= 0 cm in Figure 7 illustrate a recirculation cell with -Y rotation about a 
span-wise axis located approximately at mid-depth. This results in a sweep of flow below the recirculating cell due to 
alignment of the velocities and a reduction in the flow velocities above the cell as the velocities are in opposing 
directions. In the time averaged PIV velocity vector field at Y=0 cm (Figure 9 (a)), a high velocity region is seen at 
lower depths and at higher elevations a stagnation region is seen upstream of the air-core vortex. In the time average 
PIV velocity vector field at Y=6.5 cm (Figure 7 (b)), a horizontal vortex is clearly seen upstream of the air-core vortex 
(X = -7.5 cm) and at 1/3 the depth (Z = 4 cm). Above this, high velocity vectors in the upstream direction are seen due 
to the rotation of the air-core vortex. The location of the mixing zone line, defined as the location of zero velocity in 
the X-direction (the velocity is vertically down), is located upstream of the air-core vortex at X = -15 cm. This can be 
compared to a location of X = -5 cm in the Y= 0 cm section. 
 
 
Figure 8. Velocity vector field of horizontal PIV at Z=0.75h. 
 
 
Figure 9. Velocity vector field of vertical PIV at: (a) Y = 0 cm; (b) Y = 6.5 cm. 
Based on the observations from the vertical PIV velocity fields, it can be noted that where there is a recirculating cell, 




Theoretically, if there is a rotating cell downstream of the mixing line, there might be another rotating cell upstream 
of the mixing line rotating in the opposite direction.  
3.3. Tangential Velocity Distribution in the Vortex Structure  
Detailed velocity information was extracted from time averaged PIV velocity fields. Figure 10 shows the tangential 
velocity distribution (averaged over all radial directions) of the asymmetric air-core vortex at an elevation of 0.5 h 
compared to the models of Rankine (1858), Odgard (1986) and Mih (1990). In addition, the tangential velocity 
distribution of the vortex at four cardinal positions (0° ± 10°, 90° ± 10°, 180° ± 10°, and 270° ± 10°) at Z = 0.5h is 
plotted in Figure 10. The average tangential velocity profiles are similar in shape over the flow depth (0.25h and 0.75h 
not shown) with a higher peak velocity at 0.5h. The tangential profiles from the experimental data in Figure 10 are 
closest in shape to the Rankine Model but with a lower peak and difference in the logarithmically decreasing free 
vortex region outside the forced vortex core. This confirms the experimental results of Sun & Liu (2015) who observed 
the maximum tangential velocity of the air-core vortex at an elevation of Z = 0.58h.  
 
 
Figure 10. Tangential velocity distribution versus the radial direction. 
The asymmetry of the vortex in the approach flow seen qualitatively in the flow visualizations is confirmed in the 
plots of the tangential velocity distributions determined at the four different radial positions (0°, 90°, 180° and 270°). 
The location of the peak tangential velocity is defined as the border of forced and free vortex zones. Its radial location 
is relatively constant at r = 8 cm and of similar magnitude (24 cm/s) except at 270° where it is higher (34 cm/s) due 
to the alignment of the tangential vortex and approach flow velocities. The rate of decrease in the magnitude of the 
tangential velocity is smaller downstream of the vortex than upstream of the vortex. This is due to the effect of the 
mixing zone upstream of the vortex and the region of alignment of the approach flow and tangential velocity leading 
up to the position downstream of the vortex.  
4. Conclusion 
The flow structure of a strong stable air-core vortex in an approach flow was studied using PIV and flow visualization 
techniques in both horizontal cross-sections and vertical sections. The interaction of the approach flow and the air-
core vortex results in an asymmetrical vortex structure characterized by a mixing zone upstream of the vortex where 







































horizontal vortex forming along the diagonal line of the mixing zone at half depth, starting from the flume wall and 
joining the air-core vortex at its upstream edge.  A rotating cell (-Y direction), a section of the horizontal curved vortex 
tube, was observed in the two vertical fields of view. This rotating cell splits the approach flow into two streams, one 
sweeping below with a higher velocity and the other flowing above at a lower velocity. The cross-sectional velocity 
data allowed for observation of the variation in the tangential velocity profiles, which confirms the asymmetry of the 
air-core vortex in an approach flow. 
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Abstract: The occurrence of a vortex at an intake may lead to air-entrainment and reduce the discharge rate through the intake. 
Entrained air entering the high-speed penstock flow may cause serious damage to either the water conveyance system or the 
turbines in the hydropower station. As the submergence at the intake decreases, the vortex increases in power. At the critical 
submergence, the rotational velocity of the vortex reduces the pressure at the centre of the vortex sufficiently to result in a lowering 
of the water surface and the formation of an air-core that, at the limit, allows air to enter the intake. In this experimental research, 
the effect on the critical submergence of the intake shape and of geometrical parameters (length, height, mesh solidity and 
perforation diameter) of a cross-vane vortex inhibitor have been studied. Comparing the experimental results to a vertical pipe 
intake indicated that the critical submergence is somewhat reduced for an ogee-shape intake at low flow rates, and that the ogee 
intake with a cross-vane vortex inhibitor significantly reduces the critical submergence, and the reduction increases as Froude 
number decreases (for Fr = 0.5 to 3.2) with little dependence of the geometry of the cross-vanes (within the parameter range 
studied).  
Keywords: Vortex, critical submergence, anti-vortex devices, vertical intake, ogee-shape intake, cross-vane vortex inhibitor.  
1. Introduction 
Dams are built to create reservoirs for use in hydropower, irrigation, drinking water supply and supply for industrial 
systems. Intake structures collect and convey the water to an outlet or a hydropower system through a penstock. The 
hydraulic performance of the intake structure plays an important role in determining the flow rate in the water 
conveyance systems. Sedimentation, surface waves and vortices can adversely affect the intake performance and may 
even endanger other parts of the water conveyance system. Vortices forming at the intakes can cause performance 
problems such as vibrations, air-entrainment and a reduction of the discharge rate of the intakes, thus motivating 
research on inhibiting intake vortex formation. Critical submergence, SC, is defined as the minimum distance between 
the free surface and the intake mouth at which air-entrainment does not occur. If the intake submergence, or the head 
of the water at the intake, is less than SC, it is probable that a strong air-core vortex develops, which may entrain debris 
and air pockets into the water conveyance system. It is, therefore, critical to maintain a submergence greater than the 
critical submergence year-round; a more challenging task during the dry season. Thus, prevention of or decrease in 
vortex formation is sought. A common solution is to use anti-vortex devices or vortex inhibitors to decrease the value 
of SC. According to the vortex classification of Hecker (1987), vortices can be divided into six different categories 
(Figure 1) ranging from the swirling of a coherent water surface to a fully developed air-core vortex. Hecker’s 
classifications, VT5 and VT6, are the vortices which can entrain air bubbles and air pockets into the intake structure 
and therefore occur at submergences greater than critical submergence. Critical submergence occurs at classification 
VT4. Most of the previous research has considered VT5 as the critical vortex while the critical vortex is defined as 
the strongest vortex which has no air entrainment. 
Previous research on vortices can be divided into two different topics: 1) studies on the vortex structure and hydraulic 
characteristics of the vortex flow (Rankine (1858), Odgard (1986), Rosenhead (1930), Mih (1990), Levi (1991), Hite 
& Mih (1994), Chen et al. (2007), Li et al. (2008), Wang et al. (2011a), Suerich-Gulick et al. (2014), Cristofano et al. 
(2014), Sun and Liu (2015) and Rudolf and Klas (2015)), and 2) discharge specifications, critical submergence and 
anti-vortex devices in the vortex flows ((Daggett and Keulegan (1974), Jain et al. (1978), Anwar and Amphlett (1980), 
Gulliver et al. (1986), Yildirim and Kocabas (1995), Borghei and Kabiri Samani (2003), Sarkardeh et al. (2010), 
Tastan and Yildirim (2010), Wang et al. (2011b), Naderi et al. (2013, 2014), Yang et al. (2014), Tastan (2016), Hashid 




Figure 1. Types of vortices. 
More general experimental studies using physical models were conducted up to 40 years ago while the majority of 
recent studies have been undertaken to solve particular prototype problems in hydropower plants or pump stations. 
Under such conditions, implementing a comprehensive set of experiments can establish some guidelines for design 
engineers. Table 1 presents selected examples of such guidelines.  
 
Table 1. SC prediction formulas as a function of intake Froude number. 




= −0.25 + 3.3 √𝐹𝑟 
D and Fr are intake diameter and 
Froude number respectively 
Reddy and Pickford (1972) 
𝑆𝐶
𝐷
= 1 + 𝐹𝑟  
Rindels and Gulliver (1983) 
𝑆𝐶
𝐷




= 1 + 2.3 𝐹𝑟 
When the potential for vortex 




= 5.3 − 2.5 𝐹𝑟−0.45 0.26 ≤ Fr ≤ 1.2 
 
Naderi (2013) demonstrated that the bell-mouth intake concentrates the vortex as it enters the intake due to a reduction 
in the intake diameter at lower elevations. Naderi (2014) indicated that combining bell-mouth intakes with vertical 
anti-vortex plates not only increases the discharge coefficient of the intake but also decreases the critical submergence. 
Hashid et al. (2015), through experimental studies on horizontal bell-mouth intakes, introduced the ’Sensitivity 
Parameter’ of intakes that quantifies the increasing sensitivity of the performance of intakes at lower flow rates.  
Based on Borghei and Kabiri-Samani (2010) and Naderi (2013 & 2014), anti-vortex devices are essential for 
eliminating the rotational flow effects on the intake structure and discharge coefficient and for reducing the critical 
submergence, SC. In this study, an ogee-shaped bell-mouth intake was investigated and chosen due to its acceptable 
performance at lower discharge rates. A parameter study of the ogee-shaped intake combined with a cross-vane vortex 
inhibitor, with a range of geometrical parameters (length, height, solidity and perforation diameter of the vanes), was 
used to determine the optimum combination over a range of flow rates (intake Froude numbers) with the aim of 
providing basic guidelines for engineering projects.  
2. Experimental Equipment, Methodology and Dimensional Analysis  
Flume experiments of a uniform approach flow to a vertical intake were undertaken in the hydraulics laboratory of 
the University of Tabriz. The flume consisted of a short straight section 1 m long and 1 m wide followed by a semi-
circular end section of 1 m diameter. The vertical intake of 0.4 m height and 70.4 mm diameter (D) was placed 
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centrally at the end of the straight section or, equivalently, at the origin of the semi-circular end section as shown in 
Figure 2.  To provide a uniform and steady approach flow, a constant head tank (with an overflow) supplied the flume 
via a vertical diffuser pipe located behind a 0.1 m thick sand screen and 0.2 m from the upstream end of the flume.  
The flow into the intake was conveyed to a downstream flume, where the discharge was measured using a V-notch 
weir. The water depth in the test chamber and just upstream of the V-notch weir (at locations noted in Figure 2) was 
measured with ultrasonic water level meters at 4 Hz. Side wall and bed friction effects on the vortex flow in the 
experimental model was negligible due to a clearance of 7D and 6D, respectively (meeting the criteria of > 4D, Anwar 





Figure 2. Schematic diagrams (a) side view of the experimental set-up; (b) plan and side views of the test chamber. 
A parametric experimental study of the critical submergence at an ogee-shaped intake mouth with and without a cross-
vane vortex inhibitor was undertaken and compared to that for a simple pipe intake. The ogee-shaped intake mouth 
(mounted on the pipe intake) had a height 35 mm as shown in Figure 3 (a). The crossed vane vortex inhibitor was 
made of perforated vertical plates fixed cross-wise on top of the intake mouth as shown in Figure 3 (b).  The vertical 
plates were made of aluminum whose length, height and perforation diameter varied from 2 to 2.5D, 0.25D to D, and 
0.08D to 0.11D, respectively. The perforations were uniformly distributed and resulted in a plate solidity of 0.65 and 
0.58 for the perforations of 0.08D and 0.11D, respectively. The experimental parameters tested are shown in Table 2.   
As the aim of the experiments was to determine the critical submergence, an experimental flow was established with 
a steady, stable critical vortex (defined as just prior to air-entrainment occurring, VT4). This was achieved by setting 
the submergence level in the test chamber by controlling the flow at two sections: 1) between the constant head tank 
and the flume using a butterfly valve to control inflow, 2) under the test chamber downstream of the vertical intake 
using a guillotine valve to control outflow. For each of the 640 experiments, the discharge rate was set and the 
submergence adjusted until a steady, stable vortex was produced. Once the vortex was stable for 15 minutes, the 
hydraulic parameters (discharge and submergence) were recorded. It was considered important for the vortex to be 
steady to scale the results up to the prototype scale. This differs from previous works in which an unsteady vortex was 
created under either increasing or decreasing submergence conditions, and whose results may have limited application 
to prototype vortices (Azarpira et al. 2014, Yang et al. 2014, Monshizadeh et al. 2017, Sarkardeh 2017, Shemsi and 




not described clearly. For example, Shemsi and Kabiri-Samani (2017) have conducted 400 sets of experiments 
studying swirling flows using the PK-shaped intake mouth without precisely stating their method of recognizing the 
critical vortex. 
 
Table 2. Test variables. 
Parameters 
(Unit) 
Intake mouth Discharge rates (Q, l/s) 
Perforation diameter of 
vertical meshed vanes (di) 
Dimensions of vertical 




2 – 10 (36 different 
flow rates) 
d1=0.11D, d2= 0.08D 






Figure 3. (a) Dimensions of ogee-shaped intake mouth; (b) Cross-vanes: vertical perforated plates. 
 
Dimensional analysis can be used to determine the important dimensionless parameters in this experimental study. 
The vortex formation is determined by the geometry of the intake and the cross-vane vortex inhibitor (D, LP, HP, d), 
the flow conditions (V, g, Γ), and the fluid properties (ρ, μ, σ). The critical submergence, SC, for the present study can 
therefore be expressed by the following equation:  
 
S𝐶 = 𝑓1(ρ, μ, σ, g, V, D, 𝛤, 𝐿𝑃, 𝐻𝑃, 𝑑)                                                                                                                  (1)  
 
Where, 𝜌, 𝜇, 𝜎, 𝑔, 𝑉 and 𝛤 are density, dynamic viscosity and surface tension of water, acceleration due to gravity, 
discharge velocity and initial circulation. Using Buckingham Π Theorem, a functional equation for the dimensionless 

























)                                           (2) 
  
Where Re, Fr, K and We are the intake Reynolds number, intake Froude number, intake Kolf number and intake Weber 
number, respectively. The circulation is dependent on the Froude number, the vortex chamber geometry, and the 
approach flow conditions (Sarkardeh et al. 2010). The Kolf number depends on the value of the intake discharge, the 
tank geometry, and the approach geometry (Zaloglu 2014). Based on Sarkardeh et al. (2010) and Zaloglu (2014), Kolf 
number effects can be omitted because the vortex test tank and intake geometry were constant during the experiments 
and did not impose any circulation. It should be mentioned that the neglected Kolf Number is related to induced 
circulation and not the natural circulation of the flow. The Weber number and Reynolds number can be neglected if 
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the experiments are conducted at sufficiently high Re and We numbers above the criteria identified in Table 3 such 




Table 3. Range of Weber and Reynolds numbers recommended so that the effect of the surface tension and viscosity can be 
neglected. 
Researcher Re We 
Daggett & Keulegan (1974) Re≥ 3 × 103 We ≥ 120 
Anwar et al. (1978) Re≥ 104 We ≥ 100 
 














)                                                                                                                                                        (3)  
3. Experimental Results and Analysis 
The performance of the ogee-shaped intake with and without the cross-vane vortex inhibitor will be compared to the 
experiment of the simple pipe intake and three predictive equations (Berge 1966, ASCE 1995, Moller 2013). The 
experiments were performed at values of Reynolds number and Weber number above 31740 and 158, thus meeting 
the criteria required to neglect them. Figure 4 presents the results of the simple pipe intake experiments and compares 
them to the three equations from Table 1 above.   
 
 
Figure 4. Dimensionless submergence versus Fr for the simple pipe intake. 
The data and predictive equations demonstrate that critical submergence, SC, increases as a function of Froude number, 
Fr. The differences between the present study and the predictive equations from the literature could be explained by 
the exact definition of critical submergence (i.e. with or without air-entrainment) and due to differences in intake 
diameter or tank geometry. A best fit empirical equation for the critical submergence of the current simple intake (with 




= 3 Fr0.248                                                                                                                                 (4) 
 Eq. (4) is valid within the experimental range of 0.62 ≤ Fr ≤ 3.0. Experiments over the same range of flow rates with 























Froude numbers (Fr < 1.2) or equivalently lower discharges. A best fit equation for critical submergence, SC, for an 




= 2.67 Fr0.416                                                                                                                                         (5) 
Eq. (5) is valid within the experimental range of 0.75 ≤ Fr ≤ 2.6. A function of performance variable is defined in Eq. 














× 100%                                                                                                                                 (6)  
 
Where 𝑓(𝑃) is the function of performance (%) and (
𝑆𝐶
𝐷




)𝑛  is the normalized critical submergence being compared. The average performance of an ogee-shape intake 
over the Froude number range of 0.62 to 3.0 is 5.5% (i.e. a reduction of critical submergence of 5.5%) as shown in 
Figure 5.   
 
Figure 5. Dimensionless critical submergence and functional performance of an Ogee-shaped intake versus Fr compared to the 
simple intake. 
A cross-vane vortex inhibitor with a range of lengths, heights and perforation diameters was investigated to determine 
its effect on the critical submergence of the ogee-shaped intake. The variation of the critical submergence as a function 
of Froude number with lengths of 2D or 2.5D and heights of D/4, D/2, and D with a perforation diameter of 0.11D is 
shown in Figure 6. Except at the highest Froude numbers (Fr > 2.5), the cross-vane vortex inhibitor reduced the critical 
submergence values. Figure 7 presents the results for the same geometrical variation of the vortex inhibitor but with 
perforation diameters of 0.08D. Both figures indicate that and ogee-shaped intake with cross-vane vortex inhibitor 
also results in increasing critical submergence at increasing Froude number. When compared to the simple intake, the 
critical submergence is increasingly reduced as the Froude number decreases below 2.5. The best fit equations for 
subsets of data are provided in Table 4. Modifying the geometry of the cross-vane vortex inhibitor results in little 
change to the general trend as shown in these equations, the functional performance values for each case at three 

























Eq. (4) - Simple intake
Ogee-Shape





Figure 6. Variation of SC/D versus Fr for different vertical meshed plates (di =0.11D); (a): LP=2D, (b): LP=2.5D. 
 
 











































































Table 4. Best fit equations for subsets of data. 
Type of vertical meshed plates Best fit equation R2 
(2D×D)-di=0.11D S𝐶
𝐷






















A best fit empirical equation for the critical submergence of the ogee-shaped intake for all the subsets of data as a 




= 1.11 Fr + 0.66                                                                                                                                 (7) 
Eq. (7) and all those of Table 4 are valid within the experimental range of 0.5 ≤ Fr≤ 3.2. 
The vortex inhibitor is effective at reducing the critical submergence, particularly at lower Froude numbers, as it 
reduces the critical submergence by 39%, 32% and 8% for the Froude number ranges of 0 to 1, 1 to 2, and 2 to 3, 
respectively, as shown in Figure 8. 
 
 














































The effect of varying the geometry of the cross-vane vortex inhibitor is of the same magnitude as the experimental 
variation. The average and variation in the data presented as subsets of data holding one vortex inhibitor parameter 
constant is presented in Figure 9. Note that the standard deviation parameter, S.D., within a subset of data is of the 
same magnitude as the variation between subsets of data. However, all geometric variation of the cross-vane vortex 
inhibitor reduces the critical submergence greater than 20%.  
 
 
Figure 9. Average f(P) for all the anti-vortex plates combined to the ogee intake versus Fr (Underlining S.D.). 
The limitations of use for Eq. (6) are for the Froude number range of  0.5 ≤ 𝐹𝑟 ≤ 3.2 and for the following ranges of 
the geometrical parameters of the cross-vane vortex inhibitor: 0.25 ≤
𝐻𝑃
𝐷
≤ 1, 2 ≤
𝐿𝑃
𝐷




Normalized critical submergence values were calculated using Eq. (7) and plotted versus those observed in Figure 10.  
 




































A parametric study was undertaken to investigate the effectiveness of a cross-vane vortex inhibitor on a vertical intake 
with an ogee-shaped intake mouth in a uniform approach flow. The scaling criteria by past authors indicated that at 
sufficiently high Reynolds and Weber numbers, the effects of viscosity and surface tension can be neglected. This 
criterion was met in the experimental set up. Using dimensional analysis resulted in an equation for critical 
submergence as a function of Froude number and three dimensionless parameters describing the geometry of the cross-
vane vortex inhibitor (length, height and perforation diameter of the vanes). A parametric study of the critical 
submergence of a simple pipe intake, the ogee-shaped intake, and the ogee-shaped intake with vortex inhibitor was 
undertaken for Froude number range of 0.5 ≤ Fr ≤ 3.2 and for the following ranges of the geometrical parameters of 
the cross-vane vortex inhibitor: 0.25 ≤
𝐻𝑃
𝐷
≤ 1, 2 ≤
𝐿𝑃
𝐷
≤ 2.5, 0.08 ≤
𝑑
𝐷
≤ 0.11. For all intakes, the critical 
submergence increased with increasing Froude number. The ogee-shaped intake resulted in a moderate reduction in 
critical submergence compared to the simple intake at lower Froude number (with increased reduction with decreasing 
Froude number). The cross-vane vortex inhibitor was effective at reducing the critical submergence for Froude 
numbers less than 2.5 and was increasingly effective as Froude number reduced. The critical submergence was 
insensitive to the range of the tested geometric parameters of the cross-vanes. An empirical equation was developed 
to predict critical submergence as a function of Froude number for an ogee-shaped intake with a cross-vane vortex 
inhibitor having the R2 value of 0.89. 
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Butterfly valves - How to estimate cavitation level and related damage on existing locks and 
at the laboratory? 
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Abstract: The butterfly valves (3.5m diameter) of the new lock of Lanaye (Albert canal Belgium) are subject to cavitation during 
the filling/emptying of the lock. On site measurements were realized to characterize the cavitation and to optimize valves operation 
in order to decrease the intensity and duration of cavitation. For comparison, measurements were realized in an existing lock with 
similar valves which also experience cavitation but without associated damage since 1960. The duration of cavitation is more or 
less the same for both locks, but the cavitation intensity is more important in Lanaye. To check the appearance of eventual damages, 
annual monitoring of the valves is realized. Small damage was observed but the link with cavitation is not obvious. In parallel, at 
the laboratory, the efficiency of aeration provided around the valve was tested for different configurations. The sound and 
vibrations due to cavitation are reduced when aeration is provided. Tests realized on a pipe coated with Aluminum indicated that 
the damage is mainly located downstream of the valve on the upper part of the pipe. These tests confirm that aeration is appropriate 
to reduce damage induced by cavitation. 
Keywords: Cavitation, butterfly valves, lock, monitoring, hydrophone. 
1. Introduction 
Historically, in Belgium, the filling and emptying of many navigation locks are regulated by butterfly valves. When 
the lift at the lock is high, the risk of cavitation around the valves increases. Presence of cavitation has been detected 
around the butterfly valves of the new lock of Lanaye, which was inaugurated in November 2015 (drop 13.7 m, Albert 
canal in Belgium). It led to several studies on site and at the laboratory from the estimation of the cavitation level to 
the observation of the related damages and the proposal of valve aeration to protect it. 
Before the opening of the new lock of Lanaye to navigation, on site measurements were realized to estimate the 
cavitation level around the valves during the filling/emptying of the lock. For comparison, similar measurements were 
realized at the lock of Ittre (drop of 13.3 m, Charleroi-Bruxelles canal in Belgium).  
Different solutions were proposed to decrease the time of exposure to cavitation at each opening of the valve, but none 
successfully suppressed it completely. At the lock of Lanaye, the time of exposure can be reduced to 5 minutes for 
each opening of the valve, which corresponds to less than 400 hours/year/valve. Is it enough to reduce significantly 
the lifetime of the valve? Does it lead to significant damages? To answer these questions, it was decided to monitor 
the valves on site. Once a year, a specific monitoring is organized by divers or by foot when the lock chamber is empty 
for maintenance. The observations after 1.5 years of use are commented. 
In parallel, the different stages of cavitation were reproduced at the laboratory for butterfly valves of 0.2 m and 0.15 m 
diameter. In each case, (1) the cavitation coefficient was calculated, (2) the noise (sound pressure) was measured with 
a hydrophone and (3) the vibrations were measured with an accelerometer. Different techniques were tested to observe 
the damages due to cavitation. An Aluminum sheet was placed in the pipe downstream the valve and the pits due to 
cavitation were detected with a microscope. The location of the damages observed at the laboratory provides guidance 
for the monitoring on site. Finally, the efficiency of an aeration of the valve to decrease the damages was studied on 




2. In situ measurements and monitoring 
2.1. In situ measurements at the locks of Ittre and Lanaye 
In situ measurements were realized at the new lock of Lanaye to estimate the cavitation level around the valves during 
the leveling. For comparison, identical measurements were realized at the lock of Ittre. This lock has a drop similar 
(13.3 m) to the lock of Lanaye (13.7 m). The filling and emptying system is different, but the valves are of the same 
type, butterfly valves (diameter of 3.5 m for Lanaye 4 and 3 m for Ittre).  
It is not possible to have an absolute measurement of the cavitation level around the valve. Nevertheless, different 
indicators related to cavitation can be deduced from measurements and compared for different configurations. 
Several non-dimensional coefficients are used to characterize the cavitation (Tullis 1993, Baran et al. 2007, Bleuler 
1939). They express the ratio between the physical parameters that limit the cavitation (upstream or downstream 
pressure) and those that increase cavitation (the head loss and/or the velocity). Larger values of the non-dimensional 


















  (2) 
where H1 and H2 = absolute piezometric level upstream and downstream of the valve, respectively, (reference = center 
of the pipe), Hvap = vaporization pressure (at 20°C, Hvap ≈ 0.3 mH2O), H = H1 – H2 = difference in piezometric level 
across the valve and v = mean velocity in the pipe downstream of the valve. To measure the piezometric level H1 and 
H2 on site, pressure gauges were placed in the stop log recesses located upstream and downstream of the valve. The 
discharge and then the velocity in the culvert is deduced from the evolution of the water level measured in the lock 
chamber. 
The evolution of the cavitation coefficient C (Eq.1) around the downstream valves during a symmetrical emptying is 
plotted in Figure 1 for the lock of Ittre (black line) and for the lock of Lanaye with 2 different opening operating 
procedures of the valves (grey lines). Procedure A is recommended from the design (linear opening in 9 min) and the 
procedure B is an alternative corresponding to a faster opening of the valve at the beginning (bi-linear opening, 40° 
in 1 min, 90° in 6 min). The dotted lines correspond to C=1 (intense cavitation level) and C=2.5 (early stage of 
cavitation) as defined by Bleuler (1939) and Kurkjian and Pratt (1974). For the lock of Ittre, the cavitation coefficient 
C is always >1, but remains < 2.5 during 5 min. For the lock of Lanaye, the duration and intensity of cavitation are 
decreased for a faster opening (procedure B). As it doesn’t influence badly the other dimensioning criterions (mainly 
the water slope in the lock chamber during the leveling), it was recommended to use procedure B instead of A (Savary 
et al., 2016). With this modification, the duration of cavitation for Lanaye and Ittre is similar, but the cavitation for 
the lock of Lanaye remains more intense. 
 




To have a more precise idea of the intensity of cavitation in both cases, the cavitation coefficient  (eq.2) and the more 
detailed stages of cavitation as proposed by Tullis (1993) are plotted on Figure 3 for Ittre and on Figure 4 for Lanaye 
(opening B). The coefficients corresponding to the different stages of cavitation are specific for butterfly valves; they 
were determined on basis of experiments at the laboratory (Tullis 1993). In Figures 2 and 3, the coefficients were 
adapted to take scale effects (pressure and size) into account (Tullis 1993). 
  
Figure 2.  Evolution of the cavitation coefficient  and limits 
during the emptying of the lock of Ittre 
Figure 3.  Evolution of the cavitation coefficient  and 
limits during the emptying of the lock of Lanaye 4 
According to figure 2, the cavitation at the lock of Ittre is light and doesn’t induce damages (coefficient  higher than 
the incipient damage limit). It is confirmed by the maintenance reports that reveal no preliminary wear of the valve or 
damages at the surrounding pipes since its opening to navigation in 1960. It confirms that the design criteria C > 2.5 
proposed by Bleuler (1939) and used by the manufacturers of the valve is conservative. Contrary to the lock of Ittre, 
the cavitation level for the lock of Lanaye is strong enough to create damages (coefficient  smaller than the incipient 
damage limit in figure 3). Consequently, no problem in the past at the lock of Ittre cannot lead to the conclusion that 
no problem will occur in the future at the lock of Lanaye. 
Measurements of the noise and the vibrations induced by cavitation were realized with a hydrophone and an 
accelerometer. The analysis of those measurements led to the same conclusion than the analysis proposed here 
concerning the cavitation coefficients. The measurements set up and results detailed by Savary et al. (2016) and Savary 
and Libert (2015) for Lanaye and Savary and Libert (2013) for Ittre. 
2.2. Monitoring of the damages at the lock of Lanaye 
On the basis of 15 lockages per day, the limits corresponding to incipient damage cavitation is exceeded during more 
or less 400 hours/year if the valves are opened with procedure B. The procedure was optimized to reduce the duration 
of cavitation, but cavitation at an intense level is still present. It was decided to do annual monitoring of the valves 
and the culverts at proximity to check the evolution of the damages with time. When possible, we take advantage of 
the fact that the lock chamber is empty and dry for maintenance works to do the inspection. Otherwise, the inspection 
can be made by divers. The monitoring is realized according a basic structure, the location and information concerning 
the observed damages are collected. 
The monitoring has been realized twice (2016 and 2017). In general, the degradations are not important. At some 
places, the protecting paint was removed and corrosion was observed. The damaged areas are mainly at the 
discontinuities like soldered joints in the culverts and at the periphery of the body of the valve (Figure 4, indicated in 
red), expansion waves and articulations. The border of the body of the valve, made of stainless steel is not damaged, 
ensuring good water tightness. Two areas located downstream of the valve in the upper part of the culvert are 
particularly damaged even if they don’t present discontinuity (Figure 5). One of the valves is more degraded than the 
other despite the identical solicitation. It is assumed to be linked to the variation in the manufacturing or building 
conditions (e.g. painting adherence).  
It is difficult to determine if the damages are linked to cavitation or are only due to the important velocity and abrasion 
due to the presence of sediments in the flow. Some of the damages are located upstream of the valve, at places which 




a comparison, an inspection of the butterfly valves of the new lock of Ivoz-Ramet was realized after one year of use. 
Due to the low drop of this lock (4.45 m), the butterfly valves (identical to those of Lanaye, same manufacturing) are 
not submitted to cavitation. Nevertheless, at some places the paint was also removed inducing corrosion. Nevertheless, 
the body of the valves seemed less damaged than the ones of Lanaye. 
  
Figure 4.  Global view from upstream of the downstream 
valve  
Figure 5.  Damages located downstream of the valve in the 
upper part of the culvert 
No new damage appeared between 2016 and 2017, but the existing damaged areas enlarged. It was decided to maintain 
the rhythm of annual inspections. 
3. Physical modeling 
A physical model of a butterfly valve submitted to cavitation was built in the hydraulic research laboratory of SPW. 
The main purpose was (1) to reproduce the different stages of cavitation described in the literature (Tullis 1993 and 
Bleuler 1939), including the cavitation level observed at the lock of Lanaye and (2) to test the efficiency of aeration 
around the valve to reduce the damage due to cavitation. 
3.1. Set up 
As the cavitation occurs close to the valve, the physical model concerns only the butterfly valve and does not replicate 
the exact geometry of the culvert (Figure 6). In order to observe scale effects, 2 dimensions of valves were successively 
tested, diameter = 0.15 m and 0.2 m, respectively scale 1/23.3 and 1/17 regarding the valve of the lock of Lanaye. The 
pipe downstream of the valve is transparent, which facilitates flow and cavitation pockets observation. 
The maximum pressure upstream is around 25 mH2O (limited by the mechanical resistance of the transparent pipes) 
and the maximum discharge is around 200 l/s. The upstream pressure and discharge conditions can be modified by 
changing the rotation frequency of the pump or modifying valve opening at the upstream part of the model. The 
discharge is measured with an electromagnetic flow meter. The pressure upstream and downstream of the valve is 
measured with differential pressure gauges (position of the 4 pressure measurements on Figure 6). An accelerometer 
(Vibrasens138.01-6D-2, sensitivity 100 mV/g, maximum frequency 10 kHz) is placed on the pipe downstream of the 
valve to measure the vibrations in the 3 directions. A hydrophone (TC 4013 Teledyne Reson, maximum frequency 
100 kHz) measures the sound pressure in water (Figure 7). 
Specific inserts are located upstream and downstream of the valve in order to introduce air (Figure 8). The inserts are 
pierced of 92 holes of 1 mm diameter; the holes are connected to an air compressor (white tubing on Figure 8). The 
air is compressed at 2 bars and the air discharge is measured using an air flow meter. The air inlets are distributed in 
4 areas, each one controlled by a valve so different configurations can be tested. 
In order to reproduce the intensity of cavitation observed on the prototype in the physical model, the scale similarity 
is based on the conservation of the non-dimensional cavitation number (eq. 1 and 2). If the model was placed in a box 
where it would be possible to reduce the ambient pressure, it would be possible to conserve both the cavitation and 




laboratory of SPW do not offer this kind of installation. This implies that the Froude similarity between the scale 
model and the prototype is not respected. The Reynolds number Re is calculated for all the tested flow conditions on 
the prototype and on the scale model. On basis of the relative roughness of the pipe, the Moody diagram reveals that, 
the flow is always fully turbulent. 
   
Figure 6.  Set up (15 cm diameter) Figure 7. Hydrophone 
in the acoustic gel  
Figure 8. Aeration 
system 
3.2. Noise and vibration measurements 
The hydrophone is located 10 cm downstream of the valve, outside the pipe, in acoustic gel to ensure a good sound 
transmission. The presence of the wall of the pipe between the hydrophone and the sound source (cavitation) affects 
the measurement. Nevertheless, as we are interested in comparison between different measurements realized in the 
same conditions and not in the absolute value of the measurement, it is not a problem (Bark & van Berlekom 1979). 
The influence of the position of the hydrophone is discussed below. The accelerometer is located 1 m downstream of 
the valve fastened on the upper part of the pipe.  
As cavitation is a high frequency phenomenon, the noise level was recorded at the rate of 200 kHz and the vibration 
was recorded at the rate of 20480 Hz during 1s. Longer durations were tested (up to 5s) with the conclusion that the 
duration has no influence on the results. For each configuration, several recordings of the same flow conditions were 
realized to check the reproducibility of the measurement.  
3.2.1. Stages of cavitation 
The first step of the experimental campaign was to reproduce, for several openings of the valve, the different stages 
of cavitation (Tullis 1993) and to measure the noise level and the vibrations. Figures 9 to 11 are pictures of the flow 
downstream of the valve for different stages of cavitation (valve opening 53°). The position of the valve is illustrated 
in red at Figure 9. 
   
Figure 9. Constant cavitation  Figure 10.  Incipient damage cavitation Figure 11.  Intense cavitation 
The spectrum expressing the variation of the sound pressure level (measurements from the hydrophone) with the 
frequency is pictured in Figure 12 for the different stages of cavitation. The spectrum obtained for the limit 
corresponding to incipient cavitation (earlier stage of cavitation) is close to the one obtained for a flow without 
cavitation. Then the power spectral density increases with the stage of cavitation. Regarding the not transformed 
signal, the amplitude and the root mean square value RMS (pink dots in Figure 15) increase with the cavitation level. 






Figure 12.  Sound pressure level measured for different stages of cavitation (valve opening 53°) 
For a given level of cavitation (one colored curve at Figure 3), the intensity of the sound pressure level measured by 
the hydrophone does not vary a lot with the opening angle of the valve (Durvaux 2015). It confirms that the curves 
empirically proposed by Tullis (1993) fit to reality. 
3.2.2. Efficiency of aeration to decrease cavitation damage 
A specific aeration around the valve can decrease the effects of cavitation (Tullis 1989). Aeration does not increase 
the cavitation coefficient, but it creates an air mattress that protects surfaces from the impacts when the cavitation 
bubbles collapse. The efficiency of the aeration depends on the geometry of the air distribution. Different 
configurations were tested at the laboratory. 
When aeration is provided, the noise decreases and the impacts of the collapsing bubbles of cavitation are not audible 
anymore. Figures 13 to 16 illustrate the effect of aeration on a flow submitted to intense cavitation. The sound pressure 
level (measured with the hydrophone) decreases when aeration is provided (Figures 13 and 15). For each stage of 
cavitation, the RMS of the sound pressure is plotted in Figure 15 with and without aeration. When the cavitation level 
is high ( is small) (incipient damage, intense and very intense), aeration decreases the sound pressure. Aeration itself 
makes noise. For earlier stages of cavitation, when cavitation is intermittent, the noise of aeration is more dominant 
than the noise of the impacts due to cavitation. 
The vibration level also decreases due to cavitation. Figure 14 presents the spectra deduced from the acceleration 
measurements (X direction, corresponding to the direction of the flow) for a flow submitted to intense cavitation with 
and without aeration. For most of the frequencies, the acceleration is decreased when the flow is aerated. The RMS 
value of the acceleration (X direction) is plotted in Figure 16 for the different stages of cavitation with and without 
aeration. For all the cavitation levels aeration decreases the intensity of vibration. The conclusions are the same for 
the acceleration in the 2 other directions (Y, Z) 
  
Figure 13.  Sound pressure level measured (1) with 
(blue) and (2) without (pink) aeration for intense 
cavitation conditions 
Figure 14. Power spectral density (acceleration) 
measured with (blue) and without (pink) cavitation for 





Figure 15.  Root mean square value of the acoustic 
pressure with (blue) and (2) without (pink) aeration for 
different cavitation levels 
Figure 16.  Root mean square value of the acceleration 
in X direction with (blue) and (2) without (pink) 
aeration for different cavitation levels 
The measurements of Figures 12 to 16 were obtained using the insert for aeration located downstream of the valve. 
The air discharge was about 0.5% of the water discharge distributed on the perimeter. Different configurations of the 
aeration were tested:  
• Location: aeration upstream, upstream and downstream, downstream of the valve;  
• Repartition: 8 holes of 3mm diameter, 92 holes of 1mm diameter, distributed on the top, bottom, right side 
or left side of the pipe; 
• Air discharge: from 0.5% to 4% of the water discharge. 
All the tested configurations lead to the same noise and vibration reduction. Increasing the air discharge more than 
0.5% of the water discharge is not necessary (Durvaux, 2015). The attenuation of the measured sound pressure due to 
aeration depends on the location of the hydrophone. Other tests were realized (1) with the hydrophone farther from 
the valve (50 cm downstream) and (2) with the hydrophone inside the pipe, 1 m downstream of the valve (Minet, 
2017). The author also discussed scale effects by comparison of the results obtained at the lab for the valve of 15 and 
20 cm diameter and the results obtained on site (3.5 m diameter). 
3.3. Damages measurements 
The measurements with the hydrophone and the accelerometer indicate that the aeration of the flow decreases the 
noise and the vibration due to cavitation. Extrapolated from these observations, it is supposed that aeration also 
decreases the number of impacts due to the collapse of the cavitation bubbles. Nevertheless, the flow (without 
cavitation) and the aeration itself also produce noise and vibration. It is sometimes difficult to determine which part 
of the measured noise or vibration is due to cavitation. Moreover, as mentioned above, measurements with the 
hydrophone and the accelerometer depend a lot on their position. For these reasons, and to have a better idea of the 
location of the damages, it was decided to observe the damages for different cavitating flow with and without aeration. 
The visualization of the flow through the transparent pipe indicates that the cavitation pockets are located in a close 
neighboring (0 to 30 cm) downstream of the valve. A 35 cm length section of the pipe located downstream of the 
valve, corresponding to the area where the cavitation pockets were observed, was adapted. Different techniques were 
unsuccessfully tested: 
• 8 Aluminum strips (length 35 cm, width 2 cm, thickness 1 mm) were screwed inside the pipe, distributed on 
the periphery (Figure 17). Aluminum (Al99.5%) was chosen because it can be easily deformed by the impacts 
due to cavitation (Tullis 1989). Problems occurred with the fixation of the strips, after several hours of tests 
some of them were removed by the flow (average velocities of 5 m/s). Moreover, some parts of the area of 
interest were not covered. 
• The inside of the pipe was painted black (Figure 18). The idea was that the paint would be removed 
preferentially in areas subject to cavitation. For all the tested flow (intense cavitation with and without 
aeration), the paint on the upper part of the pipe was removed. At the opposite of expectations, no difference 
was noticed with or without aeration; the removal of the paint was probably linked to the high velocity of the 
flow and its trajectory. Another drawback was that the extension with time of the damaged area was variable 




• A pressure sensitive paper (Prescale paper distributed by FujiFilm) would be an ideal solution. It could 
indicate the location of the impacts and give information concerning the applied forces. We tested the “Low 
Pressure” paper (2.5 to 10 MPa), it is a compound of 2 sheets and the contact between the two sheets has to 
remain dry. Unfortunately, we didn’t manage to find a way to attach the sheets inside the pipe to resist to the 
flow velocity and to ensure water tightness. The paper for higher pressure range is mono- sheet, “Medium” 
pressure paper (10 to 50 MPa), like used by Nagaya et al. (2010) should be easier to place (no water tightness 
needed). 
Finally, we decided to bend a sheet of Aluminum Al99.5% (length 35 cm, thickness 1mm) and to screw it inside of 
the pipe (Figure 19). Countersunk screws were used to avoid any intrusion in the flow that could induce local 
modification of the velocity. 
   
Figure 17.  Aluminum strips Figure 18.  Black paint – view from 
above of the degraded area 
Figure 19.  Bended Aluminum sheet 
(with protection film on the upper part) 
The tested configurations and the experimental conditions are listed in Table 1. 
Table 1. Configurations for the tests 
Test 
Opening angle 
of the valve 
Cavitation level Aeration Duration 
Surface 
treatment 
1 53° Intense No 60h Not polished 
2 53° Intense No 160h Not polished 
3 53° Incipient damage No 160h Not polished 
4 53° Intense Yes 160h Not polished 
5 53° Intense No 160h Half polished 
6 90° No No 160h Not polished 
 
After the experiment (60 to 160 h), the bent Aluminum sheet is cut in 8 pieces and a grid pattern (3 x 3 cm) is drawn. 
The surface is observed with a microscope with a magnification of 50x. For each square of the grid, one picture is 
recorded by the microscope. The selection of the picture recorded is done manually and is chosen to be representative 
of the area covered by the square. 
The first test (Test 1 Table 1) was stopped after 60h, deep pits due to cavitation were observed, but the density was 
not important. It was decided to increase the duration of the tests to 160h for an easier analysis with the microscope. 
Figure 20 is the picture of the Aluminum sheet magnified by the microscope (2.5x1.9 mm in reality) in the most 
damaged area for intense cavitation (Test 2 in Table 1). Some of the deep pits are surrounded with red circles. The 
most damaged areas are located on the upper part of the pipe (+/- 30° from the upper generating line of the pipe) in 
the downstream neighboring of the valve (0 to 15 cm downstream of the valve). They are approximately delimited on 





Figure 20.  Pits due to cavitation – Test 2 Figure 21.  Most damaged areas – Test 2 
In condition of intense cavitation, after 160h (Tests 2 and 5), in the most damaged area around 250 pits per cm² were 
manually counted. The results obtained for Tests 2 and 5 were similar, indicating a good reproducibility of the 
experiments. The only difference between the two tests was the initial surface treatment of the Aluminum sheet. For 
Test 5, half of the Aluminum sheet was manually polished in order to suppress the stripes due to the manufacturing 
visible at the microscope. Figure 22 is the equivalent of Figure 20 but for Test 5, with an initial polished surface. The 
damage is easier to detect when the surface is polished. In order to compare, Figures 23 and 24 are pictures of an area 
without cavitation, respectively, for polished and not polished Aluminum. 
   
Figure 22.  Pits due to cavitation – Test 5– 
polished Aluminum 
Figure 23.  Not damaged areas – Test 5 – 
polished Aluminum 
Figure 24.  Not damaged areas – not 
polished Aluminum – Test 4 (equivalent 
to Tests 3 and 6) 
Figure 24 corresponds to intense cavitation with aeration (the location of the pictured area is the same for Figures 20, 
22 and 24). No deep pits are observed. The picture is the same than the one obtained for a flow without cavitation 
(Test 6). The marks like the one highlighted in Figure 24 are not due to cavitation; they are also present for a flow 
without cavitation. If the surface is polished before the test, these marks disappear. For Test 3, for an incipient damage 
level of cavitation, no pitting was observed on the Aluminum sheet downstream of the valve; Figure 24 is 
representative for all areas. 
4. Conclusion 
The opening procedure of the butterfly valves of the lock of Lanaye was modified (faster opening for angle < 40°) in 
order to decrease the duration of cavitation at each opening. Nevertheless, the valves are subjected to intense cavitation 
during 400 hr/year. Annual monitoring of the valves and the culverts are realized in order to estimate the implication 
in terms of damages. Right now, some small damages (removed paint and corrosion) were observed, but it is difficult 
to determine the part due to cavitation and the part due to the flow (high velocity and pressure fluctuation). 
As an emergency plan, if it appears in the future that the damages due to cavitation become too important; an aeration 
system was studied at the laboratory. The cavitation conditions observed at the lock of Lanaye were reproduced with 
a scale model. Providing an aeration of 0.5% of the water discharge on the periphery of the valve decreases the 
damages. It was assumed from the noise and vibration measurements and confirmed with the observation of the 





highlighted the location of critical areas. The damages are concentrated on the top of the pipe in the downstream 
neighboring of the valve, which corresponds to observations on site (Figure 5).  
Unfortunately, the exact transposition to the lock of Lanaye of these results is not possible, because the similarity of 
the scale model is only based on the cavitation number and not on the Froude number. It was noticed that the pitting 
areas where cavitation pockets collapse can be deduced from the flow pattern. In the future, it could be interesting to 
reproduce the flow conditions corresponding to the lock of Lanaye on a scale model according the Froude similarity. 
Under these conditions, no cavitation will be observed on the scale model, but the flow trajectories could give 
indications concerning the precise location of the areas submitted to the collapse of the cavitation pockets. 
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Abstract: In the Meuse catchment in Belgium, the Auvelais lock nowadays allows for ECMT class Va ships (2000 tons, 110 m x 
11.40 m). However, the present upper guard wall, which separates the upstream harbor from the river flow, is not well suited for 
class Va vessels because it is 110 m-long and its extremity is curved. There are plans to modernize the lock. To ease and secure 
the navigation, the new configuration should respect six criterions: it should (i) increase the space at the harbor entrance; (ii) 
minimize the stream velocity in the lock axis; (iii) reduce the transverse currents; (iv) ensure a smooth velocity gradient 
distribution to minimize the forces and yawing moments exerted on the vessel at the harbor entrance; (v) reduce the flow 
contraction in the river channel to maintain the river flood discharge capacity; and (vi) remain inexpensive. A 1:50 physical 
model is used to analyse the velocity field in the upper harbor for several geometries and discharges. The present layout is 
compared to three solutions: (1) a 124 m-long straight solid wall; (2) a 124 m-long straight wall with 9 openings; and (3) a 
124 m-long straight wall with 5 openings. The result reproducibility is satisfactorily checked. The velocity profiles show that 
solution (3) gives the best results according to the six criterions. 
Keywords: Cross currents, ports, guard wall, approach harbor, lock, inland navigation.  
1. Introduction 
Upstream and downstream the inland navigation locks, an approach harbor allows the ships to adjust their speed and 
course to enter (or leave) the lock safely. A guard wall separates the harbor from the river flow and protects it from 
currents. Vessels can then manoeuvre properly at lower speed. Yet at harbor entrance, vessels should have sufficient 
speed to counteract the cross currents and align into (or leave) the harbor. The guard wall should thus be long 
enough. It is either a solid wall or a perforated wall. Appropriate ports, i.e. openings, in the guard wall reduce 
transverse currents and eddy development in the harbor entrance. Entering the upper harbor is the most critical case 
because it is more difficult for the vessels sailing with the flow to reduce their speed and control their course. 
General considerations and some recommendations about the design of lock approach areas were summarized by 
PIANC (2015), based on several worldwide guidelines and literature.  
Systematic investigations were performed by the U.S. Army Corps of Engineers for upper guard wall design 
(Basham 2004; Stockstill 2001; Stockstill et al. 2005), with harbor entrance width up to 33 % of the whole channel 
width. To ensure efficient and safer navigation conditions, a balance should be obtained to minimize outdraft (i.e. 
the flow that moves around the end of the guard wall towards the dam, which tends to move the head of the tow out 
of the alignment with the guard wall) and draw towards the guard wall (i.e. the flow in the harbor that moves 
towards and under the guard wall towards the dam). The investigations showed that the ratio R of the total ported 
area along the guard wall to the intercepted cross-sectional area of the approach channel is a major factor in the 
performance of the guard wall. As a general rule, these areas should be equivalent (R = 1) according to a review of 
USACE real-scale projects. Stockstill et al. (2005) specified the optimum ratios (between 0.9 and 1.9) for distinct 
wall types due to physical and numerical models. These rules are not applicable in European larger harbor areas.  
One key factor in European guidelines is to limit the transverse velocities: the maximum ranges between 0.2 and 
0.35 m/s (PIANC 2015). Case-by-case studies are usually recommended, especially if the lock approach is 
connected to a waterway with flow velocities of more than 0.5 m/s. In Belgium, on river Meuse, the approaches of 
the new class VIb locks at Ivoz-Ramet (Bousmar et al. 2010) and Ampsin-Neuville (Bousmar et al. 2014) were 
designed recently with a composite modeling method, combining field measurements, 1D and 2D depth-averaged 
numerical modeling, physical modelling, and real-time navigation simulations. The optimization of the upstream 
approach layout with the physical model showed that the velocity gradient bar is mainly governed by the upstream 
flow field and not by the downstream conditions: modifying the openings distribution only switch the gradient bar 
upstream or downstream. The design of the openings with a converging shape across the wall reduced the flow 




The Auvelais lock (136.30 m x 12.50 m) is located in the navigable river Sambre, in the Meuse catchment, between 
Charleroi and Namur cities, in Belgium. It was initially built in 1936 for vessels belonging to ECMT class II (600 
tons, 50 m x 6.60 m) but nowadays allows for class Va ships (2000 tons, 110 m x 11.40 m). In the framework of the 
North Sea-Mediterranean corridor of the TransEuropean Network of Transport, the traffic of large vessels is even 
expected to increase. However, the present upper harbor is not well suited for 2000 ton vessels. The guard wall is 
indeed 110 m-long only, and its extremity is curved to the inside of the harbor. Moreover, the lock is located just 
downstream of a meander at the right bank (Fig. 1). Thus, the 110 m-long vessels have difficulties to align into the 
lock: when the bow enters the lock, the stern is running the risk of touching and damaging the guard wall extremity. 
The Walloon administration is planning to modernize this upper harbor, whose width is about 40% of the total cross-
section of the River Sambre. 
This paper presents the design of a new upper guard wall at Auvelais lock, including the choice of the number and 
size of ports. To ease the navigation, the new configuration should respect six criterions (Swartenbroekx and Libert 
2016). It should: 
i. increase the space at the harbor entrance (minimum 4 m between the vessel and the wall); 
ii. minimize the stream velocity in the lock axis (vx < 1 m/s); 
iii. reduce the transverse currents (vy < 0.30 m/s according to Rijkwaterstaat (2011)); 
iv. ensure a smooth velocity gradient distribution to minimize the forces and yawing moments acting on the 
vessel at the harbor entrance; 
v. reduce the flow contraction in the river channel to maintain the river flood discharge capacity; and 
vi. remain inexpensive.  
 
Figure 1. Aerial view of the river Sambre and the existing guard wall at Auvelais lock.  
2. Experimental Set-Up 
The flow and in particular the velocity field in the upper harbor are analyzed for several geometries with the help of 
a scale model, built in the Hydraulic Research Laboratory of the Walloon administration. Due to space and 
discharge constraints, the chosen scale is 1:50 according to Froude similarities (Kobus 1980). By notation, the index 
p is related to prototype or field data while the index m corresponds to physical model values. The x-, y-, and z-axes 
are the streamwise, the transverse, and the upward vertical axis, respectively. 
2.1. Flume Characteristics 
The flume is Lm = 20.2 m-long and lm = 2.8 m-wide. The upper part of the model stands for Lp ≈ 400 m-long reach of 




downstream condition (Fig. 2). The downstream part is used for another case study. A fixed bed was scaled 
according to the field bathymetry collected in October 2012. An erosion area is observed upstream of the mobile 
weir (zb,min,p = 85.04 m above the sea level) while deposition occurs in the lock channel (zb,mean,p = 86.91 m) and 
upstream of the weir channel (zb,max,p = 89.76 m).  
The water supply is realized by the laboratory’s water recirculation pipe system. An upstream tank and an inlet 
section allow for a homogeneous inlet flow. The tailwater level can be regulated via a flap gate at the end of the 
flume. A high discharge Qp = 100 m³/s (Qm = 5.65 l/s) is tested, for which navigation is still authorized and 
occurring about 12 days a year. The usual free surface level is then zw,p = 91.60 m above the sea level and the water 
depth is about hw,p ≈ 4.70 m in the lock channel (hw,m ≈ 9 cm). The impact on the weir conveyance of a flood 
discharge Qp = 250 m³/s (Qm = 14.13 l/s) is also checked, with a water level zw,p = 92.14 m.  
 
 
Figure 2. Auvelais scale model. 
2.2. Configurations 
The existing 110 m-long guard wall (Fig. 3) is compared to three solutions:  
1. a 124 m-long straight solid guard wall (Fig. 4);  
2. a 124 m-long straight guard wall with 9 openings (Fig. 5); and 
3. a 124 m-long straight guard wall with 5 openings (Fig. 6).  
As depicted in Fig. 3, the existing 110 m-long guard wall is straight in the downstream part and curved in the 
upstream part. The inflection point is located at 76.5 m from the upper lock head. The upstream part presents 11 
openings of variable widths. The cumulated port width is 13.3 m. The ratio R of the total ported area along the guard 
wall to the intercepted cross-sectional area of the approach channel (as defined by Stockstill et al. 2005) is R0 = 
13.3 / 21 = 0.63. A lateral distance of only 1.6 m is available between the guard wall upper extremity and the lock 
wall axis. A class Va vessel is sketched in green to understand the difficulty to properly enter the lock chamber 
without risk of collision with the guard wall.  
The three proposed 124 m-long straight guard walls maintain 4.2 m everywhere between the guard wall and the lock 
wall axis (Fig. 4-6). More space is thus given in the lock channel (both length and width) and should ease the 
manoeuvre to enter the upper harbor and the lock. Regarding solutions (2) and (3), the ports (in black) are 3 m-wide 
and the angle at 45° with the wall axis, similarly to the ports of the existing wall. They are separated by a constant 
width to ease the in-situ structure design and building. The cumulated port widths are 27 m and 15 m, respectively. 
The ratio R2 = 27 / 23.8 = 1.13 (in the range of the optimum deduced by Stockstill et al. (2005)) and R3 = 15 / 23.8 = 






Figure 3. Existing 110 m-long guard wall with 11 openings. 
 
 
Figure 4. 124 m-long solid guard wall. 
 
 
Figure 5. 124 m-long guard wall with 9 openings. 
 
 




2.3. Measurement Equipment 
The discharge is measured by means of electromagnetic flow meters installed in the supply line, with an accuracy of 
0.2 %. The water level is measured in three fixed locations with ultrasonic gauges. The water depth hw,m ranges 
between 4 and 14 cm. The sensor accuracy is claimed to equal 0.3 mm 
The velocity fields are measured with an electromagnetic probe Deltares PEMS-30, at a mid-depth hm = 4 cm. The 
small water depth does not allow several measurements in the vertical profile. A trolley enables the ability to follow 
the same grid of measurement points during each test. The cross-sections are separated by xm1 = 10 cm near the 
upper guard wall and xm2 = 40 cm elsewhere. The measurements are recorded during 30 s at 20 Hz every 
ym,1 = 5 cm in the cross-sections during the first tests and every ym,2 = 10 cm when reproducibility is checked. The 
electromagnetic probe accuracy is about vm = 1 cm/s.  
The data acquisition is handled by means of the software HydroCap 3, a home-made environment developed with 
Labview (Bousmar 2008). 
3. Results and Discussion 
In these paragraphs, the measurement reproducibility is first checked; then, the velocity field is analyzed for each 
geometry; and, finally, the longitudinal profiles of the velocity components are compared. 
3.1. Reproducibility 
Fig. 7 shows the velocity components (vx,p in red, vy,p in blue) measured along a same cross-section for a couple of 
runs (crosses for run 1, circles for run 2) realized in similar conditions (same discharge and same water level). The 
result reproducibility is satisfactorily checked. The gap between the results is indeed usually less than 5 cm/s at 
prototype scale, i.e. usually less than the expected accuracy for the electromagnetic probe used in a 1:50 physical 
model. 
 
Figure 7. Velocity component profiles (prototype values) when Qp = 100 m³/s at cross-section xp = 168210 m.  
124 m-long guard walls: (a) solid, (b) with 9 openings, (c) with 5 openings.  






3.2. Existing Guard Wall 
The velocity field measured in the existing geometry when the discharge Qp = 100 m³/s is shown at prototype scale 
in Fig. 8. The measured model contour is given in red. The black arrow in the right-hand corner legend stands for a 
velocity vector vp = 1 m/s. 
When approaching the upper harbor, the river flow is contracted and headed towards the left weir channel. The 
transverse velocities increase just upstream the guard wall and across the wall ports. Downstream of the ports, the 
flow is realigned in the weir channel while weaker velocities appear in the lock channel. A recirculation area is 
generated by the shearing forces due to the rapid flow forcing the head water area.  
 
Figure 8. Velocity field vp along the existing guard wall (Qp = 100 m³/s). 
3.3. Long Straight Solid Guard Wall 
The velocity field along the straight solid wall is depicted in Fig. 9. Given the lack of ports, the flow contraction 
towards the weir channel is stronger and more abrupt than in the existing case. The transverse velocity at the harbor 
entrance is then higher. Moreover, some velocity vector magnitude exceeds 1 m/s in the weir channel. Two 
recirculation areas are noticed. (1) There is an upward flow along the guard wall in the weir channel due to the flow 
detachment at the wall extremity. The flow reattaches to the wall after about 60 m. (2) There is a recirculation area 
with a slower speed on the whole width of the lock channel. 
 
Figure 9. Velocity field vp along the 124 m-long solid guard wall (Qp = 100 m³/s).  
3.4. Long Straight Guard Wall with 9 Openings 
The flow contraction towards the weir channel is more gradual and occurs more downstream through the 9 openings 
(Fig. 10) in comparison with the solid guard wall (Fig. 9). There is no recirculation. The velocity is higher but 







Figure 10. Velocity field vp along the 124 m-long guard wall with 9 openings (Qp = 100 m³/s). 
3.5. Long Straight Guard Wall with 5 Openings 
In the case of a 124 m-long guard wall with 5 ports (Qp = 100 m³/s in Fig. 11 and Qp = 250 m³/s in Fig. 12), the flow 
is contracted both upstream the guard wall and through the openings. The velocities in the lock channel are then 
weaker. When Qp = 250 m³/s (i.e. during high stage discharge periods), it is checked that the flow contraction in the 
weir channel is not worse than in the existing case. The existing river flood discharge capacity would be maintained 
in this new configuration. 
 
Figure 11. Velocity field vp along the 124 m-long guard wall with 5 openings (Qp = 100 m³/s). 
 








Three sections parallel to the lock wall are depicted in Fig. 13: a left-wall lock axis (dyp = 4 m from the guard wall), 
a central lock axis (dyp = 10 m), and a right-wall lock axis (dyp = 16 m). The velocity profiles interpolated along 
these sections are given in Fig. 14-15 for Qp = 100 m³/s. The x-axis gives the distance from the upstream lock head 
(the origin is a blue point in Fig. 3). Fig. 14 shows the velocity component vx,p parallel to the guard wall, while 
Fig. 15 gives the velocity component vy,p perpendicular to the guard wall. The existing geometry (blue) is 
superimposed to the 124 m-long guard wall, with solid wall (cyan), with 9 openings (magenta) and with 5 openings 
(red), for comparison. The left vertical black line delimitates the upper extremity of the long straight wall. The right 
black line indicates the downstream extremity of the ports. 
 
Figure 13. Longitudinal sections in the lock channel. 
For each case, the velocity magnitudes and the gradients are more critical in the longitudinal section that is the 
nearest to the guard wall (dyp = 4 m). Whatever the considered longitudinal section in the lock, the longitudinal 
velocity (vx,p , vy,p) profiles show the impact of the number of ports in the guard wall. 
When there is no port (cyan), high velocity maxima and high velocity gradients are shifted where the flow 
contraction occurs: upstream of the harbor entrance. Slow velocities (-0.1 m/s < vx,p < 0.1 m/s) are then reached 
downstream in the harbor. The lack of opening (or not enough ports) induces (1) an abrupt flow contraction with 
high velocity maxima and gradients in the upstream reach, (2) a recirculation area in the lock channel, and (3) a flow 
detachment from the wall extremity in the weir channel. Consequently, this solution does not respect the design 
criterions iv and v stated in the Introduction. The high transverse currents and the eddy development in the harbor 
entrance make it difficult for the vessels to align into the upper harbor. Moreover, the reduction of the flow section 
in the weir channel diminishes the river flood discharge capacity.  
The straight guard wall with 9 openings (magenta) brings about similar longitudinal velocities as the existing wall 
and slower transverse components in the lock channel. In comparison with the 124 m-long solid guard wall, the area 
with high velocity gradients is shifted along the ports, as if there was a shorter solid wall. The cumulated port width 
is indeed so large that no flow contraction occurs upstream of the harbor entrance. The area where the vessels can 
decelerate and manoeuvre properly at lower speed to enter the lock safely is thus shortened. However, contrary to 
the case of a solid wall, there is no flow detachment from the wall extremity due to the 45° ports and because the 
flow contraction is less abrupt in the weir channel (comparing Figs. 9-10). 
The straight guard wall with 5 openings (red) induces a better velocity field, regarding the velocity maxima and 
gradients, both at the harbor entrance and in the upper harbor. The maxima vx,p are < 0.3 m/s and vy,p are < 0.15 m/s 
in the area from the upstream guard wall extremity to the lock head. The transverse currents have particularly 
decreased in the upper harbor in comparison with the existing wall and the solid wall. And contrary to the wall with 
9 openings, the transverse velocity has not increased upstream of the harbor entrance. The velocity gradients are also 
less abrupt than in the other cases. The flow propagates more gradually toward the weir channel through a longer 
distance (both upstream the upper harbor and through the 5 ports). Because of the reduced port area in comparison 
with the 9 openings case, the discharge is lower through the ports. Both the outdraft and the draw towards the guard 
wall in the upper harbor are then minimized in comparison with the existing wall. Besides, the flow detachment 







Figure 14. Longitudinal profiles of the longitudinal velocity component vx,p when Qp = 100 m³/s (prototype value).  
(a) At dyp = 4 m, (b) at dyp = 10 m, (c) at dyp = 16 m from the guard wall.  





Figure 15. Longitudinal profiles of the transverse velocity component vy,p when Qp = 100 m³/s (prototype value).  
(a) At dyp = 4 m, (b) at dyp = 10 m, (c) at dyp = 16 m from the guard wall.  





The existing upper guard wall in Auvelais lock, Belgium, is not well suited for ECMT class Va vessels. To design 
the new guard wall, a 1:50 scale model was built and used to compare the velocity field measured in several 
geometries. The longitudinal velocity profiles show that the solution with a longer guard wall (124 m-long) and five 
0.3 m-wide openings (i.e. about the same cumulated port width as in the existing case) gives the best results 
according to the six self-imposed criterions mentioned in the Introduction. 
i. The space at the harbor entrance is > 4.2 m between the vessel and the wall. 
ii. The longitudinal velocity in the lock axis vx,p is < 0.30 m/s in the upper harbor when Qp ≤ 100 m³/s. 
iii. The transverse currents vy,p are clearly < 0.30 m/s just upstream and in the upper harbor when Qp ≤ 
100 m³/s. 
iv. Smooth velocity gradient distributions are ensured thanks to the progressive flow contraction upstream and 
in the upper harbor. 
v. The existing river flood discharge capacity is maintained when Qp ≤ 250 m³/s. 
vi. A standard port size limits the building cost of the new guard wall.  
The measured results show the importance of the cumulated port width in the design of a guard wall: this width 
should be neither too short, nor too large, to allow for gradual flow propagation towards the weir channel. In the 
proposed layout with 5 openings, the transverse currents are minimized both at the harbor entrance and in the upper 
harbor so that the outdraft and the draw towards the guard wall (in the sense of Stockstill et al. (2005)) are 
minimized. The ratio R of the total ported area along the guard wall to the intercepted cross-sectional area of the 
approach channel is 0.63, both in the existing wall and in the proposed new wall. This value is less than the optimum 
range deduced by Stockstill et al. (2005), probably due to the fact that the Auvelais upper harbor is wide (about 40% 
of the total cross-section of the River Sambre) in comparison with US harbors. 
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Abstract: In the design of shipping locks, an accurate prediction of the force on a vessel during levelling is required to ensure a 
safe but swift operation of the future lock. This force is often predicted by distinguishing several force mechanisms of which the 
translatory wave, filling jet and density current are generally most important. The present study focusses on the interaction of the 
filling jet with the ship and aims at understanding how the ship changes the flow pattern and how, consequently, this flow results 
in a force on the ship. To this end, scale model measurements are performed in a flume with a schematized lock and ship 
geometry. In addition to measuring the forces on the ship, the flow pattern has been measured using PIV (particle image 
velocimetry) measurements. The results present a detailed view of the flow pattern in the ship’s vicinity. The measured forces are 
compared to Lockfill and show good agreement despite the simplifications that have been made.  
Keywords: Shipping lock, filling jet, leveling, force, PIV, Lockfill. 
1. Introduction 
The main and obvious purpose of shipping locks is to enable ship passage between two separated water bodies, 
generally with a water level and/or density difference. In doing this, it is desired to level as quickly as possible and 
to always guarantee a safe situation. The forces that act on the ship (passed on to the hawsers) are a result of the 
hydraulic design of the leveling system, the leveling discharge and the position of the ship. 
To determine the force on the ship, lock designers can either use a numerical approach or perform measurements in 
situ or in a scale model. These approaches, however, are often found to be too expensive to execute at the early 
stages of a project. The leveling process is still difficult and numerically expensive to compute using three-
dimensional CFD (computational fluid dynamics), bearing in mind the various hydraulic conditions and ship 
dimensions to be considered. Therefore, numerical tools exist that can simulate the leveling process quickly 
(typically in less than a second). Such tools use schematizations of the geometry and of the flow and therefore 
produce less accurate results, in favor of computational speed. In this way various lock designs and lock operation 
alternatives can be compared easily. 
An example of such a program is Lockfill, developed by Deltares. An extensive description of this program is given 
in De Loor et al. (2013) and the Lockfill manual. Per July 2015, Lockfill has been made freely available via 
oss.deltares.nl. Within this study, Lockfill version 5.2 has been used. 
Lockfill comprises of several filling systems that work through the lock heads. Examples of such filling systems are 
openings in the lock gates and short culverts, both used very often in the Netherlands. The computational method 
distinguishes the following five force origins: 
1. The translatory wave in the lock chamber that is generated by a changing discharge in time. 
2. The filling jet working directly on the ship’s hull. 
3. The momentum decrease along the length of the lock which is a result of the discharge and the distribution 
of the flow velocities, both varying along the lock’s length. 
4. The friction along the ship’s hull and the lock’s walls and floor. 
5. The density current that occurs in sea locks. 
The present study focusses on the effect of the filling jet, which appears in two force components: (1) as a force due 
to the jet impinging on the ship’s hull and (2) affecting the momentum flux in front of the ship as a result of the non-
uniform distribution of the flow. This study was initiated in the context of improving the accuracy and applicability 




The force due to the filling jet is especially relevant when the discharge into the lock is rather concentrated, and/or 
the ship is located at only a small distance from the lock’s door, where the spreading of the jet is limited. With 
increasing ship traffic intensity and increasing ship lengths, it is desirable to use existing lock chambers to their 
fullest capacity. Ships are therefore located closer to the door, possibly in a concentrated jet. 
2. Background and Lockfill Schematization 
In the mathematical model Lockfill, the lock chamber is schematized as a rectangular container and the ship as a 
rectangular block. Motion of the ship is not taken into account, apart from the ship moving upward with the mean 
water level in the lock chamber. The flow rate and water levels are calculated using the conservational laws of mass 
and energy and the five force components mentioned earlier are computed subsequently. 
In this study, the two relevant forces are due to (1) the impinging jet on the ship’s hull and (2) the momentum 
decrease. The force due to the impingement of the jet on the ship’s hull inherently takes into account the presence of 
the ship and, in a schematized way, the shape of the hull. The second force component is a function of the vertical 
distribution of the jet’s flow.  
Lockfill assumes uniformity in the width of the lock. Therefore, it considers only spreading vertically and 
schematizes a spreading according to a jet in a semi-infinite volume of water byusing a geometric description based 
on Rajaratnam (1976) and derived by Van Kleef (1986). Other formulae describe how the jet entrains water and 
subsequently returns it, basically describing the recirculation zones the jet induces.  
This spreading schematization excludes the Coandă effect, i.e. the tendency of a fluid jet to attach to a surface, being 
the lock’s bottom, one of the walls or the water surface. Furthermore, it excludes the effect of the ship’s presence on 
the flow pattern in the lock.  
The spreading of the jet can be adjusted using two input parameters: the orientation of the jet and the spreading 
angle of the jet. These can be chosen based on the flow pattern found in CFD computations or scale model 
measurements, or can be used as calibration parameters when forces have been measured in a scale model or in situ. 
3. Problem Statement 
It is concluded that presently Lockfill assumes that the ship does not influence the jet flow in front of the ship. The 
research question, therefore, is as follows: to what extent does the presence of a ship in a lock influence the flow 
pattern in front of the ship and how does this affect the longitudinal force on the ship? 
4. Approach 
This study comprises of schematized scale model measurements of the fore on a ship due to a filling discharge 
through a door. The scale model will be discussed in Section 5. A stationary situation will be considered; the 
discharge and the water level will be constant. The situation can be thought of as one specific instance during the 
leveling process. The tests will not consider density differences. 
As a stationary situation without density differences is considered, the force components due to the translatory wave 
and due to the density difference will not occur in the tests. The remaining, relevant force components are the 
following: 
• Force resulting from the momentum decrease over the length of the lock. 
• The direct force from the filling jet on the bow of the ship. 
• The friction between the water flow and the hull, and the wall and chamber floor. 
The stationary set-up of the scale model means that the momentum along the lock’s length is a result only of the 
distribution of the flow; the net discharge in these scale model tests is constant along the flume. This differs with 





The set-up of the tests is based to a large extent on similar scale model measurements which are used to determine 
the discharge coefficient of a typical lock gate, see Van Velzen & Nogueira (2016) and Van der Ven et al. (2015). 
The results of these tests will provide a basis for further validation and/or development of Lockfill and comparable 
software. 
5. Set-Up of Scale Model 
The scale model set-up design was two-dimensional, disregarding variations over the width of the lock. Apart from 
that simplification, common dimensions of locks and inland ships in the Netherlands were used as a basis for its 
dimensions. The study does not consider a specific lock, rather, it is intended to study the phenomena in a generic 
sense. 
The flume had a total length of 19.2 m. Intakes and outflow of the pumps were located at the ends of the flume. The 
model gate and vessel were installed in the middle of the flume. Aided by water-dispersing boxes (Jobi boxes), the 
length of the flume ensured uniform flow towards the model and at a distance downstream of the model. This was 
confirmed with EMS velocity measurements. 
Both the model gate and vessel were made of wood, except for the bow of the vessel. The bow was a Perspex plate, 
allowing laser lighting in front of the vessel for the purpose of the PIV tests. A small margin on both sides of the 
vessel was used to prevent any transfer of the force on the vessel towards the flume sides. The set-up is schematized 
in Figure 1. 
 
Figure 1. Side-view of the model set-up and geometric parameters used to define the various geometries that were tested. The 
origin of the coordinate system (x,z = 0,0) is on the flume floor at the downstream side of the gate, denoted by a red dot. 
Table 1. Values of the geometric parameters defining the normative situation. Parameter w, marked by an asterisk, denotes the 
width of the flume (not shown in the figure). 
Parameter Value  Parameter Value  Parameter Value 
h1 0.50 m  ls 0.50 m  2·b0 0.05 m 
h2 0.30 m  kc 0.07 m  t 0.08 m 
Δh 0.20 m  Xbow 0.60 m  β 30° 
d 0.23 m  a 0.10 m  w * 0.50 m  
 
The flow measurements consist of multiple EMS (electromagnetic flow velocity) point measurements at various 
locations and PIV measurements directly downstream of the lock gate. These measurements were conducted as 
separately, and all of these consider the vessel at the normative position (see Table 1). Additionally, force 





6.1. Availability of All Measurement Results 
The dataset resulting from this study is shared entirely; those interested can contact Deltares or download the data 
via the 4TU Research Data repository, data.4tu.nl. (Direct address: https://doi.org/10.4121/uuid:0aff8af7-9baa-40be-
8f4f-45bed1b31062).  
The results comprise of vertical flow profiles obtained with EMS instruments at various locations, detailed flow 
measurements with PIV in front of the bow and force measurements of various situations, most importantly varying 
the position and keel clearance of the ship. Only a selection of these results is included in this paper; for a more 
complete discussion, the reader is referred to the project’s report, Van Loon (2017). 
6.2. Detailed Flow in front of the Ship, Measured Using PIV 
 
 
Figure 2. Velocity magnitude found with the PIV measurement without ship. 
 
 
Figure 3. Velocity magnitude found with the PIV measurement with ship. 
There are some significant differences between the flow pattern in an empty flume versus the flow pattern when a 
ship is present. The jet without ship shows to attach more strongly to the bottom, i.e. the point of attachment is 
closer to the gate. The angle of the jet for the case without ship, Figure 2 is estimated at -13° with respect to the 
horizontal. In Figure 3, this reduces to approximately -8°. Secondly, the jet spreads over a bigger portion of the 
water depth when a ship is present. It is shown that the jet without ship does not spread upwards at all before the jet 
is attached to the bottom. Note the missing areas along the ship’s hull that result from processing limitations in the 






7.1. Analysis of the Momentum Flux of Lockfill and PIV Measurements 
7.1.1. Formula to Determine the Momentum Fflux 
The influence of the presence of the ship will be analyzed by determining the momentum flux from the velocity 
profiles in front of the bow, using Eq. (1).  
 






Sx The momentum flux in the x-direction [kg·m/s2] 
bl The width of the flume [m] 
ux(z)  The flow velocity in x-direction, as a function of the vertical coordinate z [m/s] 
a,b  The bottom and top of the jet, defined as the coordinates where the velocity equals zero [m] 
ρ Density of the water [kg/m3] 
 
It is assumed that the velocity profile in the center of the flume is representative for the entire width. In reality, the 
deviations from the center velocity are indeed found to be sufficiently small. As the interest lies in the momentum 
flux in the jet, only the positive velocities are considered in the calculation. 
7.1.2. Velocity Profiles in Lockfill 
Figure 4 shows the velocity profiles as schematized in Lockfill. The upper plot considers a horizontal jet, i.e. an 
angle of 0°. The lower two plots consider the angles that could be recognized in the PIV results: -8° (middle plot) 
and -13° (lower plot). 
 
 
Figure 4. Velocity profiles from Lockfill with jet angles 0°, -8° and -13°. (Velocities scaled with a factor 5). 
As described in Section 2, Lockfill assumes a certain spreading of the jet and includes the entrainment of water from 
the eddies surrounding the jet. The velocities it calculates, however, only show the positive velocities. The zones 
where velocities are indicated to be zero would not be still water in reality; the return flow of the induced eddies 
would occur there. Since only the positive velocity of the eddies is part of the jet schematization, the discharge in the 




7.1.3. Discharge in the Jet, Comparing Lockfill and PIV 
 
Figure 5. The positive discharge in the jet for the Lockfill schematization and PIV (location of the ship x/b0 = 24).  
Figure 5 displays the positive discharge in the jet over the length of the flume. The jet shows to entrain water from 
the surrounding eddies.  
 
Since the Lockfill schematization does not include the presence of a ship, entrainment can occur in the zone where 
the ship is located in reality. Downstream of the eddies, the discharge is equal to the incoming discharge Q0. When 
the jet angle chosen is increasingly negative, the upper eddy will become larger, increasing the maximum discharge 
and moving the maximum discharge further from the gate. This can be recognized in Figure 5 when comparing the 
black and purple lines. 
The discharge has also been determined based on the PIV measurements computed from the velocity profiles. Note 
that the discharge resulting from the measurements with a ship decreases to less than the initial discharge, which is 
not expected since mass conservation dictates that the discharge at least equals the incoming discharge Q0. The 
difference is likely explained by the missing area in the PIV section, see Figure 3.  
The shape of the discharge curves shows similarities. However, the measurements indicate that the increase and 
decrease occurs quicker than Lockfill predicts. This has to do with the presence of the ship and the (permitted) size 
of the eddies.  
7.1.4. Momentum Flux in the Jet, Comparing Lockfill and PIV 
The momentum flux in the jet is both dependent on the discharge in the jet and the velocity of the jet. The direction 
of the jet is also of interest since the momentum flux is considered in the x-direction specifically. Four different 
processes need to be taken into account when studying the results displayed in Figure 6 below. 
1. The increase of total discharge in the jet due to the entrainment of water from the surrounding eddies. 
2. The decrease of total discharge in the jet as a result of the jet losing water to the eddies. 
3. The spreading of the velocity over the height of the flume; lower velocities yield a lower momentum flux. 
4. The direction of the jet with respect to the horizontal; the momentum in the x-direction is being considered, 
therefore a higher angle will yield a lower momentum flux. 
The momentum flux derived from the PIV with and without ship is shown in Figure 6 along with the momentum 
flux based on the Lockfill schematization. 
It can be seen that the line representing the case without ship decreases earlier and faster than the case with ship. 
This can be explained as a jet that curves towards a boundary (i.e. aligns towards the vertical) loses momentum in 
the x-direction quickly. In contrast, a jet that remains horizontal only has momentum in the x-direction. The same 
can be observed in the lines denoting the Lockfill schematization of the jet, based on various jet angles.  
Once the entrainment of water from the surrounding eddies stops, the jet will quickly lose momentum. As discussed 




There is a big difference between the case with and the case without ship. This leads to the conclusion that the 
inclusion of the ship in the calculation method has a significant influence on the prediction of the momentum flux in 
front of the bow. In general, the trends measured with PIV are similar to the trends from the Lockfill schematization; 
however, the values can deviate significantly.  
The momentum flux in the case with ship is most similar to the horizontal jet. The exact cause of this can most 
likely be explained by the ship blocking the flow, avoiding the occurrence of the larger upper eddy observed in the 
case without ship. This prevents the jet from attaching to the bottom. Consequently, a schematization with a 
horizontal jet will provide the most accurate results when calculating the forces on the ship. 
 
 
Figure 6. The positive momentum flux in the jet for the Lockfill schematization and PIV measurements. 
7.2. Calculating the Force on the Ship Using the Flow Schematization in Lockfill 
The momentum flux can be computed from the Lockfill jet schematization; this is done by calculating the 
momentum flux from the schematized flow distribution. Subsequently, the force on the vessel can be calculated 
from this momentum flux using Eq. (2).  












Fship The resulting force on the ship [N] 
Sa The momentum flux in the jet, in front of the bow, calculated from PIV, given by Eq. (1) [kg·m/s2 = N] 
ρ Density of the water (1000) [kg/m3] 
g  Gravitational constant (9.81) [m/s2]  
bl Width of the lock [m] 
ha, hb The water level at position a, b [m] 
Q  The discharge [m3/s] 
Ab The wet cross-sectional area at location b (width of the flume x water depth) 
As stated in Section 4, the force on the vessel also depends on the direct force of the filling jet on the ship’s bow as 
well as the friction force on the water flow. Lockfill takes this into account through the water levels ha and hb,. The 




When Lockfill uses a horizontal jet, the formula results in a longitudinal force of 48.8 N. A force of 50.1 N results 
when assuming a jet angle of -13°. Both agree well with the measured force of 46.2 N. 
It can be expected that the schematization of the flow has a big influence on the result of such computation when the 
ship is placed further downstream of the gate. When the ship is placed close to the door, the travel distance of the jet 
is simply too short for the jet to spread much or for it to attach to a boundary. The accuracy of the spreading 
schematization is of lesser importance there—invalid assumptions in this schematization will only affect the 
resulting flow distribution to a relatively small degree. Further away from the door, however, the distribution of the 
flow heavily depends on the spreading schematization. Currently, the schematization does not include the 
attachment of the jet to the bottom. When the jet would be attached to the bottom, the spreading over the height is 
limited; therefore, the momentum flux in the jet would remain high.  
7.3. Calculating the Force on the Ship Using the Measured Flow 
The measured force on the ship can be reproduced using the measured flow. To perform this calculation both the 
velocity profile and water level upstream and downstream of the ship must be known. In front of the ship’s bow, 
0.10 m downstream of the door, both the average water level and a full velocity profile are measured. At a position 
downstream of the ship, 5.1 m from the gate, another wave height meter has recorded the water level. It is confirmed 
by measurements (not shown here) that the velocity there is practically uniform over the depth.  
Again, the force on the ship is determined with Eq. (2). The measurement locations at 0.1 and 5.1 m from the gate 
are taken as locations ‘a’ and ‘b’ respectively. Doing so, the direct force of the filling jet and the friction force are 
taken into account implicitly as they affect these measured water levels. The momentum flux Sa is computed from 
the flow field resulting from PIV. 
This results in a total force Fship of 47.9 N, a slight overestimation of the total measured force in normative position, 
which is 46.2 N. From this it follows that a prediction of the momentum flux can be used to predict the force on the 
ship. 
7.4. Overview and Comparison of the Various Methods to Obtain the Force on the Ship 
The force has been determined using Lockfill computations with varying jet angles, has been derived through the 
momentum flux based on PIV, and has been measured directly with force transducers on the model ship. Table 2 
gives an overview of these results. 
Table 2. The momentum flux in front of the bow S and the resulting longitudinal force on the ship Fx for different methods.  
Method 
Momentum flux at 
x = 0.15 m [kg·m/s2] 
Resulting force [N] 
Relative 
error 
Measured with force sensors n.a. 46.2 0% 
Based on PIV, with ship 70.1 47.9 +3.7% 
Based on PIV, without ship 63.7 62.3 +35% 
Calculated with Lockfill, horizontal jet 69.9 48.4 +4.8% 
Calculated with Lockfill, jet with angle α = -13° 63.8 50.1 +8.4% 
 
The force is predicted accurately using the momentum flux derived from the PIV measurements of the case with a 
ship present. The force predicted with the PIV measurements without ship, however, differs significantly from the 
measurement. This again indicates the effect of the presence of the ship on the flow field and subsequently on the 
force on the ship. 
Lockfill shows good agreement with a minor dependency on the chosen jet angle. Note that this considers the case 





It was found that the presence of the ship reduces the deflection of the jet towards the bottom. The reason for this is 
the interference of the ship’s bow with the eddy in the upper half of the water depth. The presence of the ship thus 
has a significant influence on the flow pattern in front of the ship. 
In the schematization currently used in the numerical program Lockfill, the eddies in the lock chamber, induced by 
the filling jet, are not confined by the ship’s bow and may comprise part of the volume that is the ship. By 
overestimating the size of the eddy, the entrained discharge and momentum are overestimated as well, affecting the 
predicted force. As a result, the best agreement between measured and computed force in the considered case is 
found when Lockfill assumes a horizontal jet, even though the PIV measurements show the jet to be directed 8° 
downwards with a vessel present (and 13° downward in an empty flume). 
Comparing the PIV measurements to the Lockfill schematization shows that the Lockfill schematization predicts the 
momentum flux in the jet accurately close to the lock door. However, further away from the gate, the jet angle in the 
Lockfill schematization can be expected to have a big influence on the momentum flux. This is a result of the 
Coandă effect not being included in the current Lockfill schematization. The Coandă effect can be approached in 
Lockfill by direction towards the lock floor or water surface. This will also reduce the spreading of the jet; although 
overestimation of the spreading will be clear at larger distance from the door.  
This study shows that Lockfill predicts the forces on the ship well as long as the momentum flux in front of the bow 
is calculated accurately. Using the PIV measurements to the Lockfill and the EMS point measurements, a 
momentum balance could be made over the ship. This momentum balance can predict the force on the ship 
accurately from which it can be concluded that the force can be predicted using the measured flow. 
It is recommended to include various vessel shapes or gate designs in future research. Moreover, getting detailed 
PIV flow measurements of a further variety of the vessel’s position with respect to the gate is beneficial.  
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Abstract: To assess the longitudinal force on a ship in a lock chamber in a design phase, mostly numerical modelling is carried 
out. This paper compares the longitudinal forces on a ship in the lock chamber computed with the programs VUL_SLUIS, 
LOCKFILL, LOCKSIM and DELFT3D. Therefore, 16 cases of levelling a lock chamber are selected, differing in lock type, ship 
type, type of levelling operation, the type of openings in the lock gate and the valve type. These cases are simulated with the four 
considered programs. The variation in time of the computed discharge through the openings in the lock gate, the computed water 
level in the lock chamber, and levelling times are only briefly discussed, while the computed longitudinal forces on the ship in the 
lock chamber are discussed in detail. When the lock is emptied or when the filling of the lock is dominated by translatory waves, 
the four different programs compute comparable forces on the ship in the lock chamber. For filling a lock when multiple force 
components are relevant, higher forces are computed with VUL_SLUIS and LOCKFILL, being comparable to each other, than 
those computed with LOCKSIM and DELFT3D, also being comparable to each other. The frequency analysis of the predicted time 
series of longitudinal forces shows that the spectrum corresponding to VUL_SLUIS, LOCKFILL and LOCKSIM is characterized 
by the presence of the same peak frequency components.  
Keywords: Navigation lock, filling and emptying system, numerical modelling.  
1. Introduction  
For most inland navigation locks in the Flemish region of Belgium, the lift height is limited to 2-3 m. Therefore, lock 
filling and emptying usually takes place through openings in the lock gate sealed by (vertical lift or butterfly) valves. 
These levelling systems are characterized by a main water motion along the longitudinal axis of the lock chamber. 
Consequently, longitudinal hydrodynamic forces on the ship are dominantly present. Therefore, this paper deals only 
with through the gate levelling systems and with the computation of the longitudinal hydrodynamic force on the ship 
in the lock chamber but does not consider the computation of transversal forces nor moments on the ship in the lock 
chamber. Moreover, with the exception of DELFT3D (which adopts a 2DH formulation), the programs considered 
are based on a 1D-formulation, hence only the longitudinal force can be predicted. Therefore, whenever the force on 
a ship is mentioned in the remainder of this paper, it refers to the longitudinal hydrodynamic force on the ship in the 
lock chamber.  
The longitudinal hydrodynamic force is induced by the pressures and shear stresses exerted by the water flow along 
the hull of the ship. At a given point of the hull, the pressure is not necessarily identical to the hydrostatic pressure 
induced by the local water level (which varies along the ship and in time during the levelling). Indeed, in some 
locations important dynamic pressures might be present (e.g. due to the direct effect of the filling jets onto a ship with 
bow and keel in the vicinity of the openings in the filling gate). Nevertheless, the resultant force of the hydrostatic 
part of the pressures, which is induced by instantaneous water level differences between bow and stern of the ship, 
often turns out to be an important force component. The latter observation implies the importance of predicting well 
the time-varying water levels at bow and stern. Other force components need to be discerned and modelled, however.  
Beem et al., 2000 e.g., distinguish five different components (Figure 1) of the longitudinal force (Flong) on a ship in a 
lock chamber. These five different components consist of a hydrostatic component due to translatory waves in the 
lock chamber (Ftransl), a component due to the momentum decrease between bow and stern of the ship (Fimpulse), a 
component due to the impact of the filling jet against the bow of the ship (Fjet), a component due to friction of the flow 






Figure 1. Components of longitudinal hydrodynamic force on a ship in a lock chamber during filling (above)  
and emptying (below) (Beem et al. 2000). 
In turn, the component due to momentum decrease between bow and stern of the ship (Fimpulse) can be decomposed 
into two terms: a first one is the momentum decrease due to the decreasing discharge with increasing distance from 
the leveling openings (Fimpulse,Q), while the second one is the momentum decrease due to dissipation of the filling jets 
in the lock chamber (Fimpulse,jet). Consequently, the force on a ship can be written from these different components 
using Eq. (1): 
 
 𝐹𝑙𝑜𝑛𝑔 = 𝐹𝑡𝑟𝑎𝑛𝑠𝑙 + 𝐹𝑖𝑚𝑝𝑢𝑙𝑠𝑒,𝑄 + 𝐹𝑖𝑚𝑝𝑢𝑙𝑠𝑒,𝑗𝑒𝑡  + 𝐹𝑗𝑒𝑡 + 𝐹𝑓𝑟𝑖𝑐𝑡  (+𝐹𝑑𝑒𝑛𝑠) (1) 
 
It should be noted that in Eq. (1) the force component due to density differences is mentioned for the sake of 
completeness but is put between brackets since density effects will play no role in the considered simulations. 
Moreover, prediction of 𝐹𝑑𝑒𝑛𝑠 would not even be possible with VUL_SLUIS, LOCKSIM and the available version of 
LOCKFILL. Note that when emptying a lock chamber, the force components related to the filling jet (i.e. 𝐹𝑖𝑚𝑝𝑢𝑙𝑠𝑒,𝑗𝑒𝑡  
and 𝐹𝑗𝑒𝑡) are not present.  
To assess the force on the ship nowadays mostly numerical modelling is carried out using software that computes 
(some or all of) the above-mentioned force components. At Flanders Hydraulics Research, the programs VUL_SLUIS, 
LOCKFILL, LOCKSIM and DELFT3D are available to compute the force on a ship in the lock chamber when 
levelling the lock through openings in the lock gate. The research described in this paper encompasses a comparison 
of these four different programs for 16 cases of levelling a lock chamber through openings in the lock gates.  
The outline of the paper is as follows: A description of the four different programs and their major input is given in 
Section 2. Section 3 describes the lock levelling cases selected for the comparison. For the selected cases, the forces 
on the ship in the lock chamber computed with the different programs are compared in Section 4. Section 5 summarizes 
the conclusions of this paper. 
2. Software and Input 
For carrying out the simulations, the programs VUL_SLUIS 01.54.00 (Verelst et al. 2017), LOCKFILL 5.03.00 
(Deltares 2016), LOCKSIM windows version 1.21 (Schohl G.A. 1998) and DELFT3D-FLOW version 5.00.00.1287 
(Deltares 2014) are considered.  
VUL_SLUIS and LOCKFILL describe in a schematized way the levelling process of a lock chamber with openings 
in the lock gate. The discharge into or out of the lock chamber is computed using instantaneous water level differences 
between the mean water level in the lock chamber and the approach harbour using the surface area and discharge 
coefficients of the openings in the lock gate. The water level variations in the lock chamber and the component of the 
force due to translation waves are modelled by means of a 1D formulation consisting of a superposition of waves that 
are generated at a given time step, subsequently propagating in the lock chamber and reflecting (fully) at the lock gates 
or (partially) at bow and stern of the ship. The other force components are derived using a momentum balance between 
the bow and stern of the ship. In addition, use is made of a parameterization of the filling jet spreading downstream 
of the filling openings. The program LOCKFILL was originally developed by Deltares and commissioned by 
Rijkswaterstaat-Bouwdienst of the Dutch government. Since 2015, LOCKFILL is made freely available to third 
parties through the website of Deltares. The program VUL_SLUIS is a MATLAB program developed, for internal 




LOCKSIM is the numerical modelling software developed by Dr. G.A. Schohl at the Tennessee Valley Authority’s 
Engineering Laboratory for simulating one-dimensional transient filling and emptying flows in navigation locks. In 
LOCKSIM, the levelling system is represented by a hydraulic network of closed conduits (with friction and local head 
losses) and the lock chamber by open channel components. The discharge through the openings in the lock gate is 
modeled as a local head loss between the approach channel and the water level near the lock gate used for levelling. 
The water level movement in the lock chamber is computed by solving the 1D Saint-Venant equations for the open 
channel components by means of Preissmann’s four-point implicit scheme (’box scheme’). In LOCKSIM, a ship in 
the lock chamber can be taken into account by reducing the wet section (with beam x draft) and increasing the wetted 
perimeter (with beam + 2 x draft, unless this sum exceeds the top width) of the open channel components where the 
ship is situated.  
The Delft3D-FLOW module within the Delft3D software suite is developed by Deltares to carry out multidimensional 
hydrodynamic simulations, solving the Navier-Stokes equations under the shallow water and the Boussinesq 
assumptions. To simulate the flow in a lock chamber, the Delft3D-FLOW program (further referred to as DELFT3D) 
is run in 2DH mode, implying that the 2D Saint-Venant equations are solved for the depth-averaged flow. The 
equations are solved by means of an Alternating Direction Implicit (ADI) timestepping method over a rectangular grid 
in the lock chamber. The ADI-method splits one time step into two stages, consisting of half a time step. In both 
stages, all the terms of the model equations are solved in a consistent way with at least second order accuracy in space. 
It is possible to model a ship in the lock chamber as a floating structure. This requires the application of a local surface 
pressure field, the horizontal dimensions of which are equal to the length and the width of the ship and the pressure 
value of which is chosen such as to induce a ’trough’ in the water surface equal to the draft of the ship. Because in 
this paper only longitudinal forces on the ship are compared, the external pressure field is applied centrically between 
the lock chamber walls. The surface pressure field modifies the pressure gradient term in the momentum equations. 
In addition, an artificial compressibility coefficient is introduced in the continuity equation, increasing the wave speed 
below the floating structure. Friction of the ship onto the water flow cannot be accounted for. It should be noted that 
within DELFT3D it is not possible to compute the discharge entering the lock chamber from the instantaneous water 
level differences between lock chamber and approach harbor using the section and the discharge coefficient of the 
openings in the lock gate. Therefore, the discharges through the openings in the lock gate computed with VUL_SLUIS 
are in DELFT3D used as input for the discharge locations at the upstream end of the lock chamber. As a sensitivity 
analysis, also simulations are carried out with DELFT3D using the discharges computed with LOCKSIM as an input. 
From the water level variation in the lock chamber computed with LOCKSIM and DELFT3D, the longitudinal 
component of the hydrodynamic force on the ship is computed using Eq. (2) (InCom Working Group 106 2009): 
 





where, Flong is the longitudinal component of the hydrodynamic force [N], W is the displacement weight of the ship 
[N], S is the water level slope between bow and stern [-], Hbow and Hstern are the water level at the bow and the stern 
of the ship [m] and L is the length of the ship [m]. The force computed based upon Eq. (2)  accounts for the hydrostatic 
force on the ship due to translatory waves in the lock chamber. Because the 1D Saint-Venant equations in LOCKSIM, 
respectively, the 2D Saint-Venant equations in DELFT3D also implicitly take a momentum decrease along the hull 
of the ship into account (and LOCKSIM even accounts for friction along the ship’s hull), the aforementioned force 
components are also (to a large extent) accounted for. In contrast to LOCKFILL and VUL_SLUIS, however, Eq. (2) 
does not account for the force component due to the impact of the filling jet and the part of the momentum decrease 
due to the dissipation of the filling jets. Adding the latter components in a post-processing step, e.g. based on the 
model formulations adopted in VUL_SLUIS and LOCKFILL, it is possible but was not considered in this paper.  
Within LOCKFILL, LOCKSIM and DELFT3D, it is tried to perform a simulation with the same input parameters as 
in VUL_SLUIS. It should be noted that the time step in VUL_SLUIS or LOCKFILL is rather arbitrarily defined and 
does not have to fulfill a Courant stability criterion. Within LOCKSIM, the same time step is applied as in 
VUL_SLUIS and LOCKFILL. The distance between the reaches to define the open channel components in the lock-
chamber in LOCKSIM is considered to fulfill the Courant-criterion, being equal or just greater than one. For the 
DELFT3D-simulations, a slightly different strategy is followed to define the cell size of the numerical model grid and 
the time step. The cell size of the numerical model grid is selected in such a way that between the lock wall and the 




grid is constructed with the cell size along the axis of the lock chamber equal to the cell size perpendicular to the axis 
of the lock chamber. Following this reasoning, for all cases, with exception of Case09 and Case16, a cell size of 0.25 
m in both directions is considered. Because of Case09, respectively, Case16 consider locks with a length of 473 m, 
respectively, 427 m and a width of 57 m, respectively, 55 m, a cell size of 0.25 m would result into a large amount of 
cells and consequently into a large computational time and large output files. Therefore, a cell size of 0.50 m in both 
directions is considered for both these cases. The time step for the simulations with DELFT3D then follows from the 
condition that the Courant-number is equal to 1.0.  
For an easy generation of the input files within a certain program the same time step and grid size is used for all 16 
cases considered. To define the time step or the grid size within LOCKSIM and DELFT3D, the Courant-number is 
calculated using the highest water depth in the lock chamber. Consequently, within these programs it is possible that 
deviations from the optimal Courant-number (i.e. 1.0) are present, taking into account the varying water level in the 
lock chamber and the initial water depth being not equal for all the 16 selected cases. As a consequence, the numerical 
discretization errors might be higher than in the optimal case. Table 1 provides an overview of the selected time step 
and grid size for the four considered programs.  
Table 1. Selected time step and grid size for the different programs; n.a. = not applicable. 
Software Time step Grid size 
VUL_SLUIS 0.2 s n.a. 
LOCKFILL 0.2 s n.a. 
LOCKSIM 0.2 s 1.0 m 
DELFT3D 0.006 s 0.25 m / 0.50 m for Case09 and Case16 
In DELFT3D  the horizontal eddy viscosity νhor is an input parameter. As a rule of thumb, Eq. (3) is used to estimate 
the horizontal eddy viscosity for all cases: 
 
νhor = 0.1 U Δx (3) 
 
where νhor is the horizontal eddy viscosity [m²/s], U is the flow velocity [m/s] and Δx is the cell size in longitudinal 
direction [m]. This results in a horizontal eddy viscosity between 0.0020 m²/s and 0.0156 m²/s. If the minimum value 
of 0.0020 m²/s is used in a simulation with DELFT3D, spurious oscillations in the time series of the force on the ship 
show up, disappearing when increasing the horizontal eddy viscosity to a rather arbitrary value of 0.05 m²/s. 
3. Selected Lock Leveling Cases 
For the comparison in this paper, 16 cases of levelling a lock chamber through openings in the lock gate are selected. 
These cases consist on the one hand of cases that were used for the definition and validation of the program 
VUL_SLUIS (Verelst et al. 2017). On the other hand, Case09 and Case10 are locks in the Flemish region of Belgium 
where in-situ measurements of the water level variation were performed and other cases were selected from recent 
design projects (Case11 until Case15) in the Flemish region of Belgium.  
Error! Reference source not found. provides a graphical characterization of the selected lock leveling cases in lock 
type (sea lock or inland navigation lock), ship type (sea-going ship, inland navigation ship or recreational ship), type 
of operation (filling or emptying), the type of openings in the lock gate (rectangular or circular) and the valve type 
(lifting valves or butterfly valves). Table 2 provides for each case an overview of some characteristic dimensions, i.e. 
the lock length, the lock width, the ship length, ship width, ship draft, the distance between the bow of the ship and 





 Table 2. Overview of characteristic dimensions of the 
selected lock levelling cases. 
 
 
          Figure 2. Characterisation of selected lock levelling cases. 
 
4. Comparison of Computed Forces on the Ship in a Lock Chamber 
Concerning the variation in time of the discharge through the openings in the lock gate and the variation in time of the 
water level in the lock chamber, negligible differences are computed between VUL_SLUIS, LOCKFILL, LOCKSIM 
and DELFT3D. With exception of Case09, for all cases a relative difference in levelling time between LOCKFILL 
and VUL_SLUIS and between DELFT3D and VUL_SLUIS of maximum 0.6 % (in absolute value) is computed and 
a value varying between -1.4 % and -4.8 % for the relative difference between LOCKSIM and VUL_SLUIS is also 
computed. For Case09, a relative difference in levelling time of 3.0 % is computed between LOCKFILL and 
VUL_SLUIS and 1.9 % between LOCKSIM and VUL_SLUIS. The levelling times computed with LOCKFILL, 
respectively LOCKSIM, are slightly longer, respectively shorter, than those computed with VUL_SLUIS. These 
differences in levelling time and in variation in time of water level and discharge between VUL_SLUIS, LOCKFILL, 
LOCKSIM and DELFT3D are negligible. Therefore, this section only compares the forces on the ship in the lock 
chamber computed with the four different programs. 
In section 4.1, the comparison of the forces is carried out for cases concerning emptying a lock or filling a lock 
dominated by translation waves, while in section 4.2 the other cases of filling a lock chamber when multiple force 
components are relevant are considered. Within these sections both a graphical comparison as a statistical comparison 
of the variation in time of the force computed with the different programs is carried out. For the statistical comparison, 
the BIAS and root-mean-square-error (RMSE) are computed. Section 4.3 compares for some cases the power density 
spectrum, as the result of a fast-Fourier transform of the time series with the forces computed with the different 
software programs. 
It should be noted from Table 1 that the time step in VUL_SLUIS, LOCKFILL and LOCKSIM is 0.2 s, while the time 
step in DELFT3D is 0.006 s. The output of the simulations with DELFT3D, however, is saved with a time step of 3 
s. For the computation of the BIAS, RMSE and the power density spectrum, the time series of forces computed with 
DELFT3D is interpolated to a time series with the same time step as those computed with VUL_SLUIS, LOCKFILL 
and LOCKSIM. The computation of BIAS and RMSE considers also the simulations carried out with VUL_SLUIS 
as a reference, not implying that VUL_SLUIS generates the most accurate results. The accuracy of a program should 
follow from an elaborate validation exercise, which is not in the scope of this paper. Some earlier reported indications 
of accuracy, even though based on a limited number of cases and on other types of lock levelling systems than 
considered in this paper, indicate relative differences of tens of percentages between extreme values of measured (in 
prototype or physical model) and computed end-to-end water level slopes in the lock chamber or computed forces on 
the ship (De Mulder et al. 2010; Waterloopkundig Laboratorium 1994; Vrijburcht 1991; Menendez et al. 2014; 















m m m m m m %
Case01 200.0 16.0 110.0 11.40 2.80 7.5 54
Case02 182.5 22.0 135.5 16.84 3.20 10.0 46
Case03 182.5 22.0 135.5 16.84 3.20 10.0 23
Case04 200.0 16.0 110.0 11.40 2.80 7.5 54
Case05 200.0 16.0 110.0 11.40 2.80 7.5 30
Case06 182.5 22.0 135.5 16.84 3.20 10.0 46
Case07 182.5 22.0 135.5 16.84 3.20 10.0 46
Case08 182.5 22.0 135.5 16.84 3.20 10.0 23
Case09 473.0 57.0 82.0 11.50 4.29 55.0 5
Case10 256.6 25.0 99.0 9.57 2.70 7.5 20
Case11 258.1 12.5 185.0 11.40 3.50 7.0 68
Case12 259.0 16.0 185.0 11.40 3.50 5.1 59
Case13 130.0 10.5 105.0 9.50 3.00 5.0 64
Case14 130.0 10.5 105.0 9.50 3.00 5.0 41
Case15 130.0 10.5 12.0 3.40 1.40 5.0 11




4.1. Cases Concerning Emptying a Lock or Filling a Lock Dominated by Translation Waves 
When emptying a lock chamber (Case03, Case05, Case08 and Case14), only the component due to translation waves 
(Ftransl), the component due to momentum difference because of the decreasing discharge (Fimpulse,Q), and the 
component due to friction (Ffrict) are present. Besides the emptying of a lock chamber, this section also discusses the 
cases for lock filling where translation waves are dominant, i.e. Case09 and Case10. From Error! Reference source 
not found. follows that the distance between the small sea ship and the lock gate for Case09 is relatively large, i.e. 55 
m and that for Case10 the blockage ratio of the inland navigation ship in the lock chamber is rather low (20 %). 
Consequently, for these two cases the component of the force due to the impact of the filling jet (Fimpulse,jet and Fjet) is 
not relevant or even absent. 
As an example, Figure 3 presents for Case03, Case08, Case09 and Case10 the variation in time of the force on the 
ship computed with VUL_SLUIS, LOCKFILL, LOCKSIM and Delft3D. It should be noted that the force with units 
‰ in this figure is expressed relative to the displacement weight of the ship. With DELFT3D,  simulations are carried 
out with the discharge through the openings in the lock gate from LOCKSIM as an input (indicated with the red dashed 
lines in Figure 3) instead of the discharge from VUL_SLUIS as input. As mentioned in section 2, in VUL_SLUIS 
computes the discharge through the openings in the lock gate using the instantaneous water level difference between 
the mean water level in the lock and in the approach harbour, while in LOCKSIM the instantaneous water level 
difference is considered between the water level in the lock chamber near the lock gate used for levelling and the water 
level in the approach harbour. 
 
Figure 3. Variation in time of computed force on the ship in the lock chamber. 
For all cases, from Figure 3 follows that the forces computed with VUL_SLUIS and LOCKFILL are approximately 
the same and that with LOCKSIM comparable forces are computed as with the latter programs. When using the 
discharges from VUL_SLUIS as input in DELFT3D, the computed forces differ somewhat from the forces computed 
with the other programs. During the phase that the openings in the lock gate are fully opened, with DELFT3D a lower 
damping of the force is computed than with the other programs. However, when using the discharge from LOCKSIM 
as input in DELFT3D the damping of the computed force on the ship is higher, especially towards the end of levelling, 
and the resulting forces on the ship in the lock chamber are approximately the same as those computed with 
LOCKSIM. 
The same conclusions follow from Figure 4, comparing for Case03, Case05, Case08, Case09, Case10 and Case14 the 
BIAS and RMSE between the time series of forces computed with LOCKFILL, LOCKSIM and DELFT3D and the 
time series of forces computed with VUL_SLUIS. Both BIAS and RMSE are presented relative to the (in absolute 
value) extreme value of the force. Between the time series of forces computed with VUL_SLUIS and LOCKFILL a 
maximum bias of 3 % and a maximum RMSE of 11 % is computed. Higher values until 11 %, respectively, 30 % of 




computed with VUL_SLUIS and LOCKSIM and the time series of forces computed with VUL_SLUIS and 
DELFT3D. The higher values of 30 % for the RMSE between the forces computed with VUL_SLUIS and LOCKSIM 
and between VUL_SLUIS and DELFT3D for Case09 can be explained by the phase shift between the forces computed 
with LOCKSIM, DELFT3D and VUL_SLUIS. This phase shift is explained by the method of implementation of the 
gate recess in the different programs.  
 
Figure 4. BIAS and RMSE relative to extreme value of longitudinal force (in %) between time series of  
forces computed with VUL_SLUIS, LOCKFILL, LOCKSIM and DELFT3D. 
4.2. Cases Concerning Filling a Lock with Multiple Force Components Relevant 
This section discusses all other cases of filling the lock chamber, i.e. Case01, Case02, Case04, Case06, Case07, 
Case11, Case12, Case13, Case15 and Case16, when multiple force components are relevant and for most cases the 
component of the force due to momentum decrease is dominantly present. As an example, Figure 5 presents for 
Case02, Case06, Case13 and Case15 the variation in time of the force on the ship computed with VUL_SLUIS, 
LOCKFILL, LOCKSIM and Delft3D. It should be noted that as in section 4.1 the force on the ship with units ‰ in 
this figure is expressed relative to the displacement weight of the ship. For Case02 and Case06 the force on the ship 
computed with LOCKFILL shows near the end of the filling an oscillating behavior, due to the time step of 0.2 s that 
considered for the simulations. When changing the time step in LOCKFILL from 0.2 s to 1.0 s, these oscillations 
disappear, showing what is visualized by the light blue dotted lines in the upper left and upper right panels of Figure 
5. Analogue as in section 4.1, the simulations with DELFT3D are carried out both using the discharge through the 
openings in the lock gate from VUL_SLUIS as input (full red line Figure 5) and using the discharges from LOCKSIM 
as input (dashed red line in Figure 5). 
At first, from Figure 5 follows that the first peak of the forces computed with all programs is almost the same. The 
amplitude and period of this first peak is dominated by the component of the force due to translation waves, which is 
mainly influenced by the discharge that is entering the lock chamber. At the beginning of levelling of the lock chamber 
the other components of the force on the ship are small compared to the component due to translatory waves.  
 




Secondly from Figure 5 follows that DELFT3D and LOCKSIM compute for all cases comparable forces on the ship, 
being considerably lower than the forces computed with VUL_SLUIS and LOCKFILL. The latter two programs 
compute more or less comparable forces, but the forces computed with VUL_SLUIS being somewhat higher than the 
forces computed with LOCKFILL. The differences in the computed forces between VUL_SLUIS and LOCKFILL 
consider the computation method of the discharge in the filling jet and the momentum in the filling jet (Verelst et al. 
2017). The discharge and the momentum in the filling jet influence mainly the component of the force due to 
momentum decrease because of the dissipation of the filling jet and the component due the impact of the filling jet 
against the bow of the ship. The higher differences in the computed forces on the ship between 
LOCKFILL/VUL_SLUIS on the one hand and LOCKSIM/Delft3D on the other hand can be explained by the fact 
that the latter two programs, as mentioned in section 2, do not take into account the influence of the concentrated 
filling jet. For Case15, the case with a recreational ship in the lock chamber as well as LOCKFILL as VUL_SLUIS 
compute high forces (up to -4 ‰ with LOCKFILL and – 7 ‰ with VUL_SLUIS) being a consequence of the high 
component of the force due to momentum decrease. It should be noted that at this moment both LOCKFILL and 
VUL_SLUIS are not validated for recreational ships in a lock chamber. 
To illustrate the influence of the concentrated filling jet on the computed force of the ship in the lock chamber, for all 
16 considered cases a simulation is carried out with a special version of VUL_SLUIS, where the influence of the 
concentrated filling jet is not taken into account when computing the force on the ship in the lock chamber. For these 
simulations, the force on the ship is computed using Eq. (4): 
 
𝐹𝑙𝑜𝑛𝑔,𝑛𝑜 𝑗𝑒𝑡 = 𝐹𝑡𝑟𝑎𝑛𝑠𝑙 +  𝐹𝑖𝑚𝑝𝑢𝑙𝑠𝑒,𝑄 + 𝐹𝑓𝑟𝑖𝑐𝑡 (4) 
 
where Flong, no jet is the longitudinal force on the ship without taking into account the influence of the filling jet [N], 
Ftransl is the component due to translatory waves, Fimpulse, Q is the component due to momentum decrease because of the 
decreasing discharge, and Ffrict is the component due to friction. The force on the ship computed with VUL_SLUIS 
without taking into account the influence of the concentrated filling jet (Flong,no jet) is also visualized in Figure 5 using 
the dashed black lines. Besides the absence of the influence of the concentrated filling jet for these simulations, also 
the coefficient for the damping of translation waves in VUL_SLUIS is reduced from 0.40 to 0.05, leading to an 
increase of the amplitude of the forces and to a better agreement with the amplitude of the forces computed with 
DELFT3D and LOCKSIM.  
The dashed black lines in Figure 5 show that the forces computed with VUL_SLUIS without taking into account the 
influence of the concentrated filling jet are now comparable to the forces computed with LOCKSIM and DELFT3D. 
For Case02 and Case06, the amplitude of the force computed with VUL_SLUIS is somewhat lower than the amplitude 
of the force computed with LOCKSIM, on his turn being lower than the amplitude of the force computed with 
DELFT3D using the discharge from VUL_SLUIS as input. For Case15, the case with the recreational ship in the lock 
chamber with VUL_SLUIS and LOCKSIM now the same forces on the ship are computed. Using the discharge 
through the openings in the lock gate from LOCKSIM instead of the discharge from VUL_SLUIS as input in 
DELFT3D does not result for Case02 into any difference between the computed forces but results for Case06 and 
Case13 however into a damping of the forces on the ship being higher than the damping of the forces using the 
discharges from VUL_SLUIS as input. The latter forces computed with DELFT3D using the discharges of 
VUL_SLUIS as input are approximately the same as those computed with LOCKSIM. 
Figure 6 compares for all cases of filling of a lock when multiple force components are present, the BIAS and RMSE 
between the times series of the forces computed with VUL_SLUIS and those computed with LOCKFILL, LOCKSIM 
and DELFT3D. The BIAS and RMSE are, as in section 4.1, presented relative to the extreme value of the computed 
force. The BIAS and the RMSE between the forces computed with VUL_SLUIS and the forces computed with 
LOCKSIM and DELFT3D are computed both for the situation with and the situation without taking into account the 
influence of the concentrated filling jet. When taking into account the influence of the concentrated filling jet, between 
the forces computed with VUL_SLUIS and LOCKFILL a maximum value of the BIAS, respectively, RMSE is 
computed equal to 19 %, respectively, which is 23 % of the extreme value of the computed force. Between the time 
series of forces computed with VUL_SLUIS and LOCKSIM and the forces computed with VUL_SLUIS and 
DELFT3D, higher values of the BIAS (until 50 %) and RMSE (until 60 %) are computed. Compared to the cases 
concerning emptying a lock or filling a lock dominated by translation waves, the maximum values of BIAS and RMSE 




influence of the concentrated filling jet is neglected, considerably lower values of the BIAS (until 6 %) are computed 
between the time series of forces computed with VUL_SLUIS and LOCKSIM and the time series of forces computed 
with VUL_SLUIS and DELFT3D than when taking into account the influence of the filling jet. Also, the computed 
RMSE is lower, being 19 %, respectively, 30 % between the time series of forces computed with VUL_SLUIS and 
LOCKSIM, respectively, the forces computed with VUL_SLUIS and DELFT3D. 
 
Figure 6. BIAS/RMSE relative to extreme longitudinal force (in %) between forces  
computed with VUL_SLUIS, LOCKFILL, LOCKSIM and DELFT3D. 
4.3. Comparison of Power Density Spectrum 
 
Figure 7 presents as an example for Case03 (emptying a lock), Case10 (filling a lock with only translation waves 
present), Case02 and Case13 (filling a lock with multiple force components present) the power density spectrum of 
the forces computed with VUL_SLUIS, LOCKFILL, LOCKSIM and DELFT3D. The power density spectrum of the 
forces compute with DELFT3D is for all cases visualized as well as using the discharge through the openings in the 
lock gate from VUL_SLUIS as input as using the discharge from LOCKSIM as input. For Case02 and Case11 also 
the power density spectrum of the forces computed with VUL_SLUIS without taking into account the influence of the 
filling jet is visualized. 
For the graphical visualization of the computed power density spectrum, the limits of the frequency axis are assessed 















where T is the period of harmonic oscillation [s], lk and bk are the length and width of the lock chamber [m], ls, bs and 
ds are, respectively, the length, width and draft [m] of the ship in the lock chamber, g is the gravitational acceleration 
[m/s²] and hk is the water depth in the lock chamber [m]. Using this equation and the data of Table 2, results for Case02 
and Case03 into an harmonic oscillation period of 64.0 s (= 0.016 Hz) for the minimum water depth of 5.33 m and a 
period of 39.2 s (= 0.025 Hz) for the maximum water depth of 10.73 m are calculated. For Case10, respectively, 
Case13 an harmonic oscillation period of 67.8 s (= 0.015 Hz), respectively, 62.2 s (= 0.016 Hz), is computed for the 
minimum water depth of 5.17 m, respectively, 4.23 m and a period of 75.3 s (= 0.013 Hz), respectively, 40.2 s (= 
0.025 Hz) for the maximum water depth of 6.28 m, respectively, 6.61 m.  
 
Figure 7 shows that the time series of the forces computed with VUL_SLUIS (with influence of the filling jet) and 
LOCKFILL are characterized by the presence of the same frequency components. For Case03 and Case10, the time 
series of the forces computed with LOCKSIM are characterized by the same frequency components as those computed 
with VUL_SLUIS and LOCKFILL, while for Case02 and Case13 the time series of the force computed with 
LOCKSIM is characterized by the presence of slightly higher frequency components then those computed with 
VUL_SLUIS (with influence of filling jet) and LOCKFILL. When neglecting the influence of the concentrated filling 
jet in VUL_SLUIS and changing the coefficient for the damping of translation waves for Case02 and Case13, the 
force computed with VUL_SLUIS is characterized by slightly higher frequency components, hence by a slightly lower 





Figure 7. Power density spectrum for Case03 (emptying), Case10 (filling only translation waves),  
Case02 and Case13 (filling multiple force components present). 
The time series of the forces computed with DELFT3D using the discharge through the openings in the lock gate from 
VUL_SLUIS as input is characterized by slightly lower frequency components when emptying the lock chamber 
(Case03) and slightly higher frequency components when filling the lock chamber (Case02, Case10 and Case13), than 
the time series of the forces computed with the other programs. This was also noticed in the previous paragraphs, 
where DELFT3D using the discharge from VUL_SLUIS as input computes near the end of levelling forces with a 
slightly increasing period when emptying the lock chamber (Case03) and a decreasing period when filling the lock 
chamber (Case02 and Case10). However, when considering the discharge through the openings in the lock gate from 
LOCKSIM as input in DELFT3D, the power density spectrum of the forces shows for Case03, Case10 and Case11 
the presence of the same frequency components as in the other programs. For Case02, this computation results in 
almost no difference in the frequency components of the computed forces, because of the negligible differences 
between the discharges computed with VUL_SLUIS and LOCKSIM. This concludes that the damping and to a lesser 
extent the period of the forces computed with DELFT3D is influenced by the computed discharges through the 
openings in the lock gate used as input for the simulation. 
5. Conclusions 
To assess the longitudinal force on the ship in a lock chamber during lock levelling through openings in the gate, 
mostly numerical modelling is carried out nowadays. This paper compared the results of the programs VUL_SLUIS, 
LOCKFILL, LOCKSIM and DELFT3D for 16 selected cases of levelling systems with openings in the lock gate, 
differing in lock type, ship type, type of operation, the type of openings in the lock gate and the valve type. Concerning 
the levelling time and the variation of the water level in the lock chamber, negligible differences between the different 
programs are computed. 
The comparison of the forces computed with the different programs firstly conclude that for emptying a lock and for 
filling when the force component due to translatory waves is dominantly present, all four programs compute 
comparable longitudinal forces. Secondly, for filling cases where all components of the forces are relevant, and 
certainly when the component of the momentum decrease is dominant, the influence of the concentrated filling jet is 
not negligible. In these cases, LOCKFILL and VUL_SLUIS take into account the influence of the filling jet in the 
computation of the force on a ship in a lock chamber, whereas LOCKSIM and DELFT3D do not. This results in 
considerably higher forces computed with VUL_SLUIS and LOCKFILL, being comparable to each other, than those 
computed with LOCKSIM and DELFT3D, also being comparable to each other. When in VUL_SLUIS the influence 
of the concentrated filling jet is not taken into account, forces are computed which are comparable to those computed 
with LOCKSIM and DELFT3D. Adding the influence of a concentrated filling jet in a post-processing step to the 
latter two programs, e.g. based on the model formulations adopted in VUL_SLUIS and LOCKFILL, is possible but 
was not considered in this paper. 
The damping and to a lesser extent the period of the forces computed with DELFT3D depend noticeably on the 
discharges through the openings in the lock gate used as an input. When these discharges are computed with a software 
using the mean water level in the lock chamber (e.g. VUL_SLUIS and LOCKFILL), with DELFT3D forces computed 
and characterized by a lower damping and slightly higher, respectively, lower periods, when emptying, respectively, 
filling a lock than with the other programs and when the discharges as input are computed with a software using the 
water level next to the lock gate used for levelling (e.g. LOCKSIM). In the latter situation, comparable forces are 
computed as with the other programs.  
For design purposes, where mostly the extreme value of the computed forces is compared with a criterion, the 
influence of the concentrated filling jet during filling of a lock influences noticeably the negative extremum, while the 
positive extremum remains the same. The different damping behavior of the forces computed with DELFT3D 
depending on the discharges used as input does not influence the first peak of the computed forces, being generally 
the positive extremum when filling a lock and the negative extremum when emptying a lock but influences noticeably 
the negative extremum when filling a lock and the positive extremum when emptying a lock. 
For the intercomparison of the considered programs in this paper, the simulations carried out with VUL_SLUIS are 




assess the accuracy of the computed forces, predicted with whatever software, further validation with measurements 
is recommended. 
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Abstract: In the present study, the flow induced by waves around a physical model of a detached low crested rubble mound 
breakwater is investigated experimentally. The model was designed with a scale factor of 1/30, parallel to the shoreline, along a 
coast of constant slope 1/15, assuming Froude similarity to be valid. For the design of the rock armour layer, the van der Meer's 
hydraulic stability formula was applied. Two wave conditions were examined: one with an offshore wave height of 2 m (Case A) 
and another with the maximum annual characteristic offshore wave height (Case B) calculated in prototype scale. The 
measurements include surface elevation time series as well as three-dimensional velocity time series of the flow around the model. 
The results include flow patterns on the seaward and leeward side of the breakwater for both wave conditions as well as 
transmission and reflection coefficients. Along the leeward side, the current profiles have an offshore direction close to the bottom 
and a shoreward direction close to the free surface where the reduction of the water depth induced an acceleration of the flow and 
is influenced by the overtopping. Transmission and reflection coefficient’s data are compared with that from existing literature. 
The comparison revealed that literature equations tended to underestimate the transmission coefficient due to the critical condition 
represented by a zero free-board breakwater, whereas it overestimates the reflection coefficient, possibly due to the fact that these 
formulae were obtained from experiments performed with emerged breakwaters. 
 Keywords: Shore protection, low-crested breakwater, experimental analysis, ADV, transmission/reflection coefficient. 
1. Introduction 
The function of a rubble mound breakwater is to protect a coastal area from wave attack and shoreline scour. Shore-
parallel, detached, and segmented breakwater’s configurations are used for shore protection. These structures have 
their crest at/or below the mean water level and the term ’rubble’ as used here includes rock, riprap and precast 
concrete armour units. Coastal structures with a low crest are called ’low-crested breakwaters’ and they allow some 
wave transmission behind themselves by generating wave-breaking. 
First experimental studies on three-dimensional physical models were carried out on emerged structures by Gourlay 
(1974), Mory and Hamm (1997), and Chapman et al. (2000) to study flow circulation and wave setup. Further 
experiences were obtained on low-crested breakwaters on irregular wave conditions by Ruol and Faedo (2002) and 
Zanuttigh and Lamberti (2006) within the framework of the EU-funded project DELOS. Most of the experiments are 
aimed to transmit and reflect phenomena or to formulate new empirical stability formulas. However, studying flow 
currents around the breakwaters helps with understanding structure behaviour. 
Few velocity laboratory measurements are available and the majority were performed with non-realistic physical 
models such as submerged steps, narrow models fixed in flume basin or small scale models affected by turbulence. 
Comparisons between experimental analysis and numerical simulations use few laboratory data (Losada 2005) or 
suffer model limitations (Garcia et al. 2004). Flow pattern analysis around an isolated breakwater was performed by 
Sutherland et al. (2000) and recent experiments are under investigation to understand zero freeboard breakwater 
hydrodynamics (Martone, MSc Thesis, 2016; Ballas, MA Thesis, 2016). Notably, in this configuration the water 
circulation generated by the crest may influence bed morphodynamics. The wave interaction with low-crested 
breakwater depends on the wave conditions and wave attack direction. However, the design must be accurate in order 
to ensure the proper function of a submerged or low-crested structure. Another big challenge is the crest freeboard 
design: many studies show the influence of crest width on wave transmission coefficient (Seabrook and Hall 1998). 
Thus, experiments on a zero freeboard rubble-mound breakwater were conducted under monochromatic wave 
conditions to improve knowledge of hydrodynamics around such a particular coastal structure as well as wave 
reflection and transmission studying. 
The present paper is structured in three parts. First of all, the laboratory setup and the physical model construction are 




described. Finally, the observed flow patterns are discussed and the measured transmission and reflection coefficients 
are compared to literature predictive formulas. 
2. Experimental setup 
The experimental measurements were carried out in the Hydraulic Engineering Laboratory of the Department of Civil 
Engineering, University of Patras (Greece). The experiments took place inside the wave basin which had a surface 
area of 12 x 7 m and water depth of 1.05 m. The basin was equipped with a DHI paddle wave-maker that reproduced 
monochromatic, spectral or recorded waves produced by existing time series. A slope of 1/15 was installed inside the 
basin made by industrial anodised aluminum poles used to support stainless aluminum plates, 5 mm thick. The sloping 
beach was bounded by vertical aluminum plates creating a region narrower (4 m wide) than the wave basin (7 m wide). 
The low-crested breakwater model was designed assuming Froude similarity for a geometrical scale of 1:30. Given a 
return period of 50 years for the significant wave height Hs at the toe of the breakwater, the physical model was 
designed through the van der Meer's formula (1990): the nominal diameter, Dn50, of the armour layer, consisting of 
two rows of rocks supported by a steel frame, was obtained as follows: 
 ℎ′𝑐
ℎ
= (2.1 + 0.1 𝑆)𝑒−0.14𝑁𝑠
∗
 
                                       (1) 










                                       (2) 
 
where S is the damage level; ℎ𝑐
′  is the structure height; h is the water depth; Sp is the wave steepness obtained with 
peak wave; ∆ is the relative buoyant density and 𝑁𝑠
∗ is the spectral stability number. A value of 1.21 m was obtained 
for the Dn50. Afterwards, a sample of 1514 rocks was collected and weighed in the laboratory. The nominal diameter 
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where W is the weight of the rock and γr is the specific weight of the rocks assumed as 2.63 g/cm3. In the end, the Dn50 
was found and the results are shown in Table 1. 
 
Table 1. Nominal diameter and mean weight differences between prototype and physical model. 
TITLE Prototype Model 
𝐷𝑛50 (m) 1.19 0.0396 
𝐷𝑛15 (m) 1.10 0.0368 
𝐷𝑛85 (m) 1.34 0.0445 
Mean weight (kg) 4428 0.164 
Grading (-) 1.2 1.2 
 
Two wave conditions were considered for a total amount of 124 ten-minute long generated time series, with a wave 
height of 2 m (Case A) and with the maximum annual characteristic wave height (Case B), in prototype scale. 
Free surface elevations were recorded in six different locations along the direction of wave propagation using wave 
gauges (Type 202, DHI) (Figure1) which measure conductivity between two parallel electrodes partly immersed into 




An Acoustic Doppler Velocimeter was placed in eight locations (hereafter referred to as stations) along the two slope 
toes to collect velocity data. The ADV system consisted of a 16-MHz Micro ADV probe (Sontek/YSI, 2002) with 
three side-looking acoustic receivers and one acoustic transmitter (Figure1). The sampling volume was approximately 
0.3 cm3 and it was located 5 cm from the acoustic transmitter. The instrument resolution was about 0.01 cm/s, while 
its accuracy was of the order of 1% of measured velocity. The sampling rate was 50 Hz. 
 
 
Figure 1. From the left to the right: the wave gauge Type 202 from DHI and Acoustic Doppler velocimeter (ADV). 
Four of the ADV stations were located at the seaward toe of the model and four at the shoreward one (Figure 2). The 
first array was placed along the centerline of the model, while the second, the third and the fourth ones were set, 
respectively, at 80 cm, 133 cm and 160 cm from the centerline. In each station, velocity measurements were performed 
in several points along the flow depth with the first point located one centimeter from the bottom: the number of 
recorded points per station depends on breaking or no-breaking wave conditions. For surface elevation measurements, 





Figure 2. Wave basin sketch. 
 
Table 2. Stations and wave gauges positions (coordinates system showed in Figure 3). 
Station Station Location Recorded Points  Wave gauge Case A Case B 
(-) X (m) Y (m) (-)  (-) (m) (m) 
1 0.40 0.00 6  G1 -2.27 -2.27 
2 0.40 0.80 6  G2 -2.15 -2.11 
3 0.40 1.33 5  G3 -1.97 -1.87 
4 -0.40 1.33 10  G4 -0.47 -0.47 
5 -0.40 0.80 10  G5 0.37 0.37 
6 -0.40 0.00 10  G6 1.15 1.15 
7 -0.40 1.60 9  / / / 
8 0.40 1.60 6  / / / 
3. Data post-processing  
The surface elevation time series were analyzed using the MIKE Zero-WS Wave Analysis Toolbox developed by DHI 




Matlab code to obtain mean velocity profiles. For spurious spikes in time series, a de-spiking method was used for the 
outliers. A typical ADV time series gives instantaneous velocity components during the wave cycle. In order to get 















                                                
(5)                        
where U is the period-averaged velocity; uij is the instantaneous velocity of the j-frame of the i-cycle; Ui is the mean 
velocity of the i-cycle; NP is the number of recorded frames per cycle (NP = 46 in Case A and 56 in Case B); and N is 
the number of recorded cycles (N = 300 in this study) over which average value was performed. 
The reflection coefficient, which is the partial wave reflection caused by breakwater roughness and permeability, was 
obtained through the MIKE-Reflection Analysis Module which calculates the incident and reflected wave spectrums 
and the average reflection coefficient. The frequency domain separation handles concurrent recordings from several 
wave gauges as it solves the governing equations by use of at least squares fit approach. The basic method is described 
by Mansard and Funke (1980) and extended by Zelt and Skjelbreia (1992). The coefficient is defined as: 
 𝑪𝒓 =  
𝑯𝒓
𝑯𝒊
                                               (6) 
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𝟏𝟎
                            (7)         
where 𝝀 is the wave length at the depth where the gauges were placed: 𝑿𝟏𝟐 and 𝑿𝟏𝟑 are the spacings between G1 and 
G2, and G1 and G3, respectively. Therefore, according to Eq. (7), the new gauges spacings were: 
 𝑿𝟏𝟐 = 𝟎. 𝟏 𝝀𝑮𝟏 ;  𝑿𝟐𝟑 = 𝟎. 𝟏𝟓𝝀𝑮𝟏                                                 (8) 
where 𝝀𝑮𝟏 is the wave length at d = 0.30 m (wave gauge G1);  𝑿𝟐𝟑 is the distance between G2 and G3. On the other 
hand, the transmission coefficient, defined as the percentage of wave energy passing through and over the breakwater,  
is calculated as the ratio of the incident wave height recorded at the front toe and the wave height recorded at the back 
toe of the breakwater: the zero-up crossing method was adopted for the analysis. For this method, a wave is defined 
as the portion of a record between two successive crossings of zero level uphill. A sample of four time series has been 
selected for the analysis: in this way, the accuracy of the coefficient was verified comparing multiple experiments.  
The first step was to calculate the incident wave height at the front toe of the low-crested breakwater model. Since the 




was calculated by subtracting the reflected wave from the measured one using the reflection coefficient according to 
the equation: 
 𝑯𝒊 =  
𝑯𝒎𝒆𝒂𝒔𝒖𝒓𝒆𝒅
𝟏 + 𝑪𝒓
                                            (9) 
The second step was to calculate the transmitted wave height at the leeward side of the submerged breakwater. Existing 
formulas define the transmitted wave height as: 
 𝑯𝒕,𝒎𝟎 = 𝟒 √𝒎𝟎                                             (10)                      
where m0 is the zero-th spectral moment, so the transmission coefficient was obtained as shown below: 
 𝑪𝒕 =  
𝑯𝒕,𝒎𝟎
𝑯𝒊
                                             (11) 
4. Results 
4.1. Time-Averaged Velocity Profiles 
Figure 3 presents the velocity vectors at the eight stations and for three different depths for wave case A. Four stations 
were located at the front toe of the model and other four in the back toe of the breakwater. In the leeward side, after 
the wave breaking, big values of velocity components were found with opposite direction to the wave propagation. In 
the shoreward stations, a large negative V component towards the external side of the breakwater and a positive value 
of U close to the free surface that decreased down to negative velocities (directed to the offshore) near the bottom 
were observed. The W component was always positive suggesting a circular path of the particles. This trend appears 
completely different in the seaward stations where velocity components were found to be directed towards the shore. 
 
Figure 3. Case A flow patterns at different depths from bottom. 
Regarding Case B (Figure 4), the U component acquires positive values close to the surface (due to overflow) and 
negative ones close to the bottom (therefore directing back to the deep water). The V component was negative and, as 
in Case A, shows a current directing along the edge of the breakwater. The W component suggested a particle path 
directed to the free surface level. Nearby the gap, the U component changed its sign showing large positive values 
from the bottom to the surface while the V component was negative and larger close to the seabed. The W component 





Figure 4. Case B flow patterns at different depths from bottom. 
4.2. Reflection and Transmission Coefficients 
The experimental values for the reflection coefficients were compared with those from literature equations, such as 
those from Seelig (1983), Postma (1989), Zanuttigh and van der Meer (2006) and Zanuttigh and van der Meer (2008) 
(Table 3). Results of least squares fit approach are shown in (Table 5). For the validation of the transmission 
coefficient, five experimental formulas were considered: van der Meer (1990), van der Meer and Daemen (1994), 
D'Angremond et al. (1996), Seabrook and Hall (1998) and Calabrese et al. (2002) (Table 4).  
 









AUTHOR FORMULA PARAMETERS COMMENTS 
(Seelig 1983) 
 





0.64 < 𝑎 < 0.80 
8.85 < 𝑏 < 10 
The values of the coefficients a and 
b  change for armour units, rock 




𝐶𝑟 =   0.15 ∙ 𝜉0
0.73 
(13) 
0.64 < 𝑎 < 0.96 
4.80 < 𝑏 < 9.64 
 
The wave period has influence on 
the reflection behaviour, so ξo 
introduces some scatter. 








0.12 < 𝑎 < 0.16 
0.87 < 𝑏 < 1.47 
It reproduce different slope types; 
physical bounds and gives a 
relationship with the roughness. 
(Zanuttigh and van der 
Meer 2008) 
 










It takes into account low-crested 
breakwaters through the relative 
crest free-board Rc/H. Rc = 0 







Table 4. Transmission coefficient formulas used in this study. 
 
The comparison between measured values and empirical formulas is shown in Figure 5 even though the dataset results 
are quite few. The line inside the graph represents full agreement. For the reflection coefficient, the Zanuttigh and van 
der Meer (2006) formula, designed for submerged breakwaters exclusively, presents the best fit with the reflection 
coefficient estimated above for Case A. However, a scatter is visible when comparing with the other formulas, though 
the values are concentrated in a small range. In Case B, the discrepancy between predicted and measured values  is 
smaller than in Case A as far as it concerns Seelig (1983), Postma (1989) and Zanuttigh and van der Meer (2008) 
formulas. 
 
AUTHOR FORMULA PARAMETERS COMMENTS 
(van der Meer 
1990) 
 
𝐶𝑡 =  −0.31
𝑅𝑐
𝐻𝑚0
+ 0.46   (16) 
0 < 𝐶𝑡 < 1 
Coefficient linearly decreases 
with relative crest freeboard 
Rc/Hm0. 





𝐶𝑡 =  𝑎
𝑅𝑐
𝐷𝑛50
















The influence of the crest width 
is included to explain the 
behaviour of Ct if Rc = 0. 
(D'Angremond 











𝑒−0.5𝜉)  (18) 
0.12 < 𝑎 < 0.16 
0.87 < 𝑏 < 1.47 
It includes the influence of the 
non-dimensional crest freeboard, 
Rc/Hi, the wavelength Lop and 
























5 ≤ 𝐵/𝐻𝑚𝑜𝑖 ≤ 74.47 
0 < 𝐵(−𝑅𝑐)/𝐿 ∙ 𝐷𝑛50 < 7.08 
0 < 𝐻𝑚𝑜𝑖(−𝑅𝑐)/𝐵 ∙ 𝐷𝑛50 < 2.14 
 
Design formula whose 
application is restricted to 
submerged structures. 
(Calabrese et al. 
2002) 
𝐶𝑡 =  𝑎
𝑅𝑐
𝐷𝑛50














Predictive expression based on 
large-scale tests resembling the 
formula by van der Meer and 
Deamen (1994) by substituting 





Figure 5. Reflection and transmission coefficient: comparison between predicted and measured values. 
 
With respect to the reflection coefficient, the transmission coefficient presents larger scattering. The van der Meer 
(1990) formula does not give confidence in the measured results due to the zero freeboard condition. The largest 
discrepancy was given by van der Meer and Daemen (1994) formula. The Calabrese et al. (2002) formula, though it 
gives the best fit, appears out of validity range due to the Irribarren number which is defined as follows: 
 
 





                                                   (21) 
 
where Hm0t is the significant wave height at the structure toe, tan𝜗 the front slope and L0 the offshore wave length.  
 
Table 5. Mean values of reflection and transmission coefficients. 
Case A Case B 
Cr Ct Cr Ct 
(-) (-) (-) (-) 
0.189 0.339 0.169 0.447 
5. Conclusions 
In this study, experiments on a zero freeboard rubble-mound breakwater were conducted under regular wave 
conditions in order to improve the knowledge of hydrodynamics around such coastal structures. A total number of 
124 time series were generated. The physical model of a breakwater was built in a wave basin above a constant coastal 
slope of 1/15. The armour layer of the breakwater consisted of two rows of rocks supported by a steel frame.  
 
The physical model performed well, showing very interesting comparisons between the well-known experimental 
formulas and measured values. As far as it concerns the reflection coefficient, it was found that the literature equations 
tend to overestimate its value, possibly due to the fact that these formulas were obtained by experiments performed 
with emerged breakwaters. As for the transmission coefficient, an underestimation given by the existing formulas was 
revealed due to the critical condition represented by a zero freeboard breakwater. It was seen that half of the wave 
energy was dissipated in both wave conditions by the seaward slope. 
 
The potentially vulnerable regions were identified in the shoreward toe of the structure and close to the gap. Flow 
patterns on the seaward and leeward sides were observed for both wave conditions. With reference to Case A, along 




the free surface where the reduction of the water depth induces an acceleration of the flow, influenced by the 
overtopping. 
 
A similar behaviour was observed for Case B, even though in station 3 negative mean velocity close to the bottom 
suggests the generation of an inshore current in contrast to the leeward current profiles. 
 
In the seaward side, an inshore weak current was present in all stations. As mentioned above, the mean water level, 
increasing in the leeward zone due to the overtopping, induced a hydraulic gradient and, therefore, a return flow 
directing offshore. In emerged breakwaters, this return flow hinders the onshore transport associated with wave non-
linearity and wave breaking and gives rise to a mean current directing offshore. 
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Abstract: The storm surge event of 1988 that affected the East Coast of Peninsular of Malaysia has produced significantly 
high water levels that caused severe flooding and destruction to coastal mitigation structures. A 28-year analysis of 
recorded water level data (1986 to 2013), from the southern coast of Thailand to the south-eastern coast of Peninsular 
Malaysia, show that the surge level was highest in the 80’s, started to decline in late 90’s, and slowly increased later in the 
twentieth century. Maximum surge was recorded in 1988 at Paknam Bangnara station in southern region of Thailand (max. 
storm surge, SSmax = 1.42 m) and Geting (SSmax = 0.93 m) in the north-eastern region of Peninsular Malaysia which resulted 
in a high erosion rate along these coasts. This paper explores the consequences of storm surge increment on the 
vulnerability of present coastal resources and shoreline protection structures along the East Coast of Peninsular Malaysia. 
The study reveals an increasing magnitude of storm surge and mean sea level increment in all the stations over the years 
which conform with the sea level rise assessment in IPCC AR5. Storm surge trends and the correlation between the stations 
are also investigated. Storm surge levels corresponding to various return periods are derived as a guideline for engineers 
and developers to determine the optimum level in their design. 
Keywords: Tide level, storm surge level, return period, coastal shelves, Northeast Monsoon. 
1. Introduction 
Tides generally are the rise and fall of sea levels caused by the combined effects of the gravitational forces 
exerted by the Moon and the Sun and the rotation of the Earth. Most places in the ocean usually experience two 
high tides and two low tides each day (semidiurnal tide), but some locations experience only one high and one 
low tide each day (diurnal tide). Storm surges, however, are caused by strong winds that drive seawater against 
the shore. In conjunction with certain tidal states, these coastal flooding events can cause significant property 
damage and loss of life. Despite measures to protect exposed coastline, there is also an increasing risk for severe 
flooding due to sea level rise (SLR) both from existing natural trends and the global warming impact. The 
subject of storm surge has been intensively studied worldwide. It is widely accepted that storm surge has 
increased over the years as a result of an increase in global mean atmospheric temperature. The changes in storm 
surge are subjected to several combined force, such as strong atmospheric wind, low atmospheric pressure and 
continental-trapped waves along the coast (Bell et al. 2000; Gönnert 2004). Nicholls (2002, 2003) has estimated 
that in the past 200 years, more than 2.6 million people have drowned during surge events. In 1997, 
approximately 1.0 - 2.5 m surge height was generated along the coastline of Gulf of Thailand (GoT) by 
Typhoon Linda, causing 330 casualties and over 2,000 missing persons in the coastal areas of Thailand and 
Vietnam (Aschariyaphotha et al. 2011; Wannawong et al. 2010). 
The effect of global warming has induced diversity in storm surge characteristics along coastal areas (von 
Storch and Woth 2008), and storm frequency and intensity are projected to increase globally in the future (IPCC 
2014). However, recent scientific insights derived by researchers suggest that storm surges are subject to 
individuality of coastal areas, such as their local atmospheric condition and coastal geographic. A study 
performed by Woth et al. (2006) over the North Sea and Norwegian Sea found that storm surge is expected to 
increase by about 10% under extreme conditions. On the southwest part of the North Sea, Debernard et al. 
(2002) commented that surge heights are the greatest during autumn time. In the coastline facing the South 
China Sea (SCS), coastal flood and inundation caused by storm surge are recognized as a major threat to coastal 
communities populated adjacent to coastal margins and low-lying areas apart from anthropogenic intervention. 
The frequency and intensity of storms become more significant due to frequent occurrence of tropical typhoons, 
although tropical typhoons are rarely known to hit the coastal region of Peninsular Malaysia (PM). In 2001 part 
of the southern coastline of PM was hit by Typhoon Vamei, causing at most a surge of about 1.0 m. Thus, storm 
frequency is expected to modify the characteristics of storm surges. 
Several studies on storm surges along the coast of Gulf of Thailand (GoT) and east coast of Peninsular Malaysia 
(EPM) have been carried out over the years but usually using satellite altimetry data. However, How et al. 




(2009) in another case used idealized historical typhoon events along the SCS to estimate storm surge. Luu et al. 
(2015) examined the sea level trend using a combination of tide gauge data, vertical land movement 
information, and satellite altimetry. Their investigations indicate a variation in trends such that sea level falls 
coincide with El Niño events while the rises are correlated with La Niña, which indirectly affect storm surge 
characteristics. Another study on sea level trend variation used two tide gauge stations located in the west coast 
of PM using Man-Kendall and moving averaged methods (Md Ali and Tan 2015). A study by Vongvisessomjai 
(2006) and Neelasri et al. (1988) agreed with Woth et al. (2006), where in Ko Lak in western GoT, the trend in 
SL decreased due to the steep sloping shoreline. Land subsidence rate has varied over the years in Thailand, but 
the pace has accelerated after 2004 Sumatera earthquake. However, due to the insufficient of GPS data, the 
effect of land subsidence on sea level and surge in the southwestern coast of GoT and EPM are incomplete and 
fragmentary (Luu etal. 2015). Md Din et al. (2017), using Permanent Service for Mean Sea Level (PSMSL) data 
without excluding the vertical land movement (VLM) effect, discovered a linear trend in the relative sea level at 
PM with positive trend rates. However, it was found to be significantly site-specific, which also agreed by 
Sojisuporn et al. (2013). 
Generally, the investigation on surge characteristics and trends based on local, long term, observational tide 
level data is still insufficient and incomplete. Although storm surge related researches have been widely 
explored since the 70’s in various parts of Southeast Asia, there is still a knowledge gap in understanding the 
characteristics of storm surge, particularly along the PM region. In future, understanding the surge 
characteristics and trends are important in deriving an empirical formulae and run surge model simulation to 
predict coastal flood levels. The findings in this paper will hopefully serves as a guideline for effective 
forecasting for coastal inundation mitigation measures and provide close prediction for crest level design of 
coastal protection structures against risk of overtopping and structural failure. 
2. Data and procedures 
Hourly records of five tide gauge stations distributed along the southern-most of the GoT and EPM (Figure 1) 
are used for this study. The tide gauge stations are facing the GoT and the SCS, which were selected for being 
influenced by the El Niño and La Niña events and the Northeast Monsoon. The spacing between the stations is 
not equidistance but almost, especially among the tide stations along the EPM. The water level data is acquired 
from the Department of Survey and Mapping, Malaysia (DSMM), which is comprised of a 28-year span of 
hourly observational data from 1985 to 2013. Series of the available data set revealed a missing data (in certain 
period of time and referred to as ‘gaps’) in most of the stations, but overall, the gaps identified are less than 10% 
within the specified extreme event period (during Northeast Monsoon; November until March). The missing 
data were added using a correlation with adjacent data from neighboring tide stations. In investigating the surge 
trend of each stations, for consistency purposes, only data sets which covered 1986 until 2012 (27 years) is 
considered for this study.  
Table 1. List of selected stations and its location. Years of data are the years used in the study 
Station Name of stations Location Stn. id Year Max. surge (m) Event 
1 PaknamBangnara 6.44oN, 101.83oE PB 1986 - 2012 1.42 22/11/88 11am 
2 Geting 6.23oN, 102.10oE GT 1986 - 2012 0.93 22/11/88 11am 
3 Chendering 5.27oN, 103.18oE CH 1985 - 2011 0.63 23/12/99 12pm 
4 Tg. Gelang 3.98oN, 103.43oE TG 1984 - 2012 0.68 22/12/99 1pm 
5 Tioman 2.80oN, 104.13oE TIO 1986 - 2008 0.71 23/12/99 6pm 
The paper consists of four parts: the first involves the analysis of storm surge height trends throughout the 
collective years. The surge height is determined by subtracting the observed tide gauge data with a predicted 
tide for all stations. The present study focuses on positive surges during extreme events during the Northeast 
Monsoon (NEM). It should be noted that the stations’ reference systems used in this study (EPM stations) have 
already converted to a common datum, known as the National Geodetic Vertical Datum (NGVD), which was 
established by DSMM in 1983. It is presented here in reference to MSL in Port Klang. The second part extends 
the trend analysis on MSL variations over the 27 years span of data for the five stations to investigate the range 
of level rises with respect to latest SLR projection. The third part uses correlation analysis to investigate if there 
is any statistical dependency between the storm surge height at each station. This is to understand the 




extreme value analysis method to determine the extreme storm surge height in various return periods and to 
evaluate the impact of surge increment on coastal resources and shoreline protection design. 
 
Figure 1.  Location of selected stations along southern Gulf of Thailand and East Coast of Peninsular Malaysia 
An analysis of recorded tide data was carried out for the five standard tide stations. The storm surge is defined 
as a variation in sea level resulting from the action of meteorological forces. The surge height was calculated in 
the usual way by subtracting harmonic tidal predictions from the observed tide level. In analysing the surge and 
MSL trends, several methods can be used. In present study, the least square method was employed to analyse 
the trends on the 27-year data. The best fitting regression line was determined with the sum of the squared 
residuals is minimized as much as possible. Based on the trend line plotted, the fitted linear regression model 
was determined. The equation demonstrates whether the trend has increased or decreased over time. The 
decrease or increase trend indicates how quickly or slowly the change occurred. To further understand the surge 
height trends and its development along the coastline of GoT and EPM, the relationship between two surge 
height of paired stations; PB-GT, GT-CH, CH-TG and TG-TIO were determined using the Pearson Correlation 
Coefficient (PCC) developed by Pearson (1895). The strength of association between the paired surges were 
determined by calculating their correlation coefficient r given as follows: 
 
𝑟 =  
𝑛(∑ 𝑥𝑦)− (∑ 𝑥)(∑ 𝑦)





where n is the number of data pairs. Values of r range from 1.0 to -1.0, which indicates perfect and strong 
correlation between data pairs. A confidence level of 95% is used and probability, p-value is also determined. 
This study also attempts to predict future projection of peak surge height at the desired return period using the 
Gumble distribution method (Gumble 1954). The Gumbel distribution equation for peak surge estimation at 
return period, T, is: 
 
𝑥𝑇 = ?̅? + 𝐾𝜎 (2) 
 
where: xT denotes the magnitude of the return period, T-year surge event, K is the frequency factor, ?̅? and σ are 









In which ȳ is the reduced mean, Sx is the reduced standard deviation and reduced variate, YT is expressed as: 
 




3. Results and discussion 
The analysis of the 27-year of surge level records for GoT and EPM exposed that most of the peak surge 
occurred before the high-water level or at the rising tide (Figure 2). The timing between high tide and peak 
surge agrees with the investigations and findings established by Rossiter (1961), Prandle and Wolf (1978), and 
Wolf (1981). Horsburgh and Wilson (2007) confirmed that the surge generation is decreased as it approaches 
the high water based on a long duration surge events analysis. In this paper however, the analysis of the timing 
of peak surge with respect to the timing of high water was not investigated in detail. 
 
Figure 2. Maximum surge level, observed and predicted sea level at five standard tide stations 
Using the linear regression method, the plots in Figure 3 exhibit a distinct downward and upward trend with 
significant fluctuations observed between the stations. Stations located on the northern side of SCS, PB, and GT, 
showed a downward trend, while the southern stations, CH, TG, and TIO, showed an upward trend on average 
under long term observation. All stations showed an increment in surge height and the surge rising trend is 
likely because of the location of the stations. The up-rush effect from the mass of water from Sunda Shelf 
towards the mouth of GoT during a tropical cyclone, or NEM, amplified the surge height on the northern coast. 
Whereas on the west of SCS, the wide span of SCS has distributed to the up-rush flow energy and dampened the 
surge height at CH, TG, and TIO stations under similar climatic conditions. The downward trend was from 1986 
to 2005, but it increased in later years with varying rates of increments. At PB, the dip trend halted in the year 
2001 and started to rise the following year. The distinct transition was likely due to the La Niña event in 2001. 
However, the dampening effect of La Niña in 2001 was not significant in other stations in EPM. The GT surge 
trend showed a dip in 2005, and CH, TG, and TIO all showed an abrupt turn in surge changes in 1997, with 




El Niño event in 1997- 1998 (which has been considered by scientists as the strongest warm event in 50 years) 
compared to El Niño event in 1982-1983 (NOAA 2007). However, the reason of the small surge at GT in 2005 
is unclear. Nevertheless, the highest surge height identified in 1999 in all stations was likely due to the strong La 
Niña event (Table 2). 
 
Figure 3. Trend analysis for annual maximum surge for PB, GT, CH, TG and TIO stations from 1986 – 2012 
Table 2. Summary of Normal, El Niño and La Niña years. (NOAA 2007) 
Normal Year El Niño La Niña 
1952-1953, 1959-1963, 1966-
1968, 1977-1981, 1984, 1989-
1990, 1996, 2003 and 2005-2007 
1957-1958, 1965-1966, 1969, 1972, 
1982-1983, 1986-1987, 1991-1995, 
1997-1998, 2002 and 2004 
1950-1951, 1954-1956, 1964, 
1970-1972, 1973-1976, 1984, 
1988-1989 and 1998-2001 
The assessment of the surge levels among the five stations seems to agree with findings from Jelesnianski 
(1973). Along with wind forcing, shelf geometry also has significant impact on storm surge formation, where, at 
wide continental shelves, peak surge can reach three times those at narrow shelves. Literally it is the 
shallowness and shape of the ocean floor that influence the storm surge height. 
As for the annual MSL trend, all stations indicated an upward trend which agreed with the global SLR 
assessment (IPCC 2014) and Malaysia SLR projection (NAHRIM 2017) as shown in Figure 4. Sea level trends 
analysis adjacent to PM and GoT, has been investigated by Trisirisatayawong et al. (2011), and the SCS (Peng 
et al. 2013) and SLR will not be uniform. By the end of 21st century, more than 95% of ocean area will be 
subjected to SLR and about 70% global coastline are projected to experience respective changes (IPCC 2014). 
The projected rise will definitely influence the surge magnitude, which conforms with the surge height trends in 
this paper. As of present, the characteristics of the MSL are inclined to increase over time due to SLR-induced 
depth changes, which alter frictional damping and shallow water effects (Coles and Tawn 2005; Müller et al. 
2011; Arns et al. 2015; Mawdsley et al. 2015), both of which can amplify (Familkhalili and Talke 2016) or 





In light of the projected increment in mean SLR in year 2040 and 2100 at 0.15 m and 0.47-0.49 m at PM 
(NAHRIM 2017), the surge height will likely to increase in the future and further exaggerate the risk faced on 
coastal resources and shore protection. The MSL from north, at PB, to south, along EPM at GT, CH, TG, and 
TIO, have shown an increased in level over 27 years. The increment ranges from 1 cm to 6 cm with rapid rise 
estimated at CH at 5.62 cm, compared to PB at 1.1 cm. At GT, TG, and TIO, the increment estimation is 1.1 cm, 
5.0 cm, and 3.8 cm, respectively. The increment rate is lower in EPM than in West Coast of PM, due to the 
disperse effect by the mass surface area in SCS compared to the narrow channel of the Strait of Malacca (SM). 
In a similar period, the increase in SLR at Tg Keling and Kukup were estimated to be 7 cm and 10 cm, 
respectively (Md. Ali and Tan, 2015). Another possible cause is the vertical land movement (VLM) effect, 
which has not been taken into account in the processing of the tidal data. Currently, VLM measurements and 
regional network of GPS station were sparse which causes uncertainty in estimating the sea level trend from 
tidal records. Thus, more VLM data and an improved computing technique are needed to enhance this approach 
and estimation. 
 
Figure 4. Mean Sea Level variations from 1986 to 2012 
The surge trend analysis is further tested in this study. The peak surge along the GoT and EPM mostly occurred 
within the duration of the NEM event. The possibility that each station will experience similar wind forces, 
which resulted in higher surge within a few hours of observation, is investigated. The surge magnitude may 
vary, but the coincidence probability of two stations in neighboring locations encountering similar heights is 
determined using the Pearson’s correlation analysis. The scatter diagram for the paired stations are shown in 
Figure 5, and the analysis results are tabulated in Table 3. In the plot between the paired stations, PB-GT (Figure 
5a), the surge height at GT is not dependent on surge at PB in terms of surge magnitude, but they showed 
positive strong correlation with respect to the surge population between the two stations where r = 0.61; thus, 
there is an association between the surges at PB and at GT. For GT-CH, the correlation is weak with r = 0.13, 
meaning that the probability that a surge at CH will occur at GT is low. The coastal shelves condition in the 
northern EPM is wider and likely to have significant alteration on the surge magnitude. The coastal shelves 
along CH coastline have steeper slopes, where strong wave conditions and serious erosion have been frequently 
reported to occur during NEM (EPU1985). But the rate of erosion is dependent on site-specific factors apart 
from offshore bathymetry and sheltering effect from nearby islands (Husain et al. 1995). Wider coastal shelves 
can also be seen along the coast adjacent to TG and TIO station (Figure 1). Analysis of CH-TG and TG-TIO 
showed strong PCC values of r = 0.88 and 0.95, respectively. The r values indicated that there is a strong 
association in observed surge height between the paired stations. Note that the p-values are calculated between 
immediate neighboring stations. 
Table 3. Correlation analysis for five stations (Confidence interval = 95%) 
Paired Stn. PB GT CH 
TG-TIO 
Test GT CH TG TIO CH TG TIO TG TIO 
r 0.611 0.210 0.161 0.155 0.126 0.055 0.055 0.815 0.825 0.948 
r2 0.373 0.044 0.026 0.024 0.16 0.003 0.003 0.78 0.68 0.899 





Figure 5. Surge height correlation analysis on paired stations 
The peak storm surge height with different recurring intervals were computed and are shown in Table 4. The 
return period for each respective peak surge over the 27-years event was determined using the Gumble 
distribution method following the above methodology shown in Figure 6. Based on the analysis, the mean surge 
height for PB, GT, CH, TG, and TIO was found to be 0.65 m, 0.55 m, 0.40 m, 0.39 m, and 0.35 m, respectively. 
Using the Gumbel’s distribution analysis, the above results showed that the 27-year mean surge height for each 
station was about 2-yr RP as shown in Table 4. This means that the prediction of surge height along the GoT 
and EPM is nearly accurate and follows the Gumbel’s distribution. 
Table 4. Predicted storm surge height, xT in various return periods, T 
Return Period, T PB GT CH TG TIO 
2 0.60 0.52 0.39 0.37 0.33 
5 0.94 0.73 0.51 0.50 0.48 
10 1.17 0.87 0.59 0.59 0.58 
50 1.68 1.19 0.76 0.79 0.80 
100 2.11 1.32 0.84 0.88 0.89 
200 2.23 1.45 0.91 0.96 0.99 
Not much could be said in the extreme event analysis through hydrodynamic simulation, as the storm surge 
effect has not been duly researched, and the design height is generally accepted as it is. This resulted in CH in 
Terengganu experienced Category I (C1) erosion, whilst GT, TG, and TIO which was located in Kelantan and 
Pahang are C2 erosion. The rate of erosion increased within 21 years from 0.3 - 4 km to 5 – 20 km (EPU 1985, 
DID 2006), as shown in Figure 7, and is still increasing. The increase rate is portrayed the severity of the coastal 
erosion along EPM, which is mostly sandy beaches, and will further exacerbate if immediate action is not taken 





Figure 6. Reduced variate vs peak surge for station – PB, GT, CH, TG and TIO 
 





In this paper, the historical tide gauge records have been analysed, and an overview on the trends in MSL and 
storm surge in 27 years at stations along GoT and EPM has been provided. Both levels showed an upward and 
downward pattern over the years. Also, correlation of surge events between neighboring stations indicates a 
strong dependency probability which is expected. The computed projected surge levels in various return periods 
may significantly alter risk assessment related to high water levels and should be considered a relevant result for 
stakeholders and policy makers involved in coastal infrastructure and environmental protection decisions. 
Moreover, the possibility of surge increment in the next decades depends on the location and coastal shelves 
alterations (i.e. dredging and reclamation activities). In view of the current design approaches, the procedures 
are adequate under present-day conditions, but fail to account for future climate change in storm surge and MSL 
increment. There is a possibility that the design may be overly-conservative if flooding, high tides, and storm 
surge are all assumed to be coincidental. In practice, there is a slightly higher probability that they are 
associated, but the assumption of coincidence is generally too conservative and need to be proven through detail 
hydrodynamic simulation under various extreme climate conditions. 
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Abstract: A novel free-surface immersed boundary-lattice Boltzmann method for wave–structure interaction and hydrodynamic 
force estimation is introduced. The free-surface lattice Boltzmann method is coupled with the immersed boundary modification in 
order to simulate rigorous free surface wave and to evaluate the exact hydrodynamic forces on a breakwater. First, the proposed 
model is applied to incident wave propagation in a shallow water zone. The wave–breakwater interactions and wave forces on a 
breakwater are then analysed using the method. The results agreed with those of Goda’s formulae, confirming that the proposed 
model has a high potential for application to complex analysis of coastal engineering problems. 
Keywords: Wave–structure interaction, wave force, immersed boundary, Lattice Boltzmann method.  
1. Introduction 
The evaluation of wave forces acting on a breakwater is the main requirement for a correct analysis of breakwater 
stability (Goda 2010). The design methods for wave forces have been established from numerical models based on 
the theory or the fluid governing equations such as the Navier-Stokes equations or shallow water equations 
(Guanche et al., 2009; Hayakawa et al., 1998). Numerical methods based on the governing equations have been 
extensively studied and applied to wave–structure interactions, e.g., both the Eulerian and Lagrangian methods such 
as the volume of fluid (VOF) method, smoothed particle hydrodynamics (SPH), and moving particle semi-implicit 
method (MPS) are proposed to simulate complex waves and flow fields around breakwaters (Altomare et al., 2015). 
In addition, the lattice Boltzmann method (LBM) for the shallow water equation has been successfully introduced to 
wave propagation studies (Zhou, 2010; Koshimura and Murakami, 2009). Nevertheless, the force and pressure 
evolution of the LBM for shallow water systems requires further improvements. 
In previous studies on coastal engineering in Japan, LBM methods were used for modeling of free surface flows 
(Araki and Koshimura, 2009), tsunamis (Koshimura and Murakami, 2009), multi-phase flows (Araki and 
Koshimura, 2010), and motion of bed loads (He et al., 2013). These studies show that the LBM method has a 
potential for application to complex wave fields and their extensions. There are no previous studies on using the 
LBM for estimation of wave pressures and forces. Thus, we propose the estimation of wave forces using the LBM 
with immersed boundary (IB) method. As a proposed numerical model, the free-surface lattice Boltzmann method 
introduced by Korner et al. (2005) is coupled with the immersed boundary modification by Noble and Torczynski 
(1998) in order to simulate rigorous free surface wave and to evaluate the smooth hydrodynamic forces on the 
caisson block. 
With the increasing function of breakwaters, the role of numerical simulation is becoming more important. 
Currently, the LBM is a relatively new approach to coastal engineering applications that can handle wave and wave 
forces on coastal structures. Particularly, the lattice Boltzmann (LB) modeling for a free surface flow and fluid–solid 
interactions will provide an alternative and attractive solution for coastal engineering problems. In this study, we 
show the application of a free-surface immersed boundary-lattice Boltzmann method (FS-IB-LBM) for wave force 
estimation on a breakwater and wave–structure interactions. The numerical study covers the interactions between 
violent waves and breakwater, and the effect of overtopping waves and uplift on the forces acting on the caisson of a 





2. Numerical Models 
Recently, LB modeling is being extended into many areas involving physics and chemistry as well as engineering 
and industry. As being braided, the types of LB modeling have emerged as versions to be differentiated from the 
original concept of LBM (Aidun and Clausen, 2010). In this study, we use one of the original procedures of LB 
modeling for a fluid flow, called D2Q9 lattice, with the Bhatnagar-Gross-Krook (BGK) collision operator (Chen and 
Doolen, 1998). With regard to this, the existing LB models with specific modifications are introduced and proposed 
as the numerical model, called FS-IB-LBM, for the wave–structure interactions. 
 
Figure 1.  Some descriptions of free surface lattice Boltzmann method: (a) lattice arrangement in a cell, (b) cell types and 
distribution functions for free surface boundary condition, and (c) - (d) possible transformation of IF cells and neighbouring cells. 
DFs – distribution functions and BC – boundary condition. 
2.1. Free-Surface Lattice Boltzmann Modeling 
From the widely recognized two types of free surface flow modeling in LB modeling, namely single-phase and 
multi-phase modeling, the simple single-phase modeling introduced by Korner et al. (2005) is adopted for the 
proposed model. The free surface model is formulated using the concept of the VOF method in terms of the 
mesoscopic way, which is the basic description scale of LB modeling (Aidun and Clausen, 2010). In the free-surface 
LBM, each cell has a volume fraction value of fluid that is expressed as the ratio of the mass to the density of the 
cell: 𝑚 𝜌⁄ . Depending on the volume fraction value of fluid, each cell is marked by flags (Araki and Koshimura, 
2010; Badarch et al., 2016) as an indication of the materials in the computational cells, such are F for fluids (water), 
G for gases (air), W for solids, and IF for interface cells, as shown in Fig. 1(b). 
Because of its advantage of being a single-phase model, the discretized Boltzmann equation: 
𝑓𝑖(𝒙 + 𝒄𝑖𝛿𝑡, 𝑡 + 𝛿𝑡) − 𝑓𝑖(𝒙, 𝑡) = 𝛺𝑖 (1) 
 
is numerically considered for only the liquid cells, which are the F and IF cells. In Eq. (1) with Fig. 1(a), 𝑓𝑖(𝐱, 𝑡) is 
the density distribution function (DF) at position x and time t discretized from the one-particle DF in a phase space 
(Chen and Doolen 1998) and Ωi is the collision operator altered by the BGK collision operator (Aidun and Clausen 





+ 𝛿𝑡𝐹𝑖  , (2) 
where 𝜏𝑡𝑜𝑡 is the total relaxation time with respect to the total viscosity that can be defined by the Smagorisky 
turbulent model (Hou et al., 1996; Chen and Doolen, 1998). In Eq. (2), fi
eq
 is the equilibrium DF approximated from 
the Maxwell distribution (Aidun and Clausen, 2010) for incompressible flow: 
𝑓𝑖
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and 𝐹𝑖 is the force term (Badarch et al., 2016) as 














The basic macroscopic fluid variables, density ρ, velocity u, and pressure p, are defined from the DFs as 
𝜌 = ∑ 𝑓𝑖
8





 𝑎𝑛𝑑, 𝑝 = 𝑐𝑠
2𝜌 , (5) 
where F is the dimensionless force density, i.e., F = ρg, and g is the acceleration due to gravity; 𝑐𝑠 is the speed of 
sound in the lattice form. The multi–scale expansion from the discretized Boltzmann equation in Eq. (1) retrieves the 
dimensionless Navier-Stokes equations in a low Mach number flow (Aidun and Clausen, 2010). This is the main 
evidence that LB models are promising techniques to solve fluid flows (Chen and Doolen, 1998), and this has been 
confirmed by many validation works during all stages of their development.  
The free surface is represented as chained single-layer interface cells having an arbitrary volume fraction value of 0 
to 1, and the evolution of the free surface is tracked by the mass calculation of interface cells and cells other than 
solid and gas cells, which have no water fraction content nor the computation of the DFs. The mass calculation on 
an IF cell is defined by an equation derived from the mesoscopic discretization (Korner et al., 2005) of the mass 
conservation equation (Christian and Krafczyk, 2011) in the VOF model: 
𝑚(𝒙, 𝑡 + 𝛿𝑡) = 𝑚(𝒙, 𝑡) + ∑ 𝛥𝑚𝑖(𝒙, 𝑡 + 𝛿𝑡)
8
𝑖=0  , (6) 
where Δ𝑚𝑖 is the mass flux value between the IF and F cells. The value of the mass on an IF cell, which in turn is 
the volume fraction value that defines the IF cell, is either filled or emptied. Based on the filled or emptied situation, 
the transformation of the free surface (IF cells) are decided as explained in Fig. 1 (b, c, and d). For instance, if an IF 
cell is filled, it is going to become an F cell in next time step. This change of flag also changes the neighboring cell 
status as G to IF and F to G, as shown in Fig. 1(c). After these changes of flags or status, the excess mass of the IF 
cell that was filled (or emptied for the other case) is distributed to the newly generated IF cells. The boundary 
condition (BC) for the free surface is defined by the detailed flux conservation equation (Korner et al., 2005) of the 
DFs on the IF cell: 
𝑓𝑖̅
′(𝒙, 𝑡 + 𝛿𝑡) = 𝑓𝑖
𝑒𝑞(𝜌𝐴, 𝒖) + 𝑓𝑖̅
𝑒𝑞(𝜌𝐴, 𝒖) − 𝑓𝑖(𝒙, 𝑡) , (7) 
where 𝑖 ̅is the direction index opposite to i , as shown in Fig. 1(b), and ρA is the air density, which is directly related 
to the air pressure by the equation of state in lattice form. 
The bounce-back scheme is imposed on the solid surface recognized as a non-immersed body to express a rough 
surface. For simulations, immersed bodies can be movable, and the IB method is employed. If the water is at rest 
and the depth of water is considerable, the hydrostatic pressure must be given for the initial condition to balance the 
force field. This initial condition can be expressed in terms of density derived from the barometric formula using 
𝑐𝑠 = 1 √3⁄  and 𝜌0 = 3𝑃0: 
𝜌(𝑧) = 𝜌0𝑒
3𝒈𝑧 , (8) 
where z is the depth of water in initial state and 𝑃0 is the reference pressure at the free surface. The additional details 
of the free surface LBM and its implementation can be found in the references (Araki and Koshimura, 2009; 
Christian and Krafczyk, 2011; Badarch 2017). 
2.2. Immersed Boundary Method 
The IB-LBM is reported to be a more consistent and smoother method for the force estimation compared to the 
native force estimation scheme in LBM known as the momentum exchange method (Feng and Michaelides, 2004). 
Because the IB method is introduced to the grid-based numerical methods, the previous difficulties encountered 
when handling movement of or complicated shapes of a body are eliminated, and the BC is formulated in the 
governing equations as a force term due to the IB (Strack and Cook, 2007). Superior to conventional methods, the 
LBM is known as the simplest method for flows around complicated geometries as well as in flows with moving 
immersed boundaries (Feng and Michaelides, 2004). Noble and Torczynski successfully introduced the IB 
modification into Eq. (1) that allows for large numbers of nonconforming, evolving boundaries but retains the 







(𝑓𝑖(𝒙, 𝑡) − 𝑓𝑖
𝑒𝑞(𝒙, 𝑡)) + 𝛽𝑓𝑖
𝑚(𝒙, 𝑡) + 𝛿𝑡𝐹𝑖  , (9) 
where  is the weighting function of the solid fraction, 𝑠𝑓, and is defined as 
𝛽(𝑠𝑓 , 𝜏𝑡𝑜𝑡) =
𝑠𝑓(𝜏𝑡𝑜𝑡−0.5)
(1−𝑠𝑓)+(𝜏𝑡𝑜𝑡−0.5)
 , (10) 
where 𝑠𝑓 takes a value of 0 and 1 at its limits representing the fluid and solid, respectively, as shown in Fig. 2. The 
additional term (Noble and Torczynski, 1998), 𝑓𝑖
𝑚, in Eq. (9) is based on the bounce-back rule concept of the non-
equilibrium part of the DF and is given by 
𝑓𝑖
𝑚(𝒙, 𝑡) = 𝑓𝑖̅(𝒙, 𝑡) − 𝑓𝑖(𝒙, 𝑡) + 𝑓𝑖̅
𝑒𝑞(𝜌, 𝒖𝑠) − 𝑓𝑖
𝑒𝑞
(𝜌, 𝒖) , (11) 
where su is the velocity of the solid, which is zero for stationary objects. If the cell is fluid (𝑠𝑓  =  0), the weighting 
function of the solid fraction becomes zero, and the discretized Boltzmann equation has no effect on the additional 
term in Eq. (9). Otherwise, in the limit of the solid, the weighting function of the solid fraction cancels the BGK 
collision in Eq. (9), and 𝑓𝑖 in Eq. (1) cancels with 𝑓𝑖 in Eq. (11). The remaining combination, 𝑓𝑖̅
𝑒𝑞(𝜌, 𝐮𝑠) − 𝑓𝑖
𝑒𝑞
(𝜌, 𝐮) 
accounts for the solid response to the bounce–back condition. The verification and extension of this method to a 3D 
model can be found in (Strack and Cook, 2007) and many other references (Feng and Michaelides, 2004). 
2.3. Computation of Wave Forces 
The LBM has several options to estimate the hydrodynamic force on a solid surface (Chen and Doolen, 1998). In 
this study, we will consider three approaches for the wave forces on the breakwater, namely the IB method, pressure 
integration (PI) method, and Goda’s formula (GF). The latter one is used to validate the proposed FS-IB-LBM. 
We modified the original formula of Noble and Torczynski (1998) for the hydrodynamic force estimation by 
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𝑚𝒄𝑖
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𝑖=0  , (12) 
where 𝐅𝑓 is the force per unit length, n is the number of cells partially or fully covered by solid, and the submerged 
volumetric percent, 𝑠, is shown in Fig. 2 as the hatched area in the caisson. 
With known wave parameters, Goda formulated the pressure formulae for the loads on coastal structures (Goda, 
















Figure 2.  Schematic of Goda’s pressure distribution in a typical breakwater. 
2.4. Implementation of the Proposed Model 
Implementation of the FS-IB-LBM is straightforward from the implementation of streaming–collision fashion for 
the standard LBM. For a turbulent free surface flow and to attain stability of numerical simulations, the sub-grid 
scale model is employed. The model can also adopt other advanced techniques for turbulent flows such as entropic 
treatment (Dorschner et al., 2017) and cascaded or central moment scheme for collision operator (De Rosis and 
Leveque, 2016). In these cases, models need to be implemented in parallel as same as described in Ayurzana et al. 
(2017) to be effective in terms of computational cost. Except the free surface algorithm, the parallelization of the 
FS-IB-LBM is direct for the local IB treatment.  
In the FS-IB-LBM, the free surface algorithm requires special care for the cell type transformation, i.e., the free 
surface transformation. On the other hand, the IB modification is embedded in the collision steps, and the force 
estimation in the LBM can be defined after the macroscopic variables are computed. If the motion of the immersed 
body induced by the fluid flow is present, the equation of motion needs to be implemented. In this paper, the 
objective of the study and the fixed breakwater justify the exclusion of the equation of motion. However, it should 
be noted that the FS-IB-LBM can be extended to the stability analysis of breakwater considering the effects, for 
instance, of the appropriate value of friction between the mound and vertical breakwater. Another feature of the IB 
method is the probabilistic solution for the porous media flow with an advanced algorithm. The IB solution provides 
a potential result when applying the partial bounce-back method designed for porous media flow. The rubble mound 
under the caisson is assumed as a porous media having a porosity of 0.45, and the flow through the mound has been 
considered in the proposed model. 
3. Application to Wave Forces Acting on a Breakwater 
First, the model case without a breakwater was investigated to determine the wave parameters for GF. With the 
same condition and setup, a breakwater is placed and the prescribed force computation and wave–structure 
interactions are studied. The details of the simulation are given in the following sections. 
3.1. Incident Wave Propagation 
The geometry of the computational domain is shown in Fig. 2 and is formed with 200 m in length and 52 m in 
height. The grid spacing was chosen as ∆x = 0.25 m and the associated time step as ∆t = 7.57 ×10-4 s. For the wave 
propagation simulation, the breakwater and its mound were removed from the domain. To generate the wave, the 
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in the depth, h, and the wave period of 10 s. As the wave is passing through the outlet boundary, the zero gradient 





The wave generated by the proposed model with the given boundary condition resulted in a shallow water wave 
with a maximum height of 𝐻𝑡 = 10 m, period of 10 s, and wavelength of 137.5 m. The general shape of the crests 
was a breaking wave and troughs were gentle. The crest propagates to the right about a maximum velocity of 15 m/s 
and passes through the outlet boundary with a slight loss of kinetic energy, which is shown by the non-breaking 
wave crest near the outlet boundary. The wave velocity decreases in depth, which is a characteristic of a gravity 
wave. In Fig. 3, the progressive waves at four specific times are shown with the velocity magnitudes. The created 
streamline patterns as depicted in Fig. 3 show the exact feature of surface gravity waves as the streamlines are in the 
direction of wave propagation at all depths below the crests, and the opposite direction at all depths below the 
troughs. 
 
Figure 3.  Instantaneous streamline patterns in a shallow water wave generated by the proposed model at (a) 30 s, (b) 33 s, (c) 37 
s, and (d) 40 s after the simulation started. 
The water surfaces at two points, spaced 2 m from the caisson in the offshore side and onshore side, are supposed to 
be measured during the simulation in order to examine the performance of the breakwater. The time series of the 
water surfaces with and without the breakwater are shown in Fig. 4. The waves without breakwater (NoB in Fig. 4) 
are the results of wave propagation, whereas the waves with a breakwater (B in Fig. 4) are measured from the 
simulation with a breakwater. The discrepancy between water surface elevations in progressive waves (solid red and 
dashed blue lines of NoB) is observed in Fig. 4. Two reasons for the discrepancy can be attributed to the following: 
(1) the distance between two measurement points was 24 m, and (2) the small amount of reflection on the outlet 
boundary was generated owing to the zero–gradient boundary condition. The wave reflection on the outlet boundary 





Figure 4.  Free surface records from the simulations with (B) and without (NoB) breakwater. 
3.2. Wave Forces Acting on a Breakwater 
The breakwater without armor block is considered for the simulation. The height of the breakwater including the 
mount is 30 m and the normal water level (NWL) is set as 25 m in both sides of the breakwater. A wave is generated 
with the same condition applied in the simulation of incident wave propagation. As shown in Fig. 4, the water 
surface variations in both sides of the breakwater are measured and plotted as B-F and B-O, offshore side, and 
onshore side, respectively. The water surface with the breakwater in the offshore side increased in height because of 
the wave reflection on the caisson wall, as shown in Fig. 4. The wave reflected on the caisson wall traveled and 
collided with the incoming successive wave and made a crest with high amplitude near the caisson wall. This wave 
crest with high amplitude plunged on the caisson wall and further flowed over into the onshore side of the 
breakwater. The wave reflection coefficient was calculated to be between 0.76 and 1.0 in the given conditions. The 
wave in the onshore side had disappeared, and the water surface was simultaneously decreased until the third wave. 
The third wave and other waves progressively flowed over the caisson wall as overtopping flow, and the wave was 
transmitted to the onshore side, as shown by the solid blue lines in Fig. 4. The wave is not only transmitted by the 
overtopping flow but also transmitted by the seepage flow under the caisson wall. The seepage flow is calculated by 
the IB method, as shown in Fig. 5. The wave–breakwater interactions at specific times are plotted with the velocity 
magnitude and vector in Fig. 5. The wave run-up to the caisson wall is shown in Fig. 5(a) and (b), while the over 
flowing event is shown in Fig. 5(b). A wave reflected on the caisson wall is plunging with an approaching wave in 
offshore side in Fig. 5(c). Although the reflected wave produces high amplitudes in the crest after plunging, the 
energy of the approaching wave is considerably dissipated by the plunge and then the wave hits the caisson wall. 
The hydrodynamic forces on the breakwater are calculated by the three methods as described in Section 2.3. A 
comparison of the forces predicted by the three methods is given in Fig. 6 in time series, and the methods are 
indicated by acronyms. In general, the predictions of forces by the proposed model (IB and PI) are acceptable 
qualitatively. Forces during the wave run-up event agreed with the forces defined by GF. After reflection of a wave 
on the caisson wall, the force gradually reduced so that the wall experiences negative forces as if the wall is sucked 
into the offshore side. Although, the predictions by the LB methods have similar tendencies, the force in the PI 
method appears to underestimate the horizontal force and overestimates the lifting force, by contrast.  More 
precisely, the sharp oscillations of the force after the third wave have been recorded in the time series of the lifting 
force by both approaches of the LBM in Fig. 6. We found that the oscillations were caused by the IB treatment for 
the seepage flow and they have no significant effects on the horizontal force estimation. It is possible to remove the 
effects of the IB on the pressure calculation for the seepage flow using a different approach or improving the IB 
solution as mentioned above. The current numerical model roughly estimates the pressure after the wave reflection 
on the caisson wall, and the estimation appears accurate when the next wave approaches the caisson wall, as shown 





Figure 5.  Wave–breakwater interactions at the same times presented in Fig. 3. 
 
Figure 6.  Force time series for the breakwater by three methods. 
The horizontal distributions of the dynamic pressures acting on the caisson wall during the run-up event at two 
subsequent times are compared to Goda’s pressure distribution in Fig. 7. The red dashed line shows the pressure 
distribution at the time when the wave crest touches the wall surface, whereas the dashed black line shows the 
pressure distribution at the time when the wave run-up and front plunges over the top of the caisson wall. The shape 
of the pressure distribution by the LBM forms into two triangular shapes facing each other with the highest value on 





Figure 7.  Pressure distribution at the caisson wall at two successive times during the run-up event. 
4. Conclusions 
Conclusively, wave forces acting on a typical breakwater representing other coastal structures are properly analyzed 
by the proposed model, and the predicted results were in good agreement with GF. The main features of this study 
are (1) the coupling of the free surface model with the IB method in the LB modeling and (2) the introduction of a 
simple, feasible, and compact LB model for wave force estimation and wave–structure interactions as an alternative 
novel numerical method. Comparing to the other competitive numerical models, such as SPH or MPS and VOF 
based on Reynolds-averaged Navier-Stokes equations, the FS-IB-LBM is rather cheap in computational time and 
has the same or better accuracy in results. In addition, the model is superior to the above models by providing the 
solutions for porous media flow under the breakwater and the motion of the immersed bodies without extending or 
modifying the model. To avoid unstable computations of very violent flows, the only disadvantage of the model, the 
FS-IB-LBM can be improved by using advanced fluid kinetic models.  
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Abstract: The new Coastal and Ocean Basin (COB) located at the Greenbridge Science Park in Ostend, Belgium is under 
construction since February 2017. The laboratory will provide a versatile facility that will make a wide range of physical modelling 
studies possible, including the ability to generate waves in combination with currents and wind at a wide range of model scales. 
The facility is serving the needs in Flanders, Belgium, in the fields of mainly offshore renewable energy and coastal engineering. 
The COB will allow users to conduct tests for coastal and offshore engineering research and commercial projects. The basin will 
have state-of-the-art generating and absorbing wavemakers, a current generation system, and a wind generator. It will be possible 
to generate waves and currents in the same, opposite and oblique directions. The basin is expected to be operational in 2019. This 
paper presents an overview of the basin’s capabilities, the ongoing work, and selected results from the design of the COB. 
Keywords: Coastal and Ocean Basin (COB), wave and current generation techniques, marine and offshore energy basin, wave 
and tidal energy, wave-current interaction.  
1. Introduction 
A new Coastal and Ocean Basin (abbreviated as COB, see also at http://COB.ugent.be), Figure 1 showing an artist 
impression, is being constructed at the municipality of Ostend in Belgium, within the context of the Gen4Wave project. 
The COB aims to satisfy the demand by the academic sector, the government, and private companies developing 
coastal and offshore technology. The facility will cover a wide range of needs while keeping the lowest possible 
operating costs, which has led to the adoption of several unique solutions both in the management of the project and 
in the engineering approach.  
Scientific research in the fields of coastal and offshore engineering, like many other engineering domains, has evolved 
into a so-called integrated research methodology, combining both numerical and physical scale modelling. In this 
context, the scarcity and limitations of existing testing infrastructure for maritime research and development calls for 
further investment in this sector. As part of the requirements for the funding of the Gen4Wave project, the interest in 
the project had to be demonstrated by both the private and the academic sector. This task has been successfully 
achieved, as the project received ample actions of “expression of interest” for both the commercial and the academic 
use of the facility.  
These actions ensure the complete allocation of available time windows for use of the facility by the private and the 
academic sectors during the initial phase of operation.  
The three partners within the COB project, i.e. Ghent University (UGent), University of Leuven (KU Leuven), and 
Flanders Hydraulics Research (FHR), have a longstanding research record in projects involving wave propagation, 
coastal processes, coastal structures and marine renewable energy. Swift access to a large-scale facility with multi-
directional waves, currents and wind, will enable breakthrough experimental research in the fields of coastal 





Figure 1. Artist impression of the Coastal and Ocean Basin. 
 
Flanders has a long tradition in coastal engineering supported by the experimental infrastructures of UGent (wave 
flumes) and of the FHR (wave flumes and basin). However, the dimensions of the existing FHR wave basin (17.5 m 
×12.2 m × 0.45 m) are limited and only very small-scale models are studied, focusing mainly on coastal engineering 
applications. Therefore, the COB basin covers the infrastructure gap in Flanders which answers the high demand for 
large(r)-scale and higher complexity wave, currents and wind loading conditions for coastal engineering, offshore and 
wave/tidal energy applications.  
In the field of renewable energies, we aim at a detailed understanding of the optimal geometrical lay-outs of wave 
energy converter (WEC) farms under realistic 3D wave-current conditions, as well as of the interactions between the 
WECs of the farms. This comprises the establishment of a generic dataset to validate the recently developed high 
precision numerical models (Folley et al. 2013, Folley 2016, Troch and Stratigaki 2016) used to simulate WEC farm 
effects. This new dataset will be realised at the COB within an upcoming WEC farm research project, designed to 
follow-up the existing ‘WECwakes’ project (Stratigaki et al. 2014, Stratigaki et al. 2015, Stratigaki 2014). 
Furthermore, experimental research aiming at numerical model validation of wave slamming on complex floating 
objects such as (but not limited to) WECs, as well as on WEC mooring effects, is planned.  
In the field of coastal engineering fundamental questions on the impact loading of structures due to combined waves 
and currents, and the consequent structural response, still remain unsolved. A few examples of these scientific matters 
under (combined) wave and/or current conditions are: (i) the prediction of wave overtopping at harbour quay walls, 
(ii) the interaction of overtopping flows with storm surge walls, (iii) the prediction of damage of scour protections for 
monopile wind turbines, and (iv) the impact of (seagrass or salt marsh) vegetation on the incident waves and /or 
currents as well as on the bottom erosion parameters. These research questions will be tackled at the COB, amongst 
others, and will allow the realisation of state-of-the-art coastal and offshore engineering research in Flanders on a high 
international level. To this end, swift access to a large-scale facility with multi-directional wave and current generation 
is indispensable. Finally, the COB will enable further studies of the role of wave-current and wave-wave interactions 
on the excitation of freak waves. This research line has been seriously hampered by the scarcity of 3D wave basins 
capable of generating high quality flows for wave-current interaction studies.  
2. Background 
As the project has gathered interest from both industry and academia, it received financial support by different 
organisations. UGent together with KU Leuven obtained financial support for the wave-current generation system by 
the Hercules Foundation in the amount of approximately 2.3 million Euros. UGent and KU Leuven provide 
complementary funds in the frame of this funding. The Hercules Foundation is a Flemish structural funding instrument 
for investment in large-scale infrastructure for fundamental and strategic research in several scientific disciplines, as 
part of the Research Foundation – Flanders (FWO).  
The Gen4Wave project has made available the resources to acquire additional equipment required to make the COB 




Entrepreneurship” – VLAIO (in Dutch: Agentschap Innoveren & Ondernemen), which is providing approximately 3 
million Euros for the initial investments and foresees 2 million Euros for the operational phase of the COB. The 
building and main infrastructure is provided by the Maritime Access Division of the Flemish Ministry of Mobility and 
Public Works. This includes the housing and the concrete framework of the wave basin. 
2.1.  Gen4Wave Project  
The COB is part of the Gen4Wave action plan as a result of an initiative by the Flemish government which supports 
the innovative manufacturing industry in the field of renewables. The plan has been developed by UGent and Agoria 
Renewable Energy Club (AREC) upon request of Generaties, a working group with main target to position Flanders 
in the field of renewable energy production. This action plan came into existence as a result of activities led by the 
consortium of UGent (coordinator), KU Leuven and Flanders Hydraulics Research (FHR). 
The increasingly huge demand for physical model testing, in combination with the limited capacity of existing 
infrastructure, has led to the actual need for testing facilities in Europe. Within the preparation for the COB research 
proposal, we further conducted an exhaustive study of the existing infrastructure in Europe. The first step was to 
identify the industry and research gaps in terms of new actual needs for testing facilities in Europe. Through this 
procedure, we aimed at identifying the position and profile of the COB next to other testing facilities in Europe 
regarding, at first instance, dimensions and capabilities. As a result, the Unique Selling Propositions (USPs) of the 
COB are:  
• COB-dimensions allow all kinds of target applications for the industry and the academia at various scales, 
and most importantly at a realistic and acceptable cost. 
• Ability to accurately reproduce (combined) loads of waves, current and wind.  
• Powerful machinery able to generate significant loads of waves, current and wind.  
• High load directionality, with currents and waves interacting at any desired directions relative to each other. 
2.2. Synergy with the Towing Tank 
Moreover, the COB project offers a unique opportunity to create a strong research synergy between the COB and the 
new towing tank, commissioned under a joint initiative between FHR and UGent. Both infrastructures (wave basin 
and towing tank) share the same housing facilities in the Flanders Maritime Laboratory at the Greenbridge Science 
Park location, just a few kilometres from the Ostend harbour.  
2.3. Consortium 
The consortium for the COB is composed by UGent, KU-Leuven and FHR. The following research groups participate 
from the Civil Engineering Department of UGent: (1) Coastal Engineering research group, (2) Maritime Technology 
Division, and (3) the research group of Mechanics of Materials and Structures. KU Leuven participates with the 
Hydraulics Laboratory. All the above groups will offer their specific expertise in the upcoming academic projects in 
the COB: coastal and offshore structures engineering, marine renewable energy, composite materials, slamming and 
deformation, maritime technology, wave-current and wave-wave interaction and sediment mechanics.  
3. Design Basis 
In this section, the specific elements which are part of the Coastal & Ocean Basin (COB) are reviewed in the context 
of the COB targeted functionality. This comprises the basin facilities (Section E), the infrastructure to generate loads 
(waves, currents and wind) and to adjust the water levels (Sections E - I), and the instrumentation techniques and data 
acquisition system (Sections J and K, respectively). 
3.1. Location 
The COB will be located at the Greenbridge Science Park close to the port of Ostend (Figure 2, top). Greenbridge 
covers about eighteen hectares and provides the necessary space and services for the planned COB wave basin, as 
well as for the development of future industrial activities. The Science Park also houses the so-called Greenbridge 
incubator which can be used by start-up companies that are associated to the wave basin to develop commercial 
activities thus having the opportunity to grow. The proximity to the port of Ostend is an advantage as the site is a 






Figure 2. Top - Location of the upcoming physical modelling research cluster near the port of the Ostend. Bottom - red upper 
right part: COB main hall, blue lower part: towing tank, green upper left part: shared office space. 
 
3.2. Basin Facilities 
The COB laboratory (52 m × 42 m) will host the basin (30 m × 30 m) and several autonomous systems that allow to 
achieve its full capabilities (Figure 3). The main COB systems are the wavemaker, and the current and wind generators, 
and the water transfer system. All of them are connected to the Data Acquisition System (DAQ) which allows the 
smooth and perfectly controlled set-up, start-up and management of any testing scenarios and parameters. Moreover, 
other auxiliary systems are necessary for the efficient operation of the COB, namely: the bridge crane (Figure 3, Part 




Figure 3. Overview of the layout of the COB facility: 1) main hall, 2) COB basin, 3) main operation control location and office, 
4) secondary operation & observation control location, 5) bridge crane, 6) carriage (access bridge), 7) workshop, 8) external 
access, and 9) water transfer system. 
 
An overhead bridge crane (Figure 3, Part 5) with a capacity of 7 tons will be available to displace heavy items in and 
out of the area of the wave basin (Figure 3, Part 2) i.e. scale physical models, structures, equipment, wind generator, 
etc. The bridge crane will cover the entire area of the COB laboratory (area within the external walls shown in Figure 




construction. Moreover, it will facilitate easy visits and access to the scale model and the employed instrumentation 
in order to make observations and any necessary adjustments during the testing. The operation of the basin will be 
steered from two control locations (Figure 3, Parts 3 and 4). 
Furthermore, the COB will be equipped with an access bridge or carriage (Figure 3, Part 6). This is a mobile structure 
which allows the users to reach every location or instrument in the basin without having to enter the water. These 
"dry" conditions facilitate the work of the researchers. Also, the access bridge (or carriage) provides a close view of 
the experiments.  
Furthermore, working with scale models and operating such a large infrastructure also requires a technical working 
space where equipment can be assembled, and model elements can be processed, manipulated and repaired. For this 
purpose, the infrastructure is provided with a workshop area (Figure 3, Part 7) next to the COB main hall. Furthermore, 
in the workshop area materials will be stored for the construction of models (stones in a variety of sizes for typical 
coastal engineering projects, guiding walls, support elements for instrumentation etc…). Cooperation in specific tasks 
with the towing tank staff will be possible. 
3.3. Wave Maker 
The wavemaker is the most important mechanical system of the COB. The wavemaker will be purchased through an 
international tender which required the careful and detailed specification of its technical characteristics. The first 
analysis towards the determination of these specifications involved the identification of typical physical modelling 
scenarios. Based on these results, important modelling parameters were defined. 
Table 1. Selected examples of existing coastal wave basins in relation to the COB 
Name 
Dimensions 





   
COB (Belgium) 30.0 x 30.0 x 1.40 0.55 
Portaferry (QUB, Ireland) 18.0 x 16.0 x 0.65 0.55 
DHI (shallow basin, Denmark) 25.0 x 35.0 x 0.80 est. 0.40 
Univ. Hannover (Franzius-Institute) basin 40 x 24 x 1.0 0.40 
Aalborg basin 2 (Denmark) 12.0 x 17.8 x 1.00 est. 0.50 
Delta basin (Deltares, The Netherlands) 50.0 x 50.0 x 1.00 0.45 
Pacific basin (Deltares, The Netherlands) 22.5 x 30.0 x 1.00 0.40 
TU Braunschweig (LWI) basin 21 x 19 x 0.7 0.30 
Tsunami wave basin (Oregon, USA) 48.8 x 26.5 x 1.37 0.75 
Plymouth (Coastal basin, UK) 15.5 x 10.0 x 0.50 0.30 
HR Wallingford (UK) 27.0 x 55.0 x 0.80 0.25 
 
 
The wavemaker will ideally cover spatially two sides of the basin, forming an ‘L’-shaped corner (indicated in Figure 
4). This setup allows for a larger range of oblique (short-crested) wave angles. In addition, as the current generation 
can be reversed in direction, any relative angle between the current and the waves can be achieved.  
The COB will be able to cover test conditions from coastal to near offshore. In Table I, a few examples of existing 
coastal wave basins are presented, in relation to the COB. The wave height in existing coastal wave basins is often 
limited by the operational water depth which is often related to the horizontal dimensions of the basin for most of the 
3D coastal models. The COB will allow testing of coastal models in up to 1.4 m water depth with a maximum regular 
wave height of 0.55 m. 
In a similar way, the COB will offer the additional capability to test offshore scale models. In Table 2, the most 
representative examples of existing basins are presented, in relation to the COB. In the case of the COB, the most 
relevant offshore applications are those related to marine renewable energy, i.e. wave and tidal energy applications, 
as well as projects related to wind energy such as testing of wind turbine monopiles. In addition, floating platforms 
and device mooring applications will be studied at the COB. Therefore, in order to cover the demand related to offshore 
projects, an overall water depth of 1.4 m has been adopted, while at the same time a central pit with a diameter of 3.0 




Table 2. Selected examples of existing offshore test basins in relation to the COB 
Name Dimensions 
(length x width x 




COB (Belgium) 30.0 x 30.0 x 1.40 
(4.0 at central pit) 
0.55 
Ifremer (France) 18.0 x 4.0 x 2.10 0.30 
Plymouth (UK) 35.0 x 15.5 x 3.00 0.40 
Edinburgh (UK) φ 30.0 x 2.0 (circular) 0.70 
OTRC (USA) 45.7 x 30.5 x 5.80 0.90 
Marin (Netherlands) 45.0 x 36.0 x 10.20 0.20 
HR Wallingford (flume, UK) 75.0 x 8.0 x 2.00 1.00 
MOERI (Korea) 56.0 x 30.0 x 4.50 0.80 
Oceanide (France, USA) 40.0 x 16.0 x 5.00 0.80 
 
 
For a wave basin like the COB, the capability for oblique wave generation is an extremely relevant aspect, which will 
be achieved by a wavemaker composed of relatively narrow paddles. The relation between paddle width and oblique 
wave quality has been investigated. The most demanding wave generation conditions occur for shorter waves when 
they are produced at a large angle relative to the normal direction of the wavemaker (Andersen and Frigaard 2014). 
The wave quality is typically specified as a spurious wave content for a specific wave period and angle, however, this 
criterion is difficult to be specified and measured. Therefore, a maximum paddle width has been specified as a design 
parameter. The maximum paddle width has been set to 0.67 m in the case of a snake-type wavemaker and 0.55 m in 
the case of a box-type wavemaker. These values will allow the high-quality generation of waves with 1.0 s wave 
period or higher in any oblique direction with respect to the wavemakers generators. 
3.4. Current Generator 
One of the unique characteristics of the COB is the capacity of generating combined waves, currents and wind loads. 
To our knowledge, there are very few facilities reported in the literature which offer combined wave and current 
generation. Consequently, experiments regarding combined waves and currents are also scarce (Lorke et al. 2011, 
Toffoli et al. 2013).  
Table 3. Current systems in existing wave basin 
Name 
Dimensions 












DHI (shallow basin, Denmark) 35 x 25 x 0.8 1.2  
LNHE Chatou (France) 50 x 30 x 0.8 1.5  
NRC Canada 47 x 30 x 0.8 1.6  
HR Wallingford (UK) 27 x 55 x 0.8 1.2  
Pacific basin (Deltares, The Netherlands) 22.5 x 30 x 1 1.8  
Franzius-Institute (Germany) 25 x 40 x 1.0 5.0 0.35 
QU Belfast (UK) 16 x 18 x 1.2  0.25 
Cedex (Madrid, Spain) 34 x 26 x 1.6 0.2  
Offshore basins 
DHI (offshore basin, Denmark) 20 x 30 x 3.0 0.2  
Marin Offshore Basin (The Netherlands) 45 x 36 x 10.2  0.50 
Marintek Trondheim (Norway) 80 x 50 x 10.0  0.25 
CCOB Cantabria (Spain) 30 x 44 x 4.0 18.0  
Plymouth (Ocean basin, UK) 35 x 15.5 x 3  0.10 




It is important to note that an off-the-shelf solution for the current generation system does not exist, namely, the design 
of the current generation system requires a tailor-made solution considering the basin layout and target flow rates. The 
target current velocity is based on the dominating flow conditions in the Belgian coastal waters, characterised by tidal 
currents with a typical depth-averaged flow velocity of about 1.0 m/s. Considering a maximum scaling factor of about 
1:8, the flow velocity in the model is scaled to 0.4 m/s. The current generation system of the COB aims at generating 
a steady current with an almost uniform depth-profile along a uniform water depth of up to 1.4 m, requiring a total 
flow of approximately 11 m3/s. A screening of existing laboratory facilities (Table 3) reveals that only few basins are 
able to generate currents with a velocity exceeding 0.25 m/s. 
There is very scarce information on the quality of the flows that can be obtained by the different current system 
approaches. In the work of Robinson et al. (2015), experimental model measurements and numerical simulations are 
presented for the Edinburgh FloWave TT ocean energy research facility, stating that a turbulence level of 
approximately 10% was achieved. Some velocity profiles were also published for the flow systems of the Marin 
Offshore Basin in The Netherlands (Buchner et al. 1999, Buchner and de Wilde 2008), the Marintek in Norway 
(Stansberg 2008), the COAST basin in Plymouth University in the UK and the Ocean Engineering Tank of Japan 
(Toffoli 2013). The design of the COB current generation system targets to achieve a higher flow quality than that 

























Figure 4. COB schematic including the wave generators at both sides (indicated as ‘wavemaker’) and the current generation 


























































Current and wave facilities can be divided into three groups: jet induced flows, pump and pipe systems, and flow 
chambers. The first two systems are more compact, but they involve the presence of high velocities in different parts 
of their arrangement, resulting in relatively higher power requirements and even in current velocity limitations. For 
the COB, obtaining the highest flow quality while keeping the lowest operational cost possible is a priority. In this 
context, the use of a flow chamber below the level of the wave tank floor, namely a current tank, has been selected. A 
scheme of the current generation system is shown in Figure 4. The current is introduced in the basin through a number 
of guiding grids flush-mounted in the basin floor. Each grid can be replaced by a lid when the current system is not 
used.  
In order to obtain a uniform and steady velocity profile in the COB wave basin, an approach has been adopted by 
pursuing the lowest possible velocities in the current tank and having successive velocity increases as the flow is 
guided to the wave tank. The last step is the ‘turn’ of the flow coming from the bottom of the basin so that it continues 
horizontally into the testing area; this has been achieved by designing an inlet guiding grid. 
3.5. Instrumentation 
An important objective of the COB facility is to provide state-of-the-art testing conditions. The COB laboratory will 
have a large inventory of traditional and state-of-the-art instrumentation for measuring e.g. the water free surface (i.e. 
capacitive, resistive, ultrasonic wave gauges), the wave orbital and current velocities (Acoustic Doppler Velocimeter, 
Acoustic Doppler Profiler, micro-propeller velocimeter), loading pressures, loading stresses (axial load cells), wind 
parameters and loads (ultrasonic anemometer, cup anemometer, barometer, air temperature sensor), and water depth. 
In addition, motion capture systems and a 3D laser scanner for topographic mapping are foreseen. 
3.6. Data Acquisition System 
The Data Acquisition System (DAQ) includes the analogue signal input from the instruments, the communication 
with the autonomous systems, the display and processing of signals and other information, and the data storage and 
back-up. The autonomous systems are those of the water transfer, the wavemaker, the current generator, and the wind 
generator. Figure 5 illustrates the general DAQ concept.  
The DAQ will be able to cope with multiple experimental setups. The number of instruments connected to the analogue 
signal inputs may vary from one test to the next as well as the measurement locations. Therefore, we adopted a system 
with three acquisition "boxes" connected to an acquisition server by Ethernet. Each acquisition box offers an 
assortment of signal acquisition modules covering different possible sensors and acquisition speeds. The acquisition 
boxes can be easily repositioned in the COB laboratory to reduce analogue signal cabling to a minimum. There will 








Finally, the operation of the DAQ will be realised from two fixed locations in the COB facility: from the viewing 
room on the 1st floor (indicated as ‘Main operation control location/office’ in Figure 3), and from the cockpit located 
on the 1st floor corridor, at 90° from the viewing room (indicated as ‘Secondary operation & observation control 
location’ in). There will be also a remote, portable interface in order to be able to monitor the DAQ system from other 
locations. 
4. Conclusions 
There is a significant potential for wave and tidal energy in Europe which results in ample research activities focusing 
on different wave and tidal energy devices, systems and farms at various stages of development. Yet there is a clear 
need for a new infrastructure to be able to move from concept to open water (as recognized in various roadmaps at 
European level). At the same time, there is also a clear need for physical modelling infrastructure within the coastal 
engineering field, where updated knowledge on coastal protection schemes and methods, especially under 3D 
conditions and wave-current interaction, is still needed. The Coastal and Ocean Basin (COB) is serving the formulated 
needs. The COB will provide a versatile facility that will make a wide range of physical modelling studies possible, 
including the ability to generate waves in combination with currents and wind at various model scales, at any relative 
angle.  
The different aspects of the design of the COB have been briefly presented demonstrating the criteria which have been 
used as guidance to each loading generation system and the decisions taken. The COB will not only provide state-of-
the-art testing conditions but will also have unique technical characteristics amongst other well-known testing 
international facilities. These unique basin characteristics include in particular complex scenarios combining currents, 
waves and wind. The COB facility is currently under construction and the COB basin is expected to be operational 
from 2019 onwards. 
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Abstract: This study investigates two gate devices which impound a volume of water, whose sudden release generates a dam-break 
wave. The aim is to identify the reciprocal interaction between the gate motion and the released volume of water. For the first time, 
lift gates and swing gates are systematically studied and compared. The influence by the opening of the gate on the evolving bore 
is related to the opening time. The overall objective of this study is to provide guidance as to how fast swing and lift gates need to 
open to effectively limit adverse effects on the formation of the dam-break wave. For this study, numerical simulations are 
conducted using the Smoothed Particle Hydrodynamics (SPH) formulation. The open source code DualSPHysics is used herein 
(Crespo et al., 2015). A calibrated setup is used to systematically investigate a large number of setups comprising constantly-
accelerated lift gates and swing gates opening with constant angular velocities. To match opening procedures of existing test 
facilities, the distance from the gate edges to the bottom of the flume is a quadratic function in time, anticipating electrically- or 
gravity-driven gate concepts. Based on the analysis of the time-history of the water surface elevation, a more detailed criterion for 
acceptable opening times for both, swing and lift gates is provided. A comparison with existing guidance on minimum opening 
times for lift gates is also provided; moreover, the updated opening criteria is valid for the entire section downstream of the gates. 
The use of the updated opening diagrams allows to determine minimum opening times for future experimentation. 
Keywords: Dam-break, Smoothed Particle Hydrodynamics, swing gate, lift gate, bottom sill, opening time.  
1. Introduction 
Natural disasters such as tsunamis and failure of man-made structures such as dams have caused significant damage 
to infrastructure, claiming thousands of lives (Lay et al., 2005). The investigation of the effects of such disasters often 
involves physical modelling which aims to simulating the physical phenomena present within these disasters. 
Experimental dam-break modelling has increasingly become a viable tool in research of such phenomena. 
Consequently, various test facilities have been constructed around the world to investigate the unique hydrodynamics 
of dam-break waves. These processes are also simulated with numerical models to reproduce dam break events (Oertel 
& Bung, 2012). This study investigates two gate devices which impound a volume of water, suddenly opening to 
create a dam-break wave. This study aims at identifying the reciprocal interaction between the gate motion and the 
released volume of water. For the first time, lift gates and swing gates are systematically studied and compared. The 
influence of the gate on the evolving bore is related to the opening time. If the opening time is too long to entirely free 
the cross-sectional area, the generated wave does not properly reproduce the characteristics of a dam break. A 
vertically-lifting gate induces vertical shear stresses on the water at its contact with the gate, whereas a swing gate 
potentially accelerates the water horizontally during the opening process. 
 
Previous research has looked into vertically-lifting gates and found maximum opening velocities of such device to be 
a function of the gravitational acceleration and the impoundment water depth (Lauber, 1997). The authors used a 20% 
inclined flume and evaluated the time-histories of the free surface elevation downstream of the gate at a fixed location. 
Based on visible deviations increasing with slower gate velocities, the authors concluded that a threshold velocity was 
found. In their research, no dependence on the distance to the gate location could be established, a parameter which 
in practice often plays a role. Then, Goseberg et al. (2017) investigated a dam-break initiated by opening a swing gate 
and revealed the importance of the opening velocity for such a gate type analogously to the lift gate. Moreover, a 
downstream-propagating “self-healing” effect was found which – once more – indicated a dependence on the distance 
downstream of the gate when assessing gate opening times. 
 
Hence, the overall objective of this study is to provide guidance on the required opening conditions for swing and lift 





2.1. Numerical Setup for Dam-break Simulations 
For this study, numerical simulations were conducted using the Smoothed Particle Hydrodynamics (SPH) formulation. 
The open source code DualSPHysics was used (Crespo et al., 2015). A two-dimensional (2𝐷) model of a flume at the 
University of Ottawa, Canada, which is equipped with a swing gate device, was numerically implemented, calibrated 
and validated against a unique set of hydraulic experiments conducted within the flume (see Goseberg et al., 2017). 
The model setup uses a particle spacing of three millimeters, resulting in approximately one million fluid particles. 
The calibrated model yielded root mean square errors of less than ±3 𝑐𝑚 when an initial impoundment water depth 
of 40 𝑐𝑚 was simulated; numerical results of the surface elevation time-histories satisfactorily reproduced the 
experimentally-determined data. In addition, published data for a physical model test where a lift gate was employed 
were used to further validate the calibrated model (data taken from Khankandi et al., 2012).  
 
The calibrated setup was then used to conduct prognosis computations. Therefore, the setup was modified to 
systematically investigate a large number of constantly-accelerated lift gates and swing gates opening with constant 
angular velocities. This numerical wave flume shown in Figure 1 was 25 𝑚 long with the gate located 15 𝑚 upstream 
from the exit drain, thus leaving a 10 𝑚 long impounding reservoir. To match opening procedures of existing test 
facilities, the vertical distance from the gate edges to the bottom of the flume was a quadratic function in time, 
anticipating electrically- or gravity-driven gate concepts. 
 
 
Figure 1. Numerical test setup. Reference data is generated by applying no gate to generate instantaneous dam break. 
The numerical tests were conducted with initial water depth of 𝑑0 = 0.30, 0.50 and 0.70 𝑚. The simulated time is 2 
seconds and results are saved 60 times per second. Virtual wave gauges are placed along the length of the numerical 
flume with a distance of 0.1 𝑚. Friction and adhesive forces can not be considered by the model. Figure 2 shows 
resulting free surface elevation time-histories for the calibrated model. Artificial viscosity is used with parameter 𝛼 =
0.005, particle spacing of 𝑑𝑝0.003 𝑚 and a relative smoothing length of 𝑞 = 0.57, Additionally, the analytical 
approximation of a dam-break wave developed by Ritter (1892) is visualized.   
 
Figure 2. Calibrated model, physical measured wave gauge time series and analytical approximation. Left for swing gate, right 




2.2. Error Calculation 
In the following sections, a metric for discrepancies between the gate types is established. To achieve a reference data 
set, a base model setup was run with no gate. It represents an ideal, instantaneous dam break wave. Errors were 
calculated as 𝑅𝑀𝑆𝐸 divided by the initial water depth (𝑑0). The values of parameter 𝑅𝑀𝑆𝐸/𝑑0 were calculated either 
over time or space. Parameter 𝑅𝑀𝑆𝐸𝑥/𝑑0 (note subscript x) is defined as the error over the length of the flume. 
Consequently, 𝑅𝑀𝑆𝐸𝑥/𝑑0 can be calculated for each location and is a mean error over time. The parameter 𝑅𝑀𝑆𝐸𝑥/𝑑0 
was limited to when the wave reaches the end of the flume (𝑇 = 𝑇𝑜𝑣𝑒𝑟𝑓𝑙𝑜𝑤), to limit the influence of the discharging 













where 𝑡 is the time step, 𝑇𝑜𝑣𝑒𝑟𝑓𝑙𝑜𝑤  is the time step when the flume starts to discharge, 𝑊𝐺𝑅𝑒𝑓 and 𝑊𝐺𝑁𝑢𝑚 are the time 
series of the wave gauges in the reference and the gate affected dam break and the subscript x indicates, that this is a 
spatial error, calculated for a wave gauge with the position x to the gate (see Figure 1). The temporal error 𝑅𝑀𝑆𝐸𝑡/𝑑0  












where 𝑥 is the distance of each wave gauge to the gate (see Figure 1), 𝑊𝐺𝑅𝑒𝑓 and 𝑊𝐺𝑁𝑢𝑚 are the water depths at each 
wave gauge at time step t and 𝑁𝑊𝐺 is the number of 𝑊𝐺s. Both parameters will be extensively used to analyze the 
below described results of the numerical model runs. 
2.3. Geometrical Definition of Gate Opening 
Generally, two different gate types were investigated, lift and swing gates. The lift gate is a vertical wall which can 
be moved upwards rapidly, to free the cross section quasi instantaneously. The swing gate is a pivoting flap mounted 
on a horizontal axis, which swings in downstream direction. Since both gate types are investigated in this work, the 
movement of the gates is defined in the following to ensure a comparability of the tests between the different gate 
types. 
 
The lift gate was implemented as a constantly accelerated gate. This implementation was chosen to compare with the 
Lauber & Hager’s (1998) opening criteria (𝑡𝐿𝐻) which was formulated for such a gate type, and constantly accelerated 





= 1.25 (3) 
 










where 𝑎 is the linear acceleration of the gate. At 𝑡 = 𝑡𝑜𝑝𝑒𝑛, is considered completely open when 𝐿𝑖𝑓𝑡𝐺𝑜𝑝𝑒𝑛 = 𝑑0. 
Consequently, equation 4 can be rewritten and rearranged as follows to yield the acceleration, which is necessary to 








The swing gate was implemented with constant angular velocity. This implementation was chosen since the physical 
tests show, that a constant angular speed represented the motion of the gate. To ensure the comparability of the lift 
and swing gate tests, the vertical distance between gate edge and bottom of the flume (𝑆𝑤𝑖𝑛𝑔𝐺𝑜𝑝𝑒𝑛) was maintained 
the same between the gate types at each time step. 
 
𝑆𝑤𝑖𝑛𝑔𝐺𝑜𝑝𝑒𝑛 = 𝑙𝑔𝑎𝑡𝑒 − 𝑙𝑔𝑎𝑡𝑒 ∗ 𝑐𝑜𝑠(𝜑) (6) 
 
where 𝑙𝑔𝑎𝑡𝑒 is the distance between the gate edge and pivot axis, and 𝜑 is the opening angle of the gate. At the time 
𝑡 = 𝑡𝑜𝑝𝑒𝑛, the gate has a vertical distance 𝑆𝑤𝑖𝑛𝑔𝐺𝑜𝑝𝑒𝑛 = 𝑑0 and 𝜑 = 𝜑𝑜𝑝𝑒𝑛. Equation 6 can be rearranged to calculate 














Equation 7 shows that the swing gate opening time is dependent on the gate geometry of the swing gate (Figure 3), 
which is not the case for lift gates. Data provided in this work was based on a fixed dimensionless gate length: The 
gate length (distance between pivot axis and gate edge) was always twice the initial impoundment depth (𝑑0).  
 
Figure 3. Dependency of vertical and horizontal gate movement on the gate length 
The opening time was determined on the basis of equation 3, defined by Lauber & Hager (1998), since this equation 
is commonly used to determine opening times for lift gates. All other tests were generated by multiplying the opening 





𝑡𝑜𝑝𝑒𝑛 = 𝑡𝐻𝐿 ∗ Φ (8) 
 
The factor Φ was adjusted, as shown in Table 1. The opening time 𝑡𝑜𝑝𝑒𝑛 was equal for both gate types, making the 
experiments comparable, exemplarily lift gate acceleration and swing gate velocity for 𝑑0 = 0.5 𝑚 are calculated:  
 
Table 1. Factor Φ, 𝑎𝐿𝑖𝑓𝑡 and 𝜔𝑆𝑤𝑖𝑛𝑔 to reach the pre-described opening time 𝑡𝑜𝑝𝑒𝑛, exemplarily calculated for 𝑑0 = 0.5𝑚. 
Φ[−] 0.50 0.75 1.00 1.25 1.50 1.80 2.50 4.00 6.00 8.00 10.00 
𝑡𝑜𝑝𝑒𝑛(𝑑0 = 0.5𝑚)[𝑠] 0.141 0.211 0.282 0.353 0.423 0.508 0.706 1.129 1.693 2.258 2.822 
𝑎𝐿𝑖𝑓𝑡(𝑑0 = 0.5𝑚)[𝑚/𝑠
2] 50.23 22.32 12.55 8.036 5.581 3.876 2.009 0.785 0.349 0.196 0.126 
𝜔𝑆𝑤𝑖𝑛𝑔(𝑑0 = 0.5𝑚)[
∘/𝑠] 425.2 283.5 212.6 170.1 141.7 118.1 85.05 53.15 35.44 26.58 21.26 
 
Since the opening time and consequently also the acceleration of the lift gate and the angular velocity of the swing 
gate for each test depends on the factor Φ, but also on the initial water depth and the swing gate length, only the 
factor Φ is given in the following figures to characterize the opening time of the gate. Φ = 0.50 describes a gate 
which opens twice as fast, and Φ = 10.0 a gate which moves ten times slower than defined by Lauber (1997). 
3. Results 
3.1. Vertical Lift Gate 
The parameter 𝑅𝑀𝑆𝐸𝑡/𝑑0 (Equation 2) is presented in Figure 4 for 𝑑0 = 0.30 𝑚, 0.50 𝑚, and 0.70 𝑚. The 𝑅𝑀𝑆𝐸𝑡/𝑑0 
error was calculated by comparing the surface elevation lines at each time step with those of the reverence wave. The 
dimensionless time at which the reservoir starts to empty is marked with a red plus in Figure 4. This time was 
calculated by determining the time where the wave gauge located at the end of the reservoir drops below 95%. The 
dimensionless time 𝑇𝑜𝑣𝑒𝑟𝑓𝑙𝑜𝑤  is indicated by a blue plus. The time 𝑇𝑜𝑣𝑒𝑟𝑓𝑙𝑜𝑤  is the time elapsed at which the wave 
gauge located directly in front of the overflow basin detects a water level of more than 5% of the initial impoundment 
depth. Generally, the 𝑅𝑀𝑆𝐸𝑡/𝑑0 was shown to be:  
1. Zero in the first time step since the initial setup is the same for all tests. 
2. Considerably higher in the first time steps than in the later ones, this phenomenon can be justified by the 
presence of the gate. The gate prevented the water column from collapsing in the first time steps and 
consequently the error was high in the first time steps. 
3. Higher for slower gate opening times. While the instantaneous (reference) dam-break wave immediately 
propagated through the flume, the slower gate opening resulted in greater interaction between the gate and 
the wave. 
4. Decreasing for later time steps. As soon as the gate was fully open, it no longer influenced the wave. The 
error remained at a relatively constant level before further decreasing. As already discussed, the high errors 
in the first time steps are caused by the gate, until the gate is opened the wave can propagate similar to the 
reference wave but was delayed due to the gate opening process. At the end of the simulation, the error began 
to further decrease. This was caused by the discharging flume (blue plus marker) and the decreasing water 
level in the flume. Since the error was calculated by the distance between the two water elevation lines this 
distance decreases when the water level decreases but is divided by the initial impoundment depth 𝑑0, so the 
dimensionless error decreases as soon as the positive wave reaches the end of the flume.  





Figure 4. 𝑅𝑀𝑆𝐸𝑡/𝑑0 values of lift gates opened in different times for initial impoundment depth 𝑑0 = 0.3𝑚 (left), 
𝑑0 = 0.5𝑚 (middle) and 𝑑0 = 0.7𝑚 (right). 
The parameter 𝑅𝑀𝑆𝐸𝑥/𝑑0 is presented in Figure 5 for 𝑑0 = 0.30 𝑚, 0.50 𝑚, and 0.70 𝑚. The 𝑅𝑀𝑆𝐸𝑥/𝑑0 error was 
calculated by using the wave gauge time series of each wave gauge and compared with the time series of the wave 
gauges measuring the reference wave (see Equation 1). Note that 𝑅𝑀𝑆𝐸𝑥/𝑑0 is a mean error from the first time step 
to 𝑇𝑜𝑣𝑒𝑟𝑓𝑙𝑜𝑤 . It was observed that 𝑅𝑀𝑆𝐸𝑥/𝑑0:  
1. Increased as the gate opening time increased. This effect can be explained by the fact that the gate hinders 
the wave in the first time steps and the wave was always offset from the reference wave. 
2. Was greatest close to the gate and decreases with increasing distance. The reference wave started to propagate 
in the first time step, while the present wave is kept in place by the gate, so errors have to be high in the near 
field of the gate.  
3.  Overall increases for increasing initial impoundment depth 𝑑0. 
 
Figure 5. 𝑅𝑀𝑆𝐸𝑥/𝑑0 values of lift gates opened in different times for initial impoundment depth 𝑑0 = 0.3𝑚 (left), 𝑑0 = 0.5𝑚 
(middle) and 𝑑0 = 0.7𝑚 (right). 
 
3.2. Swing Gate 
The parameter 𝑅𝑀𝑆𝐸𝑡/𝑑0 is presented in Figure 6 for 𝑑0 = 0.30 𝑚, 0.50 𝑚, and 0.70 𝑚. Following descriptions are 
applicable for all three 𝑑0-values. It can be seen that the 𝑅𝑀𝑆𝐸𝑡/𝑑0:  
1. Is significantly higher in the first time steps, as in the later ones but only for those four tests which are the 
ones with gate opening times of at least four times slower than the opening time defined by Lauber (1997), 




2. Is on a rather constant very low level for all gate openings faster than Φ < 4.0. Consequently, the gate seems 
to not, or only minimally influence the evolving bore. 
3. When the discharge starts, the error increases. This phenomenon is already explained in section 3.1. and is 
due to the all over all decreasing water level in the flume. 
 
Figure 6. 𝑅𝑀𝑆𝐸𝑡/𝑑0 values of swing gates opened in different times for initial impoundment depth 𝑑0 = 0.3𝑚 (left), 𝑑0 = 0.5𝑚 
(middle) and 𝑑0 = 0.7𝑚 (right). 
The parameter 𝑅𝑀𝑆𝐸𝑥/𝑑0  is presented in figure 7 for 𝑑0 = 0.3 𝑚, as well as 𝑑0 = 0.5 𝑚 and 𝑑0 = 0.7 𝑚. Following 
descriptions are applicable for all three 𝑑0-values. It can be seen, that 𝑅𝑀𝑆𝐸𝑥/𝑑0:  
1. Is higher the slower the gate moves, but only for tests with very slow gate movement (Φ ≥ 4.0), since the 
tests run with faster gate movements are almost not effected by the gate. In general, the higher errors for 
slower gates can be explained by the gate itself which hinders the wave in the first time steps and leads to an 
offset between the present wave and the reference one. 
2. Is in the near field of the gate significantly higher for the slow-moving gate tests (Φ ≥ 4.0) and decreases 
with increasing distance. The reference wave starts to propagate in the first time step, while the present wave 
is kept in place by the gate, so errors have to be high in the near field of the gate. 
3. Is decreasing in downstream direction as bigger the distance to the gate is. This effect has already explained 
in section 3.1.  
4. Overall increases with increasing initial impoundment depth 𝑑0.  
 
Figure 7. 𝑅𝑀𝑆𝐸𝑥/𝑑0 values of swing gates opened in different times for initial impoundment depth 𝑑0 = 0.5𝑚 (left), 𝑑0 =





4.1. Comparison of Gate Types 
This section serves to point out the differences between the two gate types. The horizontal movement of the swing 
gate appeared to reduce the error associated with the dam break wave as relatively low errors were observed with 
reasonable gate opening speeds. Lift gates always had an influence on the flow, leading to high errors in the near field. 
Based on the work presented here, it is recommended—in case of planning and building of new dam-break test 
facilities—to select a swing gate where possible. Apart from the positive characteristics of a swing gate, the 
dependency of the error on 𝑋 and 𝑇𝑜𝑝𝑒𝑛 values are comparable to those of lift gates, but errors are significantly smaller 
when comparing the same opening times for lift and swing gates. At this point it has to be mentioned, that the 
numerical model cannot take adhesive forces between upstream swing gate surface and water into account. This 
shortcoming of the numerical model is discussed in section 4.3. In reality, the positive effect of the horizontal swing 
gate movement might be reduced by these forces, but only for very fast-moving swing gates.   
 
4.2. Practical Application of the Revisited Opening Criterion 
The opening criterion by Lauber & Hager (1998) for lift gates prescribed maximum opening times for a fixed 𝑋-
position downstream. However, their criterion is not a priori valid for gates with different motion characteristics. 
Additionally, Lauber & Hager (1998) opening criterion leads to error levels which are about 1% at 𝑋 = 10 (where 
Lauber defined his criterion, see Figure 8 and Φ = 1.0). The error level prescribed by Lauber & Hager (1998) at 𝑋 =
10 may be too conservative in many laboratory settings as high acceleration might be too costly to achieve. If a higher 
error level is tolerable and the distance between gate and test section can be increased (requires a sufficiently long 
flume), significantly smaller gate accelerations, or angular velocities respectively, can still be viable. For example, if 
the test section can be placed at 𝑋 = 15 and an error of 2.7% (so 1.35 𝑚𝑚 at 𝑑0 = 0.5 𝑚) is tolerable, Φ increases 
from 1.0 to 6.0. Following Table 1, this leads to a significantly lower necessary gate acceleration (from 12.55 𝑚/𝑠2 
to 0.35 𝑚/𝑠2). Since acceleration is proportional to force, a drive of the slower moving to be designed gate can be 
approximately 35 times less powerful than estimated with the Lauber & Hager (1998) criterion, but the flume needs 
to be 2.5 𝑚 longer.  
 




4.3. Limitations of the Numerical Model 
The numerical model applies a mesh-free, particle-based algorithm to solve the Navier-Stokes-Equations. As a first 
limitation, surface friction was not considered by the numerical model. It is debatable whether the omission of friction 
in the numerical model has a significant influence on the test results. Firstly, friction has to be separated into friction 
between water and bottom boundary and into friction between water and gate surface. Bottom friction leads to a 
deceleration of the wave, and consequently, the wave propagates slower the greater the friction. This implies that 
friction has a positive influence on the required gate velocity. The higher the bottom friction, the slower the gate can 
be moved without negatively affecting the wave. Since no friction is considered in the numerical model, the wave was 
propagating faster than in reality. The error diagrams (Figure 4-7 and 8) for lift and swing gates are based on such a 
fast-moving wave, which means that the error in reality would likely be smaller than predicted by the numerical model. 
Consequently, the frictionless flume assumed in this work does not diminish the errors estimated here. 
The frictionless gate was a simplification whose influence on the wave cannot be quantified without further numerical 
tests. The DualSPHysics code allows to prescribe boundary viscosity to a fixed boundary. This boundary viscosity 
acts like a predefined friction between gate surface and water. However, it is problematic to set this boundary viscosity 
correctly, since there is no possibility to change the boundary viscosity value into a common roughness value. 
Additionally, further numerical tests would be necessary to produce calibration and validation data. Notwithstanding, 
the influence of the gate roughness on the wave would be expected to be negligible. The gate moves rapidly but only 
for a short period of time, and water has a high inertia due to its high density. It is likely, that the impact time of the 
gate is too short to result in significant modulations on the wave due to friction.  
It can be assumed that there are adhesive forces between the fluid and the swing gate's upstream surface. DualSPHysics 
cannot consider these forces in the actual version. Future development of the software might need to look into these 
aspects prior to answering this kind of questions. 
It can be seen in the error plots (Figure 4-7), that the higher the initial impoundment water level, the higher the error 
values. It is unclear why this discrepancy occurred. Within this study only three different impoundment depths are 
investigated, further investigations are necessary to understand the influence of the impoundment depth and to scale 
the error.  
The influence of the swing gate geometry on the wave is currently unknown, since it has not been investigated within 
this study. All investigated swing gates had the same size in relation to the initial water depth, that is, the pivot point 
was always located 2𝑑0 above the bottom of the flume (see Figure 3).  
5. Conclusion 
The extensive set of numerical simulations showed that the following variables need to be considered in the error 
estimation of a dam break wave, potentially hindered by a slower-than-ideally moving gate: The opening time of the 
gate 𝑇𝑜𝑝𝑒𝑛, the initial impoundment depth 𝑑0, the distance between gate and test setup (𝑋), and the allowable error 
𝑅𝑀𝑆𝐸/𝑑0 at position 𝑋. The following general statements can be made about temporal and spatial error development: 
1. The choice of a tolerable error level and an ideally distant downstream position allows to reduce 
constructional effort imposed on gate drives, or in turn, for high gate accelerations. This leads to a smaller 
drive to move the gate and consequently saves money when planning and building a new dam-break test 
facility. 
2. Existing dam-break facilities do not have impoundment depths significantly greater than 𝑑0 = 0.7 𝑚. A 
potential reason for this is that the weight of the gate increases with increasing impoundment depths and the 
forces to move the gate becomes enormous when using the Lauber & Hager (1998) criterion. This work 
proposes, that significantly smaller accelerations can be used to achieve acceptable error levels, dam-break 
facility with impoundment depths of several meters become realizable.  
3. In case of planning a new dam-break test facility, it is recommended to choose a swing gate rather than a lift 
gate, since low error levels are easier to reach. However, swing gates have the disadvantage that tests with 
sediment in the flume could potentially hinder the gate motion. Consequently, those gates cannot be used in 





Beneath the spatial and temporal error diagrams, which are useful tools for dimensioning lift gate facilities and test 
setups, and the general understanding for error development and its dependencies on different values like 𝑋, 𝑇𝑜𝑝𝑒𝑛, 
𝑑0, and gate type, some more tests and simulations are necessary to answer the following questions. Additionally, the 
numerical model has to improve at a few points. Critical questions towards furthering the numerical model are: 
1. How to implement adhesive forces between swing gate and water to simulated fast swing gate movements? 
2. How to visualize error levels to create powerful design diagrams? 
3. Why does higher impoundment depth 𝑑0 lead to higher relative error levels 𝑅𝑀𝑆𝐸/𝑑0? 
4. What is the influence of the gate length, respectively the position of the pivot axis in case of swing gates. In the 
scope of this thesis the pivot axis is always located 2𝑑0 above the bottom of the flume. 
5. How does an inclination of the flume affect the error levels? 
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Abstract: Piano Key Weirs (PKW) are non-linear weir structures, which were developed in the late 1990s. In the following years 
several structures were investigated in experimental as well as numerical models and were also built in prototypes, especially in 
France. Thereby, PKWs represent an improvement and further development of so called Labyrinth weir, but with an additional 
increase of discharge capacities and a reduced footprint. Two main PKW applications can be separated in research projects: (1) 
on top of dams (flood release structures) and (2) in-channel applications (replacement of regular weirs). The main difference 
between Labyrinth and Piano Key Weirs can be found in basic geometry components. While for Labyrinth Weirs the geometry 
follows a kind of accordion shape with vertical weir walls (velocity distribution close to the flow surface), the PKW design is more 
complex and includes sloped inlet and outlet keys, placed on a small footprint area. In this context, the general flow characteristics 
are also modified because the inlet and outlet keys can reach flow areas close to the river bed (for in-channel application). Hence, 
the velocity distribution differs majorly from those found in Labyrinth weirs—and with it resulting phenomena like scouring or 
sediment transport. The present paper summarizes and highlights current research investigations and state-of-the-art solutions for 
PKW designs and calculations—especially for in-channel applications. Based on this comprehensive literature review, future 
challenges for PKW research projects are specified. Topics like general flow characteristics, scale effects, downstream scouring, 
sediment transport, drift wood log jams, fish climb capability, or concrete abrasion will be discussed in detail to identify current 
and further research needs in small-scaled and large-scaled experimental and numerical models. 
Keywords: Piano Key Weir, PKW, in-channel, state-of-the-art, future challenges, labyrinth weir.  
1. Introduction  
Piano Key weirs—also known as PKWs—are non-linear hydraulic structures with an increased discharge capacity 
compared to regular weirs. PKWs represent a further development of so called Labyrinth weirs with the major benefit 
of a much smaller footprint. Starting with Blanc and Lempérière (2001) and Lempérière and Ouamane (2003), several 
PKW geometries were investigated comprehensively in a handful of scientific laboratories all over the world. Large 
water research laboratories, such as those at Utah State University, University of Liège, EPFL, and German Federal 
Waterways Engineering and Research Institute; small sections, such as Luebeck University of Applied Sciences; and 
practitioners like EDF France, build and analyze PKW units for basic research investigations or practical case studies.   
Generally, a PKW consists of inlet and outlet keys with a defined upstream and downstream overhang length and a 
weir foot (Fig. 1). Pralong et al. (2011) give a general notation for PKW parameters (Table 1). PKW geometries can 
be classified into Type A, Type B, and Type C, where Type A is characterized by symmetric overhang lengths and 
Type B has an overhang length only in upstream direction (into the channel/reservoir). Type C is the opposite of Type 
B. Ribeiro et al. (2012) defines primary (P and W) and secondary (WiWo–1 and PiPo–1) parameters for PKW analysis. 
The PKW efficiency can be calculated according to Poleni and Du Buat, although two points of view exist (Pralong 
et al. 2011; Oertel and Bremer 2016): (1) centerline crest length L and (2) total weir width W. Using the total centerline 
crest length, the Du Buat approach can be written as:  





1.5                                                     (1) 
where Q = total discharge, Cd = discharge coefficient, L = total centerline crest length, g = gravitational acceleration, 
HT = upstream energy head including the flow depth hT, and depth averaged velocity head vT2(2g)–1. Since this 
approach does not allow an adequate comparison of PKW efficiencies, the total weir width W can be used for 
efficiency statements (Bremer and Oertel 2017): 










Figure 1.  Main geometrical PKW parameters, left: plan view, right: sectional view (Oertel and Bremer 2016).  
 
Table 1. Main geometrical PKW parameters (according to Pralong et al. 2011, Oertel and Bremer 2016). 
Parameter Specification 
Pi upstream weir height 
Po downstream weir height 
Wi inlet key width 
Wo outlet key width 
Nu No. of PKW units 
Bh Sidewall overflowing crest length measured from the outlet 
key crest axis to the inlet key crest axis 
Bi downstream overhang length 
Bo upstream overhang length 
Bb weir foot length 
Ts wall thickness 
Wu PKW unit width, Wu =Wi +Wo +2Ts 
W total weir width, W = NuWu 
Lu  crest centerline length of PKW unit, Lu =Wu +2Bh −2Ts 
L total crest centerline length, L = NuLu 
2. Statistical Literature Review 
2.1. Basic Research Statistics 
During the last two decades, several PKW research projects were arranged to identify general flow characteristics, 
discharge capacities, efficiency increases, flow patterns, and many more. Within this chapter, a comprehensive 
literature review will be presented, and statistical findings will be given for available PKW publications. Therefore, 
135 PKW papers in total, which were published prior to November 2nd 2017, are analyzed.  
Fig. 2a shows the type of publication concerning the chosen publication form. It can be found that only a handful of 
published papers are presented in international journals (see references), while a huge number has been prepared for 
conferences and workshop proceedings—especially for the International Workshop on Labyrinth and Piano Key 




research topics, while 28 % address project-related research studies (Fig. 2b). 11 % of the investigated research studies 
discuss both basic and project research studies.  
The literature separated various PKW types and identified specific differences for in-channel and top-of-dam designs. 
Fig. 2c summarizes the investigated PKW types and shows an almost balanced research quantity for in-channel (37 %) 
and top-of-dam (46 %) studies. 17 % of the research was performed on other PKW types, like circular PKWs. 
An important question concerning the chosen model types can be answered with Fig. 2d. It can be shown that 95 
publications in total are based on physical or numerical models. With 62 %, the physical model is the most frequently 
used type of model, and numerical models comes along with 16 %. Within these quantities, combined models (hybrid 














2.2. Physical Model Statistics 
Taking all 84 research papers dealing with physical models into account, a statistical analysis concerning chosen 
model scales and flume geometries can be given. Fig. 3a shows both model scales and flume geometries. Only 36 
papers give detailed information about the chosen geometrical boundary conditions. Unfortunately, more than 50 % 
of the investigated papers do not include adequate details on the physical models. A statistical analysis of the presented 
36 papers lead to the result that approximately 53 % of the physical models were investigated in scales between 1:50 
and 1:10. Only a few models were investigated in scales smaller than 1:50. But 14 % of the models were built in larger 
scales than 1:5 (up to 1:1, prototype). Comparing these results with the total flume lengths LF and flume widths WF, it 
can be mentioned that the size of the laboratories is limited and consequently the ratio between the model size and 
total investigation area is being influenced. Typically, flume lengths larger than 7.0 m were chosen with comparable 
flume width ratios LFWF = 10. 
 
The investigated total head ratios HTP–1 can be classified into minimum and maximum values, as seen in Fig. 3b. Most 
of the investigated model runs deal with minimum total head ratios between 0.05 to 0.10 and maximum total head 
ratios of 0.5 to 1.0. As seen in Fig. 4, especially for low heads HTP–1 < 0.1, a characteristic increase and following 
decrease with a peak in the calculated discharge coefficients can be observed. To identify this peak precisely, it is 
essential to investigate small total heads with small discharge increments. On the contrary, this discharge coefficient 
area is of low interest for practical applications and is influenced by scale effects in small scale physical models. High 
heads HTP–1 > 0.4 are of major interest for flood events and resulting upstream water levels. To analyze discharge 
coefficients in this area, smaller models can be used or large discharge capacities in the hydraulic laboratories are 






Figure 3. Physical model statistics, (a) model scale and dimension, (b) min. and max. total head ratio (HTP–1). 
2.3. Research Topic Statistics 
The investigated 135 papers were analyzed concerning the specific topic of research. Results are presented in Fig. 5. 
It can be found that, in total, 265 investigation topics were counted. Consequently, several papers deal with more than 
one of the listed topics (e.g., discharge coefficients and design guidelines are often connected). For statistical analysis 
research topics were alphabetically classified into (1) aeration, (2) analytical approaches, (3) cost analysis, (4) design 
guidelines, (5) discharge coefficients, (6) drift wood log jam, (7) energy dissipation, (8) general flow characteristics, 
(9) literature review, (10) others, (11) scale effects, (12) scouring and sediment transport, (13) submerged flow, (14) 




Following, some additional information will be given to clarify these various classifications. Publications dealing with 
cost analysis are usually focusing on project studies, where planned structures were investigated concerning resulting 
 
 
Figure 4. Exemplary discharge coefficients from scaled PKWD model (Oertel 2015). 
 
 
Figure 5. PKW research topics. 
 
construction costs—but only a few papers with this topic exist. Numerous studies can be found with detailed 




publications. General flow characteristics summarizes research topics like flow description, flow depth measurements, 
and more, which are not classified and counted in one of the other presented topics. Since PKWs were investigated 
predominantly within scaled experimental models, only a surprisingly small amount of investigations dealt with scale 
effects and their consequences on laboratory result analysis. Energy dissipation processes were analyzed for top-of-
dam applications, where energy will be dissipated on a connected spillway or chute. Scouring and sediment transport 
is of major interest for hydraulic structures—but this topic has not been extensively considered within publications to 
date. A submerged flow is relevant for high discharge events in river systems and consequently for in-channel PKW 
applications. Approximately 30 % of the total number of in-channel investigations also observe downstream 
submergence. Summarizing, Fig. 5 clearly states that in comparison to other hydraulic structure research disciplines 
(e.g. stepped spillways), the PKW topic is young and a lot of investigation programs are still necessary to complement 
and enlarge the scientific knowledge for this kind of hydraulic structure.   
3. Future Challenges 
Although a lot of experimental and numerical research investigations are available in the literature, the PKW topic is 
relatively young, and, consequently, unanswered questions exist for various areas of interest, as mentioned before. 
Due to this existing lack of knowledge, exemplary ideas and needs for future research studies and challenges are given 
subsequently:  
(1) General flow characteristics and laboratory techniques:  
• Influence of various geometrical parameters; e.g. weir height, width, inlet and outlet geometry, wall 
thickness.  
• Especially for small PKW heights in river systems, material like steel might be used for PKW 
design. Hence, small wall thicknesses can be achieved, which have not been investigated in detail 
yet.  
• At flood release structures, the energy will be dissipated on additional structures like downstream 
chutes or stepped spillways. For in-channel PKWs the energy dissipation processes on the PKW 
itself are not well analyzed.  
• Scale effects.  
 
(2) Upstream flow characteristics: 
• As mentioned before, nowadays PKWs are not frequently used for in-channel applications (in 
Germany). Questions concerning drift wood log jams or ice are the focus of interest when replacing 
regular weirs with PKWs.  
• Sediment transport is important for river system management. Hence, transport processes due to a 
changed velocity profile upstream the PKW must be analyzed. 
• Detailed three-dimensional flow description (velocity distributions) within the inlet and outlet keys. 
 
(3) Fluid structure interaction concerning material abrasion and erosion: 
• Constructed PKWs are generally young (less than 10 years) compared to regular weirs. 
Consequently, knowledge of abrasion processes due to material/sediment transport is limited. It is 
necessary to analyze possible transport processes along the structure since the velocity profiles may 
allow an intensive sediment transport in contrast to regular weirs, where the velocity profile close 
to the river bed is low and material deposition takes place. PKWs are often made of reinforced 
concrete and the fluid structure interaction process has not been studied yet.  





(4) Further geometrical developments: 
• Combinations of PKWs with in-structure fish steps for upstream and downstream fish migration 
are not analyzed yet. PKW units will transform rivers into Heavily Modified Water Bodies, like 
regular weirs. Within the EU-WFD (2000), fish migration (biological components) is of major 
priority next to other aspects, such as hydro-morphological and chemical components. Including a 
fish step within a PKW key might be of major interest, especially for PKWs with smaller heights 
and made of steel.  
 
(5) Numerical 3D CFD simulations: 
• Only a few investigations are available in the literature, so a lack of knowledge still exists. 
Numerical CFD models must be calibrated via laboratory or prototype data. Numerical boundary 
conditions, like model lengths, inflow characteristics, cell sizes, and turbulence models, among 
others, are not defined adequately for PKW studies.  
4. Summary and Conclusion 
By analyzing PKW research studies, it could be found that only a few journal publications exist, and most of the 
published papers were placed at conference proceedings. In-channel and top-of-dam application studies have a 
comparable quantity, while most of the studies were carried out in physical model test. Physical models were 
predominantly scaled between 1:50 to 1:10, but prototype studies are also available.  
By means of a comprehensive statistical literature review, main PKW research areas were identified. Consequently, 
research deficits and further investigation needs were mentioned and listed as exemplary future challenges.  
Concluding, PKW research topics are relatively new compared to other hydraulic investigations. Hence, a lot of 
unanswered questions concerning general hydraulic phenomena, as well as special structure designs, etc., still exist. 
It can be expected that additional PKW research topics will be developed during the next decade(s), and several 
questions will be answered by means of physical and numerical models, as well as prototype measurements.  
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Abstract: Since the first Piano Key Weir (PKW) was built at Goulours Dam in France in 2006 by Electricité de France, their 
importance as a flood release structure for gravity dams or as implementation in river systems has increased significantly. PKWs 
are a result of a consequent development from labyrinth weirs. In 1998, the first studies with preliminary geometries were 
performed in France and improved by Blanc and Lempérière (2001). Due to the nonlinear shape, the PKW’s specific discharge 
was–compared to linear weirs–majorly increased, since the effective overflow length will be increased. In the past, a lot of research 
in terms of physical modeling, Computational Fluid Dynamics (CFD) studies or research in prototype scale were carried out. 
Numerical investigations can provide important knowledge of flow parameters and provide a cost-effective tool to investigate 
numerous PKW designs. Although a lot of numerical PKW simulations have been carried out, additional in-depth research is still 
needed. For numerical simulations, the mesh dependence is a major criterion with a large influence on the result quality in respect 
to  water surface levels or flow velocities. The present paper deals with the mesh dependence related to PKW discharge coefficients. 
It will provide recommendations for numerical PKW simulations by investigating sufficient maximum mesh sizes with the Grid 
Convergence Method (GCI).  
Keywords: Piano Key Weir, numerical modelling, mesh quality, grid convergence index. 
1. Introduction 
1.1. Piano Key Weirs 
Piano Key Weirs (PKW) are hydraulic structures that can be used for flood release structures on dams or for in-channel 
applications. The first PKW was built at Goulours Dam in France in 2006 by Electricité de France (Laugier 2007). 
Subsequently, the importance of PKWs as flood release structures for gravity dams or as implementation in river 
systems increased significantly. PKWs are a result of a consequent development of labyrinth weirs. In 1998, the first 
studies with preliminary geometries were performed in France and improved by Blanc and Lempérière (2001) and 
Lempérière & Ouamane (2003). Due to the nonlinear shape, the PKW’s specific discharge is–compared to linear 
weirs–majorly increased, since the effective overflow length will be increased. In comparison to the total crest length, 
the footprint size of a PKW is relatively small and consequently it is ideal for top-of-dam spillway flood control 
structure to upgrade their capacity (Oertel and Tullis 2014). 
In general, PKWs are divided into three main geometric classifications, a PKW Type A, Type B and Type C as shown 
in Figure 1. A PKW Type A has symmetric up- and downstream overhangs, a PKW Type B only has upstream and a 
PKW Type C only has downstream overhangs. The total weir width W is separated in PKW units with a unit width 
Wu. A PKW units contains an inlet, two side walls and two half outlets located on each side of the inlet. The main 
geometrical parameters are given in Pralong et al. (2011b), visualized in Figure 2 and listed in Chapter 5 
(NOTATIONS). 
Most previous studies have been carried out within scaled physical models. Over the past years, only 21 papers 
including numerical modeling have been published, which represents about 10% of the total amount of PKW 
publications. Sensitivity analyses for numerical models carried out by Pralong et al. (2011a) have proven that 
turbulence modeling has no impact on upstream flow conditions and, consequently, on discharge capacity results. 







(a) PKW Type A 
 
(a) PKW Type B 
 
(a) PKW Type C 
Figure 1. The three main classifications of PKW geometries (flow direction from left to right). 
 
 
Figure 2. Schematic plot of main geometrical PKW parameters, plan and sectional view (flow direction from left to right). 
(Oertel and Bremer 2016).  
 
Previous physical and numerical investigations show that the hydraulics of PKWs depend on several geometrical 
parameters. Ribeiro et al. (2012) identified that primary and secondary parameters influence the discharge capacity 
considerably. The weir height P and the total weir width W are defined as primary parameters. The inlet and outlet 
width ratio WiWo−1 and the height ratio PiPo−1 are for example defined as secondary parameters. However, Machiels 
et al. (2014) defines the main influence factors with a given relative total centerline crest length LW−1 as the weir 
height P, the width ratio of the inlet and outlet WiWo−1 and the overhang ratio BiBo−1. 
Considering the upstream water surface level hu, discharge coefficients CdL can be determined as mentioned in Pralong 
et al. (2011b). Therefore, the Poleni formula is extended by the velocity head which follows the Du Buat formula: 
𝑄 =  
2
3
 𝐶𝑑𝐿 𝐿 √2𝑔 𝐻𝑢
1.5 (1) 
where: Q = total discharge, CdL = dimensionless discharge coefficient, L = total centerline crest length, g = acceleration 
due to gravity, Hu = total upstream energy head including the velocity head = hu + vT_ave2(2g)−1. The required flow 
velocity vT_ave is averaged over the total upstream flow depth hu.  
An alternative head-discharge relationship (Eq. 2) has also been suggested by Pralong et al. (2011b). Oertel and 
Bremer (2016) also mentioned that the CdL values including the total centerline crest length are not reasonable for 
adequate PKW efficiency statements. To determine PKW’s efficiency a normalized discharge coefficient CdW is 
necessary. This CdW value allows an efficient comparison of various PKW geometries with different total centerline 
crest lengths. Equation 1 is modified by including the total weir width W:  
𝑄 =  
2
3
 𝐶𝑑𝑊 𝑊 √2𝑔 𝐻𝑢
1.5 (2) 





1.2. Grid Convergence Index (GCI) 
To conduct a sensitivity analysis as suggested by Celik et al. (2008), the Grid Convergence Index (GCI) is calculated 
considering the flow velocity magnitude provided by numerical investigation. The GCI is an acceptable and advised 
method, which was evaluated over a large number of CFD analyses (Celik et al. 2008). Therefore, numerical 
simulations with significant deviant mesh sizes are compared. The mesh size will be reduced until the determined GCI 
values no longer exceed a convergence error limit. Convergence error limits will be defined later within the present 
paper. The employed mesh cell sizes of 0.2 m, 0.1 m and 0.05 m with a global refinement ratio of two is above the 
recommended minimum value of 1.3 (Celik et al. 2008). For further information see also Bayon (2016). 
2.  Numerical Model 
2.1. General Remarks 
The commercial three-dimensional CFD software FLOW-3D was used to simulate water surface levels and flow 
velocities. Water surface levels are not discussed in this investigation. To detect the free surface FLOW-3D uses the 
Volume-of-Fluid (VOF) method (Hirt and Nichols 1981). The Renormalized Group (RNG) turbulence model was 
chosen, which is based on the standard k-ε model. Although, as already mentioned, sensitivity analysis has proven 
that turbulence modeling has no impact on discharge capacity results (Pralong et al. 2011a). The RNG turbulence 
model can describe turbulence flows with low intensity. Inlet boundary conditions were set as pre-selected discharges. 
At the downstream end of the numerical model an outflow boundary condition was used. The numerical model consists 
of three mesh blocks with cell sizes from 0.2 m to 0.025 m in x-, y-, z-direction. Two mesh blocks with lager mesh 
sizes are used for the inflow and channel area and one mesh block with smaller mesh sizes represents the PKW area 
to describe the PKW geometry precisely. Up to approximately 17 million cells within the finest mesh represent the 
model domain. The PKW geometry was included using a STL-file. Additionally, an initial water body was 
implemented also using a STL-file to reduce computing time. The simulation finish time was set to a steady-state flow 
condition of a time interval of 20 s with a deviation of 1 %. The computing time was recorded between two hours and 
five days, depending on the tested discharge Q and the mesh resolution.  
2.2. PKW Geometry  
The used geometry is based on a basic design criterion introduced by Mason (2011) and has a prototype scale to 
eliminate scale effect problems but isn’t related to a prototype case. To reduce computing time, preliminary tests with 
different numbers of PKW units (Nu = 0.5, 1 and 2) were conducted. Those tests show that a PKW with Nu = 1 units 
delivers sufficient results. Pfister (2012) also comes to similar findings, where a PKW with Nu = 1.5 units delivers 
adequate results. 
The investigated PKW Type A geometry with symmetric up- and downstream overhangs has a developed sharp 
crested centerline length L = Lu = 17.6 m and a wall thickness of Ts = 0.2 m. Details on the investigated PKW 
geometry are given in Table 1. For all tested model runs the same geometry was chosen. 
Table 1. Investigated PKW geometry parameter. 
B Bb Bi = Bo Bh Pi = Po W = Wu Wi Wo Ts L = Lu Nu 
7.2 m 3.6 m 1.8 m 7.0 m 3.0 m 3.6 m 1.8 m 1.4 m 0.2 m 17.6 m 1 
 
2.3. Model Runs  
In total 24 model runs with a specific discharge of qsW = 0.5, 1, 2, 3, 5, 7, 9 and 11 m3(sm)−1 were performed. In the 
present investigation only one of the inflow mesh blocks, representing the channel area of the numerical model, is 
considered. For the first model run the mesh block had a mesh size of 0.2 m. The mentioned mesh sizes are always 
applied in x-, y-, z-direction. The second model run had a mesh size of 0.1 m and the third model run a mesh size of 
0.05 m. Outliners, which were identified using the criterion (vT, large – vT, middle) x (vT, middle x 100) -1 < 120 % and 
(vT, middle – vT, small) x (vT, small x 100) -1 < 120 %, where removed. The index large stands herein for the 0.2 m, middle 






Figure 3 shows a schematic representation of the investigated mesh sizes. Shown dots represent calculated velocity 
magnitudes in the middle of the cell. For the area of one cell of the largest mesh (0.2 m) the finer meshes (0.1m & 
0.05m) have four, respectively, 16 cells. In order to compare the results of three investigated mesh sizes the results of 
the finer meshes are averaged for the area of the cell size of the largest mesh. The results will be selected at a distance 
5P upstream the PKW, considering the PKW longitudinal axis as proposed by the physical modelling uncertainty 
analysis of Oertel (2016). The velocity vectors u and w (in x- and z-direction, sectional view) are always exported only 
for one time step and with a width in y-direction of one cell in the middle of the numerical flume. A velocity magnitude 
is computed by (u2 + w2)0.5.  
 
 
(a) Mesh size 0.20 m 
 
(b) Mesh size 0.10 m 
 
(c) Mesh size 0.05 m 
Figure 3. Schematic representation of investigated mesh sizes. 
3.2. GCI 
The conducted sensitivity analysis shows the results represented in Figures 4a, 4b and 4c. Figure 4a compares the 
velocity profile in relation to the flow depth hu. Figures 4b and 4c show the velocity profile in relation to the flow 
depth hu combined with the determined velocity. GCI values are shown as error bars exemplary for specific discharges 
qsW = 0.5, 3.0 and 11 m3(sm)−1. The velocity GCI 32fine values represent the comparison of the mesh sizes 0.20 m and 
0.10 m; the velocity GCI 21fine of the mesh sizes 0.10 m and 0.05 m. Additionally, Table 2 gives the distribution of the 
given GCI values below a convergence error of max 5 %. In the present investigation a velocity GCI value below 5 % 
is set as sufficiently accurate. In Table 2, no clear mesh convergence trend in relation to discharge can be identified. 
It can be assumed that in this case an increasing specific discharge will not directly improve the mesh convergence.  
Figure 4a shows a typical velocity distribution with small values at the channel bottom and increasing velocities toward 
the water surface. For all sets of given discharges, a convergence concerning the velocity distribution is outlined. 
Especially in specific flow depth areas the velocity magnitude for different mesh sizes approximates sufficiently. For 
a given discharge qsW = 0.5 m3(sm)−1 this section is in between 1.0 m < hu < 3.1 m, for qsW = 3.0 m3(sm)−1 in between 
1.5 m < hu < 3.5 m and for qsW = 11 m3(sm)−1 in between 2.5 m < hu < 4.8 m (see Figures 4b and 4c). The velocity  
GCI 32fine values already show a velocity convergence up to 89.5 %, as shown in Table 2. The velocity GCI 32fine has 
values of 53.8 % to 89.5 %, being smaller than the defined convergence error limit. Although for 50 % of the 
investigated discharges, the velocity GCI 32fine values exceed the convergence error limit within more than 70 % of 
their values. The velocity GCI 32fine values exceed > 50 % close to the channel bottom. The maximum GCI 32fine occurs 
for qsW = 0.5 m3(sm)−1 with a value of 25.1 %. This represents the highest values for all tested discharges. In general, 
the velocity GCI 32fine values vary close to the channel bottom (in this case hu < 1.5 m) in between 10% < GCI 32fine 
< 25 %. Comparing velocity GCI 32fine and GCI 21fine, the obtained GCI 21fine values have been significantly improved. 
The GCI 21fine values are beneath the convergence error limit within 68.2 % up to 100 % of the obtained results. Figure 
4c shows lower velocity GCI 21fine values in general, which indicates that the dependency of numerical results on the 
mesh resolution has been reduced and the solution is reaching the mesh independent solution. The velocity GCI 21fine 
values have a maximum of 16.4 % for qsW = 0.5 m3(sm)−1. Such as the velocity GCI 32fine, the velocity GCI 21fine have 
their maximum values in the area of the channel bottom (hu < 1.5 m) with values of  5 % < GCI 32fine < 10 %. The 





Table 2. Proportion of velocity GCI values below five percent for all given points per discharges. 
qsW [m3(sm)−1] GCI 32fine < 5 % [%] GCI 21fine < 5 % [%] 
0.5 53.8 81.3 
1 64.7 82.4 
2 64.7 100 
3 72.2 88.9 
5 89.5 100.0 
7 76.2 71.4 
9 68.2 68.2 
11 79.2 100 
 
 
(a) direct comparison of depth-dependent velocity magnitudes. 
 
(b) velocity magnitude (mesh size 0.10 m) with GCI 32fine  
values as error bars. 
 
(c) velocity magnitude (mesh size 0.05 m) with GCI 21fine 
values as error bars. 





The present investigation within a sensitivity analysis on mesh quality can be considered as first assessment on mesh 
quality and mesh independency. The velocity magnitude for a specific area was evaluated. The herein given results 
show, as expected, that mesh convergence is an essential parameter to guarantee qualitative and sufficient as well as 
reliable numerical results.  
While general flow patterns can be reproduced sufficiently in large mesh sizes (as proposed 0.20 m in x-, y-, z-
direction), a precise velocity magnitude requires a mesh refinement to generate sufficient results. Comparing the 
velocity magnitude of different mesh sizes for different discharges, a divergence can be identified. Within a divergence 
of GCI 32fine < 100 % for local cells a mesh size 0.10 m in x-, y- and z-direction does not provide reliable flow velocities, 
especially for the bottom channel area. Also, the velocity GCI 21fine has a large number of high values within a 
maximum value of GCI 21fine  16 %. This predicts that a mesh refinement to a mesh size of 0.05 m in x-, y- and z-
direction does not provide the needed result. Consequently, another mesh refinement is required. Furthermore, the 
present investigation needs to be extended by more numerical simulations within a sensitivity analysis of the flow 
depth hu and a detailed analysis of the impact of turbulence models on this sensitivity analysis. Wherefore, it is 
recommended that instead of one time step an averaged vector over several time steps should be used for calculation 
result analyses. 
The presented investigation discusses mesh size quality aspects on numerical basis without comparing the obtained 




(a) outlet cross section 
 
(b) detail 
Figure 5. Explanation of the parameter Bh (flow direction from left to right). 
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Abstract: Fixed weir types are generally passive weirs and are supposed to be more prone to hold back sediments. Few model tests 
have been conducted for specific prototypes of labyrinth weirs which indicate that sediments will be scoured out upstream of the 
weir by the turbulent action. But an attempt to generalize the findings of the studies is missing. The question that arises is whether 
the self-cleaning is predictable in dependence of geometry, discharge, and sediment properties. The main purpose of this study is 
to describe and to quantify the self-cleaning process at labyrinth weirs and to predict scouring in various conditions. Therefore, 
systematic experimental tests were performed on a physical model in the laboratory of the Federal Waterways Engineering and 
Research Institute (BAW). The self-cleaning performance of a rectangular and a trapezoidal labyrinth weir are compared for 
different sediment types. Four sediments were tested under various flow conditions: fine quartz sand, fine gravel, medium-grained 
gravel, and polystyrene granules. In general, the present results confirm the self-cleaning ability of labyrinth weirs. The data of 
the tested sediments collapse to a single curve for the densimetric Froude number Fd. Accordingly, Fd is the dominant parameter 
and mainly affects the scouring mechanism. It can be seen that self-cleaning begins at a rectangular labyrinth weir at lower 
discharges compared to a trapezoidal labyrinth weir. 
Keywords: Sediment transport, labyrinth weir, physical modeling, fixed weir, turbulence-sediment interaction. 
1. Introduction 
1.1. Labyrinth Weirs 
The discharge capacity of weirs is directly proportional to the crest length of the weir for a given upstream head. An 
insufficient weir capacity has been the cause of one-third of all dam failures (Schleiss 2011). Thus, the  motivation to 
maximize the crest length and thereby the capacity of a weir has gained importance in the last decades. Different 
shaped weirs with higher crest length compared to straight linear weirs have been developed. In the 1930s, the 
labyrinth weir was introduced. It is a fixed weir which is folded in plan-view resulting in an increase of the total crest 
length by keeping the clear width constant. The total crest length is typically five to six times longer than the channel 
width. A short list of labyrinth weirs (for USA and Portugal) is given in Crookston et al. (2015). Examples are the 
Lake Brazos Dam in Texas or the Fort Miller Dam in New York. There are various designs of labyrinth weirs which 
differ from each other mainly in the shape of their plan view. In contrast to the Piano Key Weir, vertical walls form 
openings to the upstream (inlet keys) and to the downstream (outlet keys). Common designs are the trapezoidal, 
rectangular, and triangular labyrinth weir. Figure 1 shows the plan view (a) and a section (b) of a trapezoidal labyrinth 
weir with its nomenclature (based on Falvey (2003)) as well as the relevant hydraulic parameters. 
 
(a)  (b) 
  





Other relevant design parameters are the crest shape (sharp, flat, quarter-round, half-round, or ogee crest) and the 
alignment of the sidewalls α. The hydraulic performance for these three design parameters was investigated numerous 
times. The results are shortly presented in the following: 
• Falvey (2003) gives a good overview of the hydraulic investigations on different weir geometries. Recent 
investigations by the BAW (Belzner et al. 2016) were focused on the hydraulic comparison of a triangular, 
trapezoidal, and rectangular labyrinth weir under same boundary conditions. It was shown that the discharge 
capacity of a triangular labyrinth weir is slightly lower compared to the capacity of a rectangular or 
trapezoidal weir. That can be explained by the runoff-ineffective section in the corner of the triangle. 
• It has been shown that the capacity of a half-rounded crest shape is more significant for small upstream head 
ratios (Hu/P ≤ 0.4) compared to quarter-rounded crest shapes (Crookston and Tullis 2011). The discharge 
capacity of these two crest shapes does not diverge significantly for higher upstream head ratios. 
• Crookston (2010) pointed out that the discharge capacity of a weir with nearly parallel sidewalls (α = 6°) is 
up to 7 times higher than the discharge capacity of a straight linear weir for very small upstream head ratios 
(Hu/P = 0.05). For higher sidewall angles α and higher upstream head ratios Hu/P, the capacity decreases 
considerably and converges to the capacity of a straight linear weir. 
 
Based on these results, it is obvious that not all design criteria needs to be considered in this study. Only weir 
geometries with a good hydraulic performance will be regarded. More details of the chosen weir geometries are given 
in section 3.1. 
1.2. Sedimentation and Self-Cleaning 
During low discharge periods dams can generally hinder downstream transport of sediment. The increasing water 
level and accompanying decrease of the flow velocity lead to sedimentation upstream of the weir. Usually, the 
sediments will be remobilized during high discharge periods and transported downstream. Here, the question arises 
how the weir type, in particular the labyrinth weir, will affect this. 
Wilmore (2004) investigated the impact of sedimentation on the upstream water head for a labyrinth weir at Lake 
Brazos. The tests showed that the upstream head Hu increased by 25%. However, the applicability of these results is 
limited to upstream head ratios of 0.1 ≤ Hu/P ≤ 0.6 and stationary conditions because the deposits were not erodible. 
The sedimentation process on the upstream side of the Boardman labyrinth weir in Oregon during low discharge 
periods was illustrated by Babb (1976). For fine sand one third of the sediment was deposited in the low-velocity 
zones at the weir. The coarse sand was almost completely deposited on the upstream side of the weir. 
The self-cleaning effect is also discussed by Falvey (2003) on the basis of two case studies: The Hellsgate labyrinth 
weir in Colorado and the Garland Power Canal in Wyoming. In both cases the weirs were self-cleaned. At Hellsgate 
a violent turbulent action was observed for hu/P = 0.4, where hu is the overflow depth and P the weir height. 
1.3. Aim of the Study 
As most studies on the self-cleaning process at labyrinth weirs were focused on practical prototypes such as the 
Hellsgate labyrinth weir or the Garland Power Canal, generalized statements are missing. Thus, a systematic study 
was conducted. The main purpose of this study is to describe and to quantify the self-cleaning process at labyrinth 
weirs and to develop a generally valid equation to predict scouring. By varying sediment characteristics and discharge 
states, the self-cleaning performance of a trapezoidal and a rectangular labyrinth weir was tested. 
The following contribution is based in essential parts on Gebhardt et al. (2017). 
2. Theoretical Background 
2.1. Parameter Study 
The scouring process is a local phenomenon near obstacles and cannot be explained by the classical erosion approaches 
on river beds. The sediment removal in a labyrinth weir (self-cleaning effect) is comparable to scouring at bridge 




Verheij (1997). Melville (2008) gives a good overview of the dependent parameters on scouring at bridge piers. The 
controlling parameters for the self-cleaning effect at weirs are: 
• time, 
• geometrical weir parameters (e.g., height, width, length), 
• sediment characteristics (e.g., grain density, particle size), and 
• flow attributes (e.g., discharge). 
 
In this study, the scouring process was considered to be time-independent. The discharge was held for 180 min until 
a steady state was reached before measuring the sediment bed in the axis of the inlet key. This duration was determined 
in preliminary tests by the use of polysterene granules and was considered to be sufficient for all other tests (Gebhardt 
et al. 2017). Since only two weir types were considered, without varying the geometrical parameters of the weir, the 
scouring process Φ can be described by the following dimensionless parameters: 
 

















The densimetric Froude number Fd describes the ratio between inertial forces and submerged weight of the sediment 
particle. Rd is the grain Reynolds number and describes the ratio between inertial and viscous forces. Both parameters 
were varied over the test series by considering different discharges, grain sizes, and grain densities. There are different 
approaches to define the characteristic velocity vch. Shields (1936) originally considered the near-bed velocity as 
characteristic parameter resulting in the Shields number and the particle Reynolds number. Here, neither the Shields 
number nor the Particle Reynolds number are adequate variables to predict critical flow conditions for the initiation 
of motion. Other studies regard a local mean velocity (Ettmer 2007). In this study the upstream mean flow velocity vm 
for free flow was considered to be the relevant parameter. Other parameters in Eq. (2) and (3) are the sediment density 
ρs, the water density ρw, the gravitational acceleration g, and the viscosity of water ν. The characteristic particle size 
dch corresponds to the averaged grain size d50. 
The relative roughness describes the ratio between the characteristic particle size dch and the upstream water depth yu. 
According to Hager (2007), it can be expected that Rd and dch/yu should be of minor importance if a cohesionless 





2.2. Model Laws and Scale Effects 
Regarding the flow near hydraulic structures, the ratio of inertial forces to gravitational forces described by the Froude 
number is usually more significant compared to the ratio of inertial to viscous forces described by the Reynolds 
number. Thus, all geometrical and dynamic values can be calculated by keeping the Froude number constant. To 
neglect the Reynolds similarity, fully turbulent conditions must be ensured in the model. Furthermore, a certain 
minimum water level is required to neglect surface tension effects. Thus, dynamic and geometrical similarity were 
satisfied by the Froude model law. 
As shown above, for the application of sediment investigations (such as initiation of motion, bed load transport, or 
bed geometry), it can be expected that the densimetric Froude model law can be considered, meaning that Fd is the 
same in the model and in the prototype. Sarathi et al. (2008) investigated the scour by submerged square wall jets and 
concluded that the densimetric Froude number is the most important parameter that influences scour. Thereby, the 
sediments are not only resized in a prototype by its diameter but also by the sediment density. This can help to 
dimension fine prototype materials in model tests. By choosing a lighter sediment (e.g., polystyrene), the particle size 
can be kept constant or even scaled up. To avoid scale effects, the particle size is restricted to a certain upper and 
lower limit. In their studies on scour at bridge piers, Breusers and Raudkivi (1991) describe the effect of oversized 
sediment particles on the scouring process. In their case, the erosion process is impeded when the ratio between pier 
width and sediment diameter is smaller than 25. For fine sediments it needs to be guaranteed that cohesion effects are 
excluded. A strict threshold for the diameter of a cohesive sediment was not found, but Hager (2007) avoided cohesive 
effects by using only sediments with a median grain size higher than 1 mm. Here, that threshold is not satisfied. The 
tested sand had a median grain size of 0.69 mm. However, cohesive effects were not observed during the test series. 
3. Experimental Facilities 
3.1. Materials and Weir Types 
Four different grains differing in size d50 and density ρs were tested. The granulometry of the tested sediments is given 
in Table 1. 
Table 1. Granulometry of tested sediments. 
 ρs [kg m-3] d50 [mm] 
Polystyrene 1.055 2.10 
Fine sand 2.650 0.69 
Fine gravel 2.650 2.04 
Medium gravel 2.650 5.55 
 
Two weir geometries were regarded in the physical model: a trapezoidal and a rectangular labyrinth weir, both with a 
half-rounded crest shape. Figure 2 shows the physical model of the trapezoidal and rectangular labyrinth weir. The 
geometry of the tested weirs is given in Table 2. 
Table 2. Geometry of tested weirs. 
 n [-] P [m] B [m] L [m] Wc [m] Tw [m] Wo [m] Wi [m] α [°] 
Trapezoidal 5 0.25 0.59 6.25 1.25 0.01 0.035 0.20 7.24 
Rectangular 5 0.25 0.51 6.25 1.25 0.01 0.115 0.115 - 
 
The used nomenclature is in accordance with the one defined by Falvey (2003) where n describes the number of 
labyrinth cycles, P the weir height, B the weir length, L the crest length, Wc the width of the channel, Tw the thickness 






Figure 2. Physical model of the trapezoidal (a) and rectangular (b) labyrinth weir (view from downstream against flow direction). 
3.2. Physical Modelling 
Systematic physical tests were performed in the laboratory of the BAW. Therefore, the tested weir types were installed 
in a 1.25 m wide channel. Preliminary tests at the BAW have shown that if sediments are transported into an inlet key 
and the flow velocity is not high enough to transport the sediments over the weir, the deposit will be shaped like ramp. 
Therefore, a sediment ramp (slope: 1:2 at rectangular weir; 1:2.4 at trapezoidal weir) was modeled in the central inlet 
key on the upstream side of the weir. A 0.03 m thick sediment bed (0.7 m x 0.25 m x 0.03 m) was modeled in front of 
the inlet key. This sediment bed (reference bed) was intended to develop a velocity distribution, depending of the grain 
size before entering the weir. Between the reference bed and the channel bottom, a ramp (1:7) was modelled to provide 
a smooth transition. The ramp and the reference bed were modeled under dry conditions before the flume was filled 
carefully (< 5ls-1). Figure 3 illustrates the model configuration. 
(a) (b) 
  
Figure 3. Physical model configuration for the rectangular labyrinth weir. Plan view (a) and longitudinal section (b). 
The regarded discharge varied between 15 l/s and 370 l/s, depending on the sediment and the weir geometry. It was 
measured by a magnetic-inductive flowmeter (MID). The lowest regarded discharge corresponds to the discharge 
when sediment transport was first observed. That discharge was held for 180 min until no more sediment was moved. 
After measuring the geometry of the sediment ramp in the weir by point gauge, the discharge was increased and held 
again for 180 min. At the same time, the upstream water depth was measured by the use of ultrasonic probes. The 
maximum discharge of a test series was limited either by the discharge capacity of the model or by the remaining 
sediment at the weir. 
 (a)  (b) 
  




4. Results and Observations 
4.1. General Observations 
The self-cleaning effect was observed for all sediments and weir geometries. The flow was separated at the upstream 
facing weir wall. According to Breusers and Raudkivi (1991), the vertical velocity gradient of the flow is transformed 
into a pressure gradient. The resulting downward flow swept around the corner and formed a highly turbulent vortex 
system. This vortex system is also called a horseshoe vortex and is well known from the flow around bridge piers. 
The vortex was visualized by the use of tracer (Figure 5). Set in motion by the turbulences and the accelerated flow, 
the sediment rolled along the slope to the end of the inlet key where it was finally transported over the weir. 
(a) (b) 
  
Figure 5. Visualization of vortex system for lower (a) and higher discharge (b). View into the inlet key with flow direction from 
bottom to top (a) and upstream facing weir wall with flow direction from right to left (b). 
In all cases, the self-cleaning started before sediment mobilization on the reference bed was observed. As soon as the 
sediment of the reference bed was mobilized, it was directly transported over the weir. The fine sand moved slowly 
through the inlet key in the form of a drifting dune and finally over the weir. 
4.2. Initiation of Motion 
In dependence of the weir geometry and the sediment characteristics, the critical flow conditions for the initiation of 
motion was determined. Table 3 gives an overview of the critical discharges. Furthermore, the location of initial 
motion differed for the two weir geometries as it is illustrated in Figure 6. 
Table 3. Critical discharges [l/s] at sediment mobilization for two weir types and tested sediment. 
 Trapezoidal Rectangular 
Polystyrene 20 15 
Fine sand 60 35 
Fine gravel 110 70 
Medium gravel 210 190 
 
At the rectangular labyrinth weir erosion already began at lower discharges. This can be explained by the horizontal 
narrowing of the flow and the high transversal acceleration at the separation edge at the entrance of the rectangular 
weir. The width of the inlet key Wi = 11.5 cm (rectangular weir) is remarkably smaller compared to the trapezoidal 
weir (Wi = 20.0 cm). Additionally, comparing the model sediments, it is clear that for smaller and lighter grains, the 








Figure 6. Location of initial sediment movement at trapezoidal (a) and rectangular (b) labyrinth weir. 
The initial sediment movement (Figure 6) at the trapezoidal weir is located at the downstream part of the inlet key 
where the flow section is decreased by the ramp and the converging weir walls. At the rectangular weir the sediment 
was first moved at the entrance of the inlet key. The sharp edge causes a higher acceleration of the flow and height 
turbulences. There was no influence of the tested sediments on the location of mobilization. 
4.3. Parameter Study 
In order to identify the beginning of the self-cleaning process, the remaining sediment volume Vr was regarded. 
Therefore, the remaining sediment volume Vr in the key is normalized with the initial sediment volume V0 and 
expressed as a function of the dimensionless parameters Fd and Rd. The volume in the inlet key was estimated on the 
basis of the ramp geometry, which was measured for every discharge state. Fd and Rd were determined on the basis of 
Eq. (2) and (3). 
  (a)  (b)  
  
 
Figure 7. Remaining sediment volume as a function of the densimetric Froude number for the trapezoidal (a) and rectangular (b) 
labyrinth weir. 
 
𝑉𝑟 𝑉0⁄ = 𝑎 ∙ 𝑒𝑥𝑝 (𝑏 ∙ 𝐹𝑑) (4) 
 
As seen in Figure 7, a good correlation between the remaining sediment and the densimetric Froude number is given. 




excluded. The coefficients a, b, and the coefficient of correlation R2 are given in Table 4 for the rectangular and the 
trapezoidal labyrinth weir. Note that the test series for the fine sand is not considered in Eq. (4) at the rectangular weir. 
Here, sediment movement on the reference bed resulted in live-bed conditions in the inlet key. Hence, in this range (2 
< Fd < 3) the sediment ramp is stabilized because there is almost equilibrium between sediment transport in the inlet 
key and the reference bed. 
Overall, it can be seen that the densimetric Froude number is a dominant parameter to describe the self-cleaning effect. 
Self-cleaning begins for Fd = 1.6 to 1.8 at the trapezoidal weir and for Fd = 1.1 to 1.4 at the rectangular weir. With 
increasing discharge and densimetric Froude number the remaining sediment decreases regressively. Finally, the 
sediment is nearly (Vr/V0 < 10%) washed out for Fd > 5. 
Table 4. Equation coefficients and coefficient of correlation for Eq. (4). 
 a b R² 
Trapezoidal weir 2.97 -0.64 0.77 
Rectangular weir (all materials) 2.32 -0.74 0.64 
Rectangular weir (without sand) 3.31 -1.00 0.83 
 
Figure 8 shows also that the grain Reynolds number Rd is not an adequate parameter to predict the scouring process 
universally. While the data follows a trend for a single sediment, a universal correlation between Rd and Vr/V0 for all 
material (differing in particle size and density) is not given. 
(a)   (b)  
  
 
Figure 8. Remaining sediment volume as a function of the grain Reynolds number for the trapezoidal (a) and rectangular (b) 
labyrinth weir. 
5. Conclusion 
The purpose of this study was to describe and to quantify the self-cleaning process at labyrinth weirs. Therefore, 
systematic experimental tests were performed with a rectangular and a trapezoidal labyrinth weir. Four sediments 
were tested under various flow conditions: fine sand, fine gravel, medium grained gravel, and polystyrene granules. 
The following conclusions can be drawn: 
• The experimental studies confirm the self-cleaning ability of labyrinth weirs with increasing discharge and 
confirm the model studies which are discussed by Falvey (2003). 
• Comparing the two weir geometries, it can be observed that at the rectangular labyrinth weir, sediment 
transport begins at lower discharges compared to the trapezoidal labyrinth weir. Furthermore, the location of 




• It is shown that the densimetric Froude number Fd describes the self-cleaning effect adequately. Thus, the 
results can be applied on other models or prototypes for the same densimetric Frounde number. Scale effects 
such as cohesion must be excluded. 
• Self-cleaning begins at Fd = 1.6 to 1.8 (trapezoidal weir) and Fd = 1.1 to 1.4 (rectangular weir). For both weirs 
the sediment is nearly washed out for Fd > 5. 
• It is also shown that a universal statement on the self-cleaning effect cannot be derived from the grain 
Reynolds number Rd. 
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Abstract: Physical model studies of hydraulic structures are often conducted by maintaining geometric similitude between the 
model and prototype to account for the dominant gravity and inertia forces while other fluid forces are assumed negligible. 
However, as the model size and/or the upstream total head decreases, other fluid forces can exceed negligible levels. This 
phenomenon is referred to generally as size-scale effects and can be a source of error in predicting prototype flow behavior. To 
investigate size-scale effects related to labyrinth weirs, several scaled models ranging in weir heights from 76 mm (0.25 ft) to 914 
mm (3.0 ft) were investigated to assess differences among head-discharge relationships and nappe behavior. Criteria to avoid size-
scale effects were determined to be dependent on the model size and tolerable error. 
Keywords: Labyrinth weir, hydraulic modeling, scale effect, surface tension, viscosity.  
1. Introduction 
Open channel flow behavior at hydraulic structures is primarily driven by gravity and inertia forces and is therefore 
most often investigated with geometrically similar physical models and Froude similitude while other fluid forces 
(e.g., viscous, surface tension, elastic) remain unscaled. This approach follows the recommended practice described 
in literature such as Novak and Cabelcka (1981), Henderson (1966), and Ettema (2000). However, as the model size 
decreases and/or the total head at the model scale decreases, other fluid forces can exceed negligible levels, resulting 
in discrepancies between the laboratory- and prototype-scale behaviors. This phenomenon is referred to generally as 
size-scale effects and can be a source of error in predicting prototype behavior. 
While much research of size-scale effects exists for linear weirs [Rehbock (1909), Krischmer (1928), Dillmann (1933), 
Sarginson (1972), Breitschnedier (1978), Johnson (1996), Hager and Schwalt (1994), Bollrich and Aigner (2000)], 
size-scale effects with nonlinear weirs [labyrinth and piano key (PK) weirs] have received limited attention. Recent 
studies related to PK weir size-scale effects include Cicero et al. (2011), Machiels (2012), Pfister et al. (2012), Pfister 
et al. (2013), and Erpicum et al. (2016).  Tullis et al. (2017) reported size-scale effect results for labyrinth weirs with 
half-round crest shapes. In an effort to increase understanding of size-scale effects relative to the Tullis et al. (2017) 
study, laboratory tests were also conducted with single-cycle, trapezoidal, 15º sidewall angle labyrinth weir models 
with a quarter-round crest shapes at three different prototype-to-model length ratios, Lr. This paper presents 
preliminary results for the three model scales and compares the results with the data from labyrinth weirs with half-
round crests of similar size (six models total). The largest models, which featured a weir height of P = 914 mm (3 ft) 
and a cycle width of Wu = 2.4 m (8 ft), served as the prototypes for comparative purposes. The two scaled models 
presented herein featured Lr = 3 and 12. Head-discharge data and nappe behavior for non-vented and vented conditions 
were collected for each model for dimensionless head ratios of 0.01 ≤ HT/P ≤ 1.00. Discharge coefficients were 
calculated to investigate size-scale effects in conjunction with an uncertainty analysis to quantify the confidence levels 
of calculated discharge coefficients. 
2. Background 
Size-scale effects in open channel flows at hydraulic structures are attributed to the inability to simultaneously 
maintain geometric, kinematic, and dynamic similitude between a hydraulic model and prototype (Ettema 2000, 
Pfister et al. 2013). Furthermore, the potential for size-scale effects increases as the Lr increases (i.e., decreasing model 




Heller (2016) discussed the relationship of Reynolds number (R) scale effects in Froude modelling. Heller stated that 
significant R scale effects can be excluded if a limiting R is exceeded which can be accomplished using the concepts 
of self-similarity (SS) and Reynolds invariance (RI). SS is achieved when the spatial distribution of a flow 
characteristic at different instances in time can be obtained from one another by similarity transformations. This is 
useful in hydraulics because the collapse of data into dimensionless form can result in a single curve or surface. 
However, because SS could be achieved with respect to time, velocity, or length, scale invariance may not necessarily 
be attained. RI is achieved when the effect of kinematic viscosity becomes negligible. Common practices to achieve 
RI include a limiting R or scale factor. Furthermore, RI implies scale invariance. Even if R scale effects are excluded, 
scale effects from other force ratios (e.g., W) may still cause scale effects. 
Structure-specific criteria such as a minimum head, model size, or dimensionless parameter (e.g., Weber number) to 
avoid size-scale effects have been recommended; a selection of recommended minimum heads from literature specific 
to weirs and rounded crests is summarized in Table 1. 
Falvey (2002) stated that scale effects occur because of systematic errors related to surface tension. At relatively small 
heads and low weirs, surface tension effects can be relatively large compared to inertial forces. Using the ratio of these 
forces, namely the Weber number, W, Falvey suggested that errors predicting the prototype discharge coefficient were 
large for W < 7. Below this value the nappe would cling to the downstream face of the weir and result in an artificial 
increase in the discharge capacity. Therefore, Falvey recommended model weir heights of P ≥ 300 mm (0.98 ft) and 
stated that even with P = 100 mm (0.33 ft) significant errors may occur for h/P < 0.3. To overcome errors related to 
head measurement, Falvey recommended testing dimensionless heads of h/P > 0.2 but stated that for h/P < 0.3 the 
model curves will over-predict the prototype discharge coefficients by more than 5%. 
Crookston (2010) studied numerous labyrinth weir models to improve labyrinth weir design and analysis techniques 
for practicing engineers and presented a curve fit equation, which considered crest shape and sidewall angle, α, to 
estimate the discharge coefficient, Cd. Crookston stated that their curve fit equation was valid for 0.05 < HT/P < 0.9; 
and was later validated for Cd up to HT/P = 2.1 for a 15° sidewall angle (Savage et al 2016). Crookston meticulously 
noted nappe behavior during experiments and stated that for low heads (i.e., HT/P < 0.05) further investigations are 
merited to quantify Cd. 
Castro-Orgaz and Hager (2014) developed Eq. (1) to estimate Cd for rounded crests, which accounts for scale effects 
that originate from viscosity and surface tension. The correction coefficients Co, Cσ, and Cν are a function of fluid 
properties (surface tension, specific weight, and viscosity), geometric properties (crest radius), gravity, and driving 
head. Their research indicated a minimum crest radius of R = 10 mm (0.03 ft) for laboratory experiments. They stated 
that if 10 < R < 300 mm (0.03 < R < 0.98 ft) and specific energy head at weir crest (E) > 40 mm (0.13 ft) then the 
predicted Cd from Eq. (1) would be free of significant scale effects. However, the physical meaning of the correction 






𝐶𝑜𝐶𝜎𝐶𝜈  (1) 
 
Curtis (2016) studied size-scale effects related to half- and quarter-round crested linear weirs by hydraulically testing 
four geometrically similar models for each crest shape ranging in weir heights of P = 76 mm (0.25 ft) to 610 mm (2 
ft). Their largest model was selected as their prototype to which all geometrically similar data was compared. Curtis 
Table 1. Minimum heads recommended by previous researchers. 
Reference Minimum Head (mm) Weir Type Crest Shape Crest Radius (mm) 
Bollrich and Aigner (2000) 40-60 Linear Cylindrical weir  
Curtis (2016) 11-19 Linear Half-round 5-38 
Curtis (2016) 12-17 Linear Quarter-round 5-38 
Ettema (2000) 25 Overflow   
Kirschmer (1928) 70 Linear Cylindrical weir 46 





Table 2. Weir heights and corresponding minimum heads for non-vented linear weirs (Curtis 2016). 











305 31 16 34 17 
152 45 11 38 9 
76 150 19 95 12 
 
recommended the following criteria to avoid size-scale effects: model weir height of P ≥ 76 mm (0.25 ft) as the 
discharge coefficient would be under-estimated; minimum heads for non-vented half- and quarter-round crest shapes 
as shown in Table 2; and discharge coefficients for HT/P ≤ 0.2 should be published with uncertainty levels to avoid 
misapplication of the results. 
3. Research Procedure 
Research was conducted at the Utah Water Research Laboratory at Utah State University where labyrinth weir 
models were hydraulically tested in a 0.9-m by 7.3-m (3-ft by 24-ft) flume, a 1.2-m by 14.6-m (4-ft by 48-ft) flume, 
or a 2.4-m by 19.8-m (8-ft by 65-ft) flume, depending on the model size and available flow rates to maximize the 
measured head-discharge relationship. Moveable guide walls were used to adjust the approach width to match the 
weir width as necessary. Flow was routed to the 0.9-m and 1.2-m flumes via a constant head reservoir (i.e., First 
Dam Reservoir, Logan, Utah) while flow to the 2.4-m flume was supplied by a recirculating pumping system. 
Calibrated orifice plates and magnetic flowmeters were used for measuring discharge. Each flume had a horizontal 
rolling carriage with an installed precision point gauge [readability ± 0.15 mm (0.0005 ft)] and a hydraulically 
connected stilling well with a dedicated point gauge. Point gauges were used to establish a crest reference and 
measure piezometric head in the stilling well. The stilling well tap in the flume was located a minimum of 4.7P 
upstream of the model to prevent drawdown effects and the straight approach length of the flume was a minimum of 
9P to achieve uniform flow. All flumes featured baffle walls between the head box and test flume to dissipate 
turbulence; floating wave suppressors were used to reduce surface wave action. These inflow conditioning devices 
were not altered during testing; however, turbulence levels increased as flow rates increased as determined by visual 
inspection. Specific approach flow turbulence levels were not determined during testing. 
The salient dimensions, fabrication material, and corresponding test flume of each model are listed in Table 3. All 
models featured N = 1 and α = 15º, and were tested in the inverse orientation. The largest model (P = 914 mm [3 ft]) 
acted as the prototype to which all data was compared. All models were installed in the appropriate flume with the 
orientation angle of weir to approach flow (β) = 0º and crest elevations were surveyed at 5 to 20 locations, depending 
on the model size, to ensure levelness of ± 0.40 mm (1/64 in) along the crest length. 
Before establishing a crest reference and collecting data, flow supply lines were opened to allow a flow velocity of at 
least 0.91 m/s (3 ft/s) to void the supply line of air and ensure acceptable uncertainties in flow measurement (± 0.25%). 
Additionally, a minimum of 30 minutes of water flowing through the flume was used to establish thermal equilibrium 
prior to determining crest reference elevations. Piezometric head measurements upstream of the weir were added with 
the corresponding velocity head at the same location to determine the total head (HT = h + V2/2g). 
Head-discharge data were collected for 0.01 ≤ HT/P ≤1.00, when possible; available flow rates limited data of the P = 
914 mm (3.0 ft) model to HT/P ≤ 0.35. The greatest number of data points were collected for HT/P ≤ 0.20 to better 
establish the head-discharge relationship where size-scale effects were expected to exist and where the greatest rate 
of change of Cd as a function of HT/P occurred. Cd values were calculated using a standard of the weir equation, Eq. 
(2). Additionally, nappe behavior was documented and classified as clinging, aerated, partially aerated, or drowned 



































1 914 2.44 7.96 3.72 114 Steel 2.4 
3 305 0.82 2.65 1.25 38 Acrylic 1.2 
12 76 0.20 0.66 0.30 10 Acrylic 0.9 
 
 
Figure 1. Uncertainty of Cd for half- (left) and quarter-round (right) crest shapes. 
An uncertainty analysis (ASME 2006) was conducted to quantify the confidence level of calculated Cd values. The 
percent error of Cd as a function of HT/P for half- and quarter-round crest shapes are shown in Figure 1. Several 
uncertainty relationships were observed: the greatest uncertainty occurred at the smallest head values for each model 
size; uncertainty decreased as head increased; uncertainty at a common HT/P decreased as model size increased (i.e., 
decreasing Lr); and uncertainty appeared to converge to a unique value for each model size as HT/P approached 1.00.  
4. Results 
4.1. Head-Discharge 
Head-discharge relationships for either crest shape essentially converged for HT/P > 0.30 as presented in Figure 2. 
Below this value, divergence of calculated Cd values from the prototype (P = 914 mm [3.0 ft]) data occurred suggesting 
size-scale effects. Minimum heads above which size-scale effects were negligible were estimated with an allowable 
error of ± 5% of the prototype data. The dimensionless head-discharge relationships of the tested weir models for HT/P 
≤ 0.30 and error bars of ± 5% of the prototype data are shown in Figure 3. The minimum HT/P values, corresponding 
heads on the model, and equivalent prototype heads above which Cd of a particular model size was consistently within 
± 5% of the prototype data are summarized in Table 4. 
A constant minimum head to avoid size-scale effects was anticipated for each crest shape, independent of the model 
size. For the quarter-round crest shape, minimum heads varied as much as 2 mm. For the half-round crest shape, 
minimum heads varied as much as 8 mm with a smaller minimum head for the P = 76 mm model than the P = 305 
mm model given the ± 5% allowable error of the prototype data. Percent differences of model and prototype Cd data 
that were attributed to size-scale effects are shown in Figure 4 with maximum underestimations of half- and quarter-
round crest shapes estimated as much as 70% and 87%, respectively. For both crest shapes the most error occurred at 
very small upstream heads. Furthermore, the low-head performance predictive errors increased with decreasing model 





Figure 2. Half- (left) and quarter-round (right) dimensionless head-discharge relationships. 
 
Figure 3. Half- (left) and quarter-round (right) dimensionless head-discharge relationships HT/P ≤ 0.30. 
 
Figure 4. Cd percent difference between the models and prototypes. 
Table 4. Labyrinth weir minimum heads. 





















305 0.05 16 48 0.02 7 21 




4.2. Nappe Behavior 
Nappe behavior also varied by model size. The HT/P ranges observed for each nappe regime under non-vented 
conditions are summarized in Table 5. The HT/P value at which the nappe detached from the weir crest (i.e., a transition 
from clinging to aerated or partially aerated) increased as the model size decreased (i.e., increasing Lr) for both crest 
shapes. This was attributed to the requirement of a greater relative energy and associated relative momentum to 
overcome the more dominant surface tension and viscous forces at the smaller scale models. Subsequent nappe regime 
transitions occurred at greater HT/P values as the model size decreased. 
Figure 5 illustrates an instance when nappe behavior varied between model sizes at the same HT/P value. It can be 
seen that for the half-round chest shapes at HT/P = 0.10 the nappe was clinging for the P = 305 mm (1.0 ft) model 
whereas the nappe aerated for the P = 914 mm (3.0 ft) model. At some very low heads the full length of the weir crest 
was not fully engaged and small streams of flow occurred at points along the weir crest and apexes. This variation of 
clinging nappe behavior was most prevalent for the P = 76 mm (0.25 ft) model as it required the greatest relative 
energy to overcome surface tension effects and fully engage the full length of the weir crest. Figure 6 shows the P = 
76 mm (0.25 ft) and 305 mm (1.0 ft) models at HT/P = 0.05 where the P = 76 mm model had small streams of flow at 
points along the crest whereas the P = 305 mm model had a fully engaged weir crest. 
Table 5. Non-vented nappe regime HT/P ranges. 










914 < 0.04 
0.04-
0.21 




305 < 0.16 
0.16-
0.26 
0.26-0.49 > 0.49 < 0.05 
0.05-
0.25 
0.25-0.60 > 0.60 
76 < 0.30 - 0.30-0.70 > 0.70 < 0.20 - 0.20-0.60 > 0.60 
 
 
Figure 5. Nappe comparison of half-round P = 305 mm (left) and 914 mm (right) models at HT/P = 0.10. 
 





Table 6. Vented HT/P point of aeration. 
P (mm) Half-round  Quarter-round 
914 0.04  0.03 
305 0.06  0.05 
76 0.20  0.14 
 
The HT/P values at which the nappe detached from the weir crest under vented conditions are summarized in Table 6. 
Similar to non-vented conditions, the HT/P value at which the nappe detached from the weir crest increased as model 
size decreased. 
5. Discussion 
Falvey’s (2002) statement that for h/P < 0.3 the model curves will over-predict the prototype discharge coefficient by 
more than 5% does not appear to correspond with the results of this research. While prototype data were not available 
for comparison, the largest model size of P = 914 mm (3.0 ft) was assumed to approximate prototype behavior. When 
over-prediction of the P = 914 mm model data did occur it was at or below 5%. On the other hand, Falvey’s statement 
that even if a weir model with P = 100 mm (0.33 ft) were used, significant errors may occur for h/P < 0.3 somewhat 
corresponded with the results of this research. Only the smallest model, P = 76 mm (0.25 ft), had P < 100 mm and 
under-predicted the P = 914 mm model data by more than 5% for HT/P < 0.11. 
Several recommendations have been made regarding a minimum Weber number to avoid size-scale effects, 
specifically those related to surface tension effects. However, the characteristic length and velocity used to calculate 
W are chosen at the discretion of the researcher. Falvey (2002) used Eq. (3) to calculate W and suggested that W < 7 
produced large surface tension effects. Following this approach, the half-round prototype (P = 914 mm [3.0 ft]) data 
was under-estimated by the P = 305 mm (1.0 ft) model for W < 4 and by the P = 76 mm (0.25 ft) model for W < 2. 
Similarly, the quarter-round prototype data was under-estimated by the P = 305 mm and 76 mm model for W < 2. 











The equation [Eq. (1)] developed by Castro-Orgaz and Hager (2014) to estimate Cd with respect to scale effects was 
only applied to the two largest half-round weir models (P = 914 and 305 mm [3.0 and 1.0 ft]) to meet the limiting 
radii of curvature (10 < R < 300 mm) and applicable crest shape. Results are shown in Figure 7. A visual inspection 
of Figure 7 suggests that the Cd values estimated by Eq. (1) proved a good fit (± 5%) to the collected data for 0.5 < 
E/R < 1.8 for either model size. However, using the recommended Emin > 40 mm (0.13 ft), the equation developed by 
Castro-Orgaz and Hager only proved a good fit for 0.7 < E/R < 1.8 for the P = 914 mm (3.0 ft) model while the P = 
305 mm (1.0 ft) model data was not estimated well (i.e., error > 5%). Given the limited range where Eq. (1) estimated 
Cd of the tested models with reasonable accuracy, it appears that half-round labyrinth weir hydraulics may be outside 
the scope of Eq. 1. 
Curtis (2016), based on a study of size-scale effects related to linear weirs, recommended that P ≥ 76 mm (0.25 ft), a 
conclusion that generally agrees with the results from this study. The application of data collected from such a small 
model size may result in great under-estimations of the prototype head-discharge relationship for very low heads. 
However, data from the P = 76 mm (0.25 ft) model were found to correspond with prototype data (P = 914 mm [3.0 
ft]) for HT ≥ 8 mm (0.03 ft) and HT ≥ 9 mm (0.03 ft) for half- and quarter-round crest shapes, respectively, given a 5% 
allowable error. The minimum head above which model data could be used to estimate prototype flow was dependent 
on the allowable error, with greater allowable error decreasing the minimum head and lesser allowable error increasing 





Figure 7. Comparison to Castro-Orgaz and Hager (2014). 
6. Conclusion 
Size-scale effects related to half- and quarter-round crested labyrinth weirs were researched by hydraulically testing 
geometrically similar labyrinth weir models with weir heights of P = 76 mm (0.25 ft), 305 mm (1.0 ft), and 914 mm 
(3.0 ft). The P = 914 mm weirs acted as prototypes to which all geometrically similar data were compared. Differences 
among head-discharge relationships and nappe behavior were attributed to size-scale effects. Recommended minimum 
heads to avoid size-scale effects related to head-discharge relationships had a range of 8-16 mm (0.03-0.05 ft) and 7-
9 mm (0.03 ft) for half- and quarter-round crest shapes, respectively. However, the minimum head was dependent on 
model size and was based upon an allowable error of ± 5% of the prototype data. If additional error can be tolerated 
in predicting the prototype head-discharge relationship then minimum heads may be less. Other size-scale effects 
included greater uncertainty at smaller model sizes and/or smaller heads, and differences among nappe behavior (e.g., 
point of aeration, fully engaged weir crest). 
While the presence of size-scale effects can influence flow behavior, it does not necessarily discredit design methods. 
Rather, the relationship of size-scale effects and uncertainty in predicting prototype flow behavior should be 
considered when applying lab data to prototype design. If designing for low head applications then size-scale effects 
are likely to play a greater role in design and should be taken into account. If designing for high head applications 
(e.g., PMF) then size-scale effects are likely negligible; however, size-scale effects can still play a role with the leading 
and trailing ends of the outflow hydrograph passing over the weir.  This can be understood from an emergency 
response viewpoint. If, for example, during a large storm event flow begins to spill over a labyrinth weir, an emergency 
responder may need to estimate the flow rate as the outflow continues to increase. If using a head-discharge 
relationship based on a model which was susceptible to size-scale effects then the emergency responder may not be 
able to estimate the flow rate reasonably. This may result in adverse effects downstream well before the peak outflow. 
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8. Nomenclature 
α Sidewall angle [deg.] 
B Weir apron length [L] 
β Orientation angle of weir to approach flow [deg.] 
Cd Discharge coefficient [ ] 
Co Correction coefficient of curvilinear flow [ ] 




Cν Correction coefficient of viscosity [ ] 
E Specific energy head at weir crest [L] 
g Gravity [L/T2] 
h Piezometric head [L] 
HT Total head [L] 
Lc Weir crest length [L] 
Lr Length ratio [ ] 
N Number of weir cycles [ ] 
P Weir height [L] 
Q Volumetric flow rate [L3/T] 
R Reynolds number [ ] 
R Weir crest radius of curvature [L] 
σ Surface tension [F/L] 
ts Sidewall thickness [L] 
V Velocity [L/T] 
W Weber number [] 
Wu Weir cycle width [L] 
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Abstract: In order to evaluate the flow characteristics downstream of a rectangular labyrinth weir including energy dissipation an 
experimental study was carried out. The objective was to develop a relation between drop height, discharge and the amount of 
dissipated energy. For the physical tests a 0.60 m wide flume with a length of 18.00 m and a height of 1.20 m was used. For the 
design of the stilling basin combinations of discharges and downstream water levels were analyzed. The results show that for the 
given conditions a simple concrete apron or a riprap protection corresponding to the hydraulic jump length is sufficient for erodible 
river beds. For low downstream water levels the energy dissipation occurs in a steady hydraulic jump closed to the weir. Raising 
the downstream water level, the hydraulic jump becomes submerged and little energy will be dissipated. Due to its geometrical 
shape, the labyrinth weir can ensure overall an effective energy dissipation.  
Keywords: Energy dissipation, labyrinth weir, fixed weir, waterway. 
1. Introduction 
More than 300 weirs are operated in the federal waterway network in Germany. Most of them are movable weirs 
causing considerable operating and maintenance costs. To reduce these costs, fixed weirs represent an alternative to 
movable weirs. However, the requirements for the water level control must be satisfied. In addition to side weirs, 
labyrinth weirs could be an alternative at sites where the space is limited, the requirements for navigation are lower, 
and the discharge variation is small. Labyrinth weirs are an effective method to increase the discharge capacity because 
the discharge is proportional to the overflow length for free flow conditions. These weir types are characterized by a 
folded crest in plan view. Due to increased design floods, numerous spillways around the world have been already 
upgraded with these weir types. In the last couple of years there has been a significant amount of research on labyrinth 
weirs with respect to the hydraulic design. So far, there is only a little experience regarding the energy dissipation 
downstream of these weirs because most of the existing projects are equipped with large spillways. In comparison to 
a linear weir, it is assumed that more energy can be dissipated due to the folded shape leading to an interaction of the 
crossing nappes. Furthermore, local submergence effects in the upstream apex can be observed, which could also 
influence the energy dissipation. 
1.1. Labyrinth Weirs 
The labyrinth weir is the simplest form of a weir with a folded crest. The geometry is based on vertical walls and 
allows an easy construction. Several design cycle options exist, such as rectangular, triangular, or trapezoidal. In the 
last couple of years, model studies and experimental research on labyrinth weirs increased with regard to the hydraulic 
capacity by varying geometrical parameters. A hydraulic and geometrical optimization is the Piano Key Weir (PKW), 
presented by Lempérière and Ouamane (2003). In comparison to labyrinth weirs, the upstream and downstream walls 
are inclined and PKW are suitable in particular at sites where the available space is limited, for example on top of 
gravity dams. Intensive research on labyrinth and PKW in the last years gives an overview about the improvement of 
the hydraulic design to increase the discharge capacity (Said and Ouamane 2011). Pralong et al. (2011) introduced a 
naming convention for PKW, which can be transferred to labyrinth weirs and is commonly used in the literature related 
to these weir types. 
1.2. Energy Dissipation 
Until now, labyrinth and PKW are used mainly to increase the capacity of existing spillways. But, more and more 
folded weirs are installed in rivers. With regard to energy dissipation there is some literature on this subject mainly in 
combination with spillways. For example, stepped spillways, as explained in Silvestri et al. (2013), are a good 
possibility by providing natural aeration and by creating a skimming flow regime. In spite of the intensive research 




characteristics and energy dissipation downstream of labyrinth weirs in a horizontal channel. In Lopes et al. (2011) 
trapezoidal labyrinth weir models with different sidewall angles were tested. The results show a three-dimensional 
flow regime downstream of the labyrinth weir combined with air entrainment and shockwaves up to a certain 
discharge. Two-dimensional flow occurred further downstream and was evaluated as a function of the relation between 
the total upstream head H [m] over the weir crest and the weir height P [m] and the magnification ratio (L/W) by 
measuring the downstream water depth at different points in the flow direction. Here L [m] corresponds to the crest 
length and W [m] corresponds to the clear width of the labyrinth weir. In Truong Chi and Ho Ta Khanh (2017) a PKW 
model on a dam crest with stepped spillway was tested with a stilling basin and a rockfill layer. The results show that 
a stilling basin can limit the downstream scour depth. Furthermore, with respect to scour danger, in Pfister et al. (2017) 
several tests on a PKW model with different sediment granulometry placed downstream of the PKW have been 
performed. The results show that the scour depth is higher for fine sediment in comparison to coarse sediment. Thus, 
it was recommended to protect the PKW from scouring by a plunge pool with a rough layer of riprap. 
1.3. Aim of the Study 
Lopes et al. (2011) analyzed the flow over a trapezoidal labyrinth weir, but studies at rectangular labyrinth weirs for 
varying tailwater flow conditions are missing. The question that arises is whether, without regard to scour danger, a 
stilling basin is needed and which form of hydraulic jump occurs for specific discharges and downstream water levels. 
Hence, the main purpose of this study is to test different configurations of stilling basins and to optimize the depth 
and length. Therefore, the performance of a rectangular labyrinth weir is compared under various flow conditions. 
Furthermore, the energy dissipation downstream of a labyrinth weir is compared to well-known formulas to find out 
if these approaches over- or underestimate the energy dissipation. 
2. Theoretical Background 
Energy losses at overflow weirs cause a higher upstream total head compared to the tailwater. During weir overflow 
the upstream head will be transformed to high velocities. A supercritical section with a flow depth y1 [m] less than 
critical depth yc [m] behind the weir overflow can occur. The critical depth can be calculated by yc = (q²/g)1/3. Further 
downstream the conjugated water depth y2 is greater than the critical depth. A hydraulic jump occurs and the flow 





Figure 1.  Definition sketch, flow at a labyrinth weir without (left) and with stilling basin (right). 
The transition from supercritical to subcritical flow in a horizontal rectangular channel occurs in the form of a 
hydraulic jump depending on the Froude number Fr1 [-], the flow depth y1 [m], and the downstream depth y2 [m] 
(Chow 1959). To ensure safe energy dissipation downstream of the labyrinth weir, a stilling basin has to be designed. 
Therefore, two approaches can be used: first, the energy equation by Bernoulli without energy loss during overflow, 
and second, the approach by White which includes unknown energy losses in the formula (Naudascher 1987). For 
both the flow depth y1 [m] can be calculated.  
Main parameters are the depth δ [m] and length Ls [m] of the stilling basin. Further components like chute blocks, 
sills, or baffle piers were not considered. To protect the downstream bed and banks from scouring, the hydraulic jump 









For ε > 1 the hydraulic jump should remain in the stilling basin. For a safe design, the submergence ratio should be in 
the range 1.05 < ε < 1.25 (Strobl and Zunic 2006). For ε < 1 the hydraulic jump moves downstream and for ε >> 1 the 
surface roller will be forced upstream.  
An important parameter is the depth δ of the stilling basin. In the range 1.05 < ε < 1.25, the depth δ can be expressed 
by Eq. (2). 
 
𝛿 = (1.05 ÷ 1.25) × 𝑦2 − 𝑦𝑡  (2) 
 
Another important parameter is the length of the stilling basin which corresponds often to the length of the hydraulic 
jump. In Zanke (2002) the length Ls [m] is approximated by the Eq. (2) of Smetana. 
 
𝐿𝑠 ≈ 6 × (𝑦2 − 𝑦1). (3) 
 
The United States Bureau of Reclamation (USBR) already developed standardized stilling basins on the basis of 
numerous model studies. The type of the stilling basin mainly depends on the Froude number Fr1 at the inlet of the 
stilling basin.  
As already mentioned, the approach of White discussed in Naudascher (1987) is an option to determine the inflow 
water depth y1 in order to pre-design the stilling basin. It is based on the consideration that the nappe hits the water 
surface and a part of the kinetic energy dissipates. Based on the energy and momentum equation, White (Naudascher 














where ∆z [m] is the height of the free flow (at this point the height ∆z corresponds to the weir height P). 
3. Experimental Setup 
3.1. Physical Model 
Experimental tests were performed in a 0.60 m wide flume with a length of 18.00 m and a height of 1.20 m (Figure 2, 
left). The measurement of the water levels was carried out with two manual water level probes in the upstream and 
downstream channel. The discharge in the flume was controlled by a magnetic-inductive flowmeter (MID) and 
electrically adjustable valves. The channel is supplied by three pumps with a maximum discharge up to 420 l/s. The 
upstream entry of the channel has a grid of honeycombs to improve uniform flow conditions in the upstream water. 
The channel sides are made of glass to allow the observation of the flow patterns. The downstream water level was 
adjusted by a rectangular outlet flap. The upstream water level yu [m] was measured 3.86 m upstream of the weir, and 





Figure 2.  Flume for the physical model tests (left) and tested model (right) for q = 0.04 m³/(s∙m). 
The tested rectangular labyrinth weir model (Figure 2, right) was made of Ts = 0.01 m thick walls, creating the 
following geometry: weir height P = 0.255 m, clear width W = 0.60 m, inlet key width Wi = Wo =0.125 m, and two 
partial outlet keys with Wo = 0.110 m, up- to downstream weir length B = 0.50 m, and an overall crest length of 
L = 2.60 m (with a ratio of n = L/W = 4.33). Cicero and Delisle (2013) investigated the influence of different crest 
geometries on the discharge capacity and recommended a half rounded or quarter rounded crest for small heads up to 
Hu/P < 0.3, where Hu describes the total energy head in the upstream water during free flow conditions. This 
recommendation was adopted for the experiments by using a half rounded crest. 
3.2. Test Series 
Tests with specific discharges between 0.02 m2s-1 and 0.30 m²s-1 and downstream water levels between 0.05 m and 
0.30 m were performed. For each combination of discharge and downstream water level, the appearance and the 
location of the hydraulic jump were visualized. With the help of a ruler the size of the nappe, the depth and length of 
the supercritical section behind the weir, the conjugate depth, and the length of the surface roller were measured 
(Figure 3). Due to the highly turbulent flow regime downstream of the weir, the measurement was carried out outside 
of the flume through the glass walls. In the case of an undular jump the conjugate depth was equal to the maximum 
crest wave. The extent of the first wave peak in the flow direction was defined as the length of the surface roller. 
 
 
Figure 3.  Measuring ranges. 
4. Experimental Observations, Results, and Discussion 
4.1. Energy Dissipation during Weir Overflow 
Figure 4a shows a comparison of the calculated head difference Hu – H1 of White and the measured differences 
calculated from the experimental results. It can be confirmed that the three-dimensional flow over the labyrinth weir 









Figure 4.  Deviation ∆H between upstream energy head Hu and energy head H1 immediately behind the weir; lateral and 
longitudinal flow. 
For our configurations, the approach of White is not appropriate for discharges higher than 0.18 m2s-1 because this 
would result in higher energy heads downstream of the weir in comparison to the upstream water. Figure 4b shows 
the head difference ∆H in comparison to the piezometric head difference ∆y. For small drop heights ∆y the energy 
dissipation is small and increases with rising head differences. This can be explained by the overflow characteristic of 
the labyrinth weir (Figure 4c). For small discharges the energy dissipation also takes place in the outlet key section 
and the nappes are aligned partially laterally and partially in flow direction. For higher discharges the water level in 
the keys increases due to local submergence effects (Crookston and Tullis 2011), and the nappes are only aligned in 
flow direction. Thus the energy dissipation decreases or remains almost constant. This effect can be observed in the 
model for unit discharges of q > 0.14 m2s-1 and is denoted in Figure 4b by black triangles and white circles, 
respectively. 
4.2. Comparison to the Approach by White 
In Figure 5 the experimental results show that the energy dissipation at a labyrinth weir is higher in comparison to the 
approach of White. To be able to make statements about the energy losses in Naudascher (1987), Eq. (4) has been 






















In the approach of White the coefficients are a = 1.06 and b = 1.5. The corresponding curve (black line) can be seen 
in Figure 5. With increasing discharge, the energy head behind the nappe increased. Hence, the energy losses 
increased, which can be seen by the difference between the solid and dotted line, while the dotted line gets information 
about the energy head in the upstream water. As a result it can be shown for the tested labyrinth weir that the values 
(points) are on the left side of the curve by White. In comparison to a linear weir, the energy losses during the overflow 
over a labyrinth weir take place more strongly. For the tested labyrinth weir, the coefficients a and b in Eq. (5) could 






 White tested model 
a 1.06 -0.85 
b 1.5 6.17 
R - 0.88 
Figure 5.  Energy losses for the tested labyrinth weir model in comparison to the approach of White. 
4.3. First Test Series—Classification of the Hydraulic Jump 
The experiments include two test series. First, tests were carried out with a rectangular labyrinth weir without stilling 
basin to get information about the flow characteristics in the downstream water. During the tests four manifestations 
of hydraulic jump could be observed, which are also described in Naudascher (1987): 
 
a) No hydraulic jump with subcritical flow 
b) Hydraulic jump with a distinct surface roller 
c) Submerged hydraulic jump 
d) Undular jump; standing waves in the downstream water. 
 
Table 1 shows the classification of the hydraulic jump for the investigated specific discharges and downstream water 
levels. For all states no drifted hydraulic jump could be observed and the energy dissipation always took place near 
the weir. For low downstream water levels and high discharges an undular jump with standing waves in the 
downstream water occurred. With increasing downstream water levels a hydraulic jump appeared in the form of a 
distinct surface roller or was completely submerged. For a specific discharge of 0.02 m²s-1 and downstream water 
levels between 0.10 < yt < 0.30 m as well as for a downstream water level of 0.30 m and discharges between 0.02 < q 
< 0.12 m²s-1, no hydraulic jump could be observed.  
For downstream boundary conditions with supercritical flow, as it can be found in rivers with a large slope, no flow 
transition occurred and consequently no stilling basin is required. Hence, there are no critical states with respect to the 
energy dissipation in the test series. As Lopes et al. (2011) already discussed, the flow over a labyrinth weir is basically 
three-dimensional. Both, the influence of the nappe and air entrainment favor a high energy dissipation during weir 
overflow. For the tested combinations of discharge, geometry, and drop height, no stilling basin is needed. If larger 
relevant discharges are included in future investigations, this statement is possibly no longer valid. However, as an 





Table 1. Classification of the hydraulic jump. 
         yt [m] 
 
q [m²s-1] 






0.02 (b) (a) (a) (a) (a) (a) 
0.04 (b) (b) (c) (c) (c) (a) 
0.06 (d) (b) (b) (b) (c) (a) 
0.08 (d) (d) (b) (b) (c) (a) 
0.10 (d) (d) (b) (b) (c) (a) 
0.12 (d) (d) (b) (b) (c) (a) 
0.14 (d) (d) (d) (b) (b) (c) 
0.16 (d) (d) (d) (b) (b) (c) 
0.18 (d) (d) (d) (b) (b) (c) 
0.20 (d) (d) (d) (d) (b) (b) 
0.22 (d) (d) (d) (d) (b) (b) 
0.24 (d) (d) (d) (b) (b) (b) 
0.26 (d) (d) (d) (d) (b) (b) 
0.28 (d) (d) (d) (d) (b) (b) 
0.30 (d) (d) (d) (d) (b) (b) 
 
4.4. Preliminary Design of the Stilling Basin 
Due to the complex flow situation, empirical formulas are often used for the design of the stilling basins. As already 
mentioned, several standard designs have been developed by the USBR including baffles, end sills, and chute blocks. 
The function of chute blocks is to furrow the incoming jet and lift a portion of it from the floor (Chow 1959). However, 
these fixtures are controversial from an environmental point of view and will not be considered further in the 
subsequent investigations. The German directive DIN 19661-2 proposes four basic designs for the end sill of a stilling 
basin. They can be either vertical, sloped, or a combination. 
In the present study the highest discharge in combination with the smallest downstream water level is the worst case 
for the depth of the stilling basin. According to Eq. (2) with a tailwater ratio of ε = 1.25 a stilling basin of 0.13 m depth 
would be needed, neglecting that no stilling basin is needed like shown before (Figure 6a). This equals 50 % of the 
weir height. For this evaluation the depth would ensure a safe hydraulic jump with a tailwater ratio ε > 1 (Figure 6b). 
There are several approaches in the literature for determining the length of the hydraulic jump. Empirical approaches 
by Smetana, Woycicki, and Tschertousow have in common that the length of a hydraulic jump is a function of the 
water depth y1, the conjugated depth y2, and the Froude number Fr1. However, comparing the existing formulas, the 
differences for the lengths are remarkable, which may be explained by the difficulty to determine the length of the 
hydraulic jump. According to Hack (2009), the approach of Smetana is a good average. Calculating the length by Eq. 













Figure 6.  (a) Depth δ of the stilling basin by Eq. (2); (b) Tailwater ratio ε by Eq. (1); (c) Length Ls of the stilling basin by Eq. 
(3). 
4.5. Second Test Series—Studies with Stilling Basin 
For the second test series experiments with a labyrinth weir with different stilling basin geometries were conducted. 
Here, the length of the stilling basin (Ls = 0.75, 0.80, 0.90, 1.30 m) and the shape of the end sill (vertical and sloped) 
were varied. In particular, situations were examined which were classified as critical due to the occurrence of an 
undular jump. First, a stilling basin with a depth of 0.13 m, a length of 0.75 m, and a vertical sill was constructed. For 
all tested series, a submerged hydraulic jump was observed in the stilling basin. However, as a result of the vertical 
sill, a second flow transition occurs. During the test, a decrease of the water level downstream of the sill occurred, and 
for high discharges and high downstream water levels, a second hydraulic jump could be observed. Investigations 
with basin length of 0.80 m, 0.90 m, and 1.30 m and with a depth of δ = 0.13 m showed that the appearance of a 
second flow transition, regardless of its length, occurred with the same dimensions and flow depth. With the help of 
wool threads (Figure 7, left), it could be shown that the flow separated at the top of the sill. As a result, turbulent 
fluidized areas arose below the main flow which should be avoided in nature. 
Therefore, the sill was ramped with an inclination of 1:3. This value was recommended also by Hack (2009), which 





Figure 7. Flow event in a stilling basin with a vertical sill (left) and a ramped sill (right) represented by wool threads. 
First, the tests were carried out with a stilling basin with a length of 0.75 m and a depth of 0.13 m. With the sloped sill 
the second flow transition could be avoided for all considered states. Additionally, no flow separations occurred 
(Figure 7, right). Nevertheless, for high discharges a rough water surface in the stilling basin and in the downstream 
water could be observed. This can be explained by the increasing trajectory length of the nappes which hit the ramp 
area. Hence, the length of the stilling basin was extended to Ls = 0.90 m. During the investigations, a significantly 
calmer water surface for the tested specific discharge could be noticed. 
5. Conclusion 
The aim of the investigation was to quantify the energy dissipation of a rectangular folded labyrinth weir. Therefore, 
experiments were conducted with regard to the danger of scouring in the downstream river bed. The test series showed 
that the energy dissipation at a labyrinth weir differs from other weir types due to its geometry. Because of the 
interaction between the lateral nappes and the resulting three-dimensional flow, air entrainment and shockwaves 
increase the energy dissipation. For the tested specific discharges and downstream water levels, no states could be 
identified for which a deep stilling basin would be necessary. For large downstream water levels a submerged 
hydraulic jump occurred. In the case of small specific discharges in combination with high heads, the energy 
dissipation during weir overflow caused a local hydraulic jump with a distinct surface roller. Nevertheless, the use of 
a plane stilling basin is recommended against erosion. Theoretical design equations overestimated the geometry of the 
stilling basin because the energy dissipation during weir overflow is neglected. As a result of the tests, for the 
investigated conditions, a stilling basin with Ls/P = 3.5 and δ/P = 0.5 is recommended to ensure a safe hydraulic jump 
in the stilling basin. In addition, a sloped end sill with an inclination of 1:3 prevented another flow transition in the 
downstream water. Nevertheless, considering economic optimizations, further studies with smaller basin depths 
should be performed. Furthermore, it should be examined whether the recommended design parameters can be 
generalized beyond the investigated boundary conditions. 
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Abstract: Piano Key Weirs generate complex flow patterns in their vicinity. These patterns are not only variant in space but also 
fluctuate over time. Time variant dynamics in the inlet key originate from the presence of separation bubbles which form at the 
entrance edge to the inlet key. This turbulent bubble periodically sheds vortices which cause regular pressure undulations. In the 
outlet key, a fluctuating zone of negative pressure can form under a drowned nappe under unaerated conditions. These two dynamic 
pressure fields create unique forces on the sidewall which separates the inlet and outlet keys. They are thus the subject of a research 
study utilizing both physical and numerical modelling to investigate their effect on the structural behaviour of this wall. 
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1. Background on Piano Key Weirs 
Piano Key Weirs (PKW) are a non-linear type of overflow weir which seek to reduce the overflow head for a given 
discharge (Blancher et al. 2011). They are similar to the well-known labyrinth weir, which has a zig-zag shape in plan, 
except that PKWs have a repeating rectangular profile in plan. What sets them apart is the presence of sloping bases 
which guide flow toward and then away from the crest of the weir, although these bases need not necessarily be plane 
and can be profiled or stepped to suit site-specific needs (Erpicum et al. 2017). Several such structures have been 
constructed in recent years both as dam spillways (Goulours, Malarce, Charmines, in France) and as river regulation 
works (Van Phong in Vietnam) (Erpicum et al. 2017).  
The basic hydraulic behaviour of these structures is now fairly well understood but, seeing as the flow dynamics 
around this hydraulic structure are fully three dimensional and dynamic in nature, they exhibit several transient 
behavioural phenomena, which are less well understood. These space and time variant processes are the subject of a 
study at the Stellenbosch University, South Africa. Of particular interest is how these hydrodynamic processes impact 
on the structural behaviour of the weir and the possibility of fluid structure interaction between the two systems (Denys 
et al. 2017).  
 
 
Figure 1. Van Phong PKW weir (Vietnam) 
 






A typical Type-A PKW is shown in Figure 1 and Figure 2. It indicates the typical elements, namely the upstream and 
downstream overhangs, the inlet and outlet keys, as well as the sidewall which separates these keys. The regular shape 
allows for numerous geometrical parameters to be identified, many of which have unique influences on not only the 
discharge, but also the hydrodynamic behaviour of the structure. Each of these is described in greater detail in Pralong 
et al. (2011). 
One of the most relevant of these parameters from a discharge perspective, as well as the present study, is the width 
of the inlet key, Wi (especially in relation to the width of the outlet key, Wo) (Pralong et al, 2011b). Another parametric 
aspect, not shown here, which has a lesser effect on discharge but a decisive effect on the hydraulic behaviour, is the 
presence of an upstream nose underneath the outlet key. It guides flow from the upstream water body into the inlet 
keys on either side of the outlet key. Its presence, or lack thereof, plays a major role in the dynamic behaviour being 
investigated.  
2. PKW hydraulic behaviour 
The static hydraulic behaviour of a typical PKW is fairly well understood as determined by numerous recent 
parametric studies (Machiels, 2012, Erpicum et al. 2011, Erpicum et al. 2013, Erpicum et al. 2017, Kabiri-Samani & 
Javaheri 2012). These studies have shown that the path a flowline takes over a PKW is dictated by whether it 
approaches the PKW from upstream of the inlet key or upstream of the outlet key. Approaching the inlet key, a 
streamline remains relatively straight as it enters the key and is then forced upward to follow the slope of the base of 
that key. Flow approaching the outlet key, however, bifurcates away from the middle of the key toward the inlet keys 
on either side of it. The paths of these two converging streamlines are indicated by the two dark lines in Figure 3.  
Due to these converging flowlines, upwards of 90% of the discharge which approaches the PKW enters the inlet key’s 
entrance (Blancher et al. 2011, Pralong et al. 2011). Depending on the area of flow in the inlet key, this naturally leads 
to large increases in the local velocity of the flow. This can be seen in Figure 3 as is the stagnation pressure zone 
which develops underneath the outlet key. The remaining 10% of the flow discharges over the upstream end of the 
outlet key.  
In the standard, Type-A PKW, no nose is present to guide the flow approaching the outlet key into the inlet key. The 
upstream transition between the two keys thus occurs around a sharp 90˚ corner. The lateral transfer of momentum at 
this transition leads to the formation of a free shear boundary at the edge of the inlet key. This boundary layer does 
eventually re-attach to the sidewall at some distance downstream, the location of which is related to the bubble’s mass 
equilibrium and upstream turbulence (Tenaud et al. 2016). The zone behind the free shear boundary forms what is 
known as a separation bubble and consists of a volume of relatively low-velocity and recirculating flow. This 
phenomena is detailed further in the next sections.   
A bubble of a different nature forms in the outlet key. As the flow discharges over the sidewall crest, the nappe profile 
forms a conical cavity of air between it and the sidewall. The apex of this bubble is highly unstable and reflects a 
balance between the longitudinal flow’s momentum in the upper portions of the outlet key versus the transverse 
nappe’s free-fall trajectory (see Figure 17). 
As the flow exits the outlet key and it enters the downstream water body (in the case of in-channel type PKWs), it 
forms a hydraulic jump. This highly turbulent region entrains a great deal of air from the air cavity underneath the 
overflow nappe and washes it downstream. The air cavity can then, at times, develop sub-atmospheric conditions, 
which influences the nappe’s trajectory as well as the behaviour of the abovementioned air bubble in the outlet key.  
There are thus two zones of fluctuating pressures on either side of the sidewall of the PKW. One on its upstream side 
caused by the separated shear layer and the vortices it sheds, and one on its downstream side caused by the oscillating 
and periodically sub-atmospheric air cavity underneath the nappe. The sensitivity of the PKW to these pressure 








Figure 3. Three views of typical streamlines over a PKW (3D, lateral and plan views) 
3. Physical and numerical modelling 
The investigation into the transient features around a PKW incorporates both physical and numerical modelling. 
Transient data collected from the physical model were used to calibrate the numerical model.  
3.1. Physical modelling 
The physical model of a typical Type-A PKW was constructed in a 1.5 m wide, 20 m long flume at the Hydraulics 
Laboratory at Stellenbosch University, South Africa. The 1:7.5 scale of the model resulted in a weir height (P) of 
0.4 m, an inlet key width (Wi) of 0.3 m and an outlet key width (Wo) of 0.24 m. The model, shown below in Figure 4 
and Figure 5, is made up of 5 units, with two full inlet keys and two full outlet keys. As is evident in the photographs, 
the physical model represents the PKW in a channel configuration (i.e. not a typical reservoir application). The air-
water nature of the model and the scaling effects of surface tension (Weber number) was one of the reasons for utilizing 
a relatively large model scale to ensure that the entrainment of air is suitably represented.  
The model’s walls were fitted with internal conduits to allow for the measurement of dynamic pressures at a number 
of locations on the sidewall as shown in the diagram in Figure 6. Additional data which were collected include 
discharge, water levels and velocity vectors (using an Acoustic Doppler Velocimeter). Further details regarding the 
model, the data capturing methodology and scaling are described in Denys et al. (2017). 
 
Figure 4. PKW physical model looking downstream 
 








3.2. Numerical modelling 
The hydrodynamic numerical model was built using the Fluent module of ANSYS 18.1 (ANSYS, 2018). This 
commercial software package is fully capable of modelling the complex three-dimensional dynamics of the flow field 
around a PKW. The highly symmetrical nature of a PKW allows a fairly small portion of an entire PKW to be made 
to represent the whole. One PKW unit was thus modelled with half an inlet key and half an outlet key. This is shown 
in Figure 9. 
The time-averaged hydrodynamics of the flow field are fairly straightforward to model even with a relatively coarse 
grid size, 2-phase VOF, and the standard k-ω RANS turbulence model. The physical model measurements of 
discharge, water level and average velocities were reliably predicted by this basic setup. The time variant behaviour 
could, however, only be simulated by a model which was able to emulate the vorticity generated by the separated 
shear layer at the entrance to the inlet key; in this instance, the Large Eddy Simulation (LES) turbulence module. It 
should be noted that a variety of turbulence models were tested, including the k-ε, k-ω, SST, RSM, DES and LES, 
though only the DES and LES models could emulate any pressure undulations when calibrated against the physical 
model (not shown here). The DES and LES simulations had similar run times hence the more detailed LES model was 
selected.  
 
Figure 6. Location of pressure sensors on scaled physical model also showing viewing planes 
Since the accuracy of the LES turbulence model is strongly driven by the cell grid size, no formal mesh refinement 
exercise could be conducted. A finer grid would add additional finer vortices to the simulation but this finer scale 
vorticity may not have any significant impact on the transient behaviour of interest, i.e. the pressure fluctuations on 
the PKW sidewall. As dictated by the physical process of interest, a regular grid of cubes, 5 mm to a side, was finalized 
upon in both the inlet key as well as the outlet key. Much finer grid scales down to 2 mm were used in areas of high 
velocity or pressure gradients, namely the inlet key corner and the crest of the sidewall. Processes at the subgrid scale 
are modelled using the WMLES S-Omega formulation. 
4. Shear boundary separation 
The study of massively separated flows as a physical phenomenon is of general interest not only for academic research 
into turbulence, but also since it has numerous engineering applications. It is especially of concern in the field of 
aerodynamics such as aerofoil and building design where it plays a crucial role in the unsteady forces applied on the 
structure (Tenaud et al. 2016). In the field of hydraulics, flow separation and the generation of vortices has been found 
to occur at side labyrinth weirs (Aydin & Ulu 2017). In the present instance, as alluded to in Section 2, a region of 
separation or recirculation, bounded by a free shear layer, is created at the corner of the inlet.  
This boundary layer detaches at the corner and later re-attaches to the wall a short distance downstream and in doing 
so encapsulates a zone of low-velocity recirculating flow. This is shown in Figure 7 and Figure 8 which present the 
velocity and vorticity on a horizontal plane (plane A2 in Figure 6). This zone is continuously buffeted by the 




dictate the unsteady nature and dynamics of a separation bubble, namely high-frequency vortex shedding and low-
frequency flapping (Kiya & Sasaki, 1983).  
Vortex shedding occurs when the initially smooth mixing/boundary layer begins to break down through Kelvin-
Helmholtz instabilities forming rolls which then develop into lambda or hairpin shape vortices (Tenaud et al. 2016). 
These vortices are shed from the shear layer, are convected downstream and coalesce until they are discharged over 
the sidewall crest of the PKW. These vortices are shown in Figures 10 and 11. The regularity of the generation and 
convection of these vortices appears to be driven by the magnitude of the velocity outside the separation bubble 
(Taylor et al. 2014). All other factors remaining equal, an increase in this velocity leads to an increase in the frequency 
content of the shed vortices.  
Flapping refers to the overall dynamic growth and sharp collapse of the recirculation region (Tenaud et al. 2016). Over 
time, mass from outside of the separation zone is drawn within the zone increasing its size. When the zone becomes 
too large, or when there is a short-duration low-flow undulation from the upstream turbulent water body, the mass 
gets ejected from the bubble, quickly collapsing its size. There is also the very small separation zone directly on the 
upstream face of the outlet key to consider (see Figure 9). This albeit small zone of almost stagnant flow also 
accumulates mass over time which, when large enough, spills over the corner into the inlet key probably causing the 
separation bubble there to collapse as well (Pearson et al. 2013). 
Pearson et al. (2013) and Tenaud et al. (2016) present an informative history of the recent research in the field and 
describe the general structure of this flow feature. Some of the main findings relevant to the present study are that: 
• wall pressure fluctuations in the reattachment zone downstream of the separated region are related to the 
motion of large-scale vortices (Kiya & Sasaki, 1983). In the passage of a large vortex, a pressure minimum 
occurred at the wall face and pressure maximums occurred between the passage of two vortices (Sicot et al. 
2012).  
• the behaviour of the separation zone is strongly linked to any turbulence fluctuations in the upstream water 
body. The intensity and the length scales of these turbulent fluctuations has an effect on the vortex shedding 
and flapping of the shear layer. An increase in turbulence leads to a smaller separation zone but also leads to 
an increase in the magnitude of the pressure undulations on the wall (Tenaud et al. 2016). 
• changing the shape of the upstream separation to introduce a lower separation angle (i.e. the introduction of 
a nose) leads to an increase in the vortex shedding frequency (if the separation bubble is kept at the same 
size). This is related to the increase in the velocity at the outer edge of the separation zone caused by the 
smoother transition which then convects the shed vortices at greater speeds, i.e. higher frequencies (Taylor 
et al. 2014).  
The frequency content of a vortex containing flow or indeed any fluctuation is usually described using the non-
dimensional Strouhal number (St) which is defined as the ratio of the oscillation to the mean speed. The value of the 
Strouhal number is related to the Reynolds number (Chakrabarti, 2002), however under most turbulent conditions 
(2.5x102 < Re < 2.5x105) it stays relatively constant in a range from 0.18 to 0.22. In the case of the physical and 
numerical model, the separation bubble thickness of approximately 0.025 m could be used as the characteristic length 
with an upstream approach velocity of 0.45 m/s. Assuming a value of St = 0.2 would result in frequency content of 
roughly 3.6 Hz. This frequency is indeed in the strongest range of frequencies recorded in the physical model, see 
Figure 16. 
It should be born in mind that the above description is a generalized one which is only applicable to an idealized two 
dimensional perspective of the physical process. Even broadly, two-dimensional separation bubbles do exhibit strong 
three dimensional transfers of mass from one 2D plane to another (Kiya & Sasaki, 1983). This behaviour is strongly 
evident at PKWs. Due to its geometry, two distinct separation bubbles form (as indicated in Figure 10 and Figure 11), 
one above the overhang corner and one below it. When viewed as a plane perpendicular to the direction of flow (e.g. 
plane BB in Figure 6), these two separation zones form counter-rotating regions of flow. The lower one is the larger 
and stronger of the two as it is generated by a more abrupt flow separation than the upper one which has an oblique 
flow separation caused by the upstream overhang of the outlet key. The lower one has a clockwise rotation and the 
upper one a counter-clockwise direction. This means that flow in between the two zones gets pulled away from the 
sidewall of the PKW, leading to lower and continuously fluctuating pressures there. These two separate recirculation 
zones thus have a direct impact on the pressures on the wall in addition to those pressures induced by each recirculation 





Figure 7. Mean longitudinal velocity at PKW inlet corner 
 
Figure 8. Vorticity (Lambda-2) at PKW inlet corner 
5. PKW hydrodynamics 
5.1. Dynamics of the inlet key 
As described in general in the previous section, the separation of flow at the inlet key edge plays a paramount role in 
the hydrodynamics of the inlet key. Here follow a number of figures extracted from a data set representing a numerical 
simulation with an overflow depth of H/P = 0.28. Figure 9 shows the mean longitudinal velocity at three horizontal 
planes (A1, A2 and A3, see Figure 6). The two darkest shades of blue of the contour spectrum represent negative 
flows on average and indicate where the recirculation zone is strongest. It is clear that there is a strong zone of 
separated flow in the lower half of the PKW and a much weaker one in the upper half.  
Both of these zones shed vortices as shown in Figure 11. The colour coding in this figure gives an indication of the 
velocity of the flow at these locations. It shows that the largest vortex cores at the outside of the vortex sheet have the 
highest conveyance velocity whereas the smaller vortices within the sheet are almost stagnant. When viewed 
horizontally (Figure 12) there appears to be almost no regularity to these vortices. However, when viewed along the 
plane of flow (plan CC in Figure 6), as shown in Figure 13, there is a clear periodicity to the vortices. This figure also 
shows how the vortices grow and stretch as they develop.  
 





Figure 10. Vortices in inlet key (oblique view) 
 
Figure 11. Vortices in inlet key (side view) 
 
 
Figure 12. Vorticity in inlet key (three planes) 
 
Figure 13. Vorticity in inlet key (perpendicular to main flow) 
In terms of pressures on the sidewall of the PKW, Figure 14 shows the mean pressure on the sidewall of the PKW. It 
indicates that upstream of the weir, pressure is broadly hydrostatic and that there is a sharp drop inside the separation 
zone at the entrance of the inlet key. Outside the recirculation zone, total pressure increases up to a level slightly lower 
than the upstream pressure, due to the higher velocity in the key.  
As described above, the wall is buffeted by a vortex sheet which leads to pressure fluctuations on the sidewall. These 
are depicted in Figure 15, and clearly show that the strongest fluctuations, here reflected as the rms value, all appear 
in the zone where vorticity is strongest. It is noteworthy that these pressure undulations are strongest at the weakest 
portion of the structure, i.e. where the structure is most susceptible to these fluctuations.  
Besides the amplitude of the pressure signal, the frequency of this signal is also of importance. The frequency content 
of one of the pressure points recorded on the physical model is shown in Figure 16. It clearly shows that an increase 
in the discharge leads to an increase in the energy or strength of the pressure undulations. However, these remain at 
approximately the same frequency. The signal is dominated by a relatively low frequency centred around 5 Hz, which 
is presumably the periodic flapping of the free shear boundary layer. There is also a smaller peak around 20 Hz which 
may be related to the vortex shedding from the recirculating zone. Although not shown here, there are other locations 









Figure 14. Mean pressure on PKW sidewall 
 
Figure 15. Pressure RMS on PKW sidewall 
 
Figure 16. Frequency content of a pressure point located in the reattachment zone at various discharges.  
5.2. Dynamics of the outlet key 
The dynamics of the outlet key are challenging to study, especially the region underneath the overflow nappe. The 
two-phase flow, enclosed nature of the nappe and the high velocities in the region make recording of sensor data in a 




Figure 17 shows one such process, namely the aeration of the underside of the nappe. It depicts the fluid velocities at 
a cross section view along a longitudinal plane in the outlet key a short distance away from the sidewall. The water 
body has been blanked out for clarity thus revealing the air velocities under the nappe. Although there is a great deal 
of air movement, the key point of interest is the apex of the conical air bubble where large velocities are noted.  
The momentum of the flow originating from the upstream outlet key crest pushes the air bubble downstream. At the 
same time the lateral momentum from the flow over the sidewall nappe pushes this flow to the side thus leaving a 
cavity of lower pressure. If there is access to sufficient quantities of air (i.e. if the nappe is artificially aerated or if the 
nappe is broken), this zone of low pressure is filled with a rush of air. This momentum balance between the various 
flow trajectories is highly unstable however, meaning that the equilibrium location of the nappe bubble apex is 
continually adjusting, with air rushing in and out to suit.  
During higher flows, there is partial submergence of the upper portion of the outlet key. The location of the bubble 
apex then moves farther downstream nearer to the middle of the PKW sidewall. It is here that the periodic pressure 
fluctuations between full hydrostatic water and air pressure are felt at their maximum. Simultaneously, the pulsating 
pressures on the upstream of the wall also reach higher levels at these higher flows.  
It is clear that aeration of the underside of the nappe is important. There are various ways in which this can be achieved. 
Many PKW prototypes have been fitted with aeration pipes (Vermeulen et al. 2017). Furthermore, there is also some 
research on the placement of nappe breakers or splitters on labyrinth weirs (Crookston & Tullis, 2012). 
 
Figure 17. Nappe profile in the outlet key just downstream of the sidewall showing air velocity 
6. Conclusion 
Piano key weirs are novel and useful structures in the field of river and dam hydraulics. They exhibit unique transient 
hydrodynamics in both the inlet and outlet keys. In the inlet key, the formation of a recirculation zone behind a free 
shear layer, at the entrance edge, causes the development of a vortex sheet in this key. This separation bubble, as it is 
also known, is an unstable feature as it periodically collapses releasing large rolling vortices in addition to the smaller 
vortices which are continually being shed by the free shear layer. These vortices, develop and roll up as they move 
downstream and are eventually discharged over the crest of the PKW. Their movement over the PKW sidewall induces 
fluctuating pressures on this wall which are strongest at a location where the wall is most susceptible to these pressures, 
namely the upper middle of the wall.  
In the outlet key, the interplay between the longitudinal outlet key flow and the transverse sidewall nappe, creates a 
zone of negative pressure underneath the nappe close to the sidewall. This negative pressure is readily relieved by air 
which rushes in, however, the location of this zone’s apex is highly unstable as it is continuously finding a new 
equilibrium based on the various momentum forces acting upon it. At high flow this oscillating zone of pressure also 
occurs at the location where the wall is most susceptible to them, i.e. the upper middle of the wall. 
The balance between the pressure related forces on the upstream and downstream side of the sidewall is the subject 
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Abstract: Eddies that result from the flow separation in abrupt expansion transition structures lead to serious problems in the 
bed and sides of the downstream channel. The head loss produced through expansion, on the other hand, is important as it affects 
the downstream stage. This study has been conducted for subcritical flow to develop the hydraulic performance of an abrupt 
outlet transition. The aim of this study is to keep the head losses at lower stages and achieve a uniform velocity distribution 
across the width at the end of transition downstream (in the transverse direction) by spreading the flow laterally. A new baffle 
column model that has not been previously investigated was adopted and installed at a specific location to be a dispenser inside 
the transition. This model is semi-circular in shape convex against the flow, by which the flow spreads and distributes across the 
width with highly regularity and uniformity. At the same time, this shape keeps the head losses at a minimum stage. The results of 
this attempt proved that it has considerable advantages both hydraulically and economically over using a flared wall transition. 
The results have indicated that the uniformity in local velocity distribution across the width has increased, a shorter length of 
transition has been achieved, and no more head loss than that occurs at plain abrupt transition. 
Keywords: Expansive transition, abrupt outlet, subcritical flow, velocity distribution, head loss, sudden transition. 
1. Introduction 
When there is a change in channel shape and/or cross section, and a variation in bed elevation, the contraction or 
expansion transition structure becomes essential in providing a continuous link. Such changes are often required for 
both natural and artificial channels at the inlet and outlet of the culvert, syphons, aqueducts, weirs, falls, bridges, 
barrages, etc. This paper is focused only in studying the performance of the expansive transitions for subcritical 
flow. When the sections expand, the flow tends to separate due to the positive pressure gradient associated with flow 
deceleration; thus, resulting in a considerable loss of energy (Alauddin and Basak, 2006). As a consequence of this 
separation, eddies form near the boundaries. The aim of the present study is to induce this change within a shorter 
distance, which is associated with minimum head loss. This paper also aims to have near-uniform flow spread in the 
transverse direction to prevent a concentration of jets at one side wall or at the center. Hyatt (1965), Austin et al. 
(1970), Smith et al. (1966), Vittal and Chiranjeevi (1983), and Alauddin and Basak (2006) have all agreed that when 
the subcritical flow passes through an expansion transition, there is an increase in pressure associated with a 
decrease in velocity, which means the conversion of some of the kinetic energy to potential energy. Smith et al. 
(1966) used triangular baffles as appurtenances to divide the incoming flow into two parts to reduce the deflection in 
energy conversion. Austin et al. (1970) further developed this model by adding two sets of triangular baffles. The 
recommendations proposed by the previous studies in this field are used for the initial conditions for the present 
model. 
2. Dimensional Analysis 
The first step in performing an experimental study is determining the parameters that govern the hydraulic 
performance. A prerequisite to running the model within the boundaries of the experimental work is a proper 
geometrical design of the model. For the conditions of the expansion transition structure, the following parameters 
influencing the hydraulic performance of such structure may be considered (see Figure 1). 
 
A- Geometric properties:   
              y1- Water depth upstream of the transition, L 
              B1- Channel width upstream of the transition, L 





B- Flow properties: 
             V1- Flow velocity in the upstream channel section, LT-1 
             E1- Specific energy of the upstream flow, L 
             E2- Specific energy of the downstream flow, L 
             g - Acceleration due to gravity, L T-2  
 
C- Fluid properties: 
             ρ - Mass density of the flowing liquid, ML-3 
             μ - Fluid dynamic viscosity, ML-1 T-1 
 
 
          Figure 1. Flow and Geometric Parameters of Abrupt Transition 
 
The dependent parameter is the flow energy at the end of transition and the functional relationship becomes: 
 
E2=f(E1,ρ,μ,g,V1,y1,B1,B2)                                                                                                           (1) 
 
The Buckingham π- theorem is used to create the dimensionless parameters by taking the fluid density ρ, the flow 
velocity at the upstream of the transition V1 and the water depth upstream of the transition y1 as the repeating 
variables. If one assumes that the forces of fluid viscosity are insignificant as compared with those of inertia, and 
appearance of the effectiveness of the gravity force, the Reynold’s number could be eliminated. Therefore, in an 
open channel, the laminar flow exist just when Re≤500. This is a difficult encounter in practice, and the turbulent 
flow is dominant in an open channel. Alternatively, the Froude number is an important parameter that governs the 
character of flow in open channels. 










)                                                                                                                         (2) 
 
In which hL is the head loss between the upstream and the downstream sections, equal to E1-E2, depending on: the 
incoming Froude number Fr1, aspect ratio B1/y1, and the expansion ratio B2/B1. It should be noted that the V2 in 
Figure 1 is the flow velocity at the downstream section it measured in order to calculate the specific energy E2. The 
impact of these parameters can be identified through the experimental test. 
3. Experimental Setup and Procedure 
A laboratory flume 15 m in length, 0.3 m in width, and 0.45 m in depth was used to install the present study’s 
models. The two approach flumes, 10 cm and 12 cm in width and 4 m in length, were manufactured from Plexiglas 
and placed into the flume at an upstream portion to simulate the approach channel. The headwalls normal to the 




10 cm and again from 12 cm to expand abruptly to 30 cm. A tail gate was used for flow depth regulation. Figure 2 
illustrates the model adopted in the study. The discharge used for the test ranged between 2 l/s and 19 l/s, and was 
diverted to the flume via an electromagnetic flow meter that recorded directly onto a digital control panel. The steps 
taken in this experimental work are as follows: 
 
1. Using a semi-circular column as a dispenser installed initially at 0.5B1 from the inlet of the transition 
section. This location was previously recommended by Austin et al. (1970), but for another model. 
2. The primary diameter for the dispenser was 0.25B1 in order to be in compatible with those that have been 
recommended by Smith et al. (1966), but also, for another shape of model. 
3. The trial procedure was used to establish logical and intended results via experimental measurements  
 
The data were collected at several sections. First, for a section located at 25cm upstream of the transition and within 
the expanded section up to the distance of 10B1, the flow depths and local velocities are measured via point gauge 
and propeller current meter, respectively. The local velocity was measured at 0.6 of the depth from the water surface 
to represent the depth average velocity of the section at this point. These measurements were distributed transversely 
and vertically to show the variation of the flow velocity with and without the flow spreading model (dispenser), 
along with both changes in its diameter and location. Figure 3 illustrates the grid of the local velocity measurements 
at transverse and vertical directions. The transition was tested to two expansion ratios, B2/B1=2.5 and 3. For each 
expansion ratio, the experiments have been conducted to three different aspect ratios, B1/y1=0.71, 1, and 1.42, and 
three flow intensities are conducted with each aspect ratio to give the Froude numbers 0.3, 0.5, and 0.7. These values 
of the Froude number are more commonly in practical application. 
 
 
(a) Top view of flume 
 
(b) The flume and abrupt outlet model 




                      
 (a) Measurement sections and lateral positions                                                 (b) Measuring positions at y-direction 
 
Figure 3.  Measurements sections and positions for X, Y and Z directions 
4. Design and Development of the Transition Model 
Many recommendations from previous studies and data analysis outputs were reviewed, and the more relevant 
recommendations were used in the initial attempt of the present work. The aim was to design a more practical model 
that has a significant effect on flow separation and velocity distribution. That takes energy loss into consideration. 
Accordingly, the initial setup of the present model was based on those recommended in previous studies (e.g., Hyatt, 
1965; Austin et al., 1970; Smith et al., 1966; Vittal and Chiranjeevi, 1983). In the present work, a semi-circular 
baffle column convex against the flow was introduced and fixed on the centerline of the abrupt expansion at a 
specified location. By using this model, it would expect the inflow to divide equally to both sides of the expansion. 
Many trials were conducted during the investigation that override the initial setup limitations. However, noting the 
changes in the hydraulic performance occur through conducting a necessary measurements.  
 
In the first run of the initial design, as shown in Figure 4, a significant separation occurred due to an ineffective 
reaction of flow spreading; therefore, further development was necessary. Further trials were conducted by adopting 
different locations of the dispenser relative to entrance of the transition. These changes in location were 
accompanied by changes in the size of the model, with the diameter changing from 0.25 B1 in the first trial to 0.5 B1 
passing by 0.4 B1. Figure 5a demonstrates the features of the flow using a dispenser at 0.25 B1. This trial did not 
have a remarkable effect on the hydraulic performance compared to that which occurs with plain abrupt expansive 
transition. Thus, the change in size (i.e., diameter) of the dispenser becomes essential.  
 
 






                                                     (a)                                                                                            (b) 
Figure 5. (a) Velocity distributions at 0.25B1 diameter model      (b) velocity distributions at 0.4B1 and 0.5B1 diameter models. 
 
The first change was by using the diameter of the dispenser equal to 0.4 B1, as well as changing its location. By 
moving the model towards the inlet section, the transition length becomes smaller and the higher losses may have 
occurred due to the formation wide area of turbulence behind the dispenser and extends to a longer distance 
downstream. Also, the increase in the spacing leads to additional length for the transition with an increase in flow 
separation. For this reason, Austin et al. (1970) recommended to fixing the spacing at 0.5 B1 from the entrance. The 
hydraulic performance of the last trial is shown in Figure 5b. The configuration illustrated in this figure led to 
minimizing the length of transition along with the flow symmetry and high uniformity in velocity distributions, but 
the 0.5 B1 diameter was taken as a precautionary step to ensure the stability of the model along the range of the 
expansion ratio which was adopted in the experiments. As a result, the final design unfolded as displayed in Figure 
6. It should be mentioned here that the material used to prepare the baffle (dispenser) was a half hollow PVC tube, 
2mm in thickness, which was cut carefully in a longitudinal section by using a CNC machine. 
 
              
                (a) Final design details sketch                                                          (b) Top view of final design and installation 
Figure 6.  Final design, configuration, and installation of a circular baffle 
5. Results, Analysis, and Discussions  
The collected data were analyzed to show the hydraulic performance of an abrupt outlet transition with a half 
cylinder equipped with one semi-circular baffle compared to the performance of the conventional transition (plain 
structure). The results showed that the use of this baffle leads to an elimination of the separation and a significant 
decrease in the possibility of eddy formation. The transition length also becomes shorter, which refers to the dual 
action of the present model where it works as a dispenser, and shortening the distance which necessary for the flow 
to become wholly effective across the width of transition (the turbulence and eddies regions will diminished within 
shorter distance along the transition). 
  
The adopted model of transition, denoted as Model C as shown in Figure 7, was also compared with the straight wall 
transition at flare angle 22.5° that is commonly used in the field which denoted here as Model B. The flow through 
abrupt transition without appurtenances (plain structure), named as Model A, was considered in the tests as the 




the selected sections within for the three models. The good performance related to the uniformity of the velocity 
distribution and the decrease in its local values was achieved by using Model C. However, long separation reach and 
concentration restricted on one side characterized the performance of both models A and B. Moreover, a smaller 
transition length with more uniformity in jet spreading, along with a lower value of local velocity, was recorded with 
Model C. The data of Figure 7 were collected at B2/B1=3 and B1/y1=1 for Q= 5.50 L/s, which gives Fr1=0.55. 
 
The reasons of separating the flow when entering the transition as in the cases of models A and B have been 
investigated extensively through numerous researchers. Mehta (1979) conducted an experiment with a two-
dimensional rectangular channel expansion and found that the flow is symmetric at an expansion ratio of 1.25 and 
asymmetric at expansion ratios of 2.0, 2.5, and 3.0. He found that the expansion ratio has an important effect on 
asymmetrical behavior of channel expansions.  
 
According to Graber (1982), flows are symmetric in rectangular channels expansion with the expansion ratio less 
than 1.5.  He presented the cause of the asymmetric behavior of the flow as a static instability of the flow system. 
Smith and Yu (1966) considered gradual expansions if the angle of sidewalls is smaller than 14o. Except when the 
expansion ratio is between 1 and 2, the separation cannot be avoided when the flare angle is exceeded. However, 
reducing a flare angle to avoid flow separation in an expansion is not practical because the length of the expansion 
will increase and the cost to build such an expansion is high. According to Smith and Yu (1966) in a rapid 
expansion, the flow from the contracted section leans toward one of the sidewalls, and a large turbulent eddy forms 










Figure 7.  Velocity distributions across the width and along the length of models of transitions undertaken 
 
The vertical velocity distributions for Model C, as shown in Figure 8, support the efficient performance by reducing 
the kinetic energy associated with the regular distribution for each section. Although the velocity distribution and, 
hence, the kinetic energy, at the section 0.25 B1 before the dispenser is still high, is lower than that recorded at the 
entrance (i.e., at 0 B1). This indicates there is a beneficial effect of Model C on reducing the kinetic energy. For 
sections 6 B1 to 10 B1, the velocity distribution seems to be more uniform with less kinetic energy. These sections 
could be considered located within the downstream channel and hydraulically influenced by the advantageous action 
of model C transition. The eddies layer behind the dispenser is responsible for the negative direction (opposite of the 
streamwise) velocity as clearly demonstrated in sections 1 B1 and 2 B1 of Figure 8. Then, the direction of velocity 




component becomes with the streamwise (tend to be positive), starting from section 4 B1. The sections from 1 B1 




Figure 8.  Local velocity distribution at vertical direction for Model C 
 
For expansion ratio B2/B1=2.5, a greater reduction in head loss was recorded at B1/y1=1 in Model C compared to 
Models A and B under the same flow conditions. Thus, the use of this shape of dispenser reduces the action of 
eddies produced in Models A and B. On the other hand, for B2/B1=3, the trend of the reduction in head losses 
decreases. Generally, when the expansion ratio is B2/B1=2.5, the average head losses that resulted because of the 
use the semi-circular model were 20% lower than those occurring at the plain abrupt transition of the same 
expansion ratio. It becomes greater by about 29% with an expansion ratio of 3. The greater losses occurred when 
using Model C compared to Model B. The average increases in head loss were 44% and 50% for expansion ratios 
2.5 and 3, respectively. This increase in losses when using a semi-circular baffle does not lessen the advantages of 
reducing the values of the velocity, along with achieving more regularity in its distribution both in the vertical and 
transverse directions. Another observed advantage was the reduction in the length of transition. The differences in 
head losses for the three models are listed in Table 1. 
 
Table 1. Overall head losses data collected for all models in present research 
 





















2.5 0.71 0.0079 0.3 0.000621 0.001489 0.000996 -58.3083 -37.6542 
2.5 0.71 0.01317 0.5 0.008404 0.008694 0.005019 -3.33365 67.44103 
2.5 0.71 0.01844 0.7 0.022895 0.021018 0.013948 8.927118 64.13981 
2.5 1 0.00469 0.3 0.000399 0.000596 0.000498 -33.0959 -19.8296 
2.5 1 0.00781 0.5 0.003433 0.004207 0.002174 -18.4046 57.93434 
2.5 1 0.01094 0.7 0.011171 0.012586 0.00596 -11.2426 87.44347 
2.5 1.42 0.00255 0.3 0.000259 0.00016 6.16E-05 61.56528 320.3948 
2.5 1.42 0.00425 0.5 0.001735 0.002122 0.000765 -18.2565 126.6435 
2.5 1.42 0.00595 0.7 0.0054 0.006158 0.002834 -12.309 90.54248 
3 0.71 0.00574 0.35 0.00268 0.001594 0.001495 68.18871 79.30549 
3 0.71 0.00902 0.55 0.010762 0.009304 0.008136 15.67355 32.27156 
3 0.71 0.0123 0.75 0.026008 0.022777 0.018579 14.18713 39.98691 
3 1 0.00347 0.35 0.001408 0.000716 0.000617 96.56934 128.0321 
3 1 0.0055 0.55 0.004976 0.004587 0.004197 8.491629 18.56248 
3 1 0.00743 0.75 0.013167 0.01288 0.011827 2.227318 11.32683 
3 1.42 0.00203 0.35 0.000651 0.000453 0.000354 43.60066 83.63708 
3 1.42 0.00319 0.55 0.002808 0.00271 0.002125 3.595831 32.10819 




A multi-regression was conducted using the Minitab-15 software in order to extract a deterministic equation of head 
losses in the abrupt expansion transition with a semi-circular dispenser. The functional relationship of Eq.2 after 






(B2 B2)⁄ 0.772∗(B1 y1)⁄ 0.905
                                                                                                             (3) 
 
The statistical indicators for this formula are (R2= 98.8%) and standard error of estimate (S=0.146947). The 
boundary conditions of the application in practice are for a Froude number between 0.3 and 0.75, with an expansion 
ratio not exceeding 3. 
6. Conclusions 
1. The semi-circular column convex against the flow had not been investigated before was installed at a 
specified size and location into an abrupt expansion transition to be a dispenser. This attempt aimed the 
possibility of access of the regular spread of flow inside the transition and improving its hydraulic 
performance. 
2. The hydraulic performance of the transition with this supplement model has been evaluated, and 
comparisons with the conventional (plain) structures have proved that it has significant advantages both 
hydraulically and economically. 
3. The experimental results show that the abrupt transition with semi-circular model becomes shorter with 
slightly higher head losses than those resulted with using the plain abrupt transition. 
4. A new formula for head losses was introduced to be used as a deterministic equation for abrupt expansion 
transition with a semi-circular dispenser operating under subcritical flow at a Froude number between 0.3 
to 0.75, and the expansion ratio not exceed 3. 
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Abstract: Hydraulic jumps are complex turbulent phenomena characterized by a rapid transition from fast shallow flows to slow 
deep flows. Strong energy dissipation, air entrainment and large-scale turbulence are some of the key features of hydraulic jumps. 
The understanding of the free-surface characteristics is limited. Previous experiments have been conducted with pointer gauges, 
wire gauges and acoustic displacement meters limiting the measurements to a fixed point per sensor along the surface of the 
hydraulic jump. Recent experiments with a LIDAR measured a continuous and time-varying free-surface profile of an aerated 
hydraulic jump providing basic statistical free-surface properties. The present study investigated more advanced parameters 
including the turbulent characteristics of the free-surface in a fully aerated hydraulic jump. Auto- and cross-correlation analyses 
were performed along the hydraulic jump and the auto- and cross-correlation time scales were calculated. An integration of the 
maximum correlation coefficients along the hydraulic jump provided the longitudinal free-surface integral turbulent length scales. 
The comparison with previous studies showed turbulent scales of the same order of magnitude. The turbulent scales in the present 
study exceeded past results which may be linked with the extended integration range due to the high resolution of measurement 
points along the hydraulic jump. The present study presented the most spatially detailed description of the turbulent free-surface 
characteristics in hydraulic jumps to date, including the turbulent free-surface scales in the jump toe region. Further research is 
needed to identify the effects of instrumentation and raw signal filtering on the free-surface integral scales. 
Keywords: Hydraulic jumps, LIDAR, free-surface fluctuations, jump toe oscillations, integral turbulent scales.  
1. Introduction  
A hydraulic jump is a rapidly varied flow phenomenon occurring in the transition from fast supercritical to slow 
subcritical flows. A hydraulic jump is characterized by three-dimensional motions, turbulence and energy dissipation. 
During the last century, extensive research has been conducted to understand the complex behavior in hydraulic jumps 
including conjugate depth relationship, energy dissipation, air-water flow properties and characterization of the free-
surface. Previous studies measured the average free-surface profiles of the hydraulic jump with pointer gauges (e.g. 
Rouse et al. 1959; Rajaratnam 1962; Hager 1993), with wire gauges (e.g. Mouaze et al. 2005; Murzyn et al. 2007) and 
with Acoustic Displacement Meters (ADM) (e.g. Kucukali and Chanson 2008; Murzyn and Chanson 2009; 
Chachereau and Chanson 2011; Wang and Chanson 2015). These instruments provided the free-surface profiles based 
on single fixed point measurements along the hydraulic jump. Recently Montano et al. (2018) measured the time 
varying free-surface profile of a hydraulic jump with a Light Detection and Ranging Instrument (LIDAR), measuring 
instantaneous and continuous time-varying free-surface profiles for the first time.  
Typical analyses of the free-surface characteristics in hydraulic jumps comprise the estimation of the time-averaged 
free-surface profiles (e.g. Bakhmeteff and Matzke 1936; Rajaratnam 1962; Hager 1993; Montano et al. 2018)), the 
observations of the free-surface fluctuations (e.g. Mouaze et al. 2005; Murzyn et al. 2007; Murzyn and Chanson 2009; 
Chachereau and Chanson 2011; Montano et al. 2018) and the analysis of the characteristic frequencies of the free-
surface fluctuations (e.g. Murzyn and Chanson 2009; Chachereau and Chanson 2011; Wang 2014; Montano et al. 
2018). More advanced free-surface properties are the free-surface integral turbulent time and length scales. 
Simultaneous sampling at defined longitudinal distances along the hydraulic jump and the auto-correlation and cross-
correlation analyses of the simultaneous signals can provide information about the sizes of the longitudinal turbulence 
structures (Mouaze et al. 2005; Murzyn et al. 2007; Chachereau and Chanson 2011). Past studies calculated the free-
surface integral turbulent scales based upon measurements with wire gauges (Mouaze et al. 2005; Murzyn et al. 2007), 
with ADMs (Chachereau and Chanson 2011; Wang and Murzyn 2016) and with high-speed cameras (Mouaze et al. 
2005). These experiments provided the characteristic free-surface turbulent time and length scales showing an increase 
in length scales with increasing distance from the jump toe (Murzyn et al. 2007; Chachereau and Chanson 2011). The 
experiments and subsequent analyses were conducted for single point measurements at defined distances between two 
instruments, and the results were affected by the jump toe oscillation as reported by Mouaze et al. (2005). Herein, the 




time-varying free-surface profiles measured with a LIDAR. The present study provided new insights into the 
characteristic turbulent scales in a hydraulic jump. The results highlighted the effects of the jump toe oscillations on 
the turbulent scales near the jump toe and provided a continuous integral turbulent scale distribution along the 
hydraulic jump.  
2. Methodology 
Experiments were performed in a rectangular flume of 40 m length, 0.6 m width and 0.6 m height at UNSW’s Water 
Research Laboratory. The channel had glass walls and the floor was made of painted compressed fibrous cement. The 
hydraulic jump was generated downstream of an inbuilt sloped channel section made of smooth plywood with a slope 
of 5 degrees. A sharp-crested weir located at the downstream end of the flume controlled the hydraulic jump location. 
Supercritical and fully developed flow conditions were obtained at the downstream end of the sloped section as 
confirmed in detailed measurements with a Pitot tube (Montano and Felder 2017). The discharge was controlled with 
an ABB® WaterMaster FET100 electromagnetic flowmeter with an accuracy of 0.4%. Conjugate flow depths upstream 
and downstream of the hydraulic jump were measured with a pointer gauge. The free-surface characteristics of the 
aerated hydraulic jump were measured with a LIDAR. The LIDAR was located 1 m upstream of the average hydraulic 
jump toe position and approximately 1.5 m above the channel bed. The LIDAR was carefully oriented to record the 
free-surface characteristics in channel centerline. 
A LIDAR is a laser measurement sensor which is based on the Time of Flight Principle, i.e. the estimation of the travel 
time between a surface and the LIDAR (Blenkinsopp et al. 2012; SICK 2015). In the present study, an industrial 
LIDAR, SICK LMS511 was used with an angular scanning step of 0.25 degrees and a scanning frequency of 35 Hz. 
Continuous data were recorded for 1 hour. The technical specifications by the manufacturer indicated a standard 
resolution larger than ±2.5 cm (SICK 2015). Previous laboratory studies of breaking waves with identical or similar 
LIDAR instruments (LMS511 and LMS200) identified a LIDAR accuracy of about 6 mm compared with wave 
resistance probes validating the use of LIDARs in aerated flows (Blenkinsopp et al. 2012; Streicher et al. 2013; 
Damiani and Valentini 2014). In the present study, the LIDAR was applied in a fully-aerated hydraulic jump to 
optimize the detection of the free-surface (Note that the LIDAR was unable to measure the free-surface of clear water). 
A Hampel identifier method was used to filter water splashes and droplets observed in the raw signal data. Once the 
raw signal was filtered, the free-surface profiles were linearly interpolated to obtain an unified grid with a resolution 
of less than 1 cm steps in x-direction. The present experiments were conducted with a flow depth upstream of the 
hydraulic jump d1 = 0.032 m, a flow rate of Q = 0.050 m3/s, an upstream Froude number Fr1 = 4.7 and a Reynolds 
number Re = 8.4x104. Further details of the experimental setup and the flow conditions were presented in Montano 
and Felder (2017), Li et al. (2017) and Montano et al. (2018). 
In the present study, the LIDAR recorded continuous and time-varying free-surface profiles in a hydraulic jump with 
a freely oscillating jump toe. The analysis of the raw free-surface profiles comprised basic statistical analyses yielding 
the mean free-surface profiles and the standard deviation of the free-surface fluctuations. Advanced auto- and cross-
correlation analyses provided the longitudinal free-surface integral time and length scales. The auto-correlation time 
scales Txx represented a characteristic longitudinal advective time at every measurement location along the hydraulic 
jump. Txx was calculated based upon the raw free-surface signal at a given location following the approach by 
Chachereau and Chanson (2011):  
 
𝑇𝑥𝑥 = ∫ 𝑅𝑥𝑥(𝜏)𝑑𝜏
𝜏=𝜏(𝑅𝑥𝑥=𝑅𝑥𝑥,𝑚𝑖𝑛||𝑅𝑥𝑥=0)
𝜏=0
       (1) 
 
where τ is the time lag, Rxx is the auto-correlation function of the raw signal at a given position and Rxx,min is the 
minimum auto-correlation coefficient. The corresponding cross-correlation time scales Txy were calculated between 
two simultaneously sampled measurement points with known longitudinal separation distance Δx (Chachereau and 
Chanson 2011) using: 
 
𝑇𝑥𝑦 = ∫ 𝑅𝑥𝑦(𝜏)𝑑𝜏
𝜏=𝜏(𝑅𝑥𝑦=𝑅𝑥𝑦,𝑚𝑖𝑛||𝑅𝑥𝑦=0)
𝜏=𝜏(𝑅𝑥𝑦=𝑅𝑥𝑦,𝑚𝑎𝑥)





where Rxy is the cross-correlation function and Rxy,min and Rxy,max are the minimum and maximum cross-correlation 
coefficients respectively. Both auto- and cross-correlation time scales were calculated based upon an integration of 
the correlation function from the maximum correlation coefficient to the first crossing with the x-axis. When the 
correlation function did not cross the x-axis, Rxx,min and Rxy,min respectively were selected as the integration limits. 
The integration of the maximum cross-correlation coefficient Rxy,max from Δx = 0 to a maximum longitudinal distance 
between two sampling points Δxmax, where Rxy,max was small, provided the streamwise free-surface integral turbulent 
length scales Lxy (Murzyn et al. 2007; Chachereau and Chanson 2011) using: 
 
𝐿𝑥𝑦 = ∫ 𝑅𝑥𝑦,𝑚𝑎𝑥(𝑥)𝑑𝑥
∆𝑥=∆𝑥𝑚𝑎𝑥
∆𝑥=0
       (3) 
 
The free-surface integral turbulent length scales represented a characterization of the large free-surface motions 
interacting in the streamwise direction. Note that the selection of the most appropriate value of Rxy,max and the 
corresponding distance Δxmax, is discussed in Section 5. 
The LIDAR provided a spatially detailed representation of the time-varying free-surface profiles allowing the cross-
correlation analysis between simultaneously sampled data points along the centerline of the hydraulic jump. To 
identify any inherent correlation of the LIDAR signals, the raw data signal of the LIDAR of the channel bed without 
water was used. The cross-correlation of these signals showed an asymptotic positive self-correlation value Rxy,min = 
0.0667. To avoid any instrument-specific positive correlation in the calculation of the turbulent length scales, the 
LIDAR self-correlation value Rxy,min = 0.0667 was subtracted from the auto- and cross-correlation functions. No 
additional filtering process was implemented and further research is required to check if low pass filtering is required 
to remove the slow longitudinal motions of the hydraulic jump as was conducted in the analysis of Chachereau and 
Chanson (2010). 
3. Basic Free-surface Characteristics 
The LIDAR recorded the time-varying free-surface profile of the hydraulic jump. A typical sample of 25 free-surface 
profiles with a time step of 0.4 s is shown in Figure 1. The profiles are shown in dimensionless terms d/d1 along the 
hydraulic jump x/d1 where d is the flow depth and x is the distance along the hydraulic jump (Figure 1). The time step 
of 0.4 s corresponded to a frequency of 2.5 Hz which represented a typical characteristic frequency of the free-surface 
fluctuations in hydraulic jumps (Murzyn and Chanson 2009; Chachereau and Chanson 2011; Wang 2014; Montano et 
al. 2018). The free-surface profiles in Figure 1 highlighted the capability of the LIDAR to record the temporal and 
spatial variations of the free-surface in aerated hydraulic jumps. Figure 1 also shows the minimum and maximum free-
surface profiles of the 25 individual profiles as well as the minimum and maximum free-surface profiles for the 
complete sampling duration in the present study. The large differences in maximum and minimum free-surface profiles 
highlighted the strong free-surface fluctuations of the hydraulic jump as well as the strong longitudinal movements of 
the jump roller. For the 25 profiles, the dimensionless jump toe positions varied from -2.5 < x/d1 < 1.58. For the full 
sampling duration of 1 hour, the hydraulic jump movements increased significantly to -6.3 < x/d1 < 6.5. The strong 
jump toe oscillations highlighted that the longitudinal movements of the hydraulic jump should be taken into account 
for the characterization of the free-surface features in hydraulic jumps.  
A statistical analysis of the basic free-surface characteristics of the hydraulic jump was conducted providing the mean, 
median and standard deviation of the free-surface profiles (Figure 1). A clear difference in the mean and median free-
surface profiles was observed for -3 < x/d1 < 2 with a maximum difference of 25% for x/d1 = 0. Further downstream 
for x/d1 > 2, the mean and median profiles differed less than 2%. The differences in mean and median profiles close 
to the jump toe were linked with the longitudinal movement of the jump toe highlighting the need to incorporate the 
jump toe oscillations into the analysis of the free-surface properties as was reported in Montano et al. (2018). The 
dimensionless standard deviation profiles d’/d1 are also shown in Figure 1, showing a sharp increase in the standard 
deviation from d’/d1 = 0 at x/d1 = -5.20 to a maximum peak of about d’/d1 = 0.7 at x/d1 = 2.41. For 2.41 < x/d1 <23.5, 
the dimensionless standard deviation decreased gradually with a slope > 2% followed by a slower decrease of 0.8% 
approximately for x/d1 > 23.5. This result suggested that the fluctuation pattern stabilized at x/d1 > 23.5 which 






Figure 1. Time-varying free-surface profiles and basic statistical results in a fully aerated hydraulic jump measured with a 
LIDAR: Q = 0.050 m3/s, d1 = 0.032 m, Fr1 = 4.7, Re = 8.4x104; Time step of 0.4 s between profiles. 
The strong longitudinal movements of the hydraulic jump coincided with strong fluctuations of the free-surface. Figure 
2 shows the normalized amplitude Ʌ of the free surface profiles for the complete sampling time along the hydraulic 
jump between -7 < x/d1 < 35. The normalized amplitude was defined as the difference between the maximum and 
minimum free-surface profiles divided by d1 over the sampling duration. Albeit some scatter, the maximum amplitude 
was observed for 0 < x/d1 < 7 with Ʌ > 5 which appeared to be associated with the jump toe oscillations. Large 
amplitudes were also observed for 7 < x/d1 < 14 corresponding to the roller section of the hydraulic jump. For x/d1 
>14, at the downstream end of the roller, Ʌ showed a gradual decrease associated with reduced free-surface 
fluctuations. An almost constant amplitude value of Ʌ = 3 was observed at x/d1 > 23 associated with the conjugate 
depth region of the hydraulic jump. The present results were consistent with the free-surface observations in previous 
experiments (Li et al. 2017; Montano et al. 2018). The amplitude along the hydraulic jump was well correlated with 














2 for x/d1 > -6     (4) 
 
 
Figure 2. Distribution of the maximum amplitude of the minimum and maximum free-surface profiles measured with a LIDAR: 
Q = 0.050 m3/s, d1 = 0.032 m, Fr1 = 4.7, Re = 8.4x104; Comparison with best fit function (Eq. 4) and median profile. 
A qualitative comparison between the amplitudes for 25 profiles (Figure 1) and 121,386 profiles (Figure 2) showed a 
similar trend in the amplitudes with larger amplitudes near the jump toe. However, the amplitude values observed for 
the complete analysis (Figure 2) was almost twice the amplitude observed for the smaller interval (Figure 1). This 
result highlighted the influence of the sampling time on the analysis of the free-surface features in hydraulic jumps. 
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4. Advanced Free-surface Characteristics 
4.1. Auto- and Cross-correlation Time Scales 
The auto-correlation time scale Txx represented the advective time of the turbulent free-surface structures. Auto-
correlation time scales in air-water flows in hydraulic jumps has been reported previously (Wang et al. 2014) and the 
present study expanded the approach to the free-surface (Figure 3). Figure 3a illustrates typical auto-correlation 
functions near the jump toe and Figure 3b shows the dimensionless auto-correlation free-surface time scales Txx(g/d1)0.5 
as a function of the distance from the mean jump toe x/d1. The percentage of non-detected data points measured with 
the LIDAR is added in Figure 3b. Large auto-correlation time scales of up to Txx(g/d1)0.5 ≈ 4 were observed between 
2.5 < x/d1 < 2 corresponding to Txx ≈ 0.25 s. The large time scales were observed within the range of the maximum 
and minimum jump toe oscillations (Figure 1) and are the result of the large auto-correlation coefficients close to the 
jump toe (Figure 3a). Typical auto-correlation functions near the jump toe position showed that Rxx > 0 for -3.15 ≤ 
x/d1 ≤ 2.11 (Figure 3a) with minimum Rxx > 0.1 for x/d1 > -2.3. The integration of the auto-correlation functions to 
the minimum value of Rxx (with Rxx > 0.1) resulted in large correlation time scales near the jump toe. It is 
acknowledged that such large time scales may be suspicious and that a low-pass filtering could shift the correlation 
function downwards reducing the corresponding time scales. In the present study, the data were presented without 
filtering to highlight the strong effect of the jump toe oscillations on the auto-correlation functions and the integral 
free-surface time and length scales.  
The peak values of Txx(g/d1)0.5 were observed at the mean jump toe position x/d1 = 0. Upstream and downstream of 
this position, the auto-correlation time scales increased/decreased rapidly (Figure 3b). Downstream of the region 
affected by the jump toe oscillations, the integral time scales remained almost constant Txx(g/d1)0.5 ≈ 1 for x/d1 > 5. 
The corresponding dimensional auto-correlation time scales Txx ≈ 0.05 s were similar to the corresponding air-water 
flow auto-correlation time scale of Txx ≈ 0.03 to 0.05 s (Wang 2014). For x/d1 > 17, the auto-correlation time scales 
increased slightly possibly related to the increase in the percentage of non-detected data points (Figure 3b). 
 
a) Auto-correlation functions near the jump toe for -4.03 < 
x/d1 < 2.11 
 
b) Auto-correlation time scales along the hydraulic jump; “x” = 
percentage of Non Detected Data points. 
Figure 3. Auto-correlation functions and integral time scales in a hydraulic jump measured with a LIDAR: Q = 0.050 m3/s, d1 = 
0.032 m, Fr1 = 4.7, Re = 8.4x104 
The cross-correlation time scale Txy provided a measure of the longitudinal coherent free-surface structures of the 
hydraulic jump based on the distance between two points of known distance (Chachereau and Chanson 2010; Wang 
2014). While the auto-correlation time scales were calculated for a single point location, the cross-correlation time 
scales were calculated for a range of distances ∆x. Figure 4 shows the dimensionless cross-correlation time scales 
Txy(g/d1)0.5 as a function of ∆x/d1 between a fixed point of analysis (x/d1)0 and the cross-correlated points with various 
downstream distances ∆x/d1. The analysis was conducted for 110 measurement points along the hydraulic jump. The 
LIDAR delay between two adjacent points of analysis (∆x ≈ 1 cm) was smaller than 4 × 10-5 s and was considered 
negligible. However, further research with higher sampling rates is required to identify the impact of the LIDAR delay 
























































































For all starting points of the cross-correlation analyses, Figure 4 shows that Txy(g/d1)0.5 declined with increasing 
distance between correlated data points ∆x/d1. This pattern was observed for different regions along the hydraulic 
jump. The correlation time scale for ∆x/d1 = 0 corresponded to the auto-correlation time scale (Figure 3). Likewise, 
the curve of Txy(g/d1)0.5 at different (x/d1)0 was strongly influenced by the initial time scale value, i.e. Txx = Txy. In 
Figure 4, four distinct regions are shown reflecting different patterns of Txy(g/d1)0.5. While Figure 4 shows only four 
points of analysis per region, the behavior of all curves in a region was similar. In the region upstream of the mean 
jump toe location, 3.73 < (x/d1)0 < -0.81, Txy(g/d1)0.5 increased with an increase in (x/d1)0 (Figure 4a) which was 
consistent with the increase in the auto-correlation functions and time scales (Figure 3). For a region close to the mean 
jump toe (Figure 4b), -0.52 < (x/d1)0 < 0.94, the cross-correlation time scale was large, Txy(g/d1)0.5 > 1 at ∆x/d1 = 10 
with similar patterns and similar values for different locations (x/d1)0. This region showed the largest dimensionless 
cross-correlation time scales along the hydraulic jump. This observation suggested the largest coherence of the 
longitudinal turbulent free-surface structures of the hydraulic jump close to the mean jump toe (x/d1)0 = 0. Further 
downstream, for 2.70 < (x/d1)0 < 9.14, Txy(g/d1)0.5 decreased with an increase in (x/d1)0. For 9.43 < (x/d1)0 < 15, the 
decline in Txy(g/d1)0.5 with increasing (x/d1)0 was less pronounced in contrast to data further upstream highlighting a 
similar coherence between the turbulent structures at the end of the roller (Figure 4d).   
 
a) Cross-correlation time scale for -3.73<(x/d1)0<-0.81 
 
b) Cross-correlation time scale for -0.52<(x/d1)0<1.82 
 
c) Cross-correlation time scale for 2.11<(x/d1)0<9.14 
 
d) Cross-correlation time scale for 9.43<(x/d1)0<15 
Figure 4. Dimensionless cross-correlation integral free-surface time scales in a hydraulic jump measured with a LIDAR: Q = 
0.050 m3/s, d1 = 0.032 m, Fr1 = 4.7, Re = 8.4x104 
4.2. Integral Free-Surface Length Scales 
The maximum cross-correlation coefficient Rxy,max provided the longitudinal correlation between two points of 
analysis. Figure 5a shows typical values of Rxy,max as function of the normalized dimensionless separation distance 
(∆x/d1)/(∆x/d1)30, where (∆x/d1)30 corresponded to Rxy,max = 0.3 following the approach by Chachereau and Chanson 
(2011). Figure 5a includes the present LIDAR data and ADM data from Chachereau and Chanson (2011). The present 
maximum cross-correlation coefficients showed good agreement with previous experimental data as well as the 
exponential decay reported by Chachereau and Chanson (2011): 
 
𝑅𝑥𝑦,𝑚𝑎𝑥 = exp (−1.204
∆𝑥/𝑑1
(∆𝑥/𝑑1)30
)         (5) 
 
A good agreement of LIDAR data and Eq. (5) in particular was observed for (∆x/d1)/(∆x/d1)30 < 1. Further downstream 
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coefficients associated with large data scatter and an increase of non-detected data points towards the downstream end 
of the roller. Despite the data scatter, Eq. (5) predicted the decay in maximum correlation coefficients well (Figure 
5a). Figure 5b presents the Rxy,max curves at different positions (x/d1)0 as function of the distance from the jump toe. 
For larger (x/d1)0, Rxy,max shifted upwards showing stronger positive correlation. For (x/d1)0 < 6.5, a change in the slope 
of the curves was observed at x/d1 = 6.5 corresponding to the region of the maximum jump toe oscillation. This result 
suggested a strong effect of the jump toe motions on the correlation functions for (x/d1)0 < 6.5. At (x/d1)0 ≈ 23, Rxy,max 
showed a minimum corresponding to the beginning of the conjugate flow depth region.  
 
a) Maximum cross-correlation coefficients as function of the 
normalized dimensionless separation distance; Comparison 
with ADM data and Eq. (5) (Chachereau and Chanson 2011) 
 
b) Maximum cross-correlation coefficients as function of the 
longitudinal distance from the mean jump toe  
Figure 5. Maximum cross-correlation coefficients along a hydraulic jump measured with a LIDAR. Q = 0.050 m3/s, d1 = 0.032 
m, Fr1 = 4.7, Re = 8.4x105. 
The integral free-surface length scales are a function of the maximum cross-correlation coefficients Rxy,max integrated 
along the hydraulic jump (Eq. 3). The longitudinal free-surface length scales Lxy were calculated based upon the 
continuous free-surface signal of the LIDAR. Figure 6Figure 6.  presents the dimensionless integral length scales 
Lxy/d1 in the present study as a function of x/d1. The present data are compared with previous studies including the 
study with ADMs by Chachereau and Chanson (2011) (Figure 6a) and wire gauges by Murzyn et al. (2007) (Figure 
6b). For consistency with the previous studies, the maximum sensor separation distance Δxmax for the calculation of 
the integral length scales was conducted with constant separation values, i.e. Δxmax = 0.23 m for consistency with the 
study of Chachereau and Chanson (2011) (Figure 6a) and Δxmax = 0.1 m consistent with the study of Murzyn et al. 
(2007) (Figure 6b). Note that in the study of Murzyn et al. (2007), Δxmax was a function of (x/d1)0 (e.g. Δxmax ≠ 0.1 m). 
However, the variation of Δxmax as function of (x/d1)0 was not reported and the maximum limit tested between the 
sensors was used as a reference (Δxmax = 0.1). Figure 6 shows also the median free-surface profile d/d1 of the present 
hydraulic jump as well as the percentage of non-detected data points.  
The LIDAR data analysis provided a continuous and detailed profile of the variation of Lxy/d1 along the hydraulic 
jump (Figure 6). The integral length scales showed a strong monotonic increase until x/d1 = 1.24 for Δxmax = 0.23 m 
and 0.1 m respectively (Figure 6a & b). This increase was consistent with the strong increase in auto- and cross-
correlation functions close to the jump toe (Figure 3 & 4). The largest length scales were close to the jump toe which 
was consistent with the observation of largest auto- and cross-correlation time scales and largest standard deviations 
close to the jump toe. The findings highlighted the strong effects of the jump toe oscillations on the free-surface 
characteristics in hydraulic jumps. A slight decrease in the dimensionless length scale was observed between 1.24 < 
x/d1 < 3.6 followed by close to constant length scales further downstream suggesting similar interactions of the large 
longitudinal free-surface structures in the latter half of the hydraulic jump. Figure 6 also shows a significant increase 
of Lxy with the increase of Δxmax (while maintaining the overall distribution shape). Compared to the previous studies 



















1 LIDAR, Fr1 = 4.7, (x/d1)0 = 3.9
LIDAR, Fr1 = 4.7, (x/d1)0 = 7.68
LIDAR, Fr1 = 4.7, (x/d1)0 = 11.48
LIDAR, Fr1 = 4.7, (x/d1)0 = 15
LIDAR, Fr1 = 4.7, (x/d1)0 = 23
ADM, Fr1 = 4.4, (x/d1)0 = 7.59
ADM, Fr1 = 4.4, (x/d1)0 = 11.4
ADM, Fr1 = 4.4, (x/d1)0 = 15.2
ADM, Fr1 = 5.1, (x/d1)0 = 7.59
ADM, Fr1 = 5.1, (x/d1)0 = 11.4
ADM, Fr1 = 5.1, (x/d1)0 = 15.2
ADM, Fr1 = 5.1, (x/d1)0 = 22.8
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Further downstream, for x/d1 > 15, the differences in Lxy/d1 were small. The main differences were observed near the 
jump toe and in the first half of the jump roller, suggesting that the differences in the integral turbulent length scale 
observations may be linked with the jump toe oscillations. No low or high pass filter was applied in the present study 
and the slow and fast components of the jump toe movements were included in the cross-correlation functions. It is 
unclear if the constant inflow depth d1 had an effect on the correlation functions. Additional experiments with 
simultaneous measurements of LIDAR and ADMs are recommended to identify the effect of jump toe oscillations on 
the integral free-surface time and length scales. This comparative study would also clarify potential effects of the 
instrumentation.  
  
a) Integral free-surface length scale; comparison with ADM 
data of Chachereau and Chanson (2011); Analysis for Δxmax = 
0.23 m 
  
b) Integral free-surface length scale; comparison with wire 
gauge data of Murzyn et al. (2007); Analysis for Δxmax = 0.1 
m 
Figure 6. Dimensionless integral free-surface length scales in a hydraulic jump measured with a LIDAR: Q = 0.050 m3/s, d1 = 
0.032 m, Fr1 = 4.7, Re = 8.4x104; comparison with median flow depth, non-detected data points and previous studies  
5. Discussion 
The calculation of the integral length scales is a function of the maximum separation distance Δxmax between the 
sensors. Murzyn et al. (2007) showed that the correlation coefficients should be close to 0 for a specific separation 
distance between the sensors (Δxmax). The correlation analysis of the LIDAR data after the subtraction of the LIDAR 
self-positive correlation coefficient was positive for most of the hydraulic jump data suggesting a possibly infinite 
value of the integral length scales. Figure 7 shows typical distributions of Rxy,max data in the present experiments for 
different longitudinal hydraulic jump positions (x/d1)0. Figure 7 shows the minimum Rxy,max value in cases where the 
Rxy,max curve did not cross the x-axis. For all data in the present study, Rxy,max crossed the x-axis for (x/d1)0 < 0. For 
(x/d1)0 > 0.65, Rxy,max was always positive with increasing minimum Rxy,max values with increasing (x/d1)0. For 
correlation functions with positive values of Rxy,max, the selection of the minimum Rxy,max value appeared to be the most 
meaningful upper integration limit for the calculation of the integral length scales (Eq. 3).  
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(x/d1)0 = -5.20, xmax = 0.10 m
(x/d1)0 = -1.98, , xmax = 0.65 m
(x/d1)0 = 0.94, , xmax = 0.70 m
(x/d1)0 = 4.16, , xmax = 0.60 m
(x/d1)0 = 7.09, xmax = 0.54 m
(x/d1)0 = 10.01, xmax = 0.42 m




Figure 8.a shows the variation of ∆xmax and the minimum values of Rxy,max as function of x/d1. For -4 ≤ x/d1 ≤ 0, ∆xmax 
was almost constant (∆xmax ≈ 0.6 m). For x/d1 > 0, ∆xmax decreased gradually from ∆xmax = 0.66 at x/d1 = 0 to ∆xmax = 
0.3 at x/d1 = 17. Figure 8.a also shows the distribution of the minimum values of Rxy,max as function of x/d1. For x/d1 ≤ 
0, the minimum values of Rxy,max always crossed the x-axis while for x/d1 > 0, the minimum values of Rxy,max were 
always positive with increasing values with increasing distance from the jump toe.  
Figure 8.b shows the distribution of the integral free-surface length scales as a function of x/d1 including Lxy calculated 
with constant integration limits of ∆xmax = 0.10 m and 0.23 m respectively and Lxy calculated based upon the minimum 
values of Rxy,max  (Lxy,min). For x/d1 < 0.94, Lxy,min increased with increases in x/d1 which was in agreement with 
observations of Lxy calculated with constant integration limits. At x/d1 = 0.94, the integral free-surface length scales 
were largest, Lxy,min = 0.18 m, linked with the jump toe oscillations. For 1 < x/d1 < 7, Lxy,min gradually decreased until 
Lxy,min = 0.15 m. In the second half of the roller, Lxy,min presented a stronger decrease representing low interaction in 
the large longitudinal free-surface structures at the end of the roller. Large differences were observed between Lxy 
calculated with constant integration limits and Lxy,min. The length scale estimation presented values of Lxy,min > 2×Lxy 
near the jump toe. Further downstream, for x/d1 ≥ 15, Lxy,min tended to similar values as Lxy calculated with ∆xmax = 
0.23. Further research is needed to identify the differences with previous instruments, the effect of inflow conditions 
and filtering of the raw data. 
 
a) Minimum cross-correlation values Rxy,min and 
corresponding integration distance ∆xmax 
 
b) Comparison of Lxy and Lxy,min along the hydraulic jump 
Figure 8. Effect of lower integration limit Rxy,min and integration distance ∆xmax on the free-surface integral length scales. 
6. Conclusions 
This paper presented the measurements of the free-surface characteristics in an aerated hydraulic jump with a LIDAR. 
The free-surface characteristics were evaluated for a freely moving fully aerated hydraulic jump. Slight differences 
between the mean and median profiles were observed near the jump toe highlighting the effect of the jump toe 
oscillations on the free-surface features. Auto- and cross-correlation analyses of the free-surface data were performed 
and the integral free-surface turbulent time and length scales were calculated. Large auto-correlation time scales were 
observed close to the jump toe (Txx = 0.25s). Towards the downstream end of the hydraulic jump, the free-surface time 
scales were similar to the auto-correlation time scales observed in air-water flows. The cross-correlation time scales 
were of similar order of magnitude to the auto-correlation time scales decreasing in magnitude with increasing distance 
between points of cross-correlation. Good agreement was found in the maximum cross-correlation coefficients Rxy,max 
between the present LIDAR data and previous studies showing an exponential decay along the hydraulic jump. The 
LIDAR data provided continuous integral free-surface length scales. While the turbulent length scales were of similar 
magnitude compared to previous studies, the present integral turbulent lengths scales were larger in particular in the 
region close to the jump toe. This may be linked with the oscillations of the jump toe which were included in the 
present analysis. The estimation of the turbulent length scales was also strongly affected by the lower integration limit 
and the present study used the minimum value of Rxy,max as the lower integration limit. Further research is needed to 
compare the LIDAR observations of the free-surface features with simultaneously sampled instrumentation which has 
been used in previous studies. Previous studies also used low and high pass filtering of the raw signals and any filtering 





























































LIDAR, Fr1 = 4.7 - (xmax = 0.10 m)
LIDAR, Fr1 = 4.7 - (xmax = 0.23 m)
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Abstract: Positive surges and bores can induce significant bed-load transport in estuaries and river channels. Based upon 
physical modelling, the present study investigated the sediment motion beneath bores on a relatively long gravel bed. The free-
surface measurements at a series of locations showed that the bore shape varied during its upstream propagation. An ultra-
high-speed camera captured the details of gravel motion at 1200 fps. Frame-by-frame analysis of slow-motion video movies 
demonstrated three basic modes of pebble motion: rotation, rolling, and saltation. More complicated pebble motion was a 
combination of 2 or 3 basic modes. The synchronous measurements of near-bottom velocity and bed-load material trajectories 
highlighted the importance of the adverse longitudinal pressure gradient and transient flow recirculation on the inception of 
particle motion. Long durations of gravel motion also indicated that the weak negative flow under secondary waves played 
some role in maintaining the upstream transient sediment transport. 
Keywords: Positive surges, sediment motion, transient sheet flow, physical modelling. 
1. Introduction 
A positive surge is an unsteady open channel flow defined as a rapid increase in water depth (Favre 1935, 
Henderson 1966). Engineering applications encompass rejection surges in hydropower canals, load acceptance 
surges in tailwater canals, and surges in water supply channels following rapid gate operation (Benet and Cunge 
1971, Cunge 1975). Related natural processes include tsunami-induced bores and tidal bores (Yasuda 2010, 
Chanson 2011). The latter is a compression wave of tidal origin, developing in an estuary where the bathymetry 
amplifies the tidal range, in presence of macro-tidal conditions with low fresh water levels. Positive surges and 
bores constitute hydrodynamic shocks, associated with a discontinuity in terms of the pressure and velocity fields 
(Stoker 1957, Ligthhill 1978). The shock propagation is associated with intense unsteady turbulence (Leng and 
Chanson 2016), which may be responsible for major sediment scouring and advection of sediments and 
contaminants behind the bore front (Greb and Archer 2007, Khezri and Chanson 2012a,b, 2015). Further, the 
normal Reynolds stresses and turbulent kinetic energy (TKE) were observed to be consistently 10–30% higher on 
a mobile bed than on the same fixed bed, at the same relative bed elevation and for the same Froude number 
(Khezri and Chanson 2012c). To date, field and laboratory observations showed complicated interactions between 
mobile bed and turbulence transient, suggesting our continuing ignorance of unsteady turbulent processes. 
The aim of this study was to characterise the sheet flow motion beneath a breaking bore propagating over a gravel 
bed and to ascertain the driving mechanisms. A physical study based upon a Froude similarity was conducted in a 
relatively large size facility with state-of-the-art instrumentation (ultra-high-speed video camera, acoustic Doppler 
velocimetry). The results showed the contribution of the longitudinal pressure gradient beneath the tidal bore, as 
well as the role played by large-scale vortices in terms of sediment pickup. 
 
Figure 1.  Experimental channel and instrumentation setup (not to scale) - V1 and d1: initial water velocity and depth prior to 
bore front; V2 and d2: new water velocity and depth after bore passage; U: bore celerity, positive upstream; z: vertical 





Figure 2.  Breaking bore propagating upstream in the experimental channel (exposure time: 7.98 s) - Flow conditions: Q = 
0.061 m3/s, d1 = 0.1607 m, Fr1 = 1.42 
2. Physical Model and Instrumentation 
2.1. Experimental Facility 
New experiments were conducted in a 15 m long 0.495 m wide horizontal rectangular flume at the University of 
Queensland (Fig. 1 & 2). The flume was previously used by Yeow et al. (2016) with a smooth PVC bed. Herein, 
a 50 mm high smooth false floor was built at the upstream and downstream ends of the channel. In between (1.5 
m < x < 13 m), the 11.5 m long 50 mm deep pit was filled with gravels (measured relative density: s = 2.5), where 
x is the longitudinal distance from the channel's upstream end positive downstream. The gravel materials were 
mixed natural river pebbles sourced from Nambucca River and Upper Brisbane River, sieved between 6.7 mm and 
9.5 mm. A fast-closing gate was located at x = 14.17 m next to the channel's downstream end. The gate's rapid 
closure, in less than 0.2 s, generated a surge propagating upstream. 
The channel was fed by a constant head reservoir supplying an upstream intake tank (1.43m×1.24m×1.0m), 
equipped with baffles and flow straighteners to deliver smooth inflow conditions. The intake structure was 
connected to the flume by a smooth three-dimensional convergent section, enabling a quasi-uniform calm inflow. 
The water flow rate was measured by a Venturi meter calibrated on site with an error of less than 2%. In steady 
flow, the water depth was measured with a pointer gauge above the top of the gravel bed, using a circular footing 
with a 154 cm2 area. Unsteady water depths were measured with a series of acoustic displacement meters (ADM) 
MicrosonicTM Mic+25/IU/TC, installed above the channel centreline and sampled at 200 Hz. The water velocities 
were recorded by a NortekTM Vectrino+ acoustic Doppler velocimeter (ADV) equipped with a side-looking probe 
(hardware ID: VNO 0436 and VCN 7657). The ADV (firmware v1.31 +) was driven by the Vectrino+ software 
(v1.22.00). The vertical elevation of the ADV probe was controlled by a fine adjustment travelling mechanism 
connected to a HAFCOTM M733 digimatic vertical scale unit. The ADV control volume was located at x = 10.50 
m on the channel centerline and z = 10.8 mm above the pebble top. The velocity range was ±1.0 m/s and the 
sampling rate was 200 Hz. 
Observations through the right glass sidewall were recorded using a PhantomTM ultra-high-speed digital camera 
(v2011) equipped with a Carl ZeissTM Planar T*85mm f/1.4 lens, producing images with negligible degree of 
barrel distortion (~0.209%). The camera system was capable to record up to 22,700 monochrome frames per 
second (fps) in high-definition (1280×800 pixels). Controlled by the PCC (Phantom Camera Control, v2.8.761.0) 
software, the recording frame rate was 1,200 fps in high-definition during the present study. The camera exposure 
time was set at 7.98 s. The video movies were analysed manually to guarantee maximum reliability of the data. 
The camera was positioned beside the right glass sidewall facing the phase-detection probe array. The observation 
window was 35 cm wide and 55 cm long, while the depth of field was less than 20 mm. The observations were 




High-resolution photographs were taken with a digital SLR camera PentaxTM K-3 (6016×4000 pixels). The camera 
was equipped with a VoigtlanderTM Nokton 58 mm f/1.4 SL II lens, producing images with absolutely negligible 
degree (~0.31%) of barrel distortion. The camera operated in shutter-priority mode. The shutter speed was set 
between 1/320 s to 1/8,000 s, corresponding to an exposure time between 3.1 ms and 125 s respectively. 
2.2. Experimental Flow Conditions 
The bed particles were randomly placed. Prior to each experimental run, the pebble bed was smoothed, levelled, 
and lightly compacted using a screed. The gravel bed was then drowned with water to release all trapped air 
between particles. 
The surge was generated by the rapid full closure of the downstream Tainter gate located at x = 14.17 m. The initial 
flow conditions and gate closure were selected (a) to achieve no sediment motion in the initially steady flow and 
(b) to generate surges covering a relatively wide range of surge Froude numbers (1 < Fr1 < 1.5) using the same 
initial flow conditions. The bore Froude number is defined as a function of initial flow conditions and bore celerity: 
Fr1 = (V1+U)/(gd1)1/2. The steady flow was established for at least 3 minutes prior to the measurements and the 
data sampling started 60 s before gate closure. After each gate closure, the bore propagated upstream against the 
initially steady flow and the experiment was stopped when the surge front reached the upstream intake structure. 
Although a number of tests were conducted, detailed velocity and sediment motion observations were performed 
for one Froude number. 
The experimental flow conditions are summarised in Table 1. Velocity and sediment observations were conducted 
at x = 10.5 m where the boundary layer was fully-developed. The experiments were repeated more than 25 times 
to ensure the reliability of the ensemble-averaged outcomes (Leng and Chanson 2015). For each experimental run, 
the video camera and ADV were synchronised mechanically within 0.01-0.05 s.  
Table 1. Experimental flow conditions for sediment motion measurements 




Present study 0.061 0 0.161 0.77 1.02 1.42 6.70 - 9.50 mm x = 10.50 m 1,200 fps 
Khezri & Chanson 
(2012a,b) 
0.051 0 0.136 0.75 0.87 1.40 4.75 - 6.70 mm x = 5.00 m 25 fps 
Khezri & Chanson 
(2015) 
0.050 0 0.140 0.71 0.84 1.40 4.75 - 6.70 mm x = 5.00 m 25 fps 
3. Basic Flow Patterns 
Following the rapid closure of the Tainter gate, the steady flow was abruptly blocked and reflected to form a 
positive surge with a sharp front. Visual observation demonstrated that the bore had a breaking roller with strong 
air entrainment prior to its first crest and small secondary waves. The ensemble-averaged median water depths at 
different longitudinal locations are presented in Figure 3, where t = 0 corresponds to bore roller toe passage at x = 
10.50 m. The newly-generated surge was rapidly detected by the ADM located at x = 13.85 m, that is 0.32 m 
upstream of the gate location. Further upstream, the secondary wave behind the bore front became stronger. The 
breaking roller remained but its length became shorter gradually with increasing upstream propagation, as the 
surge weakened. The type of bore changed progressively from breaking bore to undular bore, in a manner somehow 
similar to decelerating bore experiments on a slope (Li and Chanson 2017), although the present channel slope 
was horizontal. The gradual change in bore type was believed to be linked to some energy dissipation and energy 
transfer to pebble motion. Indeed, during breaking bore passage, Khezri and Chanson (2012c) measured normal 
Reynolds stresses and turbulent kinetic energy (TKE) on average 10% to 30% higher on a mobile bed than on a 






Figure 3.  Time evolution of ensemble-averaged median free-surface elevations at different longitudinal locations during 
tidal bore propagation through the observation section - t = 0 refers to the arrival of the roller toe at the ADV location (x = 
10.50 m) 
Detailed velocity measurements were conducted at x = 10.50 m with the ADV control volume located at z = 10.8 
mm above the top of the pebble layer. Figure 4 illustrates the ensemble-averaged median longitudinal velocity 
with a reference to the free-surface elevation. Here, Vx was positive downstream, and d50 and (Vx)50 denote the 
median data: i.e., ensemble median water depth and ensemble median longitudinal velocity. The passage of the 
bore front was linked to the abrupt and strong deceleration. The flow reversed its direction immediately with the 
arrival of roller toe (t = 0) and reached an upstream peak value of about -0.3 m/s. The near-bottom transient fluid 
recirculation was also observed in field measurements (Mouaze et al. 2010, Reungoat et al. 2015, 2017) and in 
physical models (Chanson and Docherty 2012, Chanson and Toi 2015). The upstream reversal flow decreased to 
about -0.1 m/s after the first crest passage, before the longitudinal velocity data showed some undulation linked to 
the secondary wave motion. This transient recirculation was believed to be a typical characteristic of breaking 
bores (Khezri and Chanson, 2012b). 
 
Figure 4.  Time evolution of ensemble-averaged median water depth d50 and near-bottom longitudinal flow velocity (Vx)50 at 
the ADV location (x = 10.50 m) - t = 0 refers to the arrival of roller toe at the ADV stem 
4. Sediment Motion and Transport 
4.1. Basic Sediment Motion Patterns 
Based upon visual observations and video recordings, no gravel motion was observed in the steady flow prior to 
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Compared to the experiments of Khezri and Chanson (2012a,b), there was a lesser amount of pebble movement 
during the bore passage. In their experiments, the transient motion of sediment particles was easily seen in the 
form of a sudden sheet flow through the whole recording window. Herein, in each video, only about 5 pebbles 
experienced some upstream motion and changed their positions. The breaking bores in both studies had a similar 
Froude number Fr1  1.4, indicating similar bore strength. Two main differences were the composition of movable 
bed. The mobile bed in Khezri and Chanson (2012a,b) was made of a thin layer (2-3 grain size thick) of loose 
pebbles distributed over a 1 m long section, with fixed gravel bed upstream and downstream. The mobile bed in 
the current study was 11.5 m long and 50 mm thick (Fig. 1). Furthermore, the grain size was larger in the present 
study (Table 1). 
The ultra-high-speed video movies at 1200 fps provided fine details of sediment transport in slow motion. For 
comparison, Khezri and Chanson (2012a,b, 2015) recorded movies at 25 fps. Based on the detailed analysis of the 
ultra-high-speed videos, the sediment particle motion beneath bores were categorised into 3 basic modes: (1) 
rotating motion, (2) rolling motion, and (3) saltation motion. A majority of pebbles set into motion experienced a 
rotating mode (Fig. 5). Figure 5 presents 3 frames of the rotating motion of a dark pebble. In Figure 5, the red 
dotted line is aligned with the major axis of the particle. For this scenario, the pebble was initially set to rotate 
counter-clockwise, viewed from the right sidewall, and stopped with a total rotation angle less than 180°. During 
the rotation process, the pebble did not slide or roll over the surrounding contacting gravels. The rotating pebble 
remained at the same absolute longitudinal location, or travelled less than one grain size. This motion mode did 
not contribute to upstream sediment transport during bore passage. The second motion mode is illustrated in Figure 
6 by a rolling particle, for which the centre of gravity is marked by red dot. The gravel started its upstream 
advection with an initial counter-clockwise rolling motion over the surrounding pebbles around the contact point. 
From its inception to stoppage, the pebble was always in contact with particles in the immediate vicinity and did 
not suspend in the fluid column. The travelled distance was typically more than two grain sizes (rolling over at 
least one pebble), with a net-flux of sediment transport in the upstream direction. The saltation motion of a marked 
pebble is presented in Figure 7 between positions A and B. The inception of sediment movement began at position 
A and the pebble was immediately lifted up from the contact position with ambient gravels. When suspended in 
the fluid, the particle in motion travelled upstream in a roughly ballistic trajectory, without grain contact, before 
its collision with another pebble at position B. This type of pebble motion also contributed to the net-flux of 
upstream sediment transport. 
In practice, once a pebble was set into an upstream motion, its movement was not restricted to the above-mentioned 
three basic modes. The bed-load motion beneath a bore was usually a combination of two or three kinds of basic 
motions. Such a combination mode is also shown in Figure 7. After the collision at position B, the pebble continued 
bouncing in the upstream direction before landing at position C. There the pebble was not set at ease immediately: 
it laid down after a rotation. Other combination modes (e.g. rolling after saltation) were also observed but not 
shown here. 
The pebble motion was studied within the field of view of the camera. Visual observations showed that the particle 
trajectories took place mostly within a two-dimensional x-z plane, although it is acknowledged that pebbles could 
rotate around the x-axis. 
 
Figure 5.  Rotating motion of a pebble during breaking bore passage - snapshots in sequence: from left to right; bore 
propagation direction: from right to left - Note the red characteristic reference line of the dark pebble; each frame number is 





Figure 6.  Rolling motion of a pebble (targeted by red dot) during breaking bore passage - snapshots in sequence: from top to 
bottom; bore propagation direction: from right to left - Each frame number is marked for video recording at 1200 fps, 





Figure 7.  Saltation motion of a pebble (marked by red dot) during breaking bore passage - Bore propagation direction from 
right to left - Snapshots in sequence from top to bottom - The last snapshot was overlaid with the roughly ballistic trajectory; 
Each frame number is marked for video recording at 1200 fps, corresponding to 14.1783 s, 14.3017 s, 14.3775 s, 14.4317 s, 
14.4842 s, and 14.5200 s 
4.2. Sediment Motion Trajectories  
The video recording system consisted of PhantomTM v2011 camera controlled by PCC software v2.8.761.0. The 
software was also capable of analysing the particle motion frame by frame. The sediment motion relative to the 
breaking bore passage was tracked and compared to roller toe propagation. A typical result is shown in Figure 8a 
in terms of the centre of gravity of sediment particles: the longitudinal locations of the tracked pebbles (coloured 
trajectories) and the roller toe position (black line) are plotted as functions of time. Note that the trajectory data 
were not smoothed. Overall, the inception of bed-load motion (i.e. rolling and/or saltation modes) took place 
immediately after the roller toe arrival, with a delay less than 0.15 s. It is believed that the upstream particle motion 
was linked to the combined effects of (a) adverse longitudinal pressure gradient (P/x < 0) during the roller toe 
passage and (b) transient flow reversal next to the bed. In Figure 4, the near-bottom transient flow reversal occurred 





Figure 8.  Sediment particle trajectories during a breaking bore passage. (a) Longitudinal trajectories of the sediment 
particles set to motion (coloured) and the roller toe (black) as functions of time (raw data) - t = 0 refers to the arrival of roller 
toe at the ADV stem and xo refer to the longitudinal location of the ADV control volume. (b) Instantaneous longitudinal 
particle velocity and acceleration (positive downstream) for particle P2 
(a) (b) 
Figure 9.  Sediment particle velocity and acceleration probability distribution functions (PDFs) beneath a breaking tidal bore. 
(a) PDF of instantaneous particle velocities (positive downstream). (b) PDF of instantaneous particle accelerations (positive 
downstream) 
For each particle trajectory shown in Figure 8a, the average upstream particle velocities ranged from -0.07 m/s to 
-0.25 m/s, the amplitude of which was significantly smaller than the bore celerity -1.05 m/s. However, the pebble 
velocities were comparable to the peak velocity of the near-bottom transient flow reversal of about -0.3 m/s. The 
duration of each particle trajectory varied from 0.3 s to 1.1 s, which was relatively long compared the bore front 
passage. In the particular case of particle P3, the particle stopped travelling upstream about 1.2 s after the roller 
toe passage. It suggested that the weak negative flow beneath the secondary waves contributed to maintain the 
upstream particle motion. Despite a smaller data sample and slightly-different boundary conditions (Table 1), the 
present observations were comparable to the observations of Khezri and Chanson (2012a,2015), in terms of 
trajectory duration and average particle velocity. 
Notwithstanding the limited number of tracked particles, the high recording rate and high-definition of the movies 












































































































data were herein replaced by linear interpolation. Then the trajectory data were smoothed using a 7-point Gaussian 
filter of standard deviation σ = 3 (Russ 2011). The velocity and acceleration data were differentiated using a central 
difference technique. Figure 8b shows typical time-variations of instantaneous longitudinal particle velocity and 
acceleration (positive downstream). For the data shown in Figure 8a, the histograms of sediment particle velocities 
and accelerations are shown in Figure 9. The majority of instantaneous particle velocities had an amplitude less 
than 0.2 m/s (Fig. 9a). The maximum instantaneous value could reach -0.5 m/s. A number of instantaneous 
velocities were positive: a pebble could move downstream against the bore direction. Such instantaneous 
downstream velocities of the pebbles were typically linked to the pebble rotating motion in reverse direction, 
especially before pebble re-stabilisation. The instantaneous pebble accelerations showed symmetrical distribution 
about zero (Fig. 9b). The acceleration band [-1 to +1] m/s2 accounted for over 40% of all samples, indicating that 
the resultant of longitudinal forces acting on a sediment particle was nearly balanced for a majority of time. 
Instantaneous acceleration magnitudes larger than the gravity acceleration were also observed, as reported by 
Khezri and Chanson (2015). Herein particle acceleration magnitudes in excess of 20 m/s2 accounted for nearly 20% 
of the data sample. The largest accelerationd/decelerations were typically linked to the sediment motion onset, 
intergranular collisions and stoppage motion. 
5. Conclusion and Future Outcomes 
The sediment motion beneath a travelling breaking bore was systematically investigated using high-frequency 
sampling of free-surface elevation and near-bottom flow velocity, in combination to ultra-high-speed video 
recording. New experiments were conducted over an 11.5 m long 50 mm deep mobile bed, consisting of mixed 
natural river pebbles (6.7-9.5 mm). The free-surface measurements at several longitudinal locations confirmed the 
changing bore shape, which was linked to some energy dissipation and energy transfer to pebble motion, during 
the upstream bore propagation. The ultra-high-speed video recordings at 1,200 fps provided fine details of the 
upstream gravel particle motion, indicating three basic particle motion modes: rotation, rolling and saltation. More 
complicated pebble motions were observed, with combinations of two or three basic modes. The simultaneous 
measurements of free-surface elevation, near-bottom velocity and bed-load transport trajectories highlighted the 
significance of the combined effect of adverse longitudinal pressure gradient (P/x < 0) and transient flow 
reversal during the bore roller passage, in setting the particles into motion. The long duration of some particle 
motion suggested some weak negative flow under secondary waves that contributed to maintaining the upstream 
sediment transport. Both large instantaneous particle velocities and accelerations were derived from the trajectory 
data. The large particle acceleration could be linked to large transient net force exerted by the fluid on the particles 
during bore propagation. 
The preliminary analysis of current experiment data gave a basic demonstration of sediment transport induced by 
breaking bores on a mobile gravel bed, as well as of the potential of ultra-high-speed video recording under 
controlled flow conditions. Further processing of the ultra-high-speed video is required for more detailed statistical 
outcomes. In particular, more accurate and efficient particle tracking method should be developed to achieve this 
goal. 
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Envelope trajectory of water jet issuing from a thin weir obtained by photogrammetry  
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Abstract: Today, to have a good command of the energy dissipation of a jet issuing from a weir, we need to improve our knowledge 
of the location of the impact. This laboratory experiment applied photogrammetry to determine the envelope trajectory of a water 
jet coming from a thin wall weir. The fall was about 9 meters, the weir was 1 meter wide, and the flow was up to 500 l/s. The 
trajectory of the jet was reconstituted in the three spatial dimensions using the PhotoScan software package developed by Agisoft. 
The exposure time for each picture was enough to make white water. Envelope trajectory was compared to classical expressions 
such as those of Scimeni (1937) or De Marchi (1928).  
Keywords: Photogrammetry, jet, weir.  
1. Introduction  
The hydrodynamics of jets issuing from a weir is not yet well controlled. The approaches used in engineering assume 
flow to be monophasic, leading to overestimation of dynamic power and pressure at the impact point. Interaction 
between air and water along the jet leads to dissipation of energy. A better estimation of the forces involved could 
reduce the cost of protecting constructions against flooding, especially as safety regulations are currently becoming 
stricter. 
To improve control of energy dissipation in jets issuing from a weir, we ran a series of trials on a new experimental 
set-up representing a 9 meters waterfall. 
The present report continues our work using photogrammetry, improving estimation of jet trajectory so as to determine 
precisely the impact zone according to fall height and to correct optic effects for future Large Scale Particle Image 
Velocimetry (LS-PIV) applications. 
Photogrammetry is an image processing procedure, reconstituting a scene in 3D from a series of photographs taken 





2. Trial conditions  
2.1. General characteristics of the trial set-up 
Table 1 shows the main characteristics: 
Table 1. Main characteristics of the experimental set-up 
Typology Characteristics 
 
Figure 1. 3D representation of the 
experimental set-up 
 
Figure 2. Spill at 0.220 
m3.s-1 
Weir Thin crest 
Spill height 1 m 
Basin length 2.9 m 
Tranquillization 
method 
Load loss + honeycombs 
Max fall 9.5 m / slab – 15 m / cistern 
floor (4 m of water) 
Q max 0.5 m3.s-1.m-1 
Flow control Electromagnetic flowmeter 
+ valves 
 
2.2. Reference frames 
Dimensional processing of the measurements used the reference frame shown in Figure 3. For each trial, the 
coordinates of the measurement points were expressed in this frame. 
Results were then rendered dimensionless and compared to trajectory expressions found in the literature. The frame 





Figure 3. Dimensional frame 
 
Figure 4. Scimeni’s frame 
 
In Scimeni’s frame, the origin lies at the inflection point of the lower side of the jet. When the coordinates were 
rendered dimensionless by the head, the origin in the Scimeni frame represented a translation of the crest of 𝑥/𝐻 =
0.2818 and 𝑧/𝐻 = 0.136 (USCE 1970) 
2.3. Reference scan  
To express the point cloud in the dimensional frame (Figure 3), the cloud obtained on photogrammetry was 
superimposed on a reference cloud obtained by 3D scan laser. Table 2 shows the scan characteristics. 
Table 2. 3D scan characteristics 
Typology Characteristics 
 
Figure 5. View of 3D scan  
Scanner reference Faro Scan Laser  
File name Scan_laser_corrige.asc 




2.4. Study flowrates 
Jet trajectory was measured for 8 flowrates. Table 3 shows height-flow correspondences.  
Table 3. Study flowrates 










Head over crest was not measured, but calculated from Rehbock’s formula (1929): 













𝑞: linear flow (m3/s/m) 
𝑔: gravitational acceleration (m/s²) 
𝐻: head over crest (m) 
𝑝: crest height 





2.5. Photogrammetry parameters 
Table 4 shows the parameters in common to all photogrammetric measurements. 
Table 4. Parameters in common to all photogrammetric measurements 
Typology Characteristics 
Software PhotoScan professional edition, version 1.2.61 
Number of targets 16 
Type of target 
 
Figure 6 : Example of PhotoScan target 
Camera Nikon D7100 
Exposure parameters  
Iso sensitivity 160 
Aperture f/7.1 (f = focal length) 
Pause time 3 s 
Quality RAW (except for 220 l/s in jpeg) 
 
Table 5 shows the number of shots per trial. 
Table 5. Number of shots per trial 










                                                 




3. Data processing 
The point clouds provided by PhotoScan were cleaned up using CloudCompare version 2.7.1, deleting points of the 
scene not corresponding to the jet (from (a) to (b) in Error! Reference source not found.), then manually deleting 
the edges of the jet to eliminate any edge effect (from (b) to (c) in Error! Reference source not found.).  
   
Figure 7. Example of cloud cleaning by CloudCompare: (a) complete scene, (b) extraction of jet, (c) extraction of 
central part of jet 
Points were then projected onto the (x, z) plane, and rgb coloring was transformed into a grayscale using the following 
formula (Rec 709): 
𝐺𝑟𝑎𝑦 = 0.2126 × 𝑅𝑒𝑑 + 0.7152 × 𝐺𝑟𝑒𝑒𝑛 + 0.0722 × 𝐵𝑙𝑢𝑒 (3) 
 
The point cloud was then statistically filtered for white intensity: a local χ² test selected points white enough to 
represent water. Finally, to avoid weighting one point cloud more than another, points were randomly deleted so that 
the maximal local intensity (number of points in a 2 cm radius disk) was the same in all clouds (7,341,022 pts/m²). 
4. Analysis of results 
After processing the point clouds, we estimated jet trajectory for each flowrate. NB: beyond 6 meters’ fall, 
measurements were approximate, due to the transparent anti-spatter screens around the jet reception area. 
4.1. Trajectory 
In the Scimeni frame (Figure 4), for the lower side of the jet, the results were as follows, rendered dimensionless by 
the head over the crest (H). 
 










According to Scimeni (1937): 
























+ 0.375 (6) 
 
The trend plots are intended to express the trajectory of the center of the jet, which explains the 0.375 translation, 
corresponding to half of the height of the free surface with x=0 for a standard threshold, following Vischer and 
Hager (1999). 
 
We also calculated two linear regressions for each point cloud: one after the first meter fall and one after 2 meters’ 
fall. The resulting slopes allowed optical correction of the orthorectification required for LS-PIV processing. 
For the linear regressions, “a” stands for the slope coefficient and “b” for the y-intercept point. 𝛼, 𝛽, a and b are 
given for each flowrate; a and b are given for the linear regressions on the point clouds after 1 and 2 meters’ fall. 
 
For 0.075 m3.s-1.m-1 flow, results were compared to those of a trial carried out in October 2016 (Error! Reference 
source not found.). The SdA measurements correspond to the new data set, and JP measurements to the October 
2016 data-set on a smaller test set-up, as used by Bercovitz et al. (2016). Bercovitz et al.’s (2016) slope corresponds 
to our first trajectory estimates. 
 
In the SdA, the upper part of the jet was too transparent, and good quality measurements were not obtained before a 
fall of about 2.5 meters. The trend curve, however, was coherent with those of other trials (Fig. 9 and Table 6).  
In the new trial, the jet was slightly more downstream than in the JP measurements on the earlier set-up. The new 
measurements also gave a narrower jet, corresponding to a less well-developed jet state. These differences seemed 
to be related to turbulence intensity, which presumably was more intense in the plunging jet JP than in the SdA; this 





Figure 8. Trajectory for 0.075m3s-1m-1 
Error! Reference source not found. shows trajectory measurements for flowrates between 0.075 m3.s-1.m-1 and 0.220 
m3.s-1.m-1. Lengths are rendered dimensionless by the head over the crest. 
At the foot of the fall, the maximum difference between curves was of the order of 2.5% of the fall height. The De 
Marchi profile tends to trace to lower trajectory of the jet, while the Scimeni profile is shifted too far downstream, in 
agreement with Bercovitz et al. (2016). Both of these curves are intended to correspond to the lower side of the jet. 
The general trend curve was obtained by applying the least squares method to all of the photogrammetric point clouds. 
The general trend plot equation gave a good estimate of the trajectory of a jet issuing from a weir with a thin crest. 
Table 6 show trend curve and linear regression parameters. 
In the trials, as of 5 meters’ fall the measurement area was surrounded by transparent anti-spatter screens to prevent 
the working environment getting too wet. Also, the transparency of the basin impaired photogrammetric quality over 





Figure 9. Dimensionless trajectories 
  
Scimeni 





Table 6. Trend plot and linear regression parameters  
Flowrate  
(m3.s-1.m-1) 
Number of  
points (final 
cloud) 
𝛼 𝜷 a (z<-1 m) b (z<-1 m) a (z<-2 m) b (z<-2 m) 
0.075 40 942 -0.35 2.09 - - -7.98 4.60 
0.100 114 102 -0.32 2.14 -6.40 3.23 -7.81 5.17 
0.120 104 919 -0.51 1.92 -5.41 2.62 -6.02 3.53 
0.140 116 552 -0.42 2.04 -5.55 3.20 --5.73 3.39 
0.160 120 310 -0.41 2.06 -5.36 3.96 -5.88 3.91 
0.180 111 983 -0.44 2.07 -5.41 3.72 -5.88 3.89 
0.200 103 051 -0.48 2.00 -5.05 3.08 -5.16 3.28 
0.220 109 099 -0.44 2.00 -4.60 3.36 -5.09 3.78 
General 
trend 
820 958 -0.50 1.95     
5. Conclusion 
Photogrammetry enabled precise estimation of mean jet trajectory in a 5.5 meter fall, with error estimated at 2.5%, 
enabling a simple analytic expression of the curve to be developed, in the Scimeni frame, for a linear flow range of 








+ 0.375 (7) 
Initial developments have been undertaken to determine jet thickness and envelope, but the selection criteria for points 
in the raw cloud need refining, and measurement should be completed using other techniques, such as pressure 
distribution over the thickness of the jet. 
Although transparent, the anti-spatter screens limit the height of fall that can be measured. It could be useful to 
supplement trials for the lower part of the jet with the screens removed, which could be done once the beams of the 
slab have been removed. 
Tests could be made of the sensitivity of the trajectory to turbulence intensity. 
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Abstract: This article presents an analysis of the influence of symmetrical and asymmetrical positioning of the inlet and outlet 
channels on flow pattern inside a rectangular shallow reservoir, by means of a series of experiments with clear water in the 
laboratory. The experimental facility was built in the Hydraulic Research Center (CPH) of the Federal University of Minas Gerais 
(UFMG), which consisted of a 3 m long and 2 m wide rectangular basin, whose maximum depth was 0.30 m. The inlet and outlet 
channels were 1.0 m long, 0.125 m wide, and 0.30 m deep. Three different positions were provided for the installation of inlet and 
outlet channels in their respective transverse walls: left, center, and right. Six different geometric combinations of the inlet and 
outlet channels were experimentally tested, each under three different flow rates: 0.50, 1.25, and 3.40 l/s. Considering the results 
related to the unique axis-symmetric configuration, the main jet crossed the basin from upstream to downstream, developing a 
meander-like path for the lower flow discharge. Moreover, the formation of two large eddies in opposite directions has been 
noticed, one on each side of the main jet. For the higher flow rates, however, the flow pattern was asymmetrical with the main jet 
diverting to the right and forming a large counter clockwise vortex. For all the asymmetrical configurations, the flow pattern was 
also asymmetrical, regardless of the flow rate. 
Keywords: Shallow reservoirs, sedimentation, flow pattern, physical modeling, geometric configurations, hydrodynamic behavior.  
1. Introduction 
Jirka and Uijttewall (2004) defined shallow flows as layered turbulent flows bounded by a bottom surface and by 
another surface in contact with the atmosphere (free surface), whose horizontal hydraulic characteristics, or their 
parallel and perpendicular dimensions to the flow, are significantly greater than the vertical one. 
The implantation of a shallow reservoir usually leads to the continuous deposition of sediments. Depending on its 
role, sedimentation must either be maximized (e.g., stabilization ponds in sewage systems) or minimized (e.g., 
detention basins used for flood control). As highlighted by Dufresne et al. (2010b), the prediction of sediment 
deposition in such reservoirs is not yet fully understood, as it is a complex function of the geometry of the reservoir, 
the hydraulic conditions, and the sediment characteristics.  
In recent studies, laboratory experiments and numerical simulations have been conducted to better understand, on one 
hand, the hydraulic behavior and flow patterns associated with rectangular shallow reservoirs, and on the other hand, 
the sedimentation trends (Jansons and Law 2007; Kantoush 2008; Dewals et al. 2008; Dufresne et al. 2010a,b; 
Camnasio et al. 2011; Dufresne et al. 2011; Camnasio 2012; Camnasio et al. 2013; Peltier et al. 2015; Peltier et al. 
2016; Westhoff et al. 2018; Ferrara et al. 2018). 
One of the referenced experimental studies was performed by Dufresne et al. (2010a) in the Laboratory of Engineering 
Hydraulics of the University of Liège (Belgium). Visual investigation tests were carried out in a 10.40 m long and 
0.985 m wide glass flume, using dye injection, which indicated the existence of four flow patterns (as well as an 
unstable and transitional one), as presented in Fig. 1. These observations were confirmed from Large Scale Particle 
Image Velocimetry (LSPIV) measurements. 
Four flow patterns were identified as a function of their symmetry vs. asymmetry and as a function of the number of 
circulation zones and location of reattachment points. According to the experimental observations by Dufresne et al. 
(2010a), flow pattern S0 (Fig. 1a) was observed for comparatively short reservoirs. A straight jet from upstream to 





Figure 1.  Schematic view of four observed flow patterns: (a) S0, (b) A1, (c) A2, and (d) A3. (Dufresne et al. 2010a) (adapted).  
If the reservoir length is increased, an asymmetrical flow field can be observed, resulting in flow pattern A1 (Fig. 1b). 
For intermediate reservoir lengths, a transition flow behavior was reported (A1/S0), oscillating between symmetrical 
(S0) and asymmetrical (A1) flow patterns (Dufresne et al. 2010a; Camnasio et al. 2011). For longer reservoirs, the 
experiments revealed an asymmetrical flow field with two reattachment points (A2, Fig. 1c). Finally, for even longer 
reservoirs, one additional recirculation zone developed in the downstream part of the reservoir (flow pattern A3, Fig. 
1d). 
In the experimental tests conducted with sediments in symmetrical reservoirs (i.e. inlet and outlet channels located 
along the reservoir centerline), the flow patterns remained similar to those observed without sediments. The location 
of the deposits was shown to strongly depend on the flow pattern (Dufresne et al. 2010b). In contrast, Kantoush (2008) 
noticed that the asymmetrical flow pattern during the clear water tests became almost symmetrical with respect to the 
centerline of the basin with the addition of sediments. 
Camnasio et al. (2013) performed the first experimental and numerical analyses available in the literature considering 
the influence of asymmetrical locations of the inlet and outlet channels. They observed different stable flow fields 
depending on the flow history, which highlighted the existence of bi-stable flow fields. In addition, under certain 
conditions, a completely different flow pattern developed during the tests with sediments compared to the tests with 
clear water. 
The purpose of this paper was to experimentally evaluate the flow patterns observed in a particular shallow rectangular 
reservoir, taking into account different geometric configurations of upstream and downstream channels positioning 
and different flow rates.  
2. Material and Methods 
Laboratory tests have been carried out in the Hydraulic Research Center of the Federal University of Minas Gerais 
(UFMG, Brazil). A 3.0 m long, 2.0 m wide, and 0.30 m deep rectangular reservoir (Fig. 2) was constructed of sheet 
metal and covered with epoxy coating in order to protect it against oxidation. 
The inlet and outlet channels shown in Fig. 2 were also constructed of sheet metal. Both channels are 1.0 m long, 
0.125 m wide, and 0.30 m deep, with the latter corresponding to the same depth of the reservoir. Since the general 
objective of the research was to evaluate the influence of the positioning of the inlet and outlet channels on the flow 
pattern, three alternative positions in each transversal wall were provided for the installation of the channels upstream 





Figure 2.  Rectangular reservoir for experiments: (a) inlet channel positioned in the centerline of the basin, (b) outlet channel also 
positioned in the centerline. 
Each of the two channels could be installed with the use of screws in the left position with respect to the flow direction 
(L-position), in the centerline of the basin (C-position), or finally in the right position (R-position). In order to carry 
out the clear water experiments, six different geometric combinations of the positioning of the inlet and outlet channels 
were defined, as presented by Fig. 3. The established settings for the experiments were CC, with upstream and 
downstream channels installed along the longitudinal axis of the basin (Fig. 3a); LC, with the upstream channel 
positioned to the left and the downstream channel located to the center (Fig. 3b); LL, with both channels installed to 
the left in relation to the flow (Fig. 3c); LR, with the upstream channel on the left and the downstream channel on the 
right (Fig. 3d); RC, with the upstream channel on the right side and the downstream channel on the center (Fig. 3e); 
and finally CR, based on the installation of the upstream channel along the longitudinal axis of the basin and the 
downstream channel on the right side (Fig. 3f). In total, 18 tests were carried out, 3 for each geometric configuration 
and each one for a given flow and its respective water surface level, as shown further in Table 1. 
 




It is important to highlight that those geometric configurations were chosen according to the different flow patterns 
expected to be obtained from all possible combinations between upstream and downstream channels positioning. 
Nevertheless, two of them were intentionally selected in a redundant way (LC- and RC-configurations) in order to 
verify if the flow pattern was indeed mirrored. 
One of the objectives of the tests carried out in this study consisted of evaluating which of the flow patterns mapped 
by Kantoush (2008), Dufresne et al. (2010a), and Camnasio et al. (2011) was/were reproduced in the experimental 
facility constructed in the UFMG laboratory. For this purpose, it was possible to compare the results of the literature, 
taking into account only the reference condition, related to the installation of the inlet and outlet channels in the 
centerline of the main basin (CC-configuration). The other configurations have not yet been classified in the literature. 
Each geometric configuration was tested with three different flow rates (0.50 l/s, 1.25 l/s, and 3.40 l/s) under steady 
flow and with clear water. In each test the water depth was measured downstream of the basin, on the initial cross 
section of the outlet channel, with the aid of a millimeter ruler. In order to control the water level within the rectangular 
reservoir, a sill with a thickness of 2 mm was installed at the end of the outlet channel and adjusted according to the 
required water depth. The inlet flow was calibrated during the experiments by means of volumetric measurements and 
by using a frequency inverter that allowed regulating the rotational speed of the motor-pump assembly. 
Table 1 presents the values corresponding to the flows and water depths tested for each geometric configuration. 











2 0.10 1.25 




5 0.10 1.25 




8 0.10 1.25 




11 0.10 1.25 




14 0.10 1.25 




17 0.10 1.25 
18 0.20 3.40 
 
All experiments were filmed (usually during 8 to 12 minutes) for subsequent capture and processing of photos for the 
determination of surface velocities based on the LSPIV (Large Scale Particle Image Velocimetry) technique. For this 
purpose, a Logitech webcam C920 model was coupled with a 4.0 m high metallic stand, positioned over the test basin 
to record high-resolution (HD) videos with up to 1080 pixels. The software FUDAA-LSPIV (Jodeau et al. 2013) has 
been employed to transform the images into surface velocity vectors. Plastic tracer particles were continuously and 




3. Results and Discussion 
3.1. Flow Patterns and Surface Velocities 
Table 2 synthesizes the results of all 18 experiments from the same number of figures representing the surface velocity 
vectors obtained through FUDAA-LSPIV.  
Table 2. Distribution of the mean velocity vectors for the 18 experiments performed. 
Geometric 
Config. 
Flow rate Q 
0.50 l/s 1.25 l/s 3.40 l/s 
CC 
   
LC 
   
LL 
   
LR 
   
RC 
   
CR 
   
 
It should be noted that it is only possible to analyze Table 2 in a qualitative way and complement its interpretation 
with the corresponding values of maximum surface velocities indicated further in Table 3. This table also includes the 
flow discharge, the upstream channel Froude and Reynolds numbers, the diversion of the main jet, and the direction 
of rotation of the largest vortex. 
With regard to the quality of the flow field results (Table 2), it should be emphasized that it could be significantly 
improved if a larger amount of plastic tracer particles were used. A uniform distribution of such tracers along the 
entire upstream wall would also be preferable rather than their insertion only within the upstream channel. This would 




The flow regime in the final portion of the upstream channel was subcritical in all experiments, with Froude number 
values between 0.09 and 0.12. In addition, the Reynolds number in the same channel was verified to range between 
2100 and 2500 for the flow rate of 0.50 l/s, between 3800 and 4100 for the flow rate of 1.25 l/s, and between 6300 
and 7000 for the flow rate of 3.40 l/s. Therefore, these values indicated turbulent flow in all cases. All the obtained 
values for Froude and Reynolds numbers can be found in Table 3. 






Diversion of the 
main jet 
Direction of rotation of 




0.50 0.10 2365 Nonexistent - 0.05 
1.25 0.09 4093 Right Counter-clockwise 0.10 
3.40 0.09 7026 Right Counter-clockwise 0.14 
LC 
0.50 0.11 2337 Left Clockwise 0.05 
1.25 0.10 4101 Left Clockwise 0.08 
3.40 0.10 6793 Left Clockwise 0.15 
LL 
0.50 0.12 2482 Left Clockwise 0.05 
1.25 0.10 4027 Left Clockwise 0.09 
3.40 0.10 6819 Left Clockwise 0.14 
LR 
0.50 0.10 2302 Left Clockwise 0.04 
1.25 0.10 3986 Left Clockwise 0.06 
3.40 0.09 6633 Left Clockwise 0.14 
RC 
0.50 0.09 2175 Right Counter-clockwise 0.03 
1.25 0.09 3796 Right Counter-clockwise 0.06 
3.40 0.09 6354 Right Counter-clockwise 0.13 
CR 
0.50 0.09 2219 Right Counter-clockwise 0.06 
1.25 0.09 3853 Right Counter-clockwise 0.06 
3.40 0.09 6309 Right Counter-clockwise 0.13 
*Upstream channel Froude number  
**Upstream channel Reynolds number 
In relation to the flow pattern characteristic of each experiment, according to Table 2, the flow symmetry condition 
was observed only for the flow rate of 0.50 l/s of the geometric configuration CC. Moreover, it was noticed that the 
main jet crossed the basin from upstream to downstream, developing a meander-like path. For the same configuration 
and discharges Q equal to 1.25 l/s and 3.40 l/s, the observed flow pattern was asymmetrical. Such hydrodynamic 
asymmetry was observed for all other tests performed, regardless of the flow rate and the positioning of upstream and 
downstream channels. 
It is also important to reiterate that all the experiments were stationary, meaning that the flow remained constant 
throughout each test. According to Jirka and Uijttewall (2004) and Kolyshkin and Nazarovs (2005), the instabilities 
identified during the experiments, corresponding to the formation of flow recirculation zones (vorticity), are 
characteristic of turbulent flows. Therefore, in this aspect, there is a great coherence between the bibliographical 
references and the hydrodynamic behavior observed in these experiments. 
Furthermore, in this study, the shape parameter (L/ΔB0.60b0.40), proposed by Dufresne et al. (2010a) as a combination 
of dimensionless length (L/ΔB) and lateral expansion ratio (ΔB/b), was 7.16. In this case, the length L of the reservoir 
was 3.0 m, its lateral expansion width ΔB was equal to 0.938 m, and the length b of the upstream channel was 0.125 
m. As pointed out in the studies by Dufresne et al. (2010a), the flow pattern is symmetric if the shape parameter is 
less than 6.2 and asymmetric if the shape parameter is greater than 6.8. Moreover, there is a transition zone between 
6.2 and 6.8 resulting in an unstable flow pattern. In all the tests of those authors, the Froude number was kept constant 
and equal to 0.20 and the flow was also classified as turbulent. Both parameters were also determined along the 
upstream channel. Confronting the experimental observations of the present research with the experience of the 
aforementioned study, there seems to be an incongruence with the results obtained for the flow of 0.50 l/s and a 
convergence of results for flows of 1.25 l/s and 3.40 l/s. Supposedly, the flow pattern would be asymmetrical for all 
flows. On the other hand, it should be considered that the established shape parameter was proposed based on high 
dimensionless flow depths and Froude number equal to 0.20, which is not the case of the study presented here. 




conditions. However, the validity limits of the sensitivity analysis of these two parameters are not applicable to the 
present study. 
Kantoush's (2008) experiments were consistent with what was observed in the scope of this study, with only the flow 
rate of 1.25 l/s being comparable, since the author did not evaluate flows equivalent to those of 0.50 l/s and 3.40 l/s. 
It is pertinent to mention that the experimental apparatus of the UFMG hydraulic laboratory corresponds, for reasons 
of convenience for comparison of results, to scale 1:2 of the Kantoush’s one. Therefore, the UFMG results, only those 
related to the CC-configuration, and Kantoush’s (2008) experiments have an identical L/ΔB ratio. The aforementioned 
author found that there is an asymmetrical flow along the basin characterized by the existence of a large vortex formed 
from the diversion of the main jet and small vortices in the opposite direction of the larger vortex on the upstream 
sides of the basin.  
When the 18 experiments are analyzed observing the main jet deflection, a direct relationship between this 
characteristic and the direction of rotation of the largest vortex is verified. The present finding is evident, since this 
recirculation zone is derived from the main jet deviation and therefore depends on the side at which the deflection of 
the flow occurs. As previously described by Shapira et al. (1990) and Dewals et al. (2008), the diversion of the main 
jet is a result of the increase in velocity on one side of this jet, the closest to a side wall, with consequent decrease in 
local pressure, amplification of flow deflection, and flow asymmetry. This behavior is known as the Coanda effect, 
which is the main reason for the predominantly observed hydrodynamic instability. 
Briefly, the experiments allowed to identify two characteristic behaviors for all hydrodynamically asymmetrical 
scenarios, as shown in Table 3: (1) when the upstream channel was positioned to the left of the longitudinal axis of 
the reservoir (L-position), the main jet deviation was always to the left and the larger vortex formed clockwise, 
regardless of the flow and the positioning of the downstream channel; (2) on the other hand, when the upstream 
channel was installed in the central position or to the right of the longitudinal axis of the basin (C- and R-positions), 
the main jet deviation occurred towards the right lateral wall. In addition, the main vortex followed counterclockwise 
trajectory, except for the 0.50 l/s discharge of the CC-configuration and, in general, regardless of the positioning of 
the downstream channel. 
It is relevant to highlight that, in some experiments, namely those in which the upstream channel was installed in the 
central position (CC- and CR-configurations), it was possible to identify the formation of a small vortex in the right 
side of the upstream portion of the reservoir (see Table 2). Its direction of rotation was clockwise, that is, opposite to 
the main vortex. The only exception was the flow rate of 0.50 l/s for the geometric configuration CC, whose flow 
pattern is symmetrical. 
Concerning the maximum surface velocities identified for each experiment (see Table 3), it does not appear to be a 
comparable variable among these scenarios, with a view to establishing some kind of influence, per se, on the flow 
patterns. Therefore, such information is merely illustrative. 
3.2. Threshold Between Symmetrical and Asymmetrical Patterns  
In order to investigate precisely from which flow rate the flow pattern referring to the geometric configuration CC 
changes from symmetrical to asymmetrical, three complementary experimental tests were carried out. In this sense, 
the flow rate was varied in a range between 0.80 l/s and 1.25 l/s, as shown in Table 4, without, however, changing the 
height of the sill installed in the final section of the downstream channel. That is, an attempt was made to evaluate the 
sensitivity only of the inflow rate on the flow pattern, despite the small variation of the depth in the reservoir naturally 
provoked by the variation of the flow discharge. 
Table 4. Additional tests referring to the geometric configuration CC for flow rates between 0.80 and 1.25 l/s. 
Q [l/s] d [m] Fru Flow type Reu Flow type 
0.80 0.059 0.14 Subcritical 3659 Turbulent 
1.00 0.063 0.16 Subcritical 4428 Turbulent 





According to the interpretation of Table 4, there was a gradual increase of the water depth with the increase of the 
flow rate from one experiment to another, with a difference of 0.7 cm between the flow rates of 0.80 l/s and 1.25 l/s. 
In all three complementary scenarios, the flow was subcritical (Froude numbers between 0.14 and 0.19) and turbulent 
(Reynolds numbers between 3659 and 5406). Table 5 summarizes these results. 
Furthermore, Table 5 elucidated that the flow pattern remained symmetrical for the flow rate Q = 0.80 l/s, as for the 
CC-configuration and for the flow rate of 0.50 l/s (Table 2). The only noticeable differences with respect to the flow 
pattern were a slight increase in the maximum surface velocity (0.05 to 0.06 m/s) with increasing discharge and a 
slight shortening of the two vortices near the upstream portion of the basin. Concerning the flow rate of 1.00 l/s, the 
flow pattern remained practically symmetrical even though the vortex to the right of the main jet has not been well 
represented by the software, probably due to the insufficient quantity of plastic tracer particles used in the experiment. 
Possibly, it is a transition flow between the two flow patterns, that is, from symmetrical to asymmetrical. 
It was also verified that the flow pattern became asymmetrical with increase of the flow rate to 1.25 l/s, with deviation 
of the main jet to the right side. In addition, the formation of a large vortex in a counterclockwise direction, similar to 
that observed in Table 2 (CC-configuration, flow rate of 1.25 l/s), but with smaller velocities, no higher than 0.08 m/s 
against 0.10 m/s of that scenario.  
Therefore, it was concluded that the change of the flow pattern from symmetrical to asymmetrical, specifically for 
CC-configuration, occurred for flow between 1.00 and 1.25 l/s, associated to the water depth of around 6 cm. 
Table 5. Distribution of the mean surface velocity vectors for the additional tests (CC-configuration). 











4. Conclusions and Perspectives 
Regarding the geometrically symmetrical configuration CC of the reservoir, the experimental tests indicated the 
existence of hydrodynamic symmetry, corresponding to the development of two vortices of similar proportions and in 
opposite directions of rotation, for flow rates up to about 1.00 l/s. It was also observed a change on flow pattern from 
symmetrical to asymmetrical for flow rate between 1.00 and 1.25 l/s. For the larger flows (1.25 l/s and 3.40 l/s), it was 
observed that the flow pattern was asymmetrical, with the formation of a large anti-clockwise vortex originated from 
the diversion of the main jet to the right side of the rectangular reservoir. 
For the other geometric configurations tested (LC, LL, LR, RC, and CR), it was concluded that the hydrodynamic 
behavior within the reservoir was also asymmetrical, independent of the flow rate and the positioning of upstream and 
downstream channels. 
In general, concerning the positioning of upstream and downstream channels, it has been noticed that the main jet is 
diverted to the left if the upstream channel is in the left position and to the right if it is positioned to the center or right 
positions. It consists of an important perspective to be investigated to physically understand the reason of the 
“preference” of the main jet to the right side of the basin when the upstream channel is positioned symmetrically with 
respect to the longitudinal axis of the reservoir. A hypothesis herein formulated may be related to the fact that it would 
be representative of the hydrodynamic configuration of maximum dissipation in the shear layer between the jet and 
the recirculation zones, as recently published in the literature by Westhoff et al. (2018). According to the authors, this 
condition could justify the change from the symmetrical to the asymmetrical flow pattern. However, it seems that their 
conclusions related to energy dissipation at the interface between the jet and the recirculation zone would not yet be 
valid for long reservoirs, as is the case of the present study. 
Another important aspect to be studied concerns the establishment of a complementary classification of flow patterns 
for asymmetrical geometries, since the literature has been restricted to symmetrical configurations until now. 
In regard to the expected hydrodynamic behavior for the geometric configurations LC and RC, it was verified that the 
flow pattern in these cases is effectively mirrored. In other words, while for the LC-configuration there is a deviation 
of the main jet towards the left lateral wall, resulting in the formation of a large vortex clockwise, for the RC-
configuration, the behavior is similar, however, with inverted senses. 
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Abstract: This study presents a comparison between physical modelling and computational fluid dynamics (CFD) for 
investigating ecological continuity of the Poutès dam modification project. Water depth and velocity measurements have been 
carried out in the whole physical model. A CFD model has been built based on the geometry of the physical model. Simulations 
were performed using the OpenFOAM software and the InterFoam solver. Water depths and velocities have been extracted from 
the numerical model and compared to measurements. . The agreement is very good for water depths and quite good for 
velocities. 
Keywords: Ecological continuity, computational fluid dynamics, physical modeling.  
1. Introduction 
When a new dam is built or an old one is modified, ecological continuity is generally based on the construction of 
fish bypasses such as fish-ways or fish elevators (upstream migration) and downstream migration systems. These 
systems must be passable (fishes that are at the downstream side of a fish-way must be able to access to the 
upstream side) but also attractive and accessible (fishes have to find the fish-way and enter the fish-way before using 
it). This means that attractive velocities and water levels must be encountered in the downstream environment of a 
fish-way. This is also needed upstream to ensure that fishes will find the downstream migration system. To check 
this, physical modeling and numerical modeling are two possible approaches. 
Physical modelling has been used since the beginning of the twentieth century to observe and measure the flow at 
small scale in order to investigate the behavior of a full-scale system before its building  (Langhaar 1951, Ettema 
2000). It is therefore a very useful tool to test and optimize a hydraulic structure. Nevertheless, investigations in a 
physical model take time, especially when a large number of configurations has to be tested in an optimization 
process. Moreover, there can be some difficulties associated with scaling effects: the choice of the Froude similarity 
leads to underestimate the turbulence influence in the physical model; surface tension effects can become significant 
for small-size models; results obtained for some specific phenomena such as air entrainment must be taken very 
carefully. 
Computational Fluid Dynamics (CFD) has been developed for more than half a century (see Versteeg and 
Malalasekera 2007); pioneering simulations involving CFD were probably performed in the T3 Group at Los 
Alamos National Laboratory at the end of the 50’s. Today, CFD is often used for hydraulic structures such as water 
intakes (Khan et al 2004), spillways (Chanel and Doering 2008), reservoirs (Rengers et al 2016)… A comparable 
study of the present work (but at a lower scale) has been carried out by Bayon et al. (2016). The main advantage of 
this tool is the rapidity for testing different configurations in an optimization process. Nevertheless, a number of 
physical phenomena such as sediment transport (bed-load transport, erosion, etc.) are not well known and still 
require a physical approach. 
This paper presents a comparison between physical modelling and CFD for the modification project of the Poutès 
Dam built across the Allier River, France. The objectives of the study are to validate CFD against experimental data 
collected in the physical model of the dam (water levels, velocity fields) and to highlight the complementarities 




Figure 1.  Views of the physical model 
2. Material and Methods 
2.1. Physical Model 
A physical model of the Poutès reservoir project has been built by EDF; the physical model has been designed based 
on a Froude similarity, as generally done for models involving free surface flows. It is illustrated in Figure 1. The 
physical model includes the upstream reservoir, the dam itself, the fish migrations systems and the downstream 
region of the dam (in order to investigate the attractiveness of the water stream). The scale of the physical model is 
1:13. It should be noticed that the geometry used for the physical model is different from the geometry finally 
chosen for the modification of the full-scale works (modification of the project in 2017). 
Two sets of experimental measurements have been carried out. Firstly, seventeen locations have been chosen to 
measure the water level in the physical model using ultrasonic sensors (see Figure 2 for the locations of the 
measurements). The uncertainty of these measurements is about 1 mm. Secondly, Large-Scale Particle Image 
Velocimetry (LSPIV) has been carried out in order to measure the surface velocity field upstream and downstream 
of the dam. These measurements have been carried out using the free software FUDAA-LSPIV (developed by EDF 
and IRSTEA). The uncertainty of these velocity measurements has been roughly evaluated to 10% (on the basis of 





Figure 2.  Locations of the water level measurements 
The hydraulic conditions of the test chosen for the comparison between physical model and CFD model are given in 
Table 1. This experimental test has been chosen because it involves complex hydraulic behaviors such as 
instabilities in the velocity field and stationary waves on the free surface (see below). This choice is motivated by 
the objective of validation of a CFD approach for modelling the flow upstream and downstream of a dam in 
complex conditions. 
The inlet discharge (116.5 l/s) and the discharge going to the water intakes (29.5 l/s) are boundary conditions 
whereas the other ones are results of the test. A weir regulates the water level downstream of the physical model in 
order to model the downstream influence of the river. 
Table 1. Hydraulic conditions 
 




Downstream migration system 11.5 7.0 
Left flap valve 32.8 20.0 
Right flap valve 24.6 15.0 
Upstream migration system (fish-way) 1.6 1.0 
Attractive discharge (flap valve) 16.4 10.0 
Water intakes 29.5 18.0 
TOTAL 116.5 71.0 
2.2. CFD Model 
A CFD model has been built based on the geometric measurement of the physical model (three-dimensional scan, 
see Figure 2). Figure 3 highlights some views of the mesh (in this figure, the mesh is only shown on the walls of the 
domain). The mesh of the CFD model is composed of 3,400,000 cells. A grid sensitivity analysis has been carried 
out in order to check that this mesh was sufficient; the Grid Convergence Index (GCI) of the water depths is about 
5% following the methodology of Roache (1994); the GCI corresponds to the numerical uncertainty for a 95% 
confidence interval (see Roache 1994). 
580
 
The software OpenFOAM and the solver InterFoam have been used for the simulation of the flow. InterFoam is a 
solver dedicated to turbulent flows of two immiscible phases (water and air) based on the Volume of Fluid approach. 
The influence of the turbulence on the flow field has been modelled by the k-omega SST turbulence model. Even if 
this model is a simple and standard turbulence model (compared to Reynolds Stress Models or Large Eddy 
Simulation for example), we believe that it is sufficient to simulate the velocity field for this project because the 
flow is mainly influenced by the geometry rather than by the turbulence itself (we are not looking for Prandtl 2nd 
type secondary currents). Standard wall functions have been used for the rigid boundaries of the model; the 
roughness has not been calibrated and has been set to zero, which corresponds to a smooth boundary condition. This 
choice is justified by the small contribution of friction losses (relatively small velocities and small distances) 
compared to local losses (due to the perturbation of the streamlines). This point is very important because the 
calibration of the roughness can be an important difficulty for numerical models involving long distances. 
 
Figure 3.  Views of the mesh used for the CFD model 
The boundary conditions are illustrated in Figure 4: the inlet is modelled as a discharge coming from the bottom (as 
it is in the physical model) and the outlet is defined as a water level in order to model the weir located downstream 
of the physical model. The top of the model is defined as an atmospheric pressure. 
 
Figure 4. View of the boundary conditions used for the CFD model 
Upstream boundary condition 
(discharge inlet) 
Downstream boundary 
condition (water level) 
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The grid separating the reservoir and the water intakes (in red in the left part of Figure 3) has been modelled by a 
porous medium in order to avoid an excessive number of cells in this zone that is not very important for the main 
flow; the porosity has been chosen based on the size of the grid and the local losses formula adapted to the geometry 
of the grid. 
Water depths and velocity fields have been extracted and compared to those measured in the physical model for the 
same hydraulic conditions (given in Table 1). 
3. Results 
3.1. Water Depths 
Figure 5 shows a view of the numerical free surface in the whole model. The value z = 0 corresponds to the 
downstream water level. This figure highlights the stationary waves (already discussed before) upstream of the dam. 
This was one of the reasons why this test was chosen for the comparison between experimental and numerical 
results. Indeed, this kind of behavior is a challenge for the CFD model. 
 
Figure 5. View of the free surface in the whole model. 
As observed and measured in the physical model, the numerical results highlight important fluctuations of the water 
level. Figure 6 illustrates the relative fluctuations of the water depth Δh/h at each measurement point (where Δh is 
equal to half the difference between the maximum water depth and the minimum water depth). The mean fluctuation 
is equal to +/- 10 mm (4%). Measurement point n°4 highlights a very large fluctuation of +/- 29 mm (21%), which 
can be explained by the position of this measurement point in the center of the zone highlighted in red in Figure 5. 
Figure 7 shows the comparison between the measured and the simulated water depths; this figure shows that the 
agreement is very good. The mean discrepancy is 2% with a maximum up to 38% for measurement point n°4 (see 





Figure 6.  Relative fluctuations of the water depths in the CFD model 
 
Figure 7.  Comparison between measured and simulated water depths 
As a conclusion, it can be said that the free surface is well reproduced by the CFD model with an accuracy of about 
5% (with the exception of points located in the zone perturbed by stationary waves). 
3.2. Velocities 
As for the water levels, the CFD model highlights some instability in the flow field. Indeed, the streams are not 
completely stationary but oscillate with time. 
Figure 8 and Figure 9 illustrates the comparison between the surface velocity field measured by LSPIV and the 
surface velocity field calculated with the CFD model. The flow field is well described by the numerical model (same 
behavior, same recirculation zones, etc.) but the difference between numerical simulations and measurements is a 
little bit more important than for the water depths (approximately 20% to 30%). For example, the mean surface 
velocity of the upstream main jet is about 0.50 m/s in the physical model (0.68 m/s for the maximum velocity) 
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whereas it is about 0.60 m/s in the numerical model (0.90 m/s for the maximum velocity). In the downstream region 
of the dam, the mean velocity of the main jet is about 0.40 m/s for both physical and numerical models; the 
maximum velocity is about 0.52 m/s in the physical model whereas it is up to 0.70 m/s in the numerical model. 
This higher discrepancy of the surface velocities compared to the water depths can be partly explained by the 
instabilities of the flow (oscillations of the streams). Nevertheless, we believe that the difference is not so important 
compared to the uncertainty of the velocity measurements (roughly evaluated to 10%). 
 
Figure 8.  Comparison between measured and simulated velocities (upstream) 
 
Figure 9.  Comparison between measured and simulated velocities (downstream) 
4. Conclusions 
The following conclusions can be drawn at the end of this study: 
• The CFD model (without any calibration) shows very good agreement with the experiments for the water 
depths (about 5%) and relatively good agreement for the velocities (up to 20% to 30%). 
• This kind of CFD models can be used to easily and rapidly test a number of configurations before testing 
the best one in the physical model; there is, therefore, a good complementarity between the physical 
modeling and the numerical modeling. It should be emphasized that the CFD model does not require any 
calibration. 
• This kind of CFD models can be used to collect information in zones where measurements are difficult. 
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• Finally, this kind of CFD models can be used at scale 1 (without any scale effects). 
• A coupled approach between physical and CFD models can therefore be used for the upcoming projects to 
ensure ecological continuity. 
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Abstract: A positive surge or bore is an unsteady rapidly-varied open channel flow characterised by a rise in water surface 
elevation. After formation, the bore is traditionally analysed as a hydraulic jump in translation and its leading edge is 
characterised by a breaking roller for Fr1 > 1.3–1.5. The roller is a key flow feature characterised by intense turbulence and 
air bubble entrainment. Herein detailed air-water flow measurements were conducted in breaking bores propagating in a 
large-size channel. The data showed a relatively steep roller, with a short and dynamic bubbly flow region. The results were 
used to validate a Computational Fluid Dynamics (CFD) model of breaking bores. The instantaneous void fraction and 
bubble distribution data showed systematically a lesser aeration region in the physical model, compared to the numerical 
data. The differences may be linked to some limitation of the CFD modelling. 
Keywords: Breaking bores, air bubble entrainment, computational fluid dynamics, CFD modelling, physical modelling, two-
phase flow, unsteady flow motion. 
1. Introduction 
In an estuary, a tidal bore is a hydraulic jump in translation generated at the leading edge of the tide during the 
early flood tide under spring macro-tidal conditions in a narrow funnelled channel (Chanson 2011a). A related 
physical process is the positive surge in an open channel (Tricker 1965). Hydraulic engineering applications 
encompass positive surges in open channels, also called compression wave or hydraulic jump in translation. 
Examples include rejection surges and load acceptance surges in hydropower canals, and positive surges in water 
supply channels following gate operation (Henderson 1966, Montes 1998). After formation, the bore may be 
analysed as a hydraulic jump in translation, in the system of reference in translation with the surge. Its leading 
edge is characterised by a breaking roller for Fr1 > 1.3–1.5, where Fr1 is the surge Froude number (Favre 1935, 
Leng and Chanson 2017). 
A key feature of breaking bores is the roller, a highly turbulent region characterised by large-scale vortices, and 
air bubbles and air packets entrapped at the impingement of the inflow into the roller (Fig. 1). Figure 1 (Left) 
presents the roller of the Qiantang River bore: on the photograph, the roller was almost 4.5-5 m high, near 2.8 
km wide and the surge Froude number was about 2. When air bubble entrainment occurs at breaking wave 
impact, the entrapped air can be compressed and result in massive pressure shock wave (Peregrine 2003, 
Bredmose et al. 2009). While the impact of breaking surge on hydraulic structures was documented (Lu et al. 
2009), the effect of aeration cannot be modelled in absence of relevant detailed validation data sets. The studies 
of air entrainment in breaking bores remain restricted to the preliminary work of Leng and Chanson (2015) and a 
few limited analogies to stationary hydraulic jumps (Wang et al. 2017). 
In this study, both physical and Computational Fluid Dynamics (CFD) investigations were conducted with a 
focus on the air-water flow properties in a breaking bore roller. Detailed laboratory experiments were conducted 
in a large size facility, with a combination of ultra-high-speed video observation as well as unsteady phase-
detection measurements in the bore roller. CFD numerical modelling was based upon the incompressible Navier-
Stokes equations in its two-phase flow forms using Large Eddy Simulation (LES). It is the aim of this 
contribution to develop the first detailed investigation of air-water flow characteristics of breaking bores and 
surges. 
2. Breaking Bore Modelling 
2.1. Physical Model 
The experimental facility was a large rectangular channel, with a 19 m long and 0.7 m wide test section set with 
a channel slope So = 0.0075. The test section was made of glass side walls and smooth PVC bed. The breaking 
bore was generated by the fast closure of a Tainter gate located next to the downstream end of the channel at x = 




    
Figure 1.  Breaking tidal bores - Left: Breaking bore of the Qiantang River, near Yanguan (China) on 11 October 2014, with 
bore propagation from left to right; Right: Breaking bore of the Sélune River at Pointe du Grouin du Sud (France) on 24 
September 2010, with bore propagation from right to left 
The discharge was measured by a magneto flow meter. In steady flows, the water depths were measured using 
pointer gauges. The unsteady water depths were recorded with acoustic displacement meters (ADMs), spaced 
along  and above the channel between x = 18.17 m, 17.41 m, 9.96 m, 8.50 m, 6.96 m. All acoustic displacement 
meters (ADMs) were calibrated against point gauge measurements in steady flows and sampled at 200 Hz. 
The air-water flow properties were recorded using an array of three dual-tip phase-detection probes located at x 
= 8.50 m (Fig. 2). One probe located about the channel centreline was used as a reference, following Chanson 
(2004). Its position (z = 0.105 m) remained unchanged for the entire duration of the experiments. The time origin 
(t = 0) was selected when the leading sensor of the reference phase-detection probe first detected an air-to-water 
interface, for all experimental runs. The other two probes were placed at a same vertical elevation, different from 
the reference probe, and their leading sensor was at the same longitudinal position as the leading sensor of the 
reference probe. Each dual-tip probe was equipped with two needle sensors developed at the University of 
Queensland. Each needle sensor consisted of a silver wire (Ø = 0.25 mm) insulated from the outer needle. All 
sensors were aligned with the longitudinal direction, facing downstream and designed to pierce the bubble 
interfaces in the bore roller. The probe sensors were excited simultaneously by an electronic system (Ref. 
UQ82.518) designed with a response time less than 10 μs. The sampling rate was 100 kHz per sensor for all 
probes. 
The experiments were performed with a breaking bore (Fr1 = 2.2). Two series of experiments were conducted. 
During each series, the reference probe was always set at the same longitudinal, transverse and vertical location 
(x = 8.50 m, y = 0.324 m. z = 0.105 m) and it was used as time reference. In experiment series 1 and 2, the other 
two dual-tip phase detection probes were positioned close to the channel centreline. In series 1, the experiments 
were repeated for different probe tip elevations: at each elevation z, one run was performed. During experiment 
series 2, the measurements were repeated 5 times at several vertical elevations: 0.105 m < z < 0.205 m. 
The voltage outputs of the phase-detection conductivity probes were processed using a single threshold 
technique to convert the instantaneous voltage signals into instantaneous void fraction and to calculate bubble 
interfacial times. The single threshold technique is a very robust method in free-surface flows, and the threshold 
was herein set at 50% of the air-water voltage range to cover the wide range of void fractions in the whole air–




probe signal output is the instantaneous void fraction c, with c = 1 in air and c = 0 in water. Further details on the 
signal processing are discussed in Leng and Chanson (2018). 
 
Figure 2.  High-speed photograph (shutter speed: 1/2,000 s) of probe array immediately before roller impact, with bore 
direction from top right to bottom left, during the physical experiments—The reference probe is on the far left 
 
Figure 3.  Definition sketch of the numerical domain and physical domain; X is the distance from the left boundary (i.e. 
gate); x is the distance from the upstream end of the physical channel. 
2.2. Numerical Model 
The numerical model was the Computational Fluid Dynamics (CFD) code Thétis developed by I2M laboratory 
of the University of Bordeaux (France). The model solved the Navier-Stokes equations in its incompressible 
two-phase flow form between non-miscible fluids. The two fluids were air and water. A phase function  ( = 1-
c), called the color function or liquid fraction, is used to locate the different fluids with  = 0 in air and  = 1 in 
water. The governing equations are basically the Large Eddy Simulation (LES) of an incompressible fluid flow 
classically derived by applying a convolution filter to the unsteady Navier-Stokes equations (Lubin et al. 2010, 
Leng et al. 2017). 
The space derivatives of the inertial term are discretised by a hybrid upwind-centered scheme and the viscous 
terms is approximated by a second-order centered scheme (Lubin et al. 2006). The interface tracking is done 
using a Volume of Fluid (VOF) method with a Piecewise Linear Interface Calculation (PLIC). This method has 
the advantage of building a sharp interface between air and water. The time discretization is implicit and the 
equations are discretised on a staggered grid thanks to a finite volume method. The MPI library HYPRE is used 
to solve the linear system of the prediction and correction steps (Falgout et al. 2006). The time steps are 
dynamically calculated to insure a CFL condition inferior to 0.2. The numerical model has been proved accurate 
through a variety of coastal applications and numerous test cases (Lubin 2004; Lubin et al. 2006). Earlier CFD 
studies of tidal bores by Simon et al. (2011) and Khezri (2014) were also based upon this model. 
Breaking bores with Froude numbers Fr1 = 2.1 were simulated using a two-dimensional (2D) model. The 
numerical domain was 12 m in the longitudinal (stream wise) direction and 1 m in the vertical direction (Fig. 3). 
A no-slip condition was imposed at the lower boundary (z = 0 m) and a Neumann condition was used at the 
upper boundary (z = 1 m). At the end of the domain (x = 12 m), a wall boundary was imposed to act like a closed 




channel. To generate a breaking bore of Fr1 = 2.1, the numerical gate was fully closed with no gap underneath 
i.e. hout = 0. The initial conditions of the 2D models consisted of a water trapezoid, with higher depth at the inlet 
(din) and lower depth at the outlet (dout) to approximate the gradually-varied flow in the physical channel. All 
initial and boundary parameters were preset using experimental results of the same flow condition. The 2D 
numerical models were started at the gate closure, i.e. initial condition t = 0 at gate closure with the immediate 
generation of a bore. The simulation was stopped after the bore reached the inlet of the numerical domain, which 
was considered one single run. Due to limitation in computational time and capacity, each flow condition was 
only simulated for one run by the numerical CFD model. For the same initial conditions as the physical 
experiment and for the same boundary conditions, the numerical model yielded a breaking bore, with the 
following characteristics at x = 8.5 m (X = 9.6 m): Fr1 = 2.07, U = 0.84 m/s. 
The grid size of the 2D model was 1 cm squares uniform mesh, based upon initial tests. Preliminary tests were 
conducted with three mesh grid densities for the above flow conditions, the smallest mesh being 0.5 cm squares. 
No convergence was observed when the mesh grid was refined for this flow condition. Rather, the numerical 
model became more unstable as the grid became finer. Despite being the coarsest one, the selected mesh grid 
density, i.e. 1 cm square uniform, gave the best comparison to physical results. 
3. Breaking Bore Roller Characteristics 
3.1. Presentation 
The breaking bore was characterised by its marked roller, with spray and splashing ahead and above the roller, 
air bubble entrainment at the roller toe and through the roller's upper free-surface, and rapid fluctuations in space 
and time of the roller shape. Figure 4 shows typical instantaneous views of the bore roller and air-water 
structures. In front of the roller, the free-surface was flat. No upward free-surface curvature was recorded ahead 
of the roller, as previously reported for Fr1 > 2 (Leng and Chanson 2015). With the arrival of the roller toe, the 
flow became strongly turbulent with large vertical fluctuations and a two-phase bubbly structure. High amplitude 
motions and strong fluctuations in time and space were evidenced by high-shutter speed photography, high-
speed movies and acoustic displacement meter data in the roller region. 
Observations showed the presence of water filaments and droplets ejected in front of the roller. Similar 
observations of droplet ejections were seen in the breaking bore of the Qiantang River (China) by the authors on 
23 September 2016 in Yanguan. In the Qiantang River bore, droplets could be ejected up to 1 m to 1.5 m ahead 
of the roller toe. 
The roller front consisted of foamy mixtures and complicated air-water flow structures. Air-water flow structures 
constantly evolved in shape and size, in response to the turbulent fluctuations and interactions with the roller and 
free-surface. Detailed photographs showed large air-water structures, ejected upwards in all directions (upstream, 
downstream, upwards, sideway), and re-attaching the roller, either by gravity, re-attachment to another structure 
or by being caught up by some overturning motion (Fig. 4). The air-water flow structures tended to be similar to 
gas-liquid structures observed in breaking hydraulic jumps (Chanson 2011b, Chachereau and Chanson 2011) and 
in the upper region of high-speed self-aerated flows (Cain and Wood 1981, Chanson 1997a). 
Below the free-surface, a large number of bubbles were entrained within the roller. Both individual bubbles and 
bubble groups were observed. Visual observations showed rapidly evolving bubble shapes and numbers in 
response to turbulent shear, bubble-bubble interactions and bubble-free-surface interactions (Fig. 4). At the rear 
of the roller, large aerated vortex filaments, and bathtub-like or tornado-like vortices were seen underwater. 
These filaments were similar to those occurring under plunging breaking waves (Lubin and Glockner 2015) and 
in turbulent shear flows (Hunt et al. 1988). For completeness, long aerated vortex filaments were also observed 
during the rapid gate closure herein. The gate closure induced some water pile-up against the gate and 
overturning, in a manner similar to a plunging breaking waves, before the bore roller detached from the gate and 
propagated upstream as detailed by Sun et al. (2016). Herein the filament lengths ranged typically from about 10 
mm to over 50 mm, with millimetric bubbles between 1 mm and 5 mm sizes. While the underwater filament 
were observed at the rear of the roller, where the void fraction was very low, their extremities were often not 
distinguishable because of the chaotic motion of the highly aerated flow, and could be obscured by bubble 
clouds and air-water structures. In the present study, however, it was not clear what the mechanisms responsible 
for the filament generation and evolution were. 
3.2. Liquid Fraction Distributions 
During experiments series 1 and for each run, the reference probe was set at the same longitudinal, transverse 




experiments were repeated at 33 different elevations: that is, one run was performed at each elevation z. Typical 
instantaneous liquid fraction (1-c) data in the bore roller are shown Figure 5a. Figure 5 presents two-dimensional 
distributions of liquid fraction. Figure 5a shows instantaneous physical data, while numerical data are presented 
in Figure 5b. Note the different scales between Figures 5a and 5b. The physical data indicated a shorter and 
thinner air-water flow region than the numerical prediction. This might be linked to the mesh grid size and 
density of the model. In practice, to simulate a small inclusion (bubble or droplet), five to ten mesh grid points 
per diameter are required (e.g. Li et al. 2010, Wang et al. 2016). With the present mesh grid size (10 mm squares 
in each direction), the smallest physically-meaningful bubble would have a 50 mm dimension. Further, the 
transverse dimension was not included in a 2D model, resulting in the momentum transport in that direction 
being completely ignored. The energy dissipation due to the turbulent breaking roller was not accounted for in 
the 2D model, which could also lead to an over-energetic and overly long air-bubbly region. 
(a)  
(b)  (c) 
Figure 4.  High-speed photographs of breaking bore roller (Fr1 = 2.18, d1 = 0.097 m, U = 0.64 m/s) - (a) Roller toe leading 
edge, propagating from left to right (shutter speed 2,000 s); (b) Overturning at the toller leading edge (shutter speed 1/2,000 
s); (c) air-water bubbly structure in front of phase-detection probe array (shutter speed 1/8,000 s) 
Overall the data showed that the air-water flow region of the roller was relatively small (Fig. 5). The finding was 
consistent with air-water flow measurements in stationary hydraulic jumps at low Froude numbers (Chachereau 
and Chanson 2011). A characteristic feature of breaking bore roller was the large amount of spray and droplets 
above and in front of the roller. The spray region interacted with the atmosphere and induced some short-lived 
air flux above the water surface. A related effect of air bubble entrainment was the relatively loud noises 
generated by the bore roller. The sound of the breaking bore was relatively low-pitch and had a characteristic 





4. Roller Longitudinal Profile 
The instantaneous vertical distributions of liquid fraction (1-c) were analysed in terms of the instantaneous clear-
water depth d defined as: 
z 0
d (1 c(z, t)) dz
+
=
= −    (1) 
where z is the vertical elevation and t is the time, with t = 0 corresponding to the detection of the first air-to-
water interface by the leading sensor of the reference probe. The instantaneous clear-water depth d is comparable 
to the equivalent clear-water depth commonly used in high-velocity free-surface steady flows (Wood 1984,1985, 
Chanson 1997b), albeit the latter is calculated in terms of a time-averaged void fraction C. In Figure 5a, the 
experimental results are compared with the acoustic displacement meter (ADM) data, namely the 25%, 50% and 
75% percentiles of the ensemble, denoted d25, d50, and d75 respectively. A detailed comparison between the 
characteristic depth data derived from air-water flow measurements and the acoustic displacement meter (ADM) 
data indicated that the instantaneous clear-water depth d was about the median ADM depth data (Fig. 6a). 
Although the results were obtained in a rapidly-varied unsteady flow, the finding was close to observations in 
stationary hydraulic jumps (Chachereau and Chanson 2011, Wang et al. 2015) and in skimming flows on stepped 
spillway (Felder and Chanson 2014). 
(a)  
(b)  
Figure 5.  Contour plot of liquid fraction in a breaking bore and comparison with characteristic depth data - (a) Physical data: 
instantaneous liquid fraction, Probe 2, right sensor: x = 8.50 m, y = 0.231 m, Flow conditions: Fr1 = 2.18, d1 = 0.097 m, U = 
0.64 m/s; comparison with clear-water depth (Eq. (1)) and acoustic displacement meter data (25%, 50%, 75% percentiles, 
coloured lines) (b) 2D CFD data: ensemble-averaged over 10 time steps; x ~ 8.5 m, Flow conditions: Fr1 = 2.07, d1 = 0.110 





(a) Characteristic depth: clear-water depth d, median acoustic displacement meter data, 50% colour function depth – 
Comparison with Equation (2) (Chanson and Toi 2015) 
 
(b) Liquid fraction in the breaking bore roller - Both contour plots have same axis range, with laboratory data in foreground 
and CFD numerical data in background – Bore propagation from right to left 
Figure 6.  Breaking bore profile: comparison between physical laboratory data and CFD numerical data – Tidal bore flow 
conditions: Fr1 = 2.18, d1 = 0.097 m, U = 0.64 m/s (Physical model); Fr1 = 2.07, d1 = 0.110 m, U = 0.84 m/s (Numerical CFD 
model) 
The physical data showed some longitudinal profile of the bore roller that was very close to past tidal bore 
observations (Chanson and Toi 2015), classical results in hydraulic jumps (Chanson 2011b, Wang 2014) and 
theoretical considerations (Valiani 1997). That is, the free-surface profile presented the same self-similar profile 
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where d2 is the conjugate depth, x1 is the roller toe co-ordinate and Lr is the roller length. Present physical data 
matched very closely Equation (2), as seen Figure 6a. In Figure 6a, the 50% colour function location is also 
shown for completeness. 
In comparing the physical and numerical air-water flow data (Fig. 5 and 6b), the 2D CFD simulation results 
agreed well with the experimental data qualitatively. But the numerical model was unable to reproduce the bore 
roller front with the same steepness as observed in the experimental model. In Figure 6b, the physical and 
numerical data are presented with the same horizontal and vertical axis scales to emphasise the quantitative 
comparison. The steepness of the bore front in the numerical simulation was much flatter as illustrated in Figure 
6. The numerical data showed further a greater aeration of the roller, as well as a lesser de-aeration in the wake 
of the bore front compared to the physical observations (Fig. 6b). In Figure 6b, the flow aeration behind the 
roller was negligible in laboratory and no void fraction data was reported in the physical model (Fig. 6b, 
foreground results). 
5. Conclusion and Recommendations 
Positive surges are highly-unsteady extremely-turbulent open channel flows. Applications range from tidal bores 
in estuaries to load acceptance surges in tailwater canals, rejection surges in hydropower canals, and positive 
surges in irrigation canals following rapid control gate operation. Herein detailed unsteady air-water flow 
measurements were conducted in breaking bores propagating in a large-size channel. The physical results were 
used to validate a Computational Fluid Dynamics (CFD) model of breaking bores. The numerical modelling was 
based upon the solution of the incompressible two-dimensional (2D) Navier-Stokes equations in its two-phase 
flow forms using Large Eddy Simulation (LES). The physical experiments were performed in a 19 m long 0.7 m 
wide prismatic rectangular channel. The two phase flow measurements were conducted using an array of three 
dual-tip phase detection probes and experiments were repeated to perform ensemble-averaging. The physical 
data showed a relatively steep roller front, with a short and dynamic air-water bubbly flow region. 
Systematic comparisons between numerically simulated free-surface evolution and experimental observations 
were conducted. Overall, the free-surface variations simulated by the CFD model agreed qualitatively with the 
experimental data. The two-phase flow properties indicated marked quantitative differences between the CFD 
results and the physical results. The instantaneous void fraction and bubble population physical data showed 
systematically a lesser aeration region, compared to the numerical data. The differences may be linked to some 
limitation of the CFD modelling. 
This study showed further why a detailed validation process is crucial, involving a sound physical knowledge of 
the flow. A comparison of numerical model results and experimental data is mandatory, over broad ranges of 
flow properties. In the case of breaking bores, a complete characterisation of the air-water flow processes 
necessitates to repeat the physical experiments and to perform ensemble-averaging. Great care is absolutely 
necessary to ensure the repeatability of the experiments and the synchronisation between repeated experiments, 
as first shown in tidal bore flows by Chanson and Docherty (2012) and Leng and Chanson (2016). Without such 
high-quality physical data, any CFD validation would be meaningless and lack credibility. Simply "no [high-
quality] experimental data means no validation" (Roache 2009). 
6. Acknowledgements 
The authors acknowledge the helpful assistance of Dr Hang Wang (The University of Queensland, Australia) 
and Dr. Stéphane Glockner (Université de Bordeaux, I2M, Laboratoire TREFLE, Pessac, France). They 
acknowledge the technical assistance of Jason Van Der Gevel and Stewart Matthews (The University of 
Queensland). The authors also wish to thank the Aquitaine Regional Council for financial support towards a 432-
processor cluster investment, located in the I2M laboratory. This work was granted access to the HPC resources 
of CINES, under allocation 2016-x2012026104 made by GENCI (Grand Equipement National de Calcul 
Intensif). Computer time for this study was also provided by the computing facilities at MCIA (Mésocentre de 





Bredmose, H., Peregrine, D.H., and Bullock, G.N. (2009). "Violent breaking wave impacts. Part 2: modelling the 
effect of air." Journal of Fluid Mechanics, Vol. 641, pp. 389-430 (DOI: 10.1017/S0022112009991571). 
Cain, P., and Wood, I.R. (1981). "Measurements of Self-aerated Flow on a Spillway." Journal of Hydraulic 
Division, ASCE, 107, HY11, pp. 1425-1444. 
Chachereau, Y., and Chanson, H. (2011). "Bubbly Flow Measurements in Hydraulic Jumps with Small Inflow 
Froude Numbers." International Journal of Multiphase Flow, Vol. 37, No. 6, pp. 555-564 (DOI: 
10.1016/j.ijmultiphaseflow.2011.03.012). 
Chanson, H. (1997a). "Air Bubble Entrainment in Open Channels. Flow Structure and Bubble Size 
Distributions." International Journal of Multiphase Flow, Vol. 23, No. 1, pp. 193-203 (DOI: 10.1016/S0301-
9322(96)00063-8). 
Chanson, H. (1997b). "Air Bubble Entrainment in Free-Surface Turbulent Shear Flows." Academic Press, 
London, UK, 401 pages (ISBN 0-12-168110-6). 
Chanson, H. (2002). "Air-Water Flow Measurements with Intrusive Phase-Detection Probes. Can we Improve 
their Interpretation?" Journal of Hydraulic Engineering, ASCE, Vol. 128, No. 3, pp. 252-255 (DOI: 
10.1061/(ASCE)0733-9429(2002)128:3(252)). 
Chanson, H. (2004). "Unsteady Air-Water Flow Measurements in Sudden Open Channel Flows." Experiments in 
Fluids, Vol. 37, No. 6, pp. 899-909 (DOI: 10.1007/s00348-004-0882-3). 
Chanson, H. (2011a). "Tidal Bores, Aegir, Eagre, Mascaret, Pororoca: Theory and Observations." World 
Scientific, Singapore, 220 pages (ISBN 9789814335416). 
Chanson, H. (2011b). "Hydraulic Jumps: Turbulence and Air Bubble Entrainment." Journal La Houille Blanche, 
No. 1, pp. 5-16 & Front cover (DOI: 10.1051/lhb/2011026). 
Chanson, H. (2016a). "Phase-Detection Measurements in Free-Surface Turbulent Shear Flows." Journal of 
Geophysics and Engineering, Vol. 13, No. 2, pp. S74-S87 (DOI: 10.1088/1742-2132/13/2/S74). 
Chanson, H. (2016b). "Atmospheric Noise of a Breaking Tidal Bore." Journal of the Acoustical Society of 
America, Vol. 139, No. 1, pp. 12-20 (DOI: 10.1121/1.4939113). 
Chanson, H., and Docherty, N.J. (2012). "Turbulent Velocity Measurements in Open Channel Bores." European 
Journal of Mechanics B/Fluids, Vol. 32, pp. 52-58 (DOI 10.1016/j.euromechflu.2011.10.001) (ISSN 0997-
7546). 
Chanson, H., and Toi, Y.H. (2015). "Physical Modelling of Breaking Tidal Bores: Comparison with Prototype 
Data." Journal of Hydraulic Research, IAHR, Vol. 53, No. 2, pp. 264-273 (DOI: 
10.1080/00221686.2014.989458). 
Falgout, R., Jones, J. and Yang, U. (2006). "The design and implementation of hypre, a library of parallel high 
performance preconditioners." in "Numerical solution of partial differential equations on parallel computers, 
Lecture notes in computational science and engineering", Springer, Heidelberg, Germany, Editors: A.M. 
Bruaset,  and A. Tveito, Aslak, Chapter 8, pp. 267-294. 
Favre, H. (1935). "Etude Théorique et Expérimentale des Ondes de Translation dans les Canaux Découverts." 
('Theoretical and Experimental Study of Travelling Surges in Open Channels.') Dunod, Paris, France (in French). 
Felder, S., and Chanson, H. (2014). "Air–water Flows and Free-surface Profiles on a Non-uniform Stepped 
Chute." Journal of Hydraulic Research, IAHR, Vol. 52, No. 2, pp. 253-263 (DOI: 
10.1080/00221686.2013.841780). 
Felder, S., and Chanson, H. (2015). "Phase-Detection Probe Measurements in High-Velocity Free-Surface Flows 
including a Discussion of Key Sampling Parameters." Experimental Thermal and Fluid Science, Vol. 61, pp. 66-
78 (DOI: 10.1016/j.expthermflusci.2014.10.009). 
Henderson, F.M. (1966). "Open Channel Flow." MacMillan Company, New York, USA. 
Hunt, J.C.R., Wray, A.A., and Moin, P. (1988). "Eddies, streams, and convergence zones in turbulent flows." 
Proceedings of the Summer Program, Center for Turbulence Research, Editors P. MOIN, W.C. REYNOLDS 
and J. KIM, pp. 193-208. 
Khezri, N. (2014). "Modelling Turbulent Mixing and Sediment Process Beneath Tidal Bores: Physical and 
Numerical Investigations." Ph.D. thesis, The University of Queensland, School of Civil Engineering, Brisbane, 
Australia, 267 pages. 
Leng, X., and Chanson, H. (2015). "Turbulent Advances of a Breaking Bore: Preliminary Physical 





Leng, X., and Chanson, H. (2016). "Coupling between Free-surface Fluctuations, Velocity Fluctuations and 
Turbulent Reynolds Stresses during the Upstream Propagation of Positive Surges, Bores and Compression 
Waves." Environmental Fluid Mechanics, Vol. 16, No. 4, pp. 695-719 & digital appendix (DOI: 
10.1007/s10652-015-9438-8). 
Leng, X., and Chanson, H. (2017). "Upstream Propagation of Surges and Bores: Free-Surface Observations." 
Coastal Engineering Journal, Vol. 59, No. 1, paper 1750003, 32 pages & 4 videos (DOI: 
10.1142/S0578563417500036). 
Leng, X., Lubin, P., and Chanson, H. (2017). "CFD Modelling of Breaking and Undular Tidal Bores with 
Physical Validation." Proceedings of 37th IAHR World Congress, IAHR & USAINS Holding Sdn. Bhd. Publ., 
Editors Aminuddin Ab. Ghani, Ngai Weng Chan, Junaidah Ariffin, Ahmad Khairi Abd Wahab, Sobri Harun, 
Amir Hashim Mohamad Kassim and Othman Karim, Kuala Lumpur, Malaysia, 13-18 August, Vol. 7, Theme 
7.1, pp. 5072-5081 (ISSN 2521-7127 (USB); ISSN 2521-716X (Online)). 
Leng, X., and Chanson, H. (2018). "Two-phase Flow Characteristics of a Breaking Tidal Bore Roller: 
Microscopic Properties." Hydraulic Model Report No. CH109/18, School of Civil Engineering, The University 
of Queensland, Brisbane, Australia. 
Li, X., Arienti, M., Soteriou, M.C., and Sussman, M.M. (2010). "Towards an Efficient, High-Fidelity 
Methodology for Liquid Jet Atomization Computations." Proceedings 48th AIAA Aerospace Sciences Meeting 
Including the New Horizons Forum and Aerospace Exposition, 4-7 January, Orlando FL USA, Paper AIAA 
2010-210, 16 pages. 
Lu, H.Y., Pan, C.H., and Zeng, J. (2009). "Numerical simulation and analysis for combinational effects of two 
bridges on the tidal bore in the Qiantang River." Proceedings of 5th International Conference on Asian and 
Pacific Coasts, Singapore, Vol. 3, pp. 325-333. 
Lubin. P., (2004). "Large Eddy Simulation of Plunging Breaking Waves." Ph.D. Thesis, Université Bordeaux I, 
France (in English). 
Lubin, P., and Glockner, S. (2015). "Numerical simulations of three-dimensional plunging breaking waves: 
generation and evolution of aerated vortex filaments." Journal of Fluid Mechanics, Vol. 767, pp. 364-393 (DOI: 
10.1017/jfm.2015.62). 
Lubin, P., S. Vincent, S. Abadie, and J.-P. Caltagirone (2006). "Three-dimensional large eddy simulation of air 
entrainment under plunging breaking waves." Coastal Engineering, Vol. 53, No. 8, pp. 631-655. 
Lubin, P., Glockner, S., and Chanson, H. (2010). "Numerical Simulation of a Weak Breaking Tidal Bore." 
Mechanics Research Communications, Vol. 37, No. 1, pp. 119-121 (DOI: 10.1016/j.mechrescom.2009.09.008). 
Montes, J.S. (1998). "Hydraulics of Open Channel Flow." ASCE Press, New-York, USA, 697 pages. 
Peregrine, D.H. (2003). "Water wave impact on walls." Annual Review of Fluid Mechanics, Vol. 35, pp. 23-43. 
Simon, B., P. Lubin, S. Glockner, and H. Chanson (2011). "Three-dimensional numerical simulation of the 
hydrodynamics generated by a weak breaking tidal bore." Proc. 34th IAHR World Congress, 33rd Hydrology 
and Water Resources Symposium and 10th Conference on Hydraulics in Water Engineering. Brisbane, Australia: 
Eric Valentine, Colin Apelt, James Ball, Hubert Chanson, Ron Cox, Robert Ettema, George Kuczera, Martin 
Lambert, Bruce Melville and Jane Sargison, pp. 133-1140. 
Roache, P.J. (2009). "Perspective: Validation - What does it mean?" Journal of Fluids Engineering, ASME, Vol. 
131, March, Paper 034503, 4 pages. 
Sun, S., Leng, X., and Chanson, H. (2016). "Rapid Operation of a Tainter Gate: Generation Process and Initial 
Upstream Surge Motion." Environmental Fluid Mechanics, Vol. 16, No. 1, pp. 87-100 (DOI: 10.1007/s10652-
015-9414-3). 
Toombes, L. (2002). "Experimental Study of Air-Water Flow Properties on Low-Gradient Stepped Cascades." 
Ph.D. thesis, Dept. of Civil Engineering, The University of Queensland, Brisbane, Australia. 
Tricker, R.A.R. (1965). "Bores, Breakers, Waves and Wakes." American Elsevier Publ. Co., New York, USA. 
Valiani, A. (1997). "Linear and Angular Momentum Conservation in Hydraulic Jump." Journal of Hydraulic 
Research, IAHR, Vol. 35, No. 3, pp. 323-354. 
Wang, H. (2014). "Turbulence and Air Entrainment in Hydraulic Jumps." Ph.D. thesis, School of Civil 
Engineering, The University of Queensland, Brisbane, Australia, 341 pages & Digital appendices (DOI: 
10.14264/uql.2014.542). 
Wang, H., Murzyn., and Chanson, H. (2015). "Interaction between Free-Surface, Two-Phase Flow and Total 





Wang, H., Leng, X., and Chanson, H. (2017). "Bores and Hydraulic Jumps. Environmental and Geophysical 
Applications." Engineering and Computational Mechanics, Proceedings of the Institution of Civil Engineers, 
UK, Vol. 170, No. EM1, pp. 25-42 (DOI: 10.1680/jencm.16.00025). 
Wang, Z., Yang, J., and Stern, F. (2016). "High-Fidelity Simulations of Bubble, Droplet and Spray Formation in 
Breaking Waves." Journal of Fluid Mechanics, Vol. 792, pp. 307-327 (DOI: 10.1017/jfm.2016.87). 
Wood, I.R. (1984). "Air Entrainment in High Speed Flows." Proc. Intl. Symp. on Scale Effects in Modelling 
Hydraulic Structures, IAHR, Esslingen, Germany, H. KOBUS editor, paper 4.1, 7 pages. 
Wood, I.R. (1985). "Air Water Flows." Proc. 21st IAHR Biennial Congress, Melbourne, Australia, Keynote 
address, pp. 18-29. 
 
596
7th International Symposium on Hydraulic Structures Aachen, Germany, 15-18 May 2018 
ISBN 978-0-692-13277-7                DOI: 10.15142/T3GM0W 
 
Using Poisson Distribution to Compare CFD and Physical Modelling of Water Surface 
Levels for a High Speed Aerated Spillway 
F. Jacobsen1, T. Schumacher2, F.J. Campos3 & M. Amghar4 
1ENGYS, Brisbane, Australia  
2ENGYS, Rostock, Germany 
3ENGYS, London, England 
4AECOM, Brisbane, Australia  
E-mail: f.jacobsen@engys.com 
 
Abstract: The volume-of-fluid (VOF) technique was employed to develop a Computational Fluid Dynamics (CFD) model for 
comparison to physical measurements available from the Eildon Dam model in Australia for validations purposes. The water 
surface in the downstream chute of the spillway was observed to be mostly comprised of fully developed aerated flow. The free 
surface is physically measured as located between the mixing and upper zones, thus investigator judgement is critical to achieve 
reliable measurements. The mixing zone is also characterised by surface waves to complicate matters even further. A challenge 
arose to develop a post processing methodology that replicates as closely as possible the measuring technique used by the physical 
modeller for direct comparison of results, using a novel method which utilises Poisson probability of exceedance applied to the 
free surface. 
Keywords: Spillways, aerated flow, CFD, LES, physical modelling, Poisson 
1. Introduction 
The Eildon Dam is located on the Goulburn River, approximately 140 km north east of Melbourne, Australia. A dam 
was constructed at the site between 1915 and 1929 that was known as the Sugarloaf Dam and this was modified in 
1935 to increase its capacity. A physical hydraulic model study was carried out in 2003 to investigate the effect of 
passing larger flows than originally intended. The existing design of the spillway was developed with the aid of a 
physical hydraulic model study. Data obtained from physical model testing performed at the Eildon Dam has been 
used to validate a CFD model 
The downstream spillway chute flow in the physical model was observed as partially aerated flow downstream of the 
crest and fully aerated in the downstream reach of the spillway chute at flow rates greater than 5000m3/s. (pers.comm). 
The total depth of rapid of a fully aerated spillway flow is made up of four complex zones, namely: air-free zone, 
undelaying zone, mixing zone and upper zone Falvey (1980). A challenge arose to come up with a post processing 
methodology that replicates the measuring technique used by the physical modeler for direct comparison of results.  
The process of self-aeration in open channel flow occurs when atmospheric air is drawn into and mixed with the water, 
creating a characteristic white appearance. This occurs when the boundary layer grows as it progresses downstream 
to the point where it intersects the free surface Falvey (1980). This condition is possible only in high velocity flows 
and can frequently be observed on spillways. 
In this study, a novel CFD post processing methodology using Poisson distribution statistical function was used to 
measure the free surface of the high velocity flow in the downstream chute of the dam spillway. The Poisson 
distribution method was used in this case due to waves and large splashing present in the chute and in an attempt to 
match the physical testing surface water elevation measurement method. This was carried out by collating the instances 
that incremental surface water level was exceeded and using the Poisson probability of exceedance to represent the 
results. The current CFD model has been developed as a validation exercise. Ideally, CFD modelling can be used to 




2. Eildon Dam Physical Model 
A physical hydraulic model study was carried out in 2003 and 2004 in the SunWater hydraulic laboratory in Brisbane 
Australia (Hampton et al 2004), at a scale of 1:70, to establish the viability of safely passing larger flows through the 
spillway than originally intended, to comply with contemporary maximum design flood requirements. 
A number of features of the existing spillway are indicated by the oblique angle photograph (Fig. 1) taken during a 
period of low water in July 2003, showing the main dam embankment, the excavated spillway approach channel, the 
concrete gravity gated spillway crest and overflow structure, the low gradient spillway chute that is 435 m long, and 
the hydraulic jump stilling basin that is submerged. 
 
Figure 1. Main Dam and spillway viewed from downstream, July 2003. 
The spillway overflow section is approximately 33 m high with a downstream slope of 0.75 horizontal to 1 vertical. 
Other features of the design include: an ogee crest, abutment and gate piers with a width of 2.82 m with semi-circular 
upstream ends, three vertical lift hydraulic gates approximately 20 m wide with a full gate opening of 9.3 m, and gate 
slots that are 2 m long by 0.9 m deep. The total width of the spillway is 59.9m. 
Personal communication with the physical modeler revealed that the method of surface water measurement was by 
visually detecting the upper zone and measuring the free surface level with a ruler gauge operated through a rack and 
pinion apparatus. 
3. Computational Fluid Dynamics (CFD) Methodology 
The numerical software used to undertake the CFD work performed in this study is called HELYX, developed by 
ENGYS. The software includes open-source utilities and flow solvers that can simulate complex fluid flows involving 
multiple phases, turbulence, heat transfer, etc.  
3.1 Model Extent and Structure Details 
The extent of the computational domain is shown in Fig. 2 to Fig. 4. The model domain of the Eildon Dam extends 
50m upstream from the spillway crest to represent the reservoir, and approximately 300m downstream along the 
spillway chute (at the prototype scale). The scale of the CFD matched the physical model. A longitudinal section of 










Figure 3. Eildon Dam spillway crest and chute model plan. 
 
 




3.2 CFD Mesh of the domain 
The computational mesh consists of an unstructured grid of 2,650,000 elements, which is dynamically refined by the 
CFD solver every 20 time steps at the interphase region between the air and water phase. The local mesh refinements 
are controlled using a pre-determined criterion based on a minimum value of air-water volume fraction. With this 
approach, the model is automatically refined in the areas of interest and the concentration of grid points is reduced in 
areas of less interest, such as above the water surface level, as shown in Fig. 5. The grid refinement in the flow domain 
is 2.1mm. Grid sensitivity assessment was carried out by matching flow characteristics such as wave patterns observed 
in the physical model. The 2.1mm grid resolution of the CFD model is likely not fine enough to accurately capture 
droplets, however, the aim of the physical and CFD models was to capture the free surface level. 
 
Figure 5. CFD mesh with automatic local refinements. 
The dimensionless value of y+ calculated using the expression below was employed to determine the required 
resolution of the grid spacing in the viscous portion of the boundary layer: 
y+ =  * u * y /  (1) 
where  = density, u = friction velocity, y = distance from wall, and  = dynamic viscosity. 
The first grid point was located at approximately y+ of 20 to 80 along the walls, which is sufficient to approximate 
the flow characteristics near the wall using a standard turbulent wall function. The mesh resolution elsewhere was 
determined by grid size sensitivity analysis. The time step is controlled as a function of the dimensionless Courant 
number value adopted (0.5). The Courant number is defined as; 
C=ut/x (2) 
where u =magnitude of velocity of the flow, t = solution time step, and x= grid size interval. 
3.3 Case Setup 
The details and assumptions of the final CFD model set up include but not limited to: 
• Transient flow, approximated by solving the flow equations in time with the time step t defined in Eq. (2). 
• Two-phase flow, approximated using the VOF method to model the volume fraction of water-air on each 
computational cell. 
• Incompressible flow, assuming constant density flow in both the air and water phases.  
• Turbulence flow, approximated using the Large Eddy Simulation (LES) approach with the standard 
Smagorinsky sub-grid scale model (Smagorinsky 1963). 
The boundaries consisted of a fixed discharge at the inlet with the phase fraction of 1 while a fixed pressure condition 
was adopted at the spillway chute outlet. During each simulation, the model was considered fully initialized when the 
outlet discharge matched the inlet flow which was confirmed by a plot of the outlet discharge with time. The side 




3.4 Flow Solver 
The two-phase CFD solver employed in this study relies on the VOF method to solve the advection of the phase 
fraction  using Eq. (3). The value of the phase fraction can vary on each cell between 0 and 1, with 0 representing a 
cell filled with air and 1 representing a cell filled with water in this case. The free-surface between water and air can 
be located where the phase fraction is near 0.5. 
𝜕𝑡𝛼 + 𝛻 ∙ (𝛼𝑢) = 0 (3) 
The solver relies on a flux-corrected transport (FCT) method called MULES (multidimensional universal limiter with 
explicit solution), which was originally derived by H. Weller, Rusche (2002) following the FCT algorithm of Zalesak 
(1979). Details about the MULES method derivation and implementation are available in Deising (2015). 
To accurately transport the phase fraction, any suitable method must fulfil three essential criteria: a time-accurate 
discretization, minimization of numerical diffusion and boundedness-preserving. The latter is of major importance in 
multiphase flow simulations, because in the presence of commonly large density ratios between two fluids (e.g. water 
and air), small boundedness errors in the phase fractions (i.e. phase fraction below zero or above one) can lead to large 
errors in the linear momentum. 
By splitting the advection flux into an upwind contribution and a higher order correction, the FCT algorithm is 
employed to limit the higher order contribution such that the transported quantity remains bounded. 
In order to maintain a sharp interface representation, an interface compression term is also introduced, whose 
contribution is added to the higher order flux. 
To ensure a time-accurate transport, the Crank-Nicolson scheme is utilized. The full description of the governing 
equations and theoretical model used by the numerical solver is described by Rusche (2002). 
4. Surface Water Measurements 
The flow downstream of the Eildon Dam spillway is observed as rapid with partially aerated flow, in the upstream 
reach of the chute near the spillway crest and fully aerated in the downstream portion where the upper regions is akin 
to spray.  
The physical model measurements were undertaken by visually detecting the upper-bound of the aeration with a ruler 
gauge and reporting the surface water level as the non-aerated i.e. not the splash/droplet zone. It is likely that these 
measurements took place approximately near the Y90 depth, which is the depth where the local air concentration is 
0.9. With aerated flow, the depth of the free surface water level is arbitrary considered to relate to a void fraction of 
0.95 to 0.99 Lorenz (1958) and as 0.9 by Cain (1978) and Chanson (1994). Another reference depth was suggested by 
Falvey (1980) which is the depth which is exceeded by 1 percent of the waves. The Poisson distribution method was 
employed to develop the wave criteria idea. This process can be simulated with a CFD model by relying on a 
combination of the flow depth exceedance probability with a specified probability criterion. 
4.1 Poisson Distribution 
The Poisson distribution p, as described in Eq. 4, is used to express the probability of events occurring per unit time 
Feller (1968). It is valid for independent events occurring at a constant rate per unit time or space. On these basis, it 
can be employed to determine the probability that an equivalent water elevation increment is exceeded n times per 
second by water.  
p(x>n) = 1−{P(xn-1 : λ) . . .+P(x0 : λ)} (4) 
 P(x : λ) = 𝜆
𝑥!
𝑒−𝜆   
where p(x>n) = Poisson, λ = number of occurrences in a given time interval, and x = number of occurrences. 
The maximum height of water at specific monitoring locations corresponding to the physical model, including 
splashes, was observed and recorded in the CFD model of the Eildon Dam as an occurrence within a series of elevation 
increments. The adopted time increment was 0.01 seconds, while the elevation increment was set at 1m. It was found 
from experience that a 0.01 seconds increment was short enough to capture the incidence of splashes without 




The water elevation obtained from the CFD can be interpreted as the number of incidences experienced by the physical 
modeler per second. With the CFD data recorded in this way, and using the Poisson distribution, the probability of the 
occurrence of water exceeding a particular elevation per second can be easily calculated. 
In order to determine whether the Poisson distribution is applicable in this context, the Poisson distribution was 
calculated using Eq. (4) and compared to the water elevation recorded in the CFD model. Fig. 7 shows the exceedance 
plot for an incremental elevation of 262m at the measurement cross-section 46m downstream from the crest. The 
figure confirms that the observed incremental water depth exceedance conforms well with the statistical Poisson 
distribution. 
 
Figure 6. Mean Frequency of observations: Poisson Distribution and CFD data. 
The variance s can also be calculated to measure how far the water elevation results from the CFD are spread out with 
respect to the averaged elevation. 




where s2 = variance, f = frequency, x = total occurrences, n=number of incidence per increment. Using Eq. (5) with 
the CFD data available for a water elevation of 262m, the ratio of variance to the mean was determined to be 0.92. 
Eq. (4) was used (again), this time to determine the probability of exceedance that waves or major splashes would 
exceed an incremental surface elevation at least once per second. For example, from Fig. 8 there is a less than 1% of 
surface water elevation exceeding 266.6m (AHD) at a particular centerline at section 460m. 
 








































5. Modelling Results 
The CFD modelling results are presented below with comparison to physical model data. The CFD results are reported 
using Poisson distribution statistics in order to match the surface water level recording technique used by the physical 
modeler. The recommendations of the modeler through personal communication was adopted as a significant guide 
for post-processing CFD results. 
The surface water level along the centerline of the spillway chute is shown in Fig. 8 for a discharge of 8000m3/s. The 
closest CFD/Physical results were obtained with the probability of water level exceedance of at least once per second. 
In relation to what the modeler may have experienced, as a fairly continuous water surface, as the ruler would have 
been perceived as skipping against the relatively dense rapidly flow phase. 
 
Figure 9. Surface water elevation exceeded at least 1 instances per second Q=8000m3/s.*Australian Height Datum 
The upstream surface water levels also correlate well for a surface water exceeded at least 1 or less instances per 
second, as seen in Fig. 9 to Fig. 11.  
 






















































































Figure 11. Surface water elevation exceeded at least 1 instances per second. Q=3400m3/s 
 
 
Figure 12. Typical CFD Cross section on the Spillway chute at distance 500m. 
Typical CFD Cross section on the Spillway chute at distance 500m is shown in Fig. 12 which also shows the grid 
refinement.  
The tabulated results for other flow scenarios are displayed in Table 1, confirming also a good correlation between 































































460 266.86 266.6 -0.26 264.48 264.1 -0.38 254.3 254.4 0.1 
500 263.64 261.5 -2.14 261.33 259.9 -1.43 251.24 251.3 0.06 
580 256.29 257.2 0.91 256.36 255.3 -1.06 246.2 245.9 -0.3 
660 242.72 243.2 0.48 241.46 241.9 0.44 239.32 240 0.68 
740 233.89 234.95 1.06 232.53 234.1 1.57 231.41 231.9 0.49 
Finally, the CFD can also be employed to extract specific flow parameters for visualization purposes. Some of the 
main flow characteristics of the spillway observed in the experiments are qualitatively compared to the CFD model in 
Fig. 13 and Fig. 14, exhibiting very similar behaviors at the free-surface.  
Figure 13. Downstream toe of overflow section at 7 000 m3/s 
The CFD model exhibits the formation of high waves at the spillway chute sidewalls and waves downstream of central 
gate piers as shown on as well Fig. 13. 
The extent of flow separation at the abutment piers was reproduced by the CFD mode1 as seen in Fig. 14. The CFD 
representations of the free-surface between water and air, which are shown in the figures, were produced by plotting 
a contour with a value 0.5 for the phase-fraction  . 







The surface water measurements of a physical model have been compared with a CFD model of a dam spillway. The 
flow downstream from the spillway is characterized by complex high velocity aerated flow. A novel post-processing 
technique using Poisson distribution was applied to the CFD results with the intent of matching the physical model 
surface water measurement technique as closely as possible for direct comparison where the physical model free 
surface is measured with ruler gauge apparatus. 
Good approximation between CFD and physical model results was obtained with the Poisson exceedance probability 
method. However more simulations and tests would be required to gain confidence in the method. 
It is considered that the use of a multiphase instrumentation for the recording of phase fraction against depth would 
also allow direct comparison between CFD post-processing method and physical model measurements for this type 
of rapid flow.  
Ideally, CFD modelling can be used to evaluated existing or proposed hydraulic structures, in conjunction with a 
physical model for optimum project outcomes. In cases where the free water surface is measured with a ruler gauge, 
as is still the case in many commercial hydraulic laboratories, the described the Poisson exceedance probability method 
could be useful for particular high velocity flows. There is a potential for cost savings in the laboratory by using CFD 
models with physical models due to time and labor reduction as well as flexibility of optimizing general design features 
through many more iterations, such as spillway wall heights.  
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Abstract: In the present study the three dimensional (3D) Computational Fluid Dynamics (CFD) Volume of Fluid (VOF) is 
employed to reproduce the complex hydraulic flows over a labyrinth weir and a spillway for two flow rates, 40 m3/s and the 
Probable Maximum Flood (PMF) event of the scheme, 159.5 m3/s. The VOF method is implemented in two solvers: the open source 
platform OpenFOAM and the commercial CFD package ANSYS Fluent. Validation is undertaken by modelling the scaled physical 
model of the scheme. Prototype scale simulations of the two flow rates are conducted, and comparisons between predictions at the 
two scales are made. Overall the two solvers predict the prototype flows to be shallower and with higher velocities than those at 
model scale, but with these scale effects becoming less prominent for increasing flow rates. In the 40 m3/s case the wave structures 
in the prototype present elongation compared to those at model scale. In the PMF case, the elongation also causes the wave 
structures to change in position further downstream of the channel. Work is currently underway with the modelling of further flow 
rates in order to investigate the discrepancies between scale and prototype simulations with increased detail and determine limits 
to minimise impact of scaling. 
Keywords: CFD VOF, free surface flows, labyrinth weir, scale effects, scaled physical model.  
1. Introduction  
Changes in climate and associated extreme weather episodes are resulting in flood events occurring with higher 
frequency and severity (Bruwier et al. 2015; Fowler and Kilsby 2003; Kvočka et al. 2016). With predictions of 
increasing occurrences in the near future, the design and upgrade of existing hydraulic infrastructure such as weirs 
and spillways is of utmost importance. This type of hydraulic structure plays an essential role in ensuring security of 
human life as well as safety for developed areas and the natural environment. In particular, labyrinth weirs have been 
increasingly proposed in recent years, especially in reservoir rehabilitation schemes, given their high efficiency 
(Paxson and Savage 2006; Tullis et al. 1995). These weirs enable increased storage and discharge without 
compromising the stability of the dam and hence present resourceful solutions where refurbishment operations are 
needed due to increased discharge (Lopes et al. 2006; Savage et al. 2004). The typical hydraulic modelling approach 
for the design of such infrastructure consists of the construction of a scaled physical hydraulic model. These models 
are scaled representations of a real flow situation (Chanson 2004a). In recent years, instrumentation has developed 
and hydraulic models allow the simulation of complex phenomena and scenarios with full control of the required 
modelling conditions (Frostick et al. 2011). For the design of a physical hydraulic model, there is the need to establish 
similarity between the model and the prototype. A physical model would be identical to the prototype if there is 
geometrical, kinematic, and dynamic similarity between prototype and model (Chanson 2004b), which is referred to 
as mechanical similarity (Heller 2011; Novak et al. 2010). It is not possible to achieve mechanical similarity with a 
scaled physical hydraulic model (and same working fluid), and hence the most relevant force ratio is selected and 
matched in the prototype and model. In hydraulic free surface flows, gravity effects are highly relevant and hence the 
Froude number similarity is typically chosen. This can lead to the appearance of scale effects due to other force ratios 
having discrepancies between model and prototype (Chanson 2008). The consequence is that the turbulence levels in 
the physical model can be significantly lower than in the prototype, and the viscosity and surface tension forces are 
overestimated, which can have a significant impact on phenomena such as air entrainment (Chanson 2009a). Scale 
effects due to Froude number similarity have been investigated in several cases in the literature and limits on Reynolds 
number, Weber number, or water head over weir crest have been established to model several phenomena so that the 
impact of these effects are minimised. Many examples may be found in Heller et al. (2007), Pfister and Chanson 
(2012), Pfister et al. (2013), Erpicum et al. (2013), and Erpicum et al. (2016). 
The availability of higher computational processing power in the recent decades has enabled the development of 
several Computational Fluid Dynamics (CFD) approaches to model complex free surface flows. Results from 
numerical models are able to provide the mapping of the field quantities across the entire modelling domain. One of 
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the most well-known CFD approaches to simulate free surface hydraulic flows is the Volume of Fluid (VOF) by Hirt 
and Nichols (1981). The VOF uses a volume fraction function and solves its transport equation in order to locate the 
interface within a cell. The VOF has been validated to reproduce experimental and real free surface flows in various 
occasions; some examples can be found in Oertel and Bung (2012), Borman et al. (2014), or Bayon et al. (2016). 
Labyrinth weirs have been simulated numerically with the VOF method in a number of studies; these include for 
example, Savage et al. (2004), Paxson and Savage (2006), Crookston et al. (2012), or Savage et al. (2016). CFD 
models are capable of simulating the flow situation at prototype scale, which is not possible with physical models. 
Therefore, there is the possibility to quantify scale effects of a scaled physical model once the numerical models are 
validated by simulating the prototype scale. 
The objective of this study is to first simulate a physical scale model of a labyrinth weir and spillway to validate two 
CFD solvers and then simulate the prototype scale to determine the scale effects of the physical model. The sensitivity 
of the scale effects to the flow rate is investigated by simulating two flow rates. 
2. Description of the Case of Study  
The hydraulic structure on which this study focuses consists of a flood storage reservoir, which was built as part of a 
flood alleviation scheme, comprising an embankment dam, a labyrinth weir and a spillway. The scheme is designed 
to provide protection for a 1 in 100-year flooding event. The layout of the scheme and a photograph of the physical 
model are shown in Figure 1. The spillway channel has a length of approximately 150 m from the labyrinth weir to 
the stilling basin. At the top of the spillway, the labyrinth weir stretches across the full 32 m width of the channel, 
which is the widest part of the spillway. The labyrinth has a depth of 5.1 m with 4 cycles. 75 m downstream of the 
weir, the spillway channel narrows to 20 m wide and increases in gradient. 9 m further downstream there is a second 
change in gradient as the spillway channel becomes gentler and constant until it merges with the stilling basin, which 
has a horizontal bed. Therefore, the spillway has four different gradients along the channel. 
 
Figure 1. Layout of the hydraulic structures including the embankment dam, the labyrinth weir, and the spillway from Brinded 
(2014) and physical model. 
3. Scaled Physical Hydraulic Model 
In order to confirm that the hydraulic structures meet design criteria and to allow inspection of the hydraulic 
characteristics of the flow, hydraulic modelling was undertaken. A 1:25 scale physical model was commissioned as 
described in Brinded (2014) with Froude number similarity, where the flow boundary conditions in the model are 
accordingly scaled to match the Froude number in the prototype and in the physical model. The Froude number is the 
ratio of inertial force to gravity force, and its expression is outlined in Eq. (1), where 𝑣 is the velocity, 𝑔 is the 
acceleration of gravity, and ℎ is the water depth. 
𝐹𝑟 =  
𝑣
(𝑔ℎ)1/2
     (1) 
The scale factor of the model is therefore 25 and by geometric similitude, the length ratio is equal to the model 
geometric scale factor 𝜆, as indicated in Eq. (2) where 𝐿𝑚 is the characteristic length in the model and 𝐿𝑝 is that in the 
prototype. Eq. (3) presents the velocity equivalence, where 𝑣𝑚  is the water velocity in the model and 𝑣𝑝 is the 
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equivalent in the prototype. The correlation of the flow rate in the model 𝑄𝑚 and in the prototype 𝑄𝑝 is defined in Eq. 




      (2) 
𝑣𝑝 = 𝑣𝑚√𝜆     (3) 
𝑄𝑝 = 𝑄𝑚𝜆
5/2     (4) 
𝑇𝑝 = 𝑇𝑚√𝜆     (5) 
4. Numerical Model 
4.1. Modelling Domain and Mesh  
The three-dimensional layout of the structures with their surroundings was available in CAD drawings. A 3D geometry 
element comprising the labyrinth weir and the spillway was extracted and the modelling domain was constructed and 
meshed appropriately. Figure 2(a) presents the outline of the modelling domain for this study, which consists of the 
approach channel, the labyrinth weir, and the spillway channel. This geometry enables the execution of model 
validation with physical model measurements of water depth and velocity as well as with observations of the wave 
structures at a reduced computational cost. The inlet was located at the right side of the spillway upstream the labyrinth 
weir, as applied in the laboratory, and the inflow boundary condition with constant velocity was invoked. No-slip 
boundary conditions were applied on the walls and the base of the spillway channel, which included the weir structure. 
The upper boundary of the computational domain, which in the physical domain is the open air, was defined as 
atmospheric pressure. For the stilling area a box was designed to simulate flow with the model outlet placed in the left 
wall of the box with pressure outlet boundary conditions. Simulations were initiated with a constant flow rate at the 
inlet (equivalent to 40 m3/s or 159.5 m3/s). On the scaled simulations the flow rate was scaled according to Eq. (3) in 
each case. No additional wall roughness was included in the model as the wall characteristics of both scale and 
prototype (smooth plastic and concrete, respectively) do not indicate this would be necessary. Once validation was 
complete the prototype structure was modelled using the real size and flow rates.  
                
         
Figure 2.  (a): Modelling domain with boundary conditions; (b) Mesh configuration at the labyrinth weir, (c) Longitudinal mesh 
section at the spillway channel parallel to flow direction; (d) Mesh cross-section of spillway channel in the direction normal to 
the flow. 
In addition to a comprehensive mesh and time-step independence study previously conducted on a simplified geometry 
detailed in Torres et al. (2017), a mesh convergence study was performed using 3 structured hexahedral meshes with 








area where the free surface is located of 0.5 m, 0.2 m and 0.1 m respectively at the prototype scale. The base cell sizes 
in the water depth direction were approximately halved at the bed of the spillway where there is an inflation layer. 
The cell sizes are larger at the atmosphere to optimise the computational effort. The meshes were sized appropriately 
to represent the scaled physical model, becoming of base cell size 0.02 m, 0.008 m and 0.004 m. Figure 2 (b), (c), and 
(d) show the configuration of the mesh with highest resolution at the labyrinth weir, at the spillway channel in the 
direction parallel to the flow, and normal to the flow, respectively. The mesh accuracy was assessed by implementing 
the Grid Convergence Index (GCI) method specified by the ASME in Celik et al. (2008) at both scales with the two 
solvers. The variables utilised for the study are velocities and depths at sections A, B, C, D and E as indicated in the 
diagram of Fig. 5 (c). The mesh refinement ratios r12 and r23 are 2 and 2.5, both above the recommended minimum of 
1.3 by Celik et al. (2008). The mesh independence study revealed that the OpenFOAM simulations were more 
sensitive to changes of mesh size than those of Fluent. The Fluent simulations presented negligible changes between 
the predictions of the finest and intermediate meshes and hence the latter was chosen for the Fluent simulations. The 
GCI values of velocities and depths of the mesh of intermediate resolution were satisfactorily low in Fluent, ranging 
between 0.1 and 7.6 %. The OpenFOAM GCI values for the intermediate mesh were slightly higher, and the finest 
mesh was the chosen for the simulations of this solver, with GCI values for depths and velocities between 0.1 and 
7 %. CGI values obtained for both solvers at the prototype scale were between 1 and 11 % for the mesh of intermediate 
resolution, indicating OpenFOAM exhibits lower mesh dependency at the prototype scale. The meshes of intermediate 
resolution were chosen for the prototype scale simulations in both solvers. 
4.2. Numerical Implementations 
Scaled and prototype simulations were conducted using a collocated Finite Volume Model (FVM) discretisation on 
hexahedral cells and the VOF approach for multiphase modelling. Two well-known solvers were utilised to perform 
the numerical simulations to allow for performance comparison. These are the open source platform OpenFOAM 
3.0.1 (Greenshields 2017) and the commercial CFD solver ANSYS Fluent 14.5. (ANSYS 2017). The three-
dimensional turbulent nature of the flow in this case required solving the three-dimensional Reynolds Averaged 
Navier-Stokes (RANS) equations, comprising conservation of mass for an incompressible flow. The standard k-ɛ 
model was implemented for closure of the RANS equations, which requires moderate computational resources and 
presents an appropriate compromise between numerical effort and computational accuracy. This model was chosen 
after a sensitivity analysis was conducted in respect to the turbulence model, which included the RANS k-ɛ RNG and 
the k-ω SST models. The near-wall flow region was modelled with standard wall functions. The free surface was 
resolved with the VOF method. The VOF solves only one set of equations within the domain and the values of density 
and dynamic viscosity at the interface are computed by using the values of 𝛼 at the interface. The interface capturing 
scheme employed in Fluent is a geometrical reconstruction approach based on the Piecewise Linear Interface 
Calculation (PLIC), originally proposed by Youngs (1982). In OpenFOAM the corresponding algorithm utilised is an 
algebraic reconstruction scheme MULES (Multidimensional Universal Limiter for Explicit Solution) (Greenshields 
2017), which ensures boundedness and consistency. The VOF method is able to provide a sharp interface between 
water and air where the volume fraction function value is equal to 0.5, and both phases are allowed to coexist and mix 
within the same cell. No additional equations are implemented to model the aeration phenomena smaller than the mesh 
cell size. 
5. Validation 
Two scaled flow rates were simulated: 40 m3/s and the PMF of the site which is 159.5 m3/s. Photographs of the 
physical model free surface and detailed representations of flow features were available in addition to several 
measurements of flow depth and velocity at different locations within the spillway channel. These are indicated in the 
physical model diagrams on Figure 3 (f) and Figure 4 (f). The reported values were the maximum recorded unless the 
experimental depths fluctuated. Fluctuation depths occur for the PMF case and are indicated on the physical model 
diagram. The measurement accuracy of depths and velocities of the physical model at the prototype scale is not higher 
than 25 mm and 0.05 m/s respectively. By extracting time series point data from the numerical simulation, it was 
observed that steady state occurred after approximately 90 s of simulated real flow time. Results presented here are 
all time-averaged predictions extracted from the simulation at times between 100 and 130 s, when the monitored 
predictions had remained stable for a minimum of 10 s and generally within a time window of 30 s. Within such time 
window the variation in the results was minimal with a standard deviation of typically around 0.001. 
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Figure 3 (a) shows the complex configuration of cross-waves generated by the labyrinth weir in the physical model 
and predicted with the two solvers for 40 m3/s. All of the cross-waves observed in the physical model photographs 
and indicated in the model diagram are well predicted by the two numerical codes. The numerical predictions were 
extracted at locations in the vicinity of the measurement locations informed by their position in the physical model 
diagram. It is estimated that the maximum difference in x and y between the location of the measurement point and 
the location where numerical data is extracted is approximately 0.01 m in the physical model, which is equivalent to 
0.25 m in the prototype. Figure 3 (b) shows the water free surface coloured by velocity magnitude with the location 
where the data for measurement point A was extracted. The contours of the water volume fraction on a plane through 
location A are shown with a line indicating the location of the point. A graph of the free surface depths and features 
at this plane is presented on Figure 3 (c). The free surface features are very accurately represented along the section 
and the depth predictions show good agreement with the experimental measurement at this location. Figure 3 (d) 
shows the velocity cross-sectional profiles at sections B, C, D, and E of the spillway channel. The results from both 
solvers are very comparable across all sections of the spillway channel, with velocity values being only slightly higher 
in the Fluent predictions across-section C. Figure 3 (e) shows the single point predictions extracted at the several 
experimental locations. Such predictions show good agreement with the experimental measurements and consistency 
between the two solvers. Figure 3 (f) shows the physical model diagram with the location of all measurement points 
and the configuration of the cross-waves’ crests. 
40 m3/s 
                                
 
                                                  
    
Figure 3.  (a) Free surface cross waves downstream of the labyrinth weir in the physical model, predicted by Fluent and 
OpenFOAM; (b) Velocity-coloured free surface with a water volume fraction contours plane through point A; (c) Free surface 
profile at a section across point A; (d) Free surface velocity profiles at sections through points B, C, D, and E; (e) Velocity values 
at the measurement point locations; (f) Physical model diagram. 
Figure 4 (a) shows the physical model free surface patterns, and predicted with the two solvers for the PMF case. In 
this flow rate, all the cross-wave crests observed in the physical model are also predicted numerically. However, the 







predictions from the two solvers exhibit increased differences than for the 40 m3/s case, with the Fluent cross-waves 
demonstrating greater prominence than those predicted in OpenFOAM. In order to investigate such differences, an 
additional simulation was conducted using the Compressive Interface Capturing Scheme for Arbitrary Meshes scheme 
(CICSAM) in Fluent, which is an algebraic interface reconstruction scheme, more similar to that implemented in 
OpenFOAM. Results from simulations using the CICSAM in Fluent presented higher resemblance to the OpenFOAM 
predictions with lower depths. Therefore, the interface capturing scheme is believed to be one of the main causes of 
the variation in the free surface predictions of the two solvers. Figure 4 (b) shows the cross-sectional profiles of depth 
at sections A and B and the depths at point locations A to E are presented on Figure 4 (c). The largest discrepancies 
between the water depth point data predictions and the physical model measurements are at location B, although the 
numerical predictions present a fluctuation range of approximately 0.2 m at locations A to C. Overall, the Fluent 
predictions are in good agreement for the rest of the points of the spillway channel, but the OpenFOAM predictions 
exhibit an underestimation of the free surface depth in most cases. Figure 4 (d) shows the time series velocity 
magnitude values at the free surface extracted at point locations B to E predicted with Fluent. Figure 4 (e) indicates 
the surface velocity profiles at various sections of the spillway. The greatest difference between numerical and 
experimental velocity values occurs at point D, but overall, such plots confirm that the free surface velocities predicted 
by Fluent are in good agreement with the physical model measurements. The velocity predictions from OpenFOAM 
at D and E appear to be slightly lower than the physical model measurements. 
     
 
          
   
Figure 4.  (a) Free surface cross-waves downstream of the labyrinth weir in the physical model, predicted by Fluent and 
OpenFOAM; (b) Cross-sectional profiles of free surface depth through points A and B; (c) Free surface depth values at point 
locations A to E; (d) Velocity time series point locations B to E from t= 0 s to steady state; (e) free surface velocity profiles 
through points B, C, D, and E of the spillway channel; (f) diagram of experimental measurements for 159.5 m3/s. 
(d) 






6. Simulating Prototype Scale and Comparison with Model Scale Predictions 
6.1. Depths and Velocities 
Prototype scale simulations of the 40 m3/s and PMF flow rates were conducted and differences in the flow 
characteristics at the two scales were analysed. Results from the two solvers consistently show there is an increase in 
velocity and a decrease in depth in the prototype compared to the scaled predictions.  
In order to examine the decrease in depth and increase in velocity observed at prototype scale, the water depths and 
velocities at the two scales were extracted and averaged across a number of sections of the spillway channel. Table 1 
shows the percentage difference in the prototype values with respect to those at the model scale at four sections. The 
percentage difference in water depths at sections B, C, D, and E correspond to dhB, dhC, dhD, and dhE respectively. The 
velocity percentage differences are dvB, dvC, dvD, and dvE respectively. In Table 1 it is observed that the decrease in 
water depth and the increase in velocity in the prototype predicted by the two solvers is consistently larger for the 
40 m3/s case than for the 159.5 m3/s in all sections.  



















OpenFOAM 40 -15.1 -18.6 -16.4 -15.9 18.4 23.5 7.1 7.5 
OpenFOAM 159.5 -9.0 -2.7 -0.4 -0.9 13.7 10.8 3.0 5.8 
Fluent 40 -12.8 -14.6 -11 -19.6 12.7 14.3 3.1 19.8 
Fluent 159.5 -5.7 -12.8 -6.3 -5.6 3.6 4.8 3.0 3.7 
6.2. Wave Features 
Figure 5 (a) details the configuration of the cross-wave crests for the 40 m3/s scaled and prototype cases. It is observed 
that there are significant changes in the prototype compared to the scaled case. The cross-waves’ crests configuration 
becomes elongated, and therefore, the waves’ crests crossing points in the prototype are located further downstream 
than in the scaled case. In order to quantify the level of stretching of the cross-waves, the plan view distance between 
three waves’ crossing points and the weir downstream crest were measured. The three distances measured, x1, x2, and 
x3 are indicated on Figure 5 (a). On average in the 40 m3/s flow rate, the wave structures in the prototype are 
approximately between 2 and 16 % elongated in respect to the scaled ones. In the 159.5 m3/s case the stretching of the 
waves is approximately of 11 to 14 %. Figure 5 (b) shows the OpenFOAM and Fluent predictions of free surface depth 
at sections C, D, and E of the spillway channel for the scaled and prototype simulations. The free surface profiles 
reveal that as a consequence of the changes in the cross-wave configuration of larger waves, the free surface features 
downstream of the channel also present greater differences in the two scales. The elongation of the cross-waves in the 
prototype causes the impact point from the wave generated in the first weir bay to be located further downstream than 
that in the scaled case. This makes the reflective wave to cross the channel from left to right further downstream. At 
section D (located immediately after the spillway second change in gradient), the prototype simulations show the wave 
shifted towards the left side of the channel while the scaled case shows a central wave. This situation is captured by 
the two solvers. The central wave in the scaled simulations is reproduced in the physical model and occurs because 
the impact point is further upstream. The crest of the shifted and central cross-waves and the location of the impact 
points denoted with “I” at the two scales are indicated on Figure 5 (c). A further view of the difference in the waves’ 
configurations is presented on Figure 5 (d). The waves generated downstream of the second change in gradient in the 
physical scale model appear to agree with the scaled simulation predictions, and the prototype predictions exhibit the 













Figure 5. (a) 40 m3/s Free surface cross-waves’ crests with measurement arrows to crossing points in scaled and prototype 
simulations; (b) 159.5 m3/s cross-sectional profiles of free surface depth at sections through C, D, and E for the scaled and 
prototype cases predicted with OpenFOAM and Fluent; (c) Free surface cross-waves and main features at the physical model and 
predicted with Fluent for the scaled and prototype cases; (d) Physical model and numerical predictions of the waves downstream 
second change in gradient.  
6.3. Discussion 
Results show that overall, the difference in depths and velocities is most significant for the lower flow rate. This is in 
line with theory, since low depths and velocities in scaled flows are most likely to be impacted by scaling assumptions. 
This is typically due to the overestimation of the viscous and surface tension forces in Froude similarity models, which 
in such case become non-negligible forces. This has been reported in the literature in a number of cases (Chanson 
2009b; Novak et al. 2010; Pfister et al. 2013). For higher depths and velocities, the effects of these forces decrease 
and so does the impact of scaling (Heller 2011). The decrease in depth for the two solvers is predicted to be 







has a similar trend, which indicates an increase of around 12 to 14 % in the 40 m3/s case and of 4 to 8 % in the 
159.5m3/s case. These percentages have been calculated by averaging the percentage difference at sections A, B, C, 
D, and E, and these are representative values of the general variations along the spillway channel.  
Although the largest flow rate shows the lowest scale effects in depth and velocity predictions, the PMF shows more 
significant variations in the configuration and shape of the wave structures. This suggests that these wave features, 
which are of significant interest to practitioners and designers, are the challenging aspect to predict accurately within 
the physical model scale. Further simulations of a wider range of flow rates and scales are currently being undertaken 
and will be presented in the Symposium. Such results will allow the derivation of more specific limits that would 
minimise scale effects on wave features for this particular structure.  
7. Conclusions 
In this work, 3D CFD VOF simulations of hydraulic flows over a prototype labyrinth weir and spillway were 
conducted using the ANSYS Fluent and OpenFOAM solvers. Numerical simulations of the physical scale model were 
first undertaken in order to validate the models for two flow rates: 40 m3/s and the PMF of the site 159.5 m3/s. For the 
40 m3/s case the two solvers present good agreement with the physical model measurements and consistency in their 
predictions. For the PMF the Fluent predictions demonstrate closer agreement with the physical model than those 
from OpenFOAM, which appear to be slightly underestimating water depths and in some sections the velocity. Once 
validation was completed, prototype simulations were performed for the equivalent real size flow rates. The 
comparison between scaled and prototype predictions for both solvers shows the prototype flows exhibit lower free 
surface depths and higher velocities. The depth discrepancies between scaled and prototype flows are larger for the 
lowest flow rate, being of approximately 16 % for 40 m3/s and of 5 % for the PMF. The increase in velocity also 
reduces for increasing flow rate, with a difference of approximately 13 % for the 40 m3/s case and about 6 % in the 
PMF. In addition, the prototype wave structures present elongation in both flow rates, which in the PMF also causes 
a change in position of the wave features downstream the spillway channel. The free surface features and patterns are 
therefore a complex aspect to predict with physical models given the existing challenges to scale these up. This could 
have implications on the design of hydraulic structures where wave features are of critical importance since this study 
shows they may not be reproduced in the same way in the prototype. Further investigations are currently being 
undertaken in order to determine limits to minimise scale effects for this structure with numerical simulations of a 
wider range of flow rates and scales. 
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Abstract: Flow induced vibrations are a common phenomenon in hydraulic engineering. They affect the operation of gates and 
weirs and can lead to fatigue or damage of the construction. In this contribution, different types of vibration incidents on hydraulic 
gates are distinguished. By measuring the vibration frequency, it is possible to distinguish between the vibration of rubber profiles 
in the shape of a musical note (J-seals), vibrations involving the complete weir body and vibrations of spring supported seal 
systems. J-seals tend to vibrate in various arrangements. A laboratory study shows the vibration mode and evaluates a critical 
opening width of gates with a J-seal as bottom seal. For future work, numerical fluid-structure-interaction (FSI) solvers may be a 
tool to identify flow-induced-vibrations in the design process of hydraulic gates. First results of this method are shown.  
Keywords: Flow-induced vibrations, hydraulic gates, seal-vibration, J-seals, on-site measuring, numerical simulation 
1. Introduction  
During the last years an increasing number of vibration incidents on German waterways were reported to the BAW. 
Generally, it can be distinguished between vibrations of whole gates, such as bending of wide-span gates or rotary 
vibrations of radial gates around their trunnion points. Next to that, vibrations of gate parts could be detected, such as 
filling valves or sealing systems. There has been remarkable research on flow-induced vibrations (FIV) at hydraulic 
structures. Vibrations induced by flow-instabilities like vortex shedding or impinging shear layer were subject to a 
number of studies (Müller 1937, Petrikat 1955, Naudascher 1964). For underflow gates, some authors proposed a 
redesign of the bottom part of the gates in order to provide a stable flow separation or to eliminate regular vortices. 
Other authors proposed operational measurements and recommended the avoidance of critical opening widths, for 
example Pulina and Voigt (1994) for the weir Kachlet. Petrikat (1980) suggested to replace wooden beams by rubber 
seals, but he also mentioned that there is still the tendency for vibrations, especially for bulbous shapes like J-seals 
(see Figure 1). Kolkman (1976) described flow-rate fluctuation as a source for self-excited vibrations, which is also 
known as press-shut mechanism (Naudascher and Rockwell 1994, Ishii and Knisely 1992b). According to Naudascher 
and Rockwell (1994) this mechanism plays a significant role in the vibration-excitation of elastic rubber seals and 
spring supported seal systems at small gap widths. Excellent overviews on the topic of flow-induced vibrations on 
hydraulic gates are given by Naudascher and Rockwell (1994) and Kolkman and Jongeling (2007). One might think 
there is a solid knowledge base on excitation mechanisms and forms of flow-induced vibrations. Despite this, the 
number of new constructions with vibration issues increased. Additionally, there is a remarkable number of old 
constructions with vibration problems after repair. In general, a loss of know-how can be noticed. Hydraulic steel 
construction became a niche business and specialists are nearly off the market. With an upcoming need for renewal 
of many weirs and locks, there are strong efforts for standardization and automation on German waterways. But 
automation means also that there is no longer operational staff on site and it is difficult to detect and handle vibrations 
by using remote control properties. Against this background, this paper gives an overview of existing vibration 
problems at German waterways and shows how the causes were detected. Vibration types were classified (chapter 2) 
and on-site measurements of actual vibration incidents carried out. The measuring approach and data analysis are 
presented in chapter 3. In order to understand the mechanism of seal vibrations, experiments were conducted in the 
hydraulic laboratory. Through the use of a high-speed camera the vibration motion of a J-seal (musical note seal) was 
visualized (chapter 4). Numerical simulations are currently used to investigate flow-induced vibrations on hydraulic 
gates. A short summary is given in chapter 5 showing a glimpse of future possibilities. 
2. Classification of Vibration Incidents 
FIV is a well-known phenomenon in hydraulic engineering. There are many reported cases with FIV on hydraulic 




a roller gate (Maschinenfabrik Augsburg-Nürnberg A.-G. 1912) or the complete distortion of a radial gate on Folsom 
Dam in the United States (Ishii et al. 2014). Naudascher and Rockwell (1980) collected and discussed a number of 
case studies of flow-induced vibrations on hydraulic structures. Those examples and results from measurements 
(further described in chapter 3) are analyzed to find indicators to identify the excitation mechanism on hydraulic 
structures without extensive on-site measurement or modal analysis. Indicators may be vibration frequency, amplitude 
or wave pattern in the headwater. In the following, the indicators of three different vibration types are described. This 
includes two types of seal vibration and vibration of the full gate to point out the main differences between seal and 
gate vibration. While the expert engineer in this field may understand the mechanism and source of vibration based 
on his experience, some may need these indicators to identify the source of vibration and decide further approach to 
the problem. 
2.1. J-seal Vibration 
Elastic rubber seals in the shape of a musical note are also called J-seals (Figure 1). J-seals have multiple advantages, 
if they are installed properly. The flexibility of the soft bulbous shapes makes the seal adaptive on varying sealing 
surfaces. Contrary to wooden beams, the surface has not to be shaped perfectly for sufficient tightness, because the 
seal can deform and compensate unevenness. On miter gates, which can deform or deflect in horizontal direction with 
varying water head, a soft seal keeps tight without bringing additional tension to the structure that was not considered 
in the design. If they are applied in a way that the upstream water head is pressing the seal in a tight position (Figure 
7 right), tightness can even be improved. But, as already explained by Naudascher and Rockwell (1994), this 
configuration can also be a source of flow-induced vibrations during small openings or leakage. 
 
Figure 1: Sketch of a J-seal.  
Krummet (1965) reported on the vibration susceptibility of J-seals. Petrikat (1980) continued the research on this topic 
(see also chapter 4). Today it is known, that J-seals of typical sizes tend to vibrate in a frequency between 35 and 50 
Hz (Naudascher and Rockwell 1994). Countermeasures and precautions for this type of vibration can be found for 
instance in Krummet (1965).  
2.2. Vibration of Spring Supported Seal Systems 
Underflow gates often have spring supported sealing systems, in particular if the sealing acts against the water 
pressure. In general, these systems tend to vibrate in closed or slightly opened position because they are elastically 
mounted. The construction is very diverse (Figure 2) and the resonance frequency may vary between the different 
systems. Experience shows that there is a relatively large frequency range between 15 and 40 Hz. During vibration, 
the upstream water surface tends to show small standing waves with wavelengths in the cm range (Figure 3 left).  
 




2.3. Bending and Rotating Vibration 
Long span gates, such as roller gates or lifting gates, have in common that they are driven on one side or both sides 
by chains or hydraulic cylinders. The end points of the gates are mounted in the niches of the weir pillar by means of 
fixed bearing. Due to the relatively high elasticity of the gates, bending vibration might occur, if the gate is excited to 
vibrate by under- or overflow (Ishii and Knisely 1992a). Göbel (2017) describes a 42 m wide lifting gate that vibrates 
with 1.5 Hz in a bending motion. For comparison, a 30 m wide roller gate was vibrating with 9 Hz. Radial gates with 
shorter span width would vibrate in a rotary movement around the trunnion point. Reports (Ishii et al. 2014) and own 
experiences show, that the frequency of this vibration would not exceed 10 Hz. Thus, it can be concluded that 
vibrations of a whole gate will take on a single-digit frequency. However, size and shape of the construction can differ 
massively from one to another; the more or less small range of resonance frequencies is not surprising at all. Mass 
distribution and mass-to-stiffness ratio may be similar in all those constructions. If the amplitude is noteworthy, they 
are accompanied by large standing waves (Figure 3 right). Even if those constructions have sealing systems, which 
are susceptible for flow-induced vibrations, the occurrence of the described indicators show, that the sealing system 
is not the actual source of vibration. 
      
Figure 3: Left: standing waves in the headwater of a lifting gate with underflow. The waves are caused by the vibration of the 
spring-supported seal system. The vibration frequency is between 15 and 20 Hz. Right: standing waves in the headwater of a 
42 m wide vibrating lifting gate during underflow. The bending amplitude at the midpoint of the gate is 1.6 cm and the frequency 
is 1.5 Hz. In Both pictures the flow direction is marked with an arrow. 
3. Measuring Data 
With on-site vibration measuring, critical operation conditions can be identified. This includes combinations of 
opening width, flow rate and tailwater level at which flow-induced vibrations can be expected.  
To measure the vibration signal, acceleration sensors with different sensitivity are required. In our tests, magnets were 
used to fix the sensors on the construction. For underwater application, the sensors were packed in a waterproof can. 
Analog signals are converted to digital signals and captured on laptop. To convert the signal from time domain to 
frequency domain, Fast Fourier Transformation was used. A sketch of the setup is shown in Figure 4. 
 
Figure 4: Measurement setup. Acceleration sensors are fixed on the gate with magnets. Depending on the type of sensor, there is 




If there is an obvious single resonator system, such as bending or rotary vibrations (see 2.3), it is easy to find the right 
location for sensors in order to record the required magnitudes (see Göbel 2017). On complicated systems with 
multiple oscillators or degrees of freedom, it can be difficult to find the primary excitation source. A typical example 
is a miter gate (see 3.1), which can vibrate in various bending modes or around hinge points. Additionally, parts of 
the structure, for instance filling valves or sealing systems, might vibrate solely and other parts act as resonators. 
If extensive measurements are not possible, the sound track of video signals can be used in order to determine the 
vibration characteristics. However, the scope of application is limited. Sensors are connected directly to the 
construction. In contrast, sound signals will be emitted also from other vibrating parts of the construction. Some 
frequencies will be amplified acoustically, because they involve a strong acoustic resonator (e.g. box girders) and thus, 
dominate the acoustic signal. Ambient noise may overlay the signal. Finally, the microphone itself can induce 
measuring errors as well. Overall, good experiences were made with this method. Three examples of measured seal 
vibrations are described in the following. 
3.1. Filling Valve of a Lock Gate  
Figure 5 shows the filling valve in the bottom part of a miter gate. The valves are radial gates with J-seals at the top. 
During commissioning, heavy vibrations occurred when the filling valve was opened a few centimeters. The vibration 
was loud and clearly to feel even on top of the gate. To identify the source of vibration, sensors were applied on 
different positions of the gate. They all showed a matching dominant frequency of 40 Hz. By comparing the signals, 
it could be identified that vibration was induced at the skin plate above the top seal (see the red arrow in Figure 5). It 
was not possible to modify the top seal arrangement in order to avoid fluctuations in the gap. Therefore, the 
construction was stiffened by welding vertical beams onto the skin plate (Figure 5). Figure 6 shows the acceleration 
signal of the skin plate before and after stiffening. It can be seen, that the acceleration amplitude decreased to a 
hundredth. 
     
Figure 5: Miter gate of the lock Neckargmünd: Filling valves (left); 3D sketch of the radial gate and top seal arrangement 
(center); welded beams on the skin plate (right). Note the buckled skin plate is marked with an arrow.  
 




3.2. Bottom seal of a Radial Gate 
Recently, a double lift gate was replaced by a radial gate with a flap gate on top. The average water head is 3.75 m. 
The skin plate is in the shape of a segment of a circle. The midpoint of this circle is located higher than the trunnion 
points of the gate. Hence, the water head creates an additional opening torque on the gate. Figure 7 shows a sketch of 
the gate and the seal construction. It can be seen that the box girder is placed with a small vertical offset to the edge 
of the skin plate. During commissioning, loud humming vibrations were noticed at small opening widths. The J-seal 
is placed in a way, that the upstream water head increases tightness in closed position. However, Naudascher and 
Rockwell (1994) have already noted that this kind of construction can be susceptible to flow-induced vibration (see 
also chapter 2.1). 
  
Figure 7: Radial gate with flap gate on top: sketch of the full gate (left) and seal construction on the bottom side of the gate 
(right) 
In order to determine the resonance frequency of the vibrations, the sound track of a video was analyzed. The dominant 
frequency was 37 Hz, which fits quite well in the known frequency range of 35 to 50 Hz for vibrating J-seals. After 
removal of the J-seal, the buzzing vibration was gone. Unfortunately, the gate showed additional rotary vibrations at 
small openings. Those vibrations are still present after removal of the seal and will be investigated in future research.  
3.3. Spring Supported Seal Construction of a Roller Gate 
The spring supported seal construction was renewed at a submersible roller gate. The system is sketched in Figure 2 
left. In the original configuration a spring like it is shown in Figure 8 was used. After replacing by coil springs heavy 
vibrations occurred. Measurements were carried out and several acceleration sensors were applied: one on the pole of 
a spring (Figure 8, center) and one at the roller itself (Figure 8, right) near its midpoint.          
       
Figure 8: Submersible roller gate: replaced spring (left); renewed spring supply with applied acceleration sensors (center); 






Figure 9: Acceleration signal (left) and frequency analysis (right) of the vibration measured on the seal system (red) and midspan 
(blue) of the roller gate. 
Figure 9 shows the measured vibrations of the gate. In the frequency domain, it can be seen that the dominating 
frequency of roller gate and seal system are identical, on average 16 Hz. The amplitude of the signal is considerably 
higher at the seal system than at the roller gate itself. This indicates a main vibration of the seal system. The 
significantly lower amplitude of the roller is also an effect of resonance. The vibrating seal system forces the roller to 
vibrate, but the large difference in mass damps the amplitude.  
Since there were no vibrations before renewing the construction, it is obvious, that at least one of the influencing 
factors changed through renewal. From visual inspection, it seems that the new springs are less stiff and have less 
pretension than the old ones. Lower pretension would lead to lower contact pressure on the sealing surface whereas 
lower stiffness would generate lower resonance frequency of the system. Incorrect assembly of the system could be 
also a source of malfunction. This case is a typical example for the loss in knowledge about operating old gates. Many 
gates from the first half of the 20th century are still operating well, so there is no need to replace them. With losing 
knowledge about the operation and adjustment of those gates, problems like this will arise more and more. 
4. Video Analysis of Vibrating J-seal 
J-seals are used as side and bottom seals on miter gates, but they are also applied as bottom seals of radial gates (see 
3.2) or top seals for filling valves (see 3.1). Petrikat (1980) investigated pressure fluctuations on solid gate edges and 
found varying frequencies, depending on the opening width of the gate. The vibration of the seal will be strongly 
coupled with the pressure fluctuation in the surrounding flow field. Naudascher (1991) described this phenomenon as 
‘movement induced excitation’ (MIE), which involves strong feedback from the vibrating structure to the flow. As 
mentioned in chapter 3.1., J-seals tend to vibrate with a frequency of 35 to 50 Hz. Petrikat (1980) described the 
vibration during small openings as an ovalling deformation of the note head, caused by the upstream water head, until 






Figure 10: Sketch of a deforming J-seal. Reproduced from Petrikat (1980). 
Experiences show that even J-seals with a bigger head diameter d (see Figure 1) tend to vibrate. There are J-seals with 
no hole inside and even those can show vibrations. In this case, a deformation of the note head like illustrated in Figure 
10 does not seem likely. A laboratory experiment was conducted to gain more knowledge about the excitation 
mechanism. The goal was to identify the vibration mode of a J-seal and to get an idea on the critical opening widths. 
Therefore, a vertical plate with thickness t = 3cm was placed in a 0.6 m wide and 18 m long glass flume. Two 
variations of seal arrangements were tested. Figure 11a) shows a configuration, where the seal was fixed on the 
downstream side of the bottom edge of the gate. Figure 11 b) shows a second configuration, where a horizontal plate 
was added at the bottom edge of the gate on which a J-seal was mounted. The length L of the bottom side of the gate 
was 0.13 m and the seals head center was placed in the middle. J-seals of two different sizes were tested. In all test 
series, the tailwater level was raised to reach fully submerged conditions. The water head ∆𝐻 was held constant at 
around 0.2 m throughout the experiment. The experiment was filmed with a frame rate of 1000 fps. 
 
Figure 11: Sketch of the laboratory model. 
In configuration a) the seal showed slight ovalling vibrations with negligible amplitudes. In configuration b) the seal 
showed vibrations during openings between 𝑠 = 1,5 𝑑 and 𝑠 = 2.5 𝑑 (Table 1 and 2). The dominating deformation 
was a bending mode (Figure 12). Although the vibration amplitude was between 1 and 2 mm, which corresponds to 
1 10⁄  of the seal diameter, the vibrations were clearly to hear and to feel on the upper part of the gate. Overall, the 
vibrations described in chapter 3.2 could be reproduced. It is unclear if this effects the gates steel construction, but an 
elastic fatigue of the seal is probable. It can be concluded, that J-seals should only be used at hydraulic gates where 
no gap flow occurs, such as flood barriers or lock gates that open and close only when the water levels are equalized. 
Leakage should be omitted in any case. At weirs, valves or gates with underflow, flat rubber profiles are preferable as 
mentioned in many recommendations (Petrikat 1980, Naudascher and Rockwell 1994, U.S. Army Corps of Engineers 





       
Figure 12: Highest (left) and lowest point (right) of the vibration cycle of a J-seal. The diameter of the note head is 12 mm. 
 
Table 1: Vibration occurrence of a J-seal with head diameter d = 17 mm at different opening width. 
s [mm] 16 21 26 31 36 41 46 51 
s / d 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0 
Vibration y / n n n y y y y n n 
Table 2: Vibration occurrence of a J-seal with head diameter d = 12 mm at different opening width. 
s [mm] 10 15 20 25 30 35 40 
s / d 0.8 1.3 1.7 2.1 2.5 2.9 3.3 
Vibration y / n n n y y y n n 
5. Numerical Simulation of Elastic Seals 
For the numerical solving of FSI problems, it is possible to use two standalone solvers for the fluid and for the solid 
region. On the interface of the two regions, there has to be an information exchange between the solvers. In every time 
step, the pressure and velocity field in the fluid region is solved. The pressure and viscous forces on the interface are 
set as external forces on the solid region and the deflection of solid region is solved. The mesh is moved to fit according 
to the solid deformation and the loop starts again. This is repeated until the fluid velocity and the solid deflection rate 
on the surface are equal. Then the next time step starts. This method is called partitioned approach and is used in the 
solver package fsiFoam that can be included in OpenFOAM, a widely used open source software for computational 
fluid dynamics. OpenFOAM applies the Finite Volume Method (FVM) to both the fluid and solid solver. Since the 
coupling tends to be unstable for various conditions (e.g. small ratios of solid and fluid density) (Banks et al. 2014) 
and the coupling is very expensive, FSI is seldom used in real-world application and more a topic of research and 
development. 
Numerical simulations can be useful to understand the mechanisms of flow-induced vibrations, as shown by Göbel et 
al. (2017) for the interaction of free surface flow with an elastically supported rigid body. By means of the interaction 
of flow with soft deformable structures like rubber seals, first simulations were carried out on a reduced model. The 
model consists of a semicircular cross section in a flow field, a simplified shape of a J-seal with a leakage gap. Figure 





 Figure 13: Deformation of an elastic semi-circle in a flow field.  
The numerical experiment shows, that small scale application of FSI is possible. In general, FSI is a promising method 
for the future not only for academic interest, but also for practical purposes. Such applications can be the gap flow 
around J-seals or through small openings of underflow gates. Future goals will be the transfer on large scale models 
including free surface flow, such as the elastic deformation of hydraulic gates with over- and underflow. This would 
be not only beneficial for the hydraulic design, but also for the structural design of the gates. Additional dynamic loads 
are influencing the fatigue life and can be predicted using numerical models. 
6. Conclusion 
Despite of remarkable research in the last decades, flow-induced vibrations still cause problems in hydraulic 
engineering. In particular, seal vibrations are a wide spread phenomenon at existing but also at new hydraulic 
structures. In this contribution, examples of seal and gate vibration are described and the excitation sources detected. 
The difference between gate and seal vibrations is decisive for the remedy procedure. 
 
The vibration mode of a J-seal was studied in a laboratory experiment. While other authors assumed an ovalling mode 
of the J-seal head, it could be observed that the J-seal moves more in a bending mode. The understanding of this 
phenomenon is helpful to design seal constructions which fulfill tightness, adaptability and vibrations safety. It is also 
shown, that FSI Simulation can be a tool to investigate FIV.  
Against the background of increasing vibration incidents on German waterways, a research and development project 
was initiated at the BAW, in order to analyze the different vibration causes by measurements on site and by the use of 
numerical models. The aim is also to improve the current construction standards. 
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Abstract: In this work, an analysis of the numerical simulations of the channel flows in symmetrical and asymmetrical networks 
using the one-dimensional shallow water equations (SWE) was performed. Inner boundary conditions must be imposed at the 
junction nodes, and their numerical treatment is crucial to develop reliable mathematical models. Classical methods to provide 
the inner boundary conditions that are extensively based on the energy and the momentum balances at the junction nodes.  
However, such methods suffer their empirical formula based on experimental coefficients, which limit their applicability in 
practical applications (river flow, dam flow). As an alternative to such methods, we propose to solve an Extended Riemann 
Problem (ERP) at the junction nodes, consistently with the physical and mathematical properties of the SWE. No empirical 
coefficients are involved, and this approach can be easily used in practice. Furthermore, the ERP approach is supported by 
theoretical evidences (i.e., existence and uniqueness theorems), that ensure the consistency of the numerical scheme. This 
theoretical analysis can be found in literature for a star network of three identical channels, and it is extended to general network 
configurations by its authors. Considering subcritical conditions, different flow simulations are performed in symmetrical and 
asymmetrical confluences for both steady and unsteady flows. The numerical solutions are compared to experimental data from 
literature and analytical solutions obtained by the authors. The overall results show the suitability of the ERP method to 
successfully provide the inner boundary conditions for wide range of applications. 
Keywords: Channel networks, junctions, Riemann problem, shallow water equations, subcritical flows. 
1. Introduction 
Channel networks are an important research topic in hydraulics (Chow 1959), in the context of either natural 
systems such as river basins or artificial networks such as irrigation systems. Extensive studies have taken into 
account the physical structure of the network flows, see for example (Gurram et al. 1997; Herrero et al. 2016; Hsu et 
al. 1998a; Taylor 1944) and the references therein. Providing a simulation tool to understand large channel networks 
is important from multiple different points of view. For example, in hydraulic engineering, one might be interested 
in designing a control strategy at the channel junctions to govern the whole network flow. Concerning the most 
important previous contributions, the classical methods to incorporate the junctions in a one-dimensional (1D) 
channel network in a numerical model were noticed to suffer from empirical formulations that limit their 
applicability. An example of such methods can be found in (Gurram et al. 1997; Hsu et al. 1998a; Shabayek et al. 
2002).  
In literature, both theoretical and numerical investigations of the junction networks are studied. Among those 
studies, Herrero et al. 2016 recently discusses the junction flow structure. Focusing on the junction flow features, the 
most significant parameters are the junction configuration, the angles between the branches, and the bed levels 
(Biron et al. 1996). The contributions in (Ghostine et al. 2010, 2012; Kesserwani et al. 2008) studied the junction 
flows numerically, providing 1D numerical simulations of such flows. However, the junction flow shows to have 
essentially a three-dimensional (3D) structure (Wang et al. 2007). Among the numerical studies, Kesserwani et al. 
(2008) provided sufficient information to understand the limitations of the classical junction models, studying the 
junction flows in a flume. 
The 1D shallow water equations (SWE) are solved to model the branch flows. Since the 1D SWE are singular at the 
junction node, inner boundary conditions must be used to model the connection of the branches. Such boundary 
conditions are based on mass, energy, and momentum conservations, for consistency with the physical principles 
governing the SWE. The different approaches are denoted in literature Equality model (Akan 1981), Gurram model 
(Gurram et al. 1997), Hsu model (Hsu et al. 1998a), and Shabayek model (Shabayek et al. 2002). The Equality 
model shows the poorest results to reproduce the junction flows for Froude number (F) greater than 0.35, while the 
628
 
other models (i.e., Gurram, Hsu, and Shabayek models) show more or less acceptable results. However, those 
models are vulnerable, due to the presence of empirical coefficients that must be tuned and are not case-independent. 
Recently, Elshobaki et al. (2017) provided the theoretical background to use the solution of an Extended Riemann 
Problem as inner boundary condition, as an alternative to the classical approaches. The Riemann approach is 
promising to solve symmetric and non-symmetric network with either continuous or discontinuous bottom for 
subcritical flows. However, the validation of such approach is missing in literature. Thus, the purpose of this work is 
to validate the Riemann approach for practical applications. 
To achieve this aim, experimental data found in literature (Hsu et al. 1998a,b; Pinto Coelho 2015) are used. 
Unluckily, the experimental data are limited to subcritical steady flows in asymmetric confluences (Hsu et al. 
1998a,b; Pinto Coelho 2015). Therefore, an unsteady flow test case is also used to validate the Riemann approach: 
the analytical solutions (Elshobaki et al. 2017) of the Extended Riemann Problem in a Y-shaped confluence. 
In this work, the 1D SWE are solved for each branch using the Dumbser-Osher-Toro (DOT) Riemann solver 
(Dumbser and Toro 2011). The numerical scheme has to be completed with proper boundary conditions. The 
inflow-outflow boundary conditions are provided according to (Abbott 1966; García-Navarro and Savirón 1992) 
while the internal boundary conditions, needed at the junction node, are provided by the Riemann approach. It is 
worth noting that the application of the Riemann approach is not limited to a specific numerical scheme, see (Briani 
et al. 2016; Chang et al. 2016; Toro 2009). 
The rest of the paper is organized as following: In section 2, the mathematical model and its numerical discretization 
are presented. In section 3, the Riemann approach is introduced to supply the internal boundary conditions for 1D 
simulations. The Riemann approach is solved iteratively using the hybrid Newton method (Powell 1970). The 
numerical results of steady and unsteady flow simulations are shown in section 4. Finally, conclusions about the 
results appear in section 5. 
 
Figure 1.  Channel network of three branches with equal width. 
2. One Dimensional Shallow Water Equations in Channel Network 
In this section the 1D SWE for a single open channel is briefly described.  
2.1.  Mathematical Model 






= 0 (1) 
Where 𝑈 is the vector of conservative variables,  𝐴(𝑈) 𝑖𝑠 𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 𝑚𝑎𝑡𝑟𝑖𝑥 𝑎𝑛𝑑  𝑥 (m) and 𝑡 (s) are the space and 
the time, respectively. The state variables and the system matrix are: 
𝑈 = (ℎ ℎ𝑢 𝑧 ), 𝐴(𝑈) = (0 1 0 𝑔ℎ − 𝑢2 2𝑢 𝑔ℎ 0 0 0 ) (2) 
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Where ℎ m is the water depth 𝑢 ms-1 is the flow velocity, 𝑧 m is the bottom elevation; 𝑔 m2s-1 is the gravity. Equation 
(1) is written in quasi-linear form. Because the junction node spatial extension is small in comparison to the overall 
length in each branch, the friction can be neglected.  
2.2. Numerical Method  
In this paper, the finite volume method (Toro 2009) based on the Dumbser-Osher-Toro (DOT) solver (Dumbser and 
Toro 2011) is used to discretize the mathematical model. However, any other solvers such as the HLL, Rusanov, or 
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uniform spatial step and ∆𝑡 = 𝑡𝑛+1 − 𝑡𝑛 is the time step. Choosing a linear integration path 𝜓(𝑠) (Dumbser and 
Toro 2011) the parameter 𝑠 belong to the interval [0,1]:  
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(∑𝐺𝑗=1 𝜔𝑗[𝐴(𝜓( 𝑠𝑗)) ± |𝐴(𝜓( 𝑠𝑗))|])(𝑈𝑖+1 − 𝑈𝑖) (6) 
where G is a given number of point in the quadrature in the interval [0,1] with nodes sj and weights 𝜔j , see (Stroud 
1971). The scheme in Eq. (3) must be completed with boundary conditions. We treat each branch of the network as 
a single open channel. Therefore, there are two types of boundary conditions needed. The first type is the well-
known inflow and outflow conditions. Since we consider only the subcritical flow, one condition is needed at the 
inflow boundary and one at the outflow boundary. The specific discharge is provided at the inflow boundaries. At 
the outflow boundary, the water depth is provided. Both boundary conditions are numerically treated according to 
the method of characteristics (Abbott 1966; Kesserwani et al. 2008). The second type is the inner boundary 
conditions, which connect the branches of the network at the junction. Here, it is proposed that those conditions are 
supplied by the solution of an extended Riemann problem (Elshobaki et al. 2017), defined at the junction. In the next 
section, the Riemann approach is analyzed, which provides the internal conditions at the junction (i.e., the junction 
model). 
3. The Riemann Approach at the Junction 
The Riemann Problem for the SWE in junction network is first investigated in (Goudiaby and Kreiss 2013) for 
symmetric network with continuous bottom and recently extended in (Elshobaki et al. 2017) for a non-symmetric 
network with a discontinuous bottom. The Extended Riemann Problem (ERP) is defined by Eq. (1) for each branch 
and coupled with piecewise initial constant states (ho, uo) in the three branches as a Riemann problem established at 
the junction of three channel and distinguished from the classical Riemann problem in a single channel. Considering 
the channel network shown in Fig. 1, the Riemann solution is obtained solving the following nonlinear system:  
















+ ℎ3 + 𝑧3  (9) 
𝑢1 − 𝑢1𝑜 = −𝑓(ℎ1𝑜, ℎ1) (10) 
𝑢2 − 𝑢2𝑜 = −𝑓(ℎ2𝑜, ℎ2) (11) 
𝑢3 − 𝑢3𝑜 =   𝑓(ℎ3𝑜, ℎ3) (12) 









),   ℎ ≥  ℎ𝑜      (13) 
Where 𝑄 m3s-1 is the volumetric water discharge, u is the water velocity. The sub-indices 1, 2, and 3 refer to the 
network branch as the upstream main channel, the lateral channel, and the downstream main channel, respectively. 
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The sub-index o refers to the initial value of the associated variable. Equation (7) is the continuity equation, while 
Eq. (8) and Eq. (9) are derived imposing the total head equality between branches as justified in (Valiani and Caleffi 
2009) for a single open channel. The remaining equations are obtained using the Rankine-Hugoniot and Riemann 
invariant relationships. The system (7)-(13) is solved iteratively using hybrid Newton method (Powell 1970). Here, 
the Riemann approach that represent by Eqs. (7)-(13) is well established in terms of existence and uniqueness of the 
solution admitted as shown in (Elshobaki et al. 2017).  
4. Results  
4.1. Steady State Results  
In this subsection, we give the simulation results of the water flow in a channel network with different junction 
angle 𝛿 and a fixed Ω = 0o. The test cases (Hsu et al. 1998a,b; Pinto Coelho 2015) were carefully chosen because 
most of the existing work in this field was based on them. Although other test cases are available, but they are 
omitted due to the space limit. Figure 2 shows the relation between the depth ratio and the discharge ratio, where the 
Riemann approach is used to provide the predicted depth and discharge at the junction. The numerical solutions 
were compared with experimental data (Hsu et al. 1998a,b). There is a good match between the Hsu et al. (1998a) 
data and the numerical solution produced by the Riemann approach, for junction angle of 30o, 45o, and 60o; between 
the Hsu et al. (1998b) data and the Riemann approach for the junction angle of 90°. Table 1 shows the 
corresponding errors, defined as the non-dimensional difference between the numerical solution and the 
experimental data. The percentage error (E) is computed according to the following equation:  




where Ye is the depth ratio between the upstream main channel and the downstream main channel. Yn is the 
computed depth ratio using the Riemann approach. According to Table 1, the errors are small in comparison with 
Hsu et al. (1998a) data (E=3%) where the effect of the junction angle appears to be small. On the other hand, the 
error is doubled for the Hsu et al. (1998b) data with the 90o junction angle. However, the error remains acceptable 
according to the error threshold (E=8%) suggested in (Kesserwani et al. 2008). 
Figure 3 presents the comparison between the Pinto Coelho (2015) data and the Riemann approach, where the 
junction angle are 30o and 60o. A good match between the numerical solutions and the Pinto Coelho (2015) data is 
noticed. Table 1 shows that the error remains bounded below the critical error value (Kesserwani et al. 2008). It can 
be noticed also that the error for the junction angle of 60o is increased up to 5.6%, which is greater than the one in 
the previous test case with the same junction angle. This might be due to the different combination between the 
Froude number and the junction angle in each test case. However, the relevant effect of the junction angle does not 
overcome the Riemann approach to match experimental data in both cases. 
 
Figure 2. Numerical solutions obtained by Riemann approach (circles) compared with experimental data, for (Hsu et al. 1998a) 
experiments, for junction angle 𝛿 = 300, 45𝑜 𝑎𝑛𝑑 60𝑜; for (Hsu et al. 1998b) experiments, for 𝛿 = 90𝑜 (stars). 
Table 1. Percentage errors between the Riemann approach and experimental data (Hsu et al. 1998a,b). 
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Figure 3. Numerical solutions obtained by Riemann approach (circles) compared with experimental data, for (Pinto Coelho 
2015) experiments, for junction angle 𝛿 = 300 𝑎𝑛𝑑 60𝑜 (stars). 
Table 2. Percentage errors between the Riemann approach and experimental data (Pinto Coelho 2015). 
Junction angle  Riemann approach 
30o 2.83 
60o 5.62 
4.2. Unsteady State Results 
We present the numerical solution of the water flow in the channel network shown in Fig. 1 with δ = 45o and Ω = 
45o. The numerical solution is compared to the analytical one (Elshobaki et al. 2017). The simulation started with 
piecewise constant initial discharges and depths of 0.1 m3s-1 and 0.5 m in the main upstream channel and in the 
lateral channel, and 0 m3s-1 and 1.0 m in the main downstream channel. Figure 4 shows the simulation results, 
showing the evolution of the discharge in the spatial domain in each branch of the network. The analytical solution 
is plotted in solid lines and the numerical one in dot-dashed lines. The 𝑙1 error is shown in Table 3, which is 
computed in according to the following equation: 
𝑒𝑘 = ∆𝑥 ∑
𝑁
𝑖=1 |𝑄𝑘
∗ (𝑥𝑖 , 𝑡) − 𝑄𝑘(𝑥𝑖 , 𝑡)| (14) 
where k is the branch index: k = 1 refers to the main upstream channel, k = 2 to the lateral channel, k = 3 to the main 
downstream channel. N refers to the number of mesh cells and 𝑄∗ is the analytical discharge according to (Elshobaki 
et al. 2017).  
Figure 4 shows the perfect match between the numerical solution and the analytical one (Elshobaki et al. 2017). The 
𝑙1 error is very small in all the three branches, as reported in Table 3. This result proved the Riemann approach 
capability to predict the flow depth and the flow discharge at the junction network for unsteady flow. This result is 
not found in existing literature concerning classical methods. 
Table 3. 𝑙1 error in the computed discharge in each branch, comparing the Riemann approach and the analytical one (Elshobaki 
et al. 2017). 
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Figure 4.  Analytical discharge profiles in each branch according to (Elshobaki et al. 2017), solid line, compared with the 
numerical solution using the Riemann approach, dash dot lines. Time is 0.2 s. 
5. Conclusions  
This paper uses an Extended Riemann problem (ERP) solution to model the inner boundary conditions for numerical 
simulation of open channel network flows. The classical methods presented in literature suffer their empirical 
formulations, which limit their practical applicabilty. On the contrary, the proposed ERP methodology does not 
depend on empirical formulations that require tuning parameters. Experimental data (Hsu et al. 1998a,b; Coelho 
2015) are used to validate the ERP approach for steady state flow in asymmetrical confluences. Moreover, an 
analytical solution (Elshobaki et al. 2017) for unsteady flows is used to validate the ERP approach in Y-shaped 
confluences. Good results in matching both experimental data and analytical solution are shown, as the error for the 
steady flow simulation remains bounded below the critical 8% error value estimated in (Kesserwani et al. 2008). 
Very good matches between the numerical solution and the analytical one is obtained. Present results are valid for 
subcritical flows only, as supported by theoretical findings in (Elshobaki et al. 2017). However, obtaining similar 
results concerning supercritical flows in the future appears to be a reasonable target from the mathematical point of 
view.  
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Abstract: Hydraulic structures exhibiting strongly rotating flows are widely applied in the field of urban and wastewater 
hydraulics. Given demographic, urban development and climate change challenge, such infrastructure will require significant 
design innovation. Computational fluid dynamics (CFD) is increasingly an effective and widely used tool to evaluate and optimise 
new designs and determine performance efficiency for such structures. In this study, a full-scale prototype of a hydrodynamic 
vortex grit interceptor for stormwater conveyance systems (the BMS Stormbreaker Defender) was investigated using experimental 
and numerical methods. The prototype was evaluated physically in a full-scale test rig permitting flows of up to 30 l/s. Three-
dimensional velocity distributions were obtained along radial profiles using acoustic Doppler velocimetry (ADV). The three-
dimensional flow field in the chamber was also modelled using the ANSYS CFX software with a multiphase homogeneous Eulerian-
Eulerian approach. In particular, the effectiveness of two-phase flow modelling using the shear stress transport (SST) model with 
curvature correction was analysed. Good qualitative and quantitative agreements were found between the numerical solutions and 
the experimental data sets for the four flow scenarios investigated. The results of the CFD evaluation/validation, the practicality 
of obtained data, and the implications for the design of such a structure are discussed.  
Keywords: Air-water interface interactions, hydraulic structure design and management, rotating and swirling flows, sewer 
hydraulics, vortex dynamics, particle separation. 
1. Introduction  
Hydraulic structures exhibiting strongly rotating flows are common in the field of hydraulic engineering. Such systems 
include energy dissipation vortex drop shafts (Hager, 1985; Mulligan, et al., 2016), flow attenuation/regulation 
chambers (Ackers and Crump, 1960), vortex hydroelectric power applications (Dhakal et al., 2015), strongly curved 
open channels (Dean, 1928), and hydrodynamic grit settlement chambers (Fenner and Tyack, 1999). With increases 
in best management practice in stormwater conveyance systems, there has been increased focus on deploying 
hydrodynamic grit separation systems (Fenner and Tyack, 1997) to intercept particle and debris laden stormwater 
flows. For example, thousands of hydrodynamic separators have been installed in North America in recent years 
(Pathapati and Sansalone, 2009). Computational fluid dynamics (CFD) has become an increasingly practical and 
accurate method to evaluate the performance of stormwater hydraulic structures and to understand flow patterns, 
pollutant mixing and sediment transport behaviour. Overviews of the opportunities for the use of CFD in urban 
drainage related applications are presented by Ta (1999), Faram and Harwood (2000) and Harwood (2006), and these 
further verify the compatibility and merits of CFD application for urban drainage system design and analysis. In the 
context of hydrodynamic grit separators, CFD has been used increasingly for system optimization and flow pattern 
analysis (Andoh, 2005).  
 
However, CFD based predictions are highly sensitive to a range of set-up parameters including temporal and spatial 
discretization, turbulence modelling and approaches to multiphase modelling. In particular, flows exhibiting strong 
rotation and/or curved free-surfaces can be highly challenging to model using conventional CFD practices due to the 
presence of strong streamline curvature and highly anisotropic turbulent conditions (Shur et al., 2000, Škerlavaj, 2014; 
Mulligan, 2015). That said, previous CFD studies on hydraulic structures exhibiting strong rotation have continued to 
use standard approaches to modelling. For example, a number of studies (Dhakal et al., 2015; Li et al., 2004; Škerlavaj, 
2014) tended not to consider interphase capture of the free-surface through the use of a ‘fixed-lid’ approach. Thus, 
numerical accuracy is often traded for reduced computational expense (faster simulation run times). As stated by 
Jarman et al. (2008), ’prediction of water surface profiles, while seemingly fundamental, is actually absent from the 
majority of studies.’ In addition, previous studies (Tokyay and Constantinescu, 2005; Suerich-Gulick et al., 2006; 




type of turbulence model employed. Despite such findings, there are a number of recent CFD studies on rotating flow 
structures and hydrodynamic grit separators that have not fully considered the choice of turbulence model (Dhakal et 
al., 2015, Tyack and Fenner, 1999; Ying et al., 2012). For example, Ying et al (2012), when studying vortex 
hydrodynamics separators, assumed that there is isotropy of Reynolds stresses which is generally not the case for such 
flows. Previous studies have concluded that the eddy viscosity models significantly overestimate the turbulence in 
areas of strong streamline curvature (Tokyay and Constantinescu, 2005; Suerich-Gulick et al., 2006). Therefore, to 
account for system rotation and curvature, Spalart and Shur (1997) developed a curvature correction (CC) to the RANS 
equations. So far, the CC principle has only been tested for a small range of free-surface vortex flow applications 
(Škerlavaj et al., 2011; Stephens and Mohanarangam, 2010; Škerlavaj et al., 2014; Mulligan, 2015) with no direct 
studies on the topic of the CC approach in multiphase simulations in vortex separators. 
 
Through a physical-numerical comparison at prototype scale, this study aims to investigate the performance of 
multiphase CFD modelling including analysing the effect of curvature correction principle of Spalart and Shur (1997).  
The study is undertaken on the Stormbreaker Defender, (supplied by Butler Maufacturing Services (BMS)) at a scale 
of 1/1. ANSYS CFX is employed for all three-dimensional multiphase simulations. The results of the CFD 
evaluation/validation and the practicality of obtained data is discussed subsequently. 
2. Case Study: Stormbreaker Defender Hydrodynamics Grit Separator (Prototype ~1/1) 
Vortex hydrodynamic separators are generally deployed to remove (i) sediments and (ii) floating material from storm 
water. However, some systems are also often useful for removing oils and hydrocarbons. In this study, a prototype of 
the Butler Manufacturing Services (BMS) Stormbreaker Defender vortex hydrodynamic separator (Figure 1(a) and 
(b)) was investigated. In this system, flow is conveyed to the chamber via an inlet pipe arranged tangentially within 
the gap between an inner and outer cylinder which induces a vortex flow in the device. A rectangular weir located on 
the internal cylinder permits flow into the inner chamber where it discharged in an upward direction through the outlet 
pipe. The Stormbreaker Defender utilises the available flow of the fluid conveyed through a tangential inlet to induce 
vortex flow. The resulting centrifugal forces push heavier particles outwards radially to the chamber walls where the 
gravitational forces become more dominant in the boundary layer to enhance separation (Ogawa, 1992).  
 
  
Figure 1: (a) Stormbreaker Defender chamber with Acoustic Doppler Velocimetry (ADV) probe used in this study and (b) 
Stormbreaker Defender (Model C) (image courtesy of Butler Manufacturing Services http://www.butlerms.com/)). 
3. Experimental and Numerical Methodology 
3.1. Experimental Analysis 
The experimental test rig consisted of a hydraulic flow recirculation loop occupying a floor area of 6 m × 2 m at the 
NUI Galway Hydraulics and Aerodynamics Laboratory (Figure 2 (a) and (b)). Water was pumped from a storage tank 
using a centrifugal pump (𝑄 = 0 to 30 l/s) into a header tank which controlled the upstream water level/pressure, 





valve. Water leaving the hydrodynamic separator chamber passed through an acrylic pipe section to obtain water level 
readings and observe multiphase flow characteristics. The flow subsequently passed into a flow measurement flume 
comprising of a 90-degree v-notch weir (USBR, 1997) equipped with a depth gauge to measure the height above the 






Figure 2: (a) Full scale hydraulic test rig for Stormbreaker Defender and (b) cross sectional schematic of hydraulic test rig for 
Stormbreaker Defender highlighting the main experimental components.  
Water level readings were obtainable in the header tank ℎ𝑢𝑝 using a manometer, in the vortex chamber ℎ𝑐ℎ𝑎𝑚𝑏𝑒𝑟  using 
a staff gauge located at the chamber perimeter, and in the outlet pipe ℎ𝑑𝑜𝑤𝑛  using a level gauge enabling the head-
losses to be determined throughout the system. During testing, a steady flow was established when the water in the 
header tank and vortex chamber maintained a constant depth. During low flowrates, l/s≤ 𝑄 ≤15 l/s, small fluctuations 
in the chamber water levels resulted in an approximate error of ± 1 % of the depth reading. However, for higher flows 































Velocity measurements were conducted using a Nortek Vectrino 10-MHz acoustic Doppler velocimeter (ADV or 
NDV). Instantaneous three-dimensional velocity components (𝑥, 𝑦, 𝑧) along radial profiles in the flow field were 
obtained using a three-beam, side-looking probe. The probe was suspended on a sliding system installed on an 
aluminum item bridge system. This permitted horizontal and vertical velocity profiles to be obtained at two radial 
sections (𝑋 and 𝑋′), as outlined in Figure 4, which were positioned at a height of 0.5 m above the base of the chamber. 
For each profile, the velocity was acquired at 30 mm centered along the horizontal datum. Prior to each measurement, 
the signal-to-noise ratio (SNR) and the correlation were checked for conformance with the recommended values. The 
velocity range was adjusted to span the entire range of measured velocities determined from flow continuity through 
the annular flow section (see 𝑉𝑎𝑣𝑔and 𝑉𝑖𝑛 in Table 1). The control volume for measurement was maintained at 9 mm. 
Two horizontal profiles (𝑋 and 𝑋′) obtained the tangential velocity 𝑣𝜃 , radial 𝑣𝑟 , and axial 𝑣𝑧 velocity profiles for the 
four flow conditions (A, B, C and D) outlined in Table 1. Each 3D velocity reading was obtained for a duration of 30 
seconds at 25 Hz (∆𝑡 =0.04s) to obtain a 750 point time series. 
 
















A  2.021 0.712 0.110 0.008 0.114 0.216 0.007 
B  6.900 0.820 0.250 0.024 0.391 0.736 0.020 
C  14.273 1.000 0.528 0.041 0.808 1.522 0.034 
D  18.655 1.115 0.740 0.048 1.056 1.990 0.039 
*Average annulus velocity: 𝑉𝑎𝑣𝑔 = 𝑄/(𝐵ℎ𝑐ℎ𝑎𝑚𝑏𝑒𝑟)  
** Annulus Froude number:  Frchamber = 𝑉𝑎𝑣𝑔/√𝑔𝐷 (𝐷 = hydraulic radius of outer cavity) 
***Chamber bulk circulation: Γ∞ = 2𝜋𝑉𝑖𝑛𝑟𝑖𝑛  
3.2. Numerical Analysis  
Three-dimensional, multiphase numerical modelling of the vortex flow structure was performed using ANSYS CFX 
(V14.5) which uses a hybrid FEM/FVM (finite element based/finite volume method) approach to discretise the Navier-
Stokes Equations. Previous numerical analyses performed on strong free-surface vortex flows specify best practice 
guidelines as follows: 
 
• Radially structured or quasi-structured mesh arrangement (Suerich-Gulick et al., 2006; Mulligan et al. 2015). 
• Choice of resolution of the numerical scheme has no major effect on the tangential and axial velocity profile 
(Skerlavaj et al., 2014).  
• Transient modelling is necessary to resolve flow instabilities (Mulligan et al. 2015).  
• Shear stress transport (SST) with curvature correction (CC) can provide a significant improvement in the 
solution accuracy (Skerlavaj et al., 2014; Mulligan, 2015).  
 
The boundary condition configuration assigned a mass flow at the inlet and a static pressure condition at the outlet. A 
zero pressure outlet was provided with the outlet position located 15 times the inlet pipe diameter downstream. The 
top of the chamber was simulated as an open boundary condition with zero relative pressure. A no slip boundary 
condition was imposed to the walls of the vessel. The two-phase fluid domain was modelled using a homogeneous 
Eulerian-Eulerian multiphase flow model. This is a limiting case of the full Eulerian-Eulerian model which assumes 
that interphase momentum transfer is negligible. This was valid for the current test case where the phases are 
completely stratified, the interface is well defined, and interphase mixing is minimal. In the homogenous approach, 
both phases are treated as interpenetrating continua parted by a well-defined interface and share a common velocity, 
pressure and turbulence field. Therefore, cells that are located away from the interfacial zone will be representative of 
either air or water, and cells in the vicinity of this zone will contain a mixture of both. As a conservative measure, a 
high-resolution scheme (second order accurate) was used to model advection and turbulence numerics. Both the 









Figure 3: (a) Plan and (b) end view of hybrid (structured/unstructured) meshing arrangement (mesh independent case).  
The flow domain was discretised using a quasi-structured radial meshing arrangement as shown in Figures 3 (a) and 
3 (b); 3.18 x 105 elements were used with a minimum cell size of 5 mm applied in areas where strong gradients were 
expected. A Y-Plus of 15 to 50 was enforced on all the chamber walls to resolve the boundary layer. Each test case 
was modelled using a transient simulation for time steps ∆𝑡 = 0.1, 0.5, 1.0 s. A conservative physical simulation time 
of  𝑇 = 30 seconds was chosen for all physical test cases as per Table 1. The target value of the normalised residual 
for each flow variable was set to 10-5.  
4. Results and Discussion 
4.1. Model Sensitivity and General Observations 
CFD validation was performed by comparing the water surface, tangential, radial and axial velocities profiles with 
those obtained from the experiment. The numerical velocity data was obtained along the numerical profile as outlined 
in Figure 4 (a) which represented an average profile located between Section 𝑋 − 𝑋 and Section 𝑋′ − 𝑋′. This profile 
was also located at 0.5 m above the chamber base. Early results (not presented here) indicated that the solution 
appeared to be independent of time step below ∆𝑡 = 0.5. Figure 4 (b) presents the comparison between the standard 
SST and SST-CC approaches using the tangential velocity profile. In both cases, the general trend (velocity increasing 
outwards) and magnitude of the tangential velocity profile are predicted well for both the standard and curvature 
correction approaches. The SST-CC solution has a reduced velocity magnitude closer to the tank perimeter. Based on 
the available data, it was difficult in this situation to assess whether there was additional merit in adopting the SST-
CC for the hydrodynamic separator application. Despite this finding, the SST-CC was adopted with a timestep of 0.1 
s for the foregoing analysis.  
 
(a) (b) 










Figure 4: (a) Plan of hydrodynamic separator highlighting the horizontal profiles investigated for ADV and CFD and (b) 
tangential velocity distribution in the radial direction comparing the Standard SST and SST with Curvature Correction to the 
ADV data. 
4.2. Free-Surface Profiles and Depth Discharge Relationship 
Figure 5 (a-d) depicts the predicted water surface profile as an iso-surface (water volume fraction 𝜙𝑤= 0.5) for each 
of the test cases in Table 1. An good prediction of the water surface position and profile was generated for each case. 
This agreement was further reinforced by the depth-discharge comparison (shown in Figure 6) for both the chamber 
depth and upstream depth.  
 
 
   


































Figure 6: Experimental and numerical comparison for the depth-discharge relationships. 
4.3. Tangential Velocity Distributions 
A comparison of the tangential velocity distribution for each case is presented in Figure 7 (a-d). The ADV data for 
Sections 𝑋 − 𝑋 and 𝑋′ − 𝑋′are presented with error bars representing temporal variation of the velocity over the 
measurement duration. Larger error bars were entrained for measurements obtained close to the outer wall due to 
acoustic signal scattering. In general, all profiles (apart from Case A) highlighted a good prediction of the tangential 




































































Figure 7: Physical-numerical comparisons of the tangential velocity distributions for (a) 𝑄 = 2.021 l/s (b) 𝑄 = 6.900 l/s, (c) 
𝑄 =14.273 l/s and (d) 𝑄 =18.655 l/s. 
4.4. Axial and Radial Velocity Distributions 
As can be seen in Figure 8 (a and b), the comparison of numerical and experimental profiles did not maintain the same 
level of consistency as the tangential velocity. This was attributed to the steadiness of the primary tangential flow field 
compared to the secondary axial and radial currents which inherit significant levels of turbulence. This was 
demonstrated by the large error bars for the ADV datasets showing large variation in the velocity readings. However, 
in both cases, the numerical profiles fell within the error bars which was considered to be a good prediction. 
 
Figure 8: Physical-numerical comparisons of the (a) radial and (b) axial velocity distributions for Q = 6.900 l/s. 
4.5. Chamber Hydrodynamics 
In general, the previous sections highlighted the value and accuracy of CFD modelling for hydrodynamic separator 
structures with good predictions made of both the free-surface and tangential velocity profiles. The findings of this 
study would suggest that CFD has significant merit for application in hydrodynamic separators and perhaps other 
flows with strong rotational characteristics to assess key performance parameters and significantly enhance and 
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quantitatively assess residence times and removal performance. Contours of the velocity in the chamber (Figure 9(b)) 
can be used to highlight problematic flow phenomena occurring in the chamber. Another issue with hydrodynamic 
separators is that they tend to scour and resuspend settled material during high flow conditions. Figure 9 (c) highlights 







Figure 9: (a) Water velocity streamlines in the Stormbreaker defender, (b) velocity contours highlighting distinguishable flow 
phenomena and (c) shear stress distribution on the chamber floor highlighting areas susceptible to particle resuspension. 
5. Conclusions 
As computational hardware and software resources become more advanced, computational fluid dynamics (CFD) is 
becoming increasingly utilised as part of simulation schemes for hydraulic structures in urban drainage. However, 
only a limited number of past studies investigating rotating flow hydraulic structures that (i) adopt suitable turbulence 
and multiphase approaches, particularly in vortex hydrodynamic separators, and (ii) leverage large-scale experimental 
data have to-date been carried out. This study found that a two phase CFD model with standard approach to turbulence 
closure can yield valuable results. This was concluded based on good agreements between the experimental and 
numerical free-surfaces and comprehensive velocity data sets. Following this case study, it can be concluded that CFD 
is arguably a powerful and accurate tool available for analysing and optimizing rotational flow structures such as the 
hydrodynamic grit separators. Following some considerations for mesh arrangement and transient modelling, good 
CFD solutions can be obtained for standard approaches to turbulence modelling. This was demonstrated by good 
comparisons obtained between the numerical and experimental datasets obtained in a full-scale prototype of the 
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Abstract: The German Waterways and Shipping Administration (WSV) has to replace several weirs in the near future. In addition 
to maintenance and operation, the WSV is also responsible for the establishment of the ecological continuity, i.e., free migration 
of species like fish along the river and thus over weirs. The downstream migration over weirs with low to medium heads was a 
mostly neglected issue and was commonly considered to be an insignificant hazard for fishes. Recently, this assumption was tackled 
by fish biologists by applying design rules for plunge pools at fish bypasses to weirs. As a consequence, an additional plunge pool 
may be required in order to fulfill this criterion at a weir. In a numerical study with the three-dimensional computational fluid 
dynamics package OpenFOAM®, the hydraulic characteristics of a sharp crested weir were analyzed in detail, in particular the 
nappe deflection at the weir sill. The hydraulic conditions were evaluated in terms of accelerations and were compared to 
acceptable accelerations for different species in order to assess the possible endangerment of fishes. Additionally, the conditions 
for fish plunging into pools of acceptable depths were evaluated numerically with a numerical model based on the software Star-
CCM+®. The results of both studies support the thesis that the “plunge pool criterion” is an insufficient tool to assess the safety of 
fish migration over weirs with significant overflow and that substantial further research is required in order to derive a suitable 
criterion that can ensure the safe passage of fishes over medium height weirs with low tailwater levels. 
Keywords: Gate, weir, fish, migration, OpenFOAM, STAR-CCM+, numerical modeling.  
1. Introduction 
With the implementation of the European Water Framework Directive (WFD), the good ecological status of surface 
water bodies has been set as an objective for all member states of the European Union. One important measure to 
achieve this goal is to establish ecological continuity at European surface waters. According to the amendment of the 
German Water Act in 2010, the Federal Waterways and Shipping Administration (WSV) has to restore the ecological 
continuity at about 250 barrages at the German waterways it owns or operates. Re-establishing ecological connectivity 
at barrages is mainly achieved by providing measures that allow for safe fish passage for both long distance migratory 
fish and resident fish species. It is important to note that different structures are required for upstream and downstream 
fish passage as fish behavior differs considereably. According to the German Federal Ministry of Transport and Digital 
Infrastructure (BMVI), the principle of causal responsibility is applied to measures of downstream fish passage. 
Following this, hydropower companies are responsible for the protection and bypassing of fish at turbines, whereas 
WSV has to ensure safe downstream fish passage at weirs. In the recent past, downstream passage of migratory and 
resident fish over weirs with low to medium heads (approx. 5 m) was a mostly neglected issue, as it was assumed that 
downstream migration especially of surface-oriented fishes is unaffected under natural flow regimes. However, recent 
studies, as well as expert assessments of fish biologists, suggest that weir structures may have a negative effect on fish 
passage, and threats to fish are possible. As numerous weir structures in federal waterways are in a bad condition, 
there is need for action to replace those structures. In this context, a serious consideration of downstream fish passage 
processes is evident. In this article, first results of a hydraulic study on downstream fish passage over a weir are 
presented and are discussed in the context of the existing recommendations. 
2. Downstream Migration of Fish 
Barriers in rivers can have major impacts on fish populations by preventing or restricting movement to habitats 
required for essential stages of fish life history (Gauld et al., 2013). This concerns both upstream and downstream fish 
passage. Regarding downstream fish passage, two basic topics can be distinguished. First, there are open questions on 
how fish behave approaching a barrage. The simple assumption that fish passage is proportional to water flow through 
the routes (weir, ship lock, power plant) does not correspond with observed fish passage patterns (Goodwin et al., 
2014). In addition to discharge proportions, there are several other influencing factors, e.g., bed morphology, bank 
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structure, or local hydraulic patterns. It is fundamental to notice that fish behavior differs for different species, making 
general solutions difficult. Furthermore, the most relevant processes are time dependent, e.g., discharge, water levels, 
weir management, and morphologic structures. However, barrage operation and, thus, discharge proportions 
significantly influence the distribution of fish in a forebay. Following this, the importance of fish passage at the 
components ‘hydropower plant’ and ‘weir’ is evident. The second general topic is related to the passage process itself. 
In this case, fish behavior is rather less relevant as it is assumed that fish are flushed passively within the water body. 
Following this, prospective studies should focus on processes that may damage fish and how damaging mechanisms 
can be diminished. It is obvious that the individual design of the weir, as well as upstream and downstream water 
levels, affect the species-dependent processes. Comparing the routes of fish migration, it must be noted that hydraulic 
turbines at many sites are the major problem for fish migration. Passing through hydraulic turbines can cause high 
mortality ratios of up to 90% for Francis turbines. On average the observed mortality ratio is lower in Kaplan turbines, 
with a high variety depending on study design, site design, and considered species. As an example, Marmulla (2001) 
mentioned mortality ratios of 5% to 20% for Kaplan turbines. Nowadays, so-called fish friendly turbines have become 
more popular. These reduce the mortality by using large spacings between the blades, smaller gaps, and a reduced 
rotational speed. 
In Germany and Switzerland, several research projects are currently focused on fish behavior at trash racks and 
bypasses at hydropower plants (e.g., Boes et al., 2016; Lehmann et al., 2015). Contrarily, fish behavior at weir 
structures is a rarely considered task. Transfer of knowledge from the studies at hydro power plants to weirs is 
generally questionable, as fish behavior at low-head weir structures may differ significantly to fish behavior at trash 
racks. 
3. Criteria for the Downstream Transit of Fish over Weirs 
3.1. Literature Review 
As mentioned above, the impacts of low-head weir structures on downstream fish passage are poorly known. Gauld 
et al. (2013) considered downstream salmonid smolt migration in a river with a number of small weirs and showed 
that weir structures without bypasses in combination with low-flow periods have a significant effect on fish migration. 
In this context, effects can vary from short delays to complete blockage. If fish decide to pass a weir structure, they 
are potentially exposed to a hazard due to the possible collision with structural elements of the weir, to exceeding 
shear forces or local negative pressures. Here we are focusing only on the damages due to dropping over a low head 
weir. Thus, other mechanisms for injuries of fishes, like shear at the weir or negative pressures, are not regarded here. 
In Germany, assessment of potential fish damage is usually based on recommendations for downstream passage at 
hydro powerplants (DWA, 2005; LUBW, 2016). These guidelines, in turn, refer to criteria from uncited design 
guidelines mentioned in Odeh and Orvis (1998), and mix the citation with individual expert opinions. Odeh and Orvis 
(1998) stated that the required plunge pool depth should be equal to a quarter of the total drop height, with a minimum 
of 0.9 m at total drop heights less than 3.6 m. The minimum plunge pool volume is given with 10 m³ for every 1 m³/s 
of flow, which seems strange, as the kinetic energy of the jet should be a relevant parameter.  
Generally, fish that are disoriented after passing a weir structure are prey to predators, so hydraulic conditions should 
not be too challenging. In addition to the tailwater conditions, threshold values are given for the total drop height and 
the impact velocity, respectively. In DWA (2005) an impact velocity threshold of 13 m/s (equivalent to a free fall 
from 9 m) is associated with small fish damage, if favorable tailwater conditions exist. For comparison: human high 
divers jump from a height of 25 m in competitions (Napolitano et al., 2013). A smolt mortality ratio of 3% at a barrage 
in the Connecticut River is mentioned by Odeh and Orvis (1998) for an 11 m drop and a discharge of 8.5 m³/s. Without 
giving more details of the underlying study, USACE (1991) presents a relation between impact velocity and lethality 
(i.e., the mortality ratio) for fish colliding with the water surface and solid objects, respectively. According to this, no 
kills occur for fish impacting a water surface with velocities of 20 m/s (vimpact). For fish striking solid objects, the value 
is significantly smaller (5 m/s). Figure 1 shows that mortality ratios of 50% are reached at velocities of 30 m/s for fish 
entering water and 16 m/s for fish striking a solid object. After applying a regression formula on the dataset for impact 
on solid objects (R2 > 0.99), the lethality L in percent for this case can be expressed as: 
 




This can be converted to the lethality for the impact on solid objects after a free fall of the fish from a certain height 
hfall, assuming free acceleration due to gravity only, zero initial vertical velocity, and no air resistance: 
 
𝐿 = 4.303 ∙ (√2 ∙ 𝑔 ∙ ℎ𝑓𝑎𝑙𝑙 − 4.6) (2) 
 
 
Figure 1.  Fish mortality ratio (impact lethality) for collision with solid objects or fish  
impacting on a water surface, adapted from USACE (1991) 
It should be mentioned that a delayed mortality of fish facing small injuries is often described in literature, so that 
harmless hydraulic conditions presumably exhibit smaller velocity values.  
Generally, the actual basis for a sound assessment of downstream fish passage at weir structures is unsatisfactory. 
Strongly deficient information in existing publications given together with individual expert opinions demonstrate the 
need for research. 
3.2. Numerical Study on Fish Impact on the Water Surface 
As stated above, only very limited knowledge is available on the criteria for acceptable conditions for fish in a nappe 
behind a low-head weir. In Germany, a value of 13 m/s for the impact velocity of a fish on the water surface is 
generally accepted (DWA, 2005), though it must be stated that the scientific foundation of this value is rather weak. 
But, due to the general acceptance, it was decided to derive further information for the conditions that occur for a fish 
in this situation and to use them as acceptable values for the conditions that occur behind a weir. 
For the numerical tests, a virtual fish was used. The fish was largely simplified by omitting the fins and by building 
the body from several distorted ellipsoids. The resulting fish body (Figure 2) has a length of 20 cm, a height of 5 cm, 





Figure 2.  Rendering of the virtual fish used in the simulations 
The simulations of the impact on the water surface were performed with the commercial software STAR-CCM+®. 
The simulations were fully three-dimensional and treated the position of the water surface with a volume-of-fluid 
approach (Hirt and Nichols, 1981). The movement of the fish was realized with a so-called overset or chimera grid 
approach. For this approach, the moving fish body is embedded in its own computational grid, which moves “through” 
the computational grid of the larger outer domain. The simulation domain has a size 2 m x 2 m x 1.4 m and the moving 
inner domain is of cylindrical shape with a diameter of 40 cm. The computational grid has ~ 2 million cells with edge 
length ranging from 2.5 cm to 1.25 mm near the fish. In order to check for grid convergence, refined meshes with ~ 
14 million cells and a minimum grid size of 0.6 mm were used additionally. For the simulations, a very short time step 
length of 10-5 s was used in order to accurately capture the highly transient effects at the moment of the impact. The 
total simulation time was limited to 0.1 s. 
In the simulations, two scenarios were regarded as the most relevant ones. The first one is the “head first” scenario. 
In this one, the fish hits the water surface vertically and perfectly aligned. The second scenario is a worse case: the 
fish hits the water surface lying on the side and, thus, exposes the largest possible area to the fluid. As the DWA (2005) 
guideline states that no damage occurs for the fish at all for the regarded impact velocity, both positions are suitable 
for the extraction of further data. The simulations were started with the fish positioned a few centimeters above the 
water level and with a downward velocity of 13 m/s. Figure 3 shows the development of the water surface directly 
after the impact of the fish in the “side first” position. 
 
  
   
   
Figure 3.  Fish impacting the water surface in the “side first” position, computed on the coarse grid 
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For the evaluation of the hydraulic properties during the plunging into the water body local pressures, the acceleration 
of the fish and the force acting on the fish were chosen. An evaluation of the data showed extreme peaks in the recorded 
quantities at the moment of the first impact on the water surface. At this moment, the fluid has to be accelerated 
enormously to the sides, resulting in peaks in the pressure at the fish body (Figure 4) and subsequently in the force 
acting on the fish and the acceleration of the fish (Figure 5). However, it must be taken into account that the virtual 
body is a rigid body, while a real fish is at least partially flexible. Thus, in reality the side of the fish will deform and 
the occurring pressures at the first impact will be lower. As a consequence, the peak acceleration will be lower, too, 
and the subsequent acceleration will be higher, as a higher velocity remains. Due to the missing deformation, the peak 
values for the “side first” case are probably not fully representative, and, thus, it can be doubted if they should be used 
in the further considerations. 
 
 
Figure 4.  Pressure on the fish surface when impacting the water surface in “side first” position,  
observed from below the surface, computed on the coarse grid 
Figure 5 shows a comparison of the recorded accelerations of the fish for the “side first” with the “head first” case for 
the computations performed on the coarse and on the fine mesh. The differences between the results of the two meshes 
are rather small, so the grid dependent uncertainties can be regarded as small in comparison to the global uncertainties 
of the setup. In this plot negative values (i.e., the free fall) were omitted, and the positive accelerations were plotted 
on a logarithmic axis. 
For the “side first” case, we see that the deceleration starts even before the fish touches the water surface. This is 
because of the air, which has to be squeezed out between the fish and water surface. Afterwards a very strong initial 
acceleration peak is visible, reaching over 10000 m/s2 for a very short period of time. In reality, this peak will be 
smaller due to the deformation of the fish, but the actual value cannot be determined with this kind of model. After 
approximately 0.002 s, a plateau with an acceleration of ~ 300 m/s2 - 400 m/s2 is reached, which lasts 0.01 s. 




Figure 5.  Acceleration of the virtual fish falling into a pool in “side first” or “head first” configuration,  
computed on coarse and refined grid 
For the “head first” case, a very different behaviour is observed. Because of the very streamlined body, the deceleration 
due to air below the fish is negligible. In general, the accelerations are much smaller. The initial peak is probably 
useable here, because the head of the fish is more rigid than the sides of its body; thus, the deformation will have a 
smaller effect. An initial acceleration of 80 m/s2 is recorded, which drops after the head has completely entered the 
water body and later rises again to 100 m/s2 at ~ 0.017 s. The second peak is due to the slightly blunt shape towards 
the tail, which enforces suction behind the fish. After 0.02 s we see a constant acceleration of about 60 m/s2. This is 
more or less due to the friction of water on the submerged fish. But it must be pointed out that the numerical model 
was not tuned for the computation of friction on smooth surfaces, and, thus, these values should be used with care. 
From these recordings it can be concluded that for the described test configuration an acceleration of 100 m/s2 to 400 
m/s2 can be expected for fishes to occur on impact of the water surface. This range will be used as a threshold to 
determine acceptable conditions in the nappe impact region behind a weir in terms of accelerations. It can be assumed 
that actually much higher accelerations can be tolerated by fishes, but only very little data is available on the topic. 
For humans, when not protected by a body of water around them, it was found that the level of injuries not only 
depends on the magnitude of the acceleration but also on the direction of the acceleration, the length of the exposure, 
and on the rate of onset. For short time spans (< 0.1 s) accelerations of 200 m/s2 to 300 m/s2 would be acceptable, 
even for humans, with little to no harm (Ruff, 1950; Shanahan, 2004). For the human test subjects, a cause of harm 
was the belt systems, which were used for fixation of the body to the test sled. As fishes are not belted, but are 
embedded in water like human jet pilots in a g-suit, it might be possible that fishes can endure significantly higher 
accelerations. 
4. Hydraulic Conditions in Nappe and Tailwater 
4.1. General Description 
Situations which are potentially hazardous behind a weir are more probable if the nappe thickness is small and the 
water depth at the weir sill is small compared to the size of the fish. For thicker nappes, it may be assumed that the 
fish is embedded into the water body and, thus, will be deflected at the sill together with the main flow, which acts as 
a water cushion to the fish. In Germany, currently the guidelines from DWA (2005) are commonly used to determine 
the acceptability of the conditions behind a weir. Unfortunately, these guidelines are based only on a publication which 
describes a plunge pool for a very narrow nappe behind a fish bypass (Odeh and Orvis, 1998). It can be doubted if this 
can be generalized for weirs. At a weir the nappe is typically very wide compared to its thickness. This changes the 
hydraulic conditions fundamentally, because the impacting nappe cannot spread into all directions, but only into the 
direction of the tailwater. This will result in the aggregation of a water cushion between weir and nappe, because, 
otherwise, the necessary force for the deflection of the jet into the direction of the weir sill would not be available. An 
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example for this process is shown in Figure 6, where the water cushion is clearly visible behind the nappe (red dotted 
line). This changes the situation for descending fishes, because, depending on the situation, they do not necessarily 
fall directly onto the sill. Instead, the contact to the water cushion will start to deflect and decelerate the nappe and the 
fish before the sill is reached. The thickness of the cushion can be estimated by different formula, as given in Moore 
(1943) or refined in Rajaratnam and Chamani (1995). 
  
 
Figure 6.  Aggregation of a significant water cushion (red dotted line) at the weir Auxonne (France)  
In this situation a lot of air is entrained into the water. This can be advantageous from an ecological point of view if 
the river has a lack of oxygen. Basics of air entrainment in jets are explained in Chanson (2004). In Germany, the 
water quality has enhanced significantly in the last decades. Thus, aeration at a weir is no longer a relevant advantage 
and the potential damage to fish is regarded as a more relevant factor. 
4.2. Hydraulic Conditions behind the Weir 
4.2.1. Numerical Evaluation of Local Conditions for Fishes 
For the examination of the flow field behind the weir the simulation package OpenFOAM® was used. The BAW 
OpenFOAM® has been widely used for the investigation of flow features near hydraulic structures for several years 
(i.e., Thorenz and Strybny, 2012). In order to gain a better understanding of the governing processes, a simplified test 
case was set up. The flow over a simple rectangular gate, erected on a flat surface, was tested in a numerical model. 
The numerical model resembled a flume of 2 m width. The computational grid had approximately 3 million cells and 
was iteratively refined in the vicinity of the nappe to a cell length of 1.6 cm. 
For the tests, an upstream water level of 5 m was fixed and different downstream water levels and gate heights were 
tested. The primary goal of the investigation was to evaluate the criteria given in DWA (2005) and LUBW (2016) to 
describe the flow situation behind the weir. A secondary goal was to test further hydraulic criteria for their suitability 





Figure 7.  Velocity plotted on a vertical slice through the model domain. The weir height is 3 m, the upstream water level 5 m, 
and the downstream water level 2 m. 
In these tests it became obvious that the relation between the downstream water level and the drop height (DWA, 
2005) is not a sufficient criterion to determine whether fishes can safely transit over a weir of certain height. Figure 7 
presents a typical example for the issue. In the shown situation, the prescribed tailwater level has no impact on the 
flow situation at the weir. In the picture presented the tailwater level fulfills the criterion after DWA (2005), but also 
a lower tailwater level would not result in a different flow situation at the weir, because the momentum of the overflow 
is so large that the tailwater cannot counteract against it. In the presented situation, the thickness of the nappe and the 
smooth deflection because of the water cushion behind the weir are the relevant parameters for the safety of fish 
transit.  
Further test criteria for the transit of fish over weirs were sought after. The absolute value of the flow velocity is not 
a suitable criterion to determine the situation for fishes, because the velocity itself does not harm the fish. Derived 
quantities like the shear rate or accelerations within the fluid body can be useful as a criterion for the evaluation of the 
flow situation. Also, the velocities perpendicular to a surface can be a hint for potential problems. 
In this study, the convective acceleration of the fluid was evaluated as a potential test criterion. If a fish is embedded 
into the fluid, it can be assumed that the acceleration of the fish is the same as the acceleration of the surrounding 
fluid, because both have the same density. Here, the acceleration a is computed from the gradient of the pressure field 







This results in a value of zero for a fluid particle which is freely falling, i.e., a is equivalent to the convective 
acceleration minus the acceleration of gravity and will have a value of 1 g for a body that is not in motion. 
Figure 8 presents the acceleration in stream tubes within the nappe up to the point where the nappe is deflected at the 
weir sill. It can be seen that the far-field tailwater level has only a minor impact on the flow situation (left images vs. 
right images), whereas the thickness of the nappe is more important (upper images vs. lower images) for the level of 
the accelerations. The observed values for the accelerations of 50 m/s2 to 100 m/s2 (5 g to 10 g) are far below the 
values which were computed for the fish freely falling into a pool and, thus, probably can be regarded as uncritical. 
But according to the DWA (2005) guideline, only the situations on the right hand side of Figure 8 are acceptable, 
while the situations on the left are not acceptable. This example shows that this criterion is insufficient to divide good 
from bad, as the flow field characteristics like the convective accelerations differ strongly for different overflow 
heights and only slightly for the regarded different tailwater depth. Thus, a better criterion must not only include the 




   
   
Figure 8.  Convective acceleration plotted in streamtubes for weir heights of 3 m (top figures) and 4 m (bottom figures) and 
different far-field tailwater levels of 0 m (left figures) and 2 m (right figures) over the weir sill 
The relation between impact velocity and lethality (compare Chapter 3.1) can be used to roughly evaluate how lethal 
a certain weir height can be for fish impact on the weir sill, but it does not take into account the effects of a water 
cushion below the fish or the deflection of the nappe above the sill. If used at a weir, only the part of the velocity 
vector that is perpendicular to the surface can be used as impact velocity.  
As an example, the situation at an inflatable dam is presented here. In contrast to the rectangular weir presented before, 
the inflatable dam is equipped with large breakers on the surface. For small overflow heights (cross-section shown in 
the lower picture of Figure 9), the nappe is divided by the breakers into several jets, and, thus, the backwater cushion 
is less pronounced compared to the rectangular weir without breakers. Air mixes into the water, and this makes the 
determination of convective accelerations for the fish difficult, as it can no longer be assumed that the fish moves like 
the surrounding water. For this situation, it can be helpful to evaluate the velocity of the flow field perpendicular to 





Figure 9.  Evaluation of velocity components perpendicular to the weir sill for an inflatable dam 
with a height of 3.78 m (bottom figure) and 3.16 m (top figure) at an upstream water level of 4.28 m over the sill. 
For the smaller overflow height the observed perpendicular velocities reach up to ~7.7 m/s in a height of approximately 
10 cm above the weir sill before the deceleration starts. If it is assumed that a fish actually impacts on the surface with 
this velocity, this could be translated to a mortality ratio of roughly 14 %. For the larger overflow height (Figure 9, 
top), the vertical velocity components seem to be only slightly smaller (~7 m/s). But in this situation it can be observed 
that the deceleration takes place already 20 cm above the surface, so that the “impact” criterion is probably no longer 
useful for small fishes. Furthermore, the probability is high that fishes are embedded in the rather thick nappe and, 
thus, will not have contact with the sill. However, it should be mentioned that lethality is not the only relevant 
parameter. The question for what conditions a fish passes a weir without any significant impact has yet to be answered. 
5. Conclusions 
In Germany, the Federal Waterways and Shipping Administration is obliged to enhance the possibilities for species 
to migrate over dams and weirs. While the upstream migration through fish ladders, etc., is a topic that has been 
worked on intensively, the downstream migration was largely out of focus for scientific research.  
Recent investigations showed that the transfer of criteria made for other situations to weirs (DWA, 2005) lead to 
erroneous expectations concerning fishes migrating downstream over low-head weirs. For current projects, this lead 
to demands of stakeholders to construct bypasses, etc., though the scientific foundation of the criteria is rather weak.  
This paper shows that the currently used criteria are insufficient to evaluate the hydraulic conditions behind a weir 
and, thus, should not be used for the evaluation of fish migration over weirs. The results show that the overflow height 
is a relevant parameter which must not be omitted in the considerations. 
Simple alternative criteria like the convective acceleration and the impact velocity were presented together with first 
estimates for acceptable values and the application to typical situation. But it must be pointed out that these are based 
on considerations about the acceptable impact velocities which themselves have certain uncertainties. 
From these investigations a need for more thorough considerations can be derived. Apart from the already mentioned 
criteria, these should take into account the movement of fishes in air-water mixtures and the probabilities for impacts 
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Abstract: On the 29th of December 2016, a ship carrying benzene collided with the weir near the city of Grave, The Netherlands. 
The impact caused significant damage to the weir and resulted in partial drainage of the upper reach. After an initial analysis of 
high water levels during river floods, Rijkswaterstaat decided to build a temporary dam downstream to partially block the flow 
through the weir. Thus, the upstream water levels could be restored and room was created to repair the damage. However, the 
partial closing meant that the entire river discharge was forced through the remaining section, less than half of the total width of 
the weir. This paper discusses the numerical simulations which were performed to approximate the flow conditions in that 
remaining section and to roughly predict the flow velocities which could occur during critical conditions. As it became apparent 
that simple weir discharge formula would not be sufficient, the choice was made to use a three-dimensional Computational Fluid 
Dynamics (CFD) Model. Because of time constraints, the model setup was relatively simple and a sensitivity analysis could not be 
performed. Nevertheless, the model gave an insight into the expected flow patterns up- and downstream of the weir and a more 
detailed estimation of the flow velocities near the bed than the models used in the river flood calculations (performed with WAQUA 
(WAQUA 2018)). From the results, it was concluded that extra bed protection was necessary. At the same time, a question arose 
about how well the numerical model could simulate supercritical and subcritical flows as well as transitions between the two flow 
regimes. 
Keywords: Weir, CFD, supercritical flow, bed protection.  
1. Introduction 
On the 29th of December 2016, a ship carrying benzene collided with the weir near the city of Grave in the river Meuse, 
The Netherlands. The collision took place around half past seven in the evening in severe fog and darkness. The ship, 
Maria Valentine, missed the exit towards the shipping lock, sailed through the floating marking line, and broke through 
several of the support beams. The speed of the ship was such that it went through the weir completely and ended up 
about 3 m lower downstream of the weir. Fortunately, the collision and the drop down did not cause a leak and the 
liquid benzene was kept contained in the ship’s cargo hold. Despite the significant damage, (the wheel house was 
demolished and piping and railings on the deck were damaged) the crew was able to anchor the ship about 500 m 
downstream of the weir. 
The collision damaged five of the support beams, which were also pushed over their iron buttresses at the weir sill. 
This caused an uncontrollable flow through the weir, emptying the upper reach of Grave. To make matters worse, this 
upper reach is connected to the channel between the rivers Meuse and Waal. Due to problems with closing the lock at 
Heumen in time, the collision also led to a partial drainage of this canal. Over a distance of about 30 km, between 
Grave and Sambeek, the water level in the Meuse was decreasing with a rate of 50 cm/hr, which later decreased to 
about 20 cm/hr. The water level decreased about 3 m in total. Thus, this part of the Meuse River could not be used for 
navigation. Instead, ships had to take a different route using inland channels (Zuid-Willemsvaart for smaller ships and 
the Albert Canal for larger ships). Furthermore, the low water level meant a significant increase in head difference 
over the upstream weir of Sambeek and led to a reduced stability of the river banks as the phreatic levels do not follow 
the water level on the river directly.  
To restore the water levels in the river reach of Grave as soon as possible and to make room for repair, Rijkswaterstaat 
decided to construct a quarry stone dam downstream of the damaged section of the weir between the bridge piers. The 
construction of the dam was started on the 10th of January and finished on the 23rd of January. During construction, 
the water level upstream of Grave was gradually increased to allow shipping again. The dam was made impermeable 
by applying a foil on the upstream slope. The dam was made in such a way that the upper part could be removed 
within 48 hours in the event of a river flood due to rainfall and/or melt water. The closing of one of the weir sections 




Furthermore, the technical condition of the iron buttresses anchored in the concrete sill had to be determined. On the 
4th of July, the repairs to the weir had been completed and the removal of the temporary dam was started. 
This paper addresses the situation where one section of the weir was blocked by the temporary dam. The remaining 
cross-section was less than half of the total cross-section of the original weir. This resulted in a higher head difference 
over the weir and higher flow velocities in the operational part of the weir compared to normal operating situations. 
The weir and bed protection downstream of the weir were never designed to cope with these conditions. 
Simultaneously with the design of the temporary dam, Rijkswaterstaat decided to extend the existing bed protection 
further downstream. However, a study into the possible local flow velocities had not yet been performed. This study 
combined handbook formula and three-dimensional Computational Fluid Dynamics (CFD) simulations. This paper 
focusses on the CFD modelling part of the study and the resulting flow conditions. The flow through the weir was 
calculated using the commercially available CFD package Star-CCM+ using the Volume of Fluid (VoF) method for 
free surface tracking. This kind of model has been applied before for subcritical to critical flow as shown by Feurich 
and Olsen (2014) and Bayón-Barrachina et al. (2015). 
The study this paper discusses has been commissioned by Rijkswaterstaat-GPO (Grote Projecten en Onderhoud) and 
reported in de Loor and Weiler (2017). Supervision from Rijkswaterstaat was performed by Wim Kortlever. At the 
side of Deltares, the one-dimensional analysis was performed by Otto Weiler and supported by Rob de Jong. The CFD 
simulations were performed by Alexander de Loor and Tom O’Mahoney. 
2. Domain of Interest 
2.1. Meuse Canalization 
The weir near Grave, completed in 1929, is one of the seven weirs in the Dutch stretch of the river Meuse. These weirs 
are located, from upstream to downstream, near the villages of Borgharen, Linne, Roermond, Belfeld, Sambeek, Grave 
and Lith. These weirs, as part of the canalization of the Meuse, enable year-round navigation down the river. The 
Meuse river is fed by rainwater and melt water from the Ardennes. This nature explains the choice of canalization and 
the use of weirs to enable shipping, especially in drier periods. The dependence on rainwater means that the river 
discharge fluctuates greatly and can increase in a relatively short period of time. Due to this fact, it was very important 
that the upper part of the temporary rock dam could be removed at short notice. Thus, in the event of a high river flood 
when the river also flows through the floodplains, the extra increase of the water level related to the blocking by the 
dam will be limited. Besides, the flow conditions at the operational part of the weir can change rapidly. As the winter 
and spring show a high chance of high river discharges, it was very likely that this would occur while repairs were 
still ongoing.  
2.2. Weir at Grave 
Four of the seven weirs in the Dutch part of the Meuse consist of Stoney gates for water level control and directly next 
to it a Piorée weir which also enables the passing of ships at high river discharges. The Piorée weir in this case has 
vertical beams and rectangular steel panels and, in principle, may be compared to the older needle weirs. Two of the 
other weirs, near Borgharen and Lith, consist of large lifting gates with flap gates mounted on top for water level 
control. At present, the gates of the Lith Weir allow for a combination of underflow and overflow simultaneously at 
medium river discharges. 
The weir near Grave, which is located below the John S. Thompson Bridge in the main river channel, is again different 
because it has two flow passages with a width of 50 m (west) and a width of 61 m (east) and a bridge pier of 7 m in 
between. Those passages have been split up in 9 and 11 sections, each of which consists of a set of three panels 
supported by a vertical beam. At low river discharges, the water level in the upper reach of Grave is controlled by 
lifting or adding the right number of panels. At high discharges, the vertical beams including the panels can be lifted 
out of the water and turned under the bridge deckto allow ships to pass the weir. In short, the Grave weir can be seen 
as an upside-down Poirée weir. To enable navigation at low discharges, ships can pass by the shipping lock on the 
eastside of the weir. On the westside of the weir there is a fish passage. On both sides of the main river channel there 
are flood plains which will flood at high river discharges. 
The weir has a concrete sill. Directly downstream of the support beams there is a shallow and short stilling basin 
followed by a bed protection of concrete blocks. The latter with added roughness intended for energy dissipation. 




before the temporary dam was constructed in the eastern passage, an additional layer of stones had been placed and 
the grouting extended to about 50 m. Before the collision had taken place, there was already a scour hole behind the 
weir with a depth of about 10 m (visible in Figure 8 later). 
Water level data is available from two measuring points near the weir. One is located upstream (‘Grave Boven’) at 
the upstream entrance to the lock approach. The other is located downstream (‘Grave Beneden’) around 500 m 
downstream of the downstream entrance of the lock approach. This data is used in the one-dimensional calculations 
to estimate the water levels at the weir.  
 
  
Figure 1. Construction of the weir in the 1920’s showing 
the support beams and panels. 
Figure 2, Flow through the weir during operation showing the 
water level control using the panels by partial closing. 
 





Figure 4. Schematic overview of the weir at Grave with a top view (bottom) showing the two sections with the damaged section 
on the right and a front view, looking downstream, (top) showing the support beams and rows of control panels and a cross-
section showing a support beam in lowered position and suspended below the bridge. Taken from (de Vries et al. 1935). 
2.3. Temporary Dam 
The temporary dam, shown in Figure 5 and Figure 8, which had been built out of quarry stone using different rock 
gradings, was located in the eastern passage of the weir between the bridge piers. The center pier was lengthened in 
the downstream direction by stacking a number of shipping containers. This wall of containers retains the dam so that 
the slopes of the dam do not reduce the flow area of the remaining passage. To secure these containers, these are 
ballasted with rock and also anchored to the dam. The dam was made impermeable by applying a foil on the upstream 
slope. By closing the eastern passage, the maximum width of the flow at the weir reduced from 111 m to 50 m, not 
taking into account the obstruction by the support beams. In crosswise direction, the dam had a length of approximately 
30 m and a height of 5.40 m. The crest level was NAP+8.00 m, equal to the target water level in the upper reach of 
Grave. The cross-section of the dam is given in Figure 8. 
 




3. Model Setup 
3.1. Software 
The simulations were performed using version 11.04 of the Star-CCM+® software, a proprietary and commercial 
CFD package. Star-CCM+ is able to solve the Reynolds Averaged Navier-Stokes (RANS) equations from mass and 
momentum in a three-dimensional domain, both steady-state or transient, as used in this study. The Volume of Fluid 
method (VoF) is available to model free surface flows. The package also includes its own meshing algorithm, which 
is also used in this study. A number of different types of boundary conditions, numerical schemes, and turbulence 
models are available. Star-CCM+ has been used successfully by Deltares in recent years for the simulation of free 
surface flows in and around hydraulic structures, e.g. shipping locks and sluices, sewage systems, and tidal energy 
applications. 
3.2. General Model Settings 
The RANS-equations are solved in their transient form with first order temporal discretization and a segregated 
pressure-based solver. The equations are discretized on a fully unstructured three-dimensional mesh. The Finite 
Volume Method is used with second order upwind for advection. A two equation turbulence model is used, more 
specifically the k-ω/SST model. To model air and water as immiscible phases, the Volume of Fluid (VoF) method is 
used. 
3.3. Geometry Construction 
The numerical domain is basically built up out of two parts. The first part consists of the bathymetry and the river 
reach downstream of the weir. This part of the domain is based on bed level measurements available in Baseline 
(Baseline 2018) at the time of modelling. The bathymetry is exported in STL-format and imported in Star-CCM+ 
before selecting the relevant section of the river (shown in Figure 6). The embankments are not well represented in 
the Baseline Model; therefore, these are estimated. Due to time constraints, it was not possible to get a smooth 
transition all along the geometry between the embankment and the bathymetry. This was, however, limited to locations 
of less interest. Due to limited data, the curvature of the river and the rotation of the weir with respect of the 
downstream reach had to be estimated from aerial photographs. However, the use of Baseline data had the advantage 
of relatively detailed (5 m resolution) bathymetry data containing the most important features in the river bed, most 
importantly the extent of the bed protection and the scour hole downstream of the weir. The modelled part of the river 
extends towards the end of the dam that divides the river and the approach harbor of the shipping locks. It was 
estimated that this was enough to capture flow velocities near the weir but might be too short to capture a recirculation 
behind the weir properly. The river reach upstream of the weir is approximated by a constant bed level and not directly 
based on bed level measurements. The constant level is also visible in measured bed levels. The upstream boundary 
lies 100 m from the weir. The downstream boundary is located some 300 m from the weir. 
 
 
Figure 6. The Baseline bathymetry that was used in 
the CFD geometry; the yellow box shows the 
approximate extent of the numerical domain, and the 
red arrow shows the approximate location of the weir. 
Figure 7. Overview of the resulting numerical domain and the bed 








The second part of the geometry consists of the weir itself, including the temporary dam, support beams and control 
panels. This geometry was based on drawings of the weir (see Figure 4). The support beams and panels are simplified, 
so instead of H-profiles, the beams are modelled as solid beams and the panels are modelled as rectangular plates. The 
geometry of the dam was based on the design drawings available at the time where the containers are simplified as 
solid boxes. The shape of the weir, as used in the simulations, is shown in Figure 9. A cross-section of the dam is 
shown in Figure 8. Unfortunately, the geometry of the weir doesn’t connect smoothly to the river bathymetry along 
the entire width of the river. This resulted in a few sharp transitions between the bed protection and the river bed 
downstream of the weir. The resulting geometry combining the river bathymetry and the weir is given in Figure 7. 
 
 
Figure 8. Cross-section of the temporary dam (as built). Measures are in meters. Height levels in NAP+m. The colors indicate 
stone grading. 
 
Figure 9. Overview of the geometry of the weir as used in the simulations. The sill of the weir is shown in yellow, the temporary 
dam in grey, the containers in brown, the bridge pier in green, the beams and control panels in orange and green, and the side 
walls in blue. 
3.4. Mesh Settings 
To generate the mesh, the mesher of Star-CCM+ is used, specifically the Trimmed Cell Mesher. The Trimmed Cell 
Mesher creates a mesh by generating structured background mesh and refines this where necessary by splitting each 
hexagonal into eight pieces. Near boundaries, the cells are split to conform to the shape of the surface. The advantage 
of this type of mesh is that it is very suitable for calculations using the VoF method. The base size of the mesh is set 
to 1 m. Around the weir this is refined to 0.25 m. At the water surface, the cells have horizontal dimensions of 0.5 m 
and vertical dimensions of 0.2 m to better model the free surface. The prism layer is set to consist of two cells with a 
total thickness of 0.33 m. It must be noted that this resolution  ended up being too coarse to properly resolve the wall 
function along the bottom. The lack of available time meant that it was not possible to perform a mesh dependence 




was not deemed necessary for the purpose of this study to give a reasonable estimation of flow velocities. It is, 
however, advised for future calculations to perform a mesh dependence study. 
3.5. Boundary Conditions 
The numerical domain consists of an inlet at the upstream side of the domain and an outlet at the downstream side. 
From the one-dimensional analysis followed estimations for the water levels at the in- and outlet. At the in- and outlet 
of the numerical domain, these water levels were used to construct a hydrostatic pressure boundary. The difference in 
hydrostatic pressure over the domain resulted in a flow over the weir. The river bed and the surfaces of the weir were 
modelled as a rough surface with a modified wall function that is dependent on the chosen roughness height. The top 
boundary is also defined as a pressure boundary in order to let the air phase flow freely through this boundary. 
3.6. Performed Calculations 
Two simulations have been performed for two different conditions. The head difference over the weir for these 
conditions was based on the one-dimensional analysis. The first calculation was defined as a maximum discharge case 
in which the river was still completely discharging through the summer bed. This situation was chosen as it was 
expected to be the normative condition with the highest flow velocities. At the moment of setting up the calculation, 
it was anticipated that the support beams would be retracted from the water; however, during the calculation, it became 
clear this would not be the case in practice. However, the calculation was still continued to get an order of magnitude 
of flow velocities and discharge. 
 
Furthermore, the one-dimensional analysis showed that the relatively high water levels both up- and downstream in 
the first calculation didn’t result in a normative condition. The analysis showed that energy dissipation is worse at 
lower discharges because of the higher head difference over the weir and the lower water depth downstream which is 
not sufficient to result in energy dissipation through a hydraulic jump close to the control panels. Therefore, an extra 
calculation was defined where the bottom row of flow control panels would still be in place. The selected water levels 
at the in- and outflow boundaries in the performed calculations are given in Table 1. To calculate the discharges and 
water levels in the one-dimensional analysis, previous investigations into the weir at Grave, which studied the 
possibilities for higher water levels in the upper reach, were used (Jongeling 2012). Furthermore, the analysis into the 
supercritical flow and hydraulic jump relations was based on those from Kolkman (1989), Nortier and de Koning 
(1996) and Chow (1959). Although not performed in this study, it should be mentioned that these kinds of CFD 
calculations can also be used to calculate discharge coefficients for use in one-dimensional models. However, this 
should also involve calibration using actual data of river discharges and water levels for correct results. 
Table 1. Water levels at in- and outflow boundaries. 
 Water level upstream 
[NAP+m] 
Water level downstream 
[NAP+m] 
Open weir 7.90 6.20 
Weir with lower 
panels 
7.85 5.35 
4. Results of CFD Calculations 
4.1. Open Weir Case 
As stated before, the open weir case simulates more or less the maximum discharge condition at which only the 
summer bed of the river is used. Also, the support beams are retracted against the bridge. The chosen water levels at 
the up- and downstream boundaries result in a head difference over the weir of 1.70 m. During the calculated time 
span, the calculated flow rate varied around 840 m3/s. The one-dimensional analysis predicted a higher flow rate of 
approximately 900 m3/s at this head difference, indicating a higher resistance from the partially closed weir than 
predicted. However, because of the relatively short calculation time, it was not possible to get to a situation with a 





This non-stationary behavior was also visible in the water levels immediately downstream of the weir, which varied 
visibly, as was the separation from the bridge pile. At the moment, it could not be determined if the fluctuating flow 
separation from the bridge pile led to the variations in the flow rate (and thus to changes in the downstream water 
levels) or if the calculation needed more time to obtain a more steady condition. However, as the goal from the work 
was to obtain a reasonable approximation of the flow velocities near the weir, the current state of the simulation was 
deemed sufficient to draw some first conclusions.  
 
The results show a strong contraction of the flow in the weir as the flow separates from the bridge pile. This causes 
the river to discharge through an even smaller opening, further reducing the capacity of the weir. This also increases 
the local flow velocities and leads to supercritical flow (Fr>1) with a maximum Froude-number of about 1.5. Just 
behind the weir, above the bed protection where the depth increases, this leads to what seems to be a combination of 
a cross wave from the steep embankment of the weir and an undular jump as visible in Figure 11. The reported 
maximum depth average flow velocity is almost 7 m/s as shown in Figure 10. More importantly, the maximum flow 
velocity does not occur in the concrete structure of the weir but downstream at the bed protection.  
 
Furthermore, as the flow enters the downstream reach from just one side of the river, this leads to a recirculation on 
the eastern side of the river. This recirculation forces the flow through the weir towards the western embankment and 
behind the recirculation, the flow is directed to the eastern bank. However, as this is close to the downstream end of 
the domain, the calculated extent of the recirculation is not certain. 
 
 





Figure 11. View of the free surface elevation downstream of the weir in the open weir case. 
4.2. Weir with Lower Panels Case 
The second calculation included the support beams and lower row of control panels. The one-dimensional analysis 
showed that this condition would result in higher flow velocities even though the river discharge was lower. An 
important consideration at this point is that this condition, whereby the weir is still operational, occurs more 
frequently than the previous case. The one-dimensional analysis predicted a flow rate of approximately 600 m3/s: the 
calculated flow rate was around 575 m3/s, showing good agreement. These kind of discharge peaks are not rare 
during the winter period. The calculated flow rate in this simulation was more or less constant due to the influence 
of the control panels as these function as a short weir with critical flow. 
 
Downstream of the control panels, the flow continues to be supercritical with Froude-numbers locally up to 2.25 and 
depth averaged flow velocities up to 8.5 m/s as shown in Figure 12. The flow results in cross waves downstream of 
the weir, again from the western embankment, but now also from the bridge pile, and waves on the water surface as 
visible in Figure 13. It is important to note that the supercritical flow is again not confined to the weir with the 
concrete reinforced bottom but extends over the bed protection. 
 
Again, the flow results in a recirculation on the eastern side of the lower reach, which is smaller than in the previous 
calculation, but still forces the flow through the weir towards the embankment. During the actual repairs, this 
resulted in damage to the western embankment whereby a part of the embankment collapsed due to erosion behind 
the bed protection. However, this was far enough from the weir to be of any immediate concern. 
 
Comparison to the real world conditions is difficult to make as no measurements have taken place. Focus of the work 
around the weir was on safety and to get the weir operational again as soon as possible. Also, the sudden nature of the 
incident did not give a chance to prepare measurements. However, video footage of flow through the weir during the 
repairs is available. From these videos, it seems that the flow through the weir is indeed supercritical at times as 
simulated (Werkzaamheden Brug Grave… [10-03-2017] 2018). Also, the calculated recirculation can be witnessed 
due to a construction barge that is being pushed against the eastern embankment downstream of the weir 





Figure 12. Depth averaged water velocity at the weir for the weir with lower panels case. 
 
Figure 13. View of the free surface elevations downstream of the weir when the lower panels are in place 
5. Aftermath and Conclusions 
The reported study, of which only the numerical part is discussed in this paper, led to measures to further strengthen 
the bed protection behind the weir on top of the measures already taken. A difficulty in the possible measures was that 
they would not lead to an increase of backwater in the upper reach of the river and not block access to the temporary 
dam. Eventually Rijkswaterstaat settled on strengthening the bed protection with large stones in a compact distribution 
and increased monitoring. Several discharge peaks occurred during the repairs; however, the bed protection near the 
weir stayed mostly intact. Yet, severe changes in the bed were visible behind the bed protection, locally increasing the 
depth of the scour hole and locally decreasing the depth due to the recirculating flow. Also, some damage occurred 
on the western embankment leading to a local collapse of the embankment. However, these were not located near the 
weir itself and caused no immediate concern. Thanks to video footage from Rijkswaterstaat and a local citizen, it was 
possible to witness the strength of the flow in reality. At the end of July 2017, the repairs to the weir were finished 
and the temporary dam was removed, bringing the weir back to full operation. 
 
The results from the CFD calculations show supercritical flow and very high velocities outside of the weir itself at the 
bed protection. The reported velocities already pose a risk even for a grouted bed protection. The supercritical flow 




numbers are not so high that a strong hydraulic jump is to be expected, and thus the pressure variations will be limited. 
Furthermore, the CFD calculation shows a strong recirculation in the lower reach that directs the flow from the weir 
to the western embankment possibly leading to damage there. 
 
This paper shows that CFD can play a role in cases where a simpler, one-dimensional approach cannot give enough 
information even when the available time is limited. It is important for such a study that the boundary conditions are 
clear and that every party understands that the results give approximate values. The extra information from a CFD-
model, outside of the actual flow velocities, gives a wealth of information. The flow contraction from the bridge pile 
at high discharges was larger than expected and also the effect of the recirculation downstream became visible. 
Because of the complex shape of the bed downstream, it was very difficult to predict the extent of this recirculation 
beforehand and this shows the added value of the CFD-study. 
 
Because of the time constraints of the project, some shortcuts had to be taken. It was not possible to perform a proper 
grid sensitivity study, study the influence of the time-step, or to run the calculations for a longer period to see if the 
flow rates would become more constant. Furthermore, the study focused on obtaining flow patterns and depth averaged 
velocities to decide if measures were necessary. The translation from flow velocities in CFD to bed protection is not 
made in this study. As CFD becomes an increasingly popular tool, it is recommended to look into this translation as 
this is not straightforward. 
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Abstract: Service reservoirs provide the dual function of balancing supply with demand and providing adequate pressure in the 
water supply network by maintaining sufficient pressure head. In a potable water service reservoir, the flushing time is a major 
water quality concern due to the potential loss of chlorine residual. The flushing time is closely related to the flow pattern in the 
reservoir. In this study, the influence of change of water inlet configuration and baffling on flushing time was examined. 
Multiphase Computational Fluid Dynamics (CFD) was used to simulate service conditions and predict flow patterns. To 
determine the flushing time, two identical fluids with the properties of water were used in the simulation with one fluid in the 
reservoir initially and the other fluid introduced through the inlet. The volume fraction of the initial fluid at the ideal flushing 
time was used to determine the effects of inlet configuration and baffling. A laboratory scale model was used to validate results 
produced from the CFD model. In the physical model, a saline solution was used as the initial fluid in the reservoir and fresh 
water was introduced through the inlet. A time series of the conductivity of the solution was measured at a specific point and was 
compared to a volume fraction monitor point in the numerical simulation to validate results. Four different scenarios were 
assessed with different inlet configurations and locations including a baffle wall located near the inlet to direct the flow.  
Keywords: Computational Fluid Dynamics, service reservoir, water quality, flushing time, inlet configuration.  
1. Introduction  
Once water has been treated in a water treatment plant and is potable, it must be conveyed to consumers. As demand 
in each catchment varies greatly throughout the day and over the course of a week, maintaining constant water pressure 
in an area is achieved using service reservoirs and water tower structures. A trunk main usually supplies a service 
reservoir directly from the water treatment plant; the service reservoir then in turn supplies the local area through a 
series of distribution mains. Service reservoirs are usually located at the highest elevation in the area to provide 
adequate pressure head to the distribution network while also maintaining supply to the area should the treatment plant 
or pumps breakdown.  
After the treatment process, the water maintains a chlorine residual which acts as a safeguard against additional 
microbial contamination that could occur in the distribution process. This chlorine residual will decay over time; 
therefore, reducing the residence time of the distribution network is important for ensuring that there is a high quality 
of water for the consumers. Therefore, the study of flow in a service reservoir is of major interest in the design of the 
reservoir to improve water distribution and to prevent short circuiting within the reservoir. Completely mixed flow is 
desirable in a service reservoir as it minimizes the potential loss of disinfectant (Grayman et al. 2004). Ideally this can 
be achieved simply by modifying the geometry of the tank or the inlet and outlet configuration thus removing the need 
for mixers or agitators which induce high energy and maintenance costs. 
The shape of the reservoir has a significant influence on the flow conditions in the reservoir and previous studies have 
shown that a rectangular tank with an inlet at one end and an outlet at the other is the best design when considering 
mixing and age distribution (Lee et al., 2014). Increasing the length to width ratio for rectangular reservoirs causes 
the flow conditions in a reservoir to resemble plug flow for a vertical inlet (Yeung, 2001). Using a series of four 
distributed inlets was found to be a viable measure to preserve water quality in a circular tank (Montoya-Pachongo et 
al., 2016). 
The effect of installing baffle walls to improve mixing and residence time in a service reservoir still remains 
inconclusive with contradictory results found in previous studies. One study found that while baffle walls retrofitted 
to areas prone to recirculation tended to break up the vortices and shorten the flow path, the water velocity is reduced 
after flowing past the baffle walls (Zhang et al. 2013). It is recommended that under most circumstances baffles should 





Computational Fluid Dynamics (CFD) offers an effective tool to allow parameterization and optimization of flow 
control geometry in reservoirs (Jarman et al., 2008; Dewals et al., 2008; Dufresne et al. 2011). The majority of previous 
studies adopting CFD to evaluate the residence time of a service reservoir used ‘tracer tests’ to calculate the residence 
time. This consisted of injecting a pulse of tracer through the inlet and measuring the concentration at the outlet (Yeung 
2001, Montoya-Pachongo et al. 2016). However, this method does not give a clear indication as to the flushing time 
of the reservoir and a tracer test alone may not be indicative of the mixing and age distribution in the reservoir. 
Flushing time, residence time and age are not consistently defined in literature as transport time scales and they can 
often be confused (Monsen et al. 2002). In this study, four different inlet configurations are compared to evaluate the 
effect they have on the flushing time of a reservoir with consistent geometry. 
2. Methodology  
2.1. Physical Geometry  
The physical geometry of the reservoir was based on a new 7.5 Ml reservoir proposed to be constructed in the United 
Kingdom. This new reservoir is to serve as an ancillary cell to an existing 15 Ml reservoir adjacent to the proposed 
site. Therefore, the physical geometry of the proposed design had to be similar to the existing structure with the same 
roof height. The proposed reservoir has dimensions of 50 m in length, 30 m in width and 5 m in height to the top water 
level. The height of the roof of the reservoir is sufficiently higher (0.59 m) than the top water level. Roof support 
columns, 0.35 m square, are spaced at approximately 5 m center spanning in both directions. The proposed inlet is a 
0.45 m diameter ductile iron pipe that enters the reservoir vertically from underground from one side of the tank and 
overspills a bell-mouth on top from above the top water level. The outlet is situated at the other end of the tank in a 
sump. Similar to the inlet, the outlet comprised of a 0.45 m diameter ductile iron pipe with a bell-mouth at the entry, 
the top of which is level with the base of the reservoir. Both the inlet and outlet are offset to the centerline of the tank 
on opposite sides. Because making changes to the physical geometry of the reservoir is restrained by the existing 




Figure 1.  Schematic layout of the proposed service reservoir. 
2.1.1. Test Scenarios 
Four different inlet configurations were analyzed to determine the most suitable using a 3D numerical model. Scenario 
1 (S1) is as outlined above in the original proposal with the inlet over-spilling a bell-mouth set above the top water 
level. Scenario 2 (S2) has the inlet in the same 𝑥 − 𝑦 position but is located at the base level similar to the outlet. 
Scenario 3 (S3) has the same inlet as S1 but has a baffle wall across the support columns immediately adjacent to the 
inlet, transverse to the long side wall. The purpose of the baffle was to direct flow into the corners of the reservoir. 
Outlet at base 
Support columns 




Scenario 4 (S4) has a horizontal inlet normal to the back wall of the tank at the same 𝑦 dimension as the S1 and 0.5 m 





(a)  (b) 
 
(c)                (d) 
 
Figure 2.  Schematic layout of each test scenario with Qi showing the inlet location and direction and Qo showing the outlet. (a) 
Scenario 1, (b) Scenario 2, (c) Scenario 3 and (d) Scenario 4. 
2.2. Numerical Simulation Methodology 
Three-dimensional numerical modelling was undertaken using Ansys CFX 18.1 software with a high-performance 
computer used to solve the simulation. In each simulation, the full tank domain was modelled including the columns 
An unstructured tetrahedral dominant mesh grid was constructed to mesh the domain. Grids were refined close walls 
such as the inlet, outlet, walls and columns through either inflation or face sizing to ensure fine resolution to capture 
the boundary layer. The mesh comprised of approximately 664,000 nodes and 3,471,000 elements for each scenario, 
varying slightly depending on the geometric scenario under consideration. A mesh sensitivity analysis was carried out 
initially to determine to appropriate mesh density to provide a mesh independent solution. For this analysis, monitor 
points were used to measure time averaged velocity for various mesh refinements starting at a relatively course mesh 














Figure 3.  Typical computational mesh used for numerical simulations. Denser mesh grids around boundary conditions and 
walls. 
For the purpose of this simulation, the air-water interface was assumed to be a constant fixed lid or horizontal plane 
positioned at the top water level. This is a valid approximation given that sloshing of water or other dynamic effects 
of the air water interface would most likely be absent in order to avoid additional computational cost of modelling the 
water-air interface (Zhang et al. 2011). The top water level plane is specified as a smooth wall with free-slip conditions. 
The main boundary conditions are outlined in Table 1. All walls and columns were specified as smooth no-slip walls. 
Although the reservoir is a concrete structure, given the low velocity and relatively laminar flow, applying a roughness 
factor to the surface was deemed unnecessary and for the bed of the reservoir the friction factor is only considered 
important when the water depth is very low (Dufresne et al. 2011) 
Table 1. Boundary Conditions. 









Top water level Smooth, slip 
wall 
 
For the inlet condition, a constant normal speed of 0.884 m/s was applied. This boundary condition was calculated 
using Eq. (1) to determine the ideal flushing of this tank over a 12 h period where τf is the ideal flushing time and 𝑉 
is the volume of the tank. For the outlet condition, a static gauge pressure of 0 Pa was applied. 







Multiphase analysis was used to determine the flushing time of the model. Two fluids with the same properties as 
water were used, with Fluid 1 in the reservoir initially and Fluid 2 being introduced through the inlet after the flow 
was fully developed. The in-homogenous Eulerian-Eulerian Model was used to model interphase mixing in the system 
(ANSYS CFX-Solver Theory Guide 2011). The standard Shear Stress Transport (SST) was adopted to model 
turbulence. The Transient Model was allowed to run for a 12 h period (prototype) plus time (the equivalent of 1 h in 
prototype scale) for the flow to fully develop initially. 
Monitor points were positioned in the center of the tank and the volume fraction of each fluid was monitored over the 
period of the simulation together with the average volume fraction for each fluid for the whole domain. When the 
volume fraction of Fluid 1 was equal to zero, the flushing time of the tank would be realized. However, for this study 
the scenario that had the smallest volume fraction of Fluid 1 remaining after a 12 h period was determined to be the 
most suitable design. 
2.3. Physical Model Methodology 
To validate the numerical model simulation, a 1:50 scale physical model of the reservoir was constructed in the 
laboratory for Scenario 1. The physical scale model was made using perspex for the walls and treated timber to 
simulate the roof support columns. Although in reality the inlet and outlet discharge fluctuated over time, to simplify 
the model a steady inlet and outlet flow was assumed. A header tank and ball-valve was used at the inlet to maintain 
a steady flow and a ball-valve was used at the outlet as shown in Figure 4. 
The physical parameters of the model were calculated using Froude similitude due to it being a free surface problem 
(Chanson, 1999). The inlet discharge (𝑄i) was set to 0.01 l/s which would give an ideal flushing time (τf) of 12 hours 
in the full-scale prototype. The outlet discharge (𝑄o) was set equal to the inlet to maintain constant depth. 
Red food colouring was added to the header tank and a time-lapse video recording of plan view was obtained to give 
an indication of the flow patterns for qualitative comparisons with the numerical model. To quantitatively measure 
the flushing time of the scale model, a conductivity probe was set up in the center of the tank at the same location as 
the monitor point for the numerical model for comparative purposes. Central tank and outlet readings were obtained 
at one minute and three-minute time intervals, respectively. Table salt was added (0.4 g/l) to the fresh water in the 
tank to increase the conductivity and the tank was mixed thoroughly to ensure an even distribution. The header tank 
was filled with fresh water and the outlet was opened. The model was allowed to flow for 10 minutes to allow the 
flow to fully develop before the probe started recording conductivity measurements. The experiment was repeated 





Figure 4.  Physical scale model setup in the hydraulics laboratory. 
3. Results and Discussion 
3.1. Validation of Numerical Model Methodology 
The physical model results were used to initially assess the validity of the numerical model. Figure 5 below shows a 
qualitative comparison between the flow in the physical model compared to the numerical model. Food colouring was 
added to the header tank in the physical model to show the flow pattern in the model and volume rendering was used 
in the numerical model at specific time steps to show the flow of Fluid 2 in the domain. From visual inspection alone, 






  (a) 
 
 
  (b) 
Figure 5.  CFD volume rendering and food colouring test for time steps (a) t = 4 h (b) t = 10 h. 
The conductivity readings from the probe in the center of the tank were used to calculate the flushing time in the 
physical model. The initial conductivity (σi) reading of the saline solution minus the conductivity of fresh water (σw), 
was set equal to one and the subsequent readings (
𝜕𝜎
𝜕𝑡
) were taken as a fraction of the initial reading. This allowed the 
conductivity results from the physical model to be comparable to the volume fraction (VF) results for each monitor 
point in the numerical model (Eq. (2)). Figure 6 shows a graph of these results for S1 with an error bar on the measured 
results calculated by taking the standard deviation of the three physical model tests results plus the tolerance of the 
probe.  










Figure 6.  Physical model measured data and CFD output data.  
This numerical model methodology was subsequently applied to S2, S3 and S4 to compare the effect of inlet 
configuration on the flushing time and flow pattern in the model. Figure 7 shows the 3D streamlines from the inlet for 
each scenario. In S1, the jet from the inlet dissipates homogenously for the first half of the tank and the flow seems 
well dispersed. S2 streamlines indicate that when the inlet is at the base the flow follows a more direct route to the 
outlet but is still mixed reasonably well. In S3, the jet from the inlet continues until the flow hits the opposite wall and 
is dispersed into the corners and back down the side walls. There also seems to be large areas of stagnant flow either 
side of the jet in S3. Finally, S4 shows that the baffle directs the flow into the corners initially and up the walls towards 
the outlet; however, like S3, there seems to be large areas of stagnant flow and short circuiting. 
    
(a)                                                (b)                                                 (c)                                                   (d) 
Figure 7.  Plan view of three dimensional streamlines of flow from the inlet for scenarios (a) Scenario 1, (b) Scenario 2, (c) 
Scenario 3 and (d) Scenario 4. 
Figure 8 presents the relationship between the volume fractions of Fluid 1 over time for each of the scenarios. From 
this graph, it is clear that S1 will have the shortest flushing time as the flow is almost fully dispersed and was observed 
in the streamlines of Figure 7. S2 and S3 appear to perform poorly as the flow from the inlet is conveyed almost 
directly to the outlet leaving large areas of the tank stagnant. In S4 the baffle wall blocks the water from going directly 
to the outlet and disperses it into the corners and along the side walls, but the baffle creates recirculation flow around 



























Figure 8.  Average volume fraction of Fluid 1 in the domain for each scenario tested. 
4. Conclusion 
In this study, a three-dimensional multiphase numerical model of a reservoir is undertaken to assess mixing patterns 
and flushing times. The numerical model is validated using a 1:50 physical model of the hydraulic structure. The 
numerical and physical models were found to compare qualitatively well.  Four inlet scenarios were investigated based 
on varying the inlet configuration and geometry. The results found that the inlet configuration of a reservoir can have 
a relatively considerable influence on the flushing time and flow patterns. A bell-mouth inlet over-spilling above the 
top water level was found to be the most suitable inlet configuration for this specific reservoir. This was demonstrated 
for examining the volume fractions of mixed fluid phases over a 12-hour simulation period where only 30% of the 
fluid initially in the tank remained. This was almost 13% better than a horizontal inlet under the same conditions and 
also performed more effectively than with a baffle or a base level vertical inlet.  
 
To improve on this study, further investigation into suitable numerical schemes to represent fluid level variations is 
required to accurately represent the flow conditions in reservoirs. It is also recommended that the influence of the 
varying turbulence Schmidt number on the mass turbulent transport be investigated as previous studies have found 
that mixing is highly dependent on this parameter (Valero and Bung, 2016). Nonetheless, this study highlights that 
the proposed numerical approach is an effective method for calculating the flushing time of a reactor such as this. It 
is recommended that for future studies a smaller scale difference be used for validation and possible use of a chemical 
tracer for quantifying the flushing time.  
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Abstract: This study presents a three-dimensional CFD model of the air-water flow in a free surface discharge tunnel 
of a typical bottom outlet with a high head gate. The numerical simulation is performed in ANSYS-FLUENT. Results 
of volume fraction, velocity, and pressure fields are analyzed for two gate openings, i.e. 54% and 100%. The free 
surface flow in the conduit is calculated by means of the VOF method. Finally, a novel methodology is presented to 
calculate the air demand distribution as part of the design of the aeration system in bottom outlets with high head 
gates. 
Keywords: Air demand, ANSYS-FLUENT, bottom outlet, CFD, radial gate, VOF method.  
1. Introduction 
The Ituango hydroelectric project is located in the Cauca River, on the so-called “Cauca Canyon”. There, the river 
flows through deep canyons and steep margins. The Cauca River is one of the most important ones in Colombia. Its 
length accounts for 1,350 km, and its basin is shared by more than 180 municipalities, which in turn add up to 
approximately 10 million inhabitants. This river rises in the south of Colombia, and runs towards the north, down to 
the Magdalena River. This latter dies in the Caribbean Sea, in the northern coast of the country. The dam is located 8 
km downstream the Pescadero Bridge, in the road to Ituango, and immediately upstream from the discharge of the 
Ituango River to the Cauca River. At the site, the river has an average flow of 1,010 m³/s.  
The Project’s installed capacity is 2,400 MW. The energy production is estimated to be 13,930 GWh, on an annual 
basis. As for the civil works, the Project comprises: i) the right abutment, works for temporary diversion of the Cauca 
River. Those are formed by two tunnels that are to be closed once the dam is constructed; ii) an open flow channel 
spillway with four radial gates; iii) a bottom outlet to control the filling of the reservoir and assure, in any event, the 
discharge of the minimum flow required (450 m³/s) by the environmental authority; iv) a 225-meters-high earth core 
rockfill dam; and v) an underground powerhouse located on the right bank of the river. The powerhouse is placed in 
the main cavern and accounts for electromechanical auxiliary equipment, control equipment, control building, an 
erection bay, office buildings, and eight Francis-type turbines, 300 MW of nominal power each, with vertical axis 
synchronic generators. 
The dam is ECRD-type, namely, it consists of rockfill with an impervious core. Its total volume is 20,070,000 m³, and 
its crest is 550 m long. The maximum reservoir’s volume capacity is 2,700 x 106 m3/s, and its useful volume is 900 x 
106 m3/s. The diversion of the river is made by means of two 14.0 m x 14.0 m horseshoe tunnels, which are 1,090.0 
m and 1,215.0 m long, respectively. Before filling the reservoir, the tunnels will be closed by four 14.0 meter-high 
and 7.0 meter-width gates. The headrace system is composed by eight headrace tunnels, one for each unit, with the 
following main components: i) a submerged intake structure, ii) a lower penstock, iii) a vertical pressure shaft, and iv) 
an upper tunnel with closure gates. The operation of these latter is carried out by the vertical shafts. The water intake 
is 357.0 meters above sea level, and the design flow for each tunnel is of 168.8 m³/s. Figure 1 illustrates the general 
works with regards to the dam, the diversion, the penstock, the powerhouse, and the outlet structure. 
This paper presents a computational study of the flow through the Project’s bottom outlet, which is controlled by two 
high head radial gates placed in a chamber. Upstream the chamber, the water flows through a pressurized conduit. 
This latter has an 8 m wide, 8 m high, and 464 m long vault. At the chamber, it initiates a 21.4 m transition from the 
vaulted section to a rectangular section. 8 m downstream the conduit bifurcates into two 3 m wide and 3 m high 
branches up to the radial gates. Downstream of the radial gates, a free surface flow extends along 500 m. Figure 2 
summarizes the above-mentioned characteristics. 
In the present case, the main purpose of the analyzed bottom outlet is to regulate the environmental outflow during 
the filling of the reservoir and sudden shutdown of the hydroelectric power plant. In order to comply with the 
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environmental regulations, the maximum flow to be discharged through the bottom outlet is 450 m³/s. Moreover, the 
gradual filling of the reservoir increases the pressure on the gate. To guarantee an environmental outflow controlled 
discharge, the opening of the radial gate varies from a fully open position up to 54% partial opening. It is worth 
mentioning that the analyzed bottom outlet becomes a world record in terms of pressure, as it will be subjected to a 




Figure 1. 3D view of the hydroelectric project. 
 
Figure 2. Plan and profile view of the gate chamber of the bottom outlet (units in meters). 
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2. Problem Description 
 
The term high head gate refers to all gates used in dams, spillways, penstocks or conduit that support and to operate 
under pressures greater than 25 mwc (meters of water column) (Sagar, 1995). 
The bottom outlet and the spillway are essential structures to maintain the global stability and good performance of 
the dam. Their main functions are to maintain the operations levels in the reservoir, regulate the environmental 
outflow, perform reservoir cleanup, evacuate peak flows, and control the reservoir during its lifetime. The bottom 
outlet gates have different operating rules: they can be either completely or partially opened or completely closed. In 
this regard, the most critical operation is that of partial openings. In this state, the risks of harmful vibrations and high-
stress levels on the gate increase as a result of fluctuating internal pressures. Likewise, the cavitation phenomenon 
may be triggered if the air supply at the end of the gate is depleted. 
When the gate of a high head outlet conduit is partly opened, the high-velocity flow evacuated induces sub-
atmospheric-pressure regions downstream. In order to avoid this effect, the conduit is connected to the atmosphere 
through an air intake pipe. Thus, the air needed is supplied and thereby keeps the pressure at safe levels downstream 
the gate (Cihat Tuna et al., 2014). The estimation of the air demand from the air vent is a paramount factor in the 
designing of gated tunnels. A significant number of studies have assessed the relationship between water flow 
characteristics and the tunnel geometry, with regards to the air flow rate (Najafi et al., 2012). Some empirical 
correlations available today are based on tests performed in hydraulic models, and most of them are written in terms 





where Qa is the air’s volumetric flow rate, and Qw is water’s. Furthermore, this ratio depends on several parameters 
such as the conduit geometry, the gate geometry, and the water velocity. In most studies, the Froude number at the 
‘vena contracta’ has been reported as an adequate parameter to predict the aeration ratio (Salazar et al., 2012). The 
most significant studies date from the second half of the 20th century onwards. All of them yield to the following form 
for the air demand ratio (β) 
𝛽 = 𝑘(𝐹𝑐−1)𝑛 (2) 
Where k and n, are empirical coefficients, and Fc is the Froude Number at the “vena contracta” (Sharma, 1976). Table 
1 lists the main correlations found in literature. 
 




𝛽 = 0.006(𝐹𝑐 − 1)
1.4 
Campbell & Guyton 𝛽 = 0.04(𝐹𝑐 − 1)
0.85 
USACE 𝛽 = 0.03(𝐹𝑐 − 1)
1.06 
Ghetti & Di Silvio 𝛽 = 0.05(𝐹𝑐)
1.418 
Sharma 𝛽 = 0.09(𝐹𝑐) 
 
Figure 3 shows a schematic representation of the air-water flow in a bottom outlet, where part of the air entrainment 
is supplied by an overhead aerator, and the remaining part by the secondary bottom aerator. This research aims to 
provide some new understanding of the air-water flow behavior in high velocity jets downstream of a high head radial 
gate in a bottom outlet of a large dam. Our novel methodology estimates the air distribution as part of the aeration 
system design in high head pressure radial gates. 
 
Because of the high-velocity flow that occurs at the outlet of the radial gates, erosion, vibration and cavitation 
phenomena result, which become the main failure mechanisms of the gate. Flow-induced vibrations can jeopardize 
the integrity of the structure if the frequency of vortex formation is equal to the natural frequency or fundamental 
mode of oscillation of the gate (Naudascher, 1991). Erosion is a direct consequence of cavitation since for cavitation 
to be generated, it is necessary that the pressure in a certain region remain below the vapor pressure. When this 
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happens, a sudden change of phase occurs, where the water bubbles become vapor bubbles (in the gate area); as the 
flow continues its trajectory, these bubbles are conducted to areas where the velocity decreases, and therefore the 
pressure increases (downstream of the radial gates in the step area). Thus, the vapor condenses rapidly and the bubbles 
implode. The occurrence of this phenomenon wears out the material, either steel or concrete, and therefore generates 
the erosion of it. All the mechanisms mentioned above can lead to a complete failure in the structure (Novak, 2004). 
Careful design of the aeration system will prevent those failure mechanisms, that not only compromise the stability 
of the gate, but also the general stability of the dam. We propose to characterize the aeration system of the dam through 
numerical simulations. 
 
Figure 3. Typical airflow in bottom outlets. 
3. CFD Model 
In this research study, the CFD commercial software ANSYS-FLUENT was utilized to simulate the air-water flow 
downstream the radial gates. FLUENT solves the full three-dimensional Reynolds Averaged Navier- Stokes equation. 
A structured mesh was built with 383.064 hexahedron elements, with a max skewness of 0.457 in 257 cells. A grid 
size analysis was performed with grid sizes A, B, and C, summarized in Table 2. Based on the results the mesh with 
this amount of 383.064 cells was chosen for the subsequent calculations. 
 
Table 2. Main characteristics of the used grids. 




1 5996 1 0.457 
2 46413 0.50 0.457 
3 383064 0.25 0.457 
 
Transient simulations are performed with the PISO algorithm to couple pressure and velocity fields (Versteeg & 
Malalasekera, 2007). Strong streamline curvature of the flow is expected to happen at the bottom of the radial gate 
due to partial openings. The PRESTO interpolation scheme is used to capture the aforementioned flow pattern. 
Convective terms are approximated via second- order upwind schemes (SOU), due to its high precision and 
transportiveness. Simulation time was set to 20 seconds for the 100% opening, and 30 seconds for the 54% opening. 
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The total simulation time was set such that a fluid particle will cross the domain 98 times when the radial gate is 
completely opened, and 147 times for a 54% opening. Ultimately it will lead to a pseudo-steady state, and the results 
will be time-independent. This is in accordance with the definition of the advective time. The convergence criterion 
was set to 1x10-4 as minimum value, for all variables. A maximum of 60 iterations per time step was necessary to 
satisfy convergence. 
 
The free surface was tracked by the VOF method, which models the motion of gas and liquid phases by solving a 
single set of conservation equations with shared physical properties (mixture properties). In the VOF method, the 
phases are treated mathematically as continuous phases, where each phase represents a continuous volumetric fraction 
in space and time. The sum of the volumetric fraction of the phases involved must be equal to unity. The value of the 
volumetric fraction is used to capture the interface. The volumetric fractions are allowed to vary between 0 and 1, 
being 0 or 1 the value for a cell that is completely filled with one of the specified phases. Otherwise, it will have 
intermediate values that represent the location of the free surface (Hirt & Nichols, 1981). 
 
The VOF method, one of the available Euler-Euler approaches for multiphase modelling, is a surface-tracking 
technique applied to a fixed Eulerian mesh. It was formulated for two or more immiscible fluids where the position 
of the interface between the fluids is of interest. In the VOF method, a single set of momentum equations is shared by 
the fluids, and the volume fraction of each one of the fluids is calculated in every computational cell. In addition, the 
momentum exchange between the water and air phases needs to be accurately computed in order to estimate the air 
velocities and the necessary air demand. A VOF scheme with a single momentum equation will have the tendency to 
significantly overestimate the air velocity. However, the VOF computational cost is low compared to a full Eulerian 
model or a mixed model. Due to limitations on computing resources, the VOF method was used for this work. 
 
The HRIC (high-resolution interface capturing) method was used to reconstruct the free surface. This method 
combines two schemes: Compressive and Geo-reconstruct methods, which avoid numerical diffusion when the flow 
direction is considered. The explicit model was used for the time discretization of the VOF method equations. When 
an explicit method is used, numerical stability of the solution must be guaranteed. This latter implies setting the 
Courant Number (CN) to 1 and using an adaptive time stepping, namely, the time steps are adjusted based on the 
maximum velocity of each cell. Table 3 summarize the setup of the simulated scenario. For the 54% opening, the 
parameters are the same, being only modified the solution time, from 20 s to 30 s.  
 
Inlet boundaries are defined as ‘velocity inlet’ and the exit boundary as ‘pressure outlet’. A uniform velocity profile 
is set at the inlet section as the liquid phase completely fills the conduit; gage pressure is specified at the exit boundary 
as the flow discharge to the atmosphere. The domain is initialized for both phases. At the inlets, the domain is filled 
only with the liquid phase. On the other hand, downstream the gates, the domain is filled with i) liquid up to the wall 
height and ii) gas phase for the remaining volume. The no-slip condition was specified at all solid boundaries. The K-
epsilon RNG model was used to estimate turbulence quantities, such as the turbulent kinetic energy and its dissipation 
rate.  
 
For the initialization, turbulence intensity and hydraulic diameter were used. Field-measured data that was not 
available for this research is conventionally required to estimate the turbulence intensity at the inlet outlet. However, 
since the distance between the real inlet and the gate zone is 464 m, which is more than 50 times the tunnel’s hydraulic 
diameter, a fully developed flow can be assumed. Hence, a low-medium turbulence intensity was chosen for the 
initialization. The turbulence length scale is a physical quantity related to the size of large eddies, which contain the 
energy in turbulent flows. In a fully-developed flow (as the study flow in this research), the length scale is restricted 
by the size of the conduit, for the turbulent eddies cannot be larger than the conduit itself. Thus, a turbulence intensity 
of 3% and hydraulic diameter of 3.86 were used at the inlet boundaries to initialize the simulation. Standard wall 
functions were specified to reduce grid refinement at the walls.  
 
In the simulation, a simple pressure boundary in all air vents was specified. At the pressure inlets the domain is filled 
only with the gas phase and gauge pressure equal to zero. While the air flow is always associated with a drop pressure, 
for this case the drop pressure will be associated with the recirculation region and a void just downstream the gates, 
in the step located downstream the radial gate, generated, most likely, by the detachment of water flow from the 
bottom wall. With the pass of the turbulence current, the air is driven through the air vents into the flow water. The 
velocity obtained in each aerator is integrated and multiplied by the cross section, making it possible to obtain a 
conservative data of the volumetric flow rate, and therefore, a preliminary value of the air demand. It is important to 
clarify that implementing an atmospheric boundary at the air vent resembles a completely loss free air vent, and this 
implementation on itself, leads to an overestimation of the air demand by the numerical model. Consequently, it will 
be required to make field measurements during the operation of the bottom outlet. 
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Table 3. 100% gate opening setup. 
Discretization Scheme Explicit 
Turbulence Model K-epsilon RNG 






Courant Number 1 
Solution time 20 s 
Time step Adaptive 
Iterations by time step 60 
 
4. Results 
Figure 4 shows streamlines of the flow in the bottom outlet for 100% gate opening. At the end of the radial gates, a 
sharp deflection of the streamlines is observed at half of the channel height. It generates a recirculation region and a 
void just downstream the gates. Figure 5 shows a pressure iso-surface, where zones of sub-atmospheric pressure 
become visible in the step located downstream the radial gate, which may be due to the detachment of water flow 
from the bottom wall. For this operation, a sub-atmospheric pressure of 10 mwc it is estimated. 
 
Figure 4. 3D view of the streamlines colored by the velocity 
magnitude of the 100% gate opening. 
 
Figure 5. Maximum sub-pressure zone, downstream of the 
gate for a 100% opening. 
Partial opening of radial gates is a critical operation scenario as flow velocities can be quite high. This operation may 
be induced by pressure drop to levels much lower than gates completely open. Volumetric fraction of the computed 
flow filed is shown in Figure 6. It can be seen that the velocity at the bottom of the free surface flow channel reaches 
values close to 35 m/s, and the streamlines are contracted at the end of the radial gate, which causes a decrease in the 
hydraulic depth and therefore a sudden increase in the velocity. For this partial opening, the free surface location is 
below the wall of the tunnel (4 m high), so the tunnel roof is not hit by the high-speed jet. 
Flow vectors throughout each aerator for both simulated gate openings are shown in Figure 7 and Figure 8. For a 
100% opening, it is observed that the air demand is low and the air velocity in the aerators is less than 5 m/s, since the 
flow velocity downstream the gate is small, leading to low sub-atmospheric pressures. However, for a 54% opening, 
the flow velocity increases considerably and so does the sub-atmospheric pressure. As a consequence, the air demand 
is higher and the air velocity throughout aerators reaches values up to 25 m/s. With the current results (just two 
openings, 100% and 54%) it is not possible to have a conclusive remark about the air distribution, so 4 additional 
cases were simulated to cover the operative range of radial gates of: 100%, 90%, 80%, 70%, 60% and 54%. The results 
are summarized in  Table 4, where it is evident that for all analyzed cases, more than 90% of the air demand is supplied 
by the upper aerator. From the analysis of air demand distribution obtained for these gate openings and the mean air 
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velocity obtained for each aerator, the computed Mach number is less than 0.1, satisfying the incompressible flow 
assumption. The simulated air demand values are compared to those estimated values by the empirical formulations 
shown in Table 1. The comparison is shown in Table 5. 
 
 
Figure 6. 3D view of the volumetric fraction of the 54% gate opening 
 
Figure 7. Flow velocity vectors throughout each aerator. 
100% opening. 
 
Figure 8. Flow velocity vectors throughout each aerator. 
54% opening. 
 
Table 4. Flow rate throughout each aerator for various radial gate openings. 
Opening (%) Pressure (mwc) Flow rate A1 
(m³/s) 
Flow rate A2 
(m³/s) 
Flow rate A3 
(m³/s) 
100.0 32.2 2.3 2.3 193.6 
90.0 57.2 18.0 18.0 300.0 
80.0 73.2 17.0 17.0 500.0 
70.0 94.2 22.0 22.0 760.0 
60.0 124.2 27.6 27.6 1056.0 
54.0 147.2 30.0 30.0 1100.0 
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Table 5. Comparison between empirical estimated air demand and CFD estimated air demand. 
Opening (%) β Levin β Ghetti & Di 
Silvio 
β Sharma β CFD 
100.0 0.15 0.36 0.36 0.44 
90.0 0.25 0.62 0.53 0.75 
80.0 0.33 0.88 0.68 1.19 
70.0 0.42 1.21 0.85 1.79 
60.0 0.55 1.71 1.09 2.47 
54.0 0.66 2.14 1.27 2.58 
 
5. Conclusions 
It can be concluded that the empirical model which most closely approximates the CFD results is the Ghetti & Di 
Silvio model. This empirical model has been validated in other projects in Colombia where there was a measure of 
the air demand in the prototype. In the San Carlos hydroelectric project (Villegas & Mejía, 1988), air measurements 
were recorded during the field measurements for two different gate openings (14% opening and 100% opening) with 
the same hydrostatic pressure of 66.5 mwc. It is valid to clarify that the gate of the bottom discharge of the San Carlos 
hydroelectric project is a sluice gate and came into operation in 1981, while the gate analyzed in this investigation is 
a radial gate and will start operating in July 2018. 
From the summarized information shown in Table 4, it is possible to obtain a relationship between the Froude number 
at the “vena contracta” and the ratio of air flow to water flow. The correlation is shown in Figure 9. When analyzing 
the air demand curve calculated by CFD, we can conclude that all empirical correlations predict a steady increment in 
the air demand as the Froude numbers increases, whereas the correlation obtained by CFD exhibits a reduced slope 
for Froude numbers greater than 12.  
With the calculated aeration based on the CFD simulation results, curve fitting leads to the following air demand 
equation: 
𝛽 = 0.0572(𝐹𝑐)1.484 (3) 
At this point, it is important to consider that the methodology followed to estimate the air demand integrates the 
velocity profile obtained in each aerator at its cross section, making it possible to approximate the volumetric flow 
rate, and therefore, a preliminary estimation of the air demand. Additionally, as a result of specifying a zero-gauge 
pressure boundary for all air vents in the CFD model, the air demand is overestimated in comparison with the results 
predicted by empirical models. Therefore, the air demand calculated by equation (3) provides a conservative value, 
so it exclusively applies for the analyzed case which will have to be validated with measurements “in-situ.”  
It is concluded that the curve shown in Figure 9 may be used to estimate the air demand only in the analyzed high 
head radial gate of Ituango hydropower project, as long as the Froude number in the “vena contracta” is less than 12.  
A pure VOF scheme does not allow for air entrainment into the flow. It is possible to change the situation 
implementing a mixture model because this one differs from the volume of fluid in three aspects: i) the mixture model 
allows the phases to be interpenetrating; ii) the mixture model allows the phases to move at different velocities, using 
the concept of slip velocities; iii) there is interaction of the inter-phase mass, momentum and energy transfer 
(Eghbalzadeh & Javan, 2012). However, the computational cost is very high and for this research, the authors do not 
have the available required resources for that kind of simulation.  
Part of the intention with this manuscript is to show the operators and the owners of the hydropower projects in 
Colombia, the relevance of the data and information that they possess. In Colombia, at the moment, only two works 
in bottom outlets have been made before. The first one is the mentioned in the manuscript written by (Villegas & 
Mejía, 1986), where they compare the analytical estimation of the air demand with the filed measurements and data 
taken at laboratory scale hydraulic model, but only for two gate openings. Finally, the second one is described in the 
present research, where the analytical and computational results, are expected to be compared against future field 
measurements. 
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Figure 9. Correlation between air flow rate and Froude number at "vena contracta”. 
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Abstract: To restore the ecological continuity of European rivers and streams, and, more specifically, the unrestricted movement 
of aquatic species vertical slot fishways (VSF) are built and offer the possibility for fish to cross dams or weirs. Initially, such 
devices were constructed to allow the migration of fish species with high swimming capacity like salmonids. Currently, more and 
more VSFs are equipped with macro-roughnesses fixed to the bed to help small or benthic species to cross obstructions. Macro-
roughnesses are most often stones or concrete cylinders and have been introduced to decrease the velocity and the turbulent 
kinetic energy of the flow inside pools. In this paper, unsteady 3D flow simulations are carried out to study the effects of such 
macro-roughnesses on the flows. LES simulations, validated in a previous paper with experimental results, provide valuable 
information of the flow characteristics. 
Keywords: Upstream migration, flow topology, roughnesses, vertical slot fishway, numerical simulation. 
1. Introduction 
The European Water Framework Directive (adopted in October 2000) aims to restore the ecological continuity along 
rivers and streams. Thus, devices such as Vertical Slot Fishways (VSFs) are used to allow fish migrations by 
offering them the possibility to cross permanent obstructions like dams or weirs. VSFs are fish passage devices that 
are commonly used in France because they are well adapted to the discharges commonly observed in rivers in this 
region and are quite insensitive to the variations of upstream and downstream water levels. Nevertheless, the flow 
conditions inside VSFs are not always in accordance with the swimming capacity of some small or benthic fish 
species that swim near the river’s bed. In an attempt to adapt the flow characteristics to those species, macro-
roughnesses, which are most often stones or concrete cylinders, are fixed on the bed of a VSF. These element 
insertions will be helpful for the velocity and turbulent kinetic energy (TKE) reduction locally and could increase 
migration efficiency. Many studies have been conducted in recent years to characterize the flow inside classical VSF 
with a smooth floor configuration both experimentally (Wu et al. 1999, Puertas et al. 2004, Liu et al. 2006, Tarrade 
et al. 2008, Wang et al. 2010) and numerically (Khan 2006, Tarrade 2007, Cea et al. 2007, Chorda et al. 2010, 
Heimerl et al. 2008, Barton et al. 2009, Musall et al. 2014; An et al. 2016, Klein et al. 2016, Fuentes-Perez et al. 
2017). The different studies show that the flows are influenced by main parameters of a VSF which are the 
dimensions of the pools, the geometrical characteristics of the wall separating two slots, as well as the drop between 
the pools. These geometrical parameters determine (considering the upstream and downstream water levels) the 
hydraulic conditions in the pools, i.e. the flow pattern, the velocities, as well as the flow passing through the slot. In 
the literature, Branco et al. (2015) studied the influence of bottom rugosity on the performance of upstream fish 
movements through a pool-type fishway and there are also experimental and numerical results for the natural-pass 
fishways (Baki et al. (2014, 2015), Cassan et al. (2014, 2016)). The macro-roughnesses used for this specific device 
are composed with larger blocks that are partially or fully immersed in the turbulent waters in the fishway. In the 
case of the presence of macro-roughnesses inside a vertical slot fishway, the flow will be different. However, the 
effects of macro-roughnesses on the characteristics of the flow have never been studied. Ballu et al. (2016, 2017) 
presented first results about the topology of the flows and the influence of the macro-roughnesses on the discharge 
coefficient. The present paper proposes to investigate the influence of macro-roughnesses on both the mean and the 
turbulence features of the flow inside a VSF using Large Eddy Simulation (LES). At first, the simulation of the LES 
will be detailed with the meshes, the numerical model used, and the boundary conditions. In a second part, the 
results will be analyzed from the topology description inside the pool. Finally, velocity and turbulent characteristics 




2. Geometry and Numerical Setup 
The design of the baffles used in this numerical investigation of the flow inside a five pool VSF with macro-
roughnesses is based on the mean geometry characteristics of VSFs constructed in France. To be consistent with the 
experimental model used for the validation of the LES, the length of the pools is L=0.75 m and the width of the 
vertical slots is b=0.075 m, giving the ratio L/b equal to 10. The width of the pools that have been investigated is 
B=0.675 m, i.e. B/b=9. The model and the prototype were related by Froude similitude on a geometrical scale 
between 1/2.5 (for a small trout fish pass) and approximately 1/6 (for a large fish pass for shad and large diadromous 
species) depending on the dimensions of the prototype pools. The geometrical dimensions could be easily modified 
to be adapted at different scales. For the study presented here, the slope of the VSF is set to s=7.5% and the 
discharge to Q=0.023 m3/s. The macro-roughnesses arranged on the bottom of the VSF model are equally spaced 
cylindrical studs with a diameter of 0.035 m and a height hr=0.05 m. 
The density (dr) is defined as the ratio of the elementary surface covered by the elements of macro-roughnesses (Sr) 
to the total bed surface of the pool (Sp) (Figure 1).  
 
In the studied configuration, a density is set to dr=15% which is one of the densities applied today in France for the 
design of VSF. 
Simulations of the flow were conducted in Large Eddy Simulation (LES) with Star-CCM+ software for a 
configuration that is identical to that used for the experimental measurements (5 pools, B/b=9, Q=0,023 m3/s and 
s=7.5%) with a smooth floor configuration and with macro-roughnesses. The Large Eddy Simulation method (LES) 
consists of solving large flow structures that are highly dependent on geometry and models only small ones that are 
supposed to be more universal thanks to a subgrid-scale model. The Wall Adapting Local Eddy-viscosity (WALE) 
model was used for simulations and it is particularly suitable for complex geometries and has, therefore, been used 
in this study. To simulate free surface flow, the Volume of Fluid (VOF) method was used. This method is based on a 
function which makes it possible to define the volume fraction of one of the two fluids present in a control volume. 
An implicit temporal discretization scheme is used and consists of two nested loops: a loop in physical time which 
allows the description of the unsteady evolution and a loop in dual time which seeks to reach a quasi-stationary 
state. For spatial discretization, a third order scheme (MUSCL) was used for LES. 
Hydrostatic pressure conditions and volume fraction of each phase (water and air) are set at the input and output of 
the calculation domain. Water levels are derived from experimental measurements of water heights on the VSF of 
the laboratory. No-slip wall boundary conditions have been specified on all solid walls. The area of calculation has 
been enlarged above the fishway, thus enabling the boundary to be moved away from the area of the free surface of 
the flow. A symmetry condition has been imposed on the boundaries of this enlargement. Boundary conditions are 
recalled on Figure 2. 











The size T* of the cells of the different parts of the domain has been defined with respect to the width of the slot 
(T*/b). This ratio has been set to 1/4 (Figure 3) in all the pools except in the third pool where it has been refined with 
a ratio of 1/8 to get a better description. This mesh allows on the one hand to obtain a good definition of the 
geometry but also to have reduced spatial discretization errors. Since the water level is determined experimentally, 
the mean position of the free surface in each pool can be estimated. The mesh has been refined to T*/b=1/8 in an 
area around this position (+/- 20%). The part of the domain which contains only air (above the free surface) has been 
meshed with a mesh size T*/b=1. For the simulation of the flow in the VSF in the vicinity of macro roughnesses, a 
refinement (T*/b=1/8) was carried out in an area delimited by the height of the cylinders. In LES, the anisotropy of 
the near-wall mesh must be very limited. To resolve inner-layer eddies, the streamwise and spanwise grid sizes in 
wall unit, respectively, +x ≅100 and +z ≅20 have been used.  
 
The initial conditions are derived from URANS calculations such as pressure, velocity, and volume fraction to start 
from an equilibrium of the water inside the fishway. Detailed information for the simulation is available in Ballu et 
al. (2017). 
  
Figure 2. Boundary conditions used for LES simulations. 
Symmetry plane 
- Hydrostatic pressure 
- Water level 
- Hydrostatic pressure 
- Water level 
Wall 
Figure 3. Mesh generated for simulation of the flow in a VSF with 
macro-roughnesses (Ballu 2017). 











3. Influence of Macro-Roughnesses on the Mean Flow and the Flow Topology 
The numerical simulations carried out in LES were used to analyze the flow generated both above and through 
macro-roughnesses. The flow description is done using essentially two normalized heights (Z/hr) or (Z/b) with 
respect to the height of the roughness (hr) and the width of the slot (b) in order to facilitate comparisons with the 
results from the literature. The following numerical study was carried out for a pool width B/b=9 and dr=15%, a 
slope s=7.5%, and a discharge Q=0.023 m3/s. The analysis of the mean flow velocity fields, obtained in a smooth 
floor VSF configuration (Tarrade 2007, Ballu 2017), showed that the flow was essentially two-dimensional. The 3D 
effect of the water drop stays local in depth. To visualize the effect of macro-roughnesses on the flow, the mean 
velocity field is represented on different horizontal planes located at Z/b=0.5, 2 and 4 for the smooth floor 
configuration (Figure 4) and Z/hr=0.75, 1.2 and 4.5 for macro-roughnesses configuration (Figure 5). The velocity 
magnitude ||V||3D is divided by the maximum velocity in the pool Vd (Vd=√𝟐. 𝒈. ∆𝒉 with g the acceleration of the 
gravity (m/s2) and ∆𝒉 the head (m)) located in the slot. 
 
In the smooth floor configuration, the structure of the mean flow is similar in each pool (Figure 4). The jet exits the 
upstream slot and joins the downstream slot following a curved trajectory. It creates two counter-rotating 
recirculation areas whose shapes and positions don’t vary significantly from one pool to another. The flow pattern 
observed on the different altitudinal planes confirms the essentially two-dimensional character of the flow (Wu et al. 
1999, Puertas et al. 2004, Tarrade et al. 2011). Furthermore, the flow pattern is the same regardless of the pools of 
the VSFobserved.  
With regards to the macro-roughnesses configuration on the plane furthest from the floor (Z/hr=4.5), the flow pattern 
has the same main shape from one pool to another. The jet has a curved trajectory, generating two counter-rotating 
recirculation areas on its left and on its right. The upper vortex is deformed with respect to the smooth floor 
configuration and its vortex center is offset downstream. At Z/hr=1.2, the flow is globally identical in each pool. On 
the other hand, it appears more disturbed, especially for the upper vortex that has a less well defined shape. The 
mean flow patterns and the velocity field values obtained from these two water depths are similar to those measured 
by Bourtal (2012) using PIV measurements for a slope of 10%. The Z/hr=0.75 plane makes it possible to visualize 




Figure 4. Mean velocity fields in a smooth floor configuration for B/b=9. Left: cutting planes in the 




meeting the first cylinder (macro-roughness). On the bottom of the different pools, the main part of the flow is 
directed to the right of the first cylinder directly to the second one located on the same line. It is then divided into 
two parts, which are rather symmetrical. It then continues to the downstream slot by following the paths formed by 
the alignment of the macro-roughnesses. The other part of the flow is directed to the left of the first cylinder towards 
the wall opposite the slot. It then encounters other macro-roughnesses aligned on a diagonal passing through the 
middle of the first cylinder and oriented at 60° with respect to the longitudinal axis. Thus, the jet is divided on a 
large part of the surface available in the canopy, generating numerous wakes area and facilitating the dissipation of 
the kinetic energy.  
 
The iso-contours of the mean velocity field in the vertical planes passing through the middle of the slots (Figure 4) 
make it possible to demonstrate that the jet undergoes greater velocity variations on the water column in this 
configuration than in the case of a smooth floor configuration.  
4. Influence of Macro-Roughnesses on the Unsteady Characteristics of the Flow 
The flow inside a VSF is highly unsteady. Also, the analysis of only the mean characteristics of the flow may be 
insufficient to explain the behavior of the fish and the difficulties they may encounter. Tarrade et al. (2011) showed 
that the unsteady flow in the smooth floor configuration could be described by three successive main phases. 
Numerical simulation in LES allows to find those three unsteady phases in the smooth floor configuration (Figure 
6). Bourtal (2012) found experimentally these three same phases in a configuration with macro-roughnesses whose 
density is identical to that studied here.  
During phase (a), the jet has a curved trajectory oriented directly towards the downstream slot. It then tends to move 
towards the side wall and divides into two parts (phase (b)). The first part of the jet runs along the wall of the central 
deflector and the side wall, thus feeding the upper recirculation zone. The second part of the jet follows the inclined 
side of the central deflector and then out through the downstream slot. Finally, in  phase (c), the jet adopts a more 
Z/b=0,5 -- Z/hr=0,75 
Z/b=0,8 -- Z/hr=1,2 
 
Z/b=3 -- Z/hr=4,5 
 
Figure 5. Mean velocity fields in configuration dr = 15% for B/b = 9. Left: cutting vertical planes in 
the middle of slots 2 and 3 (at 45°); right: horizontal sectional planes at Z/b = 0.5; 0.8 and 3, 




pronounced curvature and feeds the lower recirculation zone (behind the upstream side deflector) whose shape 
evolves rapidly over time.  
When the macro-roughnesses are present, the flow is three-dimensional and the unsteady phenomena, such as the 
fluctuations of the jet, are not necessarily of the same frequency and amplitude over the water column. To verify 
this, the instantaneous velocity fields of the three phases of the flow have been reported on Figure 7 on a plane 
Z/hr=3 (parallel to the floor) and at the same times on a plane close to macro-roughnesses Z/hr=1.2. 
 
 
There are notable differences between the instantaneous velocity fields obtained above macro-roughnesses at Z/hr=3 
and those obtained in the smooth floor configuration. The flow is globally less intensive throughout the upper 
recirculation zone in the configuration dr=15% in whatever phase is observed. This decrease of kinetic energy in the 
main flow is the consequence of the increase of the dissipation near the top of the macro-roughnesses in the rough 
sub-layer. 
Between the two planes Z/hr=1.2 and 3, the instantaneous structure of the flow at the different phases is not similar, 
in particular, during phase (b), where the velocity burst feeding the upper recirculation zone is not present. 
Furthermore, the velocity burst is not observed in the plane closest to the bottom (Z/hr=1.2). This observation seems 
consistent with the analysis of the mean velocity field in which the upper vortex was strongly inclined, indicating 
that it was fed ’by the top’ of the water column. 
Phase (a) Phase (b) 
Phase (c) 
Figure 6. Instantaneous velocity fields resulting from the LES numerical simulation in the smooth floor configuration, 









Figure 7. Instantaneous velocity fields resulting from the LES numerical simulation in the macro-roughnesses configuration, 





In this paper, the influence on the flow with the presence of macro-roughnesses fixed on the bed of a VSF was 
investigated using Large Eddy Simulation for one pool width, one slope of 7.5%, and a water discharge.  The 
unsteady simulation allows the numerical modeling of the flow inside the pools and is in agreement with the flow 
observed in different experiments. With this powerful tool, two configurations with and without macro-roughnesses 
have been studied and compared. The presence of macro-roughnesses in the bottom of the pools doesn’t modify the 
main flow topology compared to the flow with a smooth floor but increases the shear between the bottom to the free 
surface and also increases the three dimensionalities of the flow. The macro-roughnesses act directly to the flow by 
reducing the main velocity in a sub layer close to the bottom and accelerate the flow at the free surface. 
Further works will characterize the effects of the macro-roughnesses with the pool width, the flow discharge and the 
density of macro-roughnesses. 
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Abstract: In many coastal marshes, hydraulic structures are widely used to prevent from flooding and salt intrusion in coastal 
areas. However, these structures (tide gate, sluice gate, weir) are an obstacle to fish passage and cause the disconnection of water 
bodies. In this paper, we investigate the case of a fresh marsh network linked to the sea by a tide gate. The objective is to explore 
management strategies of hydraulic structures in order to improve fish passability by increasing the duration of “fish-friendly” 
periods. The study area is located at the mouth of Charente River (France, Atlantic Ocean coast), an area with a high potential for 
European Eel growth. The marsh consists of ponds separated by sluice gates and weirs, and 4 lateral tributaries used for irrigation 
and drainage. To determine if a fish can pass through a hydraulic structure (tide gate or sluice gate), local hydraulic conditions 
need to be considered and compared to maximum swim speed of fish species. If the swim speed of a given chosen fish species 
(European Eel) is lower than to the mean velocity through the gate, then the gate cannot be passed. A simple management strategy 
was to put a block on the gate in order to avoid the complete closing of the tide gate, and so let a slot for fish passage. The 
consequence is an increase of sea water intrusion within the network, causing a decrease of water level difference and then a less 
efficient drainage. 
Keywords: Tide gate, sluice gate, water resource management, fish passage 
1. Introduction  
Hydraulic control of open-channel networks is investigated for many reasons, first for water conservation (Walhin 
and Zimbelman 2014), but also for water quality (Feng et al. 2016) and ecological issues (Cox et al. 2006). The 
hydraulic control is performed because of hydraulic structures. However, these structures may behave as obstacles to 
fish passage (Wright et al. 2014). Indeed they impose extreme hydraulic conditions (high water velocity, water level 
jump/drop) unpassable for fish with poor swim capacity. Obstacles induced by hydraulic structures are one of the 
major causes for the drop of some fish populations (Feunteun 2002) because they cause water bodies disconnection. 
This disconnection is increased with the number of hydraulic structures on one river or marsh. The cumulative effect 
of obstacles can restrict access to some parts of the network and fragment the fish habitat. Solutions have been 
developed to enhance fish passage at hydraulic structures, such as fish ladders (Larinier et al. 2002) and operation 
strategies (Mouton et al. 2011; Boys et al. 2012). These solutions are applied to a single structure and enhance fish 
passage locally. Few studies have explored the impact of a single gate management on the continuity at a larger scale 
(Franklin and Hodges 2015).  
The objective of this study is to show how the management of a tidal gate can enable fish passability for remote 
hydraulic structures of a fresh marsh network. The selected management strategy is to let an opening at high tide. This 
has been shown in previous studies that it could indeed improve tide gate passability (Boys et al. 2012). The novelty 
here is to analyze the impact of the management strategy at a larger scale, including the upstream reach and, notably, 
the passability of upstream control structures. To do so, we selected a canal network in a coastal area with a high 
potential for European Eel growth, where flow is controlled by a series of gates and downstream conditions imposed 
by tides. Different conditions of the tide gate opening were applied during a migration period of European Eels. These 
conditions were analyzed regarding fish passability at different points, thanks to the development of a hydraulic model. 
The paper is structured as follows: the study area is first presented; the following section presents a hydraulic model 
describing the flow conditions that need to be analyzed regarding fish passability and the management rules which are 




2. Study Area 
2.1. Charras Marsh  
Charras marsh is located at the mouth of Charente River (France, Atlantic Ocean coast) (45°53'30.2''N, 1° 00'11.8''W). 
This catchment is divided in 5 drainage basins separated from a main drain by sluice gates (G3, G4, G5, G6, G7 – see 
Fig. 1).  G4, G5, G6, and G7 sluice gates are coupled to flap gates which prevent sea water intrusion during tide. They 
close when the water level downstream of the gate becomes higher than the water level upstream of the gate. The 
hydraulic structures downstream of the marsh are composed of a tide gate (P1) and two parallel sluice gates (G1). The 
tide gate is composed of two vertical plates. One can move around a vertical axis due to hydrostatic pressure. A block 
installed between the two plates can be used to prevent total closure of the tide gate P1. The objective of this is to let 
a way for fish passage during high tide; if water flows from sea to marsh, then the fish (such as a Glass Eel) can 
penetrate the marsh without difficulty. Moreover, this causes an increase of water elevation in Charras marsh, which 
in turn decreases the water level difference at sluice gate G2 located upstream in the marsh. As a consequence, the 
flow velocity at G2 is decreased, too. This has a consequence for fish passability to the marsh upstream of gate G2. So, 
we can say that the opening conditions of gate P1 and the tide amplitude and duration have an impact on fish passability 
far upstream in the marsh. 
The hydraulic structures’ characteristics are provided in Table 1. Flow is always under gate and no overflowing occurs. 
This choice is motivated by two reasons: to avoid illegal fishing and to allow fish with poor swim capacity to swim 
near the bottom to take advantage of the lower flow velocity. 
 
Figure 1. Charras network scheme. 
 
Table 1. Hydraulics structures characteristics. For P1, the opening due to the block is 0.1m. When the water flows to the sea, the 
gate is totally open. 
Gate Name Gate width (m) Sill elevation (m) Gate height (m) 
Charras tide gate P1 depending on flow 
direction 
2.5 NaN 
Charras sluice gate (x2) G1 2.2 -0.5 4.5 
Suze Sluice gate G2 6.5 -0.5 4 
Portefache sluice gate G3 5.5 0.18 6 
Pelle rouge sluice gate G4 1.5 0.59 3.403 
Roseaux sluice gate G5 1.5 0.95 3.042 
Fouras sluice gate G6 1.2 0.78 1.18 





2.2. Glass Eel 
According to the International Union for Conservation of Nature (IUCN) red list, Anguilla Anguilla (European Eel) 
is a critical endangered species (Jacoby and Gollock 2014). The Anguilla Anguilla population is severely declining 
since 1980 (Feunteun 2002). One of the major causes of the decline is the presence of hydraulic structures (gate, dam, 
and weir), which are obstacles to Anguilla Anguilla migration (Feunteun 2002). They lock water bodies where 
Anguilla Anguilla grows. Indeed, Anguilla Anguilla is a catadromous fish, which spawns in sea and migrates to fresh 
water to develop and live. So, access to fresh water bodies is a key condition for the species survival. French fresh 
marshes of the Atlantic coast are a habitat suitable area for European Eel during growth period. However, their access 
is limited by hydraulic structures, which often impose water speed at gates greater than the swim capacity of elvers, 
which have a burst swim capacity of 0.6 m/s (McCleave 1980). So, in order to improve European Eel access into 
Charras marsh, it is necessary to increase periods where water speed at gate is lower than 0.6 m/s.  
2.3. Management Rules  
The gates were operated according to the following principles (Fig. 3): 
• The gates were managed with a maximum frequency of one modification per day, whatever the rapidity of 
the flow variation. 
• Out of the irrigation period, G3 gate was always totally open. That implied an equal level upstream and 
downstream of the gate, which could be passed easily. 
• G1 gate and G2 gate opening is directly linked to flow variation in order to maintain a constant water elevation. 
• The opening at the side gate (tributary control) was rarely modified during the period, whatever the upstream 
flow. Therefore, the levels in tributaries were affected by the flow conditions in reach C1 (since gates were 
submerged). 
2.4. Measurement Setup 
In the following, we describe the network of sensors installed to monitor the flow conditions within the marsh. These 
conditions vary with time due to the tides and gate movement; therefore, continuous monitoring was necessary. The 
monitoring period was chosen during the most favorable period for Glass Eel migration (February and March in the 
area). The objectives of the measurements were: 
• To evaluate experimentally the efficiency/impact of tide gate opening conditions on Eel migration 
capacity; and 
• To provide data for the calibration of a model able to simulate alternative management strategies. 
Water elevation measurements were monitored continuously between 02/02/2015 and 03/18/2015, with a recording 
period of 15 minutes (Fig. 2). These measurements were taken upstream and downstream of each gate (Fig. 1). They 
will be used to estimate flow rate and velocity at the hydraulic structure (sluice gates and tide gate). During the 40 
measurement days there were variations in weather and hydrological conditions (rainfall, tide range), imposing 





Figure 2. Water level variations during the recording period. Z0 is estuary water level (downstream of P1), Zid water level 
downstream of gate Gi, and Ziu water level upstream of gate Gi. 
 
 
 Figure 3.  Gate opening variation during the recording period. 
 
In order to calibrate the discharge equations of the hydraulic structures, flow rate measurements were carried out at 
each gate with an Acoustic Doppler Current Profiler. Due to the size of tributaries, the flow rate measurement in 
tributaries was impossible by the acoustic method; therefore, the discharge was estimated by difference between flow 
rates in the main reach, downstream, and upstream of tributary junctions. Four flow rate measurements were made   
for each gate to ensure flow measurement consistency.  
Upstream of G1 the flow rate evolution was monitored during one tide cycle to focus on the discharge variation during 
the closing period of the tide gate. Downstream of G1, because of tide, water level was too low for the recording range 
of water level sensor, so values were obtained by filtering and extrapolation by a sinusoidal function. However, the 
extrapolated levels were not used since flow was supercritical, so it was a free discharge condition. Therefore, the 
extrapolated water elevation could be thresholded at 0 m. This value corresponds to water elevation observed at low 
tide during free flow. There has been a dysfunction of the water level device upstream G3 gate (Z3u): between 02/11/15 
and 02/16/15, water elevation has been not recorded. Missing data (between 02/11/2015 and 02/16/2015) for the water 
level sensor upstream gate G3 have been substituted by a constant value. Important variation can be noted in reach C1 
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due to high gate opening. In particular, during the 16th day, the flow was not high enough to compensate for water loss 
due to too large of a gate opening. This induced water depth decrease for Z1d. During high tide, at Charras sluice gates 
(G1), water elevation was larger upstream than downstream, leading to a reversal velocity under the sluice gate and so 
a passage possibility for fish. For Suze sluice gate (G2) the water level difference between upstream and downstream 
decreased down to 2 cm, making fish passage possible at this gate. 
The block was installed on tide gate P1 before and during measurement period. The block size let an opening of 10 cm 
at high tide. Fig. 2 shows that all reaches and tributaries of the marsh are impacted by the tide, due to backwater effect, 
even if the tidal range decreases with distance from estuary. As a consequence, we expect that gate G1 is able to control 
the flow at a long distance upstream of it in the marsh. The high tidal range implies high water elevation variation in 
reaches and tributaries.  
A decrease of the head loss at all the hydraulic structures (controlling inflow from tributaries) was also observed. At 
high tide, the water level in canal C1 can become greater than the water level in the tributaries. This causes a flow 
from canal to tributaries. Therefore, a block could be used to prevent the total closure of the flap gate and make 
tributaries accessible for fish. However, the gates may be passed by fish even with a flow from tributary to C1, provided 
that the velocity is not too large so the fish can still swim against the current. The following section shows how these 
velocities were calculated.  
3. Velocity and Flow Rate Under Gates
3.1.  Gate Modeling 
To estimate flow at gates from continuous water level monitoring, the following equations were used for the sluice 
gates (see Henderson (1966) and Belaud et al. (2009)):  
𝑄 = 𝐶𝐶𝐿𝑊√2𝑔(ℎ𝑢 − 𝐶𝐶𝑊)  if  ℎ𝑑 < Cc W (free flow)       (1) 
𝑄 = 𝐶𝑑𝐿𝑊√2𝑔ℎ𝑢  if  ℎ𝑑 > 𝐶𝐶𝑊(submerged flow)  (2) 
where hu the upstream water level, hd the downstream water level, W gate opening, and Cc contraction coefficient. 
The transition between both regimes occurs when the tail water depth reaches the depth at the contracted section due 










The only unknown parameters are the contraction coefficients Cc, which are expected to be close to 0.61. Head losses 
and gate specificities can be considered by adjusting Cc, which were determined from the flow measurements and 
water level records. The estimations of Cc for each gate are presented further. 
For tide gate modeling, there are two possible cases: 
• If the water level downstream of the gate is below the water level upstream of the gate, then the tide gate is
open and it has no influence on flow.
• If the water level downstream of the gate is above the water level upstream of the gate, then the tide gate is
modeled by a vertical opening with the following equation derived from energy conservation:
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𝑄 = 𝜇𝑔𝑏ℎ𝑢√2𝑔 Max(ℎ𝑑 − ℎ𝑢; 0)  (4) 
where hu is the water level upstream of the gate, hd is the water level downstream of the gate, and b is the 
opening. This opening can be controlled due to blocks added to prevent them from closing completely. 
Coefficient μg has to be calibrated because of flow rate measurements. The difference between both levels 
was small enough to consider that the flow was submerged. When tide gate P1 was active, the flow could be 
limited either by the sluice gate G1 (Eq. (1)-(3)) or by the tide gate (Eq. (4)). We assumed that the flow was 
controlled by the gate causing the highest head loss, so Q is given by the minimum of both calculations 
(sluice gate and tide gate).  
3.2. Gate Calibrations 
Charras structures (G1 and P1) had to be calibrated separately at low tide and at high tide. At low tide (tide gate open), 
P1 is open and G1 is in free flow. We measured a flow of about 8 m3/s (Fig. 4). The calibration of Cc gave a good 
agreement between Eq. (1) and measurements for the whole series of measurements. At high tide, the tide gate was 
partially closed, with an opening controlled by the block size. A constant coefficient µg=0.5 was used to keep a flow 
rate constant around -1.5m3/s (Fig. 4) as obtained experimentally.  
Figure 4. Flow discharge at Charras gates (left) and under Suze gate (right) during the 16th February: c calculated with calibrated 
discharges equations using water level measurements (Continuous lines), and ADCP measurement.  
The calibration of gates G2, G3, G4, and G5 gave slightly lower values (0.6, 0.6, 0.55, 0.55) for Cc. These variations 
between coefficients can be explained by their configuration and their submergence (Belaud et al. 2009) 
Sluice gate G7 did not need to be calibrated since it was always fully open, while G6 sluice gate was always completely 
closed, so it behaved as a weir. The relationship between upstream hug and flow above weir is given by: 
𝑄 = 0.4𝐿√2𝑔ℎ𝑢𝑔
3 2⁄
     (5) 
where hug is the head above the gate. 
4. Results and Discussion
4.1. Flow Variation 
Flow rates at each gate were calculated with Eq. (1), (2), (4), and (5). From Fig. 5, we can see large variations during 
the period, mainly due to tidal effects. 
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Figure 5.  Flow rate calculated during the recording period. Qi is the flow rate at gate Gi. 
Figure 6.  Mean daily flow rate at gates. Qi is the flow rate at gate Gi. The first 10 days have been removed due to the 
dysfunctioning of the water level sensor at Portefache gate (G3). 
The flow conservation was verified based on a daily integration in order to take account of transients due to tide (Fig. 
6). The daily volume passing through gates G3 to G7 was consistent with their respective drained areas 
4.2. Velocity Under Suze Sluice Gate (G2) 
The mean velocity under sluice gate G2 Vm was estimated and compared to front current velocity limit for glass eel 
(0.6m/s). If Vm <0.6, then glass eels can pass under the sluice gate. The velocity can be obtained from the discharge, 
considering that the flow is constant in the contracted jet under the gate. Since the jet thickness is CcW, this velocity 











Figure 7.  Water velocity under Suze sluice gate (G2). 
 
Fig. 7 shows the mean water velocity under gate G2. There are four tides (at days 13 and 14) when fishes can pass 
under the sluice gate. These periods correspond to high tide at estuary (Fig. 2). G2 gate is not passable during the 
following days (days 15, 16, 17), when the tide range is equivalent or greater (Fig. 2) because of rain causing 
upstream flow rate increase (Fig. 5).  To avoid a huge water level increase, the sluice gate opening was increased 
(see Fig. 3) but not enough to remove the water difference induced by the sluice gate. 
So, putting a block on tide gate P1 was a way to increase the duration of the fish-friendly period for sluice gate G2, 
by allowing seawater intrusion in the marsh, therefore decreasing the water level difference at the sluice gate. This 
solution could only work during high tidal range. The advantage was to increase the time for fish passage at gate G2. 
4.3. Sea Water Intrusion in the Marsh 
A counterpart of the above strategy is salt intrusion in the marsh. It is possible to quantify the incoming quantity by 
integrating the discharge of seawater flowing into the marsh through gate P1. Fig. 8 shows the ratio of the daily volume 
of sea water intrusion volume to the daily volume of freshwater inflow into the marsh. The ratios were calculated for 
three different block sizes (0.1 m, 0.3 m, 0.5 m). 
 
Figure 8.  Ratio between sea water daily volume (Vseawater) inflow to fresh water volume inflow into the marsh (Vfreshwater) for 
three opening sizes: 0.1 m (circles), 0.3 m (squares), and 0.5 m (diamonds). 
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As expected, sea water inflow increases with size block. Sea water inflow is strongly correlated with tide amplitude 
(see Fig. 8 and 2). This sea water intrusion could be limited by moving sluice gate G1. Here, the gates were operated 
to keep the mean water level around a target value in C1 and C2 reaches, whatever the inflow through upstream gates 
and tributaries. The volume of saltwater intrusion remained reasonable (5 to 18% of freshwater inflow, depending on 
the block size), despite the large amplitude of the tide. However, these rates are not negligible, as saltwater intrusion 
could have an impact on the marsh ecosystem. The modelling of the whole system allows evaluating the impact of the 
gate management strategies by evaluating the counterbalance between fish passability and water quality.  
5. Conclusion
Hydraulic structures have been installed in many coastal areas to control the freshwater outflow. They cause 
discontinuities for fish habitat and limitations for migration. Based on the study of the Charras marsh at the Charente 
river mouth, we have shown that: 
• Tide gates could be adapted with simple devices in order to increase the duration of friendly periods for
European Glass Eel;
• These adaptations could have an impact not only locally, at the tide gates equipped with blocks, but also
at a larger scale due to backwater effect; and
• A simple modelling was developed to evaluate the efficiency and the impact of these adaptations at the
marsh scale.
This opens the path for the optimization of management strategies of gates in such a context by considering adverse 
effects, such as fish-passability, water quality, and level control. Through this perspective, marsh models are 
developing based on continuity equations and shallow water equations. 
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Abstract: Physical model study of spilling arrangement of the dam of Malana-II hydroelectric project has been carried out to 
ensure the safety of the dam. The discharging capacity of the under sluice spillways and an overflow spillway has been studied 
under their individual and joint operations. Cavitation index of the flow over the spillway surface has also been estimated to ensure 
cavitation free flow. Initial proposal of provision of flip bucket for energy dissipation of flow through overflow spillway has been 
replaced by hydraulic jump type stilling basin by pooling the water by a submerged weir. The discharging capacity of joint 
operation of both the under sluice spillways was lower than the summation of discharges under their operation in isolation, which 
can be attributed to interference of their zone of influence at inlet. Negligible cavitation was found in the flow of overflow spillway. 
Flow onwards to the toe of the overflow spillway was chaotic and full of strong cross-currents. The flip bucket was also not 
performing well due to rise in depth of flow and mixed directional flow as a result of cross-currents upstream of the bucket. For 
the facilitation of energy dissipation, flip bucket arrangement was replaced with hydraulic jump type stilling basin by pooling the 
water with provision of a submerged broad crested weir with steps downstream of the weir. Knowledge gathered from this model 
study shall be useful for the design of such type of the structures in future. 
Keywords: Dam, overflow spillway, under sluice spillway, physical modelling, stilling basin, cavitation. 
1. Introduction
Malana-II Hydro Electric Project (HEP) is a run-of-the-river scheme on the Malana River in the Kullu district of 
Himachal Pradesh, India. It utilizes a gross head of about 626 m and generates 100 MW of power. A concrete dam 
with top level of 2545 m is constructed across the Malana River. Two under sluice type spillways of total discharging 
capacity of around 788.18 m3/s at maximum water level (MWL) of 2545 m are provided to spill the flood water. The 
estimated probable maximum flood (PMF) discharge is 650 m3/s. 
On tripping of both units of the project on 24th August 2013, water level in the reservoir which was initially at 
minimum drawdown level of 2528 m starts rising. The project authorities tried to open the radial gates of under sluice 
spillways; however, they could not be raised. As a result, the reservoir level rose and overtopping of the dam happened, 
which continued for about 4 hours. No major damage to the dam was reported; however, to ensure safety of the dam 
in future, an overflow spillway in the Dam was put into plan so that water can safely pass under in an inoperative 
condition of one gate, which can be attributed to emergency situation for mechanical and human failure. The proposed 
overflow spillway consisted of seven bays - six bays of 6.25 m wide and one bay of 4.5 m wide by converting the 
existing non-overflow blocks into overflow blocks with spillway crest at El. 2543.0 m. Plan and section of the existing 
dam are shown in Figure 1, while the modified plan layout of the dam, incorporating overflow spillway, is shown in 
Figure 2. 
It was felt that various important features of the proposed spillway need to be examined through physical model studies 
for hydraulic efficiencies with respect to discharging capacity, efficient energy dissipation without any erosion at toe, 
and right bank having a road for safety of the dam in particular before its implementation. 
The following were the objectives of the model study: 
a) Construction of the spillway model to a scale of 1:40 invoking the Froude number similarity.
b) Determination of discharging capacity of the spillways under different operating conditions.
c) Downstream pressure distribution –cavitation formations, if any.
d) Energy dissipation of flow through the spillway.
The present study deals with model studies of the spilling arrangement of the Malana-II hydroelectric project in the 




Figure 1. Plan and section of the existing dam and spillway 
 
Figure 2. Plan layout of the modified dam and spillways 
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2. Set Up of the Model
A comprehensive and geometrically similar model of the Malana-II hydroelectric project dam and its spillways was 
built to a scale of 1:40, invoking the Froude number similarity for studying the discharging capacity of the spillways, 
cavitation over surface of the spillways, and energy dissipation downstream of the spillways. Available cross-sections 
along with contour maps were used to replicate the river in the model. Even though cross-section was available up to 
50 m upstream of the dam only, the extent of the reservoir was reproduced more to control the entry of foreign 
eddies/disturbances into the spillways and to minimize the effect of limited size of the reservoir on the hydraulics of 
the spillways (Noval et al., 2010). 
The two under sluice spillways which have crest levels at 2514.5 m and sized at 4 m × 5.5 m were modeled. Plan and 
section of the under sluice spillways are shown in Figure 3. The profiles of the upstream surface, downstream surface, 
and surface of the breast wall were reproduced in the model. Radial gate, which seat was at a level of 2514.19 m and 
trunnion at 2521.0 m, was installed. An overflow spillway which was consisting of 6 bays each of clear bay width of 
6.25 m and one bay of clear bay width of 4.5 m was also constructed, and the crest was kept at a level of 2543.0 m. 
Total bay width of the overflow spillway including pier and abutment thickness was 51 m. Profile of the overflow 
spillway including its crest and downstream glacis was constructed along with two training walls and flip bucket. 
Section f-f' of the overflow spillway is shown in Figure 4 for illustration. Some photographs of the constructed model 
are shown in Figures 5 and 6.  
Spilling part of the model, i.e., under sluice spillway, stilling basin, overflow spillway, and flip bucket were 
constructed in cement mortar making inner surface smooth with neat cement layer. Shingles of size 20 mm to 50 mm 
were laid on the bed of the channel downstream of the section T-T over a length of 100 cm to keep it mobile for 
comparing depth of scour as an indicator of the energy dissipation under different flow combinations (Ahmad, 2010). 
Seven pressure points were provided on the profile of the left under sluice at its center line to measure piezo-metric 
head, so that cavitation index can be computed. Such pressure points were located at distances of x = -3 m, 0 m, 8 m, 
16 m, 24 m, 32 m, and 43.4 m from the dam axis (x=0). Seven pressure points were also provided on the surface of 
the overflow spillway in the middle of the sections D-D' and E-E' at distances of x = 0, 1.8 m, 4.8 m, 10 m, 15.6 m, 
25.4 m, and 30.6 m from the dam axis (x=0). 
3. Model Study on the Initial Proposal
For the determination of discharging capacity of the spillways, cavitation on the surface of the spillways, if any and 
energy dissipation of the flow downstream of the spillways, the model was performed under the following different 
operating conditions of the spillways  
(a) Both the under sluice spillways opened,
(b) Only left under sluice spillway opened,
(c) Only right under sluice spillway opened,
(d) Only flow overflow spillway operational,
(e) Left under sluice spillway and overflow spillway operational, and
(f) Right under sluice spillway and overflow spillway operational
3.1. Discharging Capacity 
a) Both the under sluice spillways opened: The model was run under the full gate opening of the both the under sluice
spillways under different water levels in the reservoir while closing the overflow spillway by polystyrene. Discharge
passing through the spillways was measured for different water levels in the reservoir.
The discharging capacity of both the under sluice spillways with their full gate opening is shown in Figure 7. 
At maximum water level of 2545 m, both the under sluice spillways passed 892.5 m3/s, which is much higher than the 
estimated PMF of 650 m3/s. The passing discharge at reservoir level of 2543 m was 857.8 m3/s, which is also higher 
than the PMF. PMF discharge passed at reservoir level of 2532.75 m. Noted that under the non-opening of the gate of 
either of the under sluice spillways due to human and/or mechanical fault, the PMF discharge will not pass through 
one under sluice spillway. The discharging capacity of the left and right under sluice spillways with their full gate 




Figure 3. Plan and section of the under sluice spillways 
 
708
Figure 4. Section f-f' of the overflow spillway 
 Figure 5. Upstream view of the model  Figure 6. Downstream view of the model 
b) Only left or right under sluice spillway opened: The model was run under the full gate opening of left or right under
sluice spillway under different water levels in the reservoir. The overflow spillway was closed by polystyrene.
Discharge passing through the spillway was measured for different water levels in the reservoir. At maximum water
level of 2545 m, left under sluice spillway passed 460.43 m3/s which is higher than half of the passed discharge of
892.5 m3/s under opening of both the under sluice spillways. The passing discharge at reservoir level of 2543 m was
446.26 m3/s. At maximum water level of 2545 m, right under sluice spillway passed 439.99 m3/s which is lower than
half of the passed discharge of 892.5 m3/s under opening of both the under sluice spillways. The passing discharge at





     Figure 7. Discharging capacity of both the under sluice          Figure 8. Discharging capacity of left and right under sluice 
                      spillways with their full gate opening                          spillways with their full gate opening operated in isolation 
 
It is apparent that under the full gate opening, discharging capacity of the left or right under sluice spillway is not 
adequate to pass the PMF discharge of 650 m3/s, which necessitates provision of over flow spillway.  
It is apparent from Figure 8 that the discharging capacity of the left under sluice spillway is higher than the right under 
sluice spillway even though opening of both the spillways is 4 m × 5.5 m and ogee profile is the same. It is to be noted 
that the width of bucket part of the left spillway is higher than the right spillway, but this may not be a reason of higher 
discharging capacity of the left spillway as the flow downstream of the ogee is supercritical (Chanson, 2004; French, 
1985). This shall be attributed to the influence of the presence of the solid boundary at the entrance of both the 
spillways (Hussain et al., 2013 and 2014).  As the presence of the solid boundary near the inlet of the right spillway 
is higher than the left spillway, the former discharging capacity is about 5 % lower than the latter one. 
c) Only overflow spillway operations: The model was run for flow through over flow spillway under different 
water levels in the reservoir. The gates of both the under sluice spillways were closed. The discharges passed through 
the overflow spillway at different reservoir levels are shown in Figure 9. It may be noted that at the maximum water 
level of 2545 m, the overflow spillway passed 273.63 m3/s while the passing discharge at reservoir level of 2544 m 
was 162 m3/s.  
d) Left or right under sluice spillway and overflow spillway operations: The model was run for full gate opening of 
the left or right under sluice spillway and flow through over flow spillway under different water levels in the reservoir 
while the gate of the right under sluice spillway was closed. Discharge passing through left under sluice spillway and 
overflow spillway was measured for different water levels in the reservoir. 
The combined discharging capacity of the left and right under sluice spillway and overflow spillway is shown in 
Figure 10. At maximum water level of 2545 m, both the left and right under sluice spillway and overflow spillway 
jointly pass discharge more than the PMF. As evident from Figure 10, the combined discharging capacity of the left 
under sluice spillway and overflow spillway is higher than the right under sluice spillway and overflow spillway, 
which can be attributed to the pronounce presence of the solid boundary near the inlet of the right under sluice spillway. 
Further, it may be noted that the discharging capacity of the joint operation of one under sluice spillway and overflow 
spillway is less than the arithmetic sum of the discharges passing through the under sluice spillway and overflow 
spillway individually. Lowering in the discharging capacity under joint operation of the under sluice and overflow 
spillway is attributed to reduction in influence zone of the each inlet. 
The model study on the existing under sluice spillway and the proposed overflow spillway reveals that the discharging 
capacity of joint operation of both the under sluice spillways is much higher than the PMF discharge. Further, 
discharging capacity of either of the under sluice spillways and proposed overflow spillway pass jointly discharge 
higher than the PMF discharge.  
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Figure 9. Discharging capacity of the overflow spillway 
Figure 10. Combined discharging capacity of the left under sluice spillway and overflow spillway 
3.2. Cavitation 
Cavitation index of the flow over surface of under sluice spillway and overflow spillway at the pressure points for 
different operation of the spillways and different discharges were calculated using measured pressure at the pressure 




index   Cavitation
2
voba +=
Where Pa = Atmospheric pressure (10.3 m of water head); Pob = Observed pressure in m of water head; Pv = Water 
vapor pressure (0.24 m of water head at 200 C); and V = Flow velocity (m/s), which was measured using Pitot tube. 
As the computed cavitation index at all the pressure points are higher than 0.30, thus, as per IS code 12804:2004, the 
flow over the spillway surface will not be subjected to cavitation (Wood, 1991). The ogee profiles of the existing 
under sluice spillways and the proposed overflow are in order from the cavitation considerations.  
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3.3. Flow Pattern and Energy Dissipation 
Flow pattern over the surface of the under sluice spillways was smooth and free from eddies. Energy dissipation of 
flow over the under sluice spillway did occur at the drop of bed level of river and was in order. However, flow onwards 
to the toe of the overflow spillway was chaotic and full of strong cross-currents as evident from Figures 11a and 11b. 
The flip bucket also did not perform well due to increase in depth of flow and mixed directional flow as a result of 
cross-currents upstream of the bucket. Thus, there was a need to make changes in the stilling basin, training walls, 
side walls, and flip bucket of the overflow.  
For controlling the cross currents, lower portions of the proposed divide wall between block No.7-8 and Block No. 8-
9 were removed. In addition, the super elevation in the sloping glacis of the right bay spillway block was also removed. 
Improvement in the flow pattern was observed; however, the cross currents persisted. It was difficult to control the 
cross currents/waves due to formation of multiple cross currents in the presence of various concave and convex 
boundaries in the form of side walls and training walls. At outset, it was decided to replace the flip bucket arrangement 
with hydraulic jump type stilling basin by pooling the water with provision of a submerged broad crested weir of 
height 3.5 m along with steps downstream of the weir. Such arrangement controlled the cross-currents. However, a 
strong cross current from the toe of dam block no.6 at the left end wall was still impinging the pooled water. It was 
decided to shift the left side wall at the toe of the dam glacis by 3.0 m towards the left side to minimize the formation 
of the cross-currents. L-section of the modified stilling basin of overflow spillway is shown in Figure 12. 
                                                              
Figure 11 (a) Flow over spillway profile (b) Strong cross-currents in the stilling basin 
4. Model Study with Revised Proposal for the Overflow Spillway 
The suggested changes in the over flow spillway were incorporated in the model. Figure 13a depicts the modified 
stilling basin under no flow condition while Figure 13b shows for flow condition. Suggested changes comprised the 
replacement of the flip bucket with a 3.5 m high broad crested weir with steps cascading downstream of the weir. 
Each step is has a 5 m width, 1.0 m drop, and, at the end of the first two steps, an end sill of height 0.5 m is provided. 
The left side wall was shifted by 3 m further left near the dam toe. The width of the channel was kept at 22 m in the 
place of earlier 21 m at the broad crested weir.  
The model was run with exclusively over flow spillway for discharges of 101.19 m3/s, 182.15 m3/s, and 263.10 m3/s. 
The under sluice spillways were kept closed. Flow pattern in the stilling basin and over the submerged weir was 
observed during the run. Due to pooled water in the stilling basin with the provision of submerged weir, a relatively 
stable hydraulic jump was formed. The cross-currents merged into the pooled water and lost their high kinetic energy. 
Flow in the stilling basin was highly turbulent with large size rollers which lead to energy dissipation in the stilling 
basin. 
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Figure 12. L-section of the modified stilling basin of the overflow spillway 
Figure 13. Modified stilling basin under a) no flow condition; b) flow condition 
Flow over the submerged weir was almost uniformly distributed across the width of the channel and was falling onto 
each step downstream of the weir. Overall, flow in the stilling basin and over the submerged weir was favorable from 
the hydraulic considerations. 
Water levels along the right and left side walls were measured under changed scenarios. Initial and modified bed levels 
and water level for different discharges along right side wall were measured. It may be noted that from the distance 
of 12 m to 52 m from the face of the dam, the revised bed level was lower than the previous bed level. The maximum 
observed water level observed in the stilling basin was 2521.8 m. Modified bed levels and the water level for different 
discharges along the left side wall were also measured. The maximum water level observed in the stilling basin was 
2521 m. 
5. Conclusions
Following conclusions have been derived from the model study: 
▪ The discharging capacity of joint operation of both the under sluice spillways is much higher than the PMF
discharge. Further, discharging capacity of either of the under sluice spillways and proposed over flow
spillway pass discharge higher than the PMF.
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▪ The ogee profiles of the existing under sluice spillways and the proposed overflow are in order from the 
cavitation considerations.  
▪ Flow onwards to the toe of the overflow spillway was chaotic and full of strong cross-currents. The flip 
bucket was also not performing well due to rise in depth of flow and mixed directional flow as a result of 
cross-currents upstream of the bucket.  
▪ The flip bucket arrangement was replaced with a hydraulic jump type stilling basin by pooling the water with 
the provision of a submerged broad crested weir of the height 3.5 m, along with steps downstream of the 
weir. The left side wall at the toe of the dam glacis was also shifted by 3.0 m towards the left side to minimize 
the formation of the cross-currents. The width of the channel was kept at 22 m in the place of the previous 
21 m at the broad crested weir. 
▪ The model was run exclusively with overflow spillway for different discharges. Flow pattern in the stilling 
basin and over the submerged weir was observed during the run. Due to pooled water in the stilling basin 
with the provision of submerged weir, a relatively drowned hydraulic jump was formed. The cross-currents 
merged into the pooled water and lost their high kinetic energy. Flow in the stilling basin was highly turbulent 
with large size rollers which lead to energy dissipation in the stilling basin. 
▪ From this model study, it is concluded that a) a stilling basin for flip bucket shall be designed in such a way 
that approaching supercritical flow should be free from the cross-currents to have sound flip bucket action. 
Layout of the side walls, divide walls, etc. should be designed accordingly, b)  in the case of multiple 
intakes/under sluices, operation of one will affect the discharging capacity of the other if not placed 
sufficiently apart.  
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Abstract: This paper presents two experiments, carried out in a 605mm-wide flume, to investigate scour and hydrodynamic 
pressure on a scaled model of a single span arch bridge. The geometry of the bridge model is scaled down according to a 
prototype bridge, with hydraulic conditions of the experiments representing a small river. Measurements showed that vertical-
contraction scour by the arch bridge is higher than that of flat-deck bridges. Effect of a single cylindrical debris on scour was 
also evaluated and found to be negligible at the considered flow depth. Temporal variation of hydrodynamic pressure with 
scour evolution was also measured. It was found that temporal evolution of scour can reduce hydrodynamic pressure 
significantly at the initial base of the abutment at downstream face of the bridge, which can erode mortar from the masonry 
composition of an arch bridge.  
Keywords: Arch bridge, flume experiment, scour, pressure-flow, hydrodynamic pressure 
1. Introduction
Arch bridges form a major portion of bridges in the UK and Europe (Melbourne et al. 2007; Robinson 2000; 
Oliveira et al. 2010; Sarhosis et al. 2016). A large number of these structures, particularly those built before 19th 
century, are masonry structures. These constitute 40% of the UK bridge stock (McKibbins et al. 2006), and are 
classified as cultural and engineering heritage structures.  
Arch bridges have been extensively studied for their structural stability under various scenarios such as vehicle 
impact, settlement of a pier due to scour and debris flow impact (Hobbs et al. 1998; Invernizz et al. 2011; Proske 
et al. 2017). To the best knowledge of authors, however, there is no literature record on hydrodynamic pressure at 
arch bridges. This is particularly true with a river bed experiencing scour in which variation of pressure with bed 
deformation may affect the masonry composition of the arch bridge. Scour can also endanger stability of the 
foundations and the bridge. While many factors can contribute to the failure of a bridge, scour is widely recognised 
as the leading cause (Chang 1973; HR Wallingford et al. 1991; Richardson et al. 1993; Parola et al. 1997; Melville 
and Coleman 2000; May et al. 2002; Hunt 2009; Ettema et al. 2010; Highways Agency 2012; Benn 2013; Toth 
2015). Several recent examples highlight this aspect in the UK and abroad: Bridge RDG1 48 in 2009 near Feltham 
in England, Malahide Viaduct in Ireland in 2009, CPR Bonnybrook Bridge in 2013 in Calgary in Canada, I-10 
Bridge in California, US in 2015, and several bridge failures in December 2015 in the Cumbria floods in the UK. 
In particular bridge abutment, scour is a significant cause of bridge failure (Sutherland 1986; Melville 1992).  
Arch bridges have excellent vertical load bearing (Gibbons and Fanning 2012; Proske and van Gelder 2009); 
however, due to their typically short spans, low clearance and wide piers, they tend to cause a much larger 
obstruction to flow compared to modern bridges (Hamill 1998; McKibbins et al. 2006). Therefore, their scour 
depth can be higher than that of modern bridges. Also, due to the aforementioned properties, arch bridges are 
susceptible to issues such as debris blockage which can exacerbate scour. The present paper, via flume 
experiments, aims at studying scour depth at a single span arch bridge and also measuring temporal variation of 
hydrodynamic pressure at the abutments during scour evolution. In addition, effect of a simple cylindrical debris 
on scour is investigated. 
The paper presents results from clear-water scour experiments in a flume containing a scale model of a small single 
span arch bridge with flow angle of attack relative to the bridge being zero. Considered flow was relatively deep 
with its free surface being above the bridge intrados (inner curve of the arch). The abutments of the bridge were 
flush to the vertical side walls of the flume; so, the setup is representative of a narrow river with very steep or 
nearly vertical banks. 
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2. Experimental Setup
Experiments were carried out in a horizontal sediment recirculating flume with the width B = 605 mm and working 
length of 10 m at the University of Exeter, UK. In total, two clear-water scour experiments (sand median grain 
size d50 = 1.37 mm and flow intensity U/Ucr = 0.86 where Ucr = critical flow velocity for initiation of sediment 
movement and U = mean velocity of approach flow) were carried out with identical flow depth and discharge. The 
second experiment used a cylindrical object under the flow free surface representing a large tree trunk being stuck 
at the bridge just under the free surface of the approach flow. This was carried out to investigate effect of a large 
tree trunk on scour and hydrodynamic pressure at the present deep flow. Considering the flume’s relatively small 
width, experiments were designed to represent a short span bridge with prototype span length 5.56 m. Accordingly, 
the geometric scaling ratio of ≃ 1/11 was chosen to design the bridge model. Uniform sand was used as bed 
material which would represent medium gravel in prototype scale. The surfaces of the bridge model were smooth, 
and any surface roughness of the masonry structure is disregarded. 
2.1. Hydraulic Conditions of the Experiments 
Hydraulic conditions of the experiments are presented in Table 1. B and h = width and depth of approach flow; Q 
= flow discharge; R = flow Reynolds number (= Uh/ν, with U = Q/(Bh) and ν being mean velocity of approach 
flow and fluid kinematic viscosity, respectively); F = Froude number (= U/(gh)1/2 , where g is acceleration due to 
gravity); R* =  roughness Reynolds number = u*ks/ν, with u* = shear velocity calculated as proposed by Sheppard 
et al. (2014) and ks = granular roughness = 2d50 (Kamphuis 1974); ds = maximum scour depth. 
Flow depth and discharge were identical in experiments 1 and 2. This was ensured by adjusting carefully the 
approach flow depth and discharge to be within 0.5 mm and 0.1 L/s, respectively, from the target value, as also 
stated in the Table 1. Approach flow depth was identified with h = 220 mm reaching above the bridge arch (see 
Fig. 1). Reynolds number scaling was relaxed while keeping R in the range of turbulent flow (Chanson 2004) and 
the approach flow was also kept subcritical (F < 1) rather than having strict Froude similitude between the model 
and prototype conditions. In both tests, the flow is uniform and in fully rough regime of turbulent flow (R* > 70, 
Yalin and da Silva 2001). 
Table 1. Hydraulic conditions experiments (d50 = 1.37 mm and B = 605 mm) 
Experiment Approach flow depth 
h ± 0.5 (mm) 
Flow discharge 
Q ± 0.1 (L/s) 




ds ± 1 mm 
1 
220 53.9 89091 0.28 76.6 
No debris 161.3 
2 Cylindrical 169.7 
a over the two abutments 
2.2. Bridge model 
The overall geometry of the bridge model was based on the single span Canns Mill Bridge in Devon, UK (Devon 
County Council, private communication, 2015-2017). This bridge has very long abutments (in spanwise y 
direction) and the width of the flume would not allow for scaling these to the ratio 1:11. Therefore, bridge arch 
and vertical dimensions were scaled strictly, and the lateral length of the model was limited to 605 mm as shown 
in Fig. 1. This resulted in L/h ≃ 0.24 (where L = 52 mm is abutment length in y direction), while in prototype scale 
L/h ~ 1.1 for corresponding flow depth. In addition, the inclined banks of the river, being sloped at about 57 
degrees, are replaced here with vertical side walls of the flume which may significantly affect the results. This 
was, however, neglected as the aim was to investigate overall scour depth and hydrodynamic pressure during 
temporal evolution of scour rather than having a realistic scenario. Also, due to practical restrictions, streamwise 
length (along x) of the bridge was limited to 362 mm while scale 1:11 would dictate 462 mm. The model was 
fabricated out of acrylic sheets with a hollow interior to allow for embedding pressure transducers. During each 
experiment, the upper part of the bridge (shown by hatched region in Fig. 1) was fixed to the lower legs of the 
bridge (shown by dashed lines) which were fixed to the flume base. For scour measurements after completing each 




Figure 1.  Looking-downstream cross-sectional schematic of experiment 2. The origin and orientation of the coordinate 
system used to discuss results is also shown. All dimensions are in mm and model length in streamwise x direction was 362 
mm. Pressure transducers (3 sensors upstream and 3 sensors downstream) are numbered 1-3. 
2.3. Sand and Scour 
In the present work, sediment was coarse, uniform silica sand with particle size d50 and uniformity coefficient 
d60/d10 equal to 1.37 mm and 1.37 respectively. This choice was determined by having 1) clear-water scour (with 
U/Ucr = 0.86 where Ucr = critical flow velocity for initiation of sediment movement, calculated as Ucr = U/η*1/2, 
where η* is relative flow intensity calculated according to Yalin and da Silva (2001); 2) rough turbulent flow (R* 
> 70, Yalin 1972) and 3) non-ripple forming sand (d50 > 0.6-0.7 mm, Raudkivi and Ettema 1983; Ettema et al. 
1998) facilitating measurements of scour depth. d50 = 1.37 mm is representing medium gravel when scaled by 1:11 
to the prototype scale.  
Each scour experiment lasted 300 minutes. This is equivalent to 5×110.5 = 16.5 hours in prototype scale which is 
an already long event. This duration is, however, not sufficient for reaching equilibrium scour as it results in the 
scour depth reaching about 81% of equilibrium scour depth for a circular pier with diameter 52 mm and U/Ucr = 
0.86 according to Melville and Chiew (1999).  
2.4. Debris 
As illustrated in Fig. 1, the effect on scour of a 32mm cylindrical debris fixed upstream the bridge just under the 
free surface of the approach flow was investigated in experiment 2. Therefore, accumulation of a matrix of smaller 
elements was not considered here. Instead, a simple cylindrical object was assumed to be transported to and stuck 
at the bridge and under free surface to represent a large tree trunk initiating debris accumulation and blocking the 
bridge opening partially. Therefore, the actual process of debris accumulation (e.g. Lyn et al. 2003; Panici and de 
Almeida 2017) and dynamics was not investigated. Instead, debris was considered to remain fixed at a certain 
position. The present debris model was solid and smooth. This is sufficient for the purposes of this study since as 
found by Pagliara and Carnacina (2010) and Lagasse et al. (2010) roughness of debris do not affect depth and 
pattern of scour in any appreciable way and can only be considered secondary factors when compared with 
dimensions of debris and flow intensity. Debris elevation, i.e. under the free surface, was chosen since yet 
unpublished experiments showed a cylindrical debris would cause highest increase of scour at this elevation 
compared to debris being at lower height from the bed.  
3. Measurement Techniques 
A 3-axis traverse system was utilised for positioning instruments at predefined (x, y, z) coordinates, with x, y and 
z being streamwise, spanwise and vertical directions. Experiments were started with a flat bed, with z = 0 
representing bed level at t = 0. Flow discharge was set via a variable-speed drive and measured using an 
electromagnetic flowmeter (resolution ±0.1 L/s) installed in the suction pipe of the water recirculating system. 
Approach flow depth was measured using a digital point gauge mounted 3.5 m upstream the bridge to read 




Final scour topography was measured after running each experiment for 300 minutes and stopping the flow 
gradually. This was carried out after removing the upper part of the bridge by measuring distances from the bed 
on a grid of approximately 230 (x, y) points using an echo-sounder with accuracy of 0.5 mm. Scour depths at 
around the bridge abutments that could not be easily reached using the echo-sounder were measured manually 
using a point gauge with precision of 0.5 mm. The final map of scour (Fig. 2), with expected accuracy of ±1 mm, 
was produced by combining all the measured points. 
3.2. Hydrodynamic Pressure 
Hydrodynamic pressure was measured at three points on the right (Fig. 1) abutments of the bridge model at 
upstream and downstream faces. This was carried out with sampling rate ~1 Hz using six pressure transducers 
(Honeywell 26PC series) with range 1 psi (6894.76 Pa) and accuracy in practice 3×10-4 psi (~ 2.1 Pa). 
4. Results and Discussion
4.1. Scour 
3D maps of scour measured after 300 minutes are shown in Fig. 2. Red and green shades show erosion and 
deposition respectively. At each abutment maximum scour depth was located at the front corner of the abutment. 
Ultimate maximum scour depth was located at the right abutment marked by a red line at about x = 0 and y = -52 
mm. As can be seen, scour maps are fairly symmetrical about the x-z plane. However, there were some differences:
scour depths ds on each side of the flume at right and left abutments at experiment 1 were 168.6 and 154 mm (mean
ds = 161.3 mm), and at experiment 2 were 170.6 and 168.8 mm (mean ds = 169.7 mm) respectively. Also,
deposition of sand at green region downstream the bridge is not quite symmetrical about the x-z plane.
Figure 2.  3D maps of scour at experiments 1 (top) and 2 (bottom). Red line marks location of maximum depth of scour 
located at the abutment corner. The upper part of the bridge and the cylindrical debris are shown transparent. 
At present setup, water surface elevation was above the bridge arch (intrados). This caused “orifice flow” with 
accelerated and directed-downward flow, and enhanced sediment transport capacity due to “pressure-flow scour” 
caused by vertical (along z) contraction (e.g. Abed 1991; Umbrell et al. 1998; Melville 2014; Kumcu 2016) due to 
the bridge arch. This is in addition to “contraction scour” caused due to lateral contraction by bridges abutments 
(Melville 1992).  
It is known that pressure-flow would increase ds by a factor of 2-4 depending on the Froude number and the size 
of the bridge opening (Abed 1991). Three well-known equations were used to estimate pressure-flow equilibrium 
scour depth at U/Ucr = 0.86, i.e. equations by Umbrell et al. (1998), Lyn (2006, who proposed a revised version of 
HEC-18 equation by Richardson and Davies 2001) and Melville (2014). Based on the results (Table 2), the 
equation by Melville (2014), giving the highest (most conservative) pressure-flow scour depth, is adopted.  
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Table 2. Pressure-flow equilibrium scour depth at threshold conditions estimated from three equations  
Equation ds (mm) 
Umbrell et al. (1998) 15 
Lyn (2006) 14.7 
Melville (2014) 75.6 
 
Contraction equilibrium scour depth due to abutments using Melville (1992 and 1997) equation is 86.3 mm for 
U/Ucr = 0.86 and abutments with L/h ≃ 0.24. This results in total equilibrium scour depth (pressure-flow scour in 
Table 2 + abutment contraction scour) to be 161.9 mm. This is close to mean ds = 161.3 mm observed at experiment 
1 after 300 minutes. This may imply that at the present high flow depth causing pressure-flow and vertical 
contraction, scour depth at an arch bridge can be higher than that of flat-deck bridges. This can be due to the fact 
that available equations for estimating pressure-flow scour are developed based on flat-deck type bridges, while 
the present bridge model is an arch bridge which causes higher larger vertical blockage and contraction. It is, 
however, important to note that scour depth in the present flume experiments can be excessively large if scaled up 
to prototype scale with similar conditions. This is mainly due to inclined and rough banks with over bank flows in 
the field (Melville 1992), which were absent in the present setup.  
Scour increase, after 300 minutes, due to cylindrical debris in experiment 2 was only about 5% higher than that of 
experiment 1. This is not surprising considering that the percentage of blockage by cylindrical debris relative to 
the original bridge opening was only 1.95% at the beginning of the experiment. This is in agreement with Pagliara 
and Carnacina (2011) in which small blockage area was found to cause very small increase of scour depth. Fig. 3 
shows the present result combined with yet unpublished data of similar experiments with a sharp nose single pier 
being 50 mm wide. ds,0 is the maximum scour depth at experiment without debris and ds is maximum scour depth 
in corresponding experiment with 32mm cylindrical debris being just under water surface. As can be seen, as the 
flow becomes shallower (smaller h/L), ds/ds,0 increases and for deep flow with h/L >~ 4, debris effect is negligible 
and ds/ds,0 = 1. However, it should be noted that these results are valid only for 32mm cylindrical debris used here, 
and larger debris dimensions can cause high scour increase as shown by Pagliara and Carnacina (2011). 
 
Figure 3.  ds increase due to 32mm cylindrical debris versus flow shallowness (flow depth h relative to pier width or 
abutment length L) 
4.2. Hydrodynamic Pressure  
Fig. 4 shows typical variation with time of measured total hydrodynamic pressure and its dynamic component. 
Pressures are normalised with respect to the corresponding initial (t = 0) hydrostatic pressure at each point (see 
Fig. 1). The patterns were similar for both experiments (with and without the cylindrical debris) and no meaningful 
difference was observed between the two tests; therefore, results from only one of the experiments are shown. 
Total hydrodynamic pressure P is decomposed to static Pst and dynamic Pdyn components. At the beginning of 
each experiment, i.e. stagnant flow condition at t = 0, pressures are Pdyn = 0, P = Pst = γ.h and P/Pst = 1. Preliminary 
experiments on fix bed without sand, showed that after starting the pump at t = 0 and bringing flow discharge to 
the target value, it takes about 97 seconds for the flow to reach fully developed state. This state is defined as free 
surface slope reaching a constant value and is mainly a characteristic of the pump recirculation system. Although 
in the present experiments with rough bed and scour, the equilibrium time can be different, 97 seconds is used as 
a guide to show variation of flow state during the early stages of the experiment. This is shown by dotted line in 
Figure 4. Starting the flow caused hydrodynamic pressure and also total pressure at downstream points DS1, DS2 
and DS3 to drop considerably. The reduction in Pdyn is attributed to the local presence of vortices and flow 
separation caused by the bridge behaving as a step to the flow pathway. This is more severe at point DS1 near the 














drop is observed. At upstream face at points US2 and US3, there is small increase in Pdyn which could be due to 
the absence or low severity of vortices (Breusers et al. 1977; Richardson and Panchang 1998) and higher flow 
momentum. After flow development (at t ≃ 0.027 hour = 97 seconds) it takes about 13 and 37 minutes for the Pdyn 
to reach the local minimum or maximum at US1 and DS1 respectively. This implies a rather long transition process 
in the flow to reach an equilibrium condition with scour evolution which is responsible for changing flow 
momentum and thereby dynamic and total pressure (it is also worthwhile to note that Pst has small contribution in 
variation of total pressure due to rising and dropping water free surface, at upstream and downstream faces 
respectively, with starting the flow at t = 0. This was neglected in above analysis).  
Figure 4.  Typical temporal variation with time of normalised (with respect to Pst at each point at t = 0) pressures at points 1, 
2 and 3 (Fig. 1) at upstream (US) and downstream (DS) faces: (left) total pressure; (right) dynamic pressure.  
From Fig. 4 it can be inferred that during the present 5-hour experiments, Pdyn was either negligible or reducing 
total pressure at each point. At points US1, DS2 and DS3, in spite of pressure drop at early stages of the experiment, 
pressure seems to increase back to pressure at t = 0 as scour hole became deeper with time. At point DS1 it is, 
however, difficult to predict the variation of pressure after 5 hours; negative Pdyn could become even larger and 
reduce total pressure below zero. Negative total pressure (suction) can then erode the mortar from the masonry 
structure of the bridge and affect its structural integrity. Whether pressure increases or decreases after 5 hours has 
to be investigated with long duration experiments or simulations.  
5. Conclusions
Main findings from the present work are as follows. 
1. For the tested model of a single span arch bridge, measured scour depth after 5 hours was close to the
equilibrium scour depth estimated by available empirical equations for flat-deck bridges. This can imply
that at an inundated arch, scour rate  is much higher than that of a flat-deck bridge.. This is due to the
vertical contraction and pressure-flow caused by the arch.
2. For debris dimension and flow depth at present work, the effect of debris on scour depth was negligible.
This was related to the small blockage ratio in deep flow. In shallower flows, same debris, however, can
cause significant increase in scour depth (Figure 3).
3. The most critical location, in terms of hydrodynamic pressure at the bridge abutments of a single span
arch bridge is near the initially flat bed and at downstream side of the bridge. At this point, total pressure
may become negative and affect structural integrity by eroding the mortar from masonry composition of
the arch bridge.
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Abstract: When considering free surface flow in channels, it is essential to have in-depth knowledge about the inlet flow 
conditions and the effect of surface roughness on the overall flow field. Hence, we hereby investigate flow inside an 18m long 
channel by using Particle Tracking Velocimetry (PTV) and Acoustic Doppler Velocimetry (ADV). The roughness of the channel 
walls is generated using a diamond-square fractal algorithm and is designed to resemble the actual geometry of hydropower 
tunnels. Four different water levels ranging from 20 to 50cm are investigated. For each depth, the inlet is blocked by 25 and 50% 
at three positions each, at the centre, to the right and to the left in the flow-direction. The flow is altered for each depth to keep 
the flow velocity even throughout the measurements. PTV is applied to measure the velocity of the free water surface; four 
cameras are placed above the setup to capture the entirety of the channel. The results show a clear correlation between 
roughness-height and velocity distribution at depths 20-30 cm. The surface roughness proved effective in dispersing the 
subsequent perturbations following the inlet blockage. At 50cm, perturbations from the 50% blockage could be observed 
throughout the channel. However, at 20cm, most perturbations had subsided by a third of the channel length. The ADV was used 
to capture the velocity in a total of 375 points throughout the channel, at a depth of 50 cm with no inlet perturbations. 
Keywords: Hydraulic roughness, PTV, diamond-square algorithm, free-surface flows.  
1. Introduction 
When considering free surface flow in channels it is essential to have in-depth knowledge about the inlet flow 
conditions and the effect of surface roughness on the overall flow field. Often the surface roughness is replaced by a 
spatially averaged friction inducing quantity and, similar to smooth walls, parameters are subsequently derived from 
the mean flow. This saves computer cost and simplifies examination of such problems but may for applications of 
sufficiently large roughness or Reynolds number (Re) be erroneous (Andersson et al. 2016). Particle Tracking 
Velocimetry (PTV) is a measurement method where, in this case, floating particles are photographed by a camera 
over an intended space and time. Software connected to the camera can then statistically determine the path of each 
individual particle, and hence determine the flow field for the fluid surface. Unlike PIV, particles used in PTV are 
usually larger and does not require illumination by a high-power light source, such as a laser. Hence, PTV allows the 
capture of a larger field of view (FOV) than PIV and may in certain applications be easier to implement, 
additionally, PTV is less sensitive to particle distribution compared to PIV. Acoustic Doppler Velocimetry (ADV) is 
a measuring technique where the subsequent doppler shift is measured from, in this case, four different positions 
relative to a small volume in the desired setup. The result is four measured, high frequency, velocity components (u, 
v, w1 and w2) of the flow in a small volume, averaged to a single point. Compared to PIV or PTV, ADV is a 
relatively intrusive method as it requires the measuring tool to be inserted into the desired medium. Typical particles 
required to operate this equipment includes zooplankton, air bubbles or sediment. Hence, in many applications no 
artificial particle seeding of the flow is necessary. ADV-systems have been employed to naturally rough waterways 
such as rivers (Buffin-Bélanger et al. 2006). Data from the previously mentioned study is used for validation in this 
study. The ADV-measurements will be applied to make sure that there are no disturbances at the inlet which can 
dramatically impact the results.  
To ensure an evenly distributed random roughness the surface used is generated using the fractal-based diamond-
square algorithm. Thereafter, the physical model is created using milling which, depending on resolution, in turn 
generates a discrepancy compared to the computer-generated model. The final physical model is laser scanned using 
a high-resolution laser scan to acquire a computer model as realistic as possible. The purpose of this study will be to 
jointly evaluate these systems. To do this the effects of inlet blockage in relation to relative surface roughness will 
be examined, as well as correlating roughness effects on the water surface in relation to water depth. The Reynolds 
number is defined as 𝑅𝑒 = 𝑈ℎ 𝜈⁄ , where h is the water depth and U is the centreline velocity double averaged both 
temporally and spatially (streamwise). 
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1.1. Dissipation 
Dissipation plays an important role in flows over hydraulically rough surfaces. The dissipation (𝜀) at the wall (𝑦 =






The introduction of surface roughness will lead to an increase in dissipation (Mansour, Kim, & Moin, 1988) which 
will result in a more efficient homogenization of the flow. Consequently, any perturbations induced by the inlet 
blockage will dissipate more rapidly in the vicinity of the rough surface and at lower depths. Hence, when modelling 
certain flows, such as relatively shallow rivers or tunnels of sufficient roughness, proper modelling of the surface 
roughness becomes increasingly important. 
1.2. Pearson Correlation 
The Pearson correlation coefficient will be applied to discern the correlation between the velocity component and 






𝜎𝑢, 𝜎𝑘  is the standard deviation of the u-component of the velocity and the roughness height respectively.
2. Experimental Setup
The experimental setup consists of a flume, pump, two flow meters and a measuring system. The width of the 
channel is on average 1.2 meters and the length is 17.5 meters. The flat surface is placed at the height of the 
averaged height of the rough surface (z=0). The different water depths are controlled through an inclined plate at the 
outlet downstream of the flat surface. For even illumination of the flow, an LED ramp has been mounted above both 
the left and right edge respectively, visible in Figure 1.  
Figure 1. The flume with the LED ramp visible 
At the inlet of the flume a baffle was placed with three sheets. Two perforated sheets were placed upstream of a 
third sheet of honeycomb type, see Figure 2. The perforated sheets have a hollow radius of 2 and 1 cm respectively, 
while the honeycomb has a radius of 3 cm and a thickness of 29 cm. 
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Figure 2. Flume inlet section 
To accurately determine the water depth, a depth gauge (see Figure 3) was placed at the outlet section. Hence, the 
water depth is measured relative to the average height of the rough surface. The term “height” refers to any 
instantaneous deviation from z=0. The final 1.5 meters of the flume is flat on all three surfaces and a part of the flat 
outlet section can be seen in Figure 3. 
Figure 3. Depth gauge used in the experiments 
A right-handed coordinate system is implied throughout the experiments. The x-direction (𝑢-component) is directed 
streamwise, the y-direction (v-component) is directed to the right of the flow-direction and the z-direction (w-
component) is directed perpendicular to the bottom rough surface. The origin is placed at the middle of the end of 
the honeycomb, the average height (z=0) is placed level with the lower flat outlet section. No w-component of the 
velocity is captured during the PTV measurements. 
2.1. Particle Tracking Velocimetry 
PTV is a non-intrusive method used for quantitative velocity measurements. In order to capture the flow, floating 
seeding particles are required. For this case, black particles provided by Sinfotek, with a diameter of 21mm were 
used. The specific weight of the particles were statistically measured to 6.18 ∙ 10−4 𝐾𝑔. Four cameras where roof
mounted above the setup to capture the entirety of the flume. The cameras simultaneously capture a burst of 4 
pictures each at 20Hz to produce one realization of the flow; this procedure was repeated for a total of 50 sets over 
150s to produce a satisfactory temporal average. The resolution of the cameras is approximately 3 pixels/cm. To 
calibrate the PTV system, 4 points are placed in each cameras FOV to mark the measuring domain of each camera. 
Since the 4 domains have to be merged into one, the boundary points have to be chosen so that the neighboring 
domains always have 2 common points. The biased error associated with scaling from pixels to meters was 
estimated to be less than 1%; this was done by measuring over a known length. In PIV the primary source of error is 
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estimated to be 10% of the particle diameter in pixels (Balakumar et al. 2009). Using this reasoning, an estimated 
error of about 15% could be attained. Trial measurements of individual particles indicated that the actual error 
would likely be less than the one estimated; however, this PTV system is not to be taken as a precision tool. 
2.2. Acoustic Doppler Velocimetry 
ADV is a measuring technique rendering all three instantaneous velocity components at a small volume (point) at 
relatively high frequency using coherent Doppler shift. The measuring probe consists of one transmitter and four 
receivers; each receiver measures data for one velocity component, hence, the w-component will have two measured 
sets. These two sets are averaged into one set for the actual w-component. Compared to PTV, ADV is a relatively 
intrusive system since the probe has to be inserted into the fluid when measuring. However, the system is flexible as 
it requires no laser and usually no application of artificial seeding particles. Due to the spatial separation between the 
pulse pair transmitted by the velocimeter, at a specific distance above the surface the first signal reflected from the 
wall will collide with the second signal inside of the measuring volume. This is called a weak spot and results in 
interference, an instantaneous decrease in signal to noise ratio and a bad data point. For a flat surface the height of 
the weak spots can be predicted, however, the height of the surface used in this study is random and the wall will 
rarely be perpendicular to the incoming signal. Instead, the signal to noise ratio was monitored, and when a weak 
spot was identified the spatial separation between the signals was adapted accordingly to avoid this error. However, 
some bad data points are inescapable in proximity of the rough surface, to filter away these points an RC Filter, 
described in (Goring and Nikora 2002), was applied to the data. Due to the relatively large sample size, erroneous 
points could easily be removed without jeopardizing the temporal average of the velocity, which converges to a 
stable value at around 10000 points. No more than 3000 points were removed from any set, and usually only a 
handful of points were removed. The bias error is estimated to be less than 1% of the measured velocity.  
Measurements were conducted at 200 Hz for about two minutes. 15 cross sections were measured at different 
lengths downstream, 25 points were measured in each cross section. The ADV-measurements is restricted to the 
case of 50 cm with no inlet perturbations. For the ADV (50 cm depth) the Reynolds number is ≈ 120 000. 
3. Results 
Four different depths of water have been investigated, 50, 40, 30 and 20 cm relative to the average height of the 
surface roughness of the bottom wall. The flow rate was adjusted for each case to maintain a fairly constant inlet 
velocity throughout the experiments. The flow rates employed was 115, 96, 72 and 48 l/s. In Sec. 3.2 the correlation 
between the fluctuating velocity and surface roughness is investigated, 〈𝑘〉 is the average height of the bottom rough 
surface and 𝑘 is the corresponding roughness height for the point and is attained from the laser scan. In Sec. 3.3 the 
correlation between surface roughness and perturbations of inlet blockage is examined. The flume was divided into 
10 sections, within each section, the standard deviation of the v-component (𝜎𝑣) is calculated for each case of inlet 
perturbation and is compared to the case of no inlet perturbation. At a specific length downstream 𝜎𝑣 for all cases 
will have converged and the inlet perturbations can no longer be traced,  this length will henceforth be denoted the 
entrance length. Since the particles are floating and not evenly distributed in the flume no even velocity distribution 
was attained during the PTV measurements. Instead, every point measured will have an x, y, u and v-component. An 
example of a measured set, at 20 cm depth and 25% inlet blockage, can be seen in Figure 4. This particular depth 
exhibits a significant disturbance from the surface roughness, visible on the water surface. 
 
 
Figure 4. Example of a measured set [m] 
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3.1. Rough Surface Model 
For verification purposes, it is important that the roughness heights are distributed randomly to ensure that the 
spatially averaged roughness is uniform as well as reflecting natural and industrial roughness. The specific method 
used in generating the rough surfaces is the diamond square algorithm, a recursive sub-division algorithm often used 
to generate synthetic natural terrain (Fournier, Fussel, and Carpenter 1982). Since the algorithm is fractal in nature 
attributes such as self-similarity, which often can be found in natural settings, will also characterize the generated 
surface. A portion of the final generated surface used in the experiments can be seen in Figure 5. 
 
Figure 5. The rough surface flume 
For optimal verification of the experiments, the experimental setup is captured using a high resolution laser scan. 
One important factor for characterizing a rough surface is the Root Mean Square (RMS) roughness factor, which 
describes the fluctuations of surface height around the mean height. This roughness factor will be denoted 𝑘𝑠. For 
practical reasons, measuring head loss or boundary layer shearing (∆𝑈+) to determine the corresponding 𝑘𝑠 is not a 
realistic option in hydropower applications. Therefore, in this study the RMS roughness factor is calculated solely 













This will serve as a length scale representative for the height of the surface roughness. To determine a longitudinal 
length scale, in addition to 𝑘𝑠, an autocorrelation function is applied in the streamwise direction to the laser scanned 













The corresponding correlation function for the rough surface can be seen in Figure 6. 
 
Figure 6. Autocorrelation function applied to the flume 
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The length-scale 𝜏𝑟  is a measure of how far away two points can be on a random surface and still be considered 
correlated and represents the longitudinal size of the roughness elements on the surface. To determine 𝜏𝑟 from the 
autocorrelation function is arbitrary and may vary from case to case. According to (Zhao, Wang, and Lu 2006) and 
(Zhang and Sundararajan 2005), the length is when the correlation has declined to 1/e of the original value. 
According to (Tennekes and Lumley 1972), the length-scale is the integral of 〈𝑅(𝑟)〉 from 0 to 1. In this case the 
difference between the methods is miniscule; hence, the former definition will be applied in this article. 𝑘𝑠 for the 
walls are 0.0297 m for the left, 0.0352 m for the middle and 0.0319 m for the right respectively. 𝜏𝑟 for the walls are 
0.421 m for the left, 0.488 m for the middle and 0.383 m for the right respectively. 
3.2. Height-Roughness Correlation 
Naturally, at a sufficient water height any disturbances generated by the rough surface will have dissipated. In 
Figure 7 the roughness height-velocity correlation for the highest and lowest depth has been visualized.  
 
Figure 7. 50 cm (left) and 20 cm (right) water depth 
At 20 cm depth there is a clear correlation between the fluctuating velocity and roughness height. This effect could 
easily be visually determined as the aberrations on the water surface were pronounced for the low-depth cases. 
However, at 50 cm depth, there is no apparent correlation between 𝑢 − 𝑘 and only ripples where seen on the water 
surface. To discern the remaining flow cases, the Pearson-correlation algorithm is applied to the data, as seen in 
Figure 8. 
 
Figure 8. Cross correlation between stream wise velocity component and the corresponding height, 𝜏𝑟 is the longitudinal length 
scale for the rough surface. 
Figure 8 depicts a rapid linear decline of the 𝑢 − 𝑘 correlation with an increase of depth, between 50 and 40 cm 
depth, the correlation has dropped by 71%. The 40 and 50 cm cases have similar correlation coefficients; hence, 
there is no clear correlation between 𝑢 − 𝑘 already at 40 cm depth. This may also be an effect of the spatial shift of 
the surface perturbations relative to the rough surface, as the flow perturbations are transported downstream, while 
the correlation is performed between the roughness heights immediately below the measured point. The next part of 
the article will discuss detection of inlet perturbations and entrance length. 
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3.3. Inlet Perturbations 
Randomness of the roughness affect the flow, consequently, the inlet effects are dependent on the position of the 
inlet blockage. This phenomenon has been visualized in Figure 9, where three different inlet blockage positions at a 
depth of 50 cm can be seen.  
 
Figure 9. 50% inlet blockage at 50 cm depth from left, mid and right respectively 
To account for this, all three inlet blockages are averaged into one profile for each depth. When all three profiles 
have approximately converged, then the effects of the inlet blockages have dissipated. This length will be denoted as 
the entrance length and is evaluated in Figure 10. 
 
Figure 10. 50 (left) and 40 (right) cm depth 
Figure 10 depicts inlet perturbations at 50 and 40 cm depth. By about 12 meters downstream the inlet blockages has 
converged and there is no substantial deviation between the cases. Additionally, a spatial variability of the water 
surface can clearly be seen in the cases without inlet perturbations. Further lowering the depth in the flume renders a 
decrease in entrance length, as seen in Fig. 11.  
 
Figure 11. 30 (left) and 20 (right) cm depth 
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By 30 cm depth the entrance length is about 8 meters while for 20 cm that length has further decreased to about 7 
meters, which is approximately a third of the flume or 𝐷ℎ 𝐿⁄ ≈ 7. 
3.4. ADV-Measurements 
As mentioned, the ADV measurements are performed at a depth of 50 cm and a flow of 0.115 m3/s with no inlet 
perturbations. This corresponds to Re ≈ 120 000, which is slightly lower than (Buffin-Bélanger et al. 2006) at 
similar conditions. Figure 12 depict box plots of measurements from the centerline closest to the water surface. 
 
Figure 12. Box plot of the centreline measurements closest to the water surface, the horizontal line represent the median, the box 
boundaries is the 25th and 75th percentiles and the whiskers represent the furthest data points not considered outliers 
Although no roughness-flow correlation could be detected for a depth of 50 cm using the PTV, a clear spatial 
variability can be seen using the ADV. The final three measured points show an increased dispersion for the sets. 
This coincides with the entrance length and may indicate that it has been reached by that point.  
 
Figure 13. Turbulent kinetic energy at two cross sections, 2.0 (left) and 11.4 (right) meter downstream respectively. The blue line 
represents the water surface 
 
Figure 13 depict the Turbulent Kinetic Energy (TKE) at two separate cross sections; the first one is close to the inlet 
(2 meters downstream) and the other one is positioned at 11.4 meters downstream. At the inlet the cross-sectional 
distribution of TKE is uniform, indicating satisfactory inlet conditions. The highest magnitudes of the turbulent 
kinetic energy are found along the rough surfaces, the largest being 1.423 Jm-3. In Figure 14 a streamwise cross 




Figure 14. Turbulent kinetic energy from the centreline, the blue line represents the water surface 
The highest value of turbulent kinetic energy in the centreline is 0.613 Jm-3; this is the fourth point from the top in 
the first row. Comparing the values to those of (Buffin-Bélanger et al. 2006) it is clear that they are slightly lower 
which likely is a consequence of the lower Re applied in this study. The behaviour, such as position of maximum 
turbulent kinetic energy, is in better agreement. The double averaged velocity of the PTV show a surface velocity of 
0.284 m/s. Double averaging the ADV centre line velocity closest to the water surface show a velocity of 0.250 m/s. 
This is a discrepancy of almost 12% and is likely due to a combination of the uncertainty of the PTV and a slight 
miss calibration of the length scales for the PTV, which proved to be a somewhat arduous procedure since the 
cameras captured a vast FOV. Also, since the lengthwise sample size is much smaller for the ADV compared to the 
PTV, the double averaging process in itself might account for a part of the discrepancy. 
4. Conclusions and Discussion 
PTV and ADV measurements were applied to flow in a rough surface flume at 4 different water levels and 7 
different flow situations on each water level. The systems used in this study differ in nature as PTV is based on 
measurements by camera and is able to capture large FOV. Additionally, the system does not sample uniform 
velocity distributions and therefore cannot be expected to provide in depth analysis of the flow when applied to 
larger systems. ADV on the other hand is based on Doppler shift and can perform high frequency measurements in a 
specific point, making mapping of larger systems grueling work. However, both systems have in common that they 
are logistically easy to apply and the PTV cameras could potentially be mounted on drones and natural particles 
such as wooden pieces could be applied for seeding. Results provided by joint measurements of the systems show 
good agreement both cross-platform and compared to other studies. A correlation between the bottom rough surface 
and the flow patterns could clearly be seen through the PTV for a depth of 20 cm, and 30 cm to a degree. 
Additionally, the inlet perturbations could successfully be traced using PTV for all depths and inlet perturbations. 
The surface roughness, as expected, proved to be very effective in eliminating inlet perturbations for lower depths. 
Accordingly, the surface roughness will not act solely as friction inducing in the classical sense; hence, proper 
modelling of the roughness is imperative for a realistic realization of the flow. The capture of this phenomenon by 
the systems was encouraging, and as a result the PTV and ADV could potentially be used to extract simple, yet 
important information from water systems to use as in-data for calculations. Further on, ADV-measurements should 
be performed on the flow-cases with inlet perturbations, as well as further validating the results by PIV or numerical 
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