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1  INTRODUCTION 
Functionality and reliability of machines and equipments significantly affects 
operating expenses and safety of the modern systems over their life-cycle. 
Minimizing the impact of damages caused by equipment failure should be one of the 
key efforts for every organization/company. Diagnostics, monitoring and related 
maintenance occurs continuously around us in wide range of human activity from 
heavy machinery (mine equipment, port cranes), including aerospace, automotive to 
light but precise biotechnological equipments like pacemakers. Any equipment 
whose failure could cause damages to life or to property requires some way of 
monitoring, diagnostics, prognostics and maintenance in our modern safety oriented 
world.  Conventional maintenance strategies do not cover needs for modern complex 
and expensive systems. Automotive and aerospace industry could be mentioned as a 
good example. Keeping minimal maintenance expenses and prolonging the systems 
operability is crucial in helping to survive in really competitive segment. Condition 
based maintenance (CBM) approach seems to be suitable alternative to the 
conventional methods [11]. Sometimes there is a term Predictive Maintenance used 
as an equivalent to CBM. CBM deploys embedded diagnostics and prognostics to 
determine functional state of the equipment. Equipment degradation and prognosis 
of the potential failure is derived from the current and previously monitored state 
and is based on an evaluation of the operational conditions. Moreover this approach 
provides feedback and could help to prolong the uptime and system durability.  
There is a long history of the technical diagnostics comparing to technical 
prognostics, which is quite new field of research interest. Diagnostics focuses on 
detection, isolation and identifies failure when they occur comparing to prognosis, 
which focuses to predict failure before they occur [28]. It means that technical 
prognostics could be understood as an extending/complementary element of 
technical diagnosis. We are able to determine not only the current state but we are 
able to predict future state with some relevance and level of probability based on the 
element and component degradation by using diagnosis and prognosis. The main 
goal of the technical prognosis is to make end of life (EOL) and remaining useful 
life (RUL) predictions that enable timely maintenance decision to be made [14]. 
Prognostics should be performed at the component of sub-component level and 
should involve predicting the time progression of a specific failure mode from its 
incipience to the time of components failure. 
The main aim of the thesis is to provide a comprehensive overview of technical 
prognostics and its methods since it is still evolving discipline with limited number 
of real applications and is not so well developed as technical diagnostics, which is 
fairly well mapped and deployed in real systems. 
2  STATE OF THE ART 
Technical prognosis, which is being considered as a part of the Prognostic Health 
Management (PHM) is quite new field of research and at the same time it is still 
considered as the weakest point in CBM processing chain. There are a lot of 
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applications of prognostics method but the results and accuracy varies and those are 
not always sufficient even researches claims so. Although a lot of journal/conference 
papers have been published the area of technical prognosis is still quite new and not 
well researched, especially robust real system applications are still missing.  Here 
are the main items of current research topics in area of technical prognosis: 
• Metrics for RUL Estimation – research area defining correct metrics, 
which enable us to compare different type of algorithms, methods and 
will help us in evaluation of prediction reliability. Definitions for 
prediction horizon, prediction confidence interval, algorithm 
performance accuracy, algorithm performance robustness, algorithm 
precision, algorithm performance trajectory, have been proposed [18] 
and [21].   
• Prognostic Methods Classification – there is a lot of different 
prognostics methods which are suitable for specific usage, depending on 
historical data availability, first principle model availability etc. 
Researchers/Engineers who are not deeply familiar with could be lost in 
the number of different models and approaches [6], [23], [24].  
• Prognostics Frameworks – there have been several prediction 
frameworks defining all steps needed for proper RUL prediction 
proposed during past years. All those frameworks are usually quite 
deployment area specific and are more use case studies. [2], [14]. 
Prognostics frameworks have been applied mainly to resolve following 
problems: Machinery/Materials (prognostics of flight actuators [4], crack 
growth monitoring in gearboxes of a helicopter [10]), Automotive where 
it is essential part of the OBD diagnostics. Electronics (electrical 
components failure, battery life prognosis [18]) 
2.1 METRICS FOR RUL ESTIMATION 
A need for having metrics enabling us to compare different prognostics algorithm 
and helping us to evaluate prognostics results has been increasing last years. This 
growing need is aligned to increased number of methods/prognostic framework. The 
paper [28] was quite important stimulus/progress on metrics evaluation. The main 
motivation to evaluate metrics was stated as [21]: “For end-of-life prediction of 
critical systems it becomes imperative to establish a fair amount of faith in the 
prognostic systems before incorporating their predictions into decision-making 
process. A maintainer needs to know how good the prognostic estimates are before 
he/she can optimize the maintenance schedule. Without any reasonable confidence 
bounds a prediction completely losses its significance”.  
Remaining Useful Life (RUL) could be defined as: “RUL is an amount of time 
before system health falls below a defined threshold i.e. the time interval beginning 
at a given instant of time and ending when the failure rate becomes unacceptable, or 
when the item is considered irreparable as a result of fault of for other relevant 
factors” Definition was composed from [6] and [24]. 
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Figure 2-1 Remaining useful life and associated attributes reproduced from [21] 
  
We have to consider not only accuracy/precision/robustness but even a 
computational performance and a cost benefit. There were several studies/papers 
proposing adequate metrics mainly [20] and [28]. Aerospace industry led in 
developing the metrics to evaluate prognostics algorithms, the main focus was 
accuracy and precision, but assessing business merits is getting more important as 
could be seen in recent years [28]. Some of the current work in electronics 
prognostics emphasizes the potential cost savings provided and therefore relies on 
cost/benefit metrics such as life-cycle cost and mean time before failure – MTBF 
[20]. Robustness metrics deals mainly with prognostics sensitivity and utilize so-
called reliability diagram. The profit of having robustness metrics is to understand 
how specific/single solution is our prognostics algorithm and how it could be 
affected by different set of input system data. Cost/Benefit metrics are key driving 
aspects in considering deployment of any particular prognostics approach and 
framework even it is not often consider in technical discipline. Only safety-oriented 
application like aerospace or nuclear power plants could ignore Return on 
Investments (ROI) less than 1 because those fields are oriented more towards 
reliability.  
2.2 PROGNOSTIC METHODS CLASSIFICATION 
A significant amount of research has been undertaken to develop prognostics 
models over a recent years.  By design, models are subject to specific assumption 
and approximations, some of which are mathematical, while others relate to 
practical implementation issues such as the amount of data required to validate and 
verify a proposed models as stated in [24]. Selection of an appropriate method is 
predominant to success in condition based program deployment and is related to 
return on investment (ROI) attribute. Adequate model selection requires of course 
mathematical understanding of each model type and its basic pros and cons. 
Research activity in this area (like [23], [24]) deals with managing and organizing 
prognostics methods, mainly for business purposes. Even we can consider methods 
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grouping as a background activity - it is still valid effort. Two classifications could 
be mentioned for clarity and to provide context of problematic. Official ISO 13381-
1 could be mentioned as a reference even it is not commonly used in 
papers/journals, because of its granularity, when grouping prognostics methods into 
twelve different types (Mathematical/Life usage models, Behavioral, Statistical, 
Probabilistic, Artificial Neural Networks, Life expectancy models, Reliability based, 
deterioration based, knowledge based models, rule based, causal tree models (ISO 
13379), case-based reasoning) see [6]. Common classification seems to converge 
into less granular approach consisting of three basic groups; model-based 
prognostics, data-driven prognostics and experience-based prognostics [10], [12], 
[22].  
2.3 PROGNOSTICS METHODS AND APPLIED FRAMEWORKS 
INCLUDING USE CASES  
2.3.1 Data Driven Prognostics 
A data-driven approaches use the ordinarily observed operating data (power, 
vibration and acoustic signals, temperature, pressure, oil debris, currents, voltages, 
calorimetric data, frequency response) to track, approximate and forecast the system 
degradation behavior [22]. Measured input/output data is the major source for 
getting a better understanding of the system degradation behavior. The data driven 
prognosis is based on statistical and learning techniques from the theory of pattern 
recognition. Most of the work in data-driven prognostics has been for structural 
prognostics. Many of those systems use vibration sensors to monitor the health of 
rotating machinery such as helicopter gearboxes. Some systems monitor the exhaust 
gases or the oil stream from the engine for contamination that could indicate a fault 
[22]. 
As a particular example we can mention applying the dynamic neural networks 
(DNN) on accurate jet engine life prediction [16]. New NNRAX (Neural Network 
Auto Regressive Model) has been developed, that enables authors to compute the 
stresses and temperatures at critical locations of gas turbine, in orders of less 
computation time than required by more detailed thermal and stress non-linear 
models. Real engine flight data are used as an input data set for the neural network 
training needs. Authors demonstrated model reduction technique for computing 
critical component parameters for RUL. Dynamic neural network model reduces the 
original thermal model of a turbo-machinery component and the temperatures could 
be computed on the fly if needed. The results show that such data driven prognostic 
techniques can be applied with minimal error in RUL estimation while taking into 
account the actual operating conditions [15]. Dynamic Wavelet Neural Network 
(DWNN) utilization and RUL estimation of bearings could be mentioned as another 
example of the current research in this area. Neural network was trained by using 
vibrations signals from the damaged bearings with different level and signs of wear. 
This approach seems to be accurate enough for the diagnostic and prognostic 
purposes [22].  
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In summary, the data driven approaches are preferred in case large amount of run-
to failure data set is available in required operational range and in case system 
models are not available (e.g. model is not known, too complex or not shared 
because of intellectual property). 
2.3.2 Model Based Prognostics 
Model-based approaches or so called physics-based are applicable, when 
relatively accurate mathematical model could be developed from first principle of 
system’s failure modes [12].  Model is often represented by differential equation in a 
form, Models could be classified as a qualitative or quantitative (alternatively called 
parametric/non-parametric). The quantitative model represents mathematical and 
functional relationship between the inputs and outputs of a system, while the 
qualitative models represent these relationships in terms of qualitative functions 
centered on different units in the system [28]. The qualitative models can be 
developed either as qualitative causal models or abstraction hierarchies, such as 
diagraphs based causal models and fault trees, but quantitative models are used in 
most cases [11]. 
Model based approaches are based on analytical redundancy. A process contains 
analytical redundancy if an input or output can be calculated by using only other 
inputs or outputs [12]. The analytical redundancy is utilized by comparing the 
outputs from the real process and outputs from a process model, which is fed by the 
same inputs as the real process in the simplest case. Inconsistencies between the 
model and the real process are represented as residuals. In case of no fault the 
residual should be close to zero (considering the model accuracy, signal noise etc.) 
and in the case of a fault - the residual should be significantly non zero if it is 
sensitive to that particular fault.  
There is limited number of real application in this area and it could be considered 
as a most complex and accurate approach. Use cases defining model based approach 
has been created for suspension system in [14], where simple state-space model was 
defined and degradation measurement was involved as a slowly changing feature. 
Similar model-based approach has been applied in diagnosis/prognosis of wheeled 
mobile robots, where six subsystems were under diagnostics/prognostics inspection 
and monitoring: power supply subsystem, driving subsystem, steering subsystem, 
suspensions, communication, sensors [11].  
The big advantage of model-based approach is the possibility to take into account 
the physical knowledge of the system into the monitoring process, in other wording 
it means that we can reduce the amount of sensed parameters or we could determine 
some parameters directly from a model – we can limit number of real sensors and 
replace those by virtual ones. Model - based prognostics under limited sensing was 
researched in [8]. One of the disadvantages could be quite computational exhaustive 
model implementation/developing into embedded systems for online/real-time 
deployment. 
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2.3.3 Probability Based Prognostics 
Determining a precise dynamic model in terms of differential equations that 
relates the inputs and outputs of the system being may be impractical or even nearly 
impossible [28]. Statistical/Probability models estimate the damage initiation and 
progression based on previous inspections results on similar machines. Forecasting 
of future deterioration is often undertaken by comparing these results from with 
models representing ‘good’ behavior [24]. 
Probability based methods have the longest history, comparing to other previous 
approaches does not require too much detailed  data and utilize  different kinds of 
probability distribution functions  - PDFs, which were parameterized for individual 
systems / subsystems / components based on production parameters, operational 
data, statistical data from history. The most commonly used distribution functions 
are normal, Weibull and exponential distribution. A typical distribution describing 
the failure rate versus time is called a "bathtub curve. This prognostics approach also 
provides confidence level in which we operate and we can rely on. This approach is 
still most common and is very often applied in the electrical industry and research 
area is well described.  
2.3.4 Hybrid approaches and Intelligent Maintenance Frameworks 
Hybrid approach usually combines the data-driven approach with one or more of 
the other approaches and it possibly offers a more reliable and accurate prognostic 
results per [23]. By using the data-driven approach, a framework for implementing 
of an intelligent maintenance prognosis tool was introduced in [2]. The framework 
utilizes the existing equipment operating performance data in the industry for 
prognosis process. Consequently the framework combines the ability of prognosis in 
estimating remaining useful life (RUL) of equipment with the maintenance action 
knowledge to generate a well-received maintenance plan.  
2.3.5 Summary 
Three basic approaches of prognostics were described. All approaches utilize 
similar mathematical apparatus and for example border between data-driven and 
model-based approach could be quite fuzzy. Applicability of approaches could vary 
and usually probability based approach has the biggest application probability, but 
the accuracy is not always good enough. Model based prognostics is quite specific 
for area of its deployment and approach cannot be deployed for another system even 
the development cost could be quite high, but on the other hand the prediction 
accuracy overcomes other methods.  
3  RESEARCH TOPICS 
3.1 COMPARISON OF PROGNOSTICS METHODS FROM EMBEDDED 
SYSTEM POINT OF VIEW  
Questions related to this topic which should be answered in thesis:  
• What are the conditions when to select model-based approach? 
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• What are the most promising methods for embedded systems? 
• How to deploy developed prognostic method into embedded system?  
As has been described in previous sections there are several methods and 
approaches for prognostics and RUL estimation. This research topic should find the 
most appropriate techniques for embedded system representing an online onboard 
system or at least identify steps, which need to be done to properly select the right 
technique/method. This research area should focus on prognostics only and should 
not deal with diagnosis, which is much more developed.  The aim of this research 
part is to provide list of applicable methods for embedded system with simple guide 
which method and when need to be selected. 
3.2 PROGNOSTICS UTILIZING PARTICLE FILTERS  
Questions related to this topic which should be answered in thesis:  
• What are the different possible implementations of particle filters?  
• What are the performance differences for each of those?  
• How could be particle filters used for n step prediction?  
Model-based approaches and some of hybrid approaches utilize Bayesian 
framework, which especially particle filters can help with system non-linearity. The 
main aim of this thesis area is to fully identify all features and different 
modifications of particle filters as a one of the most promising method in technical 
prognostics. The outcome should provide clear overview of performance details and 
list of all potential roadblocks in utilizing particle filters in model based prognostics.  
3.3 BATTERY LIFE PROGNOSTICS - USE CASE 
Questions related to this topic which should be answered in thesis:  
• What are the current battery life prognosis approaches?  
• What are the pros and cons of model-based approach and simple 
statistics/trending approach?  
• How should look optimal battery health prognostics framework?  
A demonstration of real case where prognostics could be applied is the main 
motivation of this research topic. It is interesting that even so many products rely on 
battery source, the battery health monitoring and prognostics is still under 
exploration and it is still vivid area of research and interest. A brief overview of state 
of the art of lithium-ion battery health monitoring techniques (State-of-life 
estimation, state-of-capacity estimation, run-time estimation, internal resistance 
estimation, capacity fade estimation) will be provided. Verification and utilization of 
the dynamic lithium-ion model in estimation of the remaining useful life (RUL) is 
discussed as well. This research part of thesis aims to provide a novel framework 
utilizing battery embedded monitoring and continues RUL estimation both 
discharging runtime and capacity fade. This Use Case should be main research goal 
and should clearly demonstrate how particular methods could be used in real world 
and how complex could be the prognosis. 
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4  COMPARISON OF PROGNOSTICS METHODS WITH 
FOCUS ON EMBEDDED SYSTEMS 
Diagnostics and prognostics could be performed either on off-board system as an 
offline process or onboard as an online process providing near real-time. Both have 
its own pros and cons and in some cases only a hybrid approach is suitable. 
Performing diagnostics/prognostics only on off-board system could be done only in 
case of slow fault propagation since we cannot react immediately and usually 
degradation measurement requires offline measurement done per inspect intervals 
(typically oil debris in engine, structure health analysis utilizing roentgen scan etc.). 
This approach is against CBM, which philosophy automatically prefers online 
permanent monitoring utilizing onboard/embedded systems. Of course embedded 
system could be used only for data collection and the rest of processing chain (health 
assessment, prognostics assessment) could be done online/offline for different 
assets/systems. This is approach which could be helpful in case huge number of data 
is available, huge computational power is needed and automated way of data 
collection (automated data connectivity) is provided not to rely on manual data 
download. 
Table 4-1 Most Promising Methods Pros and Cons composed from [18], [24] and [28] 
Method Advantages Disadvantages Online 
Trend 
Extrapolation 
(Data driven) 
• Simplest technique to 
apply and explain 
• Easy to set alarms 
• No special software 
tools needed 
• Few failures have a well 
defined monotonic, single-
parameter trend 
• Definition of proper trend 
function requires huge number 
of samples 
Yes 
RUL Forecasting 
with Artificial 
neural networks 
• Complex, multi 
dimensional, non-
linear systems can be 
modeled 
• Physical 
understanding of the 
system does not 
required 
• Dynamic Neural 
Networks seems to be 
promising 
• Requires significant amount of 
data for training data that needs 
to be representative of true data 
range and its variability 
• Most networks cannot provide 
confidence limits 
• Determining to proper neural 
network is a trial and could be 
time consuming 
Yes 
Parameter 
Estimated by 
Particle Filters 
• Can be used to model 
multivariate, dynamic 
process 
• Noise does not need 
to be either linear of 
Gaussian 
• More accurate than 
Kalman filter variant 
for non-linear systems 
• A large number of particles are 
required to avoid degeneracy 
problem 
• Can be more computationally 
intensive than Kalman filters Yes 
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All methods/algorithms/approaches have a lot of different implementation and 
different aspect of deployment. Even methods description is quite brief it is still at 
the level, which should provide enough background information needed to proper 
understanding of their advantages and disadvantages.  
First step of prognostics selection should be identification a requirement for 
precision and accuracy. In case high precision and accuracy is required it always 
leads to selection of either model-based or data-driven approach. Second important 
step which need to be answered is what are the return on investments (ROI) cost – in 
case we have no system model, and we are limited by ROI it would be 
recommended to select data-driven approach, where will not be high cost in model 
development and verification - of course this is limited by case when we have 
enough training data - in other wording our product already exists and is deployed 
and valid failures already occurs. Criteria of ROI and Accuracy need to be always 
balanced and for some applications it could be opposite way. See Figure 4-1 for 
detailed description of each step in appropriate method selection. It is obvious that 
model-based approach is the most precise and accurate, because it follows physics 
on failure and thus helps precisely identify the problem.  
 
 
Figure 4-1 Guide for High Level Prognostics Approach Selection 
 
Model could be developed already in phase of design and could be actually used 
even for system control or for system diagnosis. In case model based prognostics 
process has been selected, which should be preferred because of its accuracy, the 
first step will be system model identification. We should consider number of system 
states, type of system load, what is the process noise either it is Gaussian or non-
Gaussian. In a next step we should test system under different type of loads and 
conditions and should verify how precisely we are able to track the system 
degradation. Feature estimation is next step which is important to identify/estimate 
internal variables/states, which are not directly measureable. It could be a 
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degradation measure or wear parameter hidden in state variable. If estimation 
process is set properly we can start tracking of degradation. Tracking in this case 
means proper estimation for several successive steps. Once tracking process is set-
up we can proceed to predicting of RUL with confidence interval. The prediction 
will be as much accurate as accurate will be estimate of system load.  In this case we 
can excite our system by deterministic operational sequence, probabilistic 
operational sequence or online sequence estimation [12].  
 
4.1 SUMMARY OF ANSWERS TO THESIS RESEARCH TOPIC #1  
• What are the conditions when to select model-based approach? 
It is clearly identified that model based prognostic approach should be selected 
anytime the precise and accurate prognostics is demanded and in case we are not 
strictly limited by financial aspects, because of development cost. Model-based 
approach will be used especially in more complex and expensive systems and in 
case of high reliable system is required. Guide realized by flow chart was proposed 
in Figure 4-1. Next advantage is the progress in model-based development and 
increased availability of precise physical model as are presented on conferences and 
are published as a demo cases in Matlab environment. We could expect wider and 
wider model-based prognostics deployment in future.  
• What are the most promising methods for embedded systems? 
Based on the analysis and list of disadvantages the most promising online method 
suitable for embedded system are simple linear trending and mainly particle filters 
utilizing Bayesian framework because of its capability to handle non-linear 
problems with higher accuracy than Kalman filters and to deal with non-Gaussian 
noise. Particle filters can be used to model multivariate, dynamic process. Particle 
filters are used in tracking and navigation applications which is similar problem used 
in prognostics when we want to track and predict potential failure. Consequently 
particle filters should be deeply investigated in next thesis research areas, where not 
only advantages but even disadvantages will be described. 
• How to deploy developed prognostic method into embedded system?  
Deployment of prognostic algorithms with modern software tools and ability to 
convert system model to C/C++, which is common language for embedded system 
because of its high efficiency and support of different compilers and platforms. 
There are options for targeting floating- or fixed-point processors, code could be 
generated either from MATLAB® and Simulink®, could be optimized for specific 
processor architectures, could be integrated with hand-written software. Another 
important support is profiling and verifying embedded code directly on 
microntrollers [27]. The most difficult part remains the final validation and 
verification of deployed embedded system – especially system initialization, 
adaptation and run-time execution. This research question could be considered more 
as a technical solution research – the main intent was to demonstrate that with 
 15 
currently available tools the problem of algorithms development and it verification 
has been significantly reduced.   
5  PROGNOSTICS BASED ON PARTICLE FILTERING 
FRAMEWORK 
Fault or fault indicator prediction is a process with high uncertainty and it has 
been proven that Bayesian estimation techniques provides framework which can 
deal with such uncertainties [28], consequently it is not surprising that those 
techniques are finding application domains in machinery fault diagnosis and 
prognosis of the remaining useful life of a failing component/subsystem.  
Bayesian estimation with particle filters is alternative to Kalman filters for 
estimating the posteriori in Bayesian framework model not limited by either 
linearity or Gauss noise assumption. They are also known as sequential Monte Carlo 
simulation methods and are particularly useful for situations where the posterior 
distribution is multivariate and or non-standard [24]. Particle filters are methods 
based on point mass (or “particle”) representations of probability densities, which 
can be applied to any state-space model and which generalize the traditional Kalman 
filtering methods. Several variants of the particle filter such as Sequential 
Importance Re-sampling (SIR), Adaptive Sample Importance Re-sampling (ASIR) 
and Regularized Particle Filter (RPF) exists within a generic framework of the 
sequential importance sampling (SIS) algorithm [1]. 
 Dynamic system could be described as state sequence represented by Markov 
random process. The alternative representation of the system by density function is 
conditional probability formulated for state equation (is quite commonly available 
but equations are collected from [1] and [28] ): 
 
|                                                (5-1) 
 
And for observation (measurement) equation could be represented as: 
 
	
|
                                                 (5-2) 
 
The main Bayesian framework objective is to estimate unknown state xk, based on 
a sequence of observations yk, k=0,1. In other wording find posterior distribution: 
 
:
|	:
                                              (5-3) 
 
Sequential importance sampling (SIS) is a very commonly used PF algorithm that 
approximates the filtering distribution denoted in (5-3) by a set of P weighted 
particles {(wk(i), xk(i)): i = 1, …, P}. The importance normalized weights wk(i) are 
approximations to the relative posterior probabilities of the particles such that: 
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The weights update is given by: 
 
∗  ∗ ∗ "	#|#∗"#|#$%&#|':#$%,	%:#	                           (5-5) 
 
Where the importance distribution π|:,	:	 is approximated as 
| and ∗is particle weight before normalization. Basically particle filter 
based on SIS technique consists of three main steps: particle generation, weight 
processing and weight normalization. A common problem with the SIS particle filter 
is the degeneracy phenomenon, where after few iterations, all but one particle will 
have negligible weight [1]. One of the approaches how to deal with particle 
degeneracy is having huge number of particles (P or Ns) but this is computational 
too expensive and we can consider this as a really brute force. There are to 
reasonable options how to solve it either by good choice of importance density 
function or by re-sampling method. There are several re-sampling algorithms – 
multinomial, systematic, residual, stratified described in [3] and [7]. The simplest 
one is called multinomial re-sampling. 
PFLib - An Object Oriented MATLAB Toolbox for Particle Filtering developed 
by [5] was selected for all simulation and system verification. This toolbox is 
product of Scientific Systems Company Inc. and University of North Carolina at 
Chapel Hill, developed under a United States Army Small Business Technology 
Transfer (STTR) project called “Advanced Computational Algorithms for Nonlinear 
Filtering for Real Time Environment".  
5.1 COMPARISON OF PF ALGORITHMS  
As a part of particle filter verification and as part of the familiarization with new 
filtering technique a simple one dimensional system model has been selected in a 
form:  
  	0.5 ∗  , 25 ∗ 1 , . 
  	 /#0.                                                                    (5-6)  
 
Simulation has been performed with following variances: Different Filter Types 
(Simple, Auxiliary, Regularized, EKF-PF, EKF), Different parameters ω process 
noise distribution mean, variance, Different re-sampling technique, Different 
number of particles, See results of simulation separately for each particle type and 
comparison of RMS at the end of this section. 
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Figure 5-1 Filtering of a system represented by Equation 5-42 for simple SIR, Ns=60, Residual re-
sampling, Resample every 2 samples
  
and Evolution of State Density Represented 
 
Algorithms were compared based on root mean square error (RMSE) sometimes 
called as a Root Mean Square Deviation (RMSD).  
  
Table 5-1 Comparison of Different Implementation of Particle Filters 
Filter Type 
 
Simple PF 
RMSE [-] 
AUX PF 
RMSE [-] 
Regularize
d PF 
RMSE [-] 
EKF-PF 
RMSE [-] 
EKF 
RMSE 
[-] Number of 
Particles 
 Residual re-sampling every 3 steps 
Ns=15 1.9613 1.8417 1.5772 1.2968 
1.3247 
 
Ns=30 1.4558 1.4431 1.3601 1.6627 
Ns=60 1.9238 1.4217 1.3415 1.2987 
Ns=120 1.7281 1.7168 1.4394 1.4407 
Average 1.7673 1.6058 1.4296 1.4247 1.3247 
 Simple re-sampling every 3steps 
Ns=15 2.4283 2.6377 1.2887 1.1766 
1.3247 Ns=30 1.6694 1.2549 1.7117 1.8666 Ns=60 1.7376 1.3906 1.8065 1.1377 
Ns=120 1.8542 1.9901 1.6934 1.3292 
 1.9224 1.8183 1.6251 1.3775 1.3247 
 Systematic re-sampling every 1step 
Ns=15 1.2458 1.3018 1.5780 1.1893 
1.3247 Ns=30 1.3729 1.5634 2.1945 1.4311 Ns=60 1.5984 1.3867 1.3793 1.5946 
Ns=120 1.6572 1.0777 1.3531 1.4903 
 1.4686 1.3324 1.6262 1.4263 1.3247 
 
The best RMSE performance offers EKF, which seems to be more suitable for 
non-linear application with Gaussian noise. We can see that there is no so big impact 
of particle numbers in some cases the performance was better with less number of 
particles, consequently the bigger number of particles is not always better solution.  
 18
5.2 PF PREDICTION CAPABILITIES 
Particle filters could be used not only for tracking the internal states, which could 
be used in technical diagnostics but at the same tide it could be used as an N-step 
predictor. This is crucial functionality, which is used for RUL estimation, We can 
either choose an estimation in next N steps or we can modify prediction till specific 
condition is reached – threshold etc. As per [28] “long term predictions can be used 
to estimate the probability of failure in a system, given by hazard zone that is 
defined lower (122) and upper limits (132).” The prognostic confidence interval as 
well as expected time to failure (TTF) can be defined from the TTF PDF [28]: 
 
445667  ∑ 9:; <122 	= 	 445 	= 132 	>?445              (5-7) 
 
The uncertainty usually increases with the prognostic horizon and prediction 
farther to future, to reduce the uncertainty in the particle-filter-based failure 
prognostics an additional learning method for correction of estimated TTF is used 
which is similar to continues linear regression performed above specific set of 
prognostics estimation [28].  
5.3 SUMMARY OF ANSWERS TO THESIS RESEARCH TOPIC #2  
• What are the different possible implementations of particle filters? 
 Simple Particle Filter, Auxiliary Particle Filter, Regularized Particle Filter 
Several, PF-EKF are the most known of particle filter implementation  Alternatives 
to particle filters represents Extended Kalman filter for non-linear systems. All 
sections contain description of algorithms and detailed steps needed for 
implementation including different types of re-sampling mechanism are mentioned 
in full vision of thesis.. Algorithms are verified and compared by utilizing PFLib 
toolbox developed in under GNU license. Most precise in case of used Gaussian 
noise seems to be Regularized PF and Simple PF which has low RMSE and good 
performance at the same time. In case of Gaussian noise EKF overcomes particle 
filters – but this was caused mainly because on simple simulation system. Similar 
comparison of particle filters implementation is unique and has not been performed 
on similar basis in known literature references and this was the main reason of this 
effort.   
• What are the performance differences for each of those? 
There is no big difference in performance differences. Algorithms are compared 
not only from accuracy point of view but even from performance point of view, 
which could affect final deployment to embedded system. MATLAB profiler was 
used for this purpose. It cannot be clearly stated, which implementation is better 
because problems, where PF will be deployed will vary but in metric considering 
evaluation time and accuracy the regularized particle filter with systematic re-
sampling could be considered as the most promising one.   
• How could be particle filters used for n step prediction?  
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N-step prediction is verified and tested in Section 5.2 in full version of thesis. 
Based on the results it could be assumed that PF are suitable framework for 
estimation application mainly because of its capability to provide estimation 
confidence interval, to handle non-linear systems (even not fully tested in this thesis) 
and non-Gaussian noise, which is quite common case. Thesis demonstrates 
prediction capability on real system in section of Battery Health Management for 
runtime estimation and for capacity fade degradation. Correctness of prediction 
algorithms has not been fully verified and this capability needs to be deeply 
investigated in future research work. N-step prediction would not be always needed 
in case we are able to precisely track the system degradation we can still use some 
more common extrapolation/regression technique like linear, polynomial fit. 
6  USE CASE – BATTERY HEALTH PROGNOSIS 
6.1 MOTIVATION  
Model development, load identification, algorithms definition and different 
prognostics approach comparison simple but real and easy to understand use case 
has been chosen to demonstrate all activities/steps related to any prognostics 
process. See next Figure 6-1 with all steps, which follows prognostics process 
applicable for Li-Ion battery health prognosis.  
 
Figure 6-1 Real Prognostics Process with focus on model-based prognosis demonstrated in thesis 
 
Rechargeable battery cells mainly lithium-ion batteries are one of the most 
important electrical energy accumulation technology. Utilizing battery sources 
varies in a huge range from small portable devices like cell phones, PDAs, 
notebook, laptops, over universal power sources (UPS) up to bigger 
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devices/machines/systems like pure electrical/hybrid automobiles, solar power 
plants accumulating energy etc. 
As usual there are some cons to any used technology and in case of lithium-ion 
battery it is the problem of battery ageing and degradation during regular life-cycle. 
Battery capacity decreases just in case it is not used and stored only because its self-
discharge. Environment temperature affects it as well (approx. capacity loss 8% at 
21 °C, 31% at 60 °C per [26]). Normal life-cycle of lithium-ion accumulator is about 
400-1200 charge/discharge cycles of course depending on operational condition and 
manufacture technology [26].  
6.2 LI-ION BATTERY MODEL CONSIDERING EFFECTS OF 
TEMPERATURE AND CAPACITY FADING 
Despite many models have been presented in last years, most of them have 
limitations because of ignoring transient behavior or simulating only steady state. A 
dynamic lithium-ion battery model considering the effects of temperature and 
capacity fading has been introduced in [9]. The proposed model has been inherited 
from [5] and modified by adding temperature and capacity fading effects on battery 
dynamics according to [16]. Detailed list of all algorithms could be found in full 
version of thesis. Functional model was implemented in thesis and tested for 
different operational modes. 
6.2.1 Measurement of real battery characteristics in laptop 
The instrumentation for measurement of voltage and current in real machine 
could be potential roadblock but in case of laptop the situation is easier. Most of the 
nowadays laptops use so called Smart Battery System (SBS) with its detailed 
specification described in [25].  
SBS system consists of battery pack and electronics with logic enabling to collect 
and evaluate environmental conditions (voltage, current, temperature, N cycles, 
calculate SOC) and communicates with external system. There is a memory 
containing all battery cell specific data and information related to calibration. We 
could consider SBS as a true embedded condition based maintenance system. SBS 
serves real time data on Smart bus and those data are propagated via OS kernel up to 
application layer and could be used by host applications. A C++ application was 
implemented to access all battery parameters. Application was written in Visual 
Studio 2008 and implemented to work with Windows based operating system and 
based on testing it is compatible with Windows XP, Windows Vista and Windows 7. 
Application BatteryMonitor was implemented to log data every 1 second. Data from 
battery were collected from different laptops for comparison (Dell Precision M4500, 
Aspire AspireOne 752 Netbook). Operational conditions were specific for the user 
and applications running on a machine.  
6.2.2 Runtime RUL Estimation Methods Comparison 
Prediction of battery runtime was demonstrated on four methods were selected:  
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• SBS original approach based on average current (representing simple 
data-driven approach),  
• Estimation based on PDF current load (representing probability based 
approach) 
• Simple linear regression – trending (representing data-driven approach) 
• Particle Filtering approach based on simplified battery model 
(representing complex model-based approach) 
Most precise seems to be approach based on particle filtering, but system model 
need to be well parameterized and estimation of density is relatively difficult – 
model was adapted manually to fit real data measured in laptop and modified to 
handle 3-cell Li-Ion battery. PF technique is not recommended because of high 
computational demandingness and difficulty to adjust initial values and to have 
more generic solution. See Table 4-1where comparison of methods is mentioned.  
 
Table 6-1 Comparison of methods for RUL – runtime estimation 
Method Mean 
RPSME[%] 
α-λ Performance 
False/True [%] 
Computational 
Efficiency 
Estimation  
res.[min] for  
7.5Ah battery 
Refresh 
Rate 
[s] 
SBS Original 
Approach 27.6 86 High ±62 5 
Estimation 
based on PDF 11.5 44 Medium ±25 240  
Simple Linear 
Regression 9.7 42 High ±22 240  
Particle 
Filtering 7.6 22 Low ±17 360  
 
Computational efficiency was determined based on MATLAB profiler capability 
and enumeration instead of parametric values is used in range – High, Medium, and 
Low. Simple linear trending seems to be most suitable for battery runtime estimation 
purposes even more complex and robust methods are available – mainly particle 
filtering approach considering Li-Ion battery model and its open voltage 
characteristics depending on SOC and current load. Approach combining several 
methods could be considered – we can use PDF estimation which will be collected 
continuously during battery life time and will be used as initial estimate at the 
beginning of runtime estimation then linear regression of SOC with appropriate 
samples averaging method could be used including applying time window for 
buffer. It could be clearly stated that prediction could be as precise as precisely 
current load is estimated in case of extreme current drop occurs the prediction is 
highly unreliable. 
6.2.3 Capacity Fade Estimation Methods Comparison 
Battery capacity fade estimation is more complex task comparing to runtime 
estimation. Current peaks, number of cycles, operational temperature and 
temperature peaks, storage time, battery life time and other attributes affects 
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capacity fade over the battery life. Two basic approaches to predict capacity fade are 
selected – the first is simple trending based on linear regression and utilizing SBS 
data like number of wear coefficient (Ccurrent/Cinitial) represented as ∆CCF - cycle life 
capacity loss, second approach is represented by particle filtering technique utilizing 
accurate system degradation model. Simulations showed that particle filtering 
approach enables us to estimate RUL with precision of days depending on 
prognostic horizon. 
 
Figure 6-2 RUL Prediction for Capacity Fade by Particle Filtering method 
 
Table 6-2 Comparison of methods for RUL – capacity fade 
Method Mean 
RPSME [%] 
α-λ Performance– 
False/True ratio [%] 
Computational 
Efficiency 
Estimation 
Res. for PH 
= 300 days 
Simple Linear 
Regression 11±5 34 High ±33 
Particle Filtering 9±4 35 Low ±27 
 
Comparison of two proposed methods is captured in Table 6-2. Particle filtering 
methods slightly overcomes linear trending but both are not precise and are outside 
of α limit boundary. Even it could be seen this estimation as not accurate enough it 
could be still considered as a functional approach ready for deployment in embedded 
system. Another valid approach demonstrated in runtime estimation could be PDF 
estimation of temperature and number of cycles but this has not been verified since 
it is not applicable when simulation data and no real data are used – especially when 
we use Gaussian distribution used with specific mean and variance and there is no 
value added for our tests but definitely for future enhancements. 
6.2.4 Battery RUL Prognostics Framework 
As has been described above all attributes affecting capacity fade are measurable 
quantities, without any extra instrumentation needs and served by SBS system. 
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Disadvantage of SBS is that even it could produce a valuable runtime history data 
there is a lack of prognostics information like cycling rate and temperature history 
data. Only sum N is provided and wear-out coefficient with not well defined 
accuracy. In case SBS approach and battery model knowledge will be merged we 
can get quite robust battery prognostics framework. It will consists of lithium battery 
cells, smart battery electronics physically connected to battery cells and prognostics 
evaluation module, realized either by extra microcontroller (8-16-32 bit) running 
simplified prognostics algorithms (camera battery, electric car system, solar power 
plants system) or it could be high level program OS specific utilizing system 
resources (laptops/notebooks, cell phones). Prognostics evaluation module will 
provide RUL estimate and precise run-time estimate, which is a weak part of current 
SBS system. Several metrics like current load represented not by average current but 
by probability density function could be computed. Framework is more concept 
specification and need to be further evaluated as part of next research. 
 
 
Figure 6-3 Battery Health Monitoring and Prognostic Framework 
 
6.3 SUMMARY OF ANSWERS TO THESIS RESEARCH TOPIC # 3 
• What are the current battery life prognostics approaches?  
In this research topic a brief overview of state of the art of lithium-ion battery 
health monitoring techniques/research areas (State-of-life estimation, state-of-
capacity estimation, run-time estimation, internal resistance estimation, and capacity 
fade estimation) is provided to create a problem context. Dynamic lithium-ion 
battery model with capacity fade modeling is introduced and different kinds of 
simulations are performed (different temperature, different number of cycles, and 
different number of charging current). Results are discussed and real verification is 
performed using one-cell Li-Ion battery. Demonstrated model contains capacity fade 
feature and could be used either in battery runtime estimation or in estimation of the 
remaining useful life (RUL) defined by capacity loss below 80%.  Verified battery 
model needs to be parameterized for potential use. This research question was fully 
answered. 
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• What are the pros and cons of model-based approach and simple data-
driven/trending approach?  
SBS approach, PDF load estimation, Bayesian particle filtering techniques and 
simple trending function were discussed in context or RUL runtime estimation. Most 
precise seems to be approach based on particle filtering – representing model-based 
approach, but system model need to be well parameterized and estimation of density 
is relatively difficult – model needs to parameterized manually and computation is 
quite complicated and moreover porting to real embedded platform will limit this 
approach. Consequently model-based technique is not recommended for battery 
runtime estimation because of high computational demandingness and difficulty to 
adjust initial values. Model-based approach seems to be more promising in case of 
capacity fade estimation, where capacity fade model is not so complicated and is 
easier for implemented comparing to model of Open Circuit Voltage (OCV). 
Particle filtering methods overcomes linear trending approach but still both methods 
are not precise enough. There is a still area for future development focusing on more 
precise estimation.  
• How should look optimal battery health prognostics framework?  
Novel framework concept utilizing battery embedded monitoring and continues 
RUL estimation was proposed. Framework is inherited from Smart Battery System 
approach/philosophy targeted for real non-lab deployment. It is novel in merging 
real embedded monitoring with prognostics feature comparing. The main criterions 
for the framework development are easy to deploy requirements, deployment cost, 
appropriate accuracy, on-line execution and no need for specialized instrumentation 
(no electro impedance spectroscopy, only current, temperature and voltage 
measurement similar as currently done by Smart Battery System - SBS). This 
research topic focuses only on concept definition and no real HW verification is 
performed even list of integrated circuits (battery fuel gauges and SBS ICs) are 
described in full vision of thesis.  
7  CONCLUSION 
State of the art provides an overview of basic methods applicable to prediction of 
remaining useful life, metrics, which can help to compare the different approaches 
both in terms of accuracy, reliability and in terms of computational/deployment cost. 
Prognostic metrics are important because of prognostic algorithms comparison, 
especially prognostic trajectory and confidence bounds are really important for any 
technician/ supervisors/ organization in case condition based system is planned to be 
deployed and prognostics will be utilized. State of the art was presented as a paper 
both in Czech journal – AUTOMA and in international conference – Machines, 
Technologies and Materials 2012 in Varna, Bulgaria. 
Classification problematic is one of the research cores and consists from 
recommendations and guide for selecting the appropriate prognostic method with 
regards to prognostic criteria. Difference between online and offline system and 
tools for converting developed algorithms to real embedded system is described for 
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MATLAB software, which is industry standard in model-based development 
especially in aerospace and automotive field.  
Second thesis research core provides description and applicability of particle 
filtering framework suitable for model-based prediction. Verification of different 
algorithms implementation is performed on simple one state variable model. Particle 
filtering technique seems to be really promising especially because of its availability 
to handle non-Gaussian probability density and because of its capability to deal with 
system non-linearity. Of course disadvantages like proper distribution selection, 
density function identification and availability of system model are still present. 
Framework seems to be robust approach but it is quite complicated and more 
research and applications of model-based prognostics need to be provided to 
confirm its potential. Particle filtering technique could be unique in application with 
limited sensing conditions when internal states/quantities could be determined 
observations tracking. This thesis research part was accepted in a reduced form as a 
paper in International Conference on Advances in Electronics, Electrical and 
Computer Science Engineering - EEC 2012 in Dehradun, India.  
The main research topic of the thesis provides a case study for a very actual Li-
Ion battery health monitoring and prognostics with respect to continuous monitoring 
and possibility of real deployment. The case study demonstrates the prognostic 
process based on the model and compares the possible approaches for estimating 
both the runtime and capacity fade. Proposed methodology is verified on real 
measured data in case of runtime estimation. It could be summarized that current 
SBS approach used in nowadays laptop do not provide sufficient prediction 
accuracy in case of runtime estimation and there is no capability to estimate capacity 
fade. Particle filtering approach overcomes other methods but the effort to customize 
and adapt the system model and complexity of PF settings decrease its applicability 
and would not be recommend approach. As usually any model-based development is 
one point solution and in case automatic adaption is not provided then it cannot 
success. Linear trending or adequate fitting method utilizing SBS info is the 
recommended approach for both the runtime estimation and capacity fade 
degradation. Idea of proposed framework was successfully accepted as a paper in 
international conference - 2012 International Conference on Electrical Engineering 
and Computer Science in Shangai, China. 
Even thesis provides solid and exhaustive overview of current state of technical 
prognostics there is still some areas for improvement. The main area for future 
research work should be investigation of particle filtering framework on real 
mechanical system – one promising area is hydraulic flight actuators degradation 
problem. Research work could continue in cooperation with Honeywell and 
experimental work could be utilized in hydraulic lab at Faculty of Mechanical 
Engineering of BUT. Main focus will be model development and RUL prediction. 
Another important area for future research work is to continue in deployment of 
proposed battery framework. Main focus should be battery health monitoring for 
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hybrid automobiles and battery health monitoring for solar power plants with focus 
on cost optimal CBM system deployment.  
Technical prognosis and condition based maintenance is still a background 
research topic in the Czech Republic. It will be great to establish centre of 
excellence or research group called System Health Management Group, which will 
focus on implementation of diagnostics and prognostics systems in region of middle 
and east Europe. Author believes that thesis will trigger discussion at least on 
technical prognostics including developing new algorithms compared by suitable 
metrics. 
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ABSTRACT 
The main aim of the thesis is to provide a comprehensive overview of technical 
prognostics, which is utilized in the condition based maintenance, based on 
continuous device monitoring and remaining useful life estimation, especially in the 
field of complex equipment and machinery. Nowadays technical prognostics is still 
evolving discipline with limited number of real applications and is not so well 
developed as technical diagnostics, which is fairly well mapped and deployed in real 
systems. 
Thesis provides an overview of basic methods applicable for prediction of 
remaining useful life, metrics, which can help to compare the different approaches 
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both in terms of accuracy and in terms of computational/deployment cost. One of the 
research cores consists of recommendations and guide for selecting the appropriate 
prediction method with regard to the prognostic criteria. Second thesis research core 
provides description and applicability of particle filtering framework suitable for 
model-based forecasting. Verification of their implementation and comparison is 
provided. The main research topic of the thesis provides a case study for a very 
actual Li-Ion battery health monitoring and prognostics with respect to continuous 
monitoring. The case study demonstrates the prognostic process based on the model 
and compares the possible approaches for estimating both the runtime and capacity 
fade. Proposed methodology is verified on real measured data.  
 
ABSTRAKT 
Hlavní cílem dizertace je poskytnutí uceleného pohledu na problematiku 
technické prognostiky, která nachází uplatnění v tzv. prediktivní údržbě založené na 
trvalém monitorování zařízení a odhadu úrovně degradace systému či jeho zbývající 
životnosti a to zejména v oblasti komplexních zařízení a strojů. V současnosti je 
technická diagnostika poměrně dobře zmapovaná a reálně nasazená na rozdíl od 
technické prognostiky, která je stále rozvíjejícím se oborem, který ovšem postrádá 
větší množství reálných aplikaci a navíc ne všechny metody jsou dostatečně přesné a 
aplikovatelné pro vestavné systémy.   
Dizertační práce přináší přehled základních metod použitelných pro účely 
predikce zbývající užitné životnosti, jsou zde popsány metriky pomocí, kterých je 
možné jednotlivé přístupy porovnávat ať už z pohledu přesnosti, ale také i z pohledu 
výpočetní náročnosti. Jedno z dizertačních jader tvoří doporučení a postup pro výběr 
vhodné prognostické metody s ohledem na prognostická kritéria. Dalším 
dizertačním jádrem je představení tzv. částicového filtrovaní (particle filtering) 
vhodné pro model-based prognostiku s ověřením jejich implementace a porovnáním. 
Hlavní dizertační jádro reprezentuje případovou studii pro velmi aktuální téma 
prognostiky Li-Ion baterii s ohledem na trvalé monitorování. Případová studie 
demonstruje proces prognostiky založené na modelu a srovnává možné přístupy 
jednak pro odhad doby před vybitím baterie, ale také sleduje možné vlivy na 
degradaci baterie. Součástí práce je základní ověření modelu Li-Ion baterie a návrh 
prognostického procesu.   
