We establish a weighted inequality for fractional maximal and convolution type operators, between weak Lebesgue spaces and Wiener amalgam type spaces on ℝ endowed with a measure which needs not to be doubling.
Introduction
Let d be a positive integer and μ a nonnegative Radon measure on ℝ d satisfying μ(∂Q) = 0, with Q being a cube.
By a cube, we always mean a bounded cube in ℝ d with sides parallel to the coordinate axes. (a) When 1 < α < ∞, we says that w ∈ A α if there exists a constant C > 0 such that for every cube Q,
where p is the conjugate exponent of p. (b) We say that w ∈ A 1 (μ) if there exists a constant C > 0 such that for every cube Q,
A well known result of Muckenhoupt and Wheeden reads as follows. 1,β . We recall that μ is said to be doubling if there exists a constant C > 0 such that for any cube Q,
where 2Q is the cube with same center as Q but with side length twice that of Q. However, in the case where μ is nondoubling the picture is quite different.
Actually we have the following result which is an extension to fractional maximal function of the theorem of Sjögren in [12] . The Gaussian measure dμ(x) = e − |x| 2 2 dx satisfies the requirement of point (b). The proof is essentially the same as that of [3, Theorem 3.2.6]. To see it, just take f = χ B((0,a+1),δ) , where a > 0 is large and 0 < δ < 1 a . There exist two positives absolutes constants C 1 and C 2 such that
in the set {(x, y) : |x| < 1, a < y < a + 2}, whose μ-measure is at least C 3 a e − a 2 2 . Hence,
which allows us to conclude. Notice that point (a) can not be obtained by the classical method developed by Sjögren if w ̸ = 1. In fact, the maximal operator is defined with the measure μ, while the weak estimate is stated between two weighted spaces. Examples of such weights after Theorem 1.3, other than w = 1, can be found in [10] .
Point (a) is a particular case of one of our main result (Theorem 3.1). This result gives weighted norm inequalities for m μ q,β f when f belongs to a family of Banach spaces X q,p,α (1 ≤ q ≤ α ≤ p) (see Section 2 for the definition) larger than that of Lebesgue spaces.
As a consequence, we obtain similar weighted norm inequalities for a class of convolution type operators defined by
The class of convolution operators under consideration contains the classical Riesz potential I γ (0 < γ < 1) defined by
whenever the integral exists. The remaining of the paper is organized as follows. In Section 2, we give prerequisites for the spaces X q,p,α . In Section 3, using an adapted Besicovitch covering lemma, we prove the continuity of the fractional maximal operator m μ q,β between X q,p,α spaces and weak Lebesgue spaces. In Section 4, we show that the weak-norm of the operator K is controlled by the one of the fractional maximal operator m μ q,β , a result which allows us to deduce from the continuity of the fractional maximal operator a weighted inequality for some convolution type operators. In Section 5, we apply our results to an absolute continuous measure with respect to the Lebesgue measure, and we show that some classical results of harmonic analysis are special cases of ours. Throughout the whole paper, C denotes a positive constant which is independent of the main parameters, but may change from line to line. The value of constants with subscript as C 0 does not change in different occurrences. Whenever no precision is given, p, q and α will always stand for elements of [1, +∞] such that q ≤ α ≤ p.
Prerequisites on X q,p,α spaces
In all what follows, we denote by μ a positive and non-atomic Radon measure on ℝ satisfying μ((−∞, a)) = μ([a, +∞)) = ∞, a ∈ ℝ.
We denote by L 0 := L 0 (ℝ, μ) the complex vector space of equivalence classes (modulo equality μ-almost everywhere) of μ-measurable complex valued functions on ℝ.
We fix x 0 ∈ ℝ. It is possible to associate to any real number r > 0 a partition of ℝ into intervals of the form
where, for r > 0,
‖ ⋅ ‖ p stands for the usual Lebesgue norm in L p := L p (ℝ, μ) and χ I r i is the characteristic function of the interval I r i . We consider in this paper the spaces X q,p = {f ∈ L 0 : 1 ‖f ‖ q,p < ∞} and X q,p,α = {f ∈ L 0 : ‖f ‖ q,p,α < ∞}, which are, respectively, the analogue of the Wiener amalgam space (L q , ℓ p ) (see [8, 15] ) and the space of integrable fractional mean functions (L q , ℓ p ) α introduced by Fofana in [5] . Notice that the space X q,p,α does not depend on the choice of x 0 ∈ ℝ. The basic properties of these spaces are recapitulated in the following proposition.
Proposition 2.1 ([1]
). Let 1 ≤ p, q, α ≤ ∞. Then the following hold:
(4) If q < α < p, then there exists C > 0, depending only on p, q and α, such that for all f ∈ L 0 ,
Recall that the subspace of L 0 consisting of elements f satisfying ‖f ‖ * α,∞ < ∞ is the weak Lebesgue space denoted by L α,∞ .
Weighted norm inequalities have been established between weak Lebesgue spaces and (L q , ℓ p ) α spaces for the fractional maximal operator and the Riesz potential in the context of the Euclidean space [6] . The following theorem has been proved in [6] in the Euclidean space, and generalized in [4] in the context of spaces of homogeneous type.
Then there exists a constant C > 0 such that
for any real λ > 0 and any Lebesgue measurable function f on ℝ.
This result, coupled with a weighted weak norm inequality between a fractional integral I γ and an appropriate fractional maximal operator, allows us to obtain a similar result for I γ .
3 Continuity of the maximal operator m μ q,β
q,β f is defined on the real line ℝ as in (1.1), with the cubes replaced by intervals in ℝ containing x and of finite measure. The first main result of this paper, which is the analogue of Theorem 2.2, can be stated as follows.
for any bounded interval I ⊂ ℝ. Then there exists C 1 > 0 such that for any f ∈ L 0 and λ > 0, the following hold:
For the proof of this theorem, we will need the following covering lemma proved in [1] . A similar result to Theorem 3.1 is also given there in the context of measure.
and two reals a x and b x satisfying
We pose
where in the last inequality, we use the fact that p 1 θ ≤ 1. Hence,
The choice of G x for x ∈ E λ and the construction of the I x ensure that
The above relation becomes
according to Hölder's inequality. Consequently, given the assumption on v, there exists a real number C not depending on f and λ such that
Taking the above relation in estimate (3.1) yields
(2) We suppose that α < β. If ‖f ‖ q,∞,α = ∞, then there is nothing to prove. We assume that ‖f ‖ q,∞,α < ∞. We have
The right-hand side of (3.2) is greater than or equal to
, there exists a unique integer j i such that
Therefore, it follows that
Taking (3.1) in (3.3) with the control on r, we obtain
The result follows by letting R go to infinity, since v is positive.
Proof. We just have to take in Theorem 3.1 v ≡ 1, α 1 = α and q 1 = q.
The next result is obtained by interpolation and the continuously embedding of L α into X q,p,α .
Then there exists C > 0 which depends only on q, β and α such that ‖m
A control of some class of convolution type operators
In this section, we fix 1 ≤ q ≤ β ≤ ∞ and a positive even function k on ℝ, which is non increasing on ℝ + and satisfies for all κ > 0 and f ∈ X q,p,α , where 1 p = 1 q − 1 β . For the proof of this result, we need the following lemmas. Proof. We consider a positive element f of X q,p,α , real numbers a > 0, b > 0 and c > 0, and an interval I ⊂ ℝ as in the statement. We assume that {x ∈ I : m μ q,β f(x) ≤ ac} ̸ = 0, otherwise there is nothing to prove. Let g = fχ I and h = f − g.
(1) We have g ∈ L q , since μ(I) < ∞ and f ∈ X q,p,α . Besides that, since 1
Putting together the definition of L p,∞ and estimate (4.2), we obtain
(2) Let x ∈ I. We have
For the first term on the right-hand side, we have
thanks to the non-increasing property of k on ℝ + . Similarly,
Hence, 
The proof of the lemma is complete. 
Proof. Let x 1 , x 2 , y 1 , y 2 ∈ ℝ, and let f ∈ L 0 be as in the statements of the lemma. Fix x ∈ (y 2 , ∞]. We have
thanks to Hölder's inequality. It follows that
which implies that
Since k ∈ L η,∞ and it is non-increasing on ℝ + , we have
If we take r = (x − x 2 ) and consider relation (4.4), then inequality (4.3) becomes
An analogue argument allows us to show that for x ∈ (−∞, y 1 ), we have
and the proof is complete.
Proof of Theorem 4.1.
(1) Let f be a positive element of X q,p,α .
Case 1.
We suppose that f has compact support embedded in an interval J = [x 1 , x 2 ] of ℝ. For λ > 0, put
We have μ(F λ ) < ∞, since Kf ∈ L p,∞ . We also have that Kf is lower semi-continuous according to [ whenever 0 < c ≤ δ. By the fact that I m are disjoint, we deduce that
But it is easy to see that
Therefore,
and consequently
We put L = [y 1 , y 2 ], with y 1 < x 1 < x 2 < y 2 and μ([y 1 ,
according to Lemma 4.3. Thus, by choosing the interval [x 1 , x 2 ] large enough, we have
for all x ∈ ℝ \ L, thanks to relation (4.1). We choose
For all x ∈ ℝ \ L such that Kf(x) > λ, we have
according to relation (4.5). Multiplying both sides of the above inequality by λ κ and taking the sup for all
The above relation can also be written as
that is,
Letting N go to infinity, we have
Case 2. we suppose that the support of f is not necessarily compact. For all integers n ≥ 1, we put f n = fχ [−n,n] . We have that for all positive integers n, f n ∈ X q,p,α and has compact support. It follows from the first case that
Since the sequence (Kf n ) n≥1 is an increasing sequence which converges to Kf and the sequence (m 
We put A ∞ (μ) = ⋃ p>1 A p (μ).
Proposition 4.4. We suppose that
• there exists C 0 > 0 such that
• k is lower semi-continuous,
• v is a positive measurable function on ℝ, and there exists a real constant M > 0 such that for all intervals I of ℝ, we have
Then there exists C > 0 such that for any positive element f of L 0 and 0 < λ < ∞, the following hold:
, 
(4.6)
The required result follows from (4.6) and 
then there exists C > 0 such that for all positive elements f of L 0 and all λ > 0, we have (2) Consider positive elements f ∈ L 0 and λ > 0. Taking q 1 = q, α 1 = α and p 1 = p in (1), we obtain
The last inequality comes from the fact that ‖f ‖ q,∞,α ≤ ‖f ‖ q,p,α .
A consequence of the above result is the following corollary. 
Proof. Since 0 < 1 β < 1 α < 1 and 1 α − 1 β < 1 α , we can fine p, q > 1 satisfying 1 The combination of these two inequalities completes the proof.
Application
We assume that 0 < a < γ < 1 ≤ α < 1−a γ−a and let 1 s = 1 α − γ−a 1−a . (2) Define k on ℝ by k(x) = |x| γ−1 . We remark that k is positive, lower semi-continuous, even, decreasing on ℝ + and satisfies for all positive elements f of L 0 .
Suppose that 1 < α. Taking into consideration the Marcinkiewicz interpolation theorem, relation (5.1) of Proposition 5.1 allows us to obtain the following classical result (see [14] ): There exists C > 0 such that
1 α , f ∈ L α (ℝ, |x| a α α dx).
