The Lambert function W (x), defined as the solution of W (x)exp(W (x)) = x, is present in the solution of problems involving exponential or logarithm equations, spanning many disciplines in science and engineering. In this work we develop simple and tractable bounds for its principal branch in its negative domain and show their application in deriving optimality bounds on the Frobenius norm for maximum determinant optimization problems, as well as strengthening previously reported bounds for projectile motion with resistance problems.
1. Introduction. The Lambert function W (x), also known as the product logarithm function, is the function defined by:
and when defined over the reals, its domain is x ≥ −e −1 [10] . In the range −e −1 ≤ x < 0, W (x) can take two different values, defined by the two branches of the function W 0 (x) and W −1 (x), shown in Figure 1 .a. The former, also known as the principal branch, satisfies W 0 (x) ≥ −1, while the latter satisfies W −1 (x) ≤ −1, meeting at the branching point x = −e −1 where W 0 (−e −1 ) = W −1 (−e −1 ) = −1. The range of W (x) for x ≥ 0 belong to the principal branch.
The Lambert function has wide application in many science and engineering disciplines, including physics and astrophysics [11, 16, 18, 21] , control theory for the stability analysis of time delayed systems [1, 9, 17, [22] [23] [24] , electronics [3] and biochemistry [12] , to name a few. While there is no analytic closed-form for W (x), accurate approximations have been developed, some of which presenting remarkable low relative error (≤ 10 −16 ) [4] [5] [6] . The accuracy of these expressions, however, is achieved through the used of complex formulas and/or iterative schemes, which usually do not provide intuitive understanding of their behavior as input parameters change.
More interpretable and simpler bounds were later developed for W −1 in [2, 8] , and for the positive portion of W 0 [15] , as well as for certain structured inputs [18] . While less accurate than the previously presented, their simplicity allows for clearer understanding of the function behavior and might be more useful in scenarios were interpretability is preferred over accuracy. In this work we develop similar bounds for the negative domain of W 0 , as seen in Figure 1 .b, a region of the Lambert function for which, to the best of our knowledge, no simple bounds have been previously proposed.
The rest of the paper is structured as follows. In Section 2 we present some bounds on the function x − log(1 + x) in a defined range from which we will develop the bounds on W 0 . As a test case, in Section 3 we will use these bounds to develop optimality bounds on the Frobenius norm for the maximum determinant problem, a non-linear optimization problem over matrices in the positive semidefinite cone with wide applications in control and engineering. As an additional application,in Section 4 we show how to strengthen previously reported bounds on the function W 0 (se s ), an expression with applications in projectile range calculations. We conclude the paper in Section 5 discussing the results of the paper and future work.
2. Derivation of the bounds on the W 0 function. We begin the derivation by presenting the following bounds.
Lemma 2.1. The function x − log(1 + x) is bounded as follows for −1 < x ≤ 0:
Proof. For the left hand side, we introduce the function l(x) = x − log (1 + x) + log 1 + x 3 . Non-negativity of l(x) in the range −1 < x ≤ 0 is equivalent to the presented lower bound holding. The derivative of l(x) is given by:
which is negative for −1 < x < 0. As l(0) = 0, l(x) is non-negative in the proposed range, which completes the proof. Similarly, for the right hand side bound of (2.1), we have that u(x) = x − log (1 + x) + log 1 − x 2 is non-positive in −1 < x < 0 if the bound holds. Its derivative is given by:
which is positive in −1 < x < 0 and thus u(x) is increasing in that range. Combining this with u(0) = 0 certifies that u(x) is non-positive in the desired range and finishes the proof.
We are now ready to present the proposed bound on W 0 : Theorem 2.2. In the range −e −1 ≤ x < 0 the function W 0 (x) is bounded as follows:
Proof. Applying the change of variables W 0 (x) = −1 − τ to equation (1.1) and inverting signs we get:
Applying the logarithm to both sides and changing signs again results in
x < 0, we have that −1 < τ ≤ 0 and thus we can use the bounds from (2.1) to get:
Applying cubic and square roots, respectively, and subtracting 1 leads to the inequalities in (2.4) .
In some settings the Lambert function is expressed in the form:
which is equivalent to (1.1) for x = −e −1−u and y = −1 − W (x). In that case the bounds (2.4) reduce to the form:
We end this section by introducing an additional inequality that will be used in the following section, relating the values of both branches W 0 (x) and W −1 (x) for negative values of x:
For any x ∈ [−e −1 , 0), the following inequality holds:
Proof. We start with proof with the change of variables W 0 (x) = −1 − σ and W −1 = −1 − τ , with σ ∈ (−1, 0] and τ ∈ [0, ∞) by construction. By definition of the Lambert function we get that:
Inequality (2.10) can also be written with respect to σ and τ , leading to:
We have that f (τ ) | τ =0 = 0 and its derivative its given by:
Being non-increasing and crossing 0 at τ = 0, we can conclude that f (τ ) ≤ 0 for τ ≥ 0. This gives us that:
The function y − log(1 + y) is decreasing for negative y, which leads to σ ≤ ν (τ ) and:
Due to this result, the chain of inequalities of (2.12) holds, and thus (2.10), finishing the proof.
3. Application to determinant maximization optimality bounds. In this section we apply the inequalities derived above to bound some results related to the optimizer of the maximum determinant problem, an optimization problem with applications in many science and engineering fields. We first introduce the problem, then cast the desired result as an optimization problem itself and finally use the presented bounds on the Lambert function to derive simple expressions to bound the optimum solution of said optimization problem.
3.1. The maximum determinant problem. The problem of maximizing the determinant of a positive semi-definite (PSD) matrix subject to convex constraints, commonly known as maxdet, is widely present in the field of numerical optimization, encompassing instances like the minimum volume covering ellipsoid, certain matrix completion problems, robust moment estimation or risk minimization in finance (see [20] for a thorough review of the applications of maxdet). This problem can be stated as:
where D is a convex set and X 0 indicates that X is positive semidefinite, and to avoid the degenerate case we assume that there exists one X ∈ D for which X 0. This problem is more usually cast as the equivalent problem:
that is more tractable due to the convexity, smoothness and self-concordance of the − log (|X|) function in the cone of PSD matrices. Let X * and X f denote the optimizer and a merely feasible solution of (3.2), respectively. Our question is whether given optimality bounds of the form:
we can derive upper bounds on the distance between X * and X f in the form:
Bounds of the form (3.3) on the suboptimality of the cost function are usually easy to obtain, through self-concordance of the cost function or using duality [7] (in fact, standard interior point solvers routinely compute this bound to decide their termination). Bounds on the Euclidean distance to the optimizer, defined in (3.4) by the Frobenius norm, are however not evident from (3.3) and are useful in a variety of situations, e.g. bounding the distance from a known solution X f to a point with a known distance to X * through the triangle inequality or bounding the distance between a matrix X f and the closest point on the central path in interior point algorithms. In the following, we propose to use bounds of the form:
f . We note that X * is positive-definite and thus invertible by assumption due to the definition of the set D. Furthermore, assuming finitiness of we get that X f is also strictly positive-definite and thus invertible too. This definition leads to:
The desired Frobenius norm can be bounded like:
We thus define g( ) as a quantity above the largest squared spectral norm ||I − R −1 R −T || 2 2 that a matrix R can have, given a set of constraints on R. For simplicity, we will define these constraints on Q, a matrix we define as
Denoting by σ i the singular values of R, the eigenvalues λ i of Q are given by λ i = σ 2 i − 1. The eigenvalues of I − R −1 R −T can also be written in terms of λ, as they take the form 1 − 1
1+λi . Next we define the characteristics of the optimization problem that allows us to derive the structure of g( ) as a function of the eigenvalues λ i .
3.2.
Upper bound g( ) as an optimization problem . The structure of the maxdet problem gives us an additional constraint on the trace of Q:
Proof. Consider the optimization problem:
Since D is convex, problem (3.8) is equivalent to (3.2) restricted to the line segment between X * and X f , and hence t = 0 is the optimizer. The Lagrangian associated with problem (3.8) is given by:
where µ 1 , µ 2 ≥ 0 are the dual variables associated with the 0 ≤ t ≤ 1 constraints. Evaluating the gradient of the Lagrangian at t = 0 yields:
where µ 2 = 0 due to complementary slackness. Non-positivity of Tr (Q) follows now from the non-negativity of µ 1 .
Using this additional constraint, we define g( ) as:
All terms in (3.11) can be written in terms of the eigenvalues λ i of the matrix Q, with 1 ≤ i ≤ N . Expressing the cost function ||I − R −1 R −T || 2 2 in terms of λ i leads to max λi 1+λi 2 , where we take λ 1 to be, without loss of generality, the maximizer of the cost function. We note that R is positive definite by definition, from which follows that λ i + 1 > 0 for any i, making the expression λ1 1+λ1 2 well-defined. This expression is monotonically decreasing for negative λ 1 and monotonically increasing for positive λ 1 , which allows us to reformulate its maximization in terms of two simpler problems: the minimization of λ 1 in the negative range and its maximization in the positive range. We denote these problems as g − ( ) and g + ( ), respectively, defined as:
The particular structure of the constraints in (3.12) guarantees that the sum inequality is satisfied with equality:
Lemma 3.2. The optimizer λ * of (3.12) satisfies λ * i = 0. Proof. By contradiction, assume λ is an optimum solution for (3.12), satisfying λ i < 0. Take λ 1 and λ j to be the first and j'th entries of λ. By optimality, we have that ± (λ 1 − λ j ) ≥ 0. Define two constants µ 1 and µ j satisfying µ j = − 1+λj 1+λ1+µ1 µ 1 . We show next that adding these constants to λ 1 and λ j respectively produces a new feasible iterate with strictly better objective function than λ. The structure of the constants µ 1 and µ j guarantees that:
so adding µ 1 and µ j to the variables λ 1 and λ j keeps the logarithmic constraint in (3.12) satisfied. Choosing ±µ 1 > 0 keeps the third constraint of (3.12) satisfied too and choosing it small enough guarantees that the fourth is also satisfied. Finally, the sum constraint increases by µ 1 + µ j , which takes the value:
This term is an increasing and non-negative function of µ 1 , and so we can increase the absolute value of λ 1 by µ 1 at the cost of increasing the sum of λ by the above amount. Since µ 1 can always be chosen small enough so that the constraint µ 1 + µ j + λ i < 0 is not violated, it follows that λ cannot be optimal and thus the optimal λ * satisfies λ * i = 0.
To study the structure of the optimal λ * , we denote by L (λ, α, β, γ, ζ) the Lagrangian of (3.12) with α, β, γ, ζ the dual variables associated with its constraints. The KKT stationarity conditions for problem (3.12) at its optimum can be written as:
from where it follows that all λ * i with i = 1 take the same value at the optimum. Given the 0-sum constraint, we have that
The logarithmic constraint can then be written as:
The obtain λ * 1 , we need to invert the above equation and express λ * 1 as a function of . Next we use the Lambert function to derive bounds on g( ).
Deriving bounds on g(
). The first step we take is to approximate (3.16) using the inequality 1 + σ x x ≥ e σ :
Applying this inequality to (3.16) leads to:
where the W 0 branch is used for the case λ * 1 ≤ 0 and the W −1 branch otherwise. The objective function of (3.11) can then be written as:
By Theorem (2.3), this expression is maximized in the principal branch W 0 . The quantity W 0 (−e −1− ) is expressed in terms of the unknown parameter , but can be bounded as:
where the inequality comes from increasing behavior of W 0 (−e −1−u ) with respect to u and the inequality ≥ . These inequalities lead to the final result:
Theorem 3.3. Take X * to be the optimizer of (3.2) and X f to be a feasible solution for (3.2). If these two solutions present an optimality gap of the form:
then the Frobenius norm of their difference is bounded as:
The proof flows directly from combining the inequalities in (3.7) and the optimization problem (3.11), leading to:
Finally, applying the bounds developed in Theorem 2.2 and (2.9) leads to:
3.4. Application to Interior Point Methods. As an example application, we apply the bounds derived in Theorem 3.3 in the context of interior point method solvers. More explicitly, we will derive termination criteria based on the normalized Euclidean distance between the optimizer X * of 3.1 and a suboptimal solution X f , instead of the standard criteria based on the optimality gap of the objective function. From Theorem 3.3 we have that the normalized Euclidean distance is bounded as:
Due to the self-concordance of the log-determinant, interior point methods can provide bounds on for the suboptimal solutions X f , but without knowledge of X * (which by definition is never available) cannot generally provide bounds on the Euclidean distance between X f and X * . Bounds like (3.25) are then of interest, as they allow to connect ||X * −X f || F to the optimality bound provide by the interior point algorithm.
As a test bed, we apply this termination criterion on the minimum volume ellipsoid covering problem, an instance of the maxdet problem. This problem is defined as follows: given a set Y = {y 1 , . . . , y M } of M vectors y i ∈ R n denoting points in an N -dimensional space, the minimum volume ellipsoid covering problem tries to find the minimum volume ellipsoid that contains all those points [20] . Describing the ellipsoid as ε = {y | ||Xy + b|| 2 ≤ 1} for X ∈ S N + , the volume of the ellipsoid ε is proportional to |X −1 |. Minimizing |X −1 | (or equivalently its logarithm) is equivalent to the maximization of |X|, from which follows that the minimum volume ellipsoid covering problem is an instance of the more general maxdet problem (3.1) and is defined as:
To test the quality of the bound (3.25), we generate a set of points Y and numerically solve (3.26) using the Matlab package CVX [13, 14] and the solver SDPT3 [19] . We first solve (3.26) using the best tolerance available in CVX, i.e. δ ≈ 1.5 × 10 −8 , and take the result of that numerical optimization to be the global optimum X * . Afterwards, we solve (3.26) using a set of higher tolerances ranging from δ = 1 to δ = 10 −8 , leading to suboptimal solutions which we label as X f . For each suboptimal optimizer X f , we compute the normalized Euclidean distance as in (3.25) and the upper bound g( ) from the optimality bound = log (|X * |) − log (|X f |). The set Y is generated by sampling M = 100 points from a N -dimensional standard normal distribution with N = 50. Figure 2 shows, in blue, the normalized Euclidean distance of each suboptimal solution X f as a function of their optimality bound , as well as the value provided by the upper bound g( ), in red. While the bound seems to diverge for large values of , it converges to the the limit behavior g( ) ≈ 3 √ as → 0. Despite being a conservative bound, the bound can be used to terminate the optimization procedure (or, reversely, to add further steps to refine the solution), providing a guaranteed normalized error between X f and X * at the end of the optimization algorithm.
4. Application to projectile motion. Another of the applications of the Lambert function, this time in the field of physics, is that of finding the range of a projectile given linear resistance with respect to its velocity [16, 18, 21] . More explicitly, the range of such projectile can be defined as [16] :
where θ is its elevation angle, v its velocity, k the resistance coefficient and s is defined as s = −1 − kv g sin (θ) ≤ −1. This equation motivated the development of bounds for W 0 (se s ) in [18] , of the form: from Theorems 3.2, 3.4, 3.5 and 3.7 of [18] , respectively. We show next how we can use the bounds derived in Theorem 2.2 to provide tighter upper and lower bounds on W 0 (se s ) along all its domain. To do so, we first note that the above inequalities can be seen as the problem of obtaining W 0 (x) from the value of W −1 (x), as W 0 (se s )e W0(se s ) = se s = W −1 (t)e W−1(t) for the constant t = se s with s = W −1 (t).
To obtain novel bounds on W 0 (se s ), we rewrite t as t = −e −1−u and use the bounds developed in [8] :
Inverting these bounds, we can obtain upper and lower bounds on u given s, and then combine those bounds on u with the bounds (2.9) to upper and lower bound W 0 (se s ). Inverting (4.6) leads to:
Using these bounds on u on (2.9), we get that W 0 (se s ) can be bounded as:
These bounds are depicted in Figure 3 , compared to those from [18] . While the bounds from [18] are more accurate for s close to −1, the proposed upper bound is tighter than the competing ones for s ≤ −1.4, while the lower bound is tighter for all s ≤ −2.8. Regarding asymptotic behavior for s → −∞, only (4.3) presents the correct behavior, contrasting with the rapid convergence to W 0 (se s ) for both the proposed upper and lower bounds.
Future Work and Conclusions.
In this paper we have developed tractable upper and lower bounds for the principal branch of the Lambert function W 0 (x) in the range −e −1 ≤ 0 < 1. When applied to logarithmic or exponential equations where W 0 (x) appears, these simple bounds allow for deriving an intuitive understanding of the behavior of these equations with respect to changes in their parameters. We have applied these bounds in two different scenarios. In the first one, we have derived a bound of the Euclidean distance between a merely feasible solution and the global optimizer of the maximum determinant problem. This bound provides a simple relationship between the sub-optimality of a feasible solution, measured in terms of the objective function, and the Euclidean distance to the optimum, drawing an intuitive link on how differences in conditioning translate to distances in space.
As a second application, we have used the new bounds, together with those from [8] , to strengthen the bounds on W 0 (se s ) derived in [18] . The proposed bounds, with application to projectile range calculation problems, improve on previously reported bounds for s << −1 and converge to the bounded function W 0 (se s ) faster than any of the competing bounds. In future work we will explore the extension of the bounds derived in Section 3 to expressions dependant on the norm of the optimizer ||X * || 2 F as well as metrics beyond the Frobenius norm, like the geometry-aware Jensen-Bregman LogDet divergence.
