Abstract-A major factor involved in providing closed loop feedback for control of neural function is to understand how neural ensembles encode online information critical to the final behavioral endpoint. This issue was directly assessed in rats performing a short-term delay memory task in which successful encoding of task information is dependent upon specific spatio-temporal firing patterns recorded from ensembles of CA3 and CA1 hippocampal neurons. Such patterns, extracted by a specially designed nonlinear multi-input multi-output (MIMO) nonlinear mathematical model, were used to predict successful performance online via a closed loop paradigm which regulated trial difficulty (time of retention) as a function of the "strength" of stimulus encoding. The significance of the MIMO model as a neural prosthesis has been demonstrated by substituting trains of electrical stimulation pulses to mimic these same ensemble firing patterns. This feature was used repeatedly to vary "normal" encoding as a means of understanding how neural ensembles can be "tuned" to mimic the inherent process of selecting codes of different strength and functional specificity. The capacity to enhance and tune hippocampal encoding via MIMO model detection and insertion of critical ensemble firing patterns shown here provides the basis for possible extension to other disrupted brain circuitry.
I. INTRODUCTION
T HE ENCODING of memory by brain systems has long been one of the major interests of neuroscience research and requires recognition, categorization, and detection of information in order to operate effectively [1] - [5] . The brain structure most intricately involved in this process is the hippocampus, existing in all mammalian species and capable of long-term retention of goal-directed objectives [4] , [6] - [11] . Functional diagnoses of the dual-layered anatomic subdivision of CA3 and CA1 hippocampal cell fields together with multiconnected synaptic microarchitecture interfaced with other limbic structures, have been pursued over many years to gain insight into these memory processes [7] , [8] , [12] , [13] .
In order to understand how the hippocampus encodes information, several features of both the situational context, as well as the representative aspects of simultaneously recorded multineuron firing patterns, must be interpreted and manipulated before a functional process is revealed [14] , [15] . In a recent report [16] , such characterizations have been achieved by integrating: 1) an effective operational nonlinear mathematical model for online prediction of multineuron CA1 cell discharges from simultaneously recorded firing patterns of multiple presynaptic CA3 neurons [16] - [19] ; with 2) systematically recorded hippocampal ensemble activity in a well characterized short-term memory task in which stimulus encoding was a requirement [22] - [24] . This integration provided a format for controlling performance in a "closed loop" manner by detecting ensemble activity online during task-relevant events and changing task difficulty in a manner consistent with the level or "strength" of encoding of those behavioral events [25] - [27] . It was also demonstrated for the first time that these same ensemble firing patterns could be delivered via electrical stimulation to the same hippocampal recording locations to enhance performance on trials in which events were insufficiently encoded, which improved normal performance or recovered performance when hippocampal function was pharmacologically compromised [16] .
From these investigations it was determined that an important factor controlling the relationship between ensemble firing and performance is the relationship of spontaneously generated code strength to performance on a particular trial. We have shown in the past that "strong codes," defined as those that occur on correct trials with long delays, are the most effective version, and 1534-4320/$31.00 © 2012 IEEE that "weak codes" that occur on trials which are errors are the least effective [18] . This can be determined directly by tracking changes in the spontaneous distribution of code strengths that accompany alterations in overall performance over time. In recent work [20] we have shown that cumulative effects of multiinput multi-output (MIMO) and generic-based strong code stimulation patterns improve performance on trials in the same sessions in which stimulation is not administered and that this improvement persists after stimulation has been removed. Such circumstances provide the means to track changes in spontaneously generated code strength associated with improved performance and to subsequently associate those changes with alterations in firing characteristics of different neurons in the hippocampal ensembles [23] .
II. METHODS

A. Subjects and Training
1) Animals:
Subjects were Long-Evans rats (Harlan) aged 4-6 months individually housed and allowed free access to food with water-restriction to maintain 85% of ad libitum body weight during testing. All animal protocols were approved by the Wake Forest University Institutional Animal Care and Use Committee, Association for Assessment and Accreditation of Laboratory Animal Care and the National Institute of Health Guide for the Care and Use of Laboratory Animals (NIH Publication 8023).
2) Apparatus: The behavioral testing apparatus for the delayed nonmatch to sample (DNMS) task is the same as reported in other studies [21] , [22] and consisted of a 43 43 50 cm Plexiglas chamber with two retractable levers (left and right) positioned on either side of a water trough on the front panel. A nosepoke device (photocell) was mounted in the center of the wall opposite the levers with a cue light positioned immediately above the nosepoke device [18] . A video camera was mounted on the ceiling and the entire chamber was housed inside a commercially built sound-attenuated cubicle.
3) Behavioral Training Procedure: The DNMS task consisted of three main phases: Sample, Delay and Nonmatch. At the initiation of a trial, the Sample phase commences with either the left or right lever extended (50% probability) requiring the animal to press it as the sample response (SR). The lever was then retracted and the Delay phase of the task initiated, as signaled by the illumination of a cue light over the nosepoke photocell device on the wall on the opposite side of the chamber [ Fig. 1(A) ]. At least one nosepoke (NP) was required during the delay interval which varied randomly in duration (1-30 s) on each trial during the session. When the delay timed out the photocell cue light turned off and both the left and right levers on the front panel were extended, signaling the onset of the Nonmatch phase. Correct responses consisted of pressing the lever in the nonmatch phase located in the spatial position opposite the SR (nonmatch response: NR). This produced a drop of water (0.4 ml) reward in the trough between the two levers. After the NR, the levers were retracted for a 10.0-s intertrial interval (ITI) before the next Sample lever was presented to begin the next trial. A lever press at the same position as the SR (match response) constituted an "error" with no water delivery and turned off of the chamber house lights for 5.0 s and the next trial was presented 5.0 s later. Individual performance was assessed as percentage of NRs (correct responses) with respect to the total number of trials (100-150) per daily (1 h) sessions.
B. Surgery 1) Hippocampal Electrode Arrays:
All surgical procedures conformed to National Institutes of Health and Association for Assessment and Accreditation of Laboratory Animal Care guidelines, and were performed in a rodent surgical facility approved by the Wake Forest University Institutional Animal Care and Use Committee. After being trained to criterion performance level in the DNMS task animals were anesthetized with ketamine (100 mg/kg) and xylazine (10 mg/kg) and placed in a stereotaxic frame. Craniotomies (5 mm diameter) were performed bilaterally over the dorsal hippocampus to provide for implantation of two identical array electrodes (Neurolinc, New York, NY), each consisting of two rows of eight stainless steel wires (diameter: 20 m) positioned such that the geometric center of each electrode array was centered at coordinates 3.4 mm posterior to Bregma and 3.0 mm lateral (right or left) to midline [23] . The array was designed such that the distance between two adjacent electrodes within a row was 200 m and between rows was 400 m to conform to the locations of the respective CA3 and CA1 cell layers. The longitudinal axis of the array of electrodes was angled 30 to the midline during implantation to conform to the orientation of the longitudinal axis of the hippocampus, with posterior electrode sites more lateral than anterior sites [ Fig. 1(C) ]. The electrode array was lowered in 25-100 m steps to a depth of 3.0-4.0 mm from the cortical surface for the longer electrodes positioned in the CA3 cell layer, leaving the shorter CA1 electrodes 1.2 mm higher with tips in the CA1 layer. Extracellular neuronal spike activity was monitored from all electrodes during surgery to maximize placement in the appropriate hippocampal cell layers. After placement of the array the cranium was sealed with bone wax and dental cement and the animals treated with buprenorphine (0.01-0.05 mg/kg) for pain relief over the next 4-6 h. The scalp wound was treated periodically with Neosporin antibiotic and systemic injections of penicillin G (300 000 U, intramuscular) were given to prevent infection. Animals were allowed to recover from surgery for at least one week before continuing behavioral testing [16] .
C. Multineuron Recording of Hippocampal Ensembles
1) Electrophysiological Monitoring and Acquisition of Neuronal Data:
Animals were connected by cable to the recording apparatus via a 32-channel headstage and harness attached to a 40-channel slip-ring commutator (Crist Instruments, Hagerstown, MD) to allow free movement in the behavioral testing chamber. Single neuron action potentials (spikes) were isolated by time-amplitude window discrimination and computer-identified individual waveform characteristics using a multineuron acquisition (MAP) processor (Plexon Inc., Dallas, TX). Single neuron spikes were recorded daily using waveform and firing characteristics within the task (perievent histograms) for each of the DNMS events (SR, LNP, and NR). Only isolated spike waveforms exhibiting firing rates consistent with CA1 and CA3 Fig. 1 . Delayed nonmatch to sample (DNMS) task and associated hippocampal ensemble activity. A: Diagram of different phases of DNMS task: 1) Sample lever presentation (SP) in one of two positions (left or right) and Sample lever response (SR) followed by 2) Delay interval of random durations during which delay timeout was contingent on a nosepoke into photocell mounted on opposite wall, followed by 3) simultaneous presentation of both levers (left and right) in Nonmatch phase in which 4) a nonmatch response (NR) on the lever opposite the spatial position to the prior SR produced, delivery of 0.2 ml of water to the trough between levers for the correct (Nonmatch) choice or 5) a response on the same lever as the SR shut off houselights for 5 s indicating an incorrect (Match) choice and no reward. Timeline shows sequence of task phases: ITI-intertrial interval; SP-sample lever presentation; SR-sample response; Delay-delay interval; NPs-nosepokes during Delay; LNP-last nosepoke; NR-nonmatch position response; Reinf.-delivery of water (0. principal cells (i.e., 0.5-5.0 Hz baseline firing rate) and stable behavioral correlates across sessions were employed for experimental manipulations and model development [16] , [21] , [24] .
Hippocampal neuron ensembles used to analyze encoding of DNMS events consisted of 15-32 single neurons, each recorded from a separate identified electrode location on either of the bilateral arrays.
2) Identification of Functional Cell Types:
Prior studies from this laboratory have identified hippocampal neurons recorded as above by "functional cell types" (FCTs) described by different behavioral correlates of DNMS task-related events such as lever position and/or phase of the task [25] , [26] . Individual neurons exhibit firing rate increases in response to Sample and Nonmatch responses [ Fig. 3(B) ]; however, the defining characteristic of an FCT in this context is that the neuron responds only to a specific combination of events within the trial. Neural firing in response to each sample (SR) or nonmatch (NR) response event is analyzed by standard score peak-baseline std. dev of baseline where the baseline firing rate is computed 1.5-2.0 s prior to the SR or NR, and the peak firing rate computed 0. [25] , [26] D. Nonlinear Systems Derivation of Neural Codes 1) MIMO Model: A general, Volterra kernel-based strategy for modeling MIMO nonlinear dynamics underlying spike train-to-spike train transformations between CA3 and CA1 was established to predict output patterns of CA1 firing pattern from input patterns of CA3 neural activity [18] , [27] , [28] . In this approach, the modeling of spatio-temporal pattern transformations from the hippocampal CA3 region to the CA1 region is formulated as the identification of an MIMO system that can be decomposed into a series of multi-input, single-output (MISO) subsystems with physiologically identifiable structure that can be expressed by the following: when when
The variable represents input spike trains; represents output spike trains. The hidden variable represents the prethreshold membrane potential of the output neurons. It is equal to the summation of three components, i.e., synaptic potential caused by input spike trains, the output spike-triggered after-potential , and a Gaussian white noise input with standard deviation . The noise term models both intrinsic noise of the output neuron and the contribution of unobserved inputs. When exceeds threshold , an output spike is generated and a feedback after-potential is triggered and then added to . Feedforward kernels describe the transformation from to . The feedback kernel describes the transformation from to . can be expressed as a Volterra functional series of , as in
The zeroth-order kernel is the value of when the input is absent. First-order kernels describe the linear relation between the th input and . Second-and third-order self-kernels and describe the second-and third-order nonlinear relation between the th input and , respectively. Second-order cross-kernels reflect the second-order nonlinear interactions between each unique pair of inputs ( and ) as they affect . is the number of inputs. denotes the memory length of the feedforward process. The feedback variable can be expressed as where is the linear feedback kernel.
is the memory of the feedback process. In total, then, the model describes how temporal patterns of third-order (i.e., the effects of triplets) for each input, and second-order (i.e., the effects of pairs) for any of two interacting inputs, affect each output, taking into account differing noise level and output spike-triggered feedback (the latter due to circuitry and/or membrane biophysics), and neuron-specific differences in thresholds. In order to reduce the number of open parameters to be estimated, both and are expanded with orthonormal Laguerre basis functions [29] . Due to the Gaussian noise term and the threshold, this model can be considered a special case of the generalized Laguerre-Volterra Model (GLVM) which employs a probit link function [17] . All model parameters, i.e., feedforward Volterra kernel and feedback Volterra kernel can be estimated using an iterative reweighted least squares method [30] . Noise deviation and threshold are redundant variables and thus can be indirectly obtained through variable transformation [17] . Due to the stochastic nature of the system, estimated models are validated using an out-of-sample Kolmogorov-Smirnov test based on the time-rescaling theorem [31] .
The success of the application of MIMO model [30] , [32] for assessing the "temporal structure" of ensemble firing was revealed in prior reports applied offline to data from hippocampal ensemble recordings in the DNMS task to determine the temporal relation between spike occurrences recorded in CA3 and CA1, i.e., the "ensemble code" [17] , [18] , [28] , [33] , [34] . More recently, the significance of MIMO derived ensemble codes for the sample lever response (SR) was determined by the demonstration of online application to animals performing the DNMS task and validated under several types of conditions including: 1) closed loop control of performance and 2) use of electrical stimulation patterns derived from MIMO model extracted codes to facilitate performance [16] .
E. Code Structure and Frequency
1) Computation and Analysis of MIMO Code Strength:
CA3 and CA1 neural firing patterns associated with the most difficult trials that were correct at the longest DNMS trial delays (21-30 s) were classified as strong codes, while those associated with trials that were errors at the least difficult short delay trials ( 15 s) were classified as weak codes [ Fig. 2(B) ]. Kernels of the MIMO model were computed using only strong code Left or Right DNMS trials, so that the model prediction of CA1 most likely generated strong codes for Left or Right trials only. Individual trial SR codes were identified and scored by computing the Pearson product-moment cross-correlation of each MIMO Model CA1 prediction with actual CA1 firing, and normalizing the resultant scores to mean = 0 and standard deviations = 1.0. Code strength on individual trials was then binned in code strength increments of 0.1 and the frequency of occurrence of trials with these values determined, yielding a bimodal distribution with peaks at approximately 2.0 and 2.0, representing the mean code strength on Left and Right trials, respectively (Fig. 6 ). Strong codes were subsequently defined as those trials with scores one standard deviation greater than the mean (i.e., peak) of the appropriate distribution of scores for that trial type (positive or negative in Fig. 6 ). Alternatively weak codes were classified as those scores more than one standard deviation smaller than the mean of the distribution for that trial type. Analysis of the frequency distribution of SR code strength utilized Chi-square analysis with normal [control, Fig. 2(B) ] distribution as expected frequency and the . Analysis of neurons contributing to Strong and Weak codes involves identification of those electrodes with the highest ( 50% temporally specific coefficient weightings for the MIMO model, which also allows identification of the firing correlations of those same neurons as FCTs for the DNMS task as previously described [22] , [25] , [26] , [35] and utilizes the descriptions of Sample, Nonmatch, Left, Right, Conjunctive, and Trial-Type cells, as reported by Hampson et al. [25] . The relative frequency of contribution of different FCTs on individual trials was summed across animals to reveal the overall frequency distribution of FCTs contributing to each type of MIMO model code and statistically analyzed across animals and conditions by ANOVA.
2) Determination of SR Code Strength: An important factor controlling the relationship between ensemble firing and performance is the relationship of the strength of spontaneously generated SR codes with respect to successfully performing trials with different, nonpredictable, delay intervals. We have shown in the past that "strong codes," defined as those that lead to correct performance on long delay trials, are the most effective version and that "weak codes" that occur on trials which are errors are the least effective [16] , [18] . Since the association of code strength with the ensuing length of delay interval for a given trial constitutes the relation between ensemble firing and retention of trial specific information, the basis for spontaneously generated codes of different strengths on trials with randomly varying delay durations is the major factor controlling performance of the DNMS task. This can be assessed directly by tracking changes in the distribution of code strengths (as described previously) that accompany increases in performance over sessions. In prior work we have shown that the cumulative effects of MIMO derived stimulation patterns [16] improve performance, however trials in the same sessions in which stimulation is not administered also show improvement in code strength but not as quickly nor to the same degree and the improvement persists after stimulation is no longer administered [20] . Such circumstances provide the means to track changes in spontaneously generated code strengths associated with improved performance and to subsequently compare those changes in code strength to alterations in firing characteristics of the underlying hippocampal neural ensembles as shown in the study reported here.
F. MIMO Generated Electrical Stimulation 1) Stimulation Parameters:
A custom built 16-channel stimulator (Triangle BioSystems Inc., Durham, NC) was utilized to deliver patterns of electrical pulses to CA1 electrodes in both (bilateral) hippocampal arrays [16] , [36] . The stimulator delivered digital-to-analog (D/A) converted biphasic output pulses to the 8 CA1 electrodes in a single array. Each output channel delivered one-half of a symmetric biphasic stimulation pulse of 1.0-ms duration to a pair of adjacent electrodes in CA1, allowing localized bipolar stimulation isolated from other electrodes on the same array. Stimulator pulses were electronically gated to produce square constant voltage outputs in the range of 0.1-15 V (2.5-375 A) in 0.05 V increments with an interpulse interval of 0.5 ms on a given channel. The range of parameters employed on individual MIMO output channels was typically, biphasic, 1.0-4.0 V p-p (25-100 A), 1.0 ms, 10.0 Hz. Unilateral stimulation patterns consisted of eight channels of pulses delivered to CA1 electrodes in trains of 1.5-3.0 s duration following Sample lever presentation as detected by the MIMO model and during performance of the SR. Controls for stimulation effects consisted of scrambling model coefficients to produce different patterns or shifting delivery of the pulse train to 3.0 s after the completion of the SR [16] .
III. RESULTS
A. Characterization of Hippocampal Ensemble Activity in DNMS Memory Task
Recordings and analyses of hippocampal ensemble activity in rodents performing a version of a DNMS memory task have been conducted over a number of years and have provided substantial insight into the functional nature of task-specific ensemble firing patterns [26] , [36] . Fig. 1(A) shows the DNMS task which requires the rat to make a "Sample response" (SR) at the start of the trial and retain the lever position information in order to make the correct lever position choice "Nonmatch response" (NR) after an interposed temporal delay interval that varies randomly in duration from 1-30 s on different trials during the session. Fig. 1(B) shows that DNMS performance accuracy decreases linearly as a direct function of the duration of the intervening delay interval which is a standard feature in fully trained animals . Hippocampal ensemble recording during the DNMS task employed custom designed arrays of microwire (20 m) electrodes implanted bilaterally in the dorsal hippocampi [ Fig. 1(C) ] to provide single neuron action potentials from eight pairs of aligned CA3-CA1 probes spaced at 200 m intervals along the longitudinal axis of the rodent hippocampus. Fig. 1(D) illustrates prior findings that each SR event in the DNMS task generates a different and unique ensemble firing pattern that encodes conjunctive spatial position of the SR (left versus right sample) on a given trial in order to successfully perform the required NR after the delay interval as a function of the position of the prior executed SR on the same trial [16] , [37] , [38] .
Several aspects of this relationship of ensemble firing to performance of the DNMS task have been documented in the past including the nonlinear nature of trial-by-trial fluctuations in ensemble firing patterns associated with successful performance as well as changes in relation to the actions of endogenous neurotransmitters [18] , [24] , [39] . CA1 output predictions from the MIMO model shown in Fig. 2 for a given ensemble were computed from 5-10 consecutive sessions for each animal. The MIMO model was applied to data from these sessions and utilized second-order self-kernels to sufficiently capture CA3-CA1 nonlinear dynamics [17] , [33] which accurately predicted the CA1 (output) spike trains based on CA3 (input) spike trains on: 1) correct long (25-30 s) delay trials (strong SR codes) and on 2) error trials (weak SR codes), for each animal. Fig. 2 (A) and (B) shows a detailed illustration of the manner in which CA1 cell firing was predicted by online readout of the MIMO model built from ensemble data recorded from each individual animal over several behavioral sessions [17] , [28] . These assessments showed that the MIMO model: 1) predicted the output pattern in CA1 from the inputs of CA3 [ Fig. 2(A) ] by 2) temporally synchronizing the multichannel activity across neurons in the same manner that occurs naturally in hippocampus [33] . The temporal correspondence with normally occurring CA1 spike events, provided the basis for predicting CA1 firing [ Fig. 2(B) ] based only on CA3 inputs [40] - [42] .
B. Closed Loop Application of Nonlinear MIMO Model to Detect and Predict Hippocampal "Ensemble Codes" During Performance of DNMS Task
The nature of hippocampal ensemble firing during the DNMS task was examined utilizing online manipulation of task parameters [43] , [44] to define the extent to which detection of critical firing features could be exploited to enhance task performance. The precise relationship between hippocampal ensemble activity and successful DNMS performance was determined by a unique "closed-loop" procedure shown in Fig. 2(C) and (D) . The method involved online monitoring of MIMO model derived ensemble firing patterns during the SR [ Fig. 2(A) and (B) ] and depending on the strength of the ensemble SR code [ Fig. 2(B) , lower right: SR codes for Strong, Weak, Normal and Remaining codes corresponding to curves in Fig. 2(D) ], the duration of the ensuing delay on the same trial was adjusted by the closed-loop procedure [ Fig. 2(C) ]. If the ensemble SR firing on a given trial was classified by online MIMO analyses to be a strong SR code (i.e., associated with correct trials) the closed-loop manipulation increased the duration of the delay beyond the intervals employed in normal testing trials (i.e., 30 s). On weak SR code trials (associated with errors), the closed loop procedure shortened the trial (to 10 s) which was normally successfully performed. On trials in which strong SR codes were detected, delay intervals were extended to one of three randomly selected durations 40, 50, or 60 s, each longer than the animals' normal maximum delay duration of 30 s, in order to detect the limits of the facilitation of performance for online detected strong SR codes. Trials on which closed-loop procedures were implemented occurred randomly on 20%-25% of the total trials within a session depending upon frequency of spontaneously generated strong or weak SR codes.
The closed-loop procedure provided the critical test of the specificity of the MIMO predicted CA1 output patterns and their functional significance. Fig. 2(D Fig. 2(D) , Strong Codes) but remained significantly higher than on nonclosed-loop trials with similar delays (Fig. 2(D) , Control). Fig. 2(D) also illustrates performance on trials in which weak SR codes were detected by the MIMO model (Weak Codes), indicating significantly reduced proficiency relative to both overall control levels and strong SR code trials. The closed-loop paradigm was thus implemented to detect weak SR code trials and shorten the delays to 10 s, which maintained performance at 85%, the same as on control trials (Fig. 2(D) , Weak Codes) on weak code trials. However, performance on the remaining nonclosed-loop (i.e., trials in which weak SR codes were not detected by the MIMO model) in the same sessions was significantly improved at all delays > 10 s relative to control sessions ( Fig. 2(D) , Remaining Trials versus Control); presumably because of the elimination of weak SR codes on longer ( 10 s) delay trials that were normally at risk for error (Fig. 2(D) , Weak Codes).
Further determination of the specificity of MIMO model detection of task-dependent ensemble encoding was performed by randomly shuffling or "scrambling" the coefficients of the MIMO model between CA1 neuron locations on the array, or with respect to timing of spike occurrences at each electrode location, for the strong and weak SR codes employed in the closed-loop paradigm. Both of these procedures produced randomized outputs from the MIMO model with respect to the established SR codes and their strengths (strong or weak) in each animal [16] . The final determination of the power of the strong and weak SR code detection in the closed loop paradigm has been shown with respect to stimulation patterns administered that mimic strong codes for the left and right levers [16] . When those patterns were reversed performance was actually driven below chance level suggesting that the SR code is the actual information used to perform the task and that additional information obtained during the trial does not influence the dependence on the SR code to perform the NR. This manipulation of model generated coefficients indicates that such patterns, detected by the MIMO model as SR codes within trials, were the critical factors that controlled DNMS performance, confirmed by the success of the closed-loop procedure.
C. Ensemble Neuron Bases of MIMO Strong SR Codes
The relationship of the strength of MIMO extracted ensemble SR codes to neuron representations of task-specific information in hippocampus was revealed by determining the nature of strong and weak SR codes with respect to individual neurons that encode specific features of the DNMS task [25] , [26] . Fig. 3(A) depicts the distinct differences between average strong and weak SR code firing patterns for right or left lever trials as determined across a large population of animals trained to the same levels of performance with recordings obtained from exactly the same locations with the multi-array electrodes shown in Fig. 1(C) and Fig. 2(A) . It is clear that the patterns in Fig. 3(A) are distinctly different for each lever and that the average of firing in hippocampal neuronal populations recorded show distinct differences when the animal encodes the information correctly (strong SR code Fig. 3(A) , upper) versus incorrectly ( Fig. 3(A) , lower, weak SR code). The basis for these firing patterns is shown in Fig. 3(B) where examples of the actual firing patterns of individual FCTs is portrayed as histograms and individual trial rasters of event associated firing [26] . The contribution of each of these FCTs to the strong SR code firing patterns shown in Fig. 3(A) for Left and Right levers is shown in Fig. 3(C) in terms of percentage of total cells recorded that make up the patterns. The most important finding with respect to the MIMO model derivation of strong and weak SR codes is that strong SR codes are comprised primarily of Trial Type (TT) cells in the FCT categories which fire specifically not only during the Sample phase SR, but also when the opposite Nonmatch lever is pressed for a correct NR on that same trial [inserts in Fig. 3(C) ] irrespective of duration of delay [26] .
The fact that TT cells basically encode the correct sequence of events in the trial and do not fire during other events is why they are termed "Trial Type" and effectively convey the appropriate information for doing a single trial correctly when a particular SR lever is presented. The functional significance of this feature is that TT cell firing in the Nonmatch phase of the task is automatic. Hence if a TT cell fires during the SR it will also likely fire during the response on the opposite lever during the Nonmatch phase [ Fig. 3 (B) and (C)] which will constitute correct performance of the DNMS task. Therefore, it is highly significant that the MIMO model selectively detects when "appropriate" TT cells fire during the SR as shown previously in the closed loop paradigm, and this can be confirmed by coupling the detected SR firing to the trial delay to facilitate performance in the DNMS task [ Fig. 2(C) and (D) ]. A further verification of the significance of FCTs for effective ensemble encoding of task specific information is revealed by the evolution of FCT presence during task training. Fig. 3(D) shows that as the number of days to criterion performance on the task increases with respect to the duration of interposed delay intervals (left, Training), the number of FCTs also increases such that in well-trained animals nearly the entire population of neurons recorded qualify as FCTs (Fig. 3(D) , Neural Recording). Thus the appearance of FCTs is directly related to: 1) the detection of strong SR codes by MIMO model; 2) participation of the most appropriate FCTs the TT cells [ Fig. 3(C) ]; and 3) the training history of the animal with respect to task difficulty in terms of trials with longer delay durations [ Fig. 3(D) ]. Fig. 2(B) ]. Color scale indicates probability of firing across animals for each spatiotemporal coordinate on contour maps. B. Examples of functional cell types of hippocampal neurons recorded on same bilateral arrays determined by correlated firing ( 1.5 s) to Sample (SR) and Nonmatch (NR) task events (0.0 s). Raster and perievent histograms for 4 different types of FCTs, Position, Phase, Conjunctive and Trial Type (TT) are shown for each lever position (right or left) and each phase (sample or nonmatch) of the task. TT cells encode the correct response sequence in the DNMS task by only firing during a response in the Nonmatch phase that is opposite the lever position of SR in which increased firing occurred in the Sample phase [22] , [25] . C. Percent of FCTs (B) relative to total cells recorded that increased firing during strong SR code trials. TT cells were the major contributors but specifically only when the appropriate lever position for that TT was responded to, as indicated by no increase in firing of the same TT cells on opposite types of trials (i.e., L versus R lever position). Asterisks: greater than expected; less frequent than expected by Monte Carlo random probability. D. Relationship of FCTS to Training Level. Left: Level of training (number of sessions) required for hippocampal ensembles to develop neurons of FCT status as a function of exposure to delay intervals of longer duration. Right: Ratios of number of FCTs detected to total number of neurons recorded in ensembles as a function of exposure to the gradual increase in duration of trial delays (1-30 s) during training. As the delay increased the ratio of the number of FCTs to the total population of cells increased to near maximum [26] .
The predominance of this contribution of FCTs to the MIMO code is shown in Fig. 4 where statistical representation of the three basic code types are shown for the same types of FCTs across animals and sessions ( /animal) as a function of the average percentage of cells that provide a significant number of coefficients to the MIMO model. It is clear that the differential firing of TT cells is the primary factor differentiating the types of codes associated with performance levels by the MIMO model shown in Fig. 2(D) . The Normal code shown in Fig. 4(A) is the configuration of FCT contributions exemplified by the map in Fig. 2 (B) (Right Normal) in which TT cells for both levers contribute types of trials but in a reduced manner relative to Strong code trials [ Fig. 4(B) ]. As shown in Fig. 2(B) , this makes the pattern of ensemble firing less distinct, which is demonstrated in Fig. 4(B) not only by the significant increase in TTs "appropriate" for that trial type (*'s) but also the reduced participation of TTs and other FCTs whose activity is "inappropriate" for signaling that type of trial [numbers in Fig. 4(B) ]. Finally, the change in the distribution for trials with Weak codes confirms the latter fact that when errors occur there is a disproportionate increase in the number of inappropriate TTs and FCTs that contribute to the code providing a basis for why the inappropriate lever is chosen in the nonmatch phase of the task.
D. Closing the Loop With MIMO Model Controlled Electrical Stimulation of Hippocampal Ensembles
The ability to apply the MIMO model of hippocampal ensemble processing to closed-loop regulation of performance in the well-characterized DNMS task provided the necessary basis to further demonstrate its effectiveness by utilizing the predicted Fig. 3(C) , trial type (TT) and conjunctive cells for the appropriate lever SR were the major contributors to the code strength. B. FCT contributions to strong SR code trials for the same DNMS sessions shown in A and correspond to the Strong code performance curve shown in Fig. 2(D) (orange) is an extension of the individual session plot shown in Fig. 3(C) . C. Same FCT contributions to weak SR code trials shows an increase in the firing of "inappropriate" FCTs (particularly TT cells) involved with encoding the opposite trial type SR. Number of animals was 23 and 10 sessions each to give a total of 230 sessions per calculation of each code strength. Significance symbols: increase relative to Normal; decrease relative to Normal.
CA1 output to stimulate those same regions electrically with the same pattern [ Fig. 2(A) ]. This demonstration reported recently in Berger et al. [16] and shown in Fig. 5(A) illustrates the capacity for MIMO based stimulation to provide appropriately patterned activation of CA1 when such connectivity is compromised [17] , [20] , [45] , [46] . To implement this procedure the CA1 output predictions of the MIMO model Fig. 2(A) and (C) is transformed into simultaneous multichannel electrical stimulus pulses (1.0 ms biphasic pulses 20-100 A) delivered to the same CA1 electrode locations in the bilateral ensemble recording arrays as shown in Fig. 5(A) . Stimulation patterns are therefore identical to the SR firing patterns recorded from the respective CA1 electrodes delivered online to both hemispheres as a function of inputs to the MIMO model from the matching sets of CA3 electrodes on the same array [ Fig. 5(A) ]. Stimulation intensities for each CA1 location are adjusted to produce indications of extracellular current flow (i.e., evoked field potentials) at adjacent electrodes on the array [47] . MIMO model generated stimulation trains are 1.5-3.0 s in duration and timed to arrive at the appropriate CA1 loci within 10-50 ms of the CA3 input patterns associated with the SR. Thus, when CA3 firing predicts a strong SR code in CA1 via the MIMO model [ Fig. 3(A) ], stimulus pulses are delivered to CA1 electrodes in the same temporal firing pattern as the predicted CA1 output pattern used to adjust DNMS delay duration in the closed-loop procedure [16] . The effects MIMO model stimulation are shown in Fig. 5 (B) as the significant increase in accuracy of DNMS performance on stimulation trials at delays of 16-50 s (Stim at SR) in comparison to performance on trials with the same delays without stimulation (No Stim). Fig. 5 (B) also shows comparisons with performance on closed-loop regulated (strong SR codes) trials which were more effective than the MIMO model stimulation of CA1 significant , but both procedures significantly improved performance at the same delays ( 16 s) relative to No Stim trials. The specificity of the facilitating effect of MIMO stimulation patterns was tested directly by delivering stimulus pulses of the same intensity to different CA1 locations and in different temporal sequences by randomly distributing or "scrambling" MIMO model generated coefficients (Fig. 5(B) , stim w/scrambled coefficients) in the same manner as described previously [16] . This produced no significant changes ( , , n.s.) from control (nonstimulated) DNMS performance, in the same manner as scrambled coefficients in the closed-loop paradigm. Finally, specificity of the stimulation-induced facilitation of SR encoding was determined directly by merely delaying delivery of successful SR code stimulation patterns until 3.0 s after the occurrence of the SR (Fig. 5(C) , Stim Late), which produced no significant ( , , n.s.) change from control performance.
E. Cumulative MIMO Stimulation Increases SR Code Strength on Nonstimulation Trials
The previous demonstrations indicate the pattern specificity of hippocampal ensemble SR codes and show that the same codes delivered as electrical stimulation pulses are capable of reversing and enhancing performance on trials that do not show indications of strong SR codes (Fig. 2(D) , Remaining trials). An important factor related to delivery of effective stimulation in neural prostheses [16] is the ability to modify the underlying neural substrate in a manner that provides improved performance over time such that stimulation is no longer necessary. The plasticity of hippocampal neural networks is well known and in particular the Schaeffer collateral CA3-CA1 connections exhibit an extraordinary capacity for synaptic potentiation [8] , [48] - [50] . Because of this potential for alteration in synaptic efficacy, MIMO electrical stimulation was delivered randomly on longer delay ( 16 s) trials for several sessions, and performance on Stimulated and Nonstimulated trials tracked over the same time period. Fig. 6(A) shows the change in performance over the time course of delivery of MIMO stimulation (240 trials) on trials that did not receive stimulation (Nonstim, filled triangles) compared to the more rapid change on Stim trials (open triangles) over the same time period. It is clear that performance increased in a linear manner but that the rate of change in performance for Nonstim trials was significantly slower than for Stim trials. This was reflected also by alterations in performance after MIMO stimulation was terminated. Even though mean performance declined back toward baseline for those nonstimulated trials, the time course was significantly longer (Fig. 6(A) , Post MIMO decline) than required to reach maximum levels during MIMO stimulation. These changes were also reflected in the delay curves shown in Fig. 6 (C) in which performance as a function of delay on Nonstim trials shows a similar increase (Trls 180, 240) and then decline (Trl 800) associated with the presence or absence respectively of Stim trials within the session.
As a further confirmation of the dependence of DNMS performance on MIMO derived SR code strength, Fig. 6 (B) plots a derived measure based on frequency of different MIMO coefficient values correlated with neuron firing in the ensemble [ Fig. 2(A) ] as a function of Pre (Trl 0), During (Trl 240) or Post (Trl 800) cumulative MIMO stimulation shown in Fig. 6(A) . After performance on Nonstim trials reached a maximum at 240 trials of cumulative MIMO stimulation (Fig. 6(A) , Nonstim), the distribution of SR code strength on the same trials also shifted toward stronger SR codes for both left and right SRs as highlighted by the blue shaded regions which emphasize reduction in bars associated with frequency of occurrence of code strengths 2.0 or 2.0. These alterations in SR code strength relative to pre-MIMO stim levels (Trl 0) persisted for at least one week after stimulation Fig. 4(A) . B. Increased FCT contribution to SR code strength on nonstimulated trials after Trl 240 shown in Fig. 6(A) . Distributions resemble that of strong SR code trials shown in Fig. 4 (B) due to increased contribution by TT cells for the appropriate trial type. Changes in percent of code strength firing by non-TT FCTs reflects possible increased convergent influence on other hippocampal TT cells. C. After termination of cumulative MIMO stimulation for 560 trials (Trl 800), the distribution of FCTs is altered toward that of normal codes (A), but with significantly less contribution of TT cells for the inappropriate trial type. This may reflect participation of more appropriate TTs [ Fig. 4(B) ] as a result of residual aftereffects of cumulative MIMO stimulation. Significance Symbols: increase relative to Normal; decrease relative to Normal. was terminated as shown in Fig. 6 (B) (Trl 800) which correlated with the corresponding slow decrease in performance depicted in Fig. 6 (A) (decline) and Fig. 6 (C) (Trls 800) over the same time period.
F. Repeated MIMO Stimulation Provokes Recruitment of Hippocampal Trial Type Cells
The final demonstration of MIMO sensitivity to hippocampal ensemble encoding of DNMS task information was demonstrated over the same trials in which MIMO stimulation changed the frequency of firing of FCTs associated with alterations in SR code strength on Nonstim trials as shown in Fig. 6(B) . Fig. 7(B) shows that the changes in performance and SR code strength produced by cumulative MIMO stimulation (Fig. 6) were associated with increased percentage of FCTS cells firing relative to the same distribution prior to repeated MIMO stimulation trials [ Fig. 7(A) ]. This change in distribution of FCTs contributing to the MIMO code after 240 trials at the peak of cumulative MIMO stimulation (Fig. 7(B) ], is similar to that shown in Fig. 4(B) for FCT contributions on trials categorized as Strong code signified by the same increase in appropriate and decrease in inappropriate TT contributions relative to normal code trials (Fig. 4(A) and Fig. 7(A) ). Finally, when cumulative MIMO stimulation was terminated there was a reduction in the appropriate FCT contributions to MIMO codes, as shown in Fig. 7(C) relative to the peak of the stimulation period [ Fig. 7(B) ] however even after 800 trials codes on nonstimulated trials remained elevated with respect to prestimulation levels [ Fig. 7(A) ] consistent with the maintained increase in performance shown in Fig. 6(A) and (C) .
IV. DISCUSSION
A. MIMO Extraction of Task-Specific Information
The previous results provide evidence that hippocampal encoding of behaviorally relevant events can be facilitated online by employing a nonlinear MIMO model to extract ensemble firing patterns that occur on successful trials (Figs. 2  and 3 ). The effectiveness of electrical stimulation distributed to the same locations in the same patterns (Figs. 5 and 6 ) during similar task circumstances supports the functional nature of the MIMO model extracted SR codes. Several recent investigations have reported relationships between multineuron firing in cortical ensembles and behavioral events [51] - [55] but few have attempted to substitute electrical stimulation for the correlated neuronal discharges [46] , [56] - [59] as performed here. Unlike other forms of effective brain stimulation [60] - [62] , the beneficial effects to task performance demonstrated here required that electrical pulses be delivered in the same temporal sequence as the recorded nonlinear task-specific firing patterns of the same neural ensembles [16] , [17] , [20] , [28] . In addition to this lack of effect following several control procedures, other factors such as online closed-loop control of performance (Fig. 2) , mimicking of strong SR code influence when delivered as electrical stimulation to the same regions (Fig. 4) , and potentiation effects of repeated stimulation on a daily basis (Figs. 5 and 6 ), strongly attests to the functional significance of SR code firing patterns extracted in real time by the MIMO model as critical for enhancing task performance.
B. Validation of MIMO Generated Stimulation Effects
The specificity of the MIMO stimulation patterns to enhance DNMS performance was determined by several control procedures reported previously [16] , the most precise of which was to deliver stimulation patterns with the same intensities but scrambled (i.e., randomly assigned) model coefficients (Section II) which resulted in different stimulation patterns across the same electrode locations than that predicted by the MIMO model. The effects of scrambled MIMO stimulation did not improve DNMS performance and was significantly different from stimulation based on MIMO strong SR code patterns. As a final confirmation of pattern specificity of MIMO stimulation, the same highly effective strong SR code patterns were delivered 3.0-6.0 s after the SR in what constituted the delay interval of the trial, and produced no effect on performance [ Fig. 5(C) ]. These specific control procedures validate the precise nature of the stimulation delivered and rule out other nonphysiological explanations such as the presence of stimulation on some trials serving as a behavioral "cue" for correct encoding [63] .
C. Correspondence of MIMO Detected Patterns to the Nature of Hippocampal Ensemble Coding of Task-Related Events
A major factor underlying the success of MIMO model detection of appropriate SR codes was the employment of the closed loop procedure to change the parameters of the DNMS task online as shown in Fig. 2(C) and (D) and to extend this to delivering the effective pattern via electrical stimulation at the time of the SR (Fig. 5) . This procedure was subsequently used to demonstrate that repeated stimulation of this type leads to improved performance and sustained strong SR code generation when stimulation was terminated (Figs. 6 and 7) . These procedures illustrate the direct connection between the firing pattern of hippocampal neurons and successful encoding of task-relevant information. However, the fact that ensemble firing patterns can now be related to established characteristics of hippocampal cell types (Figs. 3, 4 , 7, and [36] ) make the MIMO model an effective tool for understanding how hippocampus encodes information critical for retrieval and application at a future time, thereby providing a physiological basis for the type of memory processes that have been implicated in brain structures for centuries [7] , [64] - [66] . Linking the MIMO derived strong code patterns to the synchronous activation of appropriate hippocampal TT cells (Figs. 6 and 7 ) makes the nature of the strong SR code decipherable in terms of associations across ensuing delays that normally impair retrieval of information because such synchronous firing was not robust or specific enough. The nature of FCT participation in SR code strengths shown in Figs. 4 and 7 is clearly related to: 1) the number of appropriate FCTs that fire and 2) the large percentage of appropriate TT cells that are active. In the case of weak SR codes, the relationship is similar to the comparison shown in Fig. 6 with fewer appropriate TT cells and less contribution from other FCTs [ Fig. 4(C) ] compared to strong SR code trials [ Fig. 4(B) ]. This and the fact that strong SR code trials showed sensitivity to extended delays which did produce delay-dependent deficits [ Fig. 2(D) ], and decayed over time when not provoked by closed-loop controlled MIMO stimulation (Fig. 6) , clearly implicates natural hippocampal FCT architecture (Fig. 3(C) and Figs. 4 and 7) as the basis for successful memory encoding and retrieval in this short-term memory task.
D. Reconstruction of Successful Hippocampal Ensemble Firing: Model for Cortical Prostheses
These demonstrations and previous results [16] provide a strong foundation for extending these procedures and principles to characterization of memory processing in: 1) other brain regions; 2) different behavioral contexts; as well as 3) situations requiring more complex cognitive processing [4] , [12] , [67] - [70] . It is clear that several aspects of the studies described here demonstrate the feasibility of the MIMO model for implementation in hippocampal as well as other types of cortical prostheses [56] , [71] - [74] . New results showing that repetition of MIMO model electrical stimulation patterns can enhance cognitive efficiency over time and can persist after stimulation is terminated suggests that cortical prosthetics can be implemented in a manner consistent with ensemble information processing specific to the brain region the prosthesis is designed to replace. The fact that MIMO stimulation produced changes in hippocampal ensemble processing similar to that which evolves naturally with training on longer delay intervals [ Fig. 3(D) ] validates the inherent nature of ensemble information retrieval requiring task specific encoding by FCTs, as shown in Fig. 7 . These studies provide the first evidence that such processes can be facilitated by repetitive MIMO stimulation which can detect when such activation will be the most effective in potentiating underlying synaptic processes to facilitate performance even when stimulation is not present (Fig. 6) .
The fact that such changes in performance are accompanied by improved task-specific encoding in hippocampal ensembles not only provides a basis for future prosthetic devices, but also establishes principles by which memory encoding in neural systems can be characterized to gain further understanding of circumstances in which neurological disorders such as dementia are a major impairment.
