Morphology is one of the basic characteristics of porous layers. For electrochemically grown pores, morphology is strongly dependent on the starting phase of pore growth, the so-called nucleation phase. This paper addresses uniform and nonuniform nucleation of pores on the surface and consequently the development of pores into the bulk of the following semiconductor substrates: Si, Ge, and III-V compounds ͑GaAs, InP, and GaP͒. It was found that nonuniform nucleation can cause formation of domainlike porous structures in all investigated semiconductors. However, depending on the anisotropy of the substrate, these domains show significant differences between them. Electrochemistry and photoelectrochemistry 1 of semiconductors have been studied in detail in the past.
Electrochemistry and photoelectrochemistry 1 of semiconductors have been studied in detail in the past. 2, 3 However, the discovery of nano-and macropores in Si at the beginning of the nineties 4,5 started a new phase in understanding semiconductors from the electrochemical point of view. Morphologically, the most astonishing feature of anodically etched macropores in Si is their intrinsic ability to grow without any lithographic mask. This means that, on a flat Si surface, random macropore nucleation leads to ͑at appropriate anodization conditions, i.e., substrate doping, electrolyte concentration, externally applied voltage/current density, etc.͒, a rather homogeneous distribution of pores with respect to pore diameters and poreto-pore distances. 6, 7 Electrochemically etched pores on flat wafer surfaces in other semiconductors, essentially III-Vs, Ge, SiC ͑and GaN͒, were achieved as well. However, the results are often quite different from what is already known from Si ͑see, for example, Ref. 8-13͒ . One main difference between silicon and all other mentioned semiconductors ͑with the exception of Ge͒ is the short minority carrier diffusion length. The long minority carrier diffusion length in case of silicon allows the use of back-side illumination ͑BSI͒ for pore formation. The high-quality two-dimensional ͑2D͒ porous structures 14, 15 were mostly ͑n-type pores͒ fabricated under back-side illumination. As a result, pores in III-Vs are usually obtained in the dark by means of the so-called avalanche breakdown mechanism. 16 In spite of the fact that breakdown pores show new and interesting features, they also incur many new difficulties, which are rarely observed with back-side illuminated Si.
The most noticeable difference between pores in Si and other semiconductors is generally a rather poor nucleation uniformity in semiconductors different from Si, 16, 17 i.e., pores start to grow only at some "special points" on the surface of the sample, leading to a highly inhomogeneous distribution. These special points are usually surface defects, 18, 19 where normally more holes ͑necessary for dissolution͒ can be generated by a breakdown mechanism. While the nonuniform distribution of surface defects provides a simple explanation for the observed pore nucleation inhomogeneities, it is not the whole explanation. Inhomogeneous nucleation is observed also in cases where homogeneously spaced nuclei, i.e., defects, were provided by lithography, 20 while homogeneous nucleation ͑following certain procedures 17, 21 ͒ can be obtained on indistinct surfaces as well.
A common phenomenon for the semiconductors discussed in this paper is that from one nucleation point often a whole set of pores will develop in time. These pores are normally spatially correlated and are called pore domains. Among the first porous domains were the ones observed in anodically etched GaP and described in detail by Erne et al. 19 The present paper reports other distinct domain types observed in Ge, GaAs, and InP. No domain formation had been observed in Si until the recent discovery of the rather exotic "fractal" pores 22 which form clear surface domains. The aim of this paper is to discuss the etching conditions, the mechanism of domain formation, and the most common and uncommon features by comparing different types of domains. In parallel, some approaches for uniform pore nucleation are discussed as well.
In order to avoid any confusion, note that pores forming the different domains are distinguished to be of two types: ͑i͒ crystallographically oriented and ͑ii͒ current line oriented. The following paragraphs summarize briefly the properties of these types of pores. 8 Crystallographically oriented pores, abbreviated crysto pores, have definite crystallographic directions of growth, e.g., ͗100͘ for Si and Ge, and ͗111͘B for GaAs, InP, and GaP. Along ͗111͘ directions the zinc blende lattice of III-V compounds consists of double layers with alternating short ͑three bonds͒ and long ͑one bond͒ distances, and the layers are occupied by A ͑In, Ga͒ or B ͑P, As͒ atoms, respectively. The ͗111͘B direction then runs from B to A layers along the shortest distance between B and A planes ͑or from A to B along the longest distance between A and B planes͒. It is important to note that A planes are generally more stable against dissolution than B planes. 23, 24 This is consistent with the experimental observations showing the pores growing along ͕111͖B, 8 i.e., along the less stable direction.
The current line-oriented pores ͑curro pores for short͒ have no preferential crystallographic directions of growth. 25 They exhibit a well-pronounced tendency to grow perpendicular to the equipotential surfaces of the electric field inside the sample ͑or current flow direction͒, independent of sample orientation. It also means that, for curro pores, the difference in chemical reactivity between different crystallographic planes is not important anymore.
As a rule of thumb, it can be assumed that crysto pores grow at low, and curro pores at high voltages ͑U͒ or current densities ͑ j͒ applied to the sample. Until now, curro pores have mostly been observed in InP and GaP; however, a particular type of curro pores has been recently found in Si as well. 26 The existence of curro pores in III-Vs is very surprising, taking into account their very strongly expressed anisotropic features during chemical and electrochemical etching.
doping level was between 10 14 and 10 18 cm −3 . Back-side illumination has been used only occasionally for Ge samples, otherwise no front-or back-side illumination was used. For experiments without illumination, the necessary hole supply relies on the breakdown mechanism, most likely avalanche breakdown in the space charge region of the semiconductor.
The used electrolytes were 5% HCl or H 2 SO 4 aqueous solutions for III-V materials and Ge, and 0.05% HF in dimethylformamide ͑DMF͒ for Si. All experiments were performed at a stabilized temperature of 20 ± 0.1°C. The current/voltage conditions were controlled by a four-electrode custom-built potentiostat using a quasi-Pt reference electrode. The samples were investigated with a scanning electron microscope ͑SEM͒ in plain view and in cross section after cleaving. The cleavage plane in the case of cross-sectional micrographs was always the ͑110͒ if not otherwise noted.
As already mentioned, the nucleation of pores tends to be nonuniform and the domains tend to form mainly at high j or U values ͑except for Si͒. However, the meaning of "high" is relative and changes significantly from material to material and with doping level. For example, for ͑100͒-oriented GaAs and InP ͑n = 10 18 cm −3 ͒ current densities j Ͼ 10 mA/cm 2 can be considered as high. For Ge ͑n = 10 15 cm −3 ͒, j Ͼ 2 mA/cm 2 may already be considered as high.
Results
Two main types of pore nucleations have been observed during anodization of investigated semiconductors: uniform and nonuniform. Nonuniform nucleation usually resulted in formation of porous domains. Figures 1 and 2 present an overview of the two nucleation types for all five semiconductors described in this paper, i.e., GaAs, InP, GaP, Ge, and Si. Figure 1 shows top SEM pictures taken from different types of domains at high and low magnifications. With respect to the nucleation behavior it is possible to categorize the investigated semiconductors into three main groups:
1. Domain formation is often observed at potentiostatic as well as at galvanostatic conditions, whereas uniform nucleation requires special etching approaches. The materials attributed to this category are GaAs and Ge.
2. Uniform nucleation dominates, i.e., at potentiostatic and galvanostatic etching, whereas domain formation requires special approaches. The materials from this category are InP and Si.
3. Uniform nucleation is observed at galvanostatic, whereas domain formation at potentiostatic etching conditions. This is a separate category just for GaP at this point. Table I presents an overview of all these groups. In what follows we discuss these three categories separately.
GaAs and Ge.-As can be seen from Table I , for group 1 at low constant j or U the pores nucleate only at a few nucleation sites on the surface. A logical way to increase the density of the pores is to increase the applied nucleate j or U. However, at higher constant j or U a tendency to domain formation is observed. This means that homogeneous and dense pore nucleation at constant j or U is difficult, and special methods are needed to obtain uniform nucleation.
Domain formation obtained at high j or U as well as uniform nucleation obtained using special methods on n-GaAs͑100͒ substrates are presented in Fig. 1a, 1b, 2a , and b, respectively. The pores forming the domains as well as the pores obtained at uniform nucleation are crystallographically oriented, i.e., grow along ͗111͘B directions as described above. In both cases ͑for uniform and nonuniform nucleation in n-GaAs͒ from one primary nucleation point on the ͑100͒ surface of the sample, two primary crystallographic pores start to grow into the substrate along two different ͗111͘B directions with an angle of 108°between them. If the nucleation points are dense enough, no branching of the two nucleated pores is observed, and a uniform 3D structure can develop ͑see Fig. 2b͒ . The "crosshatched" structure occurs because crystallographically oriented pores are able to intersect each other without changing their direction of growth. 27 In the case of less dense nucleation sites and a high applied j or U, multiple branching takes place. This branching extends to the secondary pores, which leads to the formation of porous domains with a significant structure.
Hence, if no domain formation is desired a high density of nucleation sites on the surface of the sample should be obtained. Therefore, the special approach used by us in order to obtain a uniform nucleation in GaAs was a two-step anodization process: ͑i͒ The first step employs a set of rectangular periodic current pulses; ͑ii͒ The second step employs usual galvanostatic or potentiostatic conditions. The goal of the first step is to create a high density of surface defects, which serve as nucleation sites for pores intended to grow during the second step. The two steps must follow one after another without a significant time interval in between, otherwise the newly nucleated pores will be passivated by the species from the electro- Figure 1 . Top view and cross-sectional SEM pictures taken from semiconductors with nonuniform nucleation of pores. ͑a, b͒ ͑100͒ n-GaAs, 5% HCl, j = 50 mA/cm 2 , t = 1 min; ͑c, d͒ ͑100͒ n-Ge, 5% HCl, j = 2.5 mA/cm 2 , t = 120 min; ͑e, f͒ ͑100͒ n-InP, 5% HCL + HF, j = 50 mA/cm 2 , t = 1 min; ͑g, h͒ ͑100͒ p-Si, 0.05% HF, j = 0.05 mA/cm 2 , t = 60 min; ͑i, j͒ ͑100͒ n-GaP, 5% H 2 SO 4 , U = 6 V, t = 30 min.
lyte and make the first step ineffective. The term "passivation" is described below in more detail.
The amplitude and duration of pulses, i.e., the amount of charge per pulse per unit area, is critical and should be optimized for an efficient generation of nucleation sites. If the first step is not optimized then domains will develop already during this stage. Consequently, during the second step no new pores will nucleate between the domains. The applied constant voltage or current in the second stage will favor only the nucleation of additional branches inside the already existing porous domains ͑created during the first anodization step͒, thus allowing these to grow in size and depth.
For the optimization of the first step it should be taken into account that two types of pulses with equal amount of charge/pulse per unit area can be distinguished: ͑i͒ low current and long time; ͑ii͒ high current and short time. These two cases are presented schematically in Fig. 3 . In our experiments it was found that for the case ͑i͒ the obtained domains tend to be larger in size with a lower density ͑number of domains per unit area͒. For case ͑ii͒ the domain size decreases while the density increases significantly. Thus, in order to obtain a uniform nucleation, i.e., to avoid domain formation altogether, high-current/short-time pulses should be considered. The interval of currents and pulse widths investigated by us was j = 150-350 mA/cm 2 and t = 0.3-12 s, respectively. The most uniform nucleation achieved in our experiments was at j = 300 mA/cm 2 , t = 0.8 s. The second anodization step should provide the necessary etching conditions for pores ͑nucleated during the first step͒ to grow into the substrate as deeply as needed. We performed the second step at constant current density j = 20 mA/cm 2 . Note that optimized etching conditions are required for the second step as well. The specific parameter window for optimal pore growth in the second anodization step is limited by too low and too high current densities. Too low current densities could result in fewer pores growing into the substrate as initially nucleated, whereas too high current densities could lead again to domain formation.
While we classified Ge to be in the same group with GaAs with respect to the degree of difficulty to obtain a uniform nucleation of pores, the morphology of pores in Ge is totally different as compared with those in GaAs. This is primarily caused by a different anisotropy of pore growth in Ge, where the crystallographically oriented pores grow along ͗100͘ directions ͑as in Si͒, i.e., perpendicular to the surface of ͑100͒-oriented samples.
We investigated lightly ͑n = 10 14 cm −3 ͒ and moderately ͑n = 10 17 cm −3 ͒ doped Ge samples. The lightly doped samples can be divided into two groups: ͑i͒ polished samples, i.e., with a low surface defect density; ͑ii͒ unpolished samples, i.e., with a rough surface and thus a high density of surface defects. An important aspect observed during the anodization of lightly doped polished Ge samples was that at high current densities ͑ j Ͼ 2 mA/cm 2 ͒ the pores start to grow at a very low density ͑number of pores per unit surface͒ and, interestingly, electropolishing of nonpore covered surface is taking place simultaneously with pore growth. 10 Additionally, around the initially nucleated pores ͑central pores͒ new pores ͑sur-rounding pores͒ will nucleate to some extent later. As a result, distinctive pore domains will be generated. Examples of porous domains obtained at j = 2.5 mA/cm 2 are shown in Fig. 1c and d. The central pores are also the deepest ones, whereas the depth of the surrounding pores decreases as the distance between a certain surrounding pore and the central pore increases ͑see also Fig. 5͒ . Both central as well as surrounding pores have squared shapes if looking from the top ͑with ͕110͖ walls͒ and have pyramid-like shapes when looking in cross section, i.e., the dimensions of pores near the surface of the sample are considerably larger than at the tips of the pore.
Interestingly, at very low current densities, the nucleation density and uniformity for polished samples increased and consequently domain formation was avoided. The most uniform nucleation obtained by us was at j = 0.5 mA/cm 2 . The behavior was totally different for nonpolished samples ͑rough surface͒. In this case, at j = 2.5 mA/cm 2 the pore density was extremely low as well, but no domain formation was observed. An increase in the applied current density was leading to an increased pore density, but it did not lead to any domain formation. For rough surfaces the most uniform distribution of pores was observed at j = 7.5 mA/cm 2 . To summarize the results in the case of lightly doped Ge samples on polished and nonpolished surfaces: uniform nucleation for polished samples was achieved at low current densities, and for nonpolished ones at high current densities.
This approach, i.e., high/low current densities, worked perfectly for lightly doped Ge samples ͑n = 10 14 cm −3 ͒. However, with moderately doped Ge samples ͑n = 10 17 cm −3 ͒, only sparsely distributed pores or domain structures were obtained, independent of the applied j or U. We used back-side illumination in order to get a uniform and dense nucleation on highly doped Ge and thus to avoid domain formation. BSI is an approach well known from Si. 15 Since Figure 2 . Uniform nucleation: top and cross section. ͑a, b͒ n-GaAs͑100͒ anodized with a two-step process in 5% H 2 SO 4 ; ͑1͒ pulse amplitude j = 300 mA/cm 2 , pulse width t = 0.8 s; ͑2͒ constant current j = 20 mA/cm 2 , t = 60 min; ͑c, d͒ ͑100͒ n-Ge, 5% HCl, lightly doped, rough surface, j = 7.5 mA/cm 2 ; ͑e, f͒ ͑100͒ n-InP, 5% HCl, j = 4.2 mA/cm 2 , t = 120 min; ͑g, h͒ p-Si͑100͒, 4% HF, j = 0.1 mA/cm 2 , t = 120 min; ͑i, j͒ n-GaP͑100͒, 5% H 2 SO 4 , j = 1 mA/cm 2 , t = 240 min.
Ge is an indirect semiconductor with a large diffusion length for minority carriers, a sizable back-side current can be obtained in this way. The general behavior, however, differs from the case of Si. Nevertheless, at optimized current conditions a homogeneous nucleation site distribution was obtained. For a uniform nucleation we used a monotonically increasing current from 0 to I max , illuminating continuously the back side of the sample. The critical parameters, which need to be optimized, were I max and etching time, i.e., the current slope. The most uniform nucleation, without any porous domains, was obtained for a monotonic increase of the current from 0 to 16.5 mA/cm 2 for a time period of 2 h. As with lightly doped samples, the shape of the pores was a truncated pyramid and eletropolishing took place simultaneously with the pore formation process.
InP and Si.-The second group of semiconductors studied by us includes InP and Si. It is well known that random and prestructured nucleation of pores in Si is not a problem and very uniform porous structures can be easily obtained ͑see Table I͒ . The same affirmation is true for InP ͑see Fig. 2e and f for InP, and Fig. 2g and h for Si͒. The uniformity of porous structures is remarkable. In InP at low j or U values, a uniform nucleation of crysto pores is obtained, whereas at high current densities a uniform nucleation of curro pores takes place. On the other hand, in Si, pores are obtained only at low j or U, and at high values electropolishing takes place. This is a very simple classification; for exact conditions of pore formation in Si the different regions on the IV-curves should be taken into account 29 but we do not go into detail here.
Taking into account the similarities between GaAs and InP as polar III-V compounds, and between Si and Ge as elemental nonpolar semiconductors, it can be expected that some etching conditions should exist at which domains can be observed in Si and InP as well. Indeed, Fig. 1e and f show that domain formation in these materials is possible, too. It can be seen that the domains in InP are quite similar to the domains observed in GaAs. However, the domains in InP have been obtained at more "strange" etching conditions, namely, by using a mixture of HCl and HF acids, e.g., 5 mL of 4% HF plus 200 ml of 5% HCl solution.
In Si, the domains are completely different from what has been observed so far. There is no pronounced growth of pores into the depth of the sample, but a ͑very likely͒ fractal structure of pits spread over the surface of the sample; see Fig. 1g and h. This fractal growth appears to start at a single nucleation site. This domain was formed at very low HF concentrations ͑0.05% HF͒ and low current densities ͑ j = 0.1 mA/cm 2 ͒.
GaP.-GaP represents the only case where homogeneous nucleation and domain formation can be more strictly classified: domains are obtained at potentiostatic etching conditions, whereas uniform nucleation at galvanostatic conditions. The domains in this case are round and are made up of current line oriented pores ͑see Fig. 1i and j͒ and in our case have been obtained in 5% H 2 SO 4 solutions at U = 10 V, t = 10 min.
In GaP, as in the case of InP, two types of uniform nucleation can be distinguished: uniform nucleation of crysto pores and uniform nucleation of curro pores. Uniform nucleation of crysto pores is obtained at low constant current densities ͑galvanostatic conditions͒, 
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Discussion
In terms of current flow through anodized samples, uniform and nonuniform nucleation of pores is equivalent to a uniform and nonuniform distribution of the current. There are many factors which can influence the distribution of the current on the surface of the sample during the anodization of semiconductors, e.g., nonuniform back-side contact, electrolyte flow, defects in the substrate, oxide quality, and last but not least surface passivation by electrolyte species. The first two items are mainly technical problems and can be solved by a sufficient design of the electrochemical cell. The last three items are characteristics for the quality of the semiconductor substrate and the chemistry of a certain semiconductor in a certain electrolyte.
Passivation seems to be decisive for pore formation. The fact that electrochemically etched pores are possible is a direct demonstration that passivation cannot be excluded from pore formation models. The pore walls should somehow be passivated against dissolution, otherwise only uniform dissolution will take place.
Let us first discuss briefly the meaning of passivation using Si as an example. Imagine a pure Si͑100͒ surface. On a fresh surface, each atom has two very reactive incomplete bonds, i.e., two unpaired electrons. Pairs of neighboring atoms try to bind each other in order to form a dimmer. As a result, on a perfect surface only one incomplete bond on each atom will be still free. Such a "dangling" bond has an unpaired electron with an energy in the bandgap of the semiconductor near the conduction band. Such an electron can be much more easily transferred into the conduction band, e.g., by thermal activation or by a sufficiently high voltage applied on the semiconductor/electrolyte interface, as compared with an electron from the valence band.
These kinds of surface electrons are very important during anodic dissolution of semiconductors in the dark, because at sufficiently large applied voltages they can start an avalanche electron/ hole generation process, which in turn can sustain a continuous dissolution of the substrate or pore formation. However, if the dangling bonds are saturated somehow, for example with hydrogen atoms, the energy of the electron will be lowered and move toward the valence bandedge, thus decreasing the probability for the electron to start an avalanche process. Any such bond saturation with hydrogen or other ions is normally called passivation and is often encountered in solid-liquid interfaces. We thus expect that a crystal surface exposed to an electrolyte will passivate. This will take some time, however.
From these simple considerations, it is clear that passivation kinetics of a given surface in a given electrolyte may depend sensitively on the precise surface orientation. Planes with Miller indices that are less effectively passivated ͑i.e., passivation takes longer and/or the energy levels of unpaired electrons are not as low as for other planes͒ are less stable against dissolution. For example, ͕111͖ planes are normally much easier to passivate than ͕100͖ planes. In III-V compounds the selectivity goes even deeper, i.e., the ͕111͖A planes are much more efficiently passivated as compared with ͕111͖B planes.
During the anodization of a semiconductor with many surface states ͑i.e., with insufficient passivation͒, there is no appreciable space charge region in the semiconductor, because the surface states pin the Fermi level somewhere in middle of the semiconductor bandgap. In this case the externally applied potential is distributed along the Helmholtz layer in the electrolyte, which is essentially driving the electrochemical reactions. On a surface with few surface states, i.e., with a good passivation, a large space charge region is developed which "consumes" most of the applied potential, making the electrochemical reaction less effective in comparison. This means that, for identical external conditions, smaller current densities and dissolution rates at well-passivated surfaces are expected.
In general, the degree of passivation of a semiconductor surface will be nonuniform. In particular, it must be expected that the passivation will be less perfect at sites with an increased number of dangling bonds, i.e., at surface defects. Consequently, through these vulnerable sites, the current will start to flow much easier and earlier. However, as a result of current flow, oxide will be generated at these sites. If the generated oxide is slowly dissolved by the electrolyte, like SiO 2 in HF, the current will stop flowing through the defect as soon as sufficient oxide is formed in order to hinder the flow of the current, the oxide being an isolator. In this case, the system will try to find new defects on the surface through which it could force the current flow until the old nucleation sites become free of oxide. Such a periodic change in space and time between current flow, oxide formation, and oxide dissolution will lead to a quite good nucleation uniformity of pores.
If the oxide is dissolved more easily than it is generated, as in III-Vs and Ge for example, the current will never stop to flow through the initial defect, assuming that the voltage applied to the system is not removed. For the uniform nucleation phase of pores this is an undesired feature. In the worst case, a few badly passivated surface sites can consume all the current, which was supposed to flow homogeneously through the whole system. As a consequence, pores will nucleate only sparsely at a few points on the surface. Generally, for the semiconductors investigated in this paper, with the exception of Si, these poorly passivated sites become the central parts of the observed domains. In what follows we discuss each type of domain in more detail. Fig. 1 it is evident that the domains obtained in GaAs and InP have the same basic structure and thus identical or at least similar origins. More detailed studies 30 show that in both cases two primary crystallographic pores start to grow into the substrate from a poorly passivated point on the surface, i.e., from a surface defect. The initial pores will be forced to branch if the externally applied current divided by the number of nucleated pores will be higher than the maximum acceptable current by each of the pores. The branches will nucleate and grow below the surface of the sample. Also, they have the possibility to grow downward ͑in the direction of the respective pore twin͒ or upward, i.e., toward the surface in the remaining two ͗111͘B directions.
GaAs and InP.-From
The growth planes of the upward-and downward-growing branches are perpendicular to each other. This is caused by the fact that the pores can grow only along ͗111͘B directions and not along ͗111͘A. 8 The multiple branching of pores underneath the surface and the intersection of upward-growing pores with the surface of the sample form the characteristic domain pattern ͑see Fig. 1a͒ . From the basic geometry of multiple branching, an alignment of the pore end points in one direction ͑͗110͒͘ results. For a schematic representation of the mechanism of domains in GaAs and InP see Fig. 4 . The morphology of domains is a direct function of branching frequency of pores, which experimentally is found to be a relatively fixed value, i.e., branching occurs at relatively well-defined intervals in a kind of self-ordering process. It appears that branching periodicity is simply given by the minimum distance required for geometrical reasons. If one of the two originally formed pores throws off a branch, this second-order pore will run downward ͑parallel to the second first-order twin͒ or upward; cf. Fig. 4 . Since the distance between the centers of two pores must be at least one diameter plus twice the width of the space charge region around a pore, the space charge region width is one of the essential intrinsic parameters of the system that determines the self-arranged structure of the domains.
Taking the energy gaps of silicon E g,Si Ϸ 1.1 eV and germanium E g,Ge Ϸ 0.7 eV at room temperature, the leakage current of germanium is larger by a factor of roughly 10 7 . Thus, for Ge the ideal leakage current is an effective hole supply mechanism allowing for homogeneous dissolution in contrast to the breakthrough mechanism which favors pore formation. At high enough voltages, electropolishing is the dominant dissolution process for many semiconductors. A minimal voltage is necessary to allow for local break-through current and thus for pore formation. For germanium, this small voltage already allows for a significant homogeneous dissolution, so the voltage regime allowing pore formation in germanium is much smaller than, e.g., in silicon. Until now, even after optimizing the electrolytes, no etching parameters have been found where the homogeneous dissolution was negligible in comparison to the pore formation process. This explains also the conical, pyramid-like shape of Ge pores. Due to the always existing homogeneous dissolution of the pore walls, the diameter of pores increases monotonically.
The domain structure in Ge could be explained as follows. At each pore the local current density ͑ j loc ͒ is increased. Thus, due to ohmic and diffusion losses the voltage around each pore will be reduced as illustrated in Fig. 5 . The reduced voltage will favor pore nucleation and slightly reduce electroplishing. Therefore, around already existing pores, new pores will preferentially nucleate, leading to pore domains as shown in Fig. 1c and d . This is a self-amplifying process since the additional pores increase the local current density further. Although this mechanism differs strongly from those in other semiconductors, the same underlying mechanisms is found: strongly suppressed pore nucleation and self-amplification.
The local current density is directly proportional to the externally applied current density j and the number of initially nucleated pores, i.e., the number of activated surface defects. If the number of defects is high ͑unpolished samples͒ then j loc is small. A low j loc , however, will not lead to domain formation, because no significant voltage losses around the pores will take place. The situation changes drastically if the number of defects is reduced, the case of polished samples. In this case, j loc will be higher and thus a higher tendency to domain formation is observed. This is in good agreement with our experimental results described above.
The back-side illumination used by us as a special method for uniform nucleation has two main contributions: ͑i͒ increases the roughness of the surface, and thus the number of surface defects will be increased as well and consequently the uniformity of pore nucleation is improved; ͑ii͒ promotes the pore growth by focusing the back-side generated holes at the tips of the pores.
Silicon.-The current burst model for pore formation in semiconductors introduces a more detailed concept for the surface passivation, namely, the so-called aging process. Aging treats the change of surface passivation in time, i.e., if a free surface is exposed to a solution for a longer time, then less dangling bonds remain unpassivated, and consequently the probability that current will flow again through that piece of surface will decrease. The aging concept is one of the basic assumptions of the current burst model used to explain the formation of pores in semiconductors. A current burst is a periodic local event at nanometer scale, with the following main phases: oxide formation, oxide dissolution, and surface passivation. The first two phases are less important for III-Vs and Ge, due to their less stable oxides; however, they are very important for Si. Immediately after oxide dissolution, the aging/ passivation will be very weak and will help the current bursts to correlate in space, i.e., to segregate in separate agglomerations. This occurs mainly because the nucleation probability of a current burst depends on what happened before in time on that surface. Since the nucleation probability is higher for less aged ͑less passivated͒ surfaces, there is an automatic coupling of new current bursts to old ones.
As a result, each agglomeration of current bursts will result in one pore if the agglomeration is constantly corroding the substrate around one and the same place. According to this assumption, the pores will grow more or less perpendicular to the surface of the sample. However, there is no good reason why the current burst agglomerations do not have to move laterally on the surface, not only perpendicular to the sample. Indeed, as Fig. 1g and h show, it is possible to find such etching conditions when the etching does not occur perpendicular to the surface but parallel to it, resulting in a fractal-like structure. As in the case of other semiconductors discussed above, the fractal structures start at surface defects. Due to the fact that the HF concentration used was very low, it can be assumed that the passivation of Si, as well as oxide dissolution, is less effective. Low oxide dissolution rate means low growth rate of possible pores into the substrate, due to the periodic behavior of a current burst. Less passivation, however, means easier nucleation of new current burst pores somewhere on the surface of the sample. These two parameters could determine the agglomerations of current bursts not to move into the substrate, but laterally, i.e., on the surface of the sample, forming the fractal domain structures.
GaP.-The formation mechanism of porous domains in GaP is quite different from that outlined above for GaAs, InP, Ge, or Si, and 
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Journal of The Electrochemical Society, 152 ͑8͒ C525-C531 ͑2005͒ C530 was discussed in detail by Erne et al. 19 In this case, a few primary pores, nucleated at defects on the surface, grow into the crystal perpendicular to the surface, generating staggered systems of secondary pores growing away from the central pore like spokes in a wheel, cf. Fig. 1i and j. When individual domains meet, lateral etching stops, leaving visible domain walls as shown in Fig. 1j . The pores expose no evident crystallographic features and thus according to the definition given above are current line-oriented pores. At galvanostatic conditions, normally uniform nucleation is observed for crystallographically and current line-oriented pores ͑Fig. 2i and j͒. As in the case of InP, at low current densities uniform nucleation of crystallographically oriented pores is observed, whereas at high current densities current line-oriented pores start to grow.
It is not excluded that, due to the similarities between GaP, GaAs, and InP, some etching conditions could exist, at which GaP domains similar to those observed in GaAs and InP should be possible as well. However, the authors did not observe GaAs-like domains in GaP so far.
Conclusion
The porous domains in the investigated materials have quite different morphological characteristics. The only and nearly perfect similarity exists between GaAs and InP. In this case the pores branch and form the final domains according to the strong crystallographic features of the substrates. Because GaP is also a III-V compound, the branches in GaP are totally independent of crystallography and can be classified as current line-oriented branches. Also, Ge and Si show totally different characteristics.
From the investigations it is clear that, in order to get a uniform distribution of the pores over the surface of the sample, a uniform distribution of surface defects is required. If the sample contains serious defects like dislocations, or even scratches, then the difference in passivation between the defect sites and the rest of the surface will be enormous. Therefore, when a voltage is applied to the electrolyte/sample junction the current will flow mainly only at defect-containing sites, forming limited porous regions, i.e., domains.
Because the size and shape of domains differ significantly from material to material, we showed that domain formation is a common characteristic for many semiconductors. The shape of the domains is mainly a characteristic of the semiconductor substrate, i.e., it depends on its anisotropy, oxide quality, and passivation.
