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ABSTRACT
Relevance is an underlying concept in the field of Information Sci-
ence and Retrieval. It is a cognitive notion consisting of several
different criteria or dimensions. Theoretical models of relevance
allude to interdependence between these dimensions, where their
interaction and fusion leads to the final inference of relevance. We
study the interaction between the relevance dimensions using the
mathematical framework of Quantum Theory. It is considered a
generalised framework to model decision making under uncer-
tainty, involving multiple perspectives and influenced by context.
Specifically, we conduct a user study by constructing the cognitive
analogue of a famous experiment in Quantum Physics. The data
is used to construct a complex-valued vector space model of the
user’s cognitive state, which is used to explain incompatibility and
interference between relevance dimensions. The implications of
our findings to inform the design of Information Retrieval systems
are also discussed.
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1 INTRODUCTION
The concept of relevance lies at the heart of Information Retrieval
(IR) and is fundamentally a cognitive notion, part of our cognitive
ability. The underlying intent behind all the advances in IR has
been to improve the relevance of information presented to the user.
One of the main attributes of relevance is that it is a relation.
There is always, implicitly or explicitly, the word ‘to’ associated
with relevance [33]. It relates information or an information object
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to a context or situation. Relevance is also believed to manifest
itself in different ways, with each manifestation indicating a dif-
ferent relation. Earlier works defined these manifestations at an
abstract, philosophical level such as system relevance (related to
the algorithmic query-document matching), topical relevance (re-
lated to subject expressed in the query), cognitive relevance (related
to pertinence), situational relevance (related to utility), affective
relevance (related to motivation/intent), etc. [3, 10, 11, 31, 32]. In
recent years, this plurality of relevance has been studied in terms
of the judgement criteria considered by users. Apart from ’Topi-
cality’, there have been ’Reliability’, ’Understandability’, ’Novelty’,
’Interest’, etc. These relevance criteria are also called dimensions of
relevance.
Another key attribute of relevance is that it is dynamic. It changes
with user’s interaction with information. In the Stratified model of
relevance [31], the different manifestations of relevance are consid-
ered as interacting layers. Each of these interacting strata include
considerations or inferences of relevance. Our aim is to study the
interaction between the different dimensions of relevance. In partic-
ular we study the effect of consideration of one relevance criterion
on another. The main research question can be broken down into
two sub-questions:
RQ 1: How does consideration of one relevance criterion af-
fect the inference of relevance with respect to another crite-
rion?
RQ 2: Can we construct a formal mathematical model of
the user’s underlying cognitive state in order to make predic-
tions about such interactions?
Going back to the stratified model of Saracevic [30], we can say
that relevance inference takes place for each relevance dimension
considered by the user and the final decision of relevance is a fusion
of all the individual inferences. Our hypothesis is that relevance
inference at each dimension does not happen independently, like a
pre-defined value being read out of the internal cognitive state. It
is rather constructed at the point of information interaction and
thus influenced by the other dimensions considered by the user
previously, which serve as a context for the inference of relevance
for the current dimension. It is straightforward to see that con-
sideration of an individual relevance criterion can affect the final
judgement of relevance. For example, inferring that readability of
a document is low may lead to a lower probability of judging it
as relevant. Nevertheless, does consideration of readability as low
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also provide a context that affects the subsequent judgement about
credibility of the document?
We undertake a novel approach to test our hypothesis by con-
structing the cognitive analogue of the famous Stern-Gerlach ex-
periment in Physics [15]. We conduct a user study where we show
query-document pairs to participants and ask them questions about
certain relevance dimensions in particular sequence. Through this
process of elicitation, we construct a complex-valued Hilbert Space
model of the underlying cognitive state. We ask the users questions
about different relevance dimensions because not all users might
consider the same relevance dimensions and in the same order
while judging a document. Thus, it ensures consistency in our rep-
resentation of the cognitive state for each user. The complex-valued
Hilbert space model shows presence of quantum-like phenomena of
incompatibility and interference in the decisions, and we verify the
"quantumness" of our model using the Wigner function approach.
The main contributions of this paper are 1) a novel experimental
design to construct a formal model which represents user’s cog-
nitive state for multidimensional relevance. It informs research in
user behaviour, quantum-inspired IR and involves the use of non-
commutating operators and complex numbers - something which
has eluded quantum-inspired IR models in the past, and 2) Using
the experiment design and the cognitive model, an investigation on
the interaction between relevance dimensions which can inform IR
system and user interface design.
In Section 2 we present some background about research in mul-
tidimensional relevance and Quantum Cognition. We then provide
an easy-to-understand description of the Stern-Gerlach experiment
in Section 3, followed by the construction of its cognitive analogue
in Section 4. The details of our user study are given in Section 5,
followed by an in-depth analysis of results in Section 6. We discuss
the implications of our findings to IR in Section 7. Finally, Section
8 concludes the paper.
2 BACKGROUND
2.1 Multidimensional Relevance
Several works have investigated different factors, other than the
query-document topical match, which users might consider in as-
sessing relevance. One of the earliest works [9] investigating dif-
ferent relevant criteria identified 38 variables which effect relevant
judgement. Later on, several studies were carried out in which
users were asked to specify their judgement criteria [1, 2, 23, 24, 27].
Scores of criteria such as depth/scope, accuracy, presentation qual-
ity, currency, tangibility, reliability, etc. were reported by users. In
recent years, certain criteria or ’dimensions’ are widely accepted as
the most important considerations for user judgements of relevance.
These include reliability [25, 34, 43, 47], understandability [26, 51],
novelty [7, 49], effort [20, 40, 48], etc. A multidimensional relevance
model was proposed [46, 50] which defined five such dimensions
and was extended to seven dimensions in [22], including ’interest’
and ’habit’ dimensions. [21] reported positive correlations between
multiple relevance dimensions and user experience measures. Rele-
vance judgement as an aggregate of the judgements under different
dimensions was investigated in [12, 13]. Dynamic fusion of rel-
evance of different dimensions for ranking across sessions was
proposed in [39]. Thus we see that over the years research into
multidimensional relevance has enriched our understanding of rel-
evance and continues to inform search ranking and user behaviour
understanding in IR.
2.2 Quantum Cognition
In the field of cognitive science, human cognitive states are approxi-
mated through the process of elicitation, with one assumption being
that these internal states hold pre-defined values and elicitation
acts to merely reveal such pre-existing values. However, research
over the past few decades suggests that people’s preferences or
beliefs are often constructed during elicitation or judgement rather
than read out from a pre-existing, definite state [35]. The outcome
of such a process of judgement also depends upon the context of
judgement and the act of observation changes the internal state of
belief. This has an analogue with the measurement of quantum sys-
tems which exist in an indefinite (superposition) state where the act
of measurement creates a definite state. This analogy can be applied
to certain fallacies in decision-making such as cognitive biases [37]
and order effects [18] which can be explained in terms of Quantum
Interference and Incompatibility [6, 28, 36]. An Order effect is a
phenomenon frequently encountered in human decision making
where the different order of questions or evidences lead to different
answers or decisions. Recently, order effects have been modelled us-
ing the mathematical framework of Quantum Theory [36, 42]. The
fundamental advantage of using the quantum mathematical frame-
work to model order effects lies in the use of a non-commutative
algebra where events are represented by operators which do not
necessarily commute with each other.
The first study to consider interaction between relevance dimen-
sions in terms of order effects was [4]. In this work, the order of
consideration of relevance criteria was found to manifest order
effects. Thus, for example, the answer to the question about Re-
liability of a document was different when it was asked after the
question of Understandability, than when asked first. Order effects
in the presentation order of documents have been studied previ-
ously [8, 14, 19, 41, 45]. The effect of order of relevance dimensions
on clicked documents in query logs was investigated in [38].
3 THE STERN-GERLACH EXPERIMENT
The Stern-Gerlach experiment (S-G) was one of the first experi-
ments to show the necessity of a radical departure of modelling
microscopic data from existing formalisms [29].
Consider a quantum system, say an electron. We focus on a
particular property of an electron called the spin. A spin of an
electron has two possible values - up or down (positive or negative).
The spin is a magnetic property and it is possible to measure it by
subjecting an electron beam towards the two poles of a magnet
placed in a particular orientation. Those electrons which deflect
towards the North pole of the magnet can be attributed, say, a
positive spin and those who are deflected towards the opposite pole
are said to have been in the negative spin state.
Now consider the series of experiments as shown in figure 1. In
the first setup (1.a), the negative spin electrons (S−z ) coming out from
the Z-axis apparatus are blocked and the spin positive electrons
(S+z ) are made to pass along the Z-axis apparatus once again. As
expected, the output from the second Z-axis apparatus are all S+z
electrons. However, if instead of the second Z-axis apparatus, we
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put magnets along the X-axis, we find that half of the S+z electrons
deflect to the negative pole of the magnet (S−x ) and half deflect
towards the positive pole of the magnet kept along the X-axis (S+x ).
Thus, the positive or negative spin of an electron is not independent
of the choice of measurement axis. Some of the electrons deflected
towards the positive pole when measured along Z-axis are also
getting deflected along the negative pole when measured along the
X-axis. Things get weirder in setup 1(c). A third Z- apparatus placed
in the line of the S+x electron beams shows presence of two beams -
for the S+z and S−z spin states. This is despite that fact that S−z was
blocked after the first apparatus. It can be said that themeasurement
of S+x component by the apparatus along the X-axis influences (in
this case, completely destroys) any previous information about S+z
and S−z ( i.e. the fact that we had all electrons in positive spin with
respect to Z-axis and no S−z components).
In order to understand these results more clearly, we construct
a model of these electron spins. We use the bra-ket notation to
represent vectors. Any complex valued vector A is represented as
a ket - |A⟩ and the complex conjugate of A is a bra vector - ⟨A|.
The inner product of two vectors A and B is calculated by taking
the product of the bra of one vector and the ket of another - ⟨B |A⟩.
The norm of a vector is written as | ⟨A|A⟩ |1/2. As we saw, the S+z
electrons split equally into two directions when subject to magnets
along X-axis, we represent the S+z state of an electron as a linear
combination of the states S+x and S−x :S+z 〉 = 1√2 S+x 〉 + 1√2 S−x 〉 (1)
where the coefficients of state vectors
S+x 〉 and S−x 〉 are called
probability amplitudes and the square of these coefficients give the
probability of finding an electron in a particular state. Here, an
electron in
S+z 〉 state is said to be in both S+x 〉 and S−x 〉 states at
the same time, a concept called Superposition. Similar experiment
with S−z leads us to: S−z 〉 = 1√2 S+x 〉 − 1√2 S−x 〉 (2)
It is worth noting that the vectors
S+i 〉 and S−i 〉 are orthogonal and
therefore we have
〈
S+i
S−i 〉 = 0. Using this property, we can also
express the X-axis spin states in terms of Z-axis spins:S+x 〉 = 1√2 S+z 〉 + 1√2 S−z 〉 (3)S−x 〉 = 1√2 S+z 〉 − 1√2 S−z 〉
This explains our observation that the S+x component from the
second apparatus had both the S+z and S−z components. On careful
examination of Equations 1,2 and 3, we see that a definite state
along Z-axis, say
S+z 〉, is an indefinite state along the X-axis (as it
is an equal superposition of both positive and negative spins). One
cannot jointly determine both the Z and X component of the spin
of the electron. These two properties are thus incompatible with
each other.
To round up our explanation of the fundamentals of Quantum
Theory through the S-G experiment, consider that instead of mea-
suring along X-axis, we position the magnets along the Y-axis. We
find a similar, symmetrical behaviour of electron spins such that we
can consider the spin along the Y-axis to be in a superposition or
linear combination of positive and negative spins along the Z-axis.
So, we can represent the electron spin states along the Y-axis in
terms of the states along Z-axis as:
S+y 〉 = 1√2 S+z 〉 + 1√2 S−z 〉 and
similarly for spin negative state along Y-axis. However, this makesS+y 〉 = S+x 〉, but we know that the spin state of the electron along
Y-axis exists separately as they get deflected onto the magnetic
poles when aligned along the Y-axis. In order to resolve this issue,
Quantum Theory turns towards complex numbers. We can repre-
sent the probability amplitudes of the states as complex numbers.
Thus for the spin state along the Y-axis, we can write:S+y 〉 = 1√2 S+z 〉 + i√2 S−z 〉 (4)S−y 〉 = 1√2 S+z 〉 − i√2 S−z 〉
Thus a two-dimensional vector space needed to describe the two-
valued spin states of an electron along three different axis must be
a complex vector space.
Figure 1: Stern-Gerlach Experiment
4 COGNITIVE ANALOGUE OF THE S-G
EXPERIMENT
4.1 Experiment Description in the Context of
Relevance
The cognitive analogue to the S-G experiment was originally dis-
cussed in [15]. In order to draw an analogy of the electron spin
states in terms of human judgements, we consider the two-valued
spin data to be equivalent to the yes/no answer data. The measure-
ment along the different axes are equivalent to making judgements
along different perspectives. So, for relevance judgements, one can
consider positive spin and negative spin outcomes to be decisions
of relevance and non-relevance respectively. The different axes are
the different dimensions of considering relevance. Just like spin
of an electron is not an independent quantity and depends on the
axis of measurement, similarly relevance of a document cannot be
assumed to exist independently of choice of dimension considered.
A document may appear relevant when considering the topicality
dimension but the users may be uncertain about its Reliability or
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Understandability. In our experiment, we consider three dimensions.
Topicality - whether the information contained in the document
is related to the topic of the query, Reliability - whether the user
would rely on the information obtained from the document, and
Understandability - how easy is it to understand the information
presented in the document. We represent the cognitive state of a
user before judging a document as:
|S⟩ = t |T+⟩ +
√
1 − t2 |T−⟩ (5)
where |T+⟩ represents the cognitive state of a user judging the
document as topically relevant (with probability t2) and |T−⟩ repre-
sents the state of a user judging the document as topically irrelevant
(with probability 1 − t2). We could have represented the state |S⟩
in terms of Reliability or Understandability states, but we choose
the Topicality basis as the standard basis of representation. Simi-
larly, we can represent the Understandability basis in terms of the
Topicality basis as:
|U+⟩ = u |T+⟩ +
√
1 − u2 |T−⟩ (6)
|U−⟩ =
√
1 − u2 |T+⟩ − u |T−⟩
Note that |U−⟩ is constructed using the orthogonality constraint
of |U+⟩ and |U−⟩. Here u2 is the probability that users judge a doc-
ument Understandable, given that they also consider it as Topical.
Further, in order to express Reliability dimension in terms of its
interaction with the Topicality perspective, we write:
|R+⟩ = r |T+⟩ +
√
1 − r2eiθr |T−⟩ (7)
|R−⟩ =
√
1 − r2e−iθr |T+⟩ − r |T−⟩
where, recall from Section 2, the need of using a complex probability
amplitude for the third measurement basis. Thus, we need four
parameters in order to construct the Hilbert space - t ,u, r and θr .
We intend to find these parameters by asking three sequential
questions of each user analogous to performing measurements
along different axes of the spin for a beam of electrons.
For an initial state of the system |S⟩, the probability of event |A⟩
in the quantum framework is given by P(A) = | ⟨A|S⟩ |2 i.e., square
of projection of vector |S⟩ onto vector |A⟩. Note that the notation
⟨A|B⟩ is the inner product of two vectors. The probability for event
A followed by B is given as [5]:
P(B,A) = | ⟨B |A⟩ |2 | ⟨A|S⟩ |2 (8)
which is read from right to left as projecting the initial state |S⟩ to
the vector for event A and then projecting this state (to which the
initial state has collapsed) onto the state vector for event B. The
quantum framework does not define joint probability of events A
and B as, in general, P(A,B) , P(B,A). As we can see P(A,B) =
| ⟨A|B⟩ |2 | ⟨B |S⟩ |2, which for ⟨A|S⟩ , ⟨B |S⟩ is not equal to P(B,A)
in Equation 8. Note that we use the notation P(B,A) to refer to the
probability of the sequence A− > B, i.e. B takes place after event A.
4.2 Experimental Design
Our experiment thus consists of the following steps:
(1) We first prepare a user’s cognitive state into one of |T+⟩ or
|T−⟩ states by asking a user whether a document is topically
related to the query or not. This consists of projecting the
user’s cognitive state |S⟩ onto the vectors |T+⟩ and |T−⟩.
Thus the probability of obtaining a positive response on
asking the question about topicality from a user is given as
P(T+) = | ⟨T+|S⟩ |2 = t2. We can thus obtain the value for t .
(2)(a) Next, we take the users who answered yes to the topicality
question and ask them about the understandability of the
document. We can obtain the probability P(U+,T+). This
is represented in the Hilbert space as
P(U+,T+) = | ⟨U+|T+⟩ |2 | ⟨T+|S⟩ |2 = u2 ∗ t2 (9)
(Note from Equation 6 that ⟨U+|T+⟩ = u). We thus obtain
value of u.
(b) Instead of asking the question about understandability,
if we take some of the users who respond positively to
topicality and ask them about reliability of the document,
we can calculate the probability
P(R+,T+) = | ⟨R+|T+⟩ |2 | ⟨T+|S⟩ |2 = r2 ∗ t2 and thus
obtain the value of r .
(3) Nowwe are left with figuring out the value of θr . This is done
in the following way - those users who answer positively
to topicality and understandability questions are asked the
third question about reliability. Thus
P(R+,U+,T+) = | ⟨R+|U+⟩ |2 | ⟨U+|T+⟩ |2 | ⟨T+|S⟩ |2 (10)
Note that ⟨R+|U+⟩ is a complex quantity and its square is
calculated by multiplying it by its complex conjugate. Thus
| ⟨R+|U+⟩ |2 = ⟨U+|R+⟩ ⟨R+|U+⟩. Hence we have,
⟨U+|R+⟩ = (u ⟨T+| +
√
1 − u2 ⟨T−|) × (r |T+⟩ +
√
1 − r2eiθr |T−⟩)
(11)
= ur +
√
(1 − u2)(1 − r2)eiθr
⟨R+|U+⟩ = | ⟨U+|R+⟩ |+
= ur +
√
(1 − u2)(1 − r2)e−iθr
Finally,
⟨U+|R+⟩ ⟨R+|U+⟩ = (ur )2+(1−u2)(1−r2)+2ur
√
(1 − u2)(1 − r2) cosθr
(12)
Now, we know u and r from previous steps, the probability
P(R+,U+,T+) obtained from the experimental data helps us
to calculate the value of θr
5 EXPERIMENT
5.1 Participants
We recruited 300 participants for a user study using the online
crowd-sourcing platform Prolific (prolific.ac). The only pre-screening
criterion for participating in the study was a cut-off of 96 percent
approval rate. Approval rate for a participant in Prolific is the frac-
tion of submitted responses approved. The participants were paid
at a rate of £7.08 per hour. Data of 5 participants was excluded as
they completed the study in much less time than the minimum
duration assumed for proper responses. The questionnaire was
designed using the Qualtrics platform (qualtrics.com/uk). Proper
consent was sought and they were also informed that data protec-
tions laws are being complied with. The study was approved by
The Open University UK’s OU Human Research Ethics Committee
with reference number HREC/3063/Uprety.
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Query Information Need Source
Radio Waves and Brain Cancer Look for evidence that radio waves from radio towers or mobile phones affect brain cancer occurrence TREC 2005 Robust track (310)
symptoms of mad cow disease in humans Find information about mad cow disease symptoms in humans TREC 2013 Web Track (236)
educational advantages of social networking sites What are the educational benefits of social networking sites? TREC 2014 Web Track (293)
Table 1: Selected queries and their descriptions
5.2 Material
The participants were shown three queries and one document snip-
pet for each query as it appears in popular search engines like
Google and Bing. The queries and description of the information
need (IN) were shown as consistent with the TREC style, as listed
in Table 1. The document snippets were constructed manually by
altering particular aspects of existing documents obtained in order
to introduce both uncertainty in judging with respect to a particular
dimension and also incompatibility between the dimensions.
For instance, Figure 2 shows the snippet for the first query. The
source URL is created in a way as to create some uncertainty about
the reliability of the source. In the same way, the title of the docu-
ment does not explicitly reflect that it is about the topic of the query
and it is also not easy for everyone to understand the information
in the body of the snippet. An uncertain user might answer nega-
tively to the topicality question (attains the definite |T−⟩ state), but
on being asked to consider the understandability dimension, the
user might read the snippet body carefully which can influence the
user to become uncertain about topicality again. Similar criteria
was followed in designing the document snippets for the other two
queries, which could not be shown here due to limited space. The
three queries chosen thus allowed us to design document snippets
to exhibit these characteristics.
Figure 2: Snapshot of a document
Parameter Query 1 Query 2 Query 3
P(T+) 0.7622 0.6736 0.8993
P(U+,T+) 0.4405 0.5416 0.8724
P(R+,T+) 0.4609 0.4857 0.5616
P(R+,U+,T+) 0.2587 0.4513 0.6442
P(R+,U−,T+) 0.1188 0.0694 0.0000
P(U+,R+,T+) 0.2765 0.4285 0.5410
P(U+,R−,T+) 0.1560 0.0857 0.2739
t2 0.7622 0.6736 0.8993
u2 0.5779 0.8041 0.9701
r2 0.5462 0.7311 0.6456
θr 80.62 deg 56.79 deg 51.43 deg
Table 2: Parameter values and associated probabilities
5.3 Procedure
The participants were shown the query and the document and after
that asked the following questions:
(1) Is the document about the topic of the search query? (T)
(2) Is it easy to understand the information presented in the
document snippet? (U)
(3) Would you rely on the information presented in this docu-
ment? (R)
Note that a between subjects design was carried out and the partici-
pants were uniformly split into two groups - one group asked ques-
tions in the TUR sequence, which is used to calculate parameters u
and θr , by calculating probabilities P(U+,T+) and P(R+,U+,T+).
The other group asked questions in the TRU sequence, in order
to calculate the parameter r , by calculating P(R+,T+). The par-
ticipants were shown the next question only after answering the
current question, so that they their answers are not primed by
seeing all the three questions.
6 RESULTS AND DISCUSSION
Some of the probabilities obtained and the required parameter val-
ues for constructing the Hilbert space are shown in Table 2. As we
see, we get the complete two-dimensional Hilbert space involving
the 3 real parameters and the complex phase θr . 3 questions are
necessary because it implies measurement along 3 different basis
which gives rise to the need for complex number representation.
The existence of a superposition state signifies that initially a user
does not exist in a definite state of judgement with respect to an
information object. When a particular question is asked or is con-
sidered in the user’s mind, e.g. about reliability, this uncertainty
resolves and the user’s cognitive state collapses to one of two values
of relevance or non-relevance.
6.1 Wigner Function
We constructed a complex-valued Hilbert space to model the user
cognitive state for decisions from incompatible perspectives. In
doing so, we utilised the mathematical framework of quantum
theory. An important question to ask is why do we need quan-
tum theory to model such a decision-making scenario? We verify
the "quantumness" of the model using a criterion in quantum the-
ory which distinguishes between quantum and classical statistics
in the data. Quantum theory has a range of such criteria, one of
which is the discrete Wigner function [17, 44]. Wigner functions
are quasi-probability distributions which map quantum states to
a phase space. Quasi-probability distributions relax some of the
axioms of the Kolmogorov probability theory, the highlight being
the existence of negative probabilities in the distribution for states
which do not have a classical model. The discrete Wigner function
distribution is given as:
W =
(
1 + rx + rz 1 − rx + rz
1 − rx − rz 1 + rx − rz
)
(13)
where rx = 2∗
√
t2(1 − t2) and rz = 2∗t2−1. We omit the derivation
due to lack of space but the reader can refer to [15]. The Wigner
function for the three query-document pairs is obtained as:
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W1 =
(
0.5939 0.1683
−0.0939 0.3317
)
W2 =
(
0.5712 0.1024
−0.0712 0.3976
)
(14)
W3 =
(
0.6001 0.2992
−0.1001 0.2008
)
The negative values in the Wigner function distribution is an in-
dicator of quantum interference which shows that the statistics
generated by our Stern-Gerlach type experiment are quantum sta-
tistics and thus a quantum model is needed to model such data. As
discussed before, the interference effects are due to the incompat-
ibility between decision perspectives. The decision of reliability
interferes with that of understandability, for example.
6.2 Incompatibility
In Quantum Theory, incompatibility of measurements can be rep-
resented in the form of non-commutating operators. Operators are
matrices which encapsulate ameasurementwhich can be performed
on a quantum state. Measuring a property of a system generates
an event. We can construct operators by first constructing their
eigenvectors, also called projectors. The projector of an event A is
represented by the outer product of the vector corresponding to
A with itself, i.e |A⟩ ⟨A|. In the complex-valued two-dimensional
Hilbert space we constructed, we have 3 basis, corresponding to
T ,R andU questions/measurements. We assume Topicality as the
standard basis, and hence the orthogonal vectors |T+⟩ and |T−⟩
are given as:
|T+⟩ =
(
1
0
)
|T−⟩ =
(
0
1
)
(15)
Thus the projector for event T is given by:
|T+⟩ ⟨T+| =
(
1 0
0 0
)
|T−⟩ ⟨T−| =
(
0 0
0 1
)
(16)
The two projectors form the eigen vectors of the operator for the
event T with eigen values +1 and −1. Thus we have the operator T
as : Tˆ = |T+⟩ ⟨T+| − |T−⟩ ⟨T−| (17)
=
(
1 0
0 −1
)
Combining Equations 15 and 6, we can write the vectors for
eventU as: |U+⟩ =
(
0.7601
0.6496
)
|U−⟩ =
(
0.6496
−0.7601
)
(18)
Thus we get the operators forU and R for query 1 as:
Uˆ =
(
0.1558 0.9874
0.9874 −0.1558
)
Rˆ =
(
0.0924 0.9955ei80.62
0.9955e−i80.62 −0.0924
)
(19)
We find that all the three operators do not commute pairwise -
[Tˆ , Uˆ ] , 0, [Tˆ , Rˆ] , 0, [Rˆ, Uˆ ] , 0 for the three queries. The con-
sequence of incompatibility is that it is not possible to form joint
distributions over answers involving incompatible questions. Thus
P(T = +,R = +) is not defined because it will be different if order
of questions are different, i.e., P(T = +,R = +) , P(R = +,T = +).
This is where the advantage of using the Quantum framework
lies. In classical probability, events always commute and thus order
effects cannot be modelled. Order effects are bound to occur when
the relevance dimensions are considered in different orders. From
a cognitive point of view, a user is unable to be in a certain state of
decision using two relevance criteria. Certainty in one relevance
criterion does not imply certainty in another incompatible crite-
rion. The method of constructing incompatible operators formally
establishes and predicts order effects.
6.3 Interference between Dimensions
Our main research question is to investigate the effect of consider-
ation of one dimension on the judgement with respect to another
dimension. More specifically, in our experiment, we are testing
the interaction between Understandability and Reliability. We ask
all users the question of Topicality first because Topicality is gen-
erally the foremost criterion of judging a document. We suspect
that judgement of Reliability will be effected by whether or not
Understandability has been considered. By consideration of Un-
derstandability, it is meant that the user has made an effort in
comprehending the content of the document.
In Table 3, we compare the probability of answering ’Yes’ to Re-
liability question after the Topicality question, with the probability
obtained had Understandability been answered before. We see that
when users are unable to understand the document, they do not
find it reliable either. Statistically significant results are reported
for queries 1 and 2, shown in bold font in the table (Chi-square two
tailed test of the equality of proportions, α = 0.05). On the other
hand, although we see that having comprehended the information
better increases the probability of judging it more Reliable, the
increase in probability is not statistically significant.
We also see that Reliability has a similar effect on Understandabil-
ity as shown in Table 4. Those users who do not find the documents
Reliable don’t find it Understandable either. Intuitively one feels
that Understandability should be independent of the Reliability of
the document, but the data shows the dependence. We hypothesise
that users who do not find the document Reliable do not make
much effort to judge the Understandability dimension and hence
the high correlation.
Interference is another implication of incompatibility in decision
making which is witnessed in decision data as Law of Total Proba-
bility (LTP) violation. For the participants who have answered the
question about ’Understandability’ first and then ’Reliability’, we
calculate the probability of answering ’Yes’ to ’Reliability’ using
the law of total probability (LTP) as:
Pu (R+,T+) = P(R+,U+,T+) + P(R+,U−,T+) (20)
The probabilities on the two sides of the above equation are calcu-
lated from the data and reported in Table 5. We see that Pu (R+) ,
P(R+). However, none of the results are statistically significant. We
suspect that even when users are judging Reliability without being
asked about Understandability, some of them do consider it in their
mind (also due to learning from judging the first query). This is
equivalent to being asked the question about Understandability as
a form of self-elicitation which creates a definite belief state with
respect to Understandability. Therefore we do not see a statistically
significant difference in the probabilities in the two situations. As
such, it is difficult to segregate judgements made by only consid-
ering Reliability, from those considering Understandability before
Reliability. However, when they do consider Understandability be-
fore Reliability, it does make a difference in judgement of Reliability
(as discussed in the above two paragraphs).
Note that the calculation of Pu (R+,T+) in the quantum frame-
work incorporates the interference term, which is a function of
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the complex phase θr , which is able to model this interference in
experimental data.
Pu (R+,T+) = P(R+,U+,T+) + P(R+,U−,T+) + Int(θr ) (21)
Q1 Q2 Q3
P(R+|T+) 0.5462 0.7311 0.6456
P(R+|U+,T+) 0.5872 0.8332 0.7384
P(R+|U-,T+) 0.3692 0.5261 0.0000
Table 3: Effect of Understandability on Reliability
Q1 Q2 Q3
P(U+|T+) 0.5779 0.8040 0.9701
P(U+|R+,T+) 0.5999 0.8822 0.9633
P(U+|R-,T+) 0.4074 0.4801 0.8887
Table 4: Effect of Reliability on Understandability
Query P(R+,T+) Pu (R+,T+)
Query 1 0.3775 0.4609
Query 2 0.5207 0.4857
Query 3 0.6442 0.5616
Table 5: Interference as violation of LTP
7 IMPLICATIONS TO IR SYSTEM DESIGN
This study and previous studies on order effects in IR show 1) Con-
sideration of a particular relevance dimension has an effect on
judgement of a subsequent dimension, 2) The order of considera-
tion of these dimensions effects the final judgement. The role of an
IR system is to provide the user with relevant information which
helps the user accomplish some task or make a well-informed deci-
sion. Therefore, it is important that users are able to reconcile the
different dimensions of relevance in a way which enables them to
select the most relevant information for their need.
There are a few different ways in which IR systems can either
circumvent or exploit the interference and incompatibility effects,
accordingly so as to maximise the probability of the user finding rel-
evant information. Firstly, IR systems can help reduce uncertainty
in judging information objects by providing the users extra infor-
mation about different relevance dimensions. For example, a news
retrieval system can provide, along with each article, a score for di-
mensions like credibility, readability (understandability), factuality,
opinionated-ness, etc. These scores of Information Nutrition [16]
can be calculated based on information object content, or/and be
collected through user provided data. This can help users reduce
uncertainty in judging the information or information object, and,
more importantly make them consider the optimised sequence of
dimension in order to make the best possible judgement.
Secondly, the order of consideration of relevance dimensions by
a user can be ascertained and documents be ranked in that order.
For example, for the query ’Game of Thrones news’, a popular Tele-
vision series, a cautious user might look for highly reliable articles
but a more adventurous user might consider articles which appear
’Interesting’, talking about different conspiracy theories or spoilers
about the TV show, the credibility of such articles being a secondary
criterion. The IR system can present documents according to the
dimensional preference of the user if it is able to profile the user
appropriately. On other hand, the order of preference of relevance
criteria might be largely independent of the user but depend upon
the type of information need, e.g., for ’Visa to US’ queries, users
may always prefer reliability of the source as the first criterion
to judge (along with topicality, of course). A related approach has
been proposed in [12, 13] where, taking inspiration from the Multi-
Criteria Decision Making (MCDM) approach in the area of Decision
Theory, a prioritised aggregation operator is defined for different
types of users. Our work informs this approach by exploring the
dynamic interaction between the relevance dimensions themselves.
Thirdly, this work would also inform the design of relevance
assessment collection procedure. The annotators could be given a
list of relevance dimensions and asked to rate the relevance of a doc-
ument along each of these dimensions, apart from a final relevance
judgement. This will help us capture more context surrounding
the relevance assessment of a document. Also, instead of having a
fixed list, they can choose the order of dimensions. This method
can reveal whether users prefer a particular order and whether hav-
ing a fixed order or a random order of dimensions considered for
relevance judgement lead to the same or different final judgement.
Lastly, the construction of the Hilbert space-based user model
offers a principled mathematical modelling approach to user studies
in IR. Not only do we investigate user behaviour in multidimen-
sional judgement, we parallelly construct a vector space model in
order to be able to predict such behaviour.
8 CONCLUSION AND FUTUREWORK
In this study we have attempted to investigate the interaction be-
tween select relevance dimensions in the form of context effects.
The experiment is designed in a way so as to capture these context
effects. A formal model using a complex-valued Hilbert space for
the user’s cognitive state is constructed. Our hypothesis that rel-
evance dimensions effect each other is shown by the presence of
incompatibility and interference/context effects. To our knowledge,
this is also the first work in quantum-inspired IR where complex
numbers arise naturally in decision making. For our future work,
we intend to investigate different forms of interactions between
relevance dimensions and work towards building fusion models for
multidimensional relevance by making use of the complex Hilbert
space model. This will help in building more accurate user models
for decision fusion under incompatibility and also inform the users
to make best possible judgement.
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