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II. INTRODUCTION
The increase in electric power demand, the integration of renewable energy, the focus on emission reductions from fossil based power generation plants and the shift towards a more decentralized power system has resulted in a greater need for real-time power system monitoring and control. Phasor Measurement Units (PMUs) are considered as one of the enabling technologies for real-time applications that may allow power system operation closer to its capacity limits while maintaining system security. They are capable to report time synchronized measurements of voltage and current phasors together with frequency at a high rate (50/60/100/120 messages per second). PMUs utilize the IEEE C37.118.2 standard to stream out synchronized phasor measurements. The development and implementation of Wide-Area Monitoring, Protection and Control Systems (WAMPAC) exploiting synchronized phasor measurement data has seen a significant increase in the last few years. In the Nordic region there have been continued efforts for the development of WAMPAC with emphasis on enhanced power system monitoring and control.
In 2011, Nordic Energy Research 1 funded the STRONg 2 rid project under its Sustainable Energy Systems 2050 program 2 . Several Nordic universities and TSOs collaborated in this project with the objective of developing better tools for operation and control of power grids interconnected across traditional national boundaries and at various voltage levels. The project was divided into different work packages allowing different partner universities and TSOs to work together on different aspects of the project. One of the major work packages within the project is "WP2: Wide Area System Development Platform" which is coordinated by KTH SmarTS Lab and aims at establishing a common platform comprised of real-time simulators, PMUs, PDCs and ICT infrastructure to carry out WAMPAC application research. This paper focuses on the key achievements in the deployment of the "Wide Area System Development Platform" lead by KTH SmarTS Lab and Statnett SF. The accomplishments to date include the establishment of the Smart Transmission System Laboratory [1] at KTH and the deployment of a PMU network within the partner universities. Furthermore, different tools and applications related to WAMPAC [2] were developed by utilizing a synchrophasor software development kit and deployed PMU network and laboratory.
The remainder of this paper is organized as follows: Section III provides information about the general architecture of the SmarTS-Lab. Section IV presents the architecture of the PMU network deployed within the partner universities. Section V describes the developed WAMPAC applications and tools, while in Section VI, conclusions are drawn. In order to achieve the objectives of the STRONg 2 rid project, a Smart Transmission System Laboratory (SmarTSLab) was established at KTH. The laboratory is fully equipped with hardware and software systems for developing and analyzing synchrophasor-based software applications. This section gives an update on the implemented architecture reported in [1] .
The overall architecture of SmarTS-Lab is shown in Figure  1 . The power system is simulated using Opal-RT eMEGAsim Real-Time Simulators (RTS) [3] . The configuration of the RTS allows simulating a fully detailed model of a power system as big as 500 buses at a step size of 50 µsec. The analog voltages and currents of the desired buses can be sent either hardwired or by using IEC 61850-9-2 [4] sampled values to the PMUs and protection relays. For the hardwired approach, the low-level analog signals from the RTS are fed to SMRT-1 amplifiers from Megger [5] to step up the level to 110 V and 1 A which are the standard inputs for the secondary injections of CT and VT modules of protection relays and PMUs. The amplified analog signals from amplifiers are fed to the analog inputs of the PMUs and protection relays. The RTS also provides the facility to send the primary analog measurements as sampled values over the Ethernet. In this case, the RT-Lab library from Opal-RT allows one of the ports of RTS to act as a merging unit and streams out sampled values at 80 samples / cycle complaint to the IEC 61850-9-2 LE standard. In the laboratory setup, two line differential relays [6] together with the RTS implement the process bus.
Once the primary analog measurements are sent to the PMUs and protection relays, the PMUs compute synchrophasors and stream data over Ethernet to Phasor Data Concentrators (PDCs) [7] . The time synchronization signal to the PMUs and protection relays is provided in IRIG-B [8] format from a substation clock [9] which receives GPS signals from the antenna mounted at the roof of the laboratory. The PMUs from SEL are also protection relays [10] which can be used to perform protection functions. The trip signals from these protection relays can be either sent hardwired to the RTS or can be sent as GOOSE messages (IEC 61850-8-1) [11] . All the relays can be configured as backup protections for each other using GOOSE coordination. The complete description of utilizing the laboratory setup for station bus and process bus is presented in [12] and [13] respectively.
In addition, the laboratory is also equipped with stand-alone protection relay test set Freja-300 [14] which can provide secondary injections to protection relays and PMUs to validate the protection settings and synchrophasor computation accuracy. Similarly an IEC 61850-8-1 stand-alone test set GOOSER [15] allows validating the station bus implementation in the laboratory. All this data (GOOSE messages and synchrophasor data) is transmitted over the Ethernet using a managed switch. This provides the flexibility to separate GOOSE traffic from synchrophasor traffic.
Synchrophasor data from all the PMUs is concentrated, time aligned and streamed out as individual streams by a SEL-5073 Phasor Data Concentrator [16] . The laboratory has a functional openPDC installation and a redundant SEL-PDC with local historians to archive PMU data being received by local PMUs in the laboratory, by other partner universities and TSOs involved in the project.
One of the outputs of the PDC stream is sent to SEL 5078-2 Synchrowave Central software [17] [18] (see Section V.A). This software unwraps the PDC streams and allows raw measurements of phasor, analog and digital quantities available in the PDC streams. S 3 DK provides these measurements in the Labview environment [19] which makes it convenient to develop real-time PMU-based applications as described in Section V.A.
IV. UNIVERSITY PMU NETWORK
In order to obtain synchronized phasor measurements from the Nordic region, each partner university deployed a PMU at their laboratories along with a local PDC to send and receive synchrophasor streams to other partner universities. The overall architecture of the synchrophasor PMU network is shown in Figure 2 . Each partner university sends only its PMU stream to all other partners. The advantage of this architecture over a centralized architecture (with a single PDC receiving PMU streams) is that PDCs installed locally allow data archiving and real-time access for all partners' synchrophasor data for application development. Also, if there is a malfunctioning of a PDC at any partner university, only that local PMU stream will be affected and all other partners will keep receiving the rest of the PMU streams. All the partner universities opted for PMUs from SEL, ABB or the NI-cRIO. The PDCs were procured from SEL model SEL-5073 [16] . Figure 3 shows the synchrophasor data available through the deployed PMU network.
V. DEVELOPED WAMPAC APPLICATIONS
With the establishment of SmarTS-Lab and, the deployment of the PMU network and distribution of PMU streams among the partner universities, the synchrophasor data was utilized to develop WAMPAC applications. This section summarizes some of the tools developed in this project.
A. Statnett's Synchrophasor Software Development Kit (S 3 DK) for Real-Time Synchrophasors Applications
The S 3 DK [18] facilitates researchers to manipulate realtime synchrophasor data in the LabView environment and provides access to raw measurements of all the analog, digital and phasor quantities available in PMU/PDC streams. It also provides a library of functions as graphical blocks for realtime data manipulation. This toolkit allows fast prototyping testing in a real-time environment, and liberates researchers from complex and time-consuming synchrophasor data handling. The toolkit is fully compatible with the IEEE C37.118.2 format which makes it completely vendor independent, and thus can receive any PMU / PDC stream which is outputting data using this protocol.
B. Mode Meter
The developed application utilizes spectral algorithms to identify peaks in the spectrum and identify power system eigenvalues through measurement-driven models [20] . The synchrophasor data from the university PMU network is accessed in the Labview environment using S 3 DK and then Labview libraries are utilized to incorporate various spectral estimation algorithms. These include (1) Welch's, (2) Auto regressive and (3) Auto Regressive (AR) method with Moving Average (ARMA) methods. The screenshot of the GUI of the developed application is shown in Figure 4 . The upper part of the mode meter interface shows the measured signal in a timemoving panel (a frequency signal in this case). The second part shows the change of the spectrum through time, what is referred to as a spectrogram. The bottom right part of the interface shows average spectrum computed using longer data records (up to two hours).
C. Web-based Monitoring Tool
In order to facilitate other partner universities with real-time monitoring display of the synchrophasor data available in the deployed PMU network, a Labview based application was developed. This application allows to monitor the voltage, frequency and status of the PMUs in real-time. The GUI of the developed application was published over the internet using web publishing tools [21] from Labview. The generated web address link was distributed among the partner universities which allowed them to monitor the synchrophasor data in real-time using a standard web browser. The screenshot of the GUI of the developed monitoring tool is shown in Figure 5 . 
D. Monitoring Applications for Smart Phones and iPad
To further facilitate the monitoring of synchrophasor data, applications were developed in Labview for both smart phones (iPhone) and iPad. For this purpose the synchrophasor data was transmitted over TCP/IP as network published shared variables [22] . These shared variables can be accessed from smart phones and iPad using the NI Data Dashboard application. The data flow for this monitoring application is shown in Figure 6 . The developed application and its interface for smart phones and tablets allows to monitor the frequency, voltage, current and status of the power system in real-time on mobile devices. Such application is useful to obtain an instant holistic view of the power system. New features such as the activation of alarm for operator's attention in the case when frequency, voltage or current violate limits, email notifications with a screenshot of the monitoring tool, etc. , are being developed within the application.
E. Wind Farm Oscillation Detection Application
In power systems with a strong share of wind power, phenomena of fast oscillations have been measured with PMUs, as described in [23] . The detection of such phenomena occurring at frequencies between 5 and 15 Hz is feasible with PMU measurements, which motivated the development of a PMU measurement based detection application. The software has been developed as a real-time application implemented in LabView with the S 3 DK. It has been successfully tested with HIL simulation, as described in [24] and with hardware emulation in [25] . A PMU network was deployed within the partner universities with local PDC installations to share the PMU streams with other partners. Several WAMPAC applications and tools exploiting synchrophasor measurements from the deployed PMU network have been developed, and can be utilized by TSOs for efficient and reliable monitoring of the Nordic power system.
The remaining challenge of this work package is to develop a closed-loop PMU-based application for inter-area oscillations control.
