We have developed a scheme that retrieves primary reflections in the two-way traveltime domain by filtering the data. The data have their own filter that removes internal multiple reflections, whereas the amplitudes of the retrieved primary reflections are compensated for two-way transmission losses. Application of the filter does not require any model information. It consists of convolutions and correlations of the data with itself. A truncation in the time domain is applied after each convolution or correlation. The retrieved data set can be used as the input to construct a better velocity model than the one that would be obtained by working directly with the original data and to construct an enhanced subsurface image. Two 2D numerical examples indicate the effectiveness of the method. We have studied bandwidth limitations by analyzing the effects of a thin layer. The presence of refracted and scattered waves is a known limitation of the method, and we studied it as well. Our analysis indicates that a thin layer is treated as a more complicated reflector, and internal multiple reflections related to the thin layer are properly removed. We found that the presence of refracted and scattered waves generates artifacts in the retrieved data.
INTRODUCTION
In standard migration images, strong artifacts can occur due to internal multiple reflections in marine (Hadidi and Verschuur, 1997; Van Borselen, 2002) and land seismic data (Kelamis et al., 2006) . Several schemes have been proposed to predict and subtract internal multiple reflections from measured data before the imaging procedure, such as internal multiple elimination (Berkhout and Verschuur, 2005) and inverse scattering series (ISS) (Weglein et al., 1997) . Internal multiple elimination is a layer-stripping method, and it requires the identification of multiple generators in the input data. The subtraction of the predicted internal multiple reflections has to be performed by a least-squares matching filter with a minimum-energy criterion. The minimum-energy criterion can unintentionally lead to reduction or elimination of primary reflections. The ISS-based method predicts internal multiple reflections, and it reduces the effects of internal multiple reflections in the image (Weglein et al., 1997; Ten Kroode, 2002; Löer et al., 2016) . A global or local matching filter is usually required to subtract the predicted internal multiple reflections from the measured data (Matson et al., 1999; Luo et al., 2011; de Melo et al., 2014) .
Recently, Marchenko redatuming has been introduced to retrieve the Green's function at a virtual receiver located inside the medium for sources at the acquisition surface. This can be obtained from focusing functions and the measured reflection response at the surface (Broggini and Snieder, 2012; Wapenaar et al., 2013 Wapenaar et al., , 2014a . By deconvolving the retrieved upgoing Green's function with the retrieved downgoing Green's function, a virtual reflection response with virtual sources and receivers in the subsurface can be obtained. This virtual reflection response forms the basis for obtaining the artifact-free image by extracting the zero-offset and zero-time component Wapenaar et al., 2014b) . It has also been shown that an artifact-free image can be obtained directly from the upgoing and downgoing parts of the focusing function (Slob et al., 2014; Wapenaar et al., 2014b) . Based on Marchenko redatuming and convolutional interferometry, an internal multiple reflection elimination scheme has been proposed by Meles et al. (2015) to predict internal multiple reflections with an approximate amplitude. Except for the 1D case, these variants of Marchenko redatuming require an estimate of the first arrival of the downgoing focusing function to be able to create a virtual receiver inside the medium. This estimation requires a smooth velocity model to be built before the method can be applied. Hence, the existing methods either re-quire model information in the prediction and subtraction of internal multiple reflections or predict the internal multiple reflections with erroneous amplitudes. Slob et al. (2014) show that, in a 1D medium, the unknown transmission effects can be eliminated from the initial downgoing part of the focusing function. This leads to the local reflection coefficient retrieved in the last event of the upgoing focusing function. For 3D media, van der Neut and Wapenaar (2016) and Zhang and Staring (2018) show that by projecting the focusing functions for all focusing points at a particular depth level back to a receiver location at the acquisition surface, the requirement of the estimation of the unknown initial downgoing focusing function is eliminated. In this paper, we combine the two ideas and propose to separate the internal multiple reflection elimination step from the imaging step.
The paper is organized as follows. In the "Theory" section, we start with the single-sided Green's function representations and show how the revised Marchenko equations with a new truncation operator can be derived and the initial downgoing part of the focusing function can be eliminated from the revised Marchenko equations. We then show how the last event in the upgoing part of the projected focusing function can be extracted as the primary reflection, corrected for transmission losses. We finally show how internal multiple reflections can be eliminated by filtering the data with itself. In this process, only the single-sided reflection response and the source time signature are required as input. Thus, we argue that the output of the current method is more convenient than the original data to perform velocity analysis, amplitude variation with offset analysis, and imaging.
In the numerical example section, we show two 2D examples and compare the shot gathers before and after internal multiple elimination. By comparing the amplitudes versus the traveltime of source-receiver pairs, the compensation for transmission losses is shown. The correct velocity model is used to migrate the data sets before and after internal multiple elimination using the same migration scheme in a complex subsurface model. A section about the limitations of the method investigates the effects of limited bandwidth with a thin-layer model. Refracted and scattered waves are not accounted for in the theory, and we also investigate the effects of their presence in the data.
THEORY
In this section, we derive the revised Marchenko equations from single-sided Green's function representations and project the focusing wavefield from an arbitrary depth level back to the surface, such that the process takes place entirely in the data domain. Based on these equations, we show how the transmission compensated primary reflection from the focusing depth level is present as the last event in the projected focusing wavefield. We continue by presenting the scheme of iterative internal multiple reflection elimination such that only the primary reflections with compensation for transmission effects are retained in the retrieved data set.
To develop the theory, we indicate time as t and the position vector of a spatial coordinate as x ¼ ðx; y; zÞ, where z denotes the depth and ðx; yÞ denote the horizontal coordinates. The acoustically transparent acquisition boundary ∂D 0 is defined as z 0 ¼ 0. For convenience, the coordinates at ∂D 0 are denoted as x 0 ¼ ðx H ; z 0 Þ, with x H ¼ ðx; yÞ. Similarly, the position vector of a point at an arbitrary depth level ∂D i is denoted as x i ¼ ðx H ; z i Þ, where z i denotes the depth of ∂D i . We express the acoustic impulse reflection response as R ∪ ðx 0 0 ; x 0 ; tÞ, where x 0 denotes the source position and x 0 0 denotes the receiver position. In practice, it means that the free-surface-related multiple reflections should be removed from the data, and the source time signature must be known. The focusing function f 1 ðx 0 ; x i ; tÞ is the solution of the homogeneous wave equation in a truncated medium and focuses at the focal point x i . We define the truncated medium between z 0 < z < z i . Inside the truncated medium and on its boundaries, the properties of the medium are equal to the properties of the physical medium. Outside the truncated medium, the truncated medium is reflection free. The Green's function Gðx i ; x 0 ; tÞ is defined for an impulsive source that is excited at x 0 and for a receiver positioned at the focal point x i . The Green's function is defined in the same medium as the measured data. The focusing and Green's functions can be partitioned into upgoing and downgoing constituents, and for this we use powerflux-normalized quantities (Wapenaar et al., 2014a) . We start with the 3D versions of one-way reciprocity theorems for flux-normalized wavefields, and we use them for the depth levels z 0 and z i . When the medium above the acquisition level z 0 is reflection free, the Green's function can be represented as (Slob et al., 2014; Wapenaar et al., 2014a) G − ðx i ; x 0 0 ; tÞ ¼
Superscripts þ and − stand for the downgoing and upgoing fields, respectively. The downgoing component of the focusing function f þ 1 ðx 0 ; x i ; tÞ is the inverse of the transmission response in the truncated medium (Wapenaar et al., 2013) . We can write the focusing function and the transmission response as the sum of a direct arrival part and a coda
where f and the last event in G þ ðx i ; x 0 0 ; −tÞ in equation 2, which coincide with each other (they have the same traveltime). We rewrite equations 1 and 2 with the help of equation 3, and this yields 
where t d denotes the direct one-way traveltime from a surface point x 0 0 to the focusing point x i and ε is a positive value to account for the finite bandwidth in time. Note that the time truncation operator in equations 5 and 6 is asymmetric and different from the standard Marchenko scheme ð−t d þ ε < t < t d − εÞ. As is shown in Figure 1 , the f − 1 and G − will be the same as they are in the regular case when the focusing point is far from a specific reflector. When the focusing point is close to the reflector (relative to the size of the wavelet), a choice has to be made. One should either regard the signal as belonging to f − 1 or G − . In Slob et al. (2014) and Wapenaar et al. (2014a) , the choice is made to put it in G − , and that means that the reflection event is moved to f − 1 only when the focusing point is half a wavelength below the reflector. Here, we choose the opposite: The event is put in f − 1 as soon as the focusing point is within half a wavelength above the reflector. The fact is that this choice has to be, and can be, made due to the finite frequency bandwidth of the wavelet. Wapenaar et al. (2014b) show that
where δðx H Þ is a spatially band-limited 2D delta function in space and δðtÞ is a delta function in time. 
with v − and v þ m defined as
where t 2 denotes the two-way traveltime from a surface point x 0 0 to the focusing level z i and back to the surface point x 0 0 0 . Note that with this step, the requirement of the estimation of the initial downgoing focusing function has been removed because f þ 1d has collapsed to a delta function after convolution with T d . The physical explanation of v − can be given as follows. Wapenaar et al. (2014b) give the relationship between two types of focusing functions as 
where R ∩ ðx i ; x 0 i ; tÞ is the reflection response of the truncated medium from below, with sources and receivers at ∂D i . Then, we rewrite equation 10 with the help of equations 12-14 as
where T inv is the inverse of T, and note that f þ 1 is the inverse of T as given by Wapenaar et al. (2014b) . The last event in v − is constructed by taking the first event in R ∩ and direct event in T inv ; hence, the last event in v − can be given as only fully cancel each other when the medium is horizontally layered. It follows that the last event in v − is the transmission loss compensated primary reflection of the reflector above ∂D i when its two-way traveltime is t 2 . Please note that the reflection coefficient contained in R ∩ is opposite of the reflection coefficient in R ∪ , which compensates for the minus sign in equations 15 and 16. This means that v − can be evaluated, and its value at t 2 can be picked to represent a possible primary reflection event of the medium without transmission losses. Note that in the standard Marchenko scheme with symmetric time truncation, this event will be the first event without transmission effect compensation in the upgoing part of the projected Green's function (van der Neut and Wapenaar, 2016; Zhang and Staring, 2018) .
Next, we give equations 8 and 9 in operator form as v − ðx 0 0 ; x 0 0 0 ; tÞ ¼ ðΘ 
where R indicates a convolution integral operator of the measured data R ∪ with any wavefield and R Ã is a correlation integral operator. 
Equation 20 is valid for each common-shot gather with a single source at x 0 0 0 and all receivers at x 0 0 . The time window after the sum of repeated correlations and convolutions can be taken with constant values ðε and t 2 þ εÞ for all traces. Because we do not have to specify the arbitrary focusing depth level z i , the time instant t 2 can be chosen as t. We collect the value of v − for each sampled value of t and store it in a new function containing only transmission compensated primary reflections. We can write it as R r ðx 0 0 ; x 0 0 0 ; tÞ ¼R ∪ ðx 0 0 ; x 0 0 0 ; tÞ −R m ðx 0 0 ; x 0 0 0 ; tÞ; (21)
whereR r denotes the transmission compensated primary reflections andR m is the predicted internal multiple reflections and transmission losses in the primary reflections. The bar indicates that the quantities have been convolved with the source time signature. Equations 21 and 22 can be evaluated to obtainR r . The retrieved data set is multiple free and is more suitable for velocity model estimation and standard imaging than the original data. Moreover, we can see the operator as a mechanism to determine which parts of the data are predictable from the parts that are not. The nonpredictable parts are retained in this expression. These include the primary reflections, refracted, and scattered waves. The predictable parts are removed from this expression. These include the internal 
EXAMPLES
In this section, two numerical examples are given to test the performance of the current scheme. In these two examples, sources and receivers are placed at the top of model with spacing of 10 m, and a Ricker wavelet, with 20 Hz center frequency, is emitted by the sources. Absorbing boundary conditions are applied around the model, and the direct wave has been removed.
Four-layer example
We give a four-layer example to test the accuracy of the proposed scheme. Figure 3 shows the values for the acoustic velocity and density of this model. We have computed the reflection responses for 401 sources and 401 receivers, and one of the computed reflection responsesR ∪ ðx 0 0 ; x 0 0 0 ; tÞ is shown in Figure 4a . Note that internal multiple reflections indicated by the red arrows are clearly present. The computed reflection responses are used as inputs to solve equations 21 and 22 forR r ðx 0 0 ; x 0 0 0 ; tÞ with M ¼ 1; : : : ; 20. One of the retrieved data set is shown in Figure 4b . Internal multiple reflections visible in Figure 4a have disappeared in the retrieved data set shown in Figure 4b . The modeled primary reflections without transmission losses are shown in Figure 4c , which will be used as a reference to illustrate the success of the current scheme for internal multiple elimination and transmission losses compensation. We pick the zero-offset traces from the data sets shown in Figure 4a and 4b, and we show them in Figure 5a . It can be seen that internal multiple reflections have been successfully removed and the amplitude of the primary reflections has been changed because of the transmission compensation of the processing. A similar conclusion can be derived from Figure 5b in which the comparison of nonzerooffset traces is given. To validate the accuracy of the transmission compensation, we pick zero-offset traces from data sets shown in Figure 4b and the reference output in Figure 4c and show them in Figure 6a . It shows that the retrieved primary reflections match well with the modeled transmission-free primary reflections (quantitatively, 3%-4% error in the amplitude in the retrieved primary reflections). In Figure 6b traces. Traces have been normalized by the same normalization factor in Figures 5 and 6 . Thus, we can conclude that the current scheme can successfully remove all orders of internal multiple reflections and compensate for transmission losses in primary reflections in a horizontal layered medium.
Complex example
In this subsection, we give a 2D complex example to further test the performance of the proposed scheme. Figure 7 shows the values for the acoustic velocity and density as functions of depth and horizontal position. We have computed the reflection responses for 601 sources and 601 receivers, and one of the computed reflection responsesR ∪ ðx 0 0 ; x 0 0 0 ; tÞ is shown in Figure 8a . Note that internal multiple reflections indicated by the red arrows occur. The computed reflection responses are used as inputs to solve equations 21 and 22 forR r ðx 0 0 ; x 0 0 0 ; tÞ with M ¼ 1; : : : ; 20, and the retrieved data set is shown in Figure 8b . Note that internal multiple reflections visible in Figure 8a have disappeared, whereas the later arriving primary reflections, which are seriously polluted by internal multiple reflections in Figure 8a , are clearly retrieved in Figure 8b . We pick the zero-offset traces from the data sets shown in Figure 8a and 8b, and we show them in Figure 9a . The red dotted line (IT) indicates the trace from the retrieved data set with higher amplitude because of the compensation for transmission effects. Please note that T d and T inv d in equation 16 cannot fully cancel each other in the complex example and the transmission losses compensation is approximate. Thus, we can conclude that internal multiple reflections have been successfully removed, and transmission losses are approximately compensated after the processing in the complex example. A similar conclusion can be derived from Figure 9b in which the comparison of nonzero-offset traces is given (note that the amplitude of the first event in Figure 9b has been partly changed after the processing. This is caused by the fact that the first and second primary reflections are overlapping each other, and after the processing, the transmission losses in the second primary reflection have been approximately compensated, but the first event has not been changed). The traces in Figure 9 have been normalized by the same normalization factor. We use the original and retrieved data sets shown in Figure 8a and 8b as inputs to image the medium. At this stage, a velocity model is needed, which can, for example, be estimated from the retrieved primary reflection responses. This retrieved data set allows much better velocity model estimation than the original data set (Dokter et al., 2017; Mildner et al., 2017) because the velocity model is built under the assumption that the data set contains only primary reflections. We use the correct velocity model for migrating both data sets. The images are shown in Figure 10a and 10b. The image in Figure 10a contains artifacts (indicated by red arrows) due to internal multiple reflections because they are imaged as if they were primary reflections. However, the image in Figure 10b , which is obtained from the retrieved data set, is excellent without ghost images due to internal multiple reflections.
LIMITATIONS ANALYSIS
In the derivation of the current method, we assumed a lossless medium. The method can be adapted to work with two-sided reflection and transmission data in dissipative media (Slob, 2016) . We further assumed that the Green's functions and the focusing functions can be separated in time that the source time signature can be well-recovered, and we ignored evanescent waves (Wapenaar et al., 2013) . In this section, the effect of the limited bandwidth is analyzed with a thin-layer model. We also investigate the effects of refracted and scattered waves in the data, which are not accounted for by the underlying theory. In the following examples, the source emits a Ricker wavelet with a 20 Hz center frequency and the single-sided reflection responses with 401 sources and 401 receivers with a spacing of 10 m at the top of the models have been computed. Absorbing boundary conditions are applied around the model, and the direct wave has been removed.
Thin-layer example
In this subsection, we compute numerical data in a simple horizontally layered thin-layer model to test the performance of the current scheme. Figure 11 shows the values for the acoustic velocity and density of this model. The thickness of the thin layer is 30 m (the wavelength of the source time signature at the center frequency is 90 m). One of the computed single-sided reflection responses
0 ; tÞ is shown in Figure 12a . Note that internal multiple reflections occur in the computed response. The computed reflection responses are used as inputs to solve equations 21 and 22 for R r ðx 0 0 ; x 0 0 0 ; tÞ with M ¼ 1; : : : ; 20, and one of the retrieved data set is shown in Figure 12b . The comparison of zero-offset traces from data sets shown in Figure 12a and 12b is given in Figure 13 . Please note that the mismatch happens in Figure 13 . In the "Discussion" section, we will analyze this mismatch in more detail.
Refracted wave example
In this subsection, we compute numerical data in a horizontally layered model with a high-velocity layer that generates refracted waves, to test the performance of the current scheme. Figure 14 shows the values for the acoustic velocity of this model (constant density 1200 kg/m 3 ). One of the computed single-sided reflection responsesR ∪ ðx 0 0 ; x 0 0 0 ; tÞ is shown in Figure 15a . Note that internal multiple reflections occur in the computed response and the red arrows indicate the refracted wave. The computed reflection responses are used as inputs to solve equations 21 and 22 for R r ðx 0 0 ; x 0 0 0 ; tÞ with M ¼ 1; : : : ; 20, and the retrieved data set is shown in Figure 15b . Note that internal multiple reflections visible in Figure 15a have disappeared, whereas the refracted wave has been well-preserved, and new events (artifacts), which are not present in Figure 15a , have clearly appeared in Figure 15b Primary reflection retrieval Q33 scheme did not process the diffracted waves correctly and constructed ghost events.
Scattered wave example
In this subsection, we compute the numerical data in a model that contains a scattering point to test the performance of the current a) scheme when scattered waves are present. Figure 16 shows the values for the acoustic velocity and density of the model. The yellow star indicates the position of the scattering point. One of the computed single-sided reflection responsesR ∪ ðx 0 0 ; x 0 0 0 ; tÞ is shown in Figure 17a . Note that scattered waves occur as indicated by the red arrows. The computed reflection responses are used as inputs to solve equations 21 and 22 forR r ðx 0 0 ; x 0 0 0 ; tÞ with M ¼ 1; : : : ; 20, and the retrieved data set is shown in Figure 17b . It can be seen that the internal multiple reflection indicated by the yellow arrow in Figure 17a has been partially suppressed, whereas the multiple scattered waves are still present in Figure 17b .
DISCUSSION
In the subsection of the thin-layer example, Figure 13 shows that the thin layer is treated as a single reflector with more complicated behavior. For this reason, the primary reflection of the lower boundary in the thin layer is not touched for transmission loss compensation, and internal multiple reflections inside it are kept by the current scheme. That is why the primary reflection from the second reflector (it is the third reflector, but we observe the thin layer as a single reflector with complicated behavior) still has the imprint of the thin layer as shown in Figure 13 . However, the amplitude of the primary reflection from the second reflector has been improved because of the compensation of transmission losses, and the internal multiple reflections of this reflector and the thin layer have been successfully removed. This example shows that the effect of limited bandwidth on thin-layer responses cannot be accounted for by the current scheme, but the associated internal multiple reflections between other reflectors and the thin layer are properly eliminated.
In the subsection of the refracted wave example, the refracted wave indicated by red arrows in Figure 15a is well-preserved in Figure 15b after the processing because the underlying theory of the current scheme does not account for it. The underlying theory assumes that all events are reflection events, and associated internal multiple reflections are predicted and subtracted. Unfortunately, the multiple reflections related to refracted waves do not exist in the data, and this leads to new events in Figure 15b with the same moveout as primary reflections at far offsets but that disappear at near-zero offsets. Using the event indicated by the red arrows in Figure 15b as an example, this event disappears at near zero-offsets in which the refracted wave is not present in the data, and no false multiple reflections are predicted. We observe that the presence of refracted waves in the data cannot be well accounted for during the processing, and artificial events are generated in the retrieved data set.
In the subsection of the scattered wave example, the scattered waves indicated by red arrows are preserved in Figure 17b after the processing. The internal multiple reflection indicated by the yellow arrow in Figure 17a has been partially suppressed after the processing as shown in Figure 17b . It is caused by the fact that, to totally remove the internal multiple reflection, the data should be recorded for larger offsets than used in this example.
Except for the assumptions listed in the first paragraph of the limitations analysis section, some extra limitations would affect the application of the current scheme in a field data set, such as incomplete deconvolution of the source wavelet and the presence of noise in the data set. In both cases, the predicted internal multiple reflections and transmission losses do not have the correct amplitude and phase; thus, internal multiple reflections cannot a) Primary reflection retrieval Q35 be completely removed and transmission losses cannot be completely compensated for.
CONCLUSION
We have shown that the single-sided reflection response can be used as its own filter to remove internal multiple reflections and to compensate for transmission losses in the primary reflections. Time windowing is applied after each convolution or correlation. No model information is required. The layered and complex numerical examples show that the method effectively removes internal multiple reflections and compensates for transmission losses. The following examples explore the limitations of the current scheme and show that scattered waves, refracted waves, and thin-layer effects are partially beyond the capability of the current method. We expect that the current method can be used in seismic reflection imaging and monitoring of structures and processes in the earth's interior. The method opens a new way to investigate how independent information about the internal structure of a medium is contained in measured acoustic data. It also allows investigating how this information can be retrieved without information of the medium and how it can be used to produce an accurate image.
