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Abstract. Formulas are obtained in terms of complete reductions for the
bigraded components of local cohomology modules of bigraded Rees algebras
of 0-dimensional ideals in 2-dimensional Cohen-Macaulay local rings. As a
consequence, cohomological expressions for the coefficients of the Bhattacharya
polynomial of such ideals are obtained.
1. Introduction
Let (R,m) be a d-dimensional local ring. Let I and J be m-primary ideals of R.
Let λ denote length. The function B(r, s) = λ(R/IrJs) is given by a polynomial
P (r, s) for large values of r and s [B]. The function B(r, s) is called the Bhattacharya
function of I and J and the polynomial P (r, s) is called the Bhattacharya polynomial
of I and J . The polynomial P (r, s) has total degree d [B]. and it can be written as
P (r, s) =
∑
0≤i,j≤d
eij
(
r
i
)(
s
j
)
.
The integers eij for which i+ j = d are called the mixed multiplicities of I and J .
Associated to I and J is the bigraded Rees algebra, R = ⊕r,s≥0I
rJstr1t
s
2. Here
t1 and t2 are indeterminates. Put R++ = It1Jt2R. Let H
i
R++
(R) denote the local
cohomology module of R with support in R++.
In this paper we study relationships among the Bhattacharya function B(r, s),
the Bhattacharya polynomial P (r, s) and local cohomology modules HiR++(R) and
obtain cohomological expressions for all the coefficients of P (r, s) when R is a two-
dimensional Cohen-Macaulay local ring.
A relationship between Hilbert coefficients and local cohomology was first ob-
served by Grothendieck and Serre. Their formula expresses the difference between
Hilbert polynomial and the Hilbert function of a graded algebra in terms of the
lengths of graded components of local cohomology modules with support in the
maximal homogeneous ideal [BH, Theorem 4.4.3].
Sally, in [S1], studied the Hilbert function of the maximal ideal m of a Cohen-
Macaulay local ring and its relation with the local cohomology modules of the Rees
algebra R(m) = ⊕n≥0m
ntn with support in mtR(m). Before we state her results,
we recall the concept of reductions of ideals introduced by Northcott and Rees in
[NR]. An ideal J of a Noetherian local ring (R,m) is said to be a reduction of an
ideal I if J ⊆ I and JIn = In+1 for n≫ 0. We say J is a minimal reduction of I if
J is minimal with respect to inclusion among all reductions of I. If R/m is infinite,
then all minimal reductions of I are generated by same number of elements, l(I),
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called the analytic spread of I. The analytic spread of I is equal to the dimension of
the fiber cone F (I) = ⊕n≥0I
n/mIn. We have ht (I) ≤ l(I) ≤ min{µ(I), dim(R)},
[R1]. Here ht(I) denotes the height of I and µ(I) = dimR/m I/mI denotes the
minimum number of generators for I.
Let x = x1, . . . , xd ∈ m be a minimal reduction of m. Let (x)
[k] denote the
ideal (xk1 , . . . , x
k
d). For a graded module M we will use the symbol Mn or [M ]n for
the nth graded component of M. Sally showed [S1] that[
HdR(m)+(R(m))
]
n
≃ lim
−→
k
m
dk+n/(x)[k]m(d−1)k+n.
Sally showed [S1] that the modules appearing on the right hand side of the above
equation are isomorphic for large k. The maps in the directed system of modules
appearing in the above direct limit are given by multiplication by x1x2 . . . xd. The
above results were generalized for m-primary ideals, in dimension 2, by Sally [S2],
and for Hilbert filtration of ideals in a d-dimensional Cohen-Macaulay local ring
by Blancafort in her thesis, [Bl]. By Hilbert filtration of ideals {In} we mean a
descending sequence of ideals of (R,m) such that I1In ⊆ In+1 for all n, I1In = In+1
for large n, and I1 is m-primary.
It is natural to ask for analogues of these results for the bigraded Rees algebra
R. We find the analogues in dimension 2. We have studied the case of arbitrary
dimension in [JV] where completely different methods are employed. In dimension
two we can approach the results in a self contained manner from the first principles.
To state these analogues we recall the concept of complete reduction introduced by
Rees in [R3]. Let (R,m) be a Noetherian local ring of dimension d and I, J be
m-primary ideals of R. Let x1, . . . , xd ∈ I and y1, . . . , yd ∈ J and let zi = xiyi
for i = 1, . . . , d. Then the system of elements (x1, . . . , xd, y1, . . . , yd) is said to be
a complete reduction of (I, J) if (z1, . . . , zd) is a reduction of IJ . D. Rees showed
that the complete reductions exist if the local ring has infinite residue field.
Let (R,m) be a 2-dimensional local ring and I, J be m-primary ideals of R. Let
(x, y; z, w) be a complete reduction of (I, J). We will show in section 4 that
[H2R++(R)](r,s) = lim−→
k
I2k+rJ2k+s
(xz, yw)[k]Ik+rJk+s
.
We will also show that the modules appearing on the right hand side of the above
equation are isomorphic for k ≫ 0. Sally, [S2] proved,
H2B+(B)n = lim−→
k
I2k+n/(x)[k]Ik+n
where B = R[It] and B+ is the positively graded ideal of B. She also showed that
[S2, Proposition 2.4] for all n ≥ 0,
λ(H2B+(B)n) = PI(n)− λ(R/I˜
n).
Here I˜n denotes the Ratliff-Rush closure of In (see section 2) and PI(n) denotes
the Hilbert-Samuel polynomial corresponding to the function λ(R/In). Following
[S2], write PI(n) as
PI(n) = e(I)
(
n
2
)
+ a1(I)n+ a2(I).
In Section 3 we will provide a simple and short proof, in dimension two, of a theorem
of Rees concerning mixed multiplicities and complete reductions [R3]. The purpose
of providing this proof is to make this paper self-contained. In section 4 we will
show that in dimension two, for r, s ≥ 0,
P (r, s) = λ
(
[H2R++(R)](r,s)
)
+ λ(R/I˜rJs).
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Blancafort obtained an expression for H1R(I)+(R(I))n where I is an m-primary
ideal of a Cohen-Macaulay local ring of dimension at least 2. She showed that for
n ≥ 0
H1R(I)+(R(I))n
∼= I˜n/In.
We prove, in section 4, that for r, s ≥ 0,
H1R++(R)(r,s)
∼= I˜rJs/IrJs.
Sally obtained the following cohomological expressions for the coefficients of
the Hilbert-Samuel polynomial Pm(n):
(1) λ
(
H2R(m)+(R(m))0
)
= a2(m).
(2) λ
(
H2R(m)+(R(m))1
)
= a1(m) + a2(m)− 1.
(3) λ
(
H2R(m)+(R(m))−1
)
= e(m)− a1(m) + a2(m).
The above formulas have also been deduced in [JoV]. We obtain similar cohomo-
logical expressions for the the Bhattacharya coefficients as a consequence of the
expressions obtained for H1R++(R) and H
2
R++
(R). We end the article with an ex-
ample to show that our results are no longer true if we remove the Cohen-Macaulay
hypothesis on the ring.
Acknowledgement: The authors would like to thank the referee for a very careful
reading and for suggesting several improvements and additions.
2. Ratliff-Rush closure of products of ideals
Since the formulas for the local cohomology modules HiR++(R) involve Ratliff-
Rush closure of products of ideals, we develop their basic properties in this section.
Let R be a Noetherian ring and I be an ideal of R. The stable value of the sequence
{In+1 : In} is called the Ratliff-Rush closure of I, denoted by I˜. An ideal I is said
to be Ratliff-Rush if I˜ = I. The following proposition summarizes some basic
properties of Ratliff-Rush closure found in [RR].
Proposition 2.1. Let I be an ideal containing a regular element in a Noether-
ian ring R. Then
(1) I ⊆ I˜ and (˜I˜) = I˜.
(2) (I˜)n = In for n ≫ 0. Hence if I is m-primary, the Hilbert polynomial of
I and I˜ are same.
(3) (˜In) = In for n≫ 0.
(4) If (x1, . . . , xg) is a reduction of I, then I˜ = ∪n≥0I
n+1 : (xn1 , . . . , x
n
g ).
In [JV], the authors studied some of the properties of Ratliff-Rush closure of
products of ideals. We recall some of the results proved there. For the sake of
completeness, we include the proof of the next result.
Lemma 2.2. Let (R,m) be a d-dimensional Noetherian local ring with infinite
residue field and I, J ideals of R. Then
(1) I˜J =
⋃
r,s≥0
Ir+1Js+1 : IrJs.
(2) I˜aJb =
⋃
k≥0
Ia+kJb+k : IkJk.
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(3) Let I and J are m-primary ideals with a reduction (z) = (z1, . . . , zd) of
IJ obtained from a complete reduction of I and J . Put z[k] = (zk1 , . . . , z
k
d)
then
I˜aJb =
⋃
k≥0
Ia+kJb+k : z[k].
Proof. (1). Let x ∈ I˜J , then xInJn ⊆ In+1Jn+1 for some n. Conversely if
xIrJs ⊆ Ir+1Js+1 for some r, s ≥ 0 then for n = max{r, s}, xInJn ⊆ In+1Jn+1 so
that x ∈ (I˜J).
(2). Let z ∈ (I˜aJb) then for some r, s, by (1), we have zIarJbs ⊆ Iar+aJbs+b. Set
k = max{ar, bs}. Then zIkJk ⊆ Ia+kJk+b and hence z ∈ Ia+kJb+k : IkJk. Let
zIkJk ⊆ Ia+kJb+k for some k. We may assume that k = nab for n≫ 0. Therefore
z ∈ Inab+aJnab+b : InabJnab ⊆ (I˜aJb).
(3). Suppose y ∈ (I˜aJb). Then for some k, yIkJk ⊆ Ia+kJb+k, by (2). Since
z[k] ⊆ IkJk, we have yz[k] ⊆ Ia+kJb+k. Now, let yzki ∈ I
a+kJb+k for i = 1, . . . , d.
Write the reduction equation of IJ with respect to z: (IJ)m+n = zm(IJ)n for all
m ≥ 0 and n large. Then, for r large, (IJ)r+dk = (z)dkIrJr. Therefore,
yIr+dkJr+dk = y(z)dkIrJr =
∑
∑
ij=dk
yzi11 · · · z
id
d I
rJr ⊆ Ia+dkJb+dkIrJr
Hence y ∈ (I˜aJb), by (2).

3. Complete reductions and mixed multiplicities in dimension 2
In the next section, while deriving a formula for the second local cohomlogy
module of the bigraded Rees algebra R of two m-primary ideals I and J in a
two dimensional Cohen-Macaulay local ring (R,m), we will use a result of Rees
linking mixed multiplicities and complete reductions. Recall that a set of elements
(x1, x2, . . . , xd) in a local ring (R,m) of dimension d is called a joint reduction of a
set of m-primary ideals (I1, I2, . . . , Id) if the ideal x1I2I3 . . . Id+ · · ·+xdI1I2 . . . Id−1
is a reduction of the product I1I2 . . . Id.
Rees showed [R2] that if (x1, x2, . . . , xd) is a joint reduction of (I1, I2, . . . , Id)
where I1 = I2 = · · · = Ii = I and I1 = I2 = · · · = Ij = J , i + j = d, then
eij = e(x1, x2, . . . , xd). The converse is true in quasi-unmixed local rings and it was
proved in dimension 2 by Verma [Sw1] and in any dimension by Swanson in [Sw2].
We will need the following version for complete reductions.
Theorem 3.1. Let (R,m) be a 2-dimensional local ring and I and J be m-
primary ideals. Let (x, y; z, w) be a complete reduction of (I, J). Then
e(x,w) = e11 = e(y, z).
Proof. First note that since (xz, yw) is a reduction of IJ , there exists an n
such that (xz, yw)(IJ)n = (IJ)n+1. Hence
xInJn+1 + wJnIn+1 = yInJn+1 + zJnIn+1 = (IJ)n+1.
Therefore (x,w) and (y, z) are both joint reductions of (I, J). It is enough to
prove that e(y, z) = e11. Consider the R-module homomorphism
φ : R/In ⊕R/Jn −→ (yn, zn)/(ynJn + znIn)
given by φ(r¯, s¯) = rzn + syn + (ynJn + znIn). Since φ is surjective,
λ(R/ynJn + znIn)) ≤ λ(R/(yn, zn)) + λ(R/In) + λ(R/Jn).
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Divide by n2/2 and take the limit as n→∞, to get
lim
n→∞
λ
(
(R/(ynJn + znIn))
n2/2
)
≤ lim
n→∞
λ(R/(yn, zn))
n2/2
+ e(I) + e(J).
By Lech’s Lemma [M2, Theorem 14.12], the first term on the right hand side
of the above inequality is 2e(y, z) and the left hand side is bounded below by
lim
n→∞
λ (R/(yJ + zI)n)
n2/2
= e(yJ + zI).
As yJ + zI is a reduction of IJ , e(IJ) = e(yJ + zI). Hence e(IJ) ≤ 2e(y, z) +
e(I)+ e(J). Since e(IJ) = e(I)+ 2e11+ e(J), by the definition of the Bhattacharya
polynomial, it follows that e11 ≤ e(y, z). By repeated application of [L, Section 5],
we get
e(x, y) + e(x,w) + e(z, y) + e(z, w) = e(xz, yw) = e(IJ) = 2e11 + e(I) + e(J).
Hence 2e11 = e(x,w) + e(z, y). As e11 ≤ e(y, z) and e11 ≤ e(x,w), we get e11 =
e(x,w) = e(z, y). 
4. Local cohomology of bigraded Rees algebras
For the rest of the article, let (R,m) denote a 2-dimensional Cohen-Macaulay
local ring with infinite residue field, unless stated otherwise. Let I and J be m-
primary ideals of R and (x, y; z, w) be a complete reduction of I and J .
Let R = R[It1, Jt2] = ⊕r,s∈NI
rJstr1t
s
2 denote the bigraded Rees algebra of R
with respect to I and J . Let R(k, k) denote the ring R with the (r, s)th graded
piece R(k, k)(r,s) = R(r+k,s+k). We explain our method for computing the formulas
for the local cohomology modules of the Rees algebra R. Consider the complex:
F k
.
: 0 −→ R
αk−→ R(k, k)2
βk
−→ R(2k, 2k) −→ 0,
where the maps are defined as,
αk(1) = ((xzt1t2)
k, (ywt1t2)
k) and βk(u, v) = (ywt1t2)
ku− (xzt1t2)
kv.
The twists are given so that αk and βk are degree zero maps. We have the following
commutative diagram:
0 −−−−→ R
αk−−−−→ R(k, k)2
βk
−−−−→ R(2k, 2k) −−−−→ 0
fk
y gky hky
0 −−−−→ R
αk+1
−−−−→ R(k + 1, k + 1)2
βk+1
−−−−→ R(2k + 2, 2k + 2) −−−−→ 0
Here the map fk is the identity map, gk(1, 0) = (xzt1t2, 0), gk(0, 1) = (0, ywt1t2)
and hk(1) = xzyw(t1t2)
2. Thus the cohomology modules Hi(F .k) of the complex
Fk
. form a directed system for each i.
Let C = (xz, yw) and Ct = (xzt1t2, ywt1t2). Since both R++ and Ct have same
radical and HiCt(R) = lim
−→
k
Hi(F k
.
) = HiR++(R) for all i by [BS, Theorem 5.2.9].
We begin by deriving an expression for the bigraded components of the first
local cohomology module of the bigraded Rees algebra.
Proposition 4.1. [H1R++(R)](r,s)
∼= I˜rJs/IrJs for all r, s ≥ 0.
Proof. By the above discussion we have:
[H1R++(R)](r,s) = lim−→
k
(ker βk)(r,s)
(imαk)(r,s)
.
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We show that for large k, (kerβk)(r,s) ∼= I˜rJs and (imαk)(r,s) ∼= I
rJs. Let
(utr+k1 t
s+k
2 , vt
r+k
1 t
s+k
2 ) ∈ (kerβk)(r,s) for k ≫ 0. Then (yw)
ku− (xz)kv = 0. Since
(xz, yw) is a regular sequence in R, we have u = p(xz)k for some p ∈ R and
v = p(yw)k. Therefore
(utr+k1 t
s+k
2 , vt
r+k
1 t
s+k
2 ) = p((xz)
ktr+k1 t
s+k
2 , (yw)
ktr+k1 t
s+k
2 ).
Hence (kerβk)(r,s) ⊆ {p((xz)
ktr+k1 t
s+k
2 , (yw)
ktr+k1 t
s+k
2 ) | p ∈ R}. The reverse inclu-
sion is clear. Therefore
(kerβk)(r,s) = {p((xz)
ktr+k1 t
s+k
2 , (yw)
ktr+k1 t
s+k
2 ) | p ∈ R}.
Consider the map δ : (kerβk)(r,s) −→ I
r+kJs+k : (xz, yw)[k] defined by
δ(p((xz)ktr+k1 t
s+k
2 , (yw)
ktr+k1 t
s+k
2 )) = p.
It is clear that δ is an isomorphism. Hence, by Lemma 2.2(3), kerβk(r, s) ∼= I˜rJs.
To see that (imαk)(r,s) ∼= I
rJs, consider the map φ : IrJs −→ (imαk)(r,s)
defined by φ(p) = (p(xz)ktr+k1 t
s+k
2 , p(yw)
ktr+k1 t
s+k
2 ). Since xz and yw are regular,
φ is an isomorphism.
Therefore
[H1R++(R)](r,s)
∼= I˜rJs/IrJs.

Next we obtain an expression for the second local cohomology module of bi-
graded Rees algebra in terms of complete reductions. In this result we do not need
the usual Cohen-Macaulay hypothesis.
Proposition 4.2. Let (R,m) be a Noetherian local ring of dimension 2 and I,
J be m-primary ideals of R. Let (x, y; z, w) be a complete reduction of (I, J), where
x, y ∈ I and z, w ∈ J . Set R++ = (xzt1t2, ywt1t2). Then
[H2R++(R)](r,s)
∼= lim
−→
k
I2k+rJ2k+s
(xz, yw)[k]Ik+rJk+s
.
Proof. Consider the complex defined above
F k
.
: 0 −→ R
αk−→ R(k, k)2
βk
−→ R(2k, 2k) −→ 0.
Thus H2R++(R) = lim−→
k
R(2k, 2k)/ imβk. Note that the local cohomology mod-
ules have a natural Z2-grading which is inherited from the N2-grading of R. There-
fore
[H2R++(R)](r,s) = lim−→
k
I2k+rJ2k+st2k+r1 t
2k+s
2
(imβk)(r,s)
.
Since (imβk)(r,s) = (xzt1t2, ywt1t2)
[k](It1)
k+r(Jt2)
k+s,
[H2R++(R)](r,s)
∼= lim
−→
k
I2k+rJ2k+s
(xz, yw)[k]Ik+rJk+s
.

For the directed system involved in the above direct limit, the maps
I2k+rJ2k+s
(xz, yw)[k]Ik+rJk+s
µ
−→
I2k+r+2J2k+s+2
(xz, yw)[k+1]Ik+r+1Jk+s+1
are the multiplication by (xzyw). We show that the above map is an isomorphism
for k ≫ 0 in the next two lemmas.
Lemma 4.3. The map µ, defined as above, is surjective for large k.
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Proof. To show that the maps are surjective for large k, we need to see that
for k ≫ 0,
I2k+r+2J2k+s+2 ⊆ xzywI2k+rJ2k+s + (xz, yw)[k+1]Ik+r+1Jk+s+1
Since (xz, yw) is a reduction of IJ , for k ≫ 0,
I2k+r+2J2k+s+2 = (xz, yw)k+1Ik+r+1Jk+s+1
= (xz, yw)[k+1]Ik+r+1Jk+s+1
+
k∑
i=1
((xz)i(yw)k+1−i)Ik+r+1Jk+s+1
⊆ xzywI2k+rJ2k+s + (xz, yw)[k+1]Ik+r+1Jk+s+1.
Hence µ is surjective. 
Lemma 4.4. Fix r, s. With the notation as above, the multiplication map µ =
µxzyw
I2k+rJ2k+s
(xz, yw)[k]Ik+rJk+s
µ
−→
I2k+r+2J2k+s+2
(xz, yw)[k+1]Ik+r+1Jk+s+1
is an isomorphism for k ≫ 0.
Proof. Let d ∈ I2k+rJ2k+s and suppose that d¯ ∈ kerµ. Then
xzywd = (xz)k+1p+ (yw)k+1q(4.5)
with p, q ∈ Ik+r+1Jk+s+1. Then xz(ywd − (xz)kp) = (yw)k+1q. Since (xz, yw) is
a regular sequence, q ∈ (xz). Let q = uxz for some u ∈ R. Similarly, p = vyw
for some v ∈ R. Therefore u ∈ Ik+r+1Jk+s+1 : xz and v ∈ Ik+r+1Jk+s+1 : yw
and hence u ∈ I2k+rJ2k+s : (xz)k and v ∈ I2k+rJ2k+s : (yw)k for k ≫ 0. We
show that u, v ∈ ˜Ik+rJk+s. Substituting the value of q in (4.5) and cancelling xz
on both sides we get, ywd = (xz)kp + (yw)k+1u. Therefore (yw)k+1u = ywd −
(xz)kp ∈ I2k+r+2J2k+r+2. Thus u ∈ I2k+r+1J2k+r+1 : (yw)k+1. Hence, for k ≫ 0,
u ∈ I2k+r+1J2k+r+1 : ((xz)k+1, (yw)k+1) = ˜Ik+rJk+s, by Lemma 2.2(3). Since IJ
has a reduction generated by regular elements, we can apply Lemma 3.4 of [JV] to
see that for k ≫ 0, ( ˜Ik+rJk+s) = (Ik+rJk+s). Thus the map is injective for large
k. We have already shown that the map is surjective for large k. Therefore µ is an
isomorphism for k ≫ 0. 
Lemma 4.4 shows that to compute λ([H2R++(R)](r,s)) it enough to compute the
length of
I2k+rJ2k+s
(xz, yw)[k]Ik+rJk+s
for k≫ 0.
We aim to compute λ
(
[H2R++(R)](r,s)
)
for which we need the following technical
result.
Lemma 4.6. With notations as before, for k ≫ 0,
λ
(
(xz, yw)[k]
(xz, yw)[k]Ik+rJk+s
)
= 2λ
(
R
Ik+rJk+s
)
− λ(R/I˜rJs).
Proof. Consider the exact sequence
0 −→ K −→
(
R
Ik+rJk+s
)2
α
−→
(xz, yw)[k]
(xz, yw)[k]Ik+rJk+s
−→ 0
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where α(g, h) = (xz)kg + (yw)kh and K = kerα. First we compute K. Let (g, h) ∈
K. Then there exist p, q ∈ Ik+rJk+s such that
(xz)kg + (yw)kh = (xz)kp+ (yw)kq · · · (2).
i.e (xz)k(p − g) = (yw)k(h − q). Thus p − g ∈ ((yw)k), say p − g = (yw)ku for
some u ∈ R. Substituting in (2) and cancelling (yw)k we get, g = p − (yw)ku
and h = q + (xz)ku. Therefore (g, h) = u(−(yw)k, (xz)k). Therefore K = kerα =
(−(yw)k, (xz)k)R. Define φ : R −→ K by φ(u) = u(−(yw)k, (xz)k). Clearly φ is
surjective. Also
kerφ = {u ∈ R : u(yw)k, u(xz)k ∈ Ik+rJk+s} = Ik+rJk+s : (xz, yw)[k].
For k ≫ 0, Ik+rJk+s : (xz, yw)[k] = (I˜rJs). Thus K ∼= R/(I˜rJs) for k ≫ 0. Hence
for large k,
λ
(
(xz, yw)[k]
(xz, yw)[k]Ik+rJk+s
)
= 2λ(R/Ik+rJk+s)− λ(R/(I˜rJs)).

Theorem 4.7. Let r, s ≥ 0. With notations as before
λ
(
(H2R++(R))(r,s)
)
= P (r, s)− λ(R/I˜rJs).
Proof. By Proposition 4.2 and Lemma 4.4, for k ≫ 0
λ
(
(H2R++(R))(r,s)
)
= λ
(
I2k+rJ2k+s
(xz, yw)[k]Ik+rJk+s
)
= λ
(
(xz, yw)[k]
(xz, yw)[k]Ik+rJk+s
)
+ λ
(
R
(xz, yw)[k]
)
− λ
(
R
I2k+rJ2k+s
)
= 2λ
(
R
Ik+rJk+s
)
− λ
(
R
(I˜rJs)
)
− λ
(
R
I2k+rJ2k+s
)
+ λ
(
R
(xz, yw)[k]
)
.
Hence for k ≫ 0, we have
λ
(
(H2R++(R))(r,s)
)
= 2P (k + r, k + s)− P (2k + r, 2k + s)
+ λ
(
R
(xz, yw)[k]
)
− λ
(
R
I˜rJs
)
· · · (∗)
Since (x, y), (x,w), (z, y) and (z, w) are regular sequences in R, we get
λ
(
R
(xz, yw)[k]
)
= k2λ(R/(xz, yw))
= k2[λ(R/(x, y)) + λ(R/(x,w)) + λ(R/(z, y)) + λ(R/(z, w))]
so that, by Theorem 3.1
λ
(
(H2R++(R))(r,s)
)
= 2P (k + r, k + s)− P (2k + r, 2k + s)
+ k2(e(I) + 2e11 + e(J))− λ
(
R
(I˜rJs)
)
.
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Substituting for P (r, s) and expanding we get
λ
(
(H2R++(R))(r,s)
)
= P (r, s)− λ(R/I˜rJs).(4.8)

The formulas obtained for H1R++(R) and H
2
R++
(R) enable us to express the
difference P (r, s)−B(r, s) in terms of the Euler characteristic of local cohomology of
R. The formula proved below has been generalized to arbitrary dimension in [JV].
The proof in arbitrary dimension is quite different from the proof given here. The
proof of the general result uses analysis of cohomology of modified Koszul complex.
Set hi(r, s) = λ([HiR++(R)](r,s)).
Theorem 4.9. P (r, s)−B(r, s) =
∑2
i=0(−1)
ihi(r, s) for all r, s ≥ 0.
Proof. SinceR++ contains a regular element, H
0
R++
(R) = 0 so that h0(r, s) =
0. By Theorem 4.1 we have h1(r, s) = λ(I˜rJs/IrJs) and by Theorem 4.7 we have
h2(r, s) = P (r, s)− λ(R/(I˜rJs)). Therefore
2∑
i=0
(−1)ihi(r, s) = P (r, s)− λ(R/(I˜rJs))− λ(I˜rJs/IrJs)
= P (r, s)−B(r, s).

One does not know apriori the stage at which the Bhattacharya function equals
the Bhattacharya polynomial. Due to this, it is difficult to calculate the coefficients
of the Bhattacharya polynomials. Therefore it is desirable to have effective methods
for computing these coefficients since they contain information about the bigraded
Rees algebra, for example, its depth [JV]. The formulas we have obtained for the
bigraded components of the local cohomology modules of bigraded Rees algebra
make it possible to find formulas for the Bhattacharya coefficients.
Corollary 4.10. With notations as before
(1) e00 = h
2(0, 0).
(2) e10 = h
2(1, 0)− h2(0, 0) + λ(R/I˜).
(3) e01 = h
2(0, 1)− h2(0, 0) + λ(R/J˜).
(4) e20 = h
2(2, 0)− 2h2(1, 0) + h2(0, 0)− 2λ(R/I˜) + λ(R/I˜2).
(5) e02 = h
2(0, 2)− 2h2(0, 1) + h2(0, 0)− 2λ(R/J˜) + λ(R/J˜2).
Proof. (1) Putting (r, s) = (0, 0) in (4.8) we get, e00 = h
2(0, 0).
(2) Put (r, s) = (1, 0) in (4.8) to get e10 + e00 = h
2(1, 0) + λ(R/I˜). This yields (2).
(3) Now put (r, s) = (2, 0) in (4.8) to get e20 + 2e10 + e00 = h
2(2, 0) + λ(R/I˜2).
Substituting the values of e10 and e00, we get
e20 = h
2(2, 0)− 2h2(1, 0) + h2(0, 0)− 2λ(R/I˜) + λ(R/I˜2).
Similarly one can get the required expressions for e01 and e02. 
We conclude the paper with an example to show that our results need the
Cohen-Macaulay hypothesis.
Example 4.11. Let k be a field and T = k[[X,Y, Z]] be a power series ring
over k. The ring R = T/(X2, XY )T is a two-dimensional local ring of depth one.
Let x(resp. y and z) be images of X(resp. Y and Z) in R. Then x2 = xy = 0. Put
S = k[X,Y, Z] and L = (X2, XY )S. Then L = (X)S∩(X2, Y )S. Put I = (X)S and
10 A. V. JAYANTHAN AND J. K. VERMA
J = (X2, Y )S. Let m denote the unique maximal ideal of R. Then the associated
graded ring G := G(m) ≃ S/L. Indeed, let R∗ denote the m-adic completion of R.
Then R∗ ≃ T ∗/(X2, XY ) = S/L by [M1, Theorems 54 and 55]. Since G(m) ≃
G(m∗), and R∗ is homogeneous, it follows that G ≃ S/L. To find the Hilbert series
of G, consider the exact sequence:
0 −→ G
α
−→ S/I ⊕ S/J
β
−→ S/(I + J) −→ 0.
Here α(r′) = (r′, r′) and β((a′, b′)) = (a− b)′. Hence,
H(G, t) :=
∞∑
n=0
λ
(
m
n/mn+1tn
)
tn = H(S/I, t) +H(S/J, t)−H(S/(I + J), t).
Since
H(S/I, t) = 1/(1− t)2, H(S/J, t) = (1+ t)/(1− t) and H(S/(I+J), t) = 1/(1− t),
we see that
H(G, t) =
1 + t− t2
(1− t)2
.
Write the Hilbert polynomial P (n) corresponding to the Hilbert function λ(R/mn)
in the following way:
P (n) = e(m)
(
n+ 1
2
)
− e1(m)n+ e2(m).
Then, by [BH, Proposition 4.1.9], e(m) = 1, e1(m) = −1 and e2(m) = −1. Thus
P (n) is given by
P (n) =
(
n+ 1
2
)
+ n− 1.
Therefore
λ(R/mrms) =
(
r + s+ 1
2
)
+ r + s− 1
=
(
r
2
)
+ rs+
(
s
2
)
+ 2(r + s)− 1.
This shows that e00 = −1 which is not equal to the length of any module. Therefore
Theorem 4.7 (and hence Corollary 4.10) does not hold if the assumption of Cohen-
Macaulayness on the ring is removed.
We now show that for I = J = m, H2R++(R) = 0. Since dimG(m) = 2, any
reduction minimally generated by 2 elements is a minimal reduction [NR]. Since
x2 = 0, the ideal (y, z) is a reduction of m. Hence it is a minimal reduction of m.
By Proposition 4.2,
[H2R++(R)](r,s) = lim−→
k
m
4k+r+s
(y2, z2)[k]m2k+r+s
.
For n ≥ 2
m
n = (yn, yn−1z, yn−2z2, . . . , y2zn−2, (x, y)zn−1, zn).
It is easy to see, by using the above formula for mn, that (y2k, z2k)m2k = m4k.
Therefore (y2k, z2k) is a minimal reduction of m2k. Hence by the above formula for
H2R++(R), we conclude that H
2
R++
(R) = 0. Since depthG(m) = 1, m˜n = mn for all
n ≥ 0. This shows that none of the formulas hold true in Corollary 4.10.
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