Multi-agent coordination algorithms with randomized interactions have seen use in a variety of settings in the multi-agent systems literature. In some cases, these algorithms can be random by design, as in a gossip-like algorithm, and in other cases they are random due to external factors, as in the case of intermittent communications. Targeting both of these scenarios, we present novel convergence rate estimates for consensus problems solved over random graphs. Established results provide asymptotic convergence in this setting, and we provide estimates of the rate of convergence in two forms. First, we estimate decreases in a quadratic Lyapunov function over time to bound how quickly the agents' disagreement decays, and second we bound the probability of being at least a given distance from the point of agreement. Simulation results are provided to support the theoretical developments made.
I. INTRODUCTION
Distributed agreement, often broadly referred to as the consensus problem, is a canonical problem in distributed coordination and has received attention in diverse fields such as physics [23] , power systems [17] , and communications [15] . The goal in such problems is to drive all agents in a network to a common final state. A key feature of consensus problems is their distributed nature; consensus is typically carried out across a network of agents in which each agent communicates with some other agents, though generally not all of them. The wide range of fields which study distributed agreement has given rise to corresponding diversity among consensus problem formulations, and a number of variants of consensus have been studied in the literature.
In this paper, we derive convergence rates for consensus over random graphs, studied previously in [11] where asymptotic convergence was shown. In some cases, the motivation for representing a communication network using random graphs comes from agents using an interaction protocol that is randomized by design, such as in a gossip-like algorithm [3] . In other cases, unreliable communications due to poor channel quality, interference, and other factors can be effectively represented by a random communication graph [16] , and the work here applies to each of these scenarios. This problem formulation has each agent communicating with a random collection of other agents at each point in time as determined by a random graph.
We consider networks of a fixed size, and we examine consensus over random graphs generated by the Erdős-Rényi model [6] , in which each possible edge in a graph is present with a fixed probability and is independent of all other edges. The Erdős-Rényi model is used because School of Electrical and Computer Engineering, Georgia Institute of Technology, Atlanta, GA 30332, USA. Email: {matthale, magnus}@gatech.edu.
it accurately captures the behavior both of networks with intermittent and unreliable communications [11] and the behavior of some variants of synchronous gossip algorithms [3] . Our approach consists of estimating the expected matrix exponential of the Laplacian associated with a random graph and then computing its eigenvalues in terms of the graph's size and edge probability. It is shown that the second-largest eigenvalue of this expected matrix exponential is key in estimating convergence rates, and the main contribution of this paper lies in explicitly computing this eigenvalue and using it to derive two novel rates of convergence.
A well-known related work is [21] , which develops a general theory for convergence of consensus over broad classes of time-varying graphs, in addition to providing general-purpose convergence results. The emphasis in this paper is on consensus using the Erdős-Rényi model due to its prevalence in some work on multi-agent systems [16] . Our work differs from that in [21] because, by fixing the choice of graph model, we are able to derive concrete convergence rates and implement them numerically.
Both estimates we derive rely in some form on computing eigenvalues of random matrices, and there is an established literature dedicated to doing so [5] , [20] , including for eigenvalues of random symmetric matrices [1] , [8] , [25] , and eigenvalues of random graphs' Laplacians specifically [4] . A common approach to estimating or computing the eigenvalues of a random symmetric matrix is to let the size of the matrix get arbitrarily large [5] , [8] , [13] , [25] . In graph theory, this approach corresponds to letting the number of nodes in a graph grow arbitrarily large and has seen use in spectral graph theory because it allows one to rigorously state results that hold for almost all graphs [2] .
In the study of multi-agent systems, one is often interested in networks of a fixed, small size, such as in [15] , [17] , [24] , and this makes results for asymptotically large networks less applicable in some cases. As a result, we are motivated to derive convergence results in terms of a network's size without taking it to grow asymptotically large. In addition, there are a number of graph theoretic results that estimate eigenvalues of random graphs' Laplacians when edge probabilities bear some known relationship to the size of the network, e.g., [14] , [22] . In cases where a random graph is used to model unreliable communications, there is no guarantee that such a relationship will hold as the quality of communication channels can depend upon a wide variety of external factors. Therefore, we allow edge probabilities to take values independent of the network's size and state our results in terms of both a network's size and its edge probability without making assumptions about either. Furthermore, our results also do not require the common assumption that unions of agents' communication graphs are connected across finite intervals of a prescribed length [12] , which can be difficult to enforce and verify in some practical settings.
The rest of the paper is organized as follows. Section II reviews the necessary background on consensus and graph theory, including that on random graphs. Next, Section III establishes asymptotic convergence of consensus over random graphs. Then Section IV presents our main results on the rate of convergence of consensus over random graphs. Section V then presents simulation results to verify the convergence rates we present. Finally, Section VI concludes the paper.
II. REVIEW OF GRAPH THEORY AND CONSENSUS
In this section, we review the basic elements of graph theory required for the remainder of the paper. We introduce unweighted, undirected graphs, then review the consensus problem, and finally review random graphs.
A. Basic Graph Theory
All graphs in this paper are assumed to be unweighted and undirected. Such graphs are defined by pairwise relationships over a finite set of nodes or vertices. Suppose that a graph has a set V of n vertices, with n ∈ N, and index these vertices over the set {1, . . . , n}. We define the edge set E ⊂ V × V , and say there is an edge between nodes i and j if (i, j) ∈ E. A graph G is then formally defined as the 2-tuple G = (V, E). Throughout this paper, all edges are undirected and an edge (i, j) ∈ E is not distinguished from the edge (j, i) ∈ E. We do not allow self loops and therefore (i, i) ∈ E for all i and all graphs G.
The degree associated with node i is defined as the total number of edges that connect node i to some other node. Using | · | to denote the cardinality of a set and using d i to denote the degree of node i, we have d i = {j | (i, j) ∈ E} . The n × n degree matrix associated with a graph G is then defined as D(G) := diag(d 1 , . . . , d n ), which will be written simply as D when the graph G is understood.
The n × n adjacency matrix associated with G, denoted A(G), is defined element-wise as
In addition, the absence of self loops results in A(G) having zeroes on its main diagonal for all graphs G. We will simply write A when G is clear from context. Using D(G) and A(G), we define the Laplacian associated with a graph G as L(G) = D(G) − A(G), and note that the Laplacian of any undirected, unweighted graph is a symmetric, positive semi-definite matrix [9] . In particular, the Laplacians of such graphs have all non-negative eigenvalues. Letting λ i (M ) denote the i th smallest eigenvalue of a matrix M , for any graph G it is known that λ 1 L(G) = 0 and that 1 = (1, 1, . . . , 1) T is an eigenvector associated with λ 1 [16] , i.e., that 1 is in the nullspace of the Laplacian of any undirected, unweighted graph. For any graph Laplacian L of size n × n, we find 0 = λ 1 ≤ λ 2 ≤ · · · ≤ λ n .
A graph G is said to be connected if, for any two nodes i and j in the graph, there exists a sequence of edges one can traverse to travel from node i to node j. A well-known result says that G is connected if and only if λ 2 > 0 [7] .
B. The Consensus Protocol
A canonical problem in multi-agent control is that of consensus. Consensus consists of having a collection of agents, e.g., robots or mobile sensor nodes, agree on a common value in a distributed way. The term distributed refers to the fact that each agent in a network can only communicate with some other agents in the network, but in general not all other agents. Suppose each agent has a scalar state 1 , with agent i's state denoted x i , and assemble these into the ensemble state vector
If one represents the agents' communications using a graph G (where edges connect those agents that exchange information), then the continuous-time consensus protocol [19] takes the formẋ = −Lx, where L is the Laplacian of the graph G.
The following well-studied theorem from [18] establishes convergence of the consensus protocol in continuous time when G is connected. In it, the symbolx(0) is used to denote the centroid of the agents' initial states (which is a scalar) andx(0)1 is used to denote the vector in R n whose entries are all equal tox(0).
Theorem 1: Let G be a connected graph and let an initial ensemble state x(0) be given. Then the consensus protocol x = −Lx asymptotically converges to the centroid of the agents' initial states, i.e., x(t) →x(0)1. In addition, the rate at which x(t) approachesx(0)1 is governed by λ 2 . Proof : See [18] .
Because the goal in consensus is for a team of nodes to reach a common value, one often refers to the agreement subspace of the agents, defined below as was done in [11] .
Definition 1:
The agreement subspace is defined as the set of all points at which all agents have the same state value, i.e., x i = x j for all i and j. Formally, it is defined as A = span{1}, where 1 is the vector of all ones in R n .
In Section III, we will show asymptotic convergence to A for consensus over random graphs by showing that the agents' disagreement goes to zero. Next, we introduce the random graph model used in the remainder of the paper.
C. Random Graphs
A common model for random graphs is the Erdős-Rényi model, originally published in [6] , and we use it here because it accurately captures the behavior of two cases of interest.
First, some algorithms are randomized by design, such as gossip algorithms [3] , and Erdős-Rényi graphs can model the behavior of such algorithms in some cases. Second, members of a network sometimes share information over communication channels which are intermittently lost and regained, and this behavior is well-modeled by Erdős-Rényi graphs [11] . This model takes two parameters to generate random graphs: a number of nodes n ∈ N and an edge probability 2 p ∈ (0, 1). The Erdős-Rényi model generates graphs on n nodes whose edge sets contain each possible edge with probability p, independent of all other edges. Formally, for each admissible i and j, we have P[(i, j) ∈ E] = p. An alternative characterization that we use later can be stated in terms of the elements of the adjacency matrix of a random graph: for n nodes and edge probability p, we find
Thus each a i,j is a Bernoulli random variable.
We use G(n, p) to denote the sample space of all possible random graphs generated by the Erdős-Rényi model on n nodes with edge probability p, and we use L(n, p) to denote the set of Laplacians of all such graphs. One approach to analyzing random graphs that has seen use in the graph theory literature consists of taking the limit as n goes to infinity, with the benefit of this approach being the ability to rigorously determine which properties hold for almost all graphs. However, motivated by the study of multi-agent systems, we are interested in networks of fixed size and therefore develop our results in terms of a fixed value of n. Toward doing so, we show asymptotic convergence of consensus over random graphs in the next section.
III. CONSENSUS OVER RANDOM GRAPHS
In this section we examine consensus problems in which the agents' communication graph at each timestep is a random graph. We then show asymptotic convergence of this update law in order to help establish the role of convergence rates in its analysis. The theoretical results of this section are not new, but are presented to contextualize the remainder of the paper. This section closely follows the approach of [11] where these results were originally published.
A. Time-Sampled Consensus
We assume that all communication graphs hold constant for some positive amount of time δ > 0 and we seek to examine the evolution of the system's state under this condition. We follow the problem setup of [11] in which states generated by the consensus protocol in Theorem 1 are sampled in time by defining the state z(k) as z(k) = x(kδ), where the communication graph among the agents is assumed to hold constant over the interval [kδ, (k + 1)δ). We note that this problem is distinct from consensus performed in discrete time; the problem we consider analyzes samples of the continuous-time state x(t) rather than having states 2 The cases p = 0 and p = 1 provide edgeless graphs and complete graphs, respectively, and are omitted because their behavior is deterministic.
actually evolve in discrete time as in [12] . All agents still execute the protocolẋ = −Lx and, as in [11] , z(k) is used only as a theoretical tool for analyzing the behavior of the continuous state x(t) over time as the agents' communication graphs change. It is because these communication graphs hold constant over [kδ, (k + 1)δ) that we analyze the agents' states only at these points in time.
At each timestep k, the system will generally have a different graph Laplacian than it had at time k − 1. We denote the communication graph active at time k by G k and denote its Laplacian by L k . Then the consensus protocol in Theorem 1 is equivalent to [11] z(k + 1) = e −δL k z(k),
and this is the protocol that we analyze in the remainder of the paper. We emphasize that the agents' states still evolve in continuous time and that we analyze the continuous time signal x(t) by analyzing samples taken every δ seconds. In Section IV we provide convergence rates for Equation (1). Toward doing so, we next show that Equation (1) converges asymptotically to A.
B. Establishing Asymptotic Convergence
We will assess convergence of consensus over random graphs by showing convergence to the agreement set A, defined in Definition 1. Define the distance from a point y ∈ R n to A as dist(y, A) = inf z∈A z − y 2 .
As in [11] , define the orthogonal complement of the agreement subspace as A ⊥ = {x | x T a = 0 for all a ∈ A}.
In particular x T 1 = 0 for all x ∈ A ⊥ . Then define the Euclidean projection of z(k) onto A ⊥ aŝ
where J is the n×n matrix of ones, and whereẑ(k) captures the disagreement among agents.
It was noted in Theorem 1 that the consensus protocol over static graphs converges element-wise to centroid of the agents' initial states. The consensus protocol in Equation (1) also converges to the centroid of the agents' initial states, despite being run over random graphs [11] . Therefore, the distance from z(k) to A is equal to that from z(k) toz(0)1. Noting thatz(0)1, whose entries are allz(0), is equal to
where we have usedL := nI − J, with I the n × n identity matrix and J the n × n matrix of ones. In light of the form of dist z(k), A , we will show convergence of the protocol in Equation (1) 
We also state the following definition which will be used to characterize stochastic convergence.
Definition 2: A random sequence {y(k)} in R n converges to y ∈ R n with probability 1 if, for every > 0,
We now have the following theorem that proves asymptotic convergence of the consensus protocol in Equation (1), due originally to [11] .
Theorem 2: Fix a number of nodes n ∈ N and an edge probability p ∈ (0, 1), and let z(0) be given. The consensus protocol z(k + 1) = e −δL k z(k), where L k ∈ L(n, p) for all k, converges to A with probability 1. In addition,
is the second-largest eigenvalue of a matrix. Proof: See [11] . More details on this theorem can be found in [11] , where its proof originally appeared, and in [16] . Having established asymptotic convergence, we derive rates of convergence for consensus over random graphs in the next section.
IV. CONVERGENCE RATES FOR CONSENSUS OVER RANDOM GRAPHS
Section III showed that consensus over random graphs converges asymptotically, and in this section we derive our main results on two rates of convergence for consensus over random graphs. Section IV-A is based on work in [11] , though the form of convergence rate we derive is different from the one derived there. The remainder of the section then presents our main results on novel, explicit convergence rates.
A. Convergence Rates
We now highlight the utility of convergence rates in the context of Theorem 2. To do so, we examine the evolution of the disagreement among agents. Using the same Lyapunov function as in Equation (2), we find
By definition,ẑ(k) is orthogonal to 1. 1 is also the eigenvector associated with the largest eigenvalue of e −2δL k for all L k ∈ L(n, p) (because the eigenvalues of e −2δL k are e −2δλi , with each λ i an eigenvalue of L k ). Then we find that
, where λ n−1 (M ) denotes the second largest eigenvalue of an n × n matrix M . Consequently, we have
and by Theorem 2 we have
(4) Therefore, both convergence rates depend upon λ n−1 (E[e −2δL k ]), and we compute it next.
We now derive the expected value of the first four powers of a random graph's Laplacian, and below we will use these results to approximate the Laplacian's expected matrix exponential. As above, we use the notationL = nI − J.
Lemma 1: Let a number of nodes n ∈ N and edge probability p ∈ (0, 1) be given. The Laplacian L ∈ L(n, p) of a graph G ∈ G(n, p) satisfies
Proof: See [10] .
We use the first four powers of L because that is all that is required for accurate convergence rate estimates, as will be shown in Section V. One way in which this accuracy is attained is through the choice of δ. Many choices of δ are possible and we choose δ = 1/n, for several reasons. First, it was assumed in Section III-A that the communication graph of the system is constant between samples, i.e., that G k does not change over the interval [kδ, (k + 1)δ). As a network grows, the number of possible edges does too and thus a larger network has more ways in which its communication topology may change. As a result, a larger network should use shorter sampling times and δ should decrease as n increases. The choice of δ = 1/n provides a simple means of enforcing this condition.
Second, the use of δ = 1/n is also partly inspired by the same choice made in [12] for discrete-time consensus where it is a necessary condition for stability; though not necessary for stability in the current paper, we make the same choice to help retain the same broad applicability of the results in [12] . Using this choice of δ, we now give the approximate value of λ n−1 (E[e −2δL k ]) in terms of n and p.
Theorem 3: Suppose δ = 1/n and define κ 1 = p and κ 2 = (n − 2)p 2 + 2p, along with Figure 1 . A simulation run showing the expected decrease in V (solid line) and its theoretical upper bound (dashed line) as in Equation (7). Here we see that the upper bound indeed holds across the whole time horizon, with the dashed line always above the solid line. In addition, the upper bound becomes more accurate across iterations, with it accurately predicting when the expected decrease in V is near zero.
C. Explicit Convergence Rates for Consensus over Random Graphs
We now present our unified main convergence rates for consensus over random graphs, stated in terms of network size n and edge probability p.
Theorem 4: Let a network size n ∈ N and an edge probability p ∈ (0, 1) be given, and let µ(n, p) be as defined in Theorem 3. For sampling constant δ = 1/n and γ > 0 we have Remark 1: In truncating the Taylor expansion of E[e −2δL k ], some level of error in inevitably introduced into the value of λ n−1 E[e −2δL k ] that results. By truncating after the fourth term, the error in this case is on the order of 2 5 5! δ 5 E[L 5 k ]. For the choice of δ = 1/n, this gives error on the order of 2 5 /5!. This error can be further mitigated by other choices of δ, though the choice of 1/n will suffice in many cases. In general, the approximations we make are more accurate for smaller values of p because such values cause higher-order terms in the expansion of E[e −2δL k ] to be dominated by the lower-order terms we include in our approximations.
The appeal of using these convergence rate estimates together is that one need only compute the constant µ(n, p) and then both estimates can be used. Both provide information at each timestep because they rely on the current iteration count and can therefore be applied in real time. One can also use Equation (5) for a range of values of γ to obtain the probability of being contained in each member of a family of super-level sets, letting one associate probabilities with all points in state space.
These two estimates also provide information about both individual consensus runs and families of consensus runs. Specifically, Equation (6) applies to single consensus runs and evolves the current expected decrease in V based upon z(k), providing a rate estimate specific to that run. On the other hand, Equation (5) applies to all runs starting from a given initial condition, giving information about how often we should expect one trajectory out of a family to be at least some distance from the point of convergence. Furthermore, they are complementary in that Equation (6) provides an upper bound on the rate of decrease in V and is optimistic in the sense that it over-estimates the expected decrease in disagreement in the system. On the other hand, Equation (5) over-estimates the probability of the agents' disagreement being a certain size, and is therefore pessimistic.
Taken together, these two convergence rate estimates enable one to probe the behavior of any consensus problem over random graphs, regardless of network size n, edge probability p, or initial condition z(0), and provide quantitative data on such problems while requiring only the computation of µ(n, p). In the next section we present numerical results that verify both bounds presented in Theorem 4.
V. SIMULATION RESULTS
In this section we present numerical results to support the results in Theorem 4. We simulate consensus over random graphs and first numerically examine the expected decrease in V , and second bound the probability of being at least some distance away from the point of agreement.
A. Estimating Decreases in Disagreement
We now present simulation results to verify the upper bound on the expected decrease in the Lyapunov function V (z) = 1 n z TL z as defined in Equation (2). The consensus problem we ran consists of n = 50 agents and edge probability p = 0.03. All agents had two states and were initialized to be evenly spaced along a circle of radius 100 centered on the origin. In this case, to estimate the rate of convergence using Equation (6), we compute nµ(n, p) = −0.0561, from which we find
To validate Equation (7), a single consensus run was simulated. At each timestep k, the value of E V ẑ(k +1) − V ẑ(k) |ẑ(k) was computed numerically by fixingẑ(k), generating 1, 000 random graphs to computez(k + 1) = e −2δL(G)ẑ (k) for each graph G generated this way, and then computing V z(k + 1) − V ẑ(k) |ẑ(k) for each G. These values were then averaged to numerically determine E V ẑ(k + 1) − V ẑ(k) |ẑ(k) before the algorithm proceeded to run and computedẑ(k + 1).
The results of this simulation run are shown in Figure 1 , where the right-hand side of Equation (7) is shown as a dashed line and the left-hand side of Equation (7) is shown as a solid line; though 1, 000 timesteps of consensus were run, only the first 100 are shown because the two lines are indistinguishable and approximately zero beyond this point. Figure 1 shows that indeed the upper bound on the decreases in V from Theorem 4 holds because the dashed line is always above the solid line. Furthermore, as the iteration count increases, the upper bound becomes more accurate, meaning that we not only have an upper bound on the rate of decrease of V , but also that this upper bound can accurately predict when decreases in V go to zero, thereby accurately predicting when consensus is achieved.
B. Bounding the Probability of Being away fromz(0)1
We now present a consensus problem to verify the upper bound on the probability that the disagreement among agents will be at least a certain amount after a fixed point in time, stated in Theorem 4. In particular, for n = 10 agents and edge probability p = 0.01, 1, 000 trials were run to find experimentally the value of P sup N ≤k<∞ ẑ(k) 2 2 ≥ γ for each N ∈ {1, . . . , 1, 000}, where we set γ = 3. All trials were initialized with the agents spaced equally along a circle of radius 100 whose center was at the origin. The results of these numerical experiments are shown in Figure 2 in the solid line, while the theoretical upper boundẑ (0) Tẑ (0) γ 1 +
nµ(n, p)
N is shown in Figure 2 as the dashed line. Figure 2 shows that the probability bound in Theorem 4 indeed holds because the dashed line is always aligned with or above the solid line. In addition, we see that the upper bound's graph over time stays close to that of the empirical probability, indicating that, despite relying only on expected values, the bound on the probability of being at least some distance from consensus provides a useful estimate of the actual probability, enabling one to make predictions about the magnitude of disagreement in a network over time.
VI. CONCLUSION
Explicit convergence rate bounds were presented for consensus over random graphs. A key feature was that convergence rate estimates were given in terms of the network size and edge probability without making any assumptions about either. Eigenvalues of the expected exponential of random graphs' Laplacians were computed and used to derive approximate convergence rate bounds. Numerical results confirmed that these results accurately capture the behavior of consensus over random graphs.
