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The measurement of intermolecular forces at the liquid-solid interface is key to many studies of
electrochemistry, wetting, catalysis, biochemistry, and mechanobiology. The atomic force microscope (AFM) is
unique in its ability tomeasure andmap these forces with nanometer resolution using the oscillating sharp tip of an
AFM cantilever. These surface forces are only measured by observing the changes they induce in the dynamics of
the resonant AFM probe. However, AFM cantilever dynamics at this interface can be significantly different when
compared to air/vacuum environments due to the nature of nanoscale forces at the interface and the low-quality
factors in liquids. In this work, we study the nonlinear dynamics ofmagnetically excited AFMmicrocantilevers on
graphite and mica immersed in deionized water, high-concentration buffers, and methanol. By combining theory
and experiments, a wealth of nonlinear dynamical phenomena such as superharmonic resonance, hysteretic jumps,
and multimodal interactions are demonstrated and their dependence on hydration/solvation forces is clarified.
These results are expected to aid ongoing efforts to link liquid-solid interface properties to cantilever dynamics
and lead to accurate interpretation of data from experiments.
DOI: 10.1103/PhysRevB.86.205405 PACS number(s): 68.08.De, 07.79.Lh
I. INTRODUCTION
Dynamic atomic force microscopy (AFM) uses a resonant
cantilever to probe the forces between a nanoscale tip and a
sample. In recent years, advances in dynamic AFM meth-
ods have made it possible to study at high resolution the
intermolecular forces associated with fundamental physical
processes at liquid-solid interfaces such as the organization
of solvation shells,1 self-assembly of molecules on surfaces,2
and electrochemistry.3 In dynamic AFM, these intermolecular
forces can only be measured through the changes they induce
in the dynamics of the oscillating cantilever probe. The
resulting dynamics can be nonintuitive and complex because
the oscillating cantilever and the intermolecular forces form
a nonlinear dynamical system. A fundamental understanding
of the dynamics of this coupled system is therefore key
to quantitative measurements of forces at the liquid-solid
interface using dynamic AFM.
The nonlinear dynamical behavior of this system in air or
vacuum environments is well known.4 The most well-known
example of this is the role of van der Waals and nanoscale
repulsive interactions in the coexistence of multiple stable
oscillation states of resonantly driven cantilevers in tapping
mode (i.e., the attractive and repulsive regimes).5 How-
ever, despite the increasing use of AFM in liquid envi-
ronments (to measure intermolecular forces for applications
in electrochemistry,6 mechanobiology,7 wetting,8 etc.), the
nonlinear dynamics of AFM cantilevers coupled to forces at
the liquid-solid interface is relatively poorly understood. A
better understanding of AFM nonlinear dynamics in liquid
environments will allow users to correctly interpret their
experimental data, and enable the design of AFM hardware
that is better suited to the unique dynamics in liquids.
There are several key differences between ambient or
vacuum environments and liquid environments that must be
taken into account in understanding the nonlinear dynamical
interactions between the oscillating cantilever and the inter-
molecular forces that characterize the liquid-solid interface.
The first is the large hydrodynamic drag, which leads to
low-quality factors of the cantilever resonance. Whereas the
quality factor in air may be several hundred or more, in liquid
it is generally less than ten, and often less than two (there are,
however, a few exceptions such as Ref. 9 that use very stiff
tuning forks instead of cantilevers). This was clearly observed
from the earliest works on dynamic AFM in liquids,10 but
it has many subtle implications that are still not commonly
understood. Analysis techniques that are accurate for high-
quality factors are simply not applicable to low-quality-factor
environments.
Second, the relevant types of surface forces are differ-
ent. Attractive van der Waals forces and capillary forces,
which can be large in ambient environments, are small or
nonexistent in liquid. However, in liquids, there are two
additional forces not present in ambient environments. First
is the well-known electric double layer.11 Second, when the
surfaces approach to within a few molecular diameters of each
other, the liquid can no longer be modeled as a continuum.
Noncontinuum effects arise due to the nanoscale geomet-
ric confinement and the interaction of solvent molecules
with the surface, which include solvation and hydration
forces.11,12
There have been previous studies of various aspects of
AFM operation in liquids.13–25 However, no one study has
yet to put together all of the diverse pieces into a complete
understanding of cantilever dynamics in liquids. In this
work, we present comprehensive experimental and theoretical
studies of cantilever dynamics in liquids.
The layout of the paper is as follows: First, we review
the background and prior work. Then, experimental data are
presented and analyzed. The experiments are conducted with
magnetic excitation, allowing a well-behaved frequency re-
sponse spectrum (i.e., amplitude and phase). Next, theoretical
modeling is presented, which is used to numerically simulate
the nonlinear frequency response. Finally, the model is used to
study the effects of various parameters and gain further insight
into the causes of the nonlinear phenomena.
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II. BACKGROUND
Prior works in this area have broadly focused on either the
tip-sample interaction forces in liquids or on understanding
the dynamics of the oscillating cantilever at this interface.
Of the many forces at the liquid-solid interface, the most
prominent one is the electrical double layer [e.g., typically
modeled using the Derjaguin, Landau, Verwey, and Overbeek
(DLVO) theory11,12], which has been studied using AFM by
many groups.26,27 Beyond the long-range electrostatic forces,
there are several distinct short-range forces that exist between
surfaces in liquids.11,12 The first of these are the solvation or
oscillatory forces, which arise because the liquid molecule
density fluctuates near the surface with a period equal to
the molecule diameter. When the tip oscillation amplitudes
are larger than molecular diameter (as is usually the case),
then the oscillatory forces are averaged out and a monotonic
background force can be seen. Between two hydrophillic
surfaces, these background forces are generally repulsive
and are often referred to as hydration forces. Between two
hydrophobic surfaces, these forces are generally attractive
and may simply be referred to as hydrophobic forces.12
Hydration, hydrophobic, and solvation forces have been
studied extensively with AFM. Due to the small tip radius,
these forces can be mapped with nanoscale accuracy (spatial
resolution <1 nm and force resolution <100 pN). With the
best instruments, it is possible to discern differences in the
surface forces when the tip is over different lattice sites
on a mica surface, and to map the structure of the liquid
in a three-dimensional volume.1,28 Such studies are usually
conducted with small cantilever amplitudes, generally <1 nm
and in some cases <1 A˚ amplitude.29
Fewerworks have studied the dynamics of cantilevers under
the influence of these forces. Most early analysis used the
same cantilever dynamics models for liquid environments
as for air/vacuum, changing only the value of parameters
(i.e., quality factor). Reference 14 was perhaps the first to
recognize that liquid environments often require a different
model. Specifically, Ref. 14 observed that when a cantilever
taps on a surface, there is a distortion of the deflection
waveform that is a decaying sine wave at the cantilever’s
second natural frequency. In other words, when the tip
taps on the surface, the cantilever feels a sudden impulsive
force, which momentarily excites the second eigenmode. The
implication of this coupling is that data interpretation in liquid
environments can be significantly more complicated than in
air or vacuum environment because a multiple eigenmode
model is necessary. However, the coupling can also be
exploited to gain information about the sample material
properties.20–22
Another important implication is that understanding the
nonlinear dynamics of the AFM in liquids requires the
observation and prediction of processes that happen over a
wide frequency bandwidth. It is not sufficient to study the
dynamics only at a single frequency. This is a limitation ofmost
of the existing work on nonlinear dynamics in liquids.13–19
Although these studies do provide insight, they show only
a small slice of the entire response. The only studies of the
dynamics over a wider frequency range that the authors are
aware of are Refs. 23–25. Each of these studies provides
insight, but no one work has yet to put together all of the
diverse pieces into a comprehensive study.
Thus, in this work, we focus on understanding the nonlinear
frequency response of the AFM cantilever at the liquid-solid
interface over a wide bandwidth using magnetic excitation
(free from piezo resonances). We analyze the results in the
context of a multiple eigenmode model that includes both
contact forces from a substrate as well as short-range hydra-
tion/hydrophobic forces. Detailed comparisons are presented
between experiments and numerical simulations.
In the experimental work, we have limited ourselves to
either high-concentration buffer solution or deionized water.
In either case, the gradient of the electrical double-layer forces
are small and are neglected in the theoretical simulations.
Furthermore, the tip oscillation amplitudes (5 nm or less) are
larger than the molecular diameter of the liquid (≈0.25 nm
for water, ≈0.4 nm for methanol) so that the oscillatory forces
due to ordering of molecules at the interface are averaged
out. This leads to a background exponential hydration (or
hydrophobic) force11,12 that is included in the simulations.
We show that even though the decay lengths of the forces
at the solid-liquid interface are quite small compared to the
amplitudes used, the hydration/hydrophobic forces still play a
large part in determining the cantilever dynamics.
III. EXPERIMENTS
The goal for the experiments is to examine nonlinear
response (amplitude and phase, including higher harmonics)
of different AFM cantilevers oscillating at various liquid-
solid interfaces characterized by short-range interaction forces
[methanol, deionized water, and 500 mM KCl on mica; deion-
ized water on highly oriented pyrolytic graphite (HOPG)],
over a range of excitation frequencies and tip-sample
Z distances.
A. Methods
Three different types of cantilevers are used in the
experiments, with parameters given in Table I. The cantilevers
are all rectangular and range in stiffness from 0.62 N/m to
6.6 N/m, which is typical for liquid environment imaging.
Typical free (unconstrained) amplitudes are approximately
5 nm. The experiments have been replicated with multiple
different cantilevers and the results are repeatable.
All of the cantilevers have been coated by Agilent with a
proprietary magnetic material. This allows the use of magnetic
excitation in an Agilent 5500 AFM, similar to the method
described in Ref. 30. A solenoid located underneath the sample
stage provides an oscillating magnetic field, which produces
an oscillating torque on the cantilever. The key advantage of
the magnetic excitation method is that the applied magnetic
force is nearly constant over a wide range of frequencies.
This allows an unobscured view of the cantilever’s frequency
response (as opposed to the piezo/acoustic method, whichmay
produce many spurious resonances that are related to the piezo
and not to the cantilever).
The data are collected as follows. First, the cantilever is
immersed in liquid, its first eigenmode frequency determined
from a thermally driven spectrum, and the magnetic excitation
205405-2
NONLINEAR DYNAMICS OF THE ATOMIC FORCE . . . PHYSICAL REVIEW B 86, 205405 (2012)
TABLE I. Parameters of the cantilevers used in the experiments.
Label A B C Da Ea
Manufacturer Agilent Agilent AppNano Agilent Agilent
Model MAC II MAC II ACST MAC I MAC II
Nat. freq. (kHz) 27.4 32.8 74.4 19.4 34.3
Quality factor 3.0 3.5 5.5 2.3 5.4
Stiffness (N/m) 2.05 3 6.6 0.62 2.3
Modal forcing ratio (FB2/FB1) 5.1 5 2.5 1.3 −5.2
Imaging media 500 mM KCl Deionized water Methanol Deionized water Acetone
Surface Mica HOPG Mica Mica Mica
aData from cantilevers D and E can be found in the Supplemental Material (Ref. 33).
is chosen near the first eigenmode frequency. Then, the
oscillating cantilever is brought closer to the surface (Fig. 1) at
fixed excitation frequency until the amplitude reduces to 95%
of its unconstrained value. The cantilever is stabilized at this
set-point amplitude until the Z drift (from thermal expansion
and piezo creep) is reduced to an acceptable level (typically
<0.3 nm/s). The normal Z feedback is turned off, the Z piezo
voltage is adjusted to move the tip a defined distance relative to
the sample, and the excitation frequency is swept up in 3–5 s.
Time-series data of cantilever deflection is recorded using a
National Instruments data acquisition card and processed to
give mean deflection, first harmonic amplitude and phase, as
well as higher harmonics. The drive frequency is returned to
the resonance frequency and theZ feedback is turned on. After
stabilizing for one second, the Z feedback is again turned off
and the procedure is repeated with a different Z distance from
the sample.
We use three different liquids: deionized water, 500-mM
KCl buffer solution (high-concentration buffer solutions are
relevant to many practical imaging studies such as biological
samples), and methanol (chosen because it has a lower
viscosity than water). We use two different surfaces: freshly
cleaved mica and HOPG.
B. Results: Cantilever A in 500-mM KCl solution
on freshly cleaved mica
Before describing the experimental results, it will be helpful
to set out somenotation.We shall useAi to refer to ith harmonic
amplitude (i = 1,2,3, etc.) and φi for ith harmonic phase. In
the modeling section, we will refer to both higher eigenmodes
FIG. 1. (Color online) Schematic illustration of a microcantilever
oscillating in liquid and approaching a solid surface.
and higher harmonics, which are frequently confused. For
example, in typical notation for quality factorQ2, the subscript
2 refers to the second eigenmode, whereas when referring to
amplitude A2, the subscript 2 refers to the second harmonic.
For clarity, a “B” (for “bending” following Ref. 31) will be
used for a modal quantities (e.g., QB2 for quality factor).
We will also use Ainit for the initial (free or unconstrained)
amplitude.
1. Linear frequency response far from surface
Typical results for cantilever A on mica in 500 mM KCl
are shown in Fig. 2. Multiple sweeps (amplitude and phase lag
of tip motion as a function of excitation frequency) are shown
at progressively decreasing Z distances. Before examining the
nonlinear response due to tip-sample forces, we first study the
linear frequency response of magnetically excited cantilevers
in liquids. The sweep farthest from the sample (black dashed
line) is considered first. These data are acquired far enough
from the surface that the nonlinear tip-sample interactions are
small enough that the response is essentially linear. Using a
least-squares-curve fit, we can identify that the first natural
frequency is 27 kHz [marked with a dashed line in Fig. 2(b)].
At first glance, the amplitude response [Fig. 2(a)] looks
similar to that of a single degree-of-freedom oscillator. How-
ever, the phase shows an unexpected behavior. In Fig. 2(b),
φ1 increases with frequency up until about 40 kHz but then
reverses and decreases to nearly zero. Ordinarily, we expect
the phase to asymptotically approach 180◦ to the right of
the resonance peak. Closer inspection shows that the phase
reversal is accompanied by a small antiresonance (valley) in
the amplitude [Fig. 2(a)].
There is a second interesting observation about the phase
signal. Most AFMs have instrumental phase offsets due to
artifacts in the electronics and especially from the drive piezo.
Therefore, it is common to offset the phase such that the phase
at the natural frequency is 90◦. The magnetic drive should be
free from such artifacts, therefore we have not applied any
phase offsets. As expected, the phase at zero frequency is
(approximately) zero. Surprisingly though, it is apparent that
the phase at the natural frequency (marked by a dashed line)
is actually well below 90◦.
These are two interesting observations in the cantilever
response before it interacts with the liquid-solid interface.
We have observed these phenomena while using a variety
of magnetically excited cantilevers. We will describe in the
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FIG. 2. (Color online) Experimental frequency sweeps for can-
tilever A in 500-mM KCl solution on mica. (a) A1, (b) φ1, (c) A2,
(d)A6. Interestingly, the resonance splits into two distinct peaks inA1,
one of which corresponds to a large A2 and the other to a large A6.
φ1 shows an interesting reversal above resonance and surprisingly
φ1 = 90◦ at the natural frequency. (e) and (f) Time histories. The
signal has been comb filtered to keep only the first seven harmonics.
The deflection = 0 point is chosen arbitrarily as there is no way to
precisely determine it. The waveform shows a distinctive distortion
after tapping on the sample. (e) corresponds to the black dot marked
“X” in (a). (f) corresponds to the dot marked “Y ”. Insets: zoom-in on
boxed regions.
theory section an approach that clarifies the origin of the phase
behavior.
2. Nonlinear response interacting with the surface
Now, we consider the nonlinear frequency response when
the cantilever is interacting with a surface. First, we will
consider a single-frequency sweep at a specific intermediate
distance from the surface, and then discuss how the response
evolveswith changingZ distance. First, consider the amplitude
response represented by the solid black line in Fig. 2(a). In
contrast with the classical peak (black dashed lines) when not
interacting with the sample, the resonance while interacting
with the surface is a flat, broad peak. Closer inspection shows
that there are actually two distinct peaks separated by a small
valley,which is unexpected.32 The left peak is at approximately
one-half the frequency of the right peak. In other words, the
amplitude response far from the sample shows a canonical
response with a well-defined peak. This response, however,
transforms due to forces at the solid-liquid interface into two
distinct smaller peaks separated by a relatively flat plateau
in-between.
Considering the phase in Fig. 2(b), it is apparent that the
natural frequency while interacting with the sample has shifted
to the right, as compared to the casewhen there is no interaction
(in making this comparison, it is worth recalling that the phase
lag at resonance is not 90◦ as discussed above). There is also a
small bump in the phase just below 20 kHz, which corresponds
to the same frequency as one of the two amplitude peaks
due to the interaction. A well-known hallmark of nonlinear
behavior is an appreciable response at frequencies other than
the drive frequency (i.e., higher harmonics). In Figs. 2(c)
and 2(d), the response of the second and sixth harmonics
is shown (plots of other harmonics are in the Supplemental
Material33).19–22,24,34–41 Both of these show a small but not
insignificant response. In particular, note that the A2 peak
occurs at the same frequency as the low-frequency peak in the
A1 response, and the A6 peak occurs at the same frequency as
the high-frequency peak in the A1 response. Thus, it is clear
that the two peaks have distinct causes.
Time histories of the cantilever deflection signal are shown
in Figs. 2(e) and 2(f), which helps to visualize the higher
harmonic components of the tip deflection waveform. The
time history in Fig. 2(e) is taken at the frequency for which A2
is maximum, and Fig. 2(f) is taken at the frequency for which
A6 is maximum. In each case, there is a distinctive distortion
at the bottom of the waveform when the tip taps on the sample.
The distortion is smoother in Fig. 2(e) and more pronounced
in Fig. 2(f).
Now that these general features of cantilever response far
from the interface and while interacting with the surface
have been introduced, we can study how they evolve with
Z distance. From the amplitude plot in Fig. 2(a), it can be
seen that the main resonance peak shifts to the right as the
Z distance decreases. In other words, the natural frequency
increases due to the repulsive tip-sample interaction forces, as
expected. This can also be seen in the phase Fig. 2(b). In air, the
natural frequency first decreases due to attractive forces and
then increases due to repulsive interactions.42 In the present
experiment, the attractive forces are essentially negligible and
the natural frequency increases monotonically. In air, there are
also jumps in the amplitude response due to the presence of
multiple stable oscillation states, but those do not appear in
this case. Finally, the small secondary resonances also detune
(move right) as Z distance decreases.
To further aid data interpretation, the same data are replotted
in Fig. 3. The Z displacement is along the y axis and the
amplitude, phase, etc., are given as a color map. From this
it is easy to see that both A2 [Fig. 3(c)] and A6 [Fig. 3(d)]
205405-4
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FIG. 3. (Color online) Experimental frequency sweeps for can-
tilever A in 500-mM KCl solution on mica. This is the same data as
Fig. 2 as a contour plot. [Note: Due to contributions from the second
eigenmode, the phase at the natural frequency is 80◦, not 90◦. See
the Supplemental Material (Ref. 33) for more details]. There are 15
sweeps, each approximately 0.54 nm closer to the sample.
peak at approximately the same Z distance. Some detuning of
A2 and A6 with decreasing Z distance can also be seen. The
amplitude and phase response as a function of drive frequency
and Z distance is a dense data set with rich information
about cantilever dynamics as it interacts with the surface. The
frequency sweeps in Fig. 2 can be thought of as horizontal
slices of the maps in Fig. 3. It is also possible to take vertical
slices of the maps, which would correspond to typical dynamic
approach curves. Several such slices are shown in Fig. 4.
Relating the features in the frequency sweeps (horizontal
slices) to the features in the approach curves (vertical slices)
may serve to further illustrate the nonlinear response. In
Fig. 4(b), as Z is decreased, φ1 first decreases, but then
increases by 5◦ before decreasing again. The Z distance at
which the phase peaks is also the same distance at which
A2 peaks. It is clear that the φ1 and A2 behavior are related,
although the cause is not immediately obvious.Wewill explore
this further in Sec. IV.
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FIG. 4. (Color online) The experimental data were acquired as
frequency sweeps at a series of Z distances. But, we can also take
vertical slices of the data set to get curves versus Z for a fixed
frequency (i.e., like a typical tapping mode approach curve). Here,
we show A1, φ1, and A2 from Fig. 3 versus Z for two different
frequencies. The peak in φ1 and A2 on the left of the graphs
corresponds to the Z distance at which the superharmonic resonance
has detuned to the driving frequency.
C. Results: Cantilever B in deionized water on HOPG
The previous experiments were conducted on mica, which
is hydrophillic. In Fig. 5, we show an experiment on freshly
cleaved HOPG, which is known to be hydrophobic. However,
it is also known that due to exposure to air contaminants can
cover certain terraces of HOPG,43 which could potentially
affect the hydrophobicity. In principle, we expect to see
attractive hydrophobic interactions instead of the repulsive
hydration interactions in the previous study on mica. Our
interest is to understand if the nonlinear effects described
earlier are affected by the nature of interfacial forces. The
cantilever is the samemodel as cantileverA (i.e., same nominal
parameters).
In comparison to cantilever A in 500-mM KCl solution
on mica (Fig. 2), we find generally similar features of
the nonlinear response, but some differences stand out. For
example, the majority of the sweeps for cantilever B show only
a single A1 peak on the left side of the graph (and A2 peaks at
this same frequency). In comparison, cantilever A that showed
two distinct peaks in A1. This is obviously caused by some
difference in the interaction forces between HOPG and mica,
but it is not immediately obvious what that difference might
be. In Sec. VB, we will use numeric simulations to explore
the differences.
D. Results: Cantilever C in methanol on freshly cleaved mica
Having explored how the choice of liquid-solid interface
affects the nonlinear response of moderately soft cantilevers
(kB1 = 2–3N/m,QB1 = 3–4), we now turn to understand how
205405-5
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FIG. 5. (Color online) Experimental frequency sweeps for can-
tilever B in deionized water on HOPG. The amplitude response
(a) is distinctly different than cantilever A on mica (Fig. 2).
Specifically, cantilever A showed two distinct peaks in A1. The
majority of the sweeps for cantilever B show only one peak and
it is far to the left. But based on the phase (b), the natural frequency is
shifting to the right. In others, the smaller secondary resonance peak
still exists, but there is no resonance peak at the natural frequency.
the nonlinear response is affected by cantilever properties,
especially higher stiffness and higher Q factor. Cantilever
C was chosen because it has a higher-quality factor than
cantilevers A and B. To further increase Q, experiments with
this cantilever were performed in methanol. Due to the lower
viscosity, theQ in methanol is about 25% higher than in water.
Typical results on mica in methanol are shown in Fig. 6, and
the same data plotted as contour plots can be found in the
Supplemental Material.33
As compared to cantilever A on mica in 500 mM KCl,
the second harmonic resonances in this case appear to be
suppressed.44 For cantilever A, an appreciable A2 occurred
for 9 out of the 15 sweeps. For cantilever C, only 4 out of 11
sweeps showed an appreciable A2 (with “appreciable” being
defined as A2 > 0.2 nm). In addition, cantilever A showed
small peaks in A1 that lined up with the frequency at which
A2 peaked, whereas there do not appear to be any such such
peaks in the amplitude for cantilever C.
The shapes of the resonance peaks are different as compared
to cantilever A. Specifically, the resonance peaks for cantilever
C are not broad and flat, but are strongly skewed to the right.
In other words, the left side of the peak has a low slope,
but the right side of the peak has a steep slope. For some
of the sweeps, the slope is so steep that it appears to be a
jump straight down. These features are analogous to the jumps
(bifurcations) found in air/vacuum environments,42 although








































FIG. 6. (Color online) Experimental frequency sweeps for can-
tilever C in methanol on mica. In contrast to cantilever A, A2 and the
secondary peaks inA1 appear to be suppressed. However, the primary
resonance shows what might be a small nonlinear jump. The inset in
(a) shows a zoom-in near one such jump. There are 11 sweeps, each
approximately 0.54 nm closer to the sample.
less pronounced. These jumps have been previously predicted
in liquids numerically.25 We will use simulations in the next
section to further investigate these features.
E. Experimental summary
The experiments have demonstrated the nonlinear response
of a variety of AFM microcantilevers on a variety of liquid-
solid interfaces and have shown three distinctive features: first,
even far away from the sample, the phase lag at the natural
frequency is not 90◦, and there is a reversal of the phase above
resonance. Second, A1 becomes very flat and broad when
interacting with the sample and can actually show multiple
distinct peaks. The lower peak is characterized by a higher
A2, and the higher peak by a higher A6. Finally, in some
cases there appear to be sudden, discontinuous jumps at the
resonance peak. In the next section, numerical simulation is
first used to explain these results and give insight into the
physical processes at work. Then, parameter studies are given
to show which parameters have the most influence on the
results.
IV. SIMULATIONS AND ANALYSIS
In this section, the VEDA (virtual environment for
dynamic AFM) simulator is used to provide insight into the
205405-6
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experimental results. VEDA is a freely available web-based
AFM simulator developed by the authors.45–47
A. Cantilever modeling
The modeling starts with the Euler-Bernoulli partial dif-
ferential equation for deflections of a slender, rectangular
cantilever beam in a ground-fixed inertial frame, subject to a








= Fhydro(w) + Fdrive(x,t) + Fts[w(L,t) + Z]δ(x − L),
(1)
where E, I , ρc, A, w, x, t , Fhydro, Fts , Fdrive, and δ are the can-
tileverYoung’smodulus, areamoment, density, cross-sectional
area, deflection, axial coordinate, time, hydrodynamic force,
tip-sample interaction force, driving (excitation force), and the
Dirac delta function, respectively. The hydrodynamic forces
are converted into an effective modal viscosity and added
mass,35,48 and then the equation is discretized in the basis
of cantilever eigenmodes using Galerkin’s method following
Ref. 49. Themethod is towritew asw(x,t) = ∑∞i=1 qi(t)ψi(x)
where ψi(x) is the ith eigenmode shape and qi(t) is referred to
as amodal coordinate.50 An approximation ismade by keeping
only the first N eigenmodes. We take N = 3 in this work.51












i = 1, . . . ,N
where qi(t), ωBi , QBi , kBi , and FBi are the tip deflection,
natural frequency (rad/s), quality factor, equivalent stiffness,
and driving force of the ith eigenmode, respectively, d = Z +∑N
i=1 qi is the tip-sample gap,whereZ is the cantilever-sample
separation, and d is the driving frequency (rad/s). See Fig. 1
for an illustration of Z and d. Again, the “B” in the subscript
emphasizes that the subscript refers to a bending eigenmode (as
opposed to a harmonic). In our experiments, kB1 is calibrated in
air using themethod ofRef. 52. kBi for i > 1 is calculated using
the result of Ref. 35 with the details given in the Supplemental
Material.33
In air or vacuum, the modeling of the excitation force
is unimportant as all methods give essentially the same
result. In liquids, the different methods give dramatically
different results.39 Magnetic excitation is used in the present
experiments because it gives good results in liquids, therefore
we focus on it here. Discussion on the dynamics of other
methods are given in Refs. 39, 40, and 53, as well as in the
Supplemental Material.33
The cantilever is coated with a magnetic material mag-
netized along the length of the cantilever and an oscillating
externalmagnetic field is applied. The exact nature ofmagnetic
forcing on the cantilever is an ongoing research topic. In
principle, if the magnetic field is uniform and perpendicular
to the axis of magnetization, then the modal force on each
eigenmode is the same (FB1 = FB2 = FB3, etc.).54 However,
in practice, the magnetic field may be far from uniform,
so the ratio FB2/FB1 must be determined empirically by
fitting FB2/FB1 such that the measured amplitude and phase
response match with the model predictions [Eq. (2) without
interaction forces]. Details on the fitting procedure are given in
the Supplemental Material. Depending on the location of the
cantilever relative to the solenoid, FB2/FB1 has been observed
to take values anywhere between −5 and 25.
To model the optical beam deflection method, observed
deflection is reported as u˜ = ∑Ni=1(χBi/χB1)qi where χBi is
the slope at the end of the ith eigenmode. In our experiments,
the photodiode volts-to-nanometers conversion has been cali-
brated for the first eigenmode using the method of Ref. 55. χBi
for i > 1 is difficult to calibrate experimentally. We calculate
it according to the results of Ref. 35, with the details given in
the Supplemental Material.33
B. Tip-sample interaction force models
Based on the experimental conditions described, we pro-
pose a tip-sample interaction force that is composed of two
parts and is a reasonable approximation for the different liquid-
solid interfaces considered in this work. The first part of the
force is the noncontact force. For the experimental conditions
in thiswork and for other practical experimental conditions, the
attractive van der Waals force is small. The electrical double-
layer force is effectively screened in high-concentration ionic
media, and in the case of deionized water (as in the present
experiments), the gradient of this force is negligible over
length scales of the tip oscillation amplitude. Oscillatory
forces are neglected because the cantilever amplitudes are large
enough that the oscillations average out. Therefore, the only
noncontact forces are the short-range hydration/hydrophobic
forces.
The hydration force is so named because it may be linked to
the energy required to remove hydrated water molecules from







, d > 0
2πR2ph, d  0
(3)
where R is the tip radius, λ is a decay length, and ph is an
empirically determined scaling. The same model is used for
hydrophobic forces, except the sign of ph is changed.
In addition to conservative forces, it has been recognized
that there are also dissipative (nonconservative) components
to the hydration/hydrophibic forces. There is still debate as to
the exact form of these forces.56,57 Several works29,58,59 have
considered how well this damping is modeled by continuum
Reynold’s squeeze film damping F = −6πηeffR2tip ˙d/d where
ηeff is an “effective” viscosity. These authors have noted that
in order to account for the experimentally observed energy
dissipation, an effective viscosity several orders of magnitude
larger than the bulk value is required. Further, the required
effective viscosity ηeff is not constant, but must be a function
of tip-sample gap59 d. Finally, the model clearly breaks down
as d → 0.
Therefore, rather than try to find an “effective” viscosity
profile that forces the continuum model to match the observed
experimental data, we look for a simpler model that will
directly match the experimental data. Reference 29 made
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the observation that the damping coefficient appeared to be
proportional to the conservative portion of the force. Therefore,
analogous to (3), we propose a viscous dragwhere the damping
coefficient decays exponentially away from the wall. Letting
c be a scaling (kg/s), the force is given by
Fts,diss(d, ˙d) =
{−ce−d/λ ˙d, d > 0
−c ˙d, d  0. (4)
The damping coefficient is assumed to saturate to a constant
value once the tip and sample contact (similar to the way
that the attractive forces in the DMT model saturate at
contact). For the present experiments, the samples are stiff,
so the indentations are small (<1 A˚). Therefore, the exact
behavior of the hydration force for d < 0 does not have a
large effect on the cantilever motion. For softer materials
such as lipid bilayers,60 more sophisticated modeling may be
necessary.
The second part of the force is a contact force. The classical
Hertz contact theory61 for the force between a sphere and a
flat plane is given by
Fts,Hertz(d) =
{
0, d > 0
4
3E
∗√Rd3/2, d  0 (5)
where E∗ is the reduced elasticity E∗ = [(1 − ν2tip)/Etip +
(1 − ν2sample)/Esample]−1 and ν and E are Poisson’s ratio and
Young’s modulus of the tip and the sample.
The total force model used in this work is thus
Fts(d) = Fts,hyd(d) + Fts,diss(d, ˙d) + Fts,Hertz(d). (6)
An example plot of a typical force curve is shown in Fig. 7.
Importantly, the hydration forces have a relatively smooth
exponential decay, and the transition to Hertz62 contact at
d = 0 is comparatively abrupt. The area enclosed by the curve
represents the nonconservative energy dissipation.
It is assumed that the sample does not deform at all until
the tip contacts the sample. In reality, the hydration forces and
contact forces are like springs in series. Thus, the sample can
















FIG. 7. (Color online) Example tip-sample interaction profile
used in the simulations. An exponentially decaying hydration force,
which has both a conservative and a nonconservative component,
extends from gap = 0 to the right and a Hertz contact force extends
from gap = 0 to the left. The plot shown is for d = 10 kHz,
A = 3.1 nm, and Z = 1.45 nm.
TABLE II. Simulation parameters.
Natural freq. (kHz) ωB1 = 27.6, ωB2 = 179, ωB3 = 484
Stiffnesses (N/m) kB1 = 2.1, kB2 = 63.6, kB3 = 447
Quality factors QB1 = 3, QB2 = 8.3, QB3 = 12
Unconstrained ampl. Ainit = 5 nm
Sweep time 2 s
Tip radius 10 nm
Sample Young’s modulus 60 GPa
Hydration decay length λ = 0.25 nm
Hydration force scaling ph = 3 × 106, c = 2.6 × 10−5 (kg/s)
here are stiff enough that any such deformation would be
negligibly small. For softer samples,60 more sophisticated
modeling may be necessary.
The simulation parameters are given in Table II.
C. Linear frequency response far from sample
We are now in a position to explain the curious features
in the phase noted in Sec. IVC. In Figs. 8(a) and 8(b), an
experimental frequency sweep far from the sample is compared
with simulated data. We have plotted not only the simulated
photodiode signal, but also the responses of the first and
second eigenmodes separately. It is clear that the response
of the second eigenmode is (relatively) large. In other words,
the quality factors are so low that the second eigenmode can
be excited appreciably even when the excitation frequency
is close to the first natural frequency. Because the first and
second eigenmode responses are out of phase with each other,
they partially cancel, resulting in the observed antiresonance
in the amplitude and the reversal in phase. This also explains


























FIG. 8. (Color online) Experimental frequency sweeps for can-
tilever A in 500-mM KCl solution far (>2 μm) away from any
surface compared with simulated frequency sweeps showing the
response of each eigenmode individually and combined. Due to the
low-quality factors, the second eigenmode can be excited appreciably
off resonance. Near 50 kHz, the amplitude response of the second
eigenmode partially cancels out the first eigenmode, resulting in an
antiresonance (marked with an arrow).
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why the phase lag at the first natural frequency was not 90◦.
The phase of the first eigenmode by itself is 90◦, but what
we are observing with the photodiode is the sum of multiple
eigenmode responses.
To some degree, this effect will be present in all mag-
netically driven AFMs. The important consideration is how
close the antiresonance is to the fundamental resonance. In
some cases, it will be far away and thus can be neglected.
Two reasons that the resonance and antiresonance are so
close in the present case are the picket-shaped end of the
MAC II cantilever and the nonuniform magnetic field from
the solenoid, as explained in the Supplemental Material.33
It should be noted that even linear (i.e., small amplitude)
measurements can potentially be affected by this. Standard
force spectroscopy formulas that consider only the response of
a single eigenmode (e.g., Ref. 63) could thus be significantly in
error. More details are shown in the Supplemental Material.33
Finally, we note that while the acoustic excitation method
has been criticized for piezo resonances and large base motion,
which greatly impede quantitative dynamic AFM,28,39,40,64 this
result shows that the magnetic method is not without its own
subtleties. The key point is that any quantitative analysis for
low-quality factors (Q < 10) requires careful attention to the
mechanics of the excitation.
D. Nonlinear frequency response while interacting
with the liquid-solid interface
In this section, we attempt to reproduce the results of
cantilever A on mica in water in Sec. III B in order to verify
themodel. The simulation parameters are given in Table II. The
hydration force decay length of 0.25 nm is approximately the
diameter of a water molecule, as determined experimentally
by Ref. 29. The hydration force scaling parameters ph and c
were determined by matching experimental approach curves
to simulations and are similar to the values used in Ref. 46.
A positive value of ph corresponds to a repulsive hydration
force. Although the hydration damping model is different than
previous works, the effective damping coefficient is on the
same order as previouswork.29,59 Discussion on the parameters
for HOPG will be given in a later section.
Figure 9 shows the results, and more plots are available in
the Supplemental Material.33 The results compare favorably
to the experiments. All of the significant features of the
experiments discussed in Sec. III are present in the simulation.
The only significant discrepancy between the simulation and
the experiment is the amplitude of the higher harmonics. The
general shape and trend of A6 in Fig. 9(d) matches that in
Fig. 2(d), however, the simulated amplitude is twice as high
as the experiment. There are several possible explanations.
FIG. 9. (Color online) Simulated frequency sweeps plotted as a map with Z distance and excitation frequency along the axes and the value
given by the color. (a)–(d) are compared to the experimental observables in Fig. 3 (cantilever A on mica in 500 mM KCl), while (e)–(g)
represent analytically computed quantities that may not be directly observable in the experiment. (h) Schematic of energy flow (third mode
omitted for clarity).
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First, our model parameters might be somewhat in error. The
most sensitive parameters are the quality factor and natural
frequency of the second eigenmode. A 1% decrease in QB2
leads to a 1% decrease in A6 and a 1% decrease in ωB2 leads
to a 0.6% decrease in A6.
Second, the form of models themselves could be incorrect.
For example, the bulk hydrodynamic damping is being
represented by linear viscous damping, when the frequency-
dependent hydrodynamic function would be more accurate.
Similarly, the nonconservative tip-sample interaction model is
assumed to be frequency independent, while in reality there
may be some frequency dependence. The error incurred in the
approximation of the bulk damping is expected to be small
(see Supplemental Material33). However, it is more difficult
to quantify the magnitude of potential modeling errors in
the tip-sample interaction. Given the high sensitivity of the
response to the higher eigenmode parameters, and the fact
that these parameters are difficult to calibrate, we believe the
most likely source of the discrepancy is the calibration of
these parameters. Nonetheless, the qualitative features of the
theoretical predictions are remarkably close to those observed
in experiments.
E. Discussion
Now that we have shown that the model matches the
experimental results, we can begin to discuss the results in
terms of nonlinear dynamics and use the model to explain the
observed features. The experimental result in Sec. III B showed
that the resonance split into two separate peaks. Each of these
will be discussed separately. Following nonlinear dynamics
convention, the right peak (the one associated with the natural
frequency) will be referred to as the primary resonance, and it
is discussed first.
In Fig. 2, we noted that the primary resonance corresponded
to a peak in A6. We choose to plot the sixth harmonic because
it was the harmonic with largest amplitude response. A5 also
shows a large response at the primary resonance. The response
of other higher harmonics are lower (see Supplemental
Material33). Why should the fifth and sixth harmonics be
the highest? Based on the model, it is obvious that those are
the higher harmonics that lie in the center of the bandwidth
of the second eigenmode. The higher harmonics represent the
second eigenmode beingmomentarily excited and then ringing
down, as in Ref. 14. In other words, when the tip taps on the
surface, energy is transferred from the driving frequency into
higher frequencies and higher eigenmodes. Some implications
of this energy transfer are discussed in Refs. 19–21.
In the context of nonlinear dynamics, two types of nonlinear
forces can be distinguished, which are referred to as hardening
and softening.65 In a hardening nonlinearity, the effective
stiffness increases as the amplitude of oscillation increases.
Examination of the tip-sample interaction forces [Eqs. (3)
and (5)] shows that both are hardening nonlinearities. As
the cantilever oscillation increases, the tip will indent the
sample more and the effective sample stiffness increases.
Therefore, we expect that the primary resonance should show
characteristics that are associated with hardening nonlinear-
ities. One such characteristic is that the primary resonance
peak should not be symmetric, but be skewed toward the
right. This is exactly the behavior observed in the experiment,
most notably in Fig. 6. A strong hardening nonlinearity can
also cause the coexistence of multiple stable oscillation states
(e.g., the attractive and repulsive regimes in tapping mode in
air/vacuum). The simulations in Fig. 9 did not show any such
feature, however, Fig. 6 suggests that they may be possible in
liquids for some combinations of parameters. We will return
to the subject in Sec. VC.
Now, we consider the secondary resonance peaks. Recall
that there was a peak in A2 when the cantilever was excited at
one-half the natural frequency. In other words, the cantilever is
being excited at one-half its natural frequency and it responds
at the natural frequency. Because there is a response at a
higher frequency than the excitation frequency, we refer to
this situation as a superharmonic resonance.66 The origin
of the superharmonic resonance is the nonlinear tip-sample
interaction. Its existence can be shown analytically through
perturbation analysis.65 Such analysis shows that superhar-
monic resonances are possible when the excitation frequency
is an integer fraction of the natural frequency (one-half,
one-third, one-fourth, etc.) and will have a larger amplitude
when the nonlinearity is “stronger.” We will discuss various
parameters that affect the strength of the nonlinearity (e.g.,
cantilever stiffness), as well as address the question of why
these superharmonic resonances do not occur in air in Sec. V.
We are now in a position to explain the peak in phase in the
approach curves of Fig. 4. As the cantilever approaches the
surface, the superharmonic resonance detunes (moves right)
due to the repulsive tip-sample interaction forces. The peak in
φ1 (and A2) is the point at which the superharmonic resonance
has detuned to near the drive frequency. A similar peak in
phase versus Z distance plots was found by Ref. 13. In that
work, peaks in phase were attributed to a transition to a
multiple impact regime (i.e., the tip taps on the sample twice
during one drive cycle). This peak, however, is caused by the
superharmonic resonance and does not represent a multiple
impact regime.
We can also use the theoretical model to examine quantities
that are not directly observable in the simulation in order to
provide physical insight to the system. For example, it is useful
to understand the flow of energy in the system [illustrated
schematically in Fig. 9(h)]. Because the simulated sample
surface is elastic (conservative), all of the energy input by the
drive is eventually dissipated into either the bulk fluidmedia, or
into the hydration layers just above the sample. The percentage
of the dissipation that is due to the hydration layers is plotted
in Fig. 9(e). Although there is some variation of dissipation
with frequency, the strongest effect is simply the Z distance.
When the cantilever is closer to the surface, it spends more
time in the vicinity of the hydration layers and thus dissipates
more energy into them. The exception is the bottom right of
the plot: this is where the cantilever is in permanent contact
with the sample and is thus not traversing the hydration layers.
In Fig. 9(f), the energy transferred by the tip-sample
interaction into (or out of) the second and third eigenmodes
is plotted. This quantity is large along the primary resonance,
but close to zero near the superharmonic resonance. In other
words, at the superharmonic resonance, energy is transferred
to higher frequencies (i.e., second and third harmonic), but
the energy stays in the first eigenmode. At the primary
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resonance, energy is transferred both to higher frequencies and
higher eigenmodes.19,67 Note from the energy flow diagram
[Fig. 9(h)] that some of the energy that is transferred from
the first mode to higher modes is eventually dissipated into the
hydration layers, so Figs. 9(e) and 9(f)may add up tomore than
100%. Finally, in Fig. 9(g), total harmonic distortion is plotted
[THD = (∑∞i=2 A2i )/A21]. This represents the percentage of
power that is being transferred to higher harmonics and is
good indication of the total amount of nonlinearity present
in the system. The largest amount of THD is on the left side
of the graph, in the areas where superharmonic resonances
are present. Comparatively, the THD along the backbone of
the primary resonance has a much smaller peak at the point
labeled “A.”
The findings in this section can be summarized as follows:
Both the primary and secondary resonances involve signifi-
cant energy transfer to higher frequencies. For the primary
resonance, a large portion of this energy is going to higher
eigenmodes. On the other hand, for the secondary resonances
(which are at integer fractions of the primary resonance
frequency), the energy staysmainlywithin the first eigenmode.
At every frequency, there is a large energy dissipation into the
hydration layers, and this increases as the tip approaches closer
to the surface.
V. PARAMETER STUDIES
In the previous section, we simulated the results for
cantilever A on mica in buffer solution and then used the
model to explain some of the salient features. In this section,
we use simulations to study the effects of various parameters
to provide further insight into the nonlinear dynamics.
A. HYDRATION FORCES
As seen in Fig. 7, the hydration forces appear to be relatively
small and smooth compared to the Hertz contact forces.
How much, then, do the hydration forces contribute to the
type of nonlinear effects observed in liquids? Figures 10(a)
and 10(b) show a set of simulated frequency sweeps in
which the hydration forces are removed (Hertz only). The
simulation without hydration forces shows greatly enhanced
superharmonic resonances. In fact, two, three, or four distinct
superharmonic resonances can be seen on various sweeps.
The simulation with the hydration forces shows a reduced,
smoothed superharmonic. Further, the primary resonance peak
is highly skewed to the right, with large sudden jumps. This
is indicative of a strong stiffening nonlinearity. From this
simulation, it is clear that the presence of the hydration force in
the tip-sample interactionmodel is essential to reproducing the
experimental results. This indicates that the hydration forces
play a large role in determining the cantilever dynamics at the
interface.
Why do the hydration forces have such a large impact on
the dynamics? For one, they add an additional damping/energy
dissipation to the system. We expect nonlinear behaviors to be
suppressed by damping. Further, the hydration forces smooth
out the abrupt transition from noncontact to Hertz contact.
To illustrate this, we show the time history of tip-sample gap
and tip-sample force from two simulations in Figs. 10(c) and
























































FIG. 10. (Color online) (a), (b) Simulations for the parameters
given in Table II (cantilever A on mica) except hydration forces
are zero (i.e., the only force is Hertz contact). As compared to
the experiments (and the simulations with hydration forces), these
simulations show significantly more pronounced nonlinear features.
Some of the sweeps show three or four distinct superharmonic
resonance peaks, and the primary resonance shows large jumps. As
these features are not seen in the experiments, we can infer that the
effect of the hydration forces is to smooth out the nonlinear forces
and reduce the nonlinear behavior. (c) and (d) Time histories at the
point marked X. (c) shows a model without hydration forces (Hertz
only), while (d) shows the model with hydration forces. For the Hertz
model, the interaction is a short impulsive spike. The hydration forces,
however, smooth out the interaction to a smoother broader pulse.
10(d). One simulation includes hydration forces and the other
is Hertz contact only. The time history of tip-sample force
is clearly quite different. For the Hertz contact model, the
force is a short, impulsive spike, whereas for the hydration
forces model, the force is much lower and broader. In both
cases, higher harmonics of the force excite higher harmonics
of the cantilever deflection when the tip taps on the sample.14
However, the hydration forces smooth out the force such that
the higher harmonics of the force are smaller.68
B. Effect of different surfaces
In the experiments, cantilever A on mica showed a dif-
ferent response than cantilever B on HOPG. In this section,
we consider what differences in surface forces might be
responsible for this behavior. Mica is hydrophillic, whereas
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HOPG is hydrophobic. In general, the surface forces between
hydrophobic surfaces are expected to be attractive.11 Further,
the hydration forces of water on mica were found to have a
decay length approximately equal to the molecular diameter,
but this is not necessarily always the case. Decay lengths of
up to 1–2 nm have been reported on hydrophobic surfaces.12
Therefore, we simulated frequency sweeps with the same
parameters as in Table II, except the decay length is doubled
(λ = 0.5 nm) and the conservative force [Eq. (3)] is changed to
be attractive and reduced in magnitude by one-third. Note the
scaling on the nonconservative force [Eq. (4)] is the same,
only the decay length is changed. These parameters were
determined based on approach curves.
The results in Fig. 11 are consistent with the experimental
observations. Specifically, there is only a single peak in am-
plitude at the superharmonic resonance and then A1 decreases
monotonically to the right. Note that the natural frequency
is shifting to the right due to the repulsive forces from the
Hertz contact. However, the stronger damping force [Eq. (4)]
is reducing the cantilever amplitude so much that there is no
distinct peak at resonance. The fact that the scaling of the
nonconservative forces appear to be similar on both mica and
HOPG appears to be at odds with other works that studied
the solvation forces above hydrophobic surfaces,41,69,70 which
found the effective viscosity of water above a hydrophobic
surface to be significantly lower than that of water above a
hydrophillic surface. For example, Ref. 41 found the effective
damping coefficient aboveHOPG to be 41%of the value above


















FIG. 11. (Color online) Simulated frequency sweeps using the
parameters in Table II, except the decay lengths are doubled (λ = 0.5)
and the scaling is changed to weak attraction (ph = −1e6) in order
to model the hydrophobic forces on HOPG (in deionized water). The
simulation qualitatively matches the experiments HOPG (Fig. 5) in
that there is only a single peak in the amplitude at the superharmonic
and no peak at the primary resonance.
mica. In our simulations, reducing the damping coefficient
that much gives a result that is not consistent with our
experiments (see Supplemental Material33). None of these
works considered tapping-mode AFM, however, so there may
be some salient difference between their techniques and ours.
Alternatively, it is possible that there was some contamination
on our sample which affected the result. Previous authors have
argued for contamination layers as an explanation for other
unexpected experimental results on HOPG.71
C. Effect of quality factor on the nonlinear response
In the experiments, the effects of quality factor and stiffness
are difficult to separate. This is because quality factor is
not an independent quantity but a nondimensional ratio
QBi =
√
kBimBi/cBi , where cBi is the hydrodynamic damping
coefficient of the ith eigenmode. Further, kBi , mBi , and cBi
are themselves functions of the beam and fluid parameters.
Therefore, it is often not possible in experiments to change
one parameter independently of the others.72 For example,
cantilevers A andC differed in both quality factor and stiffness.
Which factor was responsible for the different nonlinear
response, the modal stiffness or the Q factor or a combination
of both? Or was it some other parameter such as tip radius?
Simulations are useful in answering these questions because
exactly one parameter can be changed at a time. In this section,
we study the effect of quality factor by itself, and then in
Sec. VD we examine the effect of stiffness by itself.
1. Superharmonic resonances
In Fig. 12, a series of simulations is shown for varying
quality factor (keeping cantilever stiffness and all other
parameters constant). As Q is increased, the superharmonic
resonances are suppressed as evidenced by the decreased A2
as well as the reduced peaks in A1. For the superharmonic
resonance to occur, the tip generally needs to be in intermittent
(Hertz) contact with the sample when the drive frequency
is approximately half the effective natural frequency. The
hydration forces are relatively smooth and do not provide
sufficient nonlinearity to generate a superharmonic resonance.
For a low-quality factor, the broad resonance peak means
that the tip is in intermittent contact for a wide range of
frequencies and Z values. For higher-quality factors, the
narrow resonance peak means that the tip is in intermittent
contact only for drive frequencies near the resonant frequency
or for very low-Z values. Thus, for high-quality factors, the
superharmonic resonance can only occur when the Z distance
is very low. This explains why the superharmonic resonances
are not observed in air/vacuum: the cantilever would need
to be driven far off resonance while positioned only a few
picometers above the surface.
2. Primary resonance
Recalling Fig. 9(g), the total harmonic distortion along the
primary resonance peaked at an intermediate Z value (point
“A”). Thus, in inspecting Fig. 12, we see that for high-Z values,
the primary resonance is linear for all the different quality
factors (because there is no tip-sample interaction force).
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FIG. 12. (Color online) The effect of quality factor on the nonlinear response. The parameters are the same as in Table II (cantilever A on
mica) except FB2/FB1 = 1 and the first quality factor QB1 is varied (the ratios QB2/QB1 and QB3/QB1 are kept constant). The inset in (c)
compares a sweep up and a sweep down at Z = 1.5 nm.
Similarly, for low-Z values (as the cantilever approaches
permanent contact), the primary resonances for all Q values
essentially resemble a linear peak that has been shifted to the
right. The most pronounced effect of changing quality factor
is thus at the intermediate Z values.
As Q increases, the primary resonance peak starts to
resemble that of a classical stiffening nonlinear resonance
peak. That is, the resonance peak is not symmetric, but
rather skewed to the right. There is a long ramp up to the
peak value and then a much more abrupt ramp down. In
fact, for sufficiently high-quality factors, the resonance peak
develops a sudden discontinuous jump straight down [inset in
Fig. 12(c)], exactly as seen in the experiments in Sec. III C.
This resembles the jumps found in air/vacuum environments.42
A hallmark of this type of nonlinear effect is that there is a
hysteresis in the frequency of the jump when sweeping up
versus sweeping down in frequency, as shown in the inset.
In other words, there are multiple stable oscillation states.
Therefore, we can conclude that nonlinear effects are relevant
in liquids regardless of quality factor. For low-quality-factor
cantilevers, the dominant nonlinear effect is superharmonic
resonances. For high-quality-factor cantilevers, the dominant
nonlinear effect is the stiffening nonlinearity near the primary
resonance.
D. Effect of cantilever stiffness on the nonlinear response
In Fig. 13, the effects of cantilever stiffness are considered
(keeping quality factor constant). Considering the first three
cases [Figs. 13(a)–13(c)], the primary resonance, which is
barely distinguishable from the superharmonic resonance for
the kB1 = 0.5 N/m case, becomes a pronounced peak that
is skewed to the right for kB1 = 8.2 N/m. In fact, jump
phenomena develop for one Z distance. Second, the
superharmonic resonance becomes more pronounced as stiff-
ness is increased from 0.5 to 8.2 N/m. In fact, multiple distinct
superharmonic peaks develop in A1. Both observations lead
to the conclusion that increasing the cantilever stiffness is
increasing the strength of the nonlinear response.
But, this is exactly opposite the conclusion of previous
studies,19,20,22 which suggested that increasing cantilever
stiffness leads to less nonlinear effects. The resolution of this
apparent contradiction is that the previous studies considered
only Hertz contact forces and did not account for the effects of
hydration forces. When both forces are included in the model
(and again keeping quality factor constant QB1 = 3), we can
distinguish two regimes:
(1) For cantilevers with low to medium stiffness (kB1 <
∼20 N/m), the cantilever is detuned by the both the hydration
forces and the Hertz contact forces. Increasing the cantilever
stiffness in this regime reduces the relative contribution of the
hydration forces and increases the relative contribution of the
Hertz contact forces. The Hertz contact forces are a stronger
nonlinearity than the hydration forces, therefore, increasing
the stiffness in this regime increases the nonlinearity of the
response.
(2) For a very stiff cantilever (kB1 > ∼40 N/m), the
hydration forces are essentially negligible. The nonlinearity
of the response is governed by the ratio of cantilever stiffness
to sample stiffness as in Refs. 19, 20, and 22. Thus, increasing
cantilever stiffness decreases the nonlinearity.
The simulations in Figs. 13(a)–13(c) fall into the first
regime. Figure 13(d) shows a case where the stiffness has
been increased substantially. In this case, we see that the
nonlinearity is less pronounced: no nonlinear jumps and
somewhat reduced superharmonics. This case falls into the
second regime.
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FIG. 13. (Color online) The effect of stiffness on the response.
The parameters are the same as in Table II (cantilever A on mica)
except FB2/FB1 = 1 and the stiffness kB1 is varied (the ratios kB2/kB1
and kB3/kB1 are kept constant). The inset in (c) compares a sweep up
and a sweep down at Z = 1.5 nm.
E. Effect of free amplitude on the nonlinear response
Parameter studies on the effects of free amplitude are given
in the Supplemental Material.33 The results are as expected
from previous studies.19–22,24 Briefly, larger free amplitude
leads to more pronounced nonlinear features. For very small
free amplitudes (Ainit < ∼0.5 nm for the parameters in
Table II), the tip may not have enough force to “push through”
the hydration layers to the sample, in which case imaging
resolution will not be optimal.21
F. Effect of sample stiffness on the nonlinear response
Based on simulations where the samplemodulus is changed
from 60 to 0.6 GPa while keeping hydration forces constant,
we find that a softer sample leads to less energy transferred
to higher harmonics and higher eigenmodes, and thus a less
pronounced nonlinear result. Figures for these simulations are
in the Supplemental Material.33
VI. DISCUSSION: POTENTIAL APPLICATIONS OF
THE NONLINEAR RESPONSE
We have thus far focused on the physics of AFM microcan-
tilevers oscillating at liquid-solid interfaces. Here, we examine
some potential practical benefits of the observations. The
presence of superharmonic resonances immediately suggests
the possibility of a new imaging mode. Multiple authors
have suggested using higher harmonics of the cantilever
deflection signal in order to gain more information about
the sample. For example, Ref. 73 suggests to combine the
mean deflection, first harmonic, and second harmonic in
order to determine local elastic properties. One difficulty with
higher-harmonic imaging, however, is that the amplitudes
of the higher harmonics are often small, leading to poor
signal-to-noise ratio. However, if the drive frequency is chosen
to be a frequency near a superharmonic resonance, then A2
will be significantly enhanced (already been suggested by
Ref. 74 for operation in air). This may allow for superior
determination of material properties. Reference 20 has shown
the use of higher-harmonics imaging in liquids for improved
compositional contrast. This work suggests that the contrast
in this method could be optimized by choosing the excitation
frequency and set point near the point of maximum energy
transfer to higher eigenmodes [e.g., the point “A” in Fig. 9(g)].
Finally, per the discussion in Sec. IVE, the energy
dissipation in the hydration layers (or into the underlying
sample) is often a quantity of interest. However, the energy
transfer from the driving frequency to higher harmonics/higher
eigenmodes can complicate the experimental study of energy
dissipation. Methods which rely on only information from
the first harmonic amplitude and phase can not distinguish
between the multiple energy dissipation paths shown in
Fig. 9(h). Proper study of the energy dissipation requires
reconstructing the response of each eigenmode separately.
This is difficult with the traditional photodiode/optical beam
method because the photodiode can measure only a single
degree of freedom and (at least) two degrees of freedom are
required. In air/vacuum,multiple eigenmodes can be separated
based on frequency because the resonance bandwidths are
narrow.But, in liquids, the resonance bandwidths overlap.New
AFM designs that can sense multiple degrees of freedom (e.g.,
multiple laser/photodiodes each focused on a different region
of the cantilever) may be able to better separate the eigenmode
responses and thus improve quantitative results in liquids.
VII. CONCLUSIONS
In this work, we have presented an in-depth study of nonlin-
ear dynamics of AFM cantilevers oscillating at the liquid-solid
interface. This coupled system of a continuous oscillator
in liquids interacting with nanoscale forces at the interface
features a host of interesting nonlinear phenomena that have
been elucidated here. A theoretical model of the nonlinear
frequency response of AFM cantilevers operated in liquid
environment has been presented. Themodel has been validated
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against experimental observations, and then used to analyze the
observations and study the effects of various parameters. The
most important conclusions are summarized as follows:
(1) It is possible for the resonance peak to split into
two distinct resonance peaks due to the nonlinear tip-sample
interaction (Secs. III B2 and IVE). The secondary resonance
peak appears at approximately one-half of the main resonance
peak. This effect also introduces a distinct distortion in tapping
mode approach curves (Fig. 4).
(2) The tip-sample interaction force has two parts: a hydra-
tion force and a Hertz contact force (Sec. IVB). In intermittent
contact on hard samples, the Hertz contact force leads to a
significantly stronger nonlinearity than the hydration forces.
The hydration forces smooth out the tip-sample interaction
(Sec. VA).
(3) The nonlinear response is strongly influenced by which
of the two types of forces is most dominant. Larger cantilever
stiffness (Sec. VD) and larger free amplitudes (Sec. VE) tend
to decrease the effect of the hydration forces, and therefore
lead to stronger nonlinearities.
(4) Different liquid-solid interfaces exhibit different hy-
dration/hydrophobic forces, and therefore lead to distinctly
different cantilever dynamic responses (Secs. III C and VB).
(5) A higher-quality factor (Sec. VC) tends to suppress
the secondary resonance peaks, but creates a significantly
more nonlinear response at the primary resonance (e.g., jump
phenomena).
(6) Magnetic excitation can potentially excite the second
eigenmode strongly, even when driving near the first natural
frequency (Secs. III B1 and IVC).When present, this response
must be taken into account to achieve quantitative results, even
for linear small-amplitude AFM.
All of these results confirm previous results that AFM
cantilever dynamics in liquids is qualitatively different than
the dynamics in air/vacuum. We anticipate wide applicability
of these results. A better understanding of the dynamics
should allow better hardware designs, controllers, and imaging
modes that are tailored for the unique aspects of liquid
AFM. Analytical formulas and techniques for identifying and
mapping material and sample properties can be improved to
account for the nonlinear effects. Finally, new methods for
studying solvation/hydration layers by exploiting the nonlinear
dynamics may be possible.
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