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しかし，Web コンテンツは常に増加するため，全ての Web コンテンツの信頼性を判定する
ことは難しい．そのため，信頼性の自動判定に関する研究が重要となっている．従来研究で
は Web ページ上の情報から特徴量を抽出し，Web コンテンツの信頼性の判定が行われてい
る．用いられている具体的な特徴量としては，大きく分けてテキスト情報由来の特徴量と外
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1 Google AdWards, www.google.co.jp/AdWords 






	 以下，第 2 章では信頼性に関する研究概況，第 3 章では当該分野における関連研究を
述べる．第 4 章では提案手法の説明を行い，第 5 章では提案手法における事前評価実験を
行う．第 6 章にて評価実験を行い，第 7 章で評価実験を元に実 Web ページに適用を行う．







ため，Web ページの信頼性に影響を与える要因に関する既存研究を 2.2 節で示す． 
2.1 信頼性と真偽性の定義 
情報の信頼性に関する研究は，情報科学にとらわれず古くから研究されてきた[5][6]．
Hovland ら[5]は，発信源(Source), 内容(Message), 画像等のメディア(Media)が情報の信頼
性に寄与していると報告している．2000 年代に，Web が世間に普及し，同時に Web ペー










すべく，[12]における一例を表 2-1 に示す．なお表 2-1 における信頼性の定義は，「多くの
人が信じる(Credible)」または「一部の人のみが信じる(Non-credible)」という数量を元とし
た基準とした．表 2-1 について 2 点言及する． 
(i) 表 2-1(TN1) ~(TN3)は真実ではあるが信頼できない情報の例である．以上から，必





l (FN1):Aliens attacked New York. 
l  
l (FN2):The Earth is flat. 
l (TN1):The theory of evolution. 
l  
l (TN2):A doctor’s diagnosis for a healthy 
patient that he has a serious disease. 
l  
l (TN3):Information to a trusting person 
about the abuse of trust. 











また，Twitter の Tweet を信頼性評価する場合は Retweet 数や Reply 数などの媒体
に依存する項目に焦点を当てる[14][15]．以上から，特定の側面下において情報の信
頼性を定義し評価することで，情報の真偽性の評価の一助となり得る． 















[13][14][15][16]．具体的には SNS ，QA サイト，特定分野に特化したページが挙げられ，
いずれも対象となる Web サイト等に特化した特徴量を抽出している．SNS の 1 つである
Twitter に関する研究[14][15]では，ユーザ間のアプリケーション上の関係性(ネットワーク)
に注目し，ユーザや Tweet の信頼性を評価した．ユーザ間ネットワークの解析には Tweet
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表 2-2 提案された Web ページの信頼性に影響を与える要因モデル 
提案者 提案モデルの概要 
Fogg ら[7] 「ユーザによる Web 上のコンテンツを発見しやすさ」と「ユーザによる Web
コンテンツへの理解と解釈」の両方を考慮することにより，Web ページの
信頼性が評価されるとした Prominence-Interpretation Theory を提案． 
Sundar ら[8] 
 
ユーザによる Web ページの評価項目として Modality，Agency，
Interactivity，Navigability の 4 カテゴリ 26 項目を提案．表 2-4 に示す
MAIN model とした．しかし，類似する項目が多いと指摘されている[11]． 
Ginsca ら[10] ユーザによる Web ページの評価項目として，Trustworthiness，Expertise，




山本ら[9] ユーザによる Web ページの評価項目として，Update frequency，
Freshness ， Topic coverage ， Content Typically ， Referential ，
Importance，Social acceptance の 6 項目を提案した．なお，当該研究
は Web ページの検索結果における順位決定方法にページの信頼性を考
慮することを目的としている． 
Kakol ら[11] 第 3 章にて述べる Web ページの信頼性自動評価を最終的な目的として





                                                   
3 ユーザが特定の Tweet に対する返信する行為 
4 特定の Tweet を，他のユーザが持つネットワーク上のユーザに拡散する行為 




表 2-4 Web ページの信頼性要因(Sundar ら[8]から引用) 
Utility Completeness Affect Reliability 
Importance Level of detail Accessibility Trustworthiness 
Relevance Variety Conciseness Uniqueness 
Believability Clarity Locatability Timeliness 
Popularity Understandability Representative quality Objectivity 
Pedigree Appearance Consistency Expertise 
  Compatibility Benevolence 
*26 項目のみ掲載．カテゴリ分類の記載はない． 
 
表 2-3  Web ページの信頼性要因( Kakol ら[11]から引用) 
カテゴリ 項目 


































第3章 Web ページの信頼性自動評価における 
       関連研究 
3.1 概要 
本節では Web ページの信頼性自動評価に関する研究を述べる．当該分野における最新の










の Web ページの信頼性自動評価が可能である． 
l ユーザによる Web ページの信頼性評価結果の正しさが評価可能となり，評価者とし
てのユーザの評価が可能になる． 
3.1.1 Olteanu[4]らの研究 
Olteanu ら[4]は，Schwarz ら[17]のデータを用いて，Web ページの信頼性の自動評価を
行う手法を提案した．Web ページの信頼性評価に影響する特徴量として，(i)Web ページに
記載されているテキストから取得可能な特徴量(Content features)と (ii)Web から取得でき
る特徴量(Social features)の 2 種類を提案した．当該研究で用いた(i)と(ii)の具体的な特徴量
を，表 3-1 に示す．Web ページにおける表 3-1 に示した各特徴量と信頼度の関係について
統計的解析を行うことで，Web ページ信頼性の評価に有効な特徴量 22 個を選出した．有効
だと判定された特徴は表 3-1 中の下線を付した特徴量である．統計的解析の具体的内容と
して，スピアマンの順位相関分析，カイ二乗検定，一元配置分散分析を実施し，特徴量間の
相関関係を行った．なお各特徴量について，1 つ以上の分析で Web ページの信頼性との関
連性において有意差が認められれば有効な特徴量として選出している． 
                                                   
6 AFT, https://en.wikipedia.org/wiki/Wikipedia:Article_Feedback_Tool/Version_5 
7 MyWOT, https://www.mywot.com/ 
8 Reconcile.pl, http://reconcile.pl/ 
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Olteanu ら [4] は選出した 22 個の特徴量を用いて， Extremely Randomized 
Trees(ERT)[18]を用いた信頼度算出を行った．表 3-2 に示す Schwarz ら[16]のデータのう
ち特徴量を抽出できた Web ページを使用し，80%(706 ページ)で訓練し，20%(177 ページ)
をテストした． Web ページの信頼度算出の際に，回帰手法または分類手法を適用した場合
をそれぞれ評価した．なお，分類手法は回帰手法によって得られた信頼度を，閾値 0.5 で 2
値分類したものである．ランダムに信頼度を決定するナイーブな手法と比較して，回帰手法
の場合 MAE が 53%向上し，分類手法の場合は Accuracy として 75%を得ることができた
と報告している． 
最後に使用した 22 特徴量のうち，Web ページの信頼性予測において重要な特徴量を算出
した．その結果を表 3-3 に示す．表 3-3 より，回帰手法と分類手法で重要とされる特徴量が
異なる．また Social features では Google PageRank，Alexa Rank と被リンク数が重要で
あり，ページ間の参照関係，Content features ではテキストの可読性と CSS 定義数が重要
であると報告した． 
 
                                                   
9  Facebook, https://www.facebook.com/ 
10  Bitly, https://bitly.com/ 
11  Delicious, http://del.icio.us/ 
12 Alexa, https://www.alexa.com/ 











最大面積を占める広告面積 CSS 定義数 
URL のドメイン Positive と判定された文章数 
感情分析の結果が Positive か Negative か Negative と判定された文章数 
主観的と判定された文章数 客観的と判定された文章数 
(ii) Social 
Facebook9のシェア数*1 Bitly10 からの参照回数 
Facebook のいいね数*1 Bitly 上の短縮 URL 数 
Facebook のコメント数*1 Delicious11上のブックマーク数 
Facebook 上での被クリック数*1 Alexa Rank12 
上記 4 特徴量(*1)の合計 被リンク数 





表 3-3 信頼性評価に有効な特徴量[4] 
Content と Social の両方用いた場合 Content のみを用いた場合 
Classification Regression Classification Regression 
Google PageRank Google PageRank "?"の数 テキストの可読性 
CSS 定義数 テキストの可読性 テキストの可読性 URL のドメイン 
Alexa Rank CSS 定義数 テキストの独自性 "?"の数 
テキストの可読性 感情分析の結果 CSS 定義数 テキストの独自性 




Google PageRank Google PageRank 
Alexa Rank Alexa Rank 
被リンク数 被リンク数 
Twitter での出現数 Delicious 上のブックマーク数 
Facebook 上 4 特徴量の合計 Twitter での出現数 
 
3.1.2 Wawer ら[3]の研究 
Wawer ら[3]は Schwarz[17]らのデータを用いて，Olteanu ら[4]が提案した手法の改良を
行った．Olteanu ら[4]の手法において，表 3-1 に示した Social features は外部 API を用い
ているが，外部 API の利用は時間と費用の側面から困難であることを Wawer らは指摘し
た．以上から，Wawer ら[3]は Olteanu ら[4]が提案した表 3-1 に示した特徴量における
Content features の改良を行い，改良前後の精度を比較した．具体的には，Web ページ中
のテキストから自然言語処理を用いて生成される特徴量(Linguistic features) を加えた．




出現頻度を元に単語の重要度を評価する手法の 1 つである．評価対象となる Web ページに
出現する全ての単語について，単語の重要度が出力される．そのため，Web ページ毎に出
表 3-2  Schwarz ら[17]のデータ 
トピック URL 数 ドメイン数 
Health 200 164 
Finance 200 136 
Politics 200 143 
Celebrity News 200 123 
Environmental Science 200 164 
合計 1,000 730 
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Web ページ信頼度は，正則化項付きロジスティク回帰[23]を用いて 10 分割の交差検証で
算出した．Olteanu ら[4]と同様に，回帰手法または分類手法を適用した場合をそれぞれ評
価した．各実験で使用したデータの概要は表 3-4 に示す．回帰手法の場合，Olteanu ら[4]
の手法に GI を加えることで RMSE が 1.2%，MAE が 0.2%減少した．分類手法は 3 クラス
と 2 クラスの場合の 2 種類を実施した．3 クラス分類の場合，出力された信頼度を
High/Middle/Low の 3 クラス分類し，分類精度を Precision で評価した．その結果，Olteanu
ら[4]の手法に GI の結果を加えることで 3%向上した．更に TF-IDF の結果を加えと，4%向
上した．2 クラス分類の場合においては，出力された信頼度を High/Low の２クラス分類
し，クラス毎に分類精度を Precision で評価した．Olteanu ら[4]の手法に GI と TF-IDF の
結果を加えると，Low クラスの精度が 12.3%，High クラスの精度 2.5％向上した． 
表 3-4 実際に使用したデータ(URL 数) 
 ラベル 





3 クラス 524 191 164 
3.2 問題点 
Web ページの信頼性自動評価に関する関連研究として，3.1 節において Olteanu ら[4]と
Wawer ら[3]の研究について述べた．以上 2 点の研究における新規性は，Web ページの信頼
性自動評価に有効な特徴量である(i)Content features と(ii)Social features を提案したこと
である．本節では，(i)(ii)それぞれについて問題点を指摘する． 
(i) Content features 
表 3-1 に示した Content features の多くは，生成する際に形態素解析器を用いてテ




(ii) Social features 
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世界的な個人情報利用制限・保護の流れから，近年 SNS を始めとした外部 API の
アクセス制限が厳しい状態である．表 3-5 に表 3-1 に示した Social features に関連
する Web サービス API の状況をまとめた．表 3-5 から，現在，表 3-1 に示した Social 
features を完全に再現することは不可能である．また，大量の Web ページについて
当該の特徴量を取得することは困難である． 
表 3-5 Social features で用いられている外部 API の現況(2019-01-08 現在) 









Delicios ☓ API の存在を見つけられず 
Bitly ○ 




Tweet を取得する場合，15 分で 900 件まで可能．*3 
Facebook △ Facebook ページにアクセスする際は，1 ユーザ 4800 件/日*4 







第4章 AD+NonAD features を用いた 
	 	 	  Web ページの信頼性評価手法の提案 
4.1 概要 
本研究では，Web ページの信頼性自動評価における精度向上の一助となることを目的と
する．そこで，Web ページの外部コンテンツに注目した新しい特徴量 AD+NonAD features
を提案する．また，提案特徴量を用いて Web ページの信頼性評価を行う手法を提案する．
また，本研究における外部コンテンツとは，Web ページ上に表示される html 要素のうち，
src(source)タグがついているものを指す．具体的には画像や動画などのマルチメディアや
Twitter や Facebook 外部プラグイン，Web 広告等が挙げられる． 




に精度を向上させていくことが必要となっている．そこで，我々は Fogg ら[7]や Kakol ら
[11]が，広告や Web ページのレイアウトが Web ページの信頼性に寄与していると報告して
いることを元に，以下の 2 点を仮説として特徴量を抽出する 
(a) 利益追求を目的とし，信頼性の低い情報を発信する Web ページは，ユーザに Web ペ
ージ上に掲載する広告をクリックさせることに尽力する．また，当該 Web ページは
できる限り Web ページ制作の負担を軽減する手段を取ると仮定した．この仮定に基
づき，信頼性が高い Web ページと比較して，信頼性の低い Web ページは外部コンテ
ンツを多く用いる傾向にあると考えた．以上から，Web ページ上に存在する外部コ










以上の仮定(a)(b)に基づき，特徴量 AD+NonAD features を提案する．提案特徴量
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AD+NonAD features の具体的な生成方法については，4.3 節で述べる．なお，Web ページ
の信頼性判定には Gradient Boosted Decision Tree (以下，GBDT)[25]を用いる．GBDT を
用いる理由としては，関連研究[3][11]において決定木系の学習器が用いられていること．
GBDT が決定木系の学習器の中で最新であることが挙げられる．  
また，より高精度に Web ページの信頼性判定を行うべく，提案特徴量は既存研究[4]にお
いて提案された Content features と併用する．以上から本研究では，AD+NonAD features
が Content features と併用することで，Web ページの信頼性判定において有効かどうかを
確認する．本提案手法の貢献としては 2 点挙げられる． 
(i) 各 Web ページ上における html 要素の位置から特徴を抽出する．抽出した特徴量か
ら Web ページにおける位置や面積を考慮可能となり，ユーザ視点で Web ページの
信頼性判定を行うことができる． 
(ii) 既存研究[3][4]におけるSocial featuresは，各WebサービスのAPI制限の影響から，
現在その再現が困難である．これに対し，提案特徴量 AD+NonAD features は全て
の Web ページにおいて取得可能な情報である．よって提案特徴量を用いることで，
Web ページの信頼性を一般的に評価することが可能となる．また，既存研究[4]にお
ける Content features と共に用いることで，Web ページの信頼性評価におけるさら
なる精度向上が期待される． 
4.2 AD+NonAD features の抽出 
4.2.1 抽出方法の概要 
本節では，提案する AD+NonAD features の具体的な抽出方法について説明を行う．全
体概要を図 4-1 に示した．図 4-1 に沿って①〜④について，説明する．また，図 4-2 は 4.2.2
節における内容も含めた抽出方法全体の擬似コードを示している． 
 


















① html 要素から外部コンテンツを抽出 
対象 Web ページ１ページについて，html 要素を全て取得する．本研究では仮説(a)
に基づき，外部コンテンツに注目すべく，取得した html 要素の中で， source(src)
タグを含むもののみを抽出する．抽出された要素集合を src elements と定義する． 
② 各要素が広告か否かを判定 




いと判定された要素集合を NonAD elements と定義し，src elements を分割する． 
③ 特徴量の抽出 
②にて生成された各要素集合について，各要素集合内でそれぞれ特徴量を抽出する．
特徴量計算の方法は 4.2.2 節にて詳述する．4.2.2 節に示す計算の結果，要素集合ご
とに同次元の特徴量が生成される．AD elements 由来の特徴量を AD features，
NonAD elements 由来の特徴量を NonAD features と定義する．なお，第 5 章にお
ける事前実験において src elements にも同様の特徴量生成を行う． src elements を
由来の特徴量を src features と定義する． 
④ 特徴量の結合 
③にて抽出された特徴量 AD features と NonAD features を結合し，AD+NonAD 
features を作成する．これは仮説(b)より，広告と非広告である外部コンテンツの html
要素それぞれを考慮するためである． 
                                                   









本節では，4.2.1 節における特徴量抽出について詳しく説明する．特徴量抽出は 4.2.1 節






標として，Web ページ領域において左上端を原点として水平方向を X 軸，垂直
方向を Y 軸と定義する．また，Web ページ領域の形状は Web ページごとに異な
るため，特徴量を抽出する際には Web ページ領域を正規化する必要がある．そ










要素中の src タグに記述されている，URL のドメインを取得する．なお，外部


















のかを，ドメイン毎に計算する．その結果を Ratio と定義する．Ratio は式(4.1)で
計算される．式(4.1)に示すとおり，Ratioは srcタグを含む全ての要素数に対する，
ドメイン毎の要素数の割合を示す． 
(iii) 以上の過程から，要素全体集合の特徴として以下の 2 項目の特徴量を計算する． 
l 要素全体集合中に出現したセカンドレベルドメインの種類数 
l セカンドレベルドメインの種類数だけ計算される Ratio の分散 
                                                   




































l X 座標値の重み付き平均と分散 
l Y 座標値の重み付き平均と分散， 
l 重みをかけた面積の合計 





を制限する．具体的には，Ratio の上位 N 位までのみを用いる．これは要素数が少な
いドメイン集合は，ユーザへの露出が少なく，Web ページの信頼性判定における精
度への影響は少ないと仮定したためである．よって，定数 N を超パラメーターとし
て，最終的に用いる特徴量数は 6N 個となる． 
	 なお本研究では，「Web ページ上における要素の位置に応じて，ユーザの当該要素
への印象が変化する」と仮定し，特徴量抽出時に各要素について特徴量に対する重み
を考慮した．Pernice の研究[27]によると，ユーザの視線は Web ページ上において
「F」字を描くと報告されている．「F」字は，ユーザの視線は Web ページ領域全体
を均一に注目せず，Web ページ下部になるつれて注目をしなくなること，またユー
ザは Web ページの内容全てを見ていないことを意味する．また，Fogg ら[7]による
と，要素の位置に応じユーザに認識されやすさは変化する．本研究では Pernice の研




































(4.2)では，実際の Web ページ領域の形状に則した値にすべく，Web ページの形状を
正規化する前の座標𝑦を使用する．𝛼は実験時に設定する Window サイズの高さの定
数倍を用いる．この理由として，ユーザが Web ページを訪問した際にユーザに最初
に露出する領域は，Web ページの Window 領域のみであり，Window サイズが 1 つ
の指標となると仮定したからである．𝛽は 2 で固定した．なお，式(4.2)に示す重み関
数のイメージを図 5-1 に示した． 















l Ratio の計算方法 
l Web ページ上の位置に応じた要素の重み付け 




以上 5 点の事前実験を精度評価するにあたり，使用したデータセットについて 5.2 節，実





トとして News である Web ページのみ収録した Fake News Corpus15を用いた．当該デー
タセットの概要は表 5-1 に示す．なお，Fake News Corpus のラベル分類は人間による分
類であり，収録されている URL は URL のドメインごとに均等ではない．また本研究では，
Web ページが信頼できる(Reliable)か，信頼できない(Unreliable)の 2 値分類を行う．よっ
て，表 5-2 に示すとおり，実際に使用するデータを限定した．具体的には，使用するデータ




                                                   
15 Fake News Corpus, https://github.com/several27/FakeNewsCorpus 
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表 5-1 Fake News Corpus の概要 
ラベル URL 数 ラベル URL 数 
Fake 894,622 Click Bait 231,813 
Satire 112,836 Political 1,657,162 
Bias 1,138,977 Unreliable 298,567 
Conspiracy 831,086 Reliable 1,913,164 
Junk science 117,450 Rumor 481,157 
Hate 79,397 Unknown 371,517 
*収録されている Web ページは全て英語で記述されている 
 
表 5-2 本研究において実際に使用したデータ 
使用するラベル URL 数 ドメイン数 
本研究 Fake News Corpus 








う．具体的には，表 5-2 に示したデータを用いて Web ページヘのアクセスを行い，第 4 章
に示した方法で特徴量を抽出する，その際に 5.4 節に示した確認すべき内容について，それ
ぞれ実験評価を行い検証する．なお，事前実験では提案する AD+NonAD features 自身の
信頼性評価における有効性の検証を目的とするため，AD+NonAD features のみを用いて精
度評価を行う．よって，既存研究における Content feature との併用による精度評価は本節
では行わない．評価手法としては，5 分割の交差検証を行い，精度指標として URL 数にお
ける Accuracy を採用した．なお交差検証時は，ランダムにデータセットを分割した上で，
同一ドメインが訓練データとテストデータに跨って出現することを防ぐ操作を施している．
これは同一ドメインの Web ページは Web ページの内容，HTML 要素の構成が類似してい
る可能性があり，精度評価に支障をきたす可能性があるからである． 





l Web ページへのアクセスは，表 5-3 に示す閲覧環境を想定した．昨今，Web ページ
はユーザがアクセスに使用する環境に応じて，表示する内容や見栄えを変更している．
                                                   




挙げられる．特に使用するデバイスが Smartphone か PC であるかによって，Web ペ
ージの見栄えは大きく変化する．本研究では，要素集合に属する要素の X 座標値平均
など統計値を多く用いる．よって，Web ページ上に html 要素を多く含むことは，求
める統計値の誤差減少に繋がる．同時に，信頼性評価への影響が出る．以上から，多
くの情報が含まれている PC での閲覧を想定した． 
表 5-3 Web ページへのアクセスに用いた環境 
OS ブラウザ 画面サイズ 
Windows 10 32bit 
Windows 10 64bit 
Windows 8.1 32bit 
Windows 8.1 64bit 
Windows 8 32bit 
Windows 8 64bit 
Windows 7 32bit 
Windows 7 64bit Google Chrome 
縦(高さ)：1,080px 
横(幅)	 ：1,920px Mac OS X version 10.9 
Mac OS X version 10.10 
Mac OS X version 10.11 
Mac OS X version 10.12 
※上記 12 種類をランダムに使い分けた 










また，5.4 節にて行う各事前実験項目において，事前実験項目内で Accuracy の差が有意
であるか否かを判定すべく統計的検定を行った．具体的には，本研究において評価は，5 分
割の交差検証を用いていることから，5 つの実験値が存在し，Accuracy は実験値の平均で
ある．よって，データ対応のある K 群の平均の差を検定する手法を用いた． 
l 比較対象が 2 つ( 𝐾 = 2 )の場合は，データ対応あり t 検定を行った．t 検定は 2 群の
標本平均の差を検定する方法の 1 つである． 
l 比較対象が 3 群以上( 𝐾 ≥ 3 )の場合は，データ対応ありの一元配置分散分析(以下，
「ANOVA」)を行った．ANOVA は多群間における標本平均が同じであるか否かのみ
















実験では，要素に対し重みは設定せず，式(4.1)に基づく Ratio を元に，N=3 として
AD+NonAD features を抽出し，GBDT による信頼性予測を行った．精度評価と検定結
果を表 5-4 に示す．表 5-4 から，t 検定の結果，要素の基準点を変更することによる，




表 5-4 要素の位置として取得する点による信頼性評価への影響 





5.4.2 Ratio の計算方法 








は設定せず，N=3 として AD+NonAD features を抽出し，GBDT による信頼性予測を
行った．精度評価と検定結果を表 5-5 に示す．表 5-5 から，t 検定の結果，Ratio の計算
方法を変更することによる，Accuracy の統計的な差異は認められなかった．よって 




𝑅𝑎𝑡𝑖𝑜&'()*+	+)-./* = 𝐴𝑟𝑒𝑎_𝑠	𝑠𝑢𝑚	𝑖𝑛	𝑡ℎ𝑒	𝑒𝑙𝑒𝑚𝑒𝑛𝑡	𝑔𝑟𝑜𝑢𝑝	𝑜𝑓	𝑠𝑒𝑐𝑜𝑛𝑑	𝑑𝑜𝑚𝑎𝑖𝑛𝐴𝑟𝑒𝑎_𝑠	𝑠𝑢𝑚	𝑖𝑛	𝑎𝑙𝑙	𝑒𝑙𝑒𝑚𝑒𝑛𝑡	𝑔𝑟𝑜𝑢𝑝		  式(5.1) 
 
表 5-5 Ratio による信頼性評価への影響 





5.4.3 Web ページ上の位置に応じた要素の重み付け 




するのか確認すべく，実験を行った．比較する重み関数として，表 5-6 に示す数式 3 つ
用いた．また便宜上，数式に名称を付与した．F 型は[27]と T 型は[28]を参考にした数
式であるが，両研究共に重み関数として具体的な数式を提示していないため，独自に設
定をした．以上の設定に基づき，各重み関数のイメージを図 5-1 に示す． 





([27]) 𝑤𝑒𝑖𝑔ℎ𝑡 = `1𝛽 	bcd	 式(5.2) 
T 型 
([28]) 
𝑤𝑒𝑖𝑔ℎ𝑡 = 	 e1	: 𝑦 < 	𝛼0	: 𝑦 ≥ 𝛼	 式(5.3) 
E 型 
(提案) 
𝑤𝑒𝑖𝑔ℎ𝑡 = 	 e						𝑓(𝑦)						: 	𝑦 < 𝐻/2𝑓(𝐻	 − 𝑦)	: 𝑦 ≥ 𝐻/2 							gH	 ∶ 	Webページの高さ𝑓(𝑦) = `1𝛽 	bcd	  式(4.2)  
†いずれも，4.2.2 節と同じく，𝜶は Window 領域の高さの定数倍とし 
1,080px(1 画面)/2,160px(2 画面)/ 3,240px(3 画面)について実施 
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図 5-1 Web ページにおける Y 座標値に応じた重みの値のイメージ 
特徴量抽出において，html 要素の中央点を要素の位置とした上で，数量ベースの
Ratio を元に，N=3 として AD+NonAD features を抽出し，GBDT による信頼性予測
を行った．予測精度を表 5-7 に示す．結果の検定は重み関数の種類と 𝛼 それぞれに焦
点を当てた．各重み関数の種類ごとに結果を分けた場合の検定結果を，表 5-8 に示す．𝛼 の値ごとに結果を分けた場合の検定結果は表 5-9 に示す．また，重み関数を用いた
各結果について，重み関数を用いない場合の結果との検定も行い，検定結果を表 5-10
に示す． 
表 5-7,表 5-8,表 5-10 から，一定の Y 座標値以上を持つ要素を考慮しない T 型は，重
み関数がない場合と比較し Accuracy が全て下回った．また，T 型である重み関数を用
いた場合の群内の有意差が認められなかった．よって，信頼性判定において，Web ペ
ージ最上部だけ考慮することは意味がなく，Web ページ最上部付近に存在する要素以
外も考慮する必要があることが分かる．また表 5-7 と表 5-9 より，E 型と F 型関数に
よる重み付けにおいて，𝛼を大きくすることで精度の悪化が見られるが，T 型を用いた




以上から，4.2.2 節に示した提案手法の通り，本研究では Web ページ上の各要素の位












































表 5-7 要素への重み関数による信頼性評価への影響 
重み関数 Accuracy 
種類 𝛼 
T 型 1,080 0.729 
T 型 2,160 0.732 
T 型 3,240 0.740 
F 型 1,080 0.744 
F 型 2,160 0.758 
F 型 3,240 0.755 
E 型 1,080 0.760 
E 型 2,160 0.755 
E 型 3,240 0.751 
(重み関数なし) 0.746 
†Window サイズの高さは 1,080px 
‡下線は最良結果 
 
表 5-8 関数の種類ごとにおける t 検定の結果(p-値) 
( 𝜶 を比較) 
 関数の種類 
F 型 T 型 E 型 
(ANOVA) 1.23×10-3 * 5.86×10-2   6.79×10-3 * 𝛼 の値 1,080 vs 2,160 7.47×10-3 * 6.90×10-1   1.05×10-1   1,080 vs 3,240 1.41×10-2 * 2.31×10-2 * 2.73×10-3 * 2,160 vs 3,240 3.14×10-1   1.11×10-1   2.15×10-1   
*は p<0.05 で有意差があることを示す 
 
表 5-9 各 𝜶 における t 検定の結果(p-値) 
(関数の種類を比較) 
 パラメータ𝛼 の値 1,080 2,160 3,240 
(ANOVA) 5.60×10-6 * 4.92×10-5 * 6.69×10-6 * 
重み関数の種類 
T 型 vs F 型 1.35×10-2 * 1.43×10-3 * 2.52×10-4 * 
E 型 vs F 型 1.85×10-3 * 3.81×10-1   1.41×10-1   
T 型 vs E 型 1.12×10-4 * 2.64×10-3 * 4.39×10-4 * 
*は p<0.05 で有意差があることを示す 
 
表 5-10 各重み関数における重みなしの場合との t 検定の結果(p-値) 
 関数の種類 
F 型 T 型 E 型 𝛼の値	 1,080 6.20×10-5 * 2.21×10-3 * 6.20×10-5 * 2,160 2.37×10-3 * 1.39×10-2 * 9.81×10-3 * 3,240 2.84×10-3 * 2.95×10-2 * 1.20×10-2 * 
*は p<0.05 で有意差があることを示す 
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5.4.4 パラメータ N の値 
第 4 章における提案手法において，特徴量抽出に使用するドメイン集合を Ratio 上
位 N 位までのドメインとした．N により，信頼性予測精度にどのように影響するのか




関数は使用せず AD+NonAD features を抽出し，GBDT で信頼性評価を行った．予測
精度と検定結果を表 5-11 に示す．表 5-11 中の各結果について検定を行い，検定結果





まえ，本研究ではパラメータ N として，N=2 を採用する． 
表 5-11 パラメータ N の違いによる信頼性評価への影響 









*は p<0.05 で有意差があることを示す 
†下線は最良結果 
 
表 5-12 パラメータ N の各群間における t 検定の結果 
対象となる 
N 
比較する N とその p-値 
1 2 3 4 5 
1 - 5.41×10-8 * 3.24×10-7 * 5.33×10-5 * 4.43×10-8 * 
2 - - 2.55×10-3 * 2.53×10-1   4.90×10-5 * 
3 - - - 8.21×10-1   1.79×10-5 * 
4 - - - - 3.67×10-3 * 
5 - - - - - 




第 4 章における提案手法において，AD features と NonAD features のそれぞれを抽
出し，結合した結果を AD+NonAD features とした．仮に 2 特徴量を結合せず，AD 
features，NonAD features を各々信頼性予測に用いた場合．また，要素が広告か否か











た． 以上から 4.2.2 節に示した提案手法の通り，本研究では AD+NonAD features を
用いる． 
表 5-13 採用する特徴量の違いによる信頼性評価への影響 
特徴量 Accuracy 
Src features 0.716 
AD features 0.611 
NonAD features 0.729 
AD+NonAD features 0.746 
†下線は最良結果 
 




AD NonAD src AD+NonAD 
AD - 3.82×10-8 * 1.28×10-7 * 3.62×10-11 * 
NonAD - - 3.24×10-2 * 2.37×10-3 * 
src - - - 1.66×10-4 * 
AD+NonAD - - - - 













AD+NonAD features を抽出し，各学習器で信頼性評価を行った． 
予測精度を表 5-15 に示す．表 5-15 の各結果において検定を行い，検定結果を表 5-16
に示す．なお，検定した全てのデータ対について，Accuracy に有意差があると認めら
れた．表 5-15 より，GBDT を用いた場合，他のいずれの手法よりも有意に精度が高い．
また，ERT と GBDT が SVM と LR を用いた場合と比較して，有意に精度が高いこと
から，決定木系手法が信頼性評価において有効であることが分かる．以上から，に示し
た提案手法の通り，本研究では信頼性予測に用いる学習器として GBDT を用いる． 




Extremely Randomized Trees (ERT) 0.725 
Gradient Boosted Decision Tree (GBDT) 0.746 
†下線は最良結果 
 




ERT LR SVM GBDT 
ERT - 3.96×10-7 * 1.17×10-9 * 7.10×10-4 * 
LR - - 4.21×10-33 * 1.49×10-11 * 
SVM - - - 1.03×10-13 * 
GBDT - - - - 








本節における結果を元に，次章における評価実験を行う．5.4.1 節〜5.4.6 節にて行った第 4
章における提案手法の事前実験の結果，以下の 3 点が言及できる． 
l 5.4.1 節より，html 要素の Web ページ上における基準点(中央点または左上端点)は，








l 5.4.3 節より，Web ページにおける html 要素の Y 座標値に応じた，特徴量へ重みを
考慮することは，信頼性予測の精度に影響がある．本研究では，Web ページ中央部
に位置する要素よりも，最上部と最下部に位置する要素の特徴に重み付けることで，





以上の各結果を元に，提案特徴量 AD+NonAD features を抽出する．抽出方法と抽出さ
れた結果を用いて信頼性予測を行った結果を表 5-17 に示す．第 6 章では，表 5-17 に示し
た設定内容を元に抽出した AD+NonAD features を用いる． 
表 5-17 事前実験結果を元にした AD+NonAD features とその精度評価 
要素の基準点 Ratio の 
計算方法 重み関数 N 学習器 Accuracy 






第 5 章における事前実験を踏まえて，提案特徴量 AD+NonAD features を既存研究にて
提案した Content features[4]と Linguistic features[3]と共に用いることにより，Web ペー
ジの信頼性予測における提案特徴量の有効性を確認する．具体的な実験方法については 6.2
節にて，実験結果とその検定結果を 6.3 節に述べる． 
6.2 実験内容と実験方法 
本節では，第 3 章に示した Olteanu らの手法における Content features[4]と Wawer ら
の手法における Content features[4]＋Linguistic features[3]のそれぞれに対し，提案特徴
量 AD+NonAD features を付与した場合と付与しない場合で信頼性予測の精度を評価する．
AD+NonAD features の抽出は，0 節に示した設定と方法を用いた．Content features[4]と
Linguistic features[3]の抽出には，既存の自然言語処理に関する研究[19] [20][21] [30]や既
存のライブラリを参照する．抽出方法について，まとめたものを表 6-1 に示す．なお，全て
の処理における実行環境として Python2.7 を用いた． 
使用するデータセットは 5.2 節における事前実験で使用したデータと同じである．よっ







表 6-1 既存研究における特徴量抽出の方法 






















テキストの可読性 SMOG Scores[20]を参照し，既存ライブラリ ReadabilityCalculator*3を用いて実装した． 
感情分析の結果が 







広告数 4.2.1 節における広告である html 要素の抽出
と同様の手法を用いて，広告を抽出した．な
















General Inquirer(GI)[21] [21]を参照し，実装した． 
TF-IDF Python の機械学習ライブラリ Scikit-learn
*4
を用いた．形態素解析には NLTK を用いた． 
*1 NLTK, https://www.nltk.org/ 
*2  Enchant, https://github.com/AbiWord/enchant 
*3 ReadabilityCalculator, https://pypi.org/project/ReadabilityCalculator/ 




	 6.2 節において示した実験を行い，予測精度を表 6-2 に示す．なお，便宜上各実験に(i)〜
(iv)を割り振った．表 6-2 より，(ii)と(iii)から Olteanu らが提案した Content features[4]
に，AD+NonAD features を結合して予測することで精度が有意に 0.038 向上した．また，
(iv)と(v)から Wawer が提案した特徴量においても，AD+NonAD features を結合して予測
することで精度が有意に 0.017 向上した．以上の結果から，提案した AD+NonAD features
は既存特徴量と共に用いることで，信頼性予測における精度が有意に向上することがわか
った．また表 6-3 には，信頼性予測において，テキスト情報由来の特徴量のみを用いた場合
と AD+NonAD features のみを用いた場合の結果について t 検定を行った結果である．表
6-3 から，既存研究で提案されているテキスト情報由来の特徴量は，提案特徴量に対し，有
意に信頼性評価において有効な特徴量であることが分かる． 
表 6-2 提案特徴量の既存特徴量との併用による信頼性予測精度への影響 
 使用した特徴量 






(i) - - ✔ 0.758 - 
(ii)  ✔ - - 0.777 
6.28×10-6 * 
(iii) ✔ - ✔ 0.815 
(iv)  ✔ ✔ - 0.849 
3.80×10-2 * 
(v) ✔ ✔ ✔ 0.866 
*は p<0.05 で有意差があることを示す 
 
表 6-3 テキスト由来の特徴量と提案特徴量における信頼性評価精度の検定 
対象となる実験 比較する実験とその p-値 (ii) (iii) 
(i) 4.21×10-5 * 4.01×10-9 * 
*は p<0.05 で有意差があることを示す 










ではない相対的な数値である．なお，実際の計算は Scikit-learn を用いて計算した． 
表 6-4 における(i)と(v)から，提案特徴量のうち非広告である要素由来の特徴量が，信頼性
予測において重要であることが分かる．しかし(v)において，広告である要素由来の特徴量
も重要であることから，AD features と NonAD features の２特徴量を信頼性予測に用いる
ことが効果的であり，NonAD features に更に焦点を当てることでさらなる精度向上が見込








表 6-4 重要と判定された特徴量一覧 
(各実験上位 20 位を重要度について降順) 
(i)提案特徴量のみ (iv)既存特徴量のみ[3][4]を用いた場合 
特徴量 重要度 特徴量 重要度 
(NonAD): N= 1における X座標値の平均 0.187 .netドメイン 0.0204 
(NonAD): N= 1における⾯積 0.134 .ukドメイン 0.0200 
(NonAD): N= 1における Y座標値の平均 0.131 感情分析の結果が PositiveかNegative 0.0194 
(NonAD): N= 1における X座標値の分散 0.127 Negativeの⽂章数 0.0184 
(NonAD): N= 1における Y座標値の分散 0.0937 "?"の数 0.0183 
(NonAD): N= 2における X座標値の平均 0.0373 GI: ”ABSORPTION” 0.0102 
(NonAD): N= 1における Ratio 0.0362 GI: ”ACKNOWLEDGMENT” 0.00691 
(AD): N= 1における X座標値の平均 0.0322 GI: ”ABSENTEE” 0.00673 
(NonAD): N= 2における⾯積 0.0303 GI: ”ABRUPT” 0.00667 
(NonAD): N= 2における Y座標値の平均 0.0302 テキストの情報量 0.00637 
(NonAD): Ratioの分散 0.0247 GI: ”ACCESSION” 0.00604 
(NonAD): N= 2における Y座標値の分散 0.0191 GI: ”ABOUND” 0.00592 
(NonAD): N= 2における X座標値の分散 0.0169 GI: ”ACCENTUATE” 0.00592 
(AD): N= 1における Y座標値の平均 0.0155 限定詞数 0.00591 
(AD): N= 1における⾯積 0.0147 GI: ”ACCRUE” 0.00590 
(AD): N= 1における Ratio 0.0132 GI: ”A” 0.00589 
(NonAD): ドメインの種類数 0.0121 GI: ”ACTUAL” 0.00577 
(AD): N= 1における X座標値の分散 0.00926 "!"の数 0.00515 
(AD): N= 1における Y座標値の分散 0.00787 GI: ”ACADEMY” 0.00514 
(AD): ドメインの種類数 0.00754 GI: ”ABORIGINAL” 0.00498 
(v)提案特徴量と既存特徴量[3][4]の両方を用いた場合 
提案特徴量由来(7 個) 既存特徴量[4][3]由来(13 個) 
特徴量 重要度 特徴量 重要度 
(NonAD): N=1における Y座標値の分散 0.0238 "?"の数 0.0235 
(AD): N=2における Y座標値の平均 0.0206 .infoドメイン 0.0227 
(AD): N=1における Y座標値の平均 0.0187 Negativeの⽂章数 0.0207 
(NonAD): N= 1における X座標値の分散 0.0158 感情分析の結果が PositiveかNegative 0.0195 
(NonAD): N=2における Y座標値の分散 0.0116 GI: ”ABSORPTION” 0.0153 
(NonAD): N=1における Ratio 0.0110 .netドメイン 0.0136 
(AD): N=1における Y座標値の分散 0.00940 .comドメイン 0.0127 
※表中に⽤いる表記※ 
(NonAD) →NonAD featuresに含まれる特徴量 
(AD) →AD featuresに含まれる特徴量 
GI: X →極性辞書に出現する単語 Xの極性値 
TF-IDF: Y →単語 Yの TF-IDF値 
GI: ”ACADEMY” 0.0106 
⽂字数 0.0103 
TF-IDF: ”registrations” 0.00983 
GI: ”ADHESIVE” 0.00958 





第7章 実 Web ページにおける適用と評価 
7.1 概要 
第 6 章まで，本研究における提案特徴量 AD+NonAD features の有効性を確認すべく，




本節では，提案特徴量 AD+NonAD features を用いて Web ページの信頼性予測を行い，
その結果に基づいて提案特徴量について定性的な評価を行う．そのため，本節において，予
測時には Content features[4]と Linguistic features[3]を使用しない．調査対象である Web
ページとして独自に収集した 1000 ページ用いた．具体的には，日本語である Web ページ
をシードに，独自にクロールした大量の結果からドメインが互いに異なるように無作為抽
出した．そのため，調査対象である Web ページに含まれるコンテンツの信頼性に関する情
報は一切含まれていない．調査対象となった各 Web ページについて，表 5-17 で示した設定
を元に構成した学習器で，第 6 章までに使用した Fake News Dataset のうち，第 6 章まで
と同様に表 5-2 で示すデータを全て用いて学習し，信頼性予測を行う． 
 
7.3 調査結果 
7.2 節で示す方法により，Web ページの信頼性予測を行った．調査対象 Web ページにお
ける予測結果の概要を図 7-1 に示す．なお，図 7-1 中における X 軸は，「信頼できる」とい
う判定への確信度として「credibility」を定義した．credibility は学習器である GBDT にお
ける各決定木のうち，「信頼できる」と判定した決定木の割合である．また Y 軸はある
credibility における確率密度を示している．図 7-1 における両端に注目することで，提案特
徴量の特性が分かると考え，「最も信頼できる」と判定された上位 5 ページを図 7-2 に，「最
も信頼できない」と判定された上位 5 ページを図 7-3 に示す．なお，図 7-2 と図 7-3 に関
する情報は表 7-1 に示し，以下 2 点考察を述べる． 
(i) 表 7-1⑥⑧⑩に示すように，最も「信頼できない」と判定された Web ページにはキ
ュレーションサイトが 3 つ含まれる，また表 7-1①〜⑤に示すように，最も「信頼で
きる」と判定された Web ページは企業や公的機関に関する Web ページであった． 
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(ii) (i)に対し，表 7-1⑦⑨に示す教育機関など一般的に信頼できると考えられる Web ペ
ージが「信頼できない」と判定された．この結果の理由として，以下の 2 点が考えら
れる． 
Ø 提案特徴量では平均・分散などは不偏統計量を用いていないため，当該 Web ペ
ージのように外部コンテンツが少ない場合は，特徴量の値が統計的に適切な値
ではない可能性がある． 
Ø 第 6 章まで用いた Fake News Dataset 中に含まれる Web ページは「News」で
あるページであり，Web ページ中に外部コンテンツが一定数含まれていると推
測できる．そのため，表 7-1③⑦のような外部コンテンツが少ない場合は，学習








































2 1.00 ② 会社概要 | 株式会社長沼 Reliable (https://www.shizu-naganuma.com/profile/index.php) 
3 1.00 ③ 
2010 Milne Award | 
Reliable (http://erfoundation.org/wordpress/awards-grants/milne/2010-milne-inovation-
award/) 




5 9.99×10-1 ⑤ 
【公式】サザンビーチホテル＆リゾート沖縄  





1 2.00×10-6 ⑥ 
100 年以上続く伝統のビッグレース	  
熱狂生む“春のクラシック”の歴史 - cyclist Unreliable 
(https://cyclist.sanspo.com/391354) 
2 1.41×10-4 ⑦ 図書館について｜山陽小野田市立山口東京理科大学 Reliable (http://www.socu.ac.jp/laboratory/library/about.html) 
3 1.74×10-4 ⑧ 
仏石油大手トタル CEO 事故死 ロシアの「真の友人」を死に追いやった 
「3 つのわざわい」WEDGEInfinity(ウェッジ) Unreliable 
(http://wedge.ismedia.jp/articles/-/4362) 
4 2.96×10-4 ⑨ 
住宅展示場・モデルハウスのご案内 | 千葉・茨城の注文住宅・新築一戸建
てなら ワールドハウス Reliable 
(http://worldhouse.koori.jp/concept_model/) 
5 3.53 ×10-4 ⑩ 
9 頭身モデル・朝比奈彩，「週プレ」で魅せるアートなエロス	  





































































































































































































































































年，Web 上で取得可能な API が制限・廃止されたことから，既存研究で提案された特徴量
のうち，外部 API 由来の特徴量が生成できない問題点がある．この問題に対し提案手法で
は，「広告を始めとした外部取得のコンテンツが Web ページ中に特異なパターンで含まれ










能になることの 3 点である． 
最後に，本研究における今後の方針を述べる．本研究では問題の簡略化の観点から，用い
たデータセットは Fake news に関する Web ページに限定した．よって，Web ページの内
容（トピック）に問わず，複数トピックを含むデータセットでも適用可能な手法に改良する
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