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Abstract
In this paper, an optimized Multivariate Singular Spectrum Analysis (MSSA) approach is
proposed to find leading indicators of cross industry relations between 24 monthly, seasonally
unadjusted industrial production (IP) series for German, French and UK economies. Both
Recurrent and Vector forecasting algorithms of Horizontal MSSA (HMSSA) are considered.
The results from the proposed multivariate approach are compared with those obtained
via the optimized univariate Singular Spectrum Analysis (SSA) forecasting algorithm to
determine the statistical significance of each outcome. The data is rigorously tested for
normality, seasonal unit root hypothesis and structural breaks. The results are presented
such that users can not only identify the most appropriate model based on the aim of the
analysis, but also easily identify the leading indicators for each IP variable in each country.
Our findings show that for all three countries, forecasts from the proposed MSSA algorithm
outperform the optimized SSA algorithm in over 70% of the cases. Accordingly, this new
approach succeeds in identifying leading indicators and is a viable option for selecting the
SSA choices L and r which minimises a loss function.
Keywords: Forecasting; Singular Spectrum Analysis; Multivariate SSA; industrial production;
leading indicators.
1 Introduction
The introduction of the nonparametric time series analysis and forecasting technique of Singular
Spectrum Analysis (SSA) is closely associated with the work of Broomhead and King (1986a,b).
Since then, SSA has progressed rapidly and transformed itself into a powerful technique which
is increasingly exploited for providing solutions to real world problems in a variety of different
fields, see for example, Gong et al. (2017), Merte (2017), Yu et al. (2017), Mahmoudvand
and Rodrigues (2017), Khan and Poskitt (2017), Hassani et al. (2017; 2016; 2015), Lai and
Guo (2017), Ghodsi et al. (2015), and Silva and Hassani (2015). Few reasons underlying this
augmented usage of SSA can be partly attributed to its nonparametric nature. This implies that
the parametric assumptions relating to normality, stationarity and linearity do not apply when
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modelling with SSA. In addition, SSA is popular for its sound filtering capabilities which enables
signal extraction from any given time series and facilitates a richer analysis (see for example,
Ghodsi et al. (2015)). Furthermore, over the years, SSA has been successful in analysing and
forecasting both stationary and non-stationary time series which is of utmost importance to the
financial and economic fields where uncertainty and recessions are of major concern.
As noted above, SSA (used to refer to the univariate version) is widely exploited at present
and there exists a considerable number of applications. However, in comparison to SSA, Mul-
tivariate SSA (MSSA) is considered to be in its early stages. This is clearly visible should one
pursue a literature search which would uncover only a handful of MSSA applications. Few of
the recent examples of MSSA based applications are found in Silva et al. (2017), de Carvalho
and Rua (2017), Hassani and Silva (2016), Portes and Aguirre (2016), and Hassani et al. (2013).
The MSSA technique is based on two choices known as the window length L, and the number of
eigenvalues r (Sanei and Hassani, 2015). The selection of SSA and MSSA choices have for long
been a point of discussion. Those interested in reading on the different approaches available are
referred to Khan and Poskitt (2013) and Sanei and Hassani (2015). In brief, the approaches
explained in the aforementioned publications are time consuming and imposes a restriction on
the useability of SSA and MSSA by individuals who are not conversant with the methodology.
Recently, in Hassani et al. (2015) an algorithm was presented for optimizing the univariate SSA
approach and obtaining the optimized SSA choices based on a loss function. This meant that
users would no longer require an in-depth knowledge on the theory underlying SSA and could
apply it universally to any given forecasting problem.
In hope of encouraging more users to exploit the MSSA technique, through this paper we
present an algorithm for determining the optimal MSSA choices by minimising a given loss
function. In brief, this optimization procedure will indicate the best possible forecast attainable
via MSSA by minimising any given loss function. In a forecasting exercise this would mean
splitting the series into three parts; training, testing and validation whereby we would use the
proposed algorithm on the training and testing data to ascertain the optimal MSSA choices and
then evaluate its performance over the validation set. However, in this paper we are mainly
concerned with exploiting this new algorithm for finding leading indicators for modelling and
forecasting industrial production (IP) data. In simple terms, here we would consider splitting
all the data into two parts; training and test sets alone and find the optimal MSSA choices
for forecasting the test set. In the process, we would evaluate all possible dual combinations.
Then, the forecast attainable via the resulting MSSA choices which provide the lowest level in
a given loss function would be representative of the best possible MSSA forecast. As such, this
optimization procedure which minimises a loss function will enable the identification of leading
indicators for a given variable.
The feasibility of the proposed approach is evaluated via an application which considers
modelling and forecasting 24 monthly, seasonally unadjusted industrial production indices for
UK, France and Germany which have previously been analysed in both linear and nonlinear
contexts in Hassani et al. (2013), Hassani et al. (2009), Heravi et al. (2004) and Osborn
et al. (1999). The output from this study will be important to economists, policy makers and
practitioners as they will be able to identify the leading indicators for each industrial production
variable. This in turn helps better understand the underlying dynamics, saves time and improves
the accuracy of forecasts attainable via multivariate modelling. It is noteworthy that in Hassani
et al. (2013) the authors have used basic MSSA for forecasting UK industrial production and
those results cannot be approximated as the optimal leading indicators for IP as there was no
optimization procedure involved in the modelling process.
The significance and importance of these 24 series have been discussed in detail in the
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aforementioned publications and are therefore not reproduced here. In Osborn et al. (1999) it
was found that these 24 time series are highly seasonal and that these seasonality levels are much
larger than those reported for monthly output in the United States (Miron, 1996). However, in
terms of linearity it was reported in Heravi et al. (2004) that there was no substantial evidence
of non-linearity in majority of the cases. Yet, it should be noted that these conclusions were
based on data ending in December 1995.
In contrast, we consider more up-to-date observations which end in 2014 and in turn we
are able to provide a more timely analysis. The forecasts from the proposed optimal MSSA
forecasting approach are compared with forecasts from the optimal SSA approach in Hassani
et al. (2015). We do not consider other models such as ARIMA, Holt-Winters and Vector
Autoregressive models as in Hassani et al. (2013) and Hassani et al. (2009) it has already been
shown that SSA and MSSA can outperform these approaches when modelling and forecasting
European industrial production.
Accordingly, this paper has several key contributions. Firstly, this is the first study in which
the optimized SSA and optimized MSSA approaches are evaluated for modelling and forecasting
European industrial production. Secondly, we propose the use of the Horizontal MSSA (HMSSA)
algorithm introduced in this work as a method for finding leading indicators. Thirdly, the study
considers both vector and recurrent forecasting algorithms of SSA giving the reader a complete
outlook into the performance SSA as a whole when forecasting IP.
The remainder of this manuscript is organized such that: Section 2 presents the optimized
MSSA forecasting algorithm; Section 3 introduces the data and provides a thorough analysis;
Section 4 reports the empirical results from our application and Section 5 concludes the paper.
2 Methodology
2.1 Optimized SSA Forecasting Algorithm
The optimal SSA forecasting algorithm is documented in Hassani et al. (2015) and those inter-
ested are referred to that paper.
2.2 Optimized HMSSA Forecasting Algorithm
In what follows we present the optimized HMSSA forecasting algorithms for finding leading
indicators of European industrial production. Those interested in an in-depth explanation of the
theory underlying MSSA are directed to Sanei and Hassani (2015). We begin by considering the
HMSSA-R optimal forecasting algorithm which is followed by the HMSSA-V optimal forecasting
algorithm. In presenting these two algorithms we mainly follow and rely on the notations in
Sanei and Hassani (2015).
2.2.1 HMSSA-R Optimal Forecasting Algorithm
1. Consider M time series with identical series lengths of Ni, such that Y
(i)
Ni
= (y
(i)
1 , . . . , y
(i)
Ni
)
(i = 1, . . . ,M).
2. For forecasting exercises we would split each time series into three parts leaving 23
rd
for
model training and testing, and 13
rd
for validation. However, as the objective here is to
exploit this same algorithm to find leading indicators we split the time series into training
and test sets alone.
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3. Beginning with a fixed value of L = 2 (2 ≤ L ≤ N2 ) and in the process, evaluating
all possible values of L for YNi , using the training data construct the trajectory matrix
X(i) = [X
(i)
1 , . . . ,X
(i)
K ] = (xmn)
L,Ki
m,n=1 for each single series Y
(i)
Ni
(i = 1, . . . ,M) separately.
4. Then, construct the block trajectory matrix XH as follows:
XH =
[
X(1) : X(2) : · · · : X(M)
]
.
5. Let vector UHj = (u1j , . . . , uLj)
T , with length L, be the jth eigenvector of XHX
T
H which
represents the SVD.
6. Evaluate all possible combinations of r (1 ≤ r ≤ L − 1) step by step for the selected
L and construct X̂H =
∑r
i=1 UHiU
T
Hi
XH as the reconstructed matrix obtained using r
eigentriples:
XH =
[
X̂(1) : X̂(2) : · · · : X̂(M)
]
.
7. Consider matrix X˜(i) = HX̂(i) (i = 1, . . . ,M) as the result of the Hankelization procedure
of the matrix X̂(i) obtained from the previous step for each possible combination of SSA
choices.
8. Let U▽Hj denote the vector of the first L− 1 coordinates of the eigenvectors UHj , and πHj
indicate the last coordinate of the eigenvectors UHj (j = 1, . . . , r).
9. Define υ2 =
r∑
j=1
π2Hj .
10. Denote the linear coefficients vector R as follows:
R =
1
1− υ2
r∑
j=1
πHjU
▽
Hj . (1)
11. If υ2 < 1, then the h-step ahead HMSSA forecasts exist and is calculated by the following
formula:
[
yˆ
(1)
j1
, . . . , yˆ
(M)
jM
]T
=

[
y˜
(1)
j1
, . . . , y˜
(M)
jM
]
, ji = 1, . . . , Ni,
RTZh, ji = Ni + 1, . . . , Ni + h,
(2)
where, Zh =
[
Z
(1)
h , . . . , Z
(M)
h
]T
and Z
(i)
h =
[
yˆ
(i)
Ni−L+h+1
, . . . , yˆ
(i)
Ni+h−1
]
(i = 1, . . . ,M).
12. Seek the combination of L and r which minimises a loss function, L and thus repre-
sents the optimal HMSSA-R choices for decomposing and reconstructing in a multivariate
framework.
13. Finally use the selected optimal L to decompose the series comprising of the validation
set, and then select r singular values for reconstructing the less noisy time series, and use
this newly reconstructed series for forecasting the remaining 13
rd
observations (or the test
set as relevant to this study).
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2.2.2 HMSSA-V Optimal Forecasting Algorithm
1. Begin by following the steps in 1-9 of the HMSSA-R optimal forecasting algorithm above.
2. Consider the following matrix
Π = U▽U▽T + (1− v2)RRT , (3)
where U▽ = [U▽1 , ..., U
▽
r ]. Now consider the linear operator
P(v) : Lr 7→ R
L, (4)
where
P(v)Y =
(
ΠY△
RTY△
)
, Y ∈ Lr, (5)
and Y△ is vector of last L− 1 elements of Y .
3. Define vector Z
(i)
j (i = 1, . . . ,M) as follows:
Z
(i)
j =
{
X˜
(i)
j for j = 1, . . . , ki
P(v)Z
(i)
j−1 for j = ki + 1, . . . , ki + h+ L− 1
(6)
where, X˜
(i)
j ’s are the reconstructed columns of trajectory matrix of the i
th series after
grouping and leaving noise components.
4. Now, by constructing matrix Z(i) = [Z
(i)
1 , ..., Z
(i)
ki+h+L−1
] and performing diagonal averag-
ing we obtain a new series yˆ
(i)
1 , ..., yˆ
(i)
Ni+h+L−1
, where yˆ
(i)
Ni+1
, ..., yˆ
(i)
Ni+h
provides the h step
ahead HMSSA-V forecast for the selected combination of L and r.
5. Finally, follow steps 12-13 in the HMSSA-R optimal forecasting algorithm to find the
optimal L and r for obtaining HMSSA-V forecasts.
3 Data
The data used in this study are taken from I.N.S.E.E (Institute National de la Statistiuqe et des
Etudes Economiques) for France, from Statistisches Bundesamt, Wesbaden for Germany and
from the Office for National Statistics (ONS) for the UK. It includes eight major components of
real industrial production in France, Germany and the UK. The series are seasonally unadjusted
monthly indices for real output in Electricity/Gas, Chemicals, Fabricated Metals, Vehicle, Food
Products, Basic Metals, Electrical Machinery and Machinery. The eight series considered in this
study are important, diverse and account for more than 50% of the total industrial production in
each country. The same eight industries have been considered by Hassani et al. (2009), Heravi
et al. (2004) and Osborn (1999).
In all cases, our sample period ends in February 2014. However, the data for France start
from January 1990, for Germany from 1991 and for the UK from January 1998. Figures 1-3 show
the time series used in this study. As visible, most series for France and Germany present a long
period of growth in 1990s and up to the current recession of 2008/2009. For the UK, however,
most series show a period of stagnation in early 2000s and following the recession in 2008. For
almost all the series, the impact of current recession which is attributed to banking crisis can be
seen in 2008. The only exceptions are Food Products and Electricity/Gas production which are
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inelastic in nature. It is also evident that seasonality is the dominant pattern in the data and
the use of a filtering technique such as SSA/MSSA in such cases could provide better results as
they are able to filter, extract and model such signals.
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Figure 1: UK industrial production indices.
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Figure 2: German industrial production indices.
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Figure 3: France industrial production indices.
Table 1 shows the weights and descriptive statistics for the yearly percentage changes in
the original series, i.e. 100((Yt − Yt−12)/(Yt−12). For Germany, all sectors have experienced
growths over the whole period. In particular, Electrical Machinery and Vehicles in Germany
show substantial growth in production with average increases of around 4.0 and 2.5 percentages
per year. In contrast, the results for the UK are all negative, with the exception of Vehicles,
Electricity/Gas and Food Products. Basic Metals have experienced the highest decline in the UK
with an average of about 2%. For France, the highest growth was reported for Electricity/Gas
and Basic Metals had the highest decline over the sample period. The sample standard deviations
indicate greater volatility for the Vehicles series than those of other sectors, with very low
volatility for Food Products. The results for normality testing based on the Shapiro-Wilk (SW)
test (Royston, 1982a,b; Royston, 1995) also provide strong evidence of non-normality for all the
series, except for the Electricity/Gas, Electrical Machinery and Food Products. The last column
in Table 1 presents the OCSB test results (Osborn et al., 1988) for seasonal unit hypothesis.
The results indicate minimal evidence for non-stationary seasonal unit roots in these monthly
industrial production data, except within some traditional industrial sectors such as Vehicles,
Basic Metals, Machinery, and Fabricated Metals.
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Table 1: Descriptive statistics for UK, German and France IP Indices.
Weight Mean SD SW(p) OCSB
UK
Basic Metals 3.00 -1.98 13.50 <0.01 0
Fabricated Metals 3.80 -0.63 9.71 <0.01 1
Chemicals 8.50 -0.76 8.27 <0.01 0
Electrical Machinery 4.70 -1.44 12.15 <0.01 0
Electricity & Gas 10.20 0.50 10.35 0.22∗ 0
Machinery 6.70 -0.16 12.44 <0.01 1
Food Products 7.50 0.15 7.01 0.14∗ 0
Vehicles 5.80 0.19 24.07 <0.01 1
Germany
Basic Metals 5.60 0.04 14.78 <0.01 0
Fabricated Metals 4.50 1.64 11.91 <0.01 0
Chemicals 8.60 1.27 9.95 <0.01 0
Computer Optical Electrical 10.40 3.95 14.57 0.10∗ 0
Electricity & Gas 7.60 0.25 7.69 0.20∗ 0
Machinery 6.50 1.08 17.91 0.09∗ 0
Food Products 13.60 1.46 6.78 0.08∗ 0
Vehicles 7.20 2.45 19.94 <0.01 0
France
Basic Metals 3.90 -0.92 27.23 <0.01 1
Fabricated Metals 4.30 -0.79 26.21 <0.01 1
Chemicals 8.90 1.01 11.59 0.02∗ 0
Electrical & Electronic 7.10 0.05 21.59 <0.01 1
Electricity & Gas 9.00 1.42 13.03 0.07∗ 0
Machinery 9.60 -0.29 22.74 <0.01 1
Food Products 8.60 0.20 6.87 <0.01 0
Vehicles 9.80 0.15 45.81 <0.01 0
Note: ∗ indicates the data is normally distributed based on the Shapiro-Wilk (SW) test (Royston, 1982a,b;
Royston, 1995) at p = 0.05.
0 indicates there is no seasonal unit root based on the OCSB test (Osborn et al., 1988) at p=0.05.
1 indicates there is a seasonal unit root based on the OCSB test (Osborn et al., 1988) at p=0.05.
Table 2 shows the Bai and Perron (2003) test output for structural breaks in these time
series. Almost all the series show a break or multiple breaks in the data period considered,
except the Food Products in UK. Results for all the three countries, based on the Bai Perron
test, indicate that almost all sectors are affected by the current recession of 2008, except for the
Electricity/Gas and Food Products sectors.
Table 2: Breakpoints for all major components of the UK, German and France IP Indices.
UK Germany France
BM 2001(7) 2004(2) 2008(10) 2000(1) 2005(5) 2008(10) 1999(8) 2008(7)
FM 2005(2) 2008(11) 2011(4) 1997(3) 2000(8) 2005(5) 2010(8) 1999(8) 2008(7)
C 2006(2) 2008(10) 1996(2) 1999(8) 2004(12) 2008(10) 1993(12) 1997(8)
EM 2001(11) 2008(12) 2011(8) 1996(2) 1999(8) 2005(8) 2010(8) 1997(8) 2008(12)
E&G 2000(9) 1995(10) 1998(9)
M 2006(2) 2008(9) 2011(2) 1999(8) 2005(8) 1995(2) 2004(8) 2008(12)
FP None 1994(8) 1999(8) 2005(7) 1995(8)
V 2008(7) 2010(12) 998(1) 2002(2) 2010(8) 1998(8) 2008(7)
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4 Empirical Results
We now turn to an issue of central interest in this paper; finding leading indicators for modelling
industrial production data and the evaluation of forecast performance between the optimized
SSA and MSSA algorithms. In the process, we assess the forecasting accuracy of Recurrent SSA
(SSA-R) and Vector SSA (SSA-V) with HMSSA-R and HMSSA-V for four different horizons,
1-step ahead, 3 and 6-steps ahead and one year ahead. All models are estimated based on the
data up to June 2011 as in-sample for training and post-sample forecasts are then computed for
the last 32 months ending February 2014.
Forecast accuracy is measured based on the magnitude of forecast errors from the Root Mean
Squared Error (RMSE) and Mean Absolute Error (MAE) criteria. These measures reported
quantitatively similar results. Therefore, to save space, we only report the RMSE, as this the is
the most frequently quoted measure in forecasting (Altavilla and De Grauwe, 2010; Sadorsky,
2016; Hirashima et al., 2017). Tables 3-5 show the out-of-sample RMSE and Relative RMSE
(RRMSE) results for UK, Germany and France. The ratio of RMSE is defined as:
RRMSE =
MSSA
SSA
=
(∑N
i=1(ŷT+h,i − yT+h,i)
2
)1/2
(∑N
i=1(y˜T+h,i − yT+h,i)
2
)1/2 ,
where, ŷT+h is the h-step ahead forecast obtained by MSSA, y˜T+h is the h-step ahead forecast
from the SSA model, and N is the number of the forecasts. If MSSASSA is less than 1, then MSSA
outperforms SSA by 1-MSSASSA percent and vice versa.
4.1 Cross Industry Analysis
Tables 3-5 report the out-of-sample forecasting results for the IP for each country. Forecasts are
calculated at horizons of 1, 3, 6 and 12 months ahead such that both the long and short run
variation is accounted for. When reporting these results, we have considered the indicators at
lag 0 and lag 12, but to save space we only report the result with the lag which produced the
lower RMSE. Note that in addition to reporting the RMSE and RRMSE, shown at the bottom of
each table are some interesting summary statistics based on the score and percentage. Another
important point is that the multivariate forecasting indicators which are reported here are the
best possible outcomes for MSSA. These have been determined by evaluating each component of
IP with every other component of IP for each respective country and selecting the combination of
indicators which gives the lowest forecasting error. Accordingly, the combinations shown below
are the leading cross industry indicators for industrial production components in UK, Germany
and France1.
We begin by considering the results for UK. The first point to note is that the results have
been presented in a manner which enables readers to identify the best model for a particular
component given their horizon of interest. The general observation is that MSSA forecasts are
1We also went a step further to evaluate the cross country relations to see whether it might be possible to
identify leading indicators across countries. On this occasion we specifically sought to model production in the
same industry across the different countries. This meant for example evaluating whether the Germany and France
Basic Metals indices would act as a leading indicator for the UK Basic Metals. This approach did not yield any
positive results. As such we do not report the results in this paper, but they are available upon request. It
should be noted that this does not imply there are no cross country relations, but simply that one should look
for different combinations which consider different industries. Such an effort could yield positive outcomes but it
remains beyond the mandate and aim of this paper.
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able to outperform SSA forecasts 81% of the time for all components and horizons considered
here. The HMSSA-R forecasts have outperformed SSA-R forecasts 84% of the time whilst
HMSSA-V forecasts outperform SSA-V forecasts 78% of the time. The findings also show that
HMSSA-V forecasts have outperformed HMSSA-R forecasts 56% of the time. These summary
statistics clearly indicate that, for UK, more accurate forecasts can be obtained for the IP indices
in majority of the cases by employing MSSA. Interestingly, we find that in the case of univariate
SSA, both SSA-R and SSA-V models are indifferent as their forecasts outperform each other
on an equal number of cases. Whilst the above conclusions are based on the number of times
where forecasts from one model outperforms another based on the RMSE, the RRMSE criterion
enables quantification of the superiority of each model in comparison to another.
The average RMSE values for all four models and the average RRMSE for comparing between
the MSSA and SSA models are also reported in each of the tables below. The first point to
note is that based on the average RRMSE, when forecasting all eight components of UK IP
across the forecasting horizons of 1, 3, 6 and 12 steps ahead, on average the HMSSA-R forecasts
are 8% better than SSA-R forecasts whilst the HMSSA-V forecasts are 6% better than SSA-V
forecasts. The average RMSE column confirms this result and shows that HMSSA-R is the only
model which reports an average error of less than 5 across all horizons and all components.
Interestingly, SSA-R and SSA-V not only report equal performance based on the score but also
perform equally in terms of the average RMSE as well. Finally, it is clear that for UK if we
were interested in a single model for all components across all these horizons, then based on the
score, total and overall average RMSE and RRMSE, the most appropriate model would be the
HMSSA-R model with the corresponding multivariate indicator. Finally, based on our findings
the leading indicators for UK IP components are shown within brackets in Table 3.
Next, we consider the out-of-sample forecasting results for all eight components of the IP for
Germany which are reported in Table 4. In general, we can see once again that MSSA forecasts
are seen outperforming SSA forecasts 81% of the time as was witnessed in the case of UK. If we
compare the score between MSSA and SSA models, then forecasts from HMSSA-R have out-
performed SSA-R forecasts 72% of the time whilst forecasts from HMSSA-V have outperformed
SSA-V forecasts 78% of the time. In terms of which MSSA model has captured majority of
the score, the summary statistics indicate that forecasts from HMSSA-R has only outperformed
those from HMSSA-V 38% of the time whilst HMSSA-V forecasts have outperformed HMSSA-R
forecasts 62% of the time. These results indicate that for Germany, based on the score it appears
that HMSSA-V is the most appropriate single model for forecasting all eight components of IP.
This is interesting as for UK we noticed HMSSA-R being recognized as the best model based on
the score. At the same time, unlike what was experienced with UK, based on the score criterion
we are able to suggest that SSA-V provides forecasts which outperforms SSA-R 72% of the time
when forecasting the German IP components.
The total RMSE values indicate that HMSSA-V does in fact report the lowest overall error
when forecasting all eight IP components across all horizons for Germany. However, the overall
errors are almost identical between the two MSSA models and so in general they appear to be
indifferent. Yet, in comparison to SSA there are positive gains with using MSSA as HMSSA-R
forecasts are seen reporting accuracy levels which are 8% greater than SSA-R whilst in compar-
ison to SSA-V, HMSSA-V forecasts are found to be 7% better in terms of accuracy as suggested
by the overall average RRMSE values.
Once again we provide a more in-depth analysis by considering the variation in forecasting
results based on the horizon of interest. If forecasting at h = 1 month ahead is the purpose,
then based on the average lowest RMSE we can present the HMSSA-R model to be the most
appropriate. At obtaining three-steps ahead forecasts, the HMSSA-V model is found to be the
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best average performer with a similar conclusion at h = 6 months ahead. For forecasting at
h = 12 steps ahead the HMSSA-R model is once again seen reporting the lowest average RMSE
and is thus the recommended model. For univariate forecasting, at h = 1, 3 and 6 steps ahead,
the SSA-V model reports the lowest average RMSE whilst at h = 12 steps ahead the SSA-R
model is likely to be more appropriate. Therefore, based on our results, it is clear that once again
the optimized MSSA algorithm has outperformed the optimized SSA algorithm (as seen with
UK). If we are interested in obtaining the most number of outcomes with the lowest forecasting
error across all horizons, then we should rely on the HMSSA-V model with the combinations
reported in Table 4, whilst for forecasting at certain horizons alone we should rely on different
models as advised above. Once again, the presentation of results in Table 4 enables the reader
to determine which model is best for each component of German IP at each horizon.
Finally, we consider the out-of-sample forecasting results for the IP in France. The results
are reported in Table 5. In general, once again MSSA is seen outperforming SSA forecasts 81%
of the time. HMSSA-R forecasts have outperformed SSA-R forecasts 84% of the time whilst
HMSSA-V forecasts have outperformed SSA-V forecasts 78% of the time. In terms of the best
MSSA model, based on the score, HMSSA-R takes precedence over HMSSA-V. Likewise, in
terms of the best univariate model, based on the score, SSA-V takes precedence over SSA-R.
The total RMSE statistic also clearly indicates that HMSSA-R provides the lowest overall
error across all horizons when forecasting all eight components of French IP. Furthermore, in
comparison to SSA-R, SSA-V reports the lower total error. The overall average RRMSE criterion
indicates that HMSSA-R forecasts across all components and all horizons are 11% better than
SSA-R forecasts whilst HMSSA-V forecasts for the same conditions are seen reporting 7% better
forecasts than SSA-V. The gain of 11% reported by HMSSA-R is the highest in comparison to
the UK and France results.
Finally, we consider the variation in overall forecasting results based on the forecasting
horizon. Firstly, we notice that at horizons of 1 step-ahead, HMSSA-V provides the overall
lowest average RMSE whereas at 12 steps-ahead, both HMSSA-V and HMSSA-R are almost
the same on average. In the medium term, i.e. at h = 6, 12 steps-ahead, HMSSA-R is seen
reporting the overall lowest average error. In terms of univariate modelling, at h = 1, 3 and 12
months ahead, SSA-V reports the overall lowest average error, whilst at h = 6 months ahead,
SSA-R is seen reporting the lowest error.
The presentation of results provide added value to this manuscript. This is because, based
on the aim of the forecasting exercise, readers can differentiate and identify which SSA or
MSSA model is best. The different options made available for selection of the most appropriate
model are as follows. (1) The best model for any given component at any given forecasting
horizon. (2) If obtaining the highest number of positive outcomes with the lowest forecasting
error using a single model is important, then one can decide on such a model based on the
score and percentage. (3) If the overall lowest forecasting error attainable using a single model
is of importance given that one has to forecast all components across all horizons, then the
option is available to decide on such a model by looking at the RMSE and RRMSE statistics.
(4) If forecasting all components at different horizons based on a single model is the aim then
the ‘Average RMSE’ statistics can provide the most apt model. (5) Those interested in using
univariate modelling can easily determine which SSA model is best given the aim of the analysis.
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Table 3: Out-of-sample RMSE for UK IP.
Variables h SSA-R SSA-V HMSSA-R HMSSA-V HMSSA−R
SSA−R
HMSSA−V
SSA−V
Basic Metals 1 6.74 6.67 6.03R 6.26V 0.89 0.94
(Fabricated Metals) 3 7.27 7.61 6.57R 6.78V 0.90 0.89
6 7.75 6.82V 7.58R 7.34 0.98 1.08
12 7.52 6.83V 5.95R 8.44 0.79∗ 1.24
Fabricated Metals 1 3.84 3.72 3.58R 3.57V 0.93 0.96
(Food Products) 3 4.71 4.38 4.32R 4.22V 0.92 0.96
6 4.40 4.54 4.04R 4.22V 0.92 0.93
12 4.29 3.72V 3.72R 3.87 0.87 1.04
Chemicals 1 2.98 3.10 2.81R 2.74V 0.94 0.88
(Electricity and Gas) 3 3.89 4.15 3.61R 3.48V 0.93 0.84
6 4.37 4.76 3.78R 4.05V 0.86 0.85
12 3.09R 3.32 3.46 3.06V 1.12 0.92
Electrical Machinery 1 5.34 5.10 4.38R 3.98V 0.82 0.78∗
(Vehicles) 3 6.44 6.80 4.05R 4.75V 0.63∗ 0.70
6 5.52R 6.10 5.60 5.40V 1.01∗ 0.89
12 4.80R 5.31 5.49 5.09V 1.14∗ 0.96
Electricity and Gas 1 4.11 3.89V 4.04R 3.98 0.98 1.02
(Chemicals) 3 4.74 4.43 4.47R 4.37V 0.94 0.99
6 4.75 4.33 4.37R 4.24V 0.92∗ 0.98
12 3.74 3.06 2.86R 3.35V 0.76∗ 1.09∗
Machinery 1 5.44 5.96 4.83R 4.97V 0.89 0.83
(Electrical Machinery) 3 6.56 7.33 5.82R 5.47V 0.89 0.75
6 7.20 6.43V 6.76R 6.69 0.94∗ 1.04
12 5.29 5.54V 4.96R 6.11 0.94 1.10
Food Products 1 2.90 2.61 2.71R 2.55V 0.93 0.98
(Chemicals) 3 2.39R 2.52V 3.15 2.85 1.32 1.13
6 2.65R 2.59V 2.73 2.62 1.03 1.01
12 2.86 2.79 2.13R 2.31V 0.74∗ 0.83∗
Vehicles 1 8.27 8.43 7.88R 8.04V 0.95 0.95
(Electrical Machinery) 3 8.77 8.92 8.18R 8.00V 0.93 0.90
6 9.64 9.35 9.18R 8.56V 0.95 0.92
12 9.46 10.33 9.11R 9.02V 0.96 0.87∗
Average RMSE 1 4.95 4.94 4.52 4.47 0.91 0.91
3 5.60 5.76 5.02 4.99 0.90 0.87
6 5.79 5.62 5.48 5.40 0.95 0.96
12 5.13 5.11 4.71 5.16 0.92 1.01
Total RMSE 171.72 171.38 158.15 160.38 - -
Overall Average 5.37 5.36 4.94 5.01 0.92 0.94
Score Percentage
MSSA>SSA 26 81%
HMSSA-R>SSA-R 27 84%
HMSSA-V>SSA-V 25 78%
SSA>MSSA 6 19%
SSA-R>HMSSA-R 5 16%
SSA-V>HMSSA-V 7 22%
HMSSA-R>HMSSA-V 14 44%
HMSSA-V>HMSSA-R 18 56%
SSA-R>SSA-V 16 50%
SSA-V>SSA-R 16 50%
Note: Bold face fonts present the best performing model. Shown in italic are results at lag 12. R and V shows the best
model using the recurrent or vector approach in comparison to SSA and MSSA. The series shown in () is only applicable
to the MSSA forecasts and shows the leading indicator. ∗ indicates a statistically significant difference between the
forecasts based on the modified Diebold-Mariano test at p=0.10 and a statistically significant difference between the
distribution of forecasts based on the two-sided Hassani-Silva (HS) test (Hassani and Silva, 2015) at p=0.10.
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Table 4: Out-of-sample RMSE for German IP.
Variables h SSA-R SSA-V HMSSA-R HMSSA-V HMSSA−R
SSA−R
HMSSA−V
SSA−V
Basic Metals 1 3.44 3.43 3.08R 3.22V 0.89 0.94
(Electricity and Gas) 3 4.28 4.15 3.38R 3.40V 0.79 0.82
6 5.42 4.60 3.72R 3.87V 0.69 0.84
12 3.57R 4.37 4.27 3.40V 1.20* 0.78
Fabricated Metals 1 4.55 4.38 3.37R 4.05V 0.74* 0.92
(Food Products) 3 4.69 4.24 3.77R 4.02V 0.80 0.94
6 4.75 4.41 4.70R 3.90V 0.99 0.88*
12 4.84 4.71 4.24R 4.14V 0.88 0.88*
Chemicals 1 2.81 2.58 2.62R 2.50V 0.93 0.97
(Electricity and Gas) 3 3.00 2.57 2.61R 2.27V 0.87 0.88*
6 3.52 3.05 3.04R 2.61V 0.86 0.86*
12 2.37R 2.53V 2.58 2.78 1.09 1.10
Electrical Machinery 1 5.09 4.95V 4.97R 5.13 0.98 1.04
(Vehicles) 3 5.21 4.74 4.87R 4.63V 0.93 0.98
6 5.37 4.66 3.82R 3.67V 0.71 0.79
12 4.30 4.16V 3.16R 4.79 0.73* 1.15
Electricity and Gas 1 3.47R 3.55 3.56 3.53V 1.03 0.99
(Chemicals) 3 3.98 3.52 3.84R 3.51V 0.96 0.99
6 3.03R 3.71V 3.16 3.73 1.04* 1.01
12 2.71 3.04V 2.37R 3.16 0.87* 1.04*
Machinery 1 5.36 5.53 4.74R 5.14V 0.88 0.93
(Food Products) 3 5.73 5.29 5.60R 4.41V 0.98 0.83*
6 6.63R 6.49 6.77 5.71V 1.02 0.88
12 5.80 6.85 5.20R 5.73V 0.90* 0.84*
Food Products 1 2.61R 2.40V 2.63 2.60 1.01 1.08
(Machinery) 3 2.61R 2.55 2.71 2.49V 1.04 0.98
6 2.72 2.63 2.69R 2.42V 0.99 0.92
12 2.83R 2.86 3.20 2.47V 1.13 1.07*
Vehicles 1 7.50 7.30V 7.26R 7.25 0.97 0.99
(Electrical Machinery) 3 7.72 7.57 7.63R 7.31V 0.99 0.97
6 7.66R 8.05 7.81 7.29V 1.02 0.91
12 6.98 5.97V 6.74R 6.21 0.97 1.04*
Average RMSE 1 4.35 4.27 4.02 4.15 0.92 0.97
3 4.65 4.33 4.29 4.01 0.92 0.93
6 4.89 4.70 4.41 4.15 0.90 0.88
12 4.18 4.31 3.97 4.09 0.95 0.95
Total RMSE 144.55 140.84 133.50 131.11 - -
Overall Average 4.52 4.40 4.17 4.10 0.92 0.93
Score Percentage
MSSA>SSA 26 81%
HMSSA-R>SSA-R 23 72%
HMSSA-V>SSA-V 25 78%
SSA>MSSA 6 19%
SSA-R>HMSSA-R 9 28%
SSA-V>HMSSA-V 7 22%
HMSSA-R>HMSSA-V 12 38%
HMSSA-V>HMSSA-R 20 62%
SSA-R>SSA-V 9 28%
SSA-V>SSA-R 23 72%
Note: Bold face fonts present the best performing model. Shown in italic are results at lag 12. R and V shows the best
model using the recurrent or vector approach in comparison to SSA and MSSA. The series shown in () is only applicable
to the MSSA forecasts and shows the leading indicator. * indicates a statistically significant difference between the
forecasts based on the modified Diebold-Mariano test at p=0.10 and a statistically significant difference between the
distribution of forecasts based on the two-sided HS test at p=0.10.
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Table 5: Out-of-sample RMSE for France IP.
Variables h SSA-R SSA-V HMSSA-R HMSSA-V HMSSA−R
SSA−R
HMSSA−V
SSA−V
Basic Metals 1 4.64 4.58 4.28R 4.03V 0.92 0.88
(Food Products) 3 5.16 4.83 4.54R 4.18V 0.88 0.87*
6 3.73 4.11 3.21R 3.98V 0.86 0.97*
12 3.94R 4.34V 4.26 4.45 1.08* 1.03*
Fabricated Metals 1 3.00 2.64V 2.68R 2.67 0.89 1.01
(Electricity & Gas) 3 3.37 2.87V 2.83R 2.88 0.84 1.00
6 2.64 2.93 2.51R 2.42V 0.95 0.83
12 3.08 2.75 2.84R 2.42V 0.92 0.88*
Chemicals 1 4.36 3.94 3.64R 3.70V 0.83 0.94
(Electricity & Gas) 3 5.48 4.19 3.38R 4.12V 0.62* 0.98*
6 4.15 3.77 3.63R 3.31V 0.87 0.88
12 3.58 3.32 3.03R 2.80V 0.85* 0.84
Electrical & Electronic 1 4.02 4.06 3.58R 3.63V 0.89 0.89
(Basic Metals) 3 4.31 4.09 3.40R 3.90V 0.79 0.95
6 3.37 4.05 3.10R 3.75V 0.92 0.93
12 4.03 3.42 3.75R 3.34V 0.93* 0.98
Electricity & Gas 1 6.16 6.08 5.64R 5.72V 0.92 0.94
(Basic Metals) 3 6.71 6.38 5.84R 5.82V 0.87 0.91
6 6.23 6.18 5.91R 5.55V 0.95 0.90
12 5.12 4.18 3.37R 3.98V 0.66* 0.95
Machinery 1 6.16 6.11 5.51R 5.77V 0.89 0.94
(Vehicles) 3 6.38 7.05 5.48R 5.88V 0.86 0.83
6 5.13 6.36 4.67R 5.88V 0.91 0.92
12 5.53 5.74 4.87R 4.65V 0.88 0.81*
Food Products 1 1.80R 1.81V 2.02 1.85 1.12 1.02
(Electricity & Gas) 3 1.82R 1.83V 2.00 1.88 1.10 1.03
6 1.78R 1.75V 1.86 1.83 1.04 1.05
12 1.61R 1.69V 1.69 1.72 1.05 1.02*
Vehicles 1 7.57 7.58 7.47R 7.48V 0.99 0.99
(Fabricated Metals) 3 7.92 8.09 7.76R 7.67V 0.98 0.95
6 7.49 7.67 6.90R 7.21V 0.92 0.94
12 9.83 7.90 7.71R 7.80V 0.78* 0.99
Average RMSE 1 4.71 4.60 4.36 4.35 0.92 0.95
3 5.14 4.92 4.40 4.54 0.86 0.92
6 4.32 4.60 3.97 4.24 0.92 0.92
12 4.59 4.17 3.90 3.90 0.85 0.93
Total RMSE 150.1 146.29 133.09 136.18 - -
Overall Average 4.69 4.57 4.16 4.26 0.89 0.93
Score Percentage
MSSA>SSA 26 81%
HMSSA-R>SSA-R 27 84%
HMSSA-V>SSA-V 25 78%
SSA>MSSA 6 19%
SSA-R>HMSSA-R 5 16%
SSA-V>HMSSA-V 7 22%
HMSSA-R>HMSSA-V 17 53%
HMSSA-V>HMSSA-R 15 47%
SSA-R>SSA-V 14 44%
SSA-V>SSA-R 18 56%
Note: Bold face fonts present the best performing model. Shown in italic are results at lag 12. R and V shows the best
model using the recurrent or vector approach in comparison to SSA and MSSA. The series shown in () is only applicable
to the MSSA forecasts and shows the leading indicator. * indicates a statistically significant difference between the
forecasts based on the modified Diebold-Mariano test at p=0.10 and a statistically significant difference between the
distribution of forecasts based on the two-sided HS test at p=0.10.
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5 Conclusion
The aim of this paper was to introduce an optimized MSSA forecasting algorithm for detecting
leading indicators in European industrial production. The importance of this algorithm is not
only for speeding up the overall MSSA process, but also for enabling users who lack an in-depth
knowledge of the methodology underlying MSSA to exploit this powerful, nonparametric time
series analysis and forecasting technique in practice. It is expected that algorithms such as the
one introduced in this paper will encourage increased applications of MSSA in the future. The
idea of optimizing the MSSA algorithm is based on the work in (Hassani et al., 2015) where
such an algorithm was introduced for univariate SSA. The proposed approach saves time and
effort by enabling users to obtain the best possible SSA choices (L, r) which minimises a loss
function for any given data set.
Using forecasts from the optimized univariate SSA algorithm (Hassani et al., 2015) as a
benchmark, we forecast 24 monthly, seasonally unadjusted components of industrial production
for UK, Germany and France with optimized HMSSA-R and HMSSA-V algorithms. Prior to the
forecasting exercise, the data are tested for seasonal unit root problems (using the OCSB test
in Osborn et al., (1988)) and structural breaks (using the Bai and Perron breakpoints test in
Bai and Perron (2003)). The out-of-sample forecasting errors are evaluated via the RMSE and
RRMSE criterions with detailed results which consider the score, percentage, total and average
RMSE/RRMSE for presenting conclusions based on our findings. The forecasts themselves are
evaluated for statistically significant differences using both the modified DM test (Harvey et al.,
1997) and the HS test (Hassani and Silva, 2015).
In general, we find the proposed MSSA algorithms outperforming the SSA algorithms and
proving that they are indeed viable. However, it is noteworthy that no single model (either
SSA or MSSA) can provide the best forecast for each component in any given country across
all horizons. For UK, based on the score we have the following to report. In comparison to
its univariate counterpart, HMSSA-R provides the best performance with the highest score.
However, when compared with HMSSA-V, the latter reports the highest score. Based on the
overall lowest average RMSE, HMSSA-R is more likely to provide more accurate forecasts than
HMSSA-V. Based on the RRMSE, HMSSA-R forecasts are 8% better than SSA-R forecasts
whilst HMSSA-V forecasts are 6% better than SSA-V forecasts. For Germany, based on the
score, HMSSA-V not only reports the best performance in comparison to SSA-V, but also in
comparison to HMSSA-R. Based on the lowest average RMSE, both HMSSA-R and HMSSA-V
are almost identical. The RRMSE shows that HMSSA-R forecasts continue to be 8% better than
SSA-R forecasts whilst the HMSSA-V forecasts are found to be 7% better than SSA-V forecasts
for Germany. For France, based on the score we can conclude that HMSSA-R reports the best
performance in comparison to its univariate counterpart and in comparison to HMSSA-V. This
is also confirmed by the overall lowest average RMSE whereby, HMSSA-R forecasts are seen
outperforming HMSSA-V forecasts. The RRMSE indicates that HMSSA-R forecasts are 11%
better than SSA-R and that HMSSA-V forecasts are 7% better than SSA-V forecasts. For those
interested in univariate models, based on the score for both Germany and France we notice that
SSA-R outperforms SSA-V whilst in UK the two models are indifferent as they share the same
score.
This paper opens up several avenues for future research in this area. Firstly, it would be
interesting to ascertain the performance of other time series analysis models, both univariate
and multivariate (which have not been compared in previous literature using this same data)
in comparison to the proposed MSSA algorithm when forecasting IP. Secondly, it would be
interesting to evaluate the outcome if a mixed approach was used whereby one considers both
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univariate and multivariate SSA models for forecasting IP in these countries and compare the
results alongside other competing models. Also, it is noteworthy that the proposed optimized
MSSA algorithm is not without its drawbacks. It is important to remember that this algorithm
is optimized for obtaining the best possible out-of-sample forecasts. It is not optimized for the
best MSSA decomposition or for the best possible signal extraction in a multivariate framework.
Finally, future work could also concentrate on evaluating different cross country analysis to find
leading indicators across countries for industrial production.
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