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Abstract
I continue the investigation of a q-analogue of the convolution on the
line started in a joint work with Koornwinder and based on a formal def-
inition due to Kempf and Majid. Two different ways of approximating
functions by means of the convolution and convolution of delta functions
are introduced. A new family of functions that forms an increasing chain
of algebras depending on a parameter s > 0 is constructed. The value of
the parameter for which the mentioned algebras are well behaved, commu-
tative and unital is found. In particular a privileged algebra of functions
belonging to the above family is shown to be the quotient of an algebra
studied in the previous article modulo the kernel of a q-analogue of the
Fourier transform. This result has an analytic interpretation in terms of
analytic functions whose q-moments have a particular behaviour. The same
result makes it possible to extend results on invertibility of the q-Fourier
transform due to Koornwinder. A few results on invertibility of functions
with respect to the q-convolution are also obtained and they are related to
solving certain simple linear q-difference equations with polynomial coeffi-
cients.
1 Introduction
In [CK99] a q-analogue of the convolution on the line was defined (inspired by
results in [KM94]), a few algebras under this new convolution were constructed
and commutativity of these algebras was investigated.
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In particular, it was shown how commutativity of the q-convolution strongly re-
lies on whether a function can be uniquely determined by its q-moments. The
q-convolution defined therein had as a formal limit the usual convolution of C-
valued functions on R. The q-Fourier transform studied in [Koo97], involving Eq,
intertwines the q-convolution product and ordinary product of functions.
The definition of the q-convolution was motivated by the results in [KM94], where
Fourier transforms and convolution product were defined for braided covector al-
gebras. However, [CK99] and the present paper are developed in a commutative
setting and from an analytic point of view. On the other hand, since the braided
line is commutative as an algebra, one could interpret many of our results as
living in the braided setting. Remarks referring to the theory of braided groups
and explaining results from a braided theoretical point of view appear in this
paper wherever the author thought they could help to motivate definitions and
results. They can easily be skipped by a reader who is only interested in classical
q-analysis.
After recalling the basic definitions and the main results in [CK99], I prove prop-
erties of the q-convolution related to q-integrability, approximation of functions
by means of the q-convolution, and existence of zero divisors in the family of
algebras studied in [CK99].
I construct a new algebra of functions with respect to the q-convolution that will
behave more like an algebra of distributions than like an algebra of functions. It
consists of an increasing chain of algebras depending on a continuous parameter
s. The elements will all be given by the q-Gaussian eq2(−X
2) times an entire
function f whose coefficients have a particular decreasing behaviour. In the ter-
minology of [Ram92], where q corresponds to our q−1, this corresponds to the fact
that f is a function of q-exponential growth of order 1 and finite type (they type
is related to s). Showing that on the algebras associated to a parameter s < 1 the
q-moment problem is determined, I prove that those algebras are commutative
and algebraic domains (i.e. they have no zero-divisors). They are also unital if
s ≥ q
1
2 . In particular, the existence of a unit is a peculiar phenomenon of the
q-case, showing that on this space the q-convolution may be seen as a mid-way
between convolution of functions and convolution of distributions. In particular,
the unit can be expressed in terms of Jackson’s q-Bessel function J (1)1
2
(see [KS98]
and references therein). Existence of a unit element and existence of zero divisors
were not treated extensively in [CK99], although they implicitly appear in the
examples related to commutativity. It is easy to show that if an algebra under
q-convolution has no zero divisors, then it will be commutative, but the converse
is not always true.
I also show that the commutative, unital algebras corresponding to the value
of the parameter s ranging in [q
1
2 , 1) must coincide. I provide a constructive
method that associates to power series with a good behaviour, a function in this
algebra having the given power series as generating series of its q-moments. This
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will show that the algebra corresponding to s ∈ [q
1
2 , 1) is isomorphic to the the
space of definition of a formal version of the q-Fourier transform quotiented by
its kernel (as homomorphism). The formal q-Fourier transform coincides with
Koornwinder’s one on a particular subspace, namely, the ideal generated by the
q-Gaussian eq2(−x
2) with respect to the q-convolution. I use this results in or-
der to construct a new operator inverting the formal q-Fourier transform, hence
Koornwinder’s q-Fourier transform. It coincides with the inversion operator de-
scribed by Koornwinder in [Koo97] on their common domain of definition, but it
is defined on a bigger space than the domain defined in [Koo97]. One can use this
new inversion formula to obtain new relations between bases of various spaces.
Other inversion formulas of the q-Fourier transform were obtained in the braided
context and on different spaces in [KM94] and in [OR97].
Since the algebra I constructed is unital, the question of invertibility with respect
to the q-convolution araises. Although the inverse does not necessarily belong
to the algebra, I obtain a few results on invertibility in a somewhat extended
algebra. I show how similarly to the classical case, inversion of a function with
respect to the q-convolution, can be interpreted in terms of solving inhomoge-
neous q-difference equations with constant coefficients (i.e. particular q-difference
equations with coefficients in C[x−1]). Those equations can be transformed into
q-difference equation with polynomial coefficients, that are regular singular at 0
but not at infinity (see [Ram92] for the definition of regular singular), and whose
characteristic equation has roots 1, q, q2, . . . , qn−1 if the equation has order n.
Solutions of homogeneous q-difference equations of a class including the above
class were already described by Adams in [Ada29] and methods for solving inho-
mogeneous equations are given in [Ada25]. See also [Ada31] for a survey on what
was known on q-difference equations in the thirties. A solution of a q-differential
equation with constant coefficients can therefore clearly be found without using
the q-convolution, but in particular cases q-convolution can simplify the problem.
Moreover, it can be used in order to determine the space of functions a solution
can belong to and unicity of the solution in a given space of functions. In par-
ticular, if F is a function of the form eq2(−x
2) times a function of q-exponential
growth of order 1 and small enough finite type, I can give conditions on the q-
differential operator with constant coefficients L under which the solution y of
Ly = F will be again of the same form as F .
2 Definitions and Notations
In this Section I recall the necessary background, the notation and the results of
[CK99].
Let q ∈ (0, 1) be fixed.
Denote as usual (a; q)k :=
∏k−1
j=0(1− aq
j), (a; q)∞ := limk→∞(a; q)k ,
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[k]q :=
1−qk
1−q
, [k]q! :=
(q;q)k
(1−q)k
, [k
j
]q :=
[k]q!
[j]q![k−j]q!
= (q;q)k
(q;q)j(q;q)k−j
.
For q-hypergeometric series the notation of Gasper & Rahman [GR90] will be
followed.
In particular, we will need the functions
eq(x) =
1
(x; q)∞
=
∞∑
k=0
xk
(q; q)k
and Eq(x) =
∞∑
k=0
q(
k
2)xk
(q; q)k
= (−x; q)∞ (2.1)
where the series expansion of eq(x) holds for |x| < 1.
The q-derivative of a function f at x 6= 0 is given by (∂f)(x) := f(x)−f(qx)
(1−q)x
, and
the q-shift Q of f is given by (Qf)(x) := f(qx). For γ > 0, L(γ) denotes the
q-lattice {±qkγ | k ∈ Z}.
For a function f on L(γ) the q-integral over L(γ) is denoted and defined by
∫
γ
f =
∫ γ·∞
−γ·∞
f(t) dqt := (1− q)
∞∑
k=−∞
∑
ǫ=±1
qkγ f(ǫqkγ), (2.2)
provided the summation absolutely converges.
A function f : x 7→ f(x) may also be denoted as f(X). This will be useful for
functions like fXe: x 7→ f(x)xe and eq2(−X
2): x 7→ eq2(−x
2).
For γ > 0, Iγ denotes the space of absolutely q-integrable functions on L(γ), and
I∞γ denotes the subspace of functions f ∈ Iγ such that fX
e is in Iγ for every
e ∈ Z≥0. For f ∈ I∞γ define the moments, respectively strict moments of f by:
µe,γ(f) := q
e2+e
2
∫ γ·∞
−γ·∞
f(x)xe dqx, νe,γ(f) := q
e2+e
2
∫ γ·∞
−γ·∞
|f(x)xe| dqx. (2.3)
For a real number α > 0, Iωγ,α denotes the space of functions of left type α on
L(γ) consisting of all f ∈ I∞γ such that, for some b > 0, |µe,γ(f)| = O(q
αe2
2 be)
as e → ∞ and I sωγ,α denotes the space of functions of strict left type α on L(γ)
consisting of all f ∈ I∞γ such that, for some b > 0, νe,γ(f) = O(q
αe2
2 be) as e→∞.
The space Iωγ (resp. I
sω
γ ) denotes the union of all I
ω
γ,α (resp. I
sω
γ,α). The space
Iωγ,>α (resp. I
sω
γ,>α) denotes the union of all I
ω
γ,β (resp. I
sω
γ,β) for β > α.
By HD (resp HS) I denote the space of all functions which are holomorphic on
some disk (resp. strip) centered in 0 (resp. R). Observe that if f ∈ HD then ∂f
is defined also at x = 0. E will denote the space of entire analytic functions.
Every time I write HS or HD followed by one of the spaces denoted by Iγ
with some index (i.e. Iγ , I∞γ or the spaces of strict left functions or left functions
on L(γ)) I mean the space of functions contained in some sort of intersection.
For instance, HDI∞γ will denote the space of the functions on L(γ) belonging
to I∞γ which coincide within some disk centered in 0 with the restriction of a
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(necessarily unique) holomorphic function on that disk, with the assumption that
the {±qkγ | k ∈ Z≥0} is contained in the disk. This assumption is not restrictive
since
∫
γ
f =
∫
qkγ
f .
Note that a function inHDI∞γ cannot be uniquely determined by its restriction
on a disk, so that the data of the values of the function on L(γ) outside the disk
should always be added. We recall that if f is of left type α or of strict left type
α, then every polynomial times f is again so.
Definition 2.1 Let f ∈ I∞γ and let g be a function defined on some subset of C.
Then the q-convolution product f ∗γ g is the function given by
(f ∗γ g)(x) :=
∞∑
e=0
(−1)eµe,γ(f)
[e]q!
(∂eg)(x) (2.4)
for x ∈ C such that the q-derivatives (∂eg)(x) are well-defined for all e ∈ Z≥0
and the sum on the right converges absolutely.
For an f ∈ I∞γ we will denote by µγ(f) and νγ(f) the series
∑∞
k=0
µk,γ(f)t
k
[k]q!
and∑∞
k=0
νk,γ(f)t
k
[k]q!
respectively. In particualr, in [CK99] it was proved that for f ∈
HDIωγ′ and g ∈ H
DIωγ
µγ(f ∗γ′ g) = µγ′(f)µγ(g) = µγ′(g ∗γ f) (2.5)
Let IEγ and I
sE
γ denote the space of functions in I
∞
γ for which µγ(f) ∈ E and
νγ(f) ∈ E respectively. H
DIEγ := H
DI∞γ ∩ I
E
γ and H
SIEγ := H
DI∞γ ∩ I
E
γ and
similarly, HDIsEγ := H
DI∞γ ∩I
sE
γ and H
SIsEγ := H
DI∞γ ∩I
sE
γ . One can check that
formula (2.5) still holds for f ∈ HDIEγ′ and g ∈ H
DIEγ .
In [CK99] the following results are achieved:
Proposition 2.2 With the notation just introduced:
1. The class HDIωγ is an algebra (not necessary unital) with respect to ∗γ. Its
subclass HSIωγ is also an algebra (not necessary unital) and it is a left ideal
of HDIωγ .
2. The class HDI sωγ is a subalgebra of H
DIωγ . Its subclass H
SI sωγ is a left ideal
of HSIωγ , H
DIωγ and H
DI sωγ .
3. The classes HSI sωγ,>c (for c ∈ [0, 1)) and H
SI sωγ,c (for c ∈ (0, 1]) are left ideals
of HSI sωγ and of H
SIωγ . Similar properties hold for H
DI sωγ .
4. Let f, g ∈ HDIωγ , h ∈ H
D. Then (f ∗γ g ∗γ h)(x) = (g ∗γ f ∗γ h)(x) for
every x where the product is defined. In particular, for every pair of ideals
I ⊂ J with I, J ∈ {HSI sωγ , H
SIωγ , H
DIωγ , H
DI sωγ }, I is a left module over
J/[J, J ]∗, where [J, J ]∗ denotes the commutator ideal.
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5. A subalgebra A of HDIωγ under q-convolution is commutative if every func-
tion in the commutator [A, A]∗ is determined by its q-moments. In partic-
ular, the q-moment problem is determined on HSI sω
γ,> 1
2
so that HSI sωγ,>c is a
commutative algebra for every c ∈ [1/2, 1).
Statements 1, 2 and 4 and the first part of statement 5 still hold if we replace
HDIωγ , H
DI sωγ , H
SIωγ and H
SI sωγ by H
DIEγ , H
DIsEγ H
SIEγ and H
SIsEγ respectively.
However, there is clearly no E-counterpart for HSI sω
γ,> 1
2
.
Proposition 2.3 Let (Fγf)(y) :=
∫ γ.∞
−γ.∞
Eq(−iqxy) f(x) dqx and let
(F˜γf)(y) :=
∑∞
k=0 µk,γ(f)
(−iy)k
(q;q)k
= µγ(f)(−iy(1− q)−1).
1. If f ∈ Iωγ then F˜γf is well-defined and it is an entire analytic function. If
moreover f ∈ I sωγ then Fγf is also well-defined and Fγf = F˜γf .
2. Let f ∈ HDIωγ , g ∈ H
DIωγ′. Then f ∗γ g ∈ H
DIωγ′ and F˜γ(f ∗γ g) =
(F˜γf)(F˜γ′g), so F˜γ is an algebra homomorphism from the algebra HDIωγ
with convolution product to the algebra E with ordinary product. Its kernel
is given by functions for which all q-moments are zero.
3. F˜γ is an injective algebra homomorphism on all subspaces of HDIωγ on
which the q-moment problem is determined. In particular, it is injective on
HSI sω
γ,> 1
2
, where it coincides with Fγ.
Again, statements involving Iωγ and I
sω
γ still hold if we replace the upper index
ω by E and sE . This will allow us to extend the domain of the formal q-Fourier
transform F˜γ and its inverse. I will frequently make use of the following formulas,
deduced from formulas (9.8) and (9.14) in [Koo97] (for k ∈ Z≥0):
µ2k,γ(eq2(−X
2)) = cq(γ) q
k2−k (q; q2)k µ2k+1,γ(eq2(−X
2)) = 0 (2.6)
µ2k,1(Eq2(−q
2X2)) = bq q
2k2+k (q; q2)k µ2k+1,1(Eq2(−q
2X2)) = 0 (2.7)
where bq =
∫ 1·∞
−1·∞
Eq2(−q
2x2) dqx and cq(γ) =
∫ γ·∞
−γ·∞
eq2(−x
2) dqx were given
[Koo97].
3 Properties of the convolution
In this Section I describe useful properties of the convolution that were not dis-
cussed in [CK99]. In particular I investigate the behaviour of the convolution
product with respect to integration and approximation of functions.
Definition 3.1 Let S be the linear map from HD to E mapping
∑
r arx
r to∑
r(−1)
rq(
r
2)arx
r. Let ε be the map from HD to C evaluating a function at 0.
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Remark 3.2 A motivation for the definition of S and ε comes from the braided
Hopf algebra structure that the algebra of power series C[[x]] has (see [Maj95],
[Maj93] and [Koo90]). The braiding isomorphism for this braided Hopf algebra is
Ψ(xk⊗xl) := qklxl⊗xk and the comultiplication is ∆(xk) :=
∑k
j=0
[
k
j
]
q
xk−j⊗xj .
In this setting, the operators just defined are the counit ε given by ε(xk) :=
δk,0 and the braided antipode S mapping x to −x and extended as a braided-
antimultiplicative map. This braided Hopf algebra A is called the braided line
and it is the simplest example of a braided covector algebra. ♠
Remark 3.3 The operator S followed by the map f(x) → f(−x) is Changgui
Zhang’s formal q-Borel transform (see [Zha99], where q > 1). In his article, Zhang
used the q-Borel transform in order to define summability of certain divergent
power series (the so-called q-Gevrey series originally introduced in [Be´z93]) with
a particular growth. ♠
Recall that Q is the q-shift operator such that (Qf)(x) = f(qx).
Proposition 3.4 Let f ∈ IsEγ,α and let g ∈ H
D. Then for every p ∈ Z, f QpSg ∈
I∞γ . If f, g and h ∈ H
SI sω
γ,> 1
2
there holds
∫
γ
f (Q(Sg)) =
∫
γ
(Q(Sf)) g (3.1)∫
γ
(f ∗γ g)Q(S(h)) =
∫
γ
(g ∗γ h)Q(S(f)). (3.2)
so in particular the restriction of SQ = QS to HSI sω
γ,> 1
2
is symmetric with respect
to the q-integral.
Proof: Let g ∈ HD be such that g(x) =
∑∞
l=0 alx
l for |x| < ρ. Since Sg ∈ E , for
any fixed k ∈ Z≥0 and p ∈ Z:∫
γ
|Xk(QpSg)f | ≤
∫
γ
∞∑
l=0
q
l2−l
2
+lp|al||fX
l+k|
≤ Cq
1
2
k2−kp(ρ′)−k
∞∑
l=0
((ρ′)q−
1
2
lq−k+p)l+kνl+k,γ(f) <∞
for some constants C and ρ′ > ρ and the first statement is proved.
Let now f and g inHSI sω
γ,> 1
2
. By statement 5 of Proposition 2.2 one has ε(f ∗γg) =
7
ε(g ∗γ f). By statement 2 in Proposition 2.2, f ∗γ g and g ∗γ f can be written as
power series for |x| sufficiently small. In particular
f ∗γ g(x) =
∞∑
r=0
[ ∞∑
k=0
(−1)kµk,γ(f)ar+k
[r + k
k
]
q
]
xr
so that ε(f ∗γ g) =
∑∞
k=0(−1)
kq
k2+k
2 ak
∫
γ
fXk. Since f is of strict left type we
may interchange integration and summation by dominated convergence. Hence∫
γ
f (Q(Sg)) = ε(f ∗γ g) = ε(g ∗γ f) =
∫
γ
(Q(Sf)) g (3.3)
Formula (3.2) follows by (3.3) together with associativity of the q-convolution
because∫
γ
(f ∗γ g) (Q(Sh)) = ε((f ∗γ g) ∗γ h) = ε(f ∗γ (g ∗γ h)) =
∫
γ
(g ∗γ h) (Q(Sf))
Observe that formula (3.2) resembles the classical property that∫ ∞
−∞
(f ∗ g)(x)h(−x)dx =
∫ ∞
−∞
(g ∗ h)(x)f(−x)dx. (3.4)
An important classical property of the convolution is that it makes it possible
to approximate functions by sequences of functions with a nice behaviour. I
introduce here a method to approximate functions by means of the q-analogue of
the convolution.
Proposition 3.5 Let f ∈ IEγ be such that
∫
γ
f = 1. Define the sequence fk(x) :=
q−kQ−kf ∈ IEγ for k ∈ Z≥0. Let g be a function defined on a domain Ω together
with all its q-derivatives. If for every x ∈ Ω there exists an Rx > 0 such that
|∂kg(x)| = O(Rkx) as k → ∞, then liml→∞ fl ∗γ g(x) = g(x) pointwise for every
x ∈ Ω. If the majorization of |∂kg(x)| is uniform, then the limit is uniform. In
particular, this holds on a disk centered at zero if g ∈ HD.
Proof : Since µl,γ(fk) = q
klµl,γ(f), for every fixed x ∈ Ω, the product fl ∗γ g at
x is an absolutely convergent sum, so that
∣∣∣fl ∗γ g(x)− g(x)∣∣∣ =
∣∣∣∣
∞∑
r=1
(−1)rqlrµr,γ(f)
[r]q!
∂rg(x)
∣∣∣∣ ≤ Cql
∞∑
r=1
|µr,γ(f)|Rrx
[r]q!
for some constant C > 0. Hence for every fixed x ∈ Ω, |fr ∗γ g(x)− g(x)| → 0 as
l →∞.
If for some R > 0 one has |∂kg(x)| = O(Rk) as k → ∞ for every x ∈ Ω, then
clearly ||fl ∗γ g − g||Ω → 0 as l →∞.
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One would prefer to approximate functions by convolution from the right
because f ∗γ g inherits the properties of g, not those of f . However one cannot
have “good” convergence in this case in general, unless f has good properties too.
Moreover, it has been shown in Theorem 6.5 and Example 6.7 in [CK99] that there
are nonzero functions in HDI sωγ and in H
DIωγ,α for every α > 0 whose q-moments
are all zero. Those functions could never be approximated using q-convolution
from the right. In fact, the functions that could nontrivially be approximated
using q-convolution from the right by a sequence of “good” functions are those
for which the q-moment problem is determined, i.e. the functions that commute
with “good” ones. In that case, approximation from the left and from the right
coincide.
Example 3.6 Let γ ∈ (0, 1) and fγ =
e
q2 (−X
2)
cq(γ)
, with cq(γ) is as in formula (2.6)
and let fk,γ = q
−kQ−kfγ defined on |Im(x)| < qk. For any g ∈ HD, g(x) =
∑
l clx
l
on a neighbourhood of 0 and the sequence of products:
(fk,γ ∗γ g)(x) =
∞∑
l=0
(−i)lcl(q; q)l
[ l
2
]∑
e=0
(−1)eqe(e−1)q2e(k+1)(ix)l−2e
(q; q)l−2e(q2; q2)e
=
∞∑
l=0
(−i)lql(k+1)clhl(iq
−(k+1)x; q)
(where the hl(x; q)’s are the discrete q-Hermite I polynomials, see [KS98]) con-
verges to g uniformly on a disk centered at 0 for k →∞.
If γ = 1 and F =
E
q2 (−q
2X2)
bq
with bq as in formula (2.7) and if Fk := q
−kQ−kF for
k ≥ 0, the sequence of products
(Fk ∗1 g)(x) =
∞∑
l=0
(−i)lq(k+l)lclh˜l(iq
−(k+l)x; q)
(where the h˜l(x; q)’s are the discrete q-Hermite II polynomials, see [KS98]) con-
verges uniformly to g on a disk for k →∞. ♠
We shall see now how the q-convolution product is related to the ordinary
product of functions. One can prove that for two functions f and g,
∂n(fg) =
n∑
k=0
[n
k
]
q
(Qk∂n−kf) ∂kg
(see also T. Koornwinder’s informal note [Koo99]). Then, for f and g in HD, and
h ∈ IEγ , there holds
(h ∗γ (fg)) =
∞∑
e=0
(−1)eµe,γ(h)
[e]q!
e∑
k=0
[ e
k
]
q
(Qk∂e−kf) ∂kg
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=
∞∑
k=0
(−1)kq
k2+k
2 ∂kg
[k]q!
∞∑
s=0
(−1)sµs,γ(Xkh)
[s]q!
∂s(Qkf)
=
∞∑
k=0
(−1)kq
k2+k
2
[k]q!
(
hXk ∗γ Q
kf
)
∂kg.
In particular, for g = X this implies
X(h ∗γ f) = q(hX ∗γ Qf) + h ∗γ (fX) (3.5)
i.e. multiplication by X obeys a sort of Leibniz rule.
The end of this Section is devoted to a few remarks about functions whose
product is zero.
Lemma 3.7 Let f ∈ HDIEγ and g ∈ H
DIEγ′ . If f ∗γ g = 0, then µγ(f) = 0 and/or
µγ′(g) = 0. Hence, a convolution subalgebra A of H
DIEγ has no zero divisors if
and only if the q-moment problem is determined on A. In particular, HSI sω
γ,> 1
2
is
an algebraic domain.
Proof: This is a trivial consequence of formula (2.5). The last statement follows
by Lemma 6.1 in [CK99].
Corollary 3.8 Let f ∈ HDIEγ and g ∈ H
DIEγ′. If f ∗γg = 0, then either f ∗γh = 0
for every h or g∗γ′h = 0 for every h for which the product is defined. In particular,
either f or g is nilpotent.
Proof: If µγ(f) ≡ 0 then f ∗γ h = 0 for every h.
Remark 3.9 A consequence of the above results is that if a subalgebra N of
HDIEγ has no zero divisors (i.e. if the q-moment problem is determined on N ),
then N is commutative since by Corollary 5.11 in [CK99] (f ∗γ g− g ∗γ f) ∗γ h =
0. The converse does not necessarily hold. Indeed, for γ < 1 consider the
functions eq2(−q
2X2) and eq(iX). By formula (8.21) in [Koo97] for t = q
−1 one
has µγ(eq(iX)) ≡ 0. Hence, eq(iX) ∗γ f = 0 for every f ∈ HD. By formulas (2.6)
µ2r+1,γ(eq2(−q
2X2)) = 0 and µ2r,γ(eq2(−q
2X2)) = cq(γ)q
−2(q; q2)rq
r2−r (see also
Section 9 in [Koo97]). Since ∂keq(ix) = i
k(1− q)−keq(ix) one has
eq2(−X
2) ∗γ eq(iX) = q
−2cq(γ)
∞∑
r=0
(−1)rqr
2−r
(q2; q2)r
eq(iX) = Eq2(−1)eq(iX) = 0
(3.6)
Hence the subalgebra generated by eq2(−q
2X2) and eq(iX) is commutative al-
though it has zero divisors. ♠
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4 Discrete delta functions
This Section is devoted to the study of the q-convolution for discrete delta func-
tions, and is based on ideas of T. Koornwinder.
On the q-lattice L(γ) define the discrete delta functions
δǫγqp(ηγq
l) := δǫ,ηδl,p
for any ǫ, η ∈ {±1} and any l and p ∈ Z. By Ryde’s formula (see [Ryd21]) for
iterated q-differentation at x 6= 0
(∂nf)(x) = (1− q)−nx−n
n∑
k=0
(−1)k
[n
k
]
q
q−k(n−k)q−
k(k−1)
2 Qkf(x)
and since Qδηγqt = δηγqt−1 one sees that ∂
nδηγqt is a linear combination of discrete
δ functions δηγqs for t− n ≤ s ≤ t. In particular, for t− n ≤ s ≤ t and ǫ ∈ {±1},
(∂nδηγqt)(ǫγq
s) = (−1)t−sδǫ,η
ηnγ−nq−sn
(1− q)n
[ n
t− s
]
q
q−
(t−s)(t−s−1)
2
−(t−s)(n−t+s).
Moreover,
µk,γ(δηγqn) = (1− q)η
kq
1
2
(k2+k)γk+1qn(k+1) and νk,γ(δηγqn) = |µk,γ(δηγqn)|
hence the convolution product of discrete delta functions along L(γ) is well-
defined by Proposition 2.2. One computes, for l ≤ s and θ ∈ {±1}:
(δǫγqt ∗γ δηγqs)(θγq
l) =
∞∑
k=0
(−1)kq
k2+k
2 (1− q)γk+1ǫkqt(k+1)
[k]q!
∂k(δηγqs(θγq
l))
=
∞∑
k=s−l
(−1)kq
k2+k
2 (1− q)γk+1ǫkqt(k+1)
[k]q!
×
×
(−1)s−lδθ,ηη
kγ−kq−lk
(1− q)k
[ k
s− l
]
q
q−
(s−l)(s−l−1)
2
−(s−l)(k−s+l)
=
γ(1− q)δθ,ηq(t+s−l)+(s−l)(t−l)(ηǫ)s−l
(q; q)s−l
(ηǫq(t−l+1); q)∞.
Hence, if η = ǫ one has
(δηγqt ∗γ δηγqs)(θγq
l) =
γ(1− q)δθ,ηq(t+s−l)+(s−l)(t−l)
(q; q)s−l
(q(t−l+1); q)∞
which is zero for l > t so that the product is a linear combination of discrete delta
functions with support ηγql for l ≤ min(s, t). For l ≤ t the product evaluated at
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θγql is equal to
(δηγqt ∗γ δηγqs)(θγq
l) =
γ(1− q)δθ,ηq(t+s−l)+(s−l)(t−l)
(q; q)s−l(q; q)t−l
(q; q)∞
= (δηγqs ∗γ δηγqt)(θγq
l).
Hence two discrete delta functions commute if and only if their supports have
the same signature. Therefore if two functions have support strictly contained
in the same half line, we can formally show that they commute by writing the
two functions as a sum of discrete delta functions. For instance, if f and g are
functions defined on L(γ)+ := {qrγ | r ∈ Z} then we may write formally
f =
∞∑
k=−∞
f(qkγ)δγqk and g =
∞∑
l=−∞
g(qlγ)δγql
so that their convolution product has also support in L(γ)+ and formally:
(f ∗γ g)(γq
p) =
∞∑
k=−∞
∞∑
l=−∞
f(qkγ)g(qlγ)(δqkγ ∗γ δqlγ)(q
pγ)
=
∞∑
k=−∞
∞∑
l=−∞
f(qkγ)g(qlγ)(δqlγ ∗γ δqkγ)(q
pγ) = (g ∗γ f)(γq
p)
= (1− q)(q; q)∞(q
pγ)
∞∑
h=0
∞∑
t=0
(Qpf)(qhγ)
(q; q)h
Qpg)(qtγ)
(q; q)l
q(h+t)+ht.
Clearly f and g could not be analytic in a neighbourood of zero unless they are
zero on qkγ for k ≥ k0. On the other hand, if η 6= ǫ the two products are different
since the support of the product will be contained in the half line having the same
signature as the discrete delta function on the right hand side of the product.
Remark 4.1 q-distributions and their q-Fourier transform have been studied in
[OR97]. Olshanetski and Rogov define regular q-distributions as those distribu-
tions D(ψ) for which there is a function ψ such that D(ψ)(f) =
∫
γ
ψf for γ = 1.
In particular, D(δηqkγ)(f) = (1− q)q
kγf(ηqkγ). One can check in this case that
D(∂δηqkγ)(f) = −D(Qδηqkγ)(∂f) = −q
−1D(δηqkγ)(Q
−1∂f)
Observe that the (q-)regular distributions defined by (1 − q)−1q−kδηqkγ act as
classical distributions on test functions vith real values, and their limit for k →∞
is the ordinary distribution given by Dirac’s delta. ♠
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5 The family Ms
For any s > 0 let Ms be the family of functions of the form F = f eq2(−X
2)
where f(x) =
∑∞
l=0 alx
l with |al| ≤ Cslq
1
2
l2 for some C > 0.
It can be shown that if s < q−
1
2 , such an f may also be written as f(x) =∑∞
l=0 clh˜l(x; q) with |cl| ≤ C
′slq
l2
2 for some C ′ > 0 and same s.
Here, h˜l(x; q) = (q; q)k
∑[k/2]
l=0
(−1)lq−2lk+2l
2+lxk−2l
(q2;q2)l (q;q)k−2l
(see [KS98]) are the discrete q-
Hermite II polynomials. Viceversa, if f(x) =
∑∞
l=0 clh˜l(x; q) with |cl| ≤ C
′slq
l2
2
for some C ′ > 0 and some s ∈ (0, q−
1
2 ) then f(x) =
∑∞
l=0 alx
l with |al| ≤ Cslq
l2
2
for some C > 0. This is achieved by means of formulas (8.9) and (8.17) in [Koo97],
and the estimate in the proof of Theorem 6.5 in [CK99]. Clearly Ms ⊂ HS for
every s > 0 and Ms ⊂Mr if s < r.
Remark 5.1 In [Ram92], where q > 1, power series of the type above described
are called q-Gevrey of order −1 and finite type. q-Gevrey series were first intro-
duced in [Be´z93], but only for positive type. It is shown in Proposition 2.1 in
[Ram92] that the above conditions on the coefficients of a power series f imply
that f has q-exponential growth of order 1 and finite type. In particular, For
F = f eq2(−X
2) ∈ Ms, f will have order −1 and finite type smaller or equal to
sq
1
2 . ♠
By a simple computation one sees that Ms ⊂ I∞γ for every s > 0 and for γ > 0.
Indeed, ∫
γ
|f eq2(−X
2)Xe| ≤ C
∞∑
n=0
snq
n2
2
∫
γ
|X|n+eeq2(−X
2)
≤ C ′
∞∑
n=0
q
n2
2
−
(n+e)2
2
+−n−e
2
+ 1
4
(n+e)2snbn+e <∞
for some positive constants C, C ′ and b. Here is used that eq2(−X
2) is of strict
left type 1/2, as it was shown in [CK99]. Hence,Ms ⊂ H
SI∞γ for every γ ∈ (0, 1).
However, the elements ofMs do not belong to IEγ in general. Indeed, let M(x) =
eq2(−x
2)
∑∞
n=0 q
2n2snx2n for some s < 1. One computes
µ2e,γ(M) = cq(γ)q
e
∞∑
n=0
q(n−e)
2
sn(q; q2)n+e
where cq(γ) is as in formula (2.6). Since
∞∑
n=0
q(n−e)
2
sn−e+e(q; q2)n+e ≥ (q; q
2)∞s
e
∞∑
n=e
q(n−e)
2
sn−e = (q; q2)∞s
e
∞∑
p=0
qp
2
sp
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|µ2e,γ(M)| ≥ Cqese for some constant C hence M 6∈ IEγ .
If g ∈ IE − γ and F ∈ Ms for s ∈ (0, q
− 1
2 ) it makes sense to compute g ∗γ F ,
which will belong to HSI∞γ for every γ < 1 by Proposition 4.4 and Lemma 3.4 in
[CK99].
Proposition 5.2 For every s ∈ (0, q−
1
2 ), Ms is a left module for HDIEγ , its
subalgebras and their quotient by their respective commutator ideals.
Proof: By (8.28) in [Koo97]
∂t(h˜l(x; q)eq2(−x
2)) =
(−1)tqlt+
t2−t
2
(1− q)t
h˜l+t(x; q)eq2(−x
2). (5.1)
Hence, for g ∈ HDIEγ and F (x) =
∑∞
t=0 ath˜t(x; q)eq2(−x
2) one can compute
(g ∗γ F )(x) =
∞∑
e=0
q
e2+e
2
∫
γ
g Xe
(q; q)e
∞∑
p=e
ap−eq
(p−e)e+ e
2
−e
2 h˜p(x; q)eq2(−x
2) (5.2)
=
∞∑
p=0
[ p∑
e=0
qep
∫
γ
g Xe
(q; q)e
ap−e
]
h˜p(x; q)eq2(−x
2) (5.3)
where we could interchange summations by dominated convergence, using the
estimate
q
k2−k
2
(q; q)k
|h˜k(x; q)| ≤
(1− q)−1max(1, |x|)
(q; q)k
∞∑
p=0
q2p
2−p|x|2p
(q2; q2)p
(5.4)
which was obtained in the proof of Theorem 6.5 in [CK99]. One has
∣∣∣∣
p∑
e=0
qep
∫
γ
g(x)xe
(q; q)e
ap−e
∣∣∣∣ ≤ Bspq p22
∞∑
e=0
|µe,γ(g)|s−eq
− 1
2
e
(q; q)e
= D˜q
p2
2 sp
for nonnegative constants B and D˜. Hence g ∗γ Ms ⊂ Ms. The fact that
(f ∗γ g) ∗γ F = f ∗γ (g ∗γ F ) holds already for g ∈ HD. Last statement follows by
equation (2.5).
In particular, for every s ∈ (0, q−
1
2 ) the familes Ms are left modules for all
algebras of functions of left type, strict left type, etcetera.
Corollary 5.3 For every s ∈ (0, q−
1
2 ) and for every γ the space IEγ ∩Ms is an
algebra and Iωγ ∩Ms a subalgebra. For s, r ∈ (0, q
− 1
2 ) with s < r, IEγ ∩Ms is
an ideal of IEγ ∩Mr and a module over H
SIEγ ∩Mr/[H
SIEγ ∩Mr, H
SIEγ ∩Mr]∗.
Analogous statements hold when we replace everywhere the upper index E by ω.
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It follows by the particular structure of the elements ofMs that for a fixed s,
f ∈Ms ∩ IEγ if and only if f ∈Ms ∩ I
E
γ′ for γ, γ
′ < 1 and that the two algebras
are isomorphic because f ∗γ g =
cq(γ)
cq(γ′)
f ∗′γ g. Therefore we could even remove the
lower index γ from Iγ , ∗γ, µγ etcetera.
Remark 5.4 By formula (5.1) it follows by direct computation that every Ms
with s ∈ (0, q−
1
2 ) is closed under q-differentiation.
Indeed if F = (
∑
k ckh˜k(x; q)) eq2(−X
2) with |ck| ≤ Cskq
1
2
k2 , then
∂rF = (
∑
k dkh˜k(x; q)) eq2(−X
2) with |dk| ≤ (Cq
− 1
2
rs−r(1− q)−r)skq
1
2
k2.
However, the family is not closed under ordinary multiplication by x or under
q-shift Q. In general, there hold only the weaker formulas, for s < q
1
2 : XMs ⊂
Msq−1 and QMs ⊂Msq−1 as it follows by direct computation, using eq2(−x
2) =
1
(−x2;q2)∞
. ♠
Example 5.5 Let p(x) =
∑M
n=0 anx
n ∈ C[x]. Then p(X) eq2(−X
2) ∈ Ms for
every s by taking C = maxn(|an|)q
−M
2
2 s−M . Clearly p(X) eq2(−X
2) is of strict
left type 1
2
since eq2(−X
2) is (see Example 3.2 in [CK99]). ♠
Example 5.6 For m ∈ Z≥0 let
gm(x) := eq2(−x
2) 0φ1(−; q
1+2m; q2,−q1+2mx2)
= eq2(−x
2)
∞∑
r=0
(−1)rq2r
2−rq2mrx2r
(q1+2m; q2)r(q2; q2)r
. (5.5)
Those functions were constructed first in Example 6.7 in [CK99]. One sees im-
mediately that gm ∈ Mqm−12 for every m ∈ Z≥1. By the formula after (2.14)
in [KS92], gm(x) = 2φ1(0, 0; q
2m+1|q2,−x2) and the gm’s are related to Jackson’s
q-Bessel function J (1)α (2x; q2) by:
gm(x) =
(q2; q2)∞
(q2m+1; q2)∞
x−m+
1
2J (1)
m− 1
2
(2x; q2) (5.6)
(see [KS98], [KS92] and references therein). It was shown in [CK99] that for
every m ∈ Z≥0, gm ∈ H
SIωγ,α for every α > 0 because the gm’s are even and
µ2k(gm) = 0 for every k ≥ m. The q-moments were explicitely computed: the
odd ones are always zero and
µ2k,γ(gm) = cq(γ)q
k2+k(q; q2)k
(q2m−2k; q2)∞
(q1+2m; q2)∞
where cq(γ) is as usual. Hence convolution from the left by some gm is equivalent
to a genuine q-differential operator of order 2m.
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It was shown in [CK99] that g0 and g1 are not of strict left type. Using the
three term recurrence relation for Jackson’s q-Bessel function in Exercise 1.25 in
[GR90], one sees that the same holds for all gm’s. In particular one could use
the same three term recurrence relation in order to show that the gm’s are of left
type for all α once this is shown for g0 and g1.
Clearly uγ :=
g1∫
γ
g1
is a left unit for IEγ ∩Ms for every s ∈ [q
1
2 , q−
1
2 ), hence for
HSIωγ ∩Ms for s ranging in the same set. Later we will see that uγ is also a right
unit too, for s ∈ [q
1
2 , 1). Moreover, since by Lemma 4.3 in [CK99]
(∂kuγ) ∗γ f = ∂
k(uγ ∗γ f) = ∂
kf ∀k ∈ Z≥0 (5.7)
convolution by ∂kuγ from the left coincides with applying ∂
k. ♠
For functions in Ms with s < q
− 1
2 it is possible to improve Lemma 3.7.
Proposition 5.7 Let g ∈ IEγ and let F ∈Ms with s < q
− 1
2 . Then g ∗γ F = 0 iff
µγ(g) = 0 and/or F = 0. In particular, if g belongs to the annihilator of some
nonzero function F ∈ Ms with s < q
− 1
2 , then g ∗γ f = 0 for every f for which
the product is defined. In particular the representation of HDIEγ /[H
DIEγ , H
DIEγ ]∗,
of HDIωγ /[H
DIωγ , H
DIωγ ]∗, and of H
SI sω
γ,> 1
2
on Ms are faithful.
Proof: Use formula (5.3) and independence of q-Hermite polynomials in order to
show that g ∗γ F = 0 if and only if either µγ(g) = 0 of F = 0. The last statement
follows by Lemma 6.1 in [CK99].
Remark 5.8 Observe that the result in Proposition 5.7 does not necessary hold
in general. Namely, the function with zero moments for a product equal to zero
might not be the left one. Take for instance eq2(−q
2X2) ∗γ eq(iX) = 0 that was
computed in Remark 3.9. ♠
We will investigate commutativity. The following Lemma was communicated
to me by T. Koornwinder.
Lemma 5.9 Let s ∈ (0, 1) and let F = f eq2(−X
2) ∈ Ms and even. Suppose
also that for some γ > 0 we have:
∫
γ
X2k F = 0 for all k ∈ Z≥0. Then F = 0.
Proof: Let F = f eq2(−X
2) ∈ Ms with f(x) =
∑
n a2nx
2n and |a2n| ≤ C sn q2n
2
for some C > 0 and some s ∈ (0, 1). It will be justified by dominated convergence
that ∫
γ
|f(x)|2 eq2(−x
2) = lim
m→∞
∫
γ
(
m∑
k=0
a2k x
2k
)
f(x) eq2(−x
2) dqx = 0.
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Hence f(γqk) = 0 for all k ∈ Z. So f ∈ E vanishes on a set with limit point 0.
Hence f = 0 identically. For the proof of the dominated convergence note that,
for x > 0, (
∞∑
n=0
|a2n| x
2n
)2
≤ C
∞∑
n=0
x2nsn
(
n∑
k=0
q2k
2
q2(n−k)
2
)
≤ C ′
∞∑
n=0
x2nsnqn
2
≤ C ′′Eq2(qsx
2).
for constants C, C ′ and C ′′. Hence
∞∑
k=−∞
|f(γqk)|2 eq2(−q
2kγ2) qk ≤ D
∞∑
k=−∞
(−γ2; q2)k qk
(−qsγ2; q2)k
<∞.
where D is a nonnegative constant. This completes the proof.
One can extend the above Lemma to prove an analogue result for all functions
in Ms for s < 1.
Lemma 5.10 Let s ∈ (0, 1) and let F = f eq2(−X
2) =
∑∞
n=0 anx
neq2(−x
2) ∈
Ms. If for some γ > 0 one has
∫
γ
F Xk = 0 for every k ∈ Z≥0 then f = F = 0.
Proof: We write f = f0 + f1 where f0 (resp. f1) is the even (resp. odd) part
of f . Then,
∫
γ
F X2k =
∫
γ
f0 eq2(−X
2)X2k = 0 for every k ≥ 0 so, by Lemma
5.9 f = f1. Then ∂f ∈ Ms by Remark 5.4 and it is even.
∫
γ
∂f = 0 and∫
γ
Xk∂f = −q−k[k]q
∫
γ
Xk−1f = 0 for every k ≥ 1. Apply Lemma 5.9 to get the
statement.
In particular we have:
Corollary 5.11 For every γ > 0 and for s ∈ (0, 1), IEγ ∩Ms is a commutative
algebra under the convolution product. If moreover, s ∈ [q
1
2 , 1), IEγ ∩Ms is unital.
Proof: Since by formula (2.5) µγ(f ∗γ g− g ∗γ f) = 0, the first statement follows
by Lemma 5.10. The second statement follows by commutativity, formula (5.7)
for k = 0 and the fact that uγ ∈ Iωγ ∩Mq 12 .
It follows that the subalgebras Iωγ ∩Ms, I
sE
γ ∩Ms and I
sω
γ ∩Ms are also
commutative for s ∈ (0, 1), and that Iωγ ∩Ms is unital for s ∈ [q
1
2 , 1).
Corollary 5.12 For every γ > 0 and for s ∈ [q
1
2 , 1), Iωγ ∩Ms = I
ω
γ ∩Mq 12 , and
IEγ ∩Ms = I
E
γ ∩Mq 12 .
Proof: By commutativity and Corollary 5.3, Iωγ ∩Mq 12 and I
E
γ ∩Mq 12 are bilateral
ideals of Iωγ ∩Mq 12 and I
E
γ ∩Mq 12 respectively, and they contain uγ. Hence they
coincide.
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Example 5.13 Functions of the form p(X) eq2(−X
2) where p(X) is a polyno-
mial function, form a commuting family of functions. They all belong to I sωγ
for every 0 < γ < 1. However this class of functions is not closed under con-
volution product. Commutativity can also be checked directly as follows. Take
h˜l(x; q)eq2(−x
2) for l ∈ Z≥0 as basis for the above space. By formulas (8.17) and
(8.14) in [Koo97]∫
γ
eq2(−x
2)xph˜r(x; q) =
{
cq(γ)
(q;q)r+2kq
−2rk−k2−r2
(q2;q2)k
if p− r = 2k ≥ 0;
0 otherwise.
Hence
(h˜r(X ; q)eq2(−X
2) ∗γ h˜l(X ; q)eq2(−X
2))(x)
= cq(γ)q
lr
∞∑
k=0
q3k
2
q2(r+l)k
(q2; q2)k
h˜l+r+2k(x; q)eq2(−x
2)
Since the last expression is symmetric in l and r commutativity holds, but the
product will no longer be a polynomial times eq2(−X
2). ♠
Example 5.14 The functions gm for m > 0 defined in Example 5.6 are a family
of commuting functions in M
q
1
2
by Lemma 5.9. On the contrary, g0 6∈ Ms for
any s < q−
1
2 (its coefficients grow exactly like q
n2
2 q−
1
2
n as n→∞) and as it was
shown in Example 6.7 in [CK99] it does not commute with g1, hence with uγ. On
the other hand one can conclude that
gm ∗γ gn =
m−1∑
r=0
µ2r,γ(gm)
(q; q)2r
∂2rgn = gn ∗γ gm =
n−1∑
r=0
µ2r,γ(gn)
(q; q)2r
∂2rgm
for m, n in Z≥1. Using determinacy of the q-moment problem, one has for m ∈
Z≥1
gm(x) =
(q2m; q2)∞
(q1+2m; q2)∞
( ∞∑
k=0
(−1)kq2mkq2k
2−kh˜2k(x; q)
(q2; q2)k
)
eq2(−X
2)
since both functions are in M
qm−
1
2
∩ Iωγ and have the same q-moments. Hence
we have the equality:
0φ1(−; q
1+2m; q2,−q2m+1x2) =
(q2m; q2)∞
(q1+2m; q2)∞
( ∞∑
k=0
(−1)kq2mkq2k
2−kh˜2k(x; q)
(q2; q2)k
)
for m ≥ 1. ♠
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Corollary 5.15 For every s ∈ (0, q
1
2 ] and r < q−
1
2 the representation of IEγ ∩Ms
on Mr is faithful. This implies, taking r = s that IEγ ∩Ms and its subalgebras
are algebraic domains.
Proof: By Lemma 5.7 the annihilator of Mr in IEγ ∩Ms must be zero.
Corollary 5.16 HDIωγ /[H
DIωγ , H
DIωγ ]∗ is a unital algebra. The same holds if
we replace the upper indices D by S and/or ω by E . Moreover for the kernel of
the formal q-Fourier transform F˜γ one has:
KerHDIωγ (F˜γ) = {f ∈ H
DIωγ |µγ(f) = 0} = [H
DIωγ , H
DIωγ ]∗
KerHSIωγ (F˜γ) = {f ∈ H
SIωγ |µγ(f) = 0} = [H
SIωγ , H
SIωγ ]∗
and the same if we replace everywhere ω by E .
Proof: The proof will be for HSIωγ , the other cases follow similarly. The func-
tion uγ is a left unit in HSIωγ hence its projection on the commutative algebra
HSIωγ /[H
SIωγ , H
SIωγ ]∗ is a unit therein. The first equality of the formula for the
kernel in HSIωγ is clear. Inclusion ⊇ in the second equality follows by equation
(2.5). Let f ∈ HSIωγ be such that µγ(f) = 0. Then f = [uγ, f ]∗, hence the other
inclusion.
Observe that uγ is not a left unit on HDIωγ since eq(iX) ∗γ uγ = 0.
6 The functions uγ and Gk,γ and topology
In this section we study of the functions gm, defined in formula (5.5) and their
q-derivatives, as they are of particular interest and useful in order to prove plenty
of results.
Let k, m ∈ Z≥1 and let gk,m := ∂
kgm. By Remark 5.4, gk,m ∈ I
ω
γ,α ∩Mqm− 12 for
every α and for every γ ∈ (0, 1). Moreover, by Lemma 4.1 in [CK99], we have
µl,γ(gk,m) =


0 if k + l odd,
0 if l < k,
(−1)k [l]q!
[k]q!
µl−k(gm) otherwise.
In particular for k = 2p we have µ2j+1,γ(∂
2pgm) = 0 and µ2j,γ(∂
2pgm) = 0 for
every j ≥ m + p. One can see that g2p,m is not a multiple of gm+p for m ≥ 1
since µ2j,γ(gm+2p) 6= 0 for j < p. On the other hand, ∂2kg0 =
(−1)k
(1−q)2k
g0. This is
checked using the fact that g0(x) =
1
2
(eq(ix) + eq(−ix)) = cosq(x) (see Example
6.7 in [CK99]).
Let us introduce the family of functions in M
q
1
2
∩ Iωγ :
Gk,γ :=
(−1)kgk,1
[k]q!
∫
γ
g1
=
(−1)k∂kuγ
[k]q!
=
(−1)k(q2; q2)∞∂k
(
x−
1
2J (1)1
2
(2x; q2)
)
(q3; q2)∞[k]q!
(6.1)
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By direct computation one obtains:
Gl, γ(x) =
eq2(−x
2)
cq(γ)(q; q)l
∞∑
k=0
(−1)kq
1
2
(2k+l)2+ 1
2
(2k−l)h˜2k+l(x; q)
(q2; q2)k
(6.2)
and Gl,γ differs from Gl,γ′ only by a multiplicity constant, since this is true for
uγ. Observe that g1(x)x(1 − q)−1 = sinq(x) =
1
2i
(eq(ix) − eq(−ix)) so that in
particular the limit for q → 1− of g1((1− q)x)x is sin(x).
The Gk,γ’s belong to Mq 12 ∩ I
ω
γ,α for every α and every γ since µr,γ(Gk,γ) = δr,k.
Gk,γ ∗γ f = (−1)k
∂k
[k]q!
∂kf for every f for which the q-derivatives are defined, and
Gk,γ ∗γ Gl,γ =
[k + l
l
]
q
Gk+l,γ. (6.3)
The gm’s can be written as linear combinations of the Gr,γ’s using determinacy
of the q-moment problem in M
q
1
2
. Indeed
gm =
m∑
r=0
µ2r(gm)G2r,γ =
cq(γ)(q
2m; q2)∞
(q1+2m; q2)∞
m∑
r=0
(−1)rq2mr(q; q2)r(q
2−2m; q2)rG2r,γ.
since both functions belong to M
q
1
2
∩ Iωγ and have the same q-moments. This
provides another way to express Jackson’s q-Bessel functions using formula (5.6).
The expansion of functions in M
q
1
2
∩ Iωγ in terms of the Gk,γ’s can be seen as
an approximation of functions with respect to a suitable topology, i.e. the one
determined by the multiplicity of a zero at x = 0 of the q-moment series µγ. This
is the subject of tha last part of this section.
Let γ > 0 be fixed. For any f ∈ I∞γ let m(f) be the miminum nonnegative
integer for which µr,γ(f) 6= 0 (i.e. the multiplicity of a zero at t = 0 of µγ(f) or
the multiplicity of a zero at y = 0 of F˜γ(f)).
Then put, for f, g ∈ I∞γ ,
d(f, g) := e−m(f−g) = d(g, f) (6.4)
so that for every f and g there holds 0 ≤ d(f, g) ≤ 1. Let f, g, h ∈ IEγ . If
µγ(f − h) = tm(f−h)φ(t) and µγ(g− h) = tm(g−h)ψ(t) where φ and ψ ∈ E are such
that ψ(0)φ(0) 6= 0, then µγ(f − g) = tmin(m(f−h),m(g−h))F (t) with F ∈ E and one
has m(f − g) ≥ min(m(f − h), m(g − h)). Hence
d(f, g) ≤ e−min(m(f−h),m(g−h)) = max(e−m(f−h), e−m(g−h)) ≤ d(f, h) + d(h, g)
(6.5)
Therefore d defines a metric on those subspaces of IEγ on which the q-moment
problem is determined. For instance, d is a metric on the spaces Ms ∩ IEγ with
s ∈ (0, q
1
2 ], the algebras HSI sω
γ,> 1
2
, HDIωγ /[H
DIωγ , H
DIωγ ]∗ and H
DI sωγ /Ann(uγ),
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where Ann denotes the annihilator ideal.
Let f, g and h belong to an algebra with respect to the q-convolution product.
Then by formula (2.5) one has m(f ∗γ g) = m(f)+m(g) so that d(f ∗γ g, h∗γ g) =
d(f, h)d(g, 0) ≤ d(f, h). Hence the q-convolution product with g for a fixed g is
continuous with respect to this topology. In particular, convolution by ∂kuγ, i.e.
q-differentation, is continuous, as can be seen by the fact that m(∂kf) = m(f)+k.
We have:
Lemma 6.1 Let g ∈ I∞γ be such that µγ(g) converges absolutely at least on the
closed disk centered at zero and with radius (1 − q)−1. Then the sequence of
functions Fn(g) :=
∑n
k=0 µk,γ(g)Gk,γ converges to a well-defined function F . If
the radius of convergence of µγ(g) is strictly greater than (1− q)−1q−1 or if γ < 1
and ρ < (1− q)−12γ−1 then F ∈ I∞γ and µγ(F ) = µγ(g).
Proof: Define Fn :=
∑n
k=0 µk,γ(g)Gk,γ for every n ∈ Z≥0. By formula (6.2) and
the estimate (5.4) we have∣∣∣∣µk,γ(g)Gk,γ(x)
∣∣∣∣
≤ C max(1, |x|) |eq2(−x
2)| |µk,γ(g)|
[ ∞∑
p=0
q2p
2−p|x2p|
(q2; q2)p
]( ∞∑
l=0
q2l
(q2; q2)l
)
for some constant C. Hence Fn tends to a well-defined function F as n → ∞ if∑∞
k=0 |µk,γ(g)| <∞.
Next we want to prove that if the radius of convergence ρ of µγ(g) is stricly
greater than (1 − q)−1q−1 or if γ < 1 and ρ > 2(1 − q)−1γ−1 then F ∈ I∞γ . If
ρ > (1 − q)−1q−1 one uses the fact that uγ =
∑∞
k=0 ckx
keq2(−x
2) with |ck| ≤
C0q
1
2
(k2+k) for some constant C0 together with Remark 5.4 in order to conclude
that for every l ∈ Z≥0∫
γ
|Gp,γ| |X
l| ≤ C0
q−p
(q; q)p
∞∑
k=0
q
1
2
(k2+k)q−
1
2
(l+k)2− 1
2
(l+k)νl+k,γ(eq2(−X
2))
where νk,γ is defined in formula (2.3). Since it can be shown that νr,γ(eq2(−X
2)) ≤
2q−
1
4 cq(γ)q
r2
4 one obtains:∫
γ
|FX l| ≤ C1q
− 1
2
(l2+l)
∞∑
p=0
q−p|µp,γ(g)|
(q; q)p
∞∑
k=0
q
(l−k)2
4 <∞
hence F ∈ I∞γ and it is clear then that µγ(F ) = µγ(g). If ρ > 2(1− q)
−1γ−1 and
γ < 1 we may use Lemma 3.5 in [CK99] in order to show that for every l ∈ Z≥0∫
γ
|Gp,γ| |X
l| ≤
1
[p]q!
(∫
γ
|X l||uγ|+ r
lB
) 2p
γp(1− q)p
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for some constants B > 0 and r ∈ (γ, 1). Then the proof follows as in the
previous case.
Observe that it follows by the proof of the above Lemma that if g is any
function of I∞γ for which µγ(g) has a big enough radius of convergence, then
g ∗γ uγ is well defined.
Lemma 6.2 Let g ∈ I∞γ be such that µγ(g) converges absolutely at least on the
closed disk centered at zero and with radius (1 − q)−1. Then the function F :=∑∞
k=0 µk,γ(g)Gk,γ belongs to Ms for some s < q
− 1
2 . If the radius of convergence
ρ of µγ(g) is strictly greater than (1− q)−1q−1 then F ∈Mq 12 .
Proof: By dominated convergence
F (x) =
eq2(−x
2)
cq(γ)
∞∑
p=0
q
1
2
(p2−p)h˜p(x; q)
[ p
2
]∑
k=0
µp−2k,γ(g)q
2k
(q; q)p−2k(q2; q2)k
Therefore the coefficients cp of the expansion of F Eq2(X
2) with respect to the
discrete q-Hermite II polynomials are majorized by q
1
2
(p2−p)
∑[ p
2
]
k=0 |µp−2k,γ(g)|q
2k
times some constant. If ρ > (1− q)−1 then |µl,γ(g)| = O(al) for l →∞ for some
a ∈ (0, 1). One can always assume that a ∈ (q, 1). Then |cp| ≤ Cq
1
2
p2(q−
1
2a)p
for some constant C. If ρ > (1− q)−1q−1 then a can be chosen in (0, q). In that
case |cp| ≤ C ′q
1
2
(p2−p)qp for some constant C ′.
Corollary 6.3 Let g ∈ Ms with s < 1 be such that µγ(g) converges absolutely
at least on the closed disk centered at zero and with radius (1− q)−1q−1. Then g
can be approximeted by finite linear combinations of the Gk,γ’s.
Proof: By the above results and Lemma 5.10 there follows that F = g.
We have just seen that we can approximate various classes of functions by
means of uγ and its q-derivatives, as in classical distribution theory one approxi-
mates generalized functions by the delta functions and its derivatives.
Moreover, the methods used in the proof of Lemma 6.1 and Lemma 6.2 show
that, if f ∈ I∞γ is such that µγ(f) has a good behaviour, there exists a function
F ∈ IEγ ∩ Mq 12 such that µγ(f) = µγ(F ). This is quite an interesting result
because F belongs to a space that does not depend essentially on γ. Moreover,
Lemma’s 6.1 and 6.2 provide a constructive way to associate to a n entire q-
moment series a unique function inM
q
1
2
∩IEγ . This proves the following theorem
Theorem 6.4 The elements of M
q
1
2
∩ IEγ form a set of representatives of the
quotients HDIEγ /[H
DIEγ , H
DIEγ ]∗ and H
SIEγ /[H
SIEγ , H
SIEγ ]∗. Those algebras are
all isomorphic. The same result holds if we replace everywhere the upper index
E by ω. The projection modulo the commutator ideal is given in all cases by
f 7→ f ∗γ uγ.
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Proof: The bijection is clear by the discussion above. The fact that it is an
algebra isomorphism follows from the fact that in those algebras the product is
determined by µγ.
Observe that even thoughHSIωγ is strictly contained inH
DIωγ and [H
SIωγ , H
SIωγ ]∗
is strictly contained in [HDIωγ , H
DIωγ ]∗ (the function δq−1γ belongs to H
DIωγ but
not to HSIωγ ), Theorem 6.4 states that for every function f in H
DIωγ there is
always a function f ′ ∈ HSIωγ such that µγ(f − f
′) ≡ 0.
Observe also that the above result together with Corollary 5.16 imply that
the kernel of F˜γ on HDIEγ does not depend on γ essentially.
Remark 6.5 On IEγ ∩Mq 12 and I
ω
γ ∩Mq 12 one can define the operators X˜ and Q˜
as: X˜.f = (Xf) ∗γ uγ and Q˜.f = (Qf) ∗γ uγ. It follows by formula (3.5) that X˜
acts as a q-derivation. In particular, X˜.Gk,γ = q
−kGk−1,γ for k ≥ 1 and X˜.uγ = 0
as for the classical delta function (the unit with respect to the convolution). As
for the q-shift operator: Q˜.Gk,γ = q
−k−1Gk,γ. Hence Q˜X˜ = qX˜Q˜.
Lemma’s 6.1 and 6.2 can be generalised.
Lemma 6.6 Let h ∈ Ms for s < q
− 1
2 and let g ∈ I∞γ be such that µγ(g)
converges absolutely at least on the closed disk centered at zero and with radius
(1− q)−1q−
1
2 s−1. Then g ∗γ h is a well-defined function in Ms.
Proof: This Lemma generalises the result of Lemma 6.2 where h = uγ. One
proves it similarly writing h as eq2(−X
2) f , expanding f with respect to the
discrete q-Hermite II polynomials, and using the majorization of the coefficients
of the expansion of ∂kh given in Remark 5.4.
Let s < q−
1
2 . By Iρ,sγ we denote the space of functions in I
∞
γ for which
µγ(f) ∈ H
D and has a radius of convergence greater than (1− q)−1q−
1
2 s−1.
Corollary 6.7 For s < q−
1
2 , Ms ∩ Iρ,sγ is an algebra and equation (2.5) holds
for functions in Ms ∩ Iρ,sγ . If s < 1 the algebra is commutative. If s = q
1
2 ,
M
q
1
2
∩ Iρ,q
1
2
γ is unital and all Ms ∩ I
ρ,s
γ coincide for s ∈ [q
1
2 , 1).
Proof: By Lemma 6.6 the product of two functions in Ms ∩ Iρ,sγ is well-defined.
One shows by dominated convergence that associativity holds and one shows
similarly to the proof of Lemma 6.1 that µγ(f ∗γ g) is well-defined and that it
is equal to µγ(f)µγ(g). By Lemma 5.10 Ms ∩ I
ρ,s
γ is commutative, if s < 1 and
uγ ∈Mq 12 ∩ I
ρ,q
1
2
γ .
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7 Convolution and Fourier transform
In this section I apply the results of Section 6 in order to extend Koornwinder’s
inversion results for the q-Fourier transform to be found in [Koo97]. At the end
of the Section I shall also prove anaytically a result on the relation between q-
convolution and q-Fourier transform that was proved in [KM94] in a different
context (braided and with bosonic integral).
As it is stated in Section 2 the formal q-Fourier transform F˜γ is defined on HDIEγ
and the q-Fourier transform is defined on HDIsEγ . We have seen in Corollary 5.16
and Theorem 6.4 that
M
q
1
2
∩ Iωγ ≃ H
SIωγ /[H
SIωγ , H
SIωγ ]∗ ≃ H
DIωγ /[H
DIωγ , H
DIωγ ]∗
and that
M
q
1
2
∩ IEγ ≃ H
SIEγ /[H
SIEγ , H
SIEγ ]∗ ≃ H
DIEγ /[H
DIEγ , H
DIEγ ]∗
and that the kernel of the formal q-Fourier transform is exactly the commutator
ideal. Hence it makes sense to look for an inverse of the formal q-Fourier trans-
form F˜γ on the image of Mq 12 ∩ I
ω
γ and Mq 12 ∩ I
E
γ . Moreover, F˜γ(f) is also a
well-defined function on a neighbourhood of 0 for f ∈ Ms ∩ Iρ,sγ and s < q
− 1
2
and its radius of convergence will be s−1q−
1
2 > 1. F˜γ is injective on Mq 12 ∩ I
ρ,q
1
2
γ
by Lemma 5.10. Since F˜γ is µγ up to a multiplicative shift of the variable, its
inverse boils down to retrieving back a function knowing its q-moments. This can
clearly be achieved by means of the functions Gr,γ’s as it was shown in Section 6.
Define the operator Gγ on the space of functions in HD whose radius of conver-
gence is greater than q−1 as follows.
Gγ(f) = Gγ
( ∞∑
k=0
ckx
k
)
=
∞∑
k=0
ikck(q; q)kGk,γ =
( ∞∑
k=0
(−i)kck(1− q)
k∂k
)
uγ (7.1)
where
∑∞
k=0 ckx
k is the power series expansion of f on a neighbourhood of 0. By
definition of the Gk,γ’s it is clear that cq(γ)Gγ is independent of γ.
Let us define the following spaces of functions: for α > 0
Eωα := {f ∈ E | f =
∑
k
ckx
k and ∃b > 0 |, |ck| = O(q
1
2
αk2bk) for k →∞}
i.e. Eωα is the space of functions of q-exponential growth of order α and finite
type. Let
Eω :=
⋃
α>0
Eωα
It is almost tautological that F˜γ(IEγ ) = E , F˜γ(I
ρ,s
γ ) = H
D
s−1q−
1
2
where the lower
index byHD will denote from now on the lower bound of the radius of convergence
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(note that in [CK99] HDa meant that the radius of convergence had to be greater
or equal to a while here it denotes that the radius of convergence has to be
strictly greater than a). We also have, F˜γ(I
ω
γ,α) = E
ω
α and F˜γ(I
ω
γ ) = E
ω. We get
the following result:
Proposition 7.1 F˜γ defines an isomorphism of vector spaces betweenMq 12 ∩I
ω
γ,α
and Eωα and isomorphisms of algebras betweenMq 12∩I
ω
γ and E
ω, betweenM
q
1
2
∩IEγ
and E and between Ms ∩ Iρ,sγ and H
D
s−1q−
1
2
for s ≤ q
1
2 .
Proof: By the discussion in the previous Sections one finds that Gγ(E) = I
E
γ ,
Gγ(Eω) = Iωγ and Gγ(H
D
s−1q−
1
2
) = Iρ,sγ if s < 1. By construction F˜γ ◦ Gγ = id on
HDq−1 and Gγ ◦ F˜γ = id on I
ρ,s
γ for s ≤ q
1
2 . The rest is clear.
This inversion formula extends the inversion results in [Koo97]. Indeed Koorn-
winder showed therein that Fγ establishes a particular isomorphism between the
vector space Pe of polynomials times eq2(−X
2) and the vector space PE of poly-
nomials times Eq2(−q
2X2) resembling the classical case. Since Pe ⊂ H
SI sωγ , by
Proposition 2.3 F˜γ = Fγ on Pe and since Pe ⊂Mq 12 ∩ I
ω
γ , the two inverses must
coincide on PE . Koornwinder’s inverse transform is essentially given by
(F ′γf)(y) :=
1
cq(γ) bq
∫ 1
−1
eq(ixy)f(x)dqx (7.2)
where cq(γ) is as in formula (2.6). Hence (F ′γf)(y) ∈ H
S for every function f
bounded in (−1, 1). I will show that F ′γ and Gγ coincide on the whole H
D
1 .
Let f(x) =
∑∞
k=0 ckx
k for |x| ≤ q−1. For |Im(y)| < 1, by dominated convergence
we have
1
cq(γ) bq
∫
γ
eq(ixy)f(x)dqx =
1
cq(γ) bq
∞∑
k=0
ck
∫ 1
−1
eq(ixy)x
kdqx (7.3)
If we denote q-differentiation with respect to y by ∂y we have for y 6= 0
∂y
(∫ 1
−1
eq(ixy)x
kdqx
)
=
i
(1− q)
∫ 1
−1
eq(ixy)x
k+1dqx (7.4)
that can be extended by continuity at y = 0. Hence
(F ′γf)(y) =
1
cq(γ) bq
∞∑
k=0
(−i)kck(1− q)
k∂ky
∫ 1
−1
eq(ixy)dqx (7.5)
Besides∫ 1
−1
eq(ixy)dqx =
(1− q)
(iy; q)∞
2φ1(q, iy; 0; q, q) +
(1− q)
(−iy; q)∞
2φ1(q,−iy; 0; q, q)
= 2φ1(q, 0; q
2; q, iy) + 2φ1(q, 0; q
2; q,−iy) = 2 2φ1(0, 0; q
3; q2;−y2)
= 2 g1 = 2 cq(γ)
(q2; q2)∞
(q3; q2)∞
uγ = bqcq(γ)uγ
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where the second equality follows by (0.6.13) in [KS98]. Hence Gγ and F ′γ coincide
on HDq−1 . As a byproduct we have found that
Gk,γ =
(−i)k
(q; q)k
F ′q(x
k) =
(−i)k
(q; q)k
1
bq cq(γ)
∫ 1
−1
xkeq(ixy)dqx.
The Gk,γ’s are the basis corresponding to the basis of E given by monomials.
There holds some sort of orthogonality between the two bases since
∫
γ
Gk,γx
l =
q−
1
2
(k2+k)δk,l. This explains many of the properties of the Gk,γ’s with respect
to product and integration. Observe also that as a consequence of formula
(7.4) one can prove by induction that there are polynomials rk and lk of de-
gree at most k − 1 for which yk+1cq(γ)Gk,γ = rk(y) cosq(y) + lk(y) sinq(x) where
cosq(y) :=
1
2
(eq(iy) + eq(−iy)) and sinq(y) :=
1
2i
(eq(iy)− eq(−iy)). In some sense
then expansion in terms of Gk,γ is midway between a q-Fourier transform and
a q-Fourier series. Interesting results about a q-analogue of Fourier series were
obtained in [BS98], where continuous integrals are involved. It is interesting
that the basic exponentials studied in [BS98] and references therein depend on
two variables, and they are related to our gm’s for a particular value of the first
variable. The connection between the two families can be the subject of future
research.
Observe that F ′γ is a priori an inverse of F˜γ and not of Fγ sinceMq 12 ∩I
ω
γ 6⊂ I
sω
γ .
On the other hand, F˜γ and Fγ coincide on the ideal Ie of Mq 12 ∩ I
ω
γ gener-
ated by eq2(−X
2) because this ideal is contained in HSI sωγ by statement 2 of
Proposition 2.2. By arguments similar to those in the proof of Proposition 5.3
in [CK99] one shows that the ideal I ′e generated by eq2(−X
2) in M
q
1
2
∩ IEγ is
contained inM
q
1
2
∩IsEγ . Ie can be described explicitely as the space of functions
F = f eq2(−X
2) where f(x) =
∑∞
k=0 ckh˜k(x; q) for which there are a c and an
α > 0 such that |ck| ≤ Cq
1
2
(α+1)k2ck. This is shown using formula (6.2) in [CK99].
One shows that such an F has to be F = g ∗γ eq2(−X
2) for some g ∈ HDIωγ,α,
and using the results in the previous section one sees that g can be chosen to be
in M
q
1
2
∩Iωγ,α. Similarly I
′
e can be described explicitely as the space of functions
of the form f eq2(−X
2) where the coefficients ck of the power series expansion of
f are O(q
1
2
(k)Rk) for every R as k → ∞. In the terminology of [Ram92], this
means that f is q-Gevrey-Beurling of order −1.
We have:
Fγ(Ie) = F˜γ((Mq 12 ∩ I
ω
γ ) ∗γ eq2(−X
2)) = Eω Eq2(−q
2X2) (7.6)
and
Fγ(I
′
e) = F˜γ((Mq 12 ∩ I
E
γ ) ∗γ eq2(−X
2)) = E Eq2(−q
2X2) (7.7)
by Proposition 2.3 and the results in [Koo97]. In particular, this proves that
F ′γ(E Eq2(−q
2X2)) ⊆M
q
1
2
∩IsE
γ, 1
2
and F ′γ(E
ω Eq2(−q
2X2)) ⊆M
q
1
2
∩I sω
γ, 1
2
. On the
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space E Eq2(−q
2X2) both F ′γ and Gγ coincide with the case n = 1 and γ = 1 of
F ′′(id, γ) in [Car99b] and [Car99a], with q2 replaced by q. There, the integral
is unbounded, but it coincides with a bounded one since Eq2(−q
2x2) = 0 for
x = ±q−k with k ∈ Z≥1. The context of [Car99b] and [Car99a] was the braided
setting (see also [KM94]) and the integral is also slightly different though. In our
context, F ′′(id, γ) for γ = q is the operator
(F˜ ′qf)(y) =
∞∑
e=0
ieye
(q; q)e
∫
q
fXe
mapping Iωq,>1 to E and I
ω
q,1 to H
D.
Remark 7.2 If we view C[[x]] as the braided line A with the braided Hopf
algebra structure recalled in Remark 3.2, then F ′′(id, γ) is (up to a small change)
the braided Fourier transform defined in [KM94] but with a nonbosonic integral.
In this context the variable y lives in B, another braided Hopf algebra. B is
isomorphic, as an algebra, to C[[y]], it acts on A by letting y act on f ∈ A as ∂
and it has a nontrivial braided Hopf algebra pairing with A, hence it is dual to
A.
The braided Hopf algebra structure on B is given by the braiding Ψ(yk ⊗ yl) =
qklyl ⊗ yk, the comultiplication ∆(y) = y ⊗ 1 + 1 ⊗ y, the braided antipode
S(yk) = (−1)kq(
k
2)yk and the counit ε(yk) = δk,0. Since the braiding between A
and B is nontrivial, 1 ⊗ y and x ⊗ 1 do not commute in A ⊗ B. In particular
ψ(xk ⊗ ∂l) = q−kl∂l ⊗ xk and (x⊗ ∂)r = q−(
r
2)xr ⊗ ∂r. Hence, formally
F˜γf =
(∫
γ
⊗id
)
(f Eq(ix⊗ y)) and F˜
′
γf =
(∫
γ
⊗SQ
)
(f Eq(ix⊗ y))
where Q acts on B as q-shift of the indeterminate y. ♠
I conclude this section with a rigorous proof of a result in [KM94] concerning the
behaviour of F˜ ′γ with respect to the q-convolution.
Definition 7.3 Let C[[x, y]] be the space of power series in x and y that converge
in some polydisk {x | |x| < r1} × {y | |y| < r2}. We define the operator
Ψ: C[[x, y]] → C[[x, y]]∑
n,m
anmx
n ym 7→
∑
n,m
an,mq
nmym xn
Remark 7.4 The operator Ψ is, in the braided context, the braiding from A⊗A
or B ⊗ B to itself, see also Remark 3.2. ♠
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Proposition 7.5 Let f ∈ HDIωγ,α with α > 1 and let g ∈ H
DIωγ′,β with β > 1. If
there holds (α− 1)(β − 1) > 1 then
F˜ ′γ′(f ∗γ g) = m ◦Ψ
−1(F˜γ(f)⊗ F˜
′
γ′(g)) (7.8)
and it converges absolutely everywhere. Equality (7.8) holds as equality of power
series in HD if (α− 1)(β − 1) = 1 or if f is as above and g ∈ I sωγ′,1.
Proof: Observe that since HD ⊗ HD can be embedded in C[[x, y]], Ψ is well-
defined on HD ⊗HD.
One sees that F˜γ = Q ◦ S ◦ F˜
′
γ, with S as in Definition 3.1. Observe that
S ◦m = m ◦ (S ⊗ S) ◦ Ψ where m is the ordinary product, Q commutes with Ψ
and S on power series and Q ◦m = m ◦ (Q⊗Q). By Proposition 2.3
SF˜ ′γ′(f ∗γ g)
= m(S ⊗ S)(F˜ ′γ(f)⊗ F˜
′
γ(g)) = S ◦m ◦Ψ
−1(F˜ ′γ(f)⊗ F˜
′
γ′(g))
where the composite S ◦m ◦Ψ−1 is a well-defined operator on C[[x, y]] although
ψ−1 itself may not.
If (α − 1)(β − 1) > 1 by Proposition 4.6 in [CK99] F˜ ′γ′(f ∗γ g) ∈ E . In this case
we can multiplyboth sides by the inverse of the antipode S without problems,
obtaining equality (7.8). Both sides of the equality will be absolutely convergent
everywhere. If (α − 1)(β − 1) = 1 or if α > 1 and g ∈ I sωγ′,1, then F˜
′
γ′(f ∗γ g)
converges absolutely on a neighbourhood of zero by statement 3 of Proposition
2.2 and we get the statement.
Remark 7.6 One could also check that the series mΨ−1(F˜ ′γ(f) ⊗ F˜
′
γ′(g)) con-
verges in a neighbourhood of zero by direct computation using the fact that if
the power series F (x) =
∑∞
n=0 anx
n is such that |an| ≤ Canq
(α−1)
2
n2 for some
C, a ≥ 0 and some α > 1 and if the power series G(x) =
∑∞
n=0 bnx
n is such that
|bn| ≤ Bbnq
(β−1)
2
n2 for some B, b ≥ 0 and some β > 1 and if (α − 1)(β − 1) > 1
then
m ◦Ψ−1(F (x)⊗G(x)) =
∞∑
t=0
[ ∑
m+n=t
ambnq
−nm
]
xt and
∣∣∣ ∑
m+n=t
ambnq
−nm
∣∣∣
≤ CB
∑
m+n=t
ambnq
1
2
((α−1)− 1
(β−1)
)m2q
1
2(β−1)
(m2+(β−1)2n2−2(β−1)nm)
≤ D(max(a, b))t
t∑
m=0
q
1
2
((α−1)− 1
(β−1)
)m2
♠
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Remark 7.7 In [Zha99] , where q > 1, an analytic inversion formula along a
direction in C for the q−1-Borel transform is given for functions with a particular
growth. Recall that on HD, S is essentially the q-Borel transform. See also
[Ram92] for the isomorphism of vector spaces between HD and q-Gevrey series.
♠
8 Invertibility of functions
Next question is whether given f ∈ HDIEγ there exists a function for which
f ∗γ g = uγ and in that case whether g ∗γ f is also well-defined and equal to uγ. If
a left inverse exists, it will not be unique since any element in g+[HDIEγ ,H
DIEγ ]∗
will also be a left inverse.
By formula (2.5) it follows that a necessary condition for invertibility of a function
of left type is that µ0,γ(f) =
∫
γ
f 6= 0. In particular, odd functions can never be
invertible.
Observe also that if an inverse of µγ(f) exists, then it might not correspond to a
function of IEγ , since the only functions that are invertible in E are those with no
zeroes.
On the other hand if µγ(f)(t) 6= 0 for |t| < ρ then the inverse of µγ(f) will be
defined and analytic for |t| < ρ and its power series expansion on this disk will
be
ν(t) =
∞∑
k=0
dkt
k
[k]q!
and |dk| = O(σk) for k →∞ for every σ > ρ−1(1− q)−1.
(8.1)
In Section 6 we showed how to construct a function g ∈ I∞γ such that µγ(g)(t) =
ν(t) on a neighbourhood of 0 at least if ρ is big enough.
Observe that if f ∈ IEγ then for any p ∈ Z we have Q
−pf ∈ IEγ and µγ(Q
−pf)(t) =
qpµγ(f)(q
pt), because
∫
γ
Q(F ) = q−1
∫
γ
F for every F ∈ Iγ. Hence if µγ(f)(t) 6= 0
for |t| < ρ, then µγ(Q−pf)(t) 6= 0 for |t| < ρq−p. This tells that the conditions on
f are satisfied at least for its (big) q-shifts.
Proposition 8.1 Let f ∈ Iωγ and let µγ(f)(t) 6= 0 for |t| < ρ. If ρ > (1 − q)
−1
there exists a function g ∈ Ms with s < q
− 1
2 such that µγ(g)µγ(f) = 1. If
moreover, ρ > q−1(1− q)−1 then g ∈M
q
1
2
∩ Iρ,q
−1
γ . In this case, f ∗γ g = uγ.
Proof: It is a consequence of Lemma’s 6.1, 6.2 and 6.6. The fact that f ∗γ g = uγ
follows from Lemma 5.10.
Corollary 8.2 Let f , g, ρ be defined as in Proposition 8.1 with ρ > (1−q)−1q−1
and let f ∈M
q
1
2
. Then f ∗γ g = g ∗γ f = uγ.
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Proof: We have to show that g ∗γ f = uγ. By Lemma 6.6 g ∗γ f is a well-defined
function in M
q
1
2
, hence g ∗γ f ∈ I∞γ . Formula (2.5) holds by Corollary 6.7, so
that by Lemma 5.10 the statement follows.
Proposition 8.3 Let g ∈ I∞γ be such that µγ(g) =
∑∞
k=0
dk
[k]q!
tk with |dk| = O(σ
k)
for k →∞, and let h be a function defined, together with its q-derivatives, on a
domain Ω. If there is an M ∈ (0, σ−1(1− q)−1) for which |∂kh(x)| = O(Mk) for
x ∈ Ω, then g ∗γ h is well-defined on Ω. In particular, if h ∈ HDR for R > σ then
g ∗γ h ∈ H
D
R, and if h ∈ E , then g ∗γ h ∈ E .
Proof: The proof follows like the proof of Lemma 3.4 in [CK99].
Corollary 8.4 Let f , g and ρ be defined as in Proposition 8.1, with ρ > (1 −
q)−1q−1. Let h ∈ HDR for some R > ρ
−1(1−q)−1. Then g∗γh ∈ H
D
R. In particular,
if h ∈ E then g ∗γ h ∈ E .
Proof: Clear by the previous results.
9 Convolution and q-differential equations
In this section I will show a link between invertibility of a function in M
q
1
2
∩ IEγ
and the solution of a q-differential equation with constant coefficients on a fixed
q-lattice L(γ). A q-differential equation is an equation of the form LY = F
where F is a given function , Y is an unknown and L ∈ C[∂] ⊂ C[x−1, Q].
Hence such an equation can be reduced to a q-difference equation with polynomial
coefficients and with leading term = 1 by multiplying both sides by (−1)nc−1n (1−
q)nq(
n
2)xn where n is the order of the equation and cn is the coefficient of ∂
n
in L. The associated q-difference equation are always regular singular at 0 (see
[Ram92] for a definition) and their characteristic equation (see [Ada31]) has roots
1, q, . . . , qn−1. Many interesting results about the behaviour of the solutions
were known already in the 30’s, see [Ada31] and [Ada29], where in particular the
solutions for homogeneous equations are described. Many methods for solving q-
difference equations are known, hence I do not think that using q-convolution shall
simplify the problem in general. It offers though a different interpretation and
can help to describe the type of solutions one could find and to find a particular
solution in special cases, as I shall show.
Let
LY =
N∑
n=0
ck∂
kY = F (9.1)
for a given function F and an unknown Y . Equation (9.1) is equivalent to
N∑
n=0
ck∂
kuγ ∗γ Y =
( N∑
k=0
(−1)kck[k]q!Gk,γ
)
∗γ Y = DL ∗γ Y = F. (9.2)
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where DL is of left type for every α > 0 since µγ(D) is a polynomial.
If c0 6= 0 we can invert µγ(DL) =
∑N
n=0(−1)
ncnt
n on a neighbourhood of 0.
If c0 = c1 = · · · = cl−1 = 0 and cl 6= 0, then equation (9.1) becomes
N−l∑
p=0
cp+l∂
p(∂lY ) = F. (9.3)
If we can solve
∑N−p
p=0 cp+l∂
p(Z) = F , and if the solution behaves well (for in-
stance, if it belongs to HD), then we can determine solutions of equation (9.3)
applying l times indefinite q-integration
∫ x
0
f(t)dqt. As in classical integration,
q-integration determines q-primitives up to a constant.
Now suppose c0 6= 0. µγ(DL) is a polynomial, hence it will have zeroes. If
µγ(DL)(t) 6= 0 for |t| < ρ and ρ > (1 − q)−1, then we can construct g, a left in-
verse of DL ∈Mq 12 ∩I
ω
γ and it will belong toMs for some s < q
− 1
2 . The function
g should be seen as a q-analogue of the classical fundamental solution associated
to the differential equation Ly = F , since for a fundamental solution there should
hold: Lg = δ where δ is Dirac’s delta. By the results in the preceding sections, if
ρ is big enough we may compute g ∗γ F . Even if the function g does not belong
to I∞γ , we still can formally compute g ∗γ F using the coefficients of its expansion
with respect to the Gk,γ’s as if they were really q-moments. Then
• If F ∈ Ms with s < q
− 1
2 , then the formal product g ∗γ F ∈ Mr for some
r < q−
1
2 .
• If F ∈Ms for s < q
− 1
2 and ρ > (1− q)−1s−1q−
1
2 then g ∗γ F ∈Ms.
• If F ∈ HDρ′ for ρ
′ > ρ−1(1− q)−1, then g ∈ I∞γ and g ∗γ F ∈ H
D
ρ′ .
• If F ∈ E then g ∗γ F ∈ E .
In all those cases, both D ∗γ (g ∗γ F ) and (D ∗γ g) ∗γ F are well-defined, hence
they are both equal to F by dominated convergence. This implies that g ∗γ F is
a solution of equation (9.1). If we replaced g by another function g′ for which
µγ(g
′)µγ(f) = 1 on a neighbourhood of zero, then g ∗γ h = g
′ ∗γ h for every h for
which the product is defined, hence we would get the same solution. Moreover,
unicity of a possible solution in Ms for s < 1 follows by determinacy of the
q-moment problem on Ms. If F is a polynomial instead, the solution obtained
by this construction will be again a polynomial.
Suppose now that c0 6= 0 but ρ ≤ (1− q)−1q−1. We can find a p ∈ Z≥0 for which
ρp := q
−pρ > (1 − q)−1q−1. Observe that q−pρ is related to the homogeneous
equation ( N∑
n=0
cnq
pn∂n
)
Y = 0 (9.4)
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as ρ is related to equation (9.1). In this case, the role of D is played by the
function Dp :=
∑N
k=0(−1)
kck[k]q!q
pkGk,γ ∈Mq 12 ∩I
ω
γ . The inverse of µγ(Dp)(t) =
µγ(D)(q
pt) is analytic for |t| < q−pρ = ρp.
The corresponding function gp is well-defined and it is such that Dp ∗γ gp = uγ by
Corollary 8.4. If F ∈ HDρ′ with ρ
′ > ρ−1(1−q)−1, then the function Fp := Q−pF ∈
HDρ′p where ρ
′
p = ρq
p > qpρ−1(1− q)−1 = ρ−1p (1− q)
−1. Hence Yp := gp ∗γ Fp ∈ HDρ′p
and it is a solution of:
N∑
n=0
cnq
pn∂nY = Fp. (9.5)
Then QpYp ∈ HDρ′ and
N∑
n=0
cn∂
nQpYp =
N∑
n=0
cnq
npQp∂nYp = Q
pFp = F (9.6)
so that QpYp is a solution of equation (9.1). This shows that if ρ
′ is big enough,
the inverse of D may not be well-defined but we could still apply this method in
order to find a particular solution.
Example 9.1 Consider the equation
Y − q2r∂2Y = eq2(−x
2). (9.7)
This equation is equivalent to D ∗γ Y = eq2(−x
2) with D = uγ − q2r[2]q!G2,γ.
µγ(D)(t) = 1 − q
2rt2, so that its inverse for |t| < q−2r is equal to ν(t) =∑∞
p=0(q
2rt2)p =
∑∞
p=0 q
2rpt2p. For r big enough, ρ = q−r > (1− q)−1, hence
g :=
∞∑
p=0
[2p]q!q
2rpG2p,γ =
∞∑
p=0
q2rp∂2puγ
is well-defined, as well as
g ∗γ eq2(−x
2) =
∞∑
p=0
q2rp∂2peq2(−x
2) =
∞∑
p=0
q2rpq2p
2−p
(1− q)2p
h˜2p(x; q)eq2(−x
2)
which is a solution of the equation. ♠
If F ∈ Ms with s < 1 then the method of q-shift does not apply since ρ′ = 1 can
never be greater than ρ−1(1 − q)−1 > 1. In this case, one can approximate the
solution by multiplying F by finite linear combinations gn of Gk,γ’s converging to
g in the topology described in the previous Section. Then since the q-convolution
product is continuous with respect to this topology, gn ∗γ F will converge to Y
with respect to this topology.
Remark 9.2 The approach we used to solve a q-differential equation can be
translated into applying F˜γ to both sides of equation (9.1) and considering
whether Gγ can be applied to (F˜γ(D))
−1F˜γ(F ). ♠
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