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1. INTRODUÇÃO 
Um resultado clássico da teoria de corpos assegura que se K é um corpo, então sua 
característica é zero ou é um número primo p. Se K é um corpo de característica zero, então 
seu corpo primo (menor subcorpo de K) é isomorfo a Z . Portanto, nesse caso, K é infmito. 
Se K tem característica prima p, então seu corpo primo é isomorfo a Z P . Pode-se provar 
que K = (Z P )", para algum n EN, portanto K tem p" elementos. 
O objetivo principal deste trabalho é apresentar uma técnica para construir corpos 
com p" elementos, através dos quocientes de anéis de polinômios. 
No Capítulo II apresentamos os resultados básicos sobre anéis, domínios e corpos. O 
Capítulo III é dedicado ao estudo de anéis quocientes e do teorema do isomorfismo. O 
Capítulo IV trata de anéis de polinômios. Finalmente, no Capítulo V, estudamos 
irredutibilidade de polinômios e usamos os resultados dos capítulos anteriores para construir 
corpos com p" elementos.
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i 2. ANÉIS E IDEAIS 
Primeiramente definiremos as estruturas algébricas chamadas anel, anel comutativo, 
anel com unidade, domínio e corpo, com aplicações e exemplos ilustrativos e em seguida, 
demonstraremos propriedades aritméticas dos anéis. Trataremos também dos anéis Zn. 
Estudaremos os subanéis com o objetivo de produzir novos exemplos de anéis, e 
destacaremos os ideais, como classe especial de subanéis. 
2.1 Anel, Domínio e Corpo 
Seja A um conjunto não vazio, no qual estão defmidas duas operações. 
*ZÁXA-+A AIAXA-)A 
(a,b)-›a*b (a,b)-›aAb 
A notação (A,*,A) indica que consideremos em A as operações *e A, chamadas 
respectivamente de adição e multiplicação. 
Definição 2.1.1 Dizemos que (A,*, A) é um anel quando são verificados os axiomas: 
i) a*b=b*a,Va,beA. 
ii) a*(b*c)=(a*b)*c,Va,b,ceA. 
iii) Existe 0AeAtal que 0A*a=a*0A=a, VaeA. (0Aé chamado zero de A.) 
iv) Dado aeA, existe (-a)eAtal que a*(-a)=(-a)*a=0A. ((-a) é chamado de simétrico 
de a). 
v) aA(bAc)=(aAb)Ac, Va,b,ceA. 
vi) aA(b*c)=aAb*aAc 
(a*b)Ac=aAc*bAc, Va,b,ceA. 
Definição 2.1.2 O anel (A,*, A) é comutativo quando vale o axioma: 
vii) aAb=bAa, Va,beA.
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Definição 2.1.3 O anel (A,*, A) é unitário quando vale o axioma: 
viii) Existe IA eA tal que aAlA =lAAa =a , `v'aeA . 
IA é chamado de unidade de A. 
Definição 2.1.4 O anel (A,*, A) é sem divisores de zero quando satisfaz: 
ix) a,beA e aAb=0A :>a=0A ou b=0A . 
Definição 2.1.5. Um domínio é um anel unitário, comutativo e sem divisores de zero. 
Definição 2.1.6 Um corpo é anel unitário e comutativo (A,*,A) que satisfaz: 
x) aeA e a¢0:>Ela`leAtal que aAa`1=a`1Aa=lA . 
a 1 é chamado de inverso de a. 
Note: Todo domínio é anel unitário e comutativo. Todo corpo é anel unitário e comutativo. 
Exemplo 2.1.7 Com operações usuais de adição e multiplicação: (Z, +,.)é domínio que não é 
corpo; (Q,+,.) e (R,+,.) são corpos. 
Exemplo 2.1.8 Em IR definimos as operações: 
*:]RXlR-›R 
a*b=a+b-8 
.A:RX1R-›R 
aAb=a+b-982 
(IR, *, A) é um anel? Se for detenninar sua melhor estrutura algébrica. 
Verificar os axiomas: 
Sejam a,b,ceR. 
i) a*b=b*a? 
a*b=a+b-8=b+a-8=b*a. 
ii) a*(b*c)=(a*b)*c? 
a*(b*c)=a*(b+c-8):a+(b+c~8)-8=(a+b-8)+c-8=(a*b)*c.
\ 
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iii) 30,, ER tal que a*0a =a,VaeR? 
a+0a-8=a 
0a=8 
Logo, o elemento neutro é 8. 
iv) Va e IR , existe (-a) e R tal que a * (-a) = 8? 
a*(~a)= 8
V 
a+(-a)-8 = 8 
(-a)=16-a 
Logo, o simétrico de aé 16-a. 
v) (zzAb)A¢ = zzA(bAc)? 
(aAb)Ac =(a+b--6-lš`Ê)Ac 
(aAb)Ac=(a+b-g£)+c-(a+b-fi)£ 
8 8 8 
(aAb)Ac=a+(b+c-ki)-É-(b+c-E) 
8 8 8 
Logo, (aAb)Ac = aA (bAc) . 
vi) aA (b * c) = (a¶Ab) * (aAc)'? 
aA(b*c)=aA(b+c-8) 
aA(b*c)=a+(b+c-8)-í--a'(b;c_8) 
aA(b*c) =(a+b--¿É)+{a+c--¿-lí)-8 
8 8 
Logo, aA (b * c) = (aAb) * (aAc) . 
Portanto(1R,*,A)é anel.
vii) aAb=bAa? 
aAb=a+b-gs-ê-=b+a-b?a=bAa.
, 
Logo, (R, *, A)é anel comutativo. 
viii) Existe IAR tal que lAAa = a, Va e R? 
lA+a-LÊ-É¶=a 
l.a 
1 --4-=0 A s 
3.1,,-zz.1,, zo 
(8-a).1A zo 
1,, =o 
Logo, (lR,*, A)é anel comutativo unitário. 
ix) O anel não tem ddz? 
aAb=0A=a=0A ou b=0A? 
aAb=8=>a=8 ou b=8? 
a+b--¿É=8
8 
8.a+8.b-a.b = 64 
8.a +b.(8-a) = 64 
b.(8-a) = 64-8.a 
b.(s-zz) =s.(s-zz) 
1°) Se a=8, Ok! 
2°) Suponhamos, a ¢ 8 
bz 8.(8-a) :>b=8 8-a ' 
Portanto se aAb=8::>a=8 ou b=8. 
Logo, não tem ddz, e portanto (R,*, A)é domínio 
x) (lR,*,A)é corpo? 
OA =8 e IA =0
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Seja a ¢ 8 . Existe a`l e R tal que aAa`1 = 0? 
-1 
_ a.a a+a 1--;=0
8 
8.a + 8.a`1 - a.a`1 = 0 
8.a" - a.a`1 = -8a 
a`l (8 -a) = -8a 
a_1 8a 
8-a 
a_¡=_ 8a 
a-8 
8.a L , 'I =íogo a a_8 
Portanto, (]R,*,A)é corpo. 
Por comodidade, denotaremos as operações de adição e multiplicação do anel A por 
+ e .respectivamente. Também denotaremos OA por O e IA por 1. 
Veremos a seguir algumas propriedades aritméticas dos anéis. 
Sejam (A,+,.)um anel e a,b,ceA. 
1) o zero é único; 
2) o simétrico é único; 
3) a.0 = 0.a = O 
4) a+b=a+c<:>b=c 
5) a=b:a.b=a.ce b.a=c.a 
6) -(-a) = a 
7) -(a.b) = (-a).b = a.(-b) 
8) a.(b ~ c) = a.b - a.c 
9) (a - b).c = a.c - b.c 
10) -(a+b)=-a-b 
11) (-a)(-b) = ab
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Quando A tem unidade vale: 
12) A unidade é ímica 
13) Se a e A,a ¢ O, e atem inverso emA então o inverso de aé único. 
Demonstração: (1) Sabemos que o anel Atem um zero que denotamos por OA . Suponha que 
exista outro zero em A , que indicaremos por x. 
Como OA é elemento neutro da adição vale OA + x = x . 
Como x é elemento neutro da adição vale OA + x = OA . 
Das igualdades acima concluímos que x = OA , e portanto OA é único elemento simétrico do 
anel A. 
(2) Seja aeA. Sabemos que atem um simétrico -aeA. Suponha que xeAtambém é 
simétrico de a . A 
x = x + O (O é elemento neutro para A) 
x = x + (a + (-a))( -a -é simétrico de a) 
x = (x + a)+ (-a) (axioma (ii)) 
x = 0+ (-a) (pois xé simétrico de a) 
x = -a (O é elemento neutro de a) 
Logo x = -a e então -a é o único simétrico de a. 
(3) Seja a G A. Verificaremos que a.O = O. A igualdade 0.a = Ose prova de forma análoga. 
Pelo axioma (iii) temos: 
O = O + O (multiplique por a à esquerda) 
a.0 = a.(O+ 0) (Use o axioma (vi)) 
a.O = a.O + a.O (Some o sirnétrico x de a.O , que existe pelo axioma (iv)) 
a.0 + x = (a.O + a.O) + x (Use o axioma (ii)) ' 
a.O+x=a.O+(a.O+x) (a.O+x=O) 
O=a.O+O (a.O+0 = a.O)
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0=a.0 
(4) (:>) a+b = a+c (Some -a àesquerda) 
-a+(a+b)=-a+(a+c) (Useoaxioma(ii)) 
(-a+a)+b=(-a+a)+c (-a+a=0) 
0+b=0+c (0 é o elemento neutro) 
b=c 
(<:) Desde que +é a operação em A, ela associa a cada par de elementos de Aum único 
elemento de A. Como b=ctemos que os pares (a,b)e (a,c) são os mesmos em A×A, 
assim a+b=a+c. 
(5) É análoga a (<:) da propriedade anterior, trocando +por .. De fato, como b = cos pares 
(a,b)e (a,c)coincidem em AX4, e a operação multiplicação associa a cada par de 
elementos de Aum único elemento de A . Portanto, a.b = a.c . Da mesma maneira verifica-se 
que c.a = b.a. 
(6) Como -a é o simétrico de a valem as igualdades a + (-a) = (-a) + a = 0 . Isso mostra 
que a é o simétrico de -a . Desde que o símbolo -indica o simétrico temos - (-a) = a . 
(7) (~a).b + ab = (-a + a).b (axioma (vi)) 
(-a).b + a.b = 0.b 
(-a).b + a.b = 0 (Propriedade (3)) 
Analogamente verifica-se que a.b +(-a).b = 0. Isso mostra que (-a).bé simétrico de a.b. 
Pela unidade do simétrico vista a propriedade (2) vem que - (a.b) = (-a).b . 
A igualdade - (ab) = zz.(-b) pede ser verifieade de mesma forme. 
(8) zz.(z› - e) = zz(b + (-e)) 
zz.(z› -C) z az, + zz.(-C) (Axâemz (vi)) 
a.(b _ e) = ab + (-a.c) (Propriedade (7))
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a.(b - c) = a.b + a.c 
(9) A prova é idêntica à feita acima. 
(10) a +b + (-a)+(-b) = a +(~a)+ b + (-b) (axiomas (i) e (ii)) 
a+b+(-a)+(-b)= 0+0 
a+b+(~a)+(-b)= 0 
Analogamente, (-a)+ (-b)+ a + b = 0. Segue que o simétrico de a+b 
(-a)+(-b)= -a-b. Portanto, -(a+b) = -a-b. 
(11) (-a).(~b) z -(a.(-b)) (Prnpnedade (7)) 
(-a).(-b) = -(-aa) (Pnapnaâaàa (7)) 
(-a).(-b) = ab (Prnpneóade (6)) 
(12) É idêntica a que fizeznos na prnpnaàade (1) nnzandn 0,, pan 1a nnzandn + por . . 
(13) Análoga a demonstração da propriedade (2), trocando ~a por a" , trocando Opor le 
trocando +por .. 
Vamos provar que todo corpo é domínio. 
Proposição 2.1.9 Se A é corpo, então A é domínio. 
Demonstração: Seja A um corpo, então A é anel unitário, comutativo e vale (X). 
Precisamos provar que A é sem divisores de zero. 
Sejam a,b e A tais que a.b = 0 . Se a =0, acabou. 
Assuma a ¢ 0. Então existe a`1 e A a A. Multiplicando a igualdade ab = 0 por a`1 teremos 
a`1.(a.b) = a".0 
(a`1.a).b = 0 
1.b = 0 
b = 0_
16 
Portanto A é domínio.
n 
Nosso próximo objetivo é construir os anéis Z" ,n eN e n >l, chamados de anéis 
de classes de restos. Iniciamos com a definição de congruência modulo n. 
Defmição 2.1.10 Sejam x, ye Z e neN , n>l. Dizemos que x é congruente a y módulo n 
quando n divide x - y. 
Notação: xš y(mod n) 
Note que: xEy(modn)<:>n\(x-y) 
Exemplos 2.1.11 7 E2 (mod 5) , pois 5 \ (7 - 2) _ 
Ex.: -17 E3(mod5), pois 5\(-17-3) 
Ex.: 5 E~1(mod6) , pois 6 \(5 -(-1)) 
Ex.: -1 E (n -1).(mod n), pois n\(-1 - (n - l))isto é, n\(-n) . 
Lema 2.1.12 A congmência módulo n é uma relação de equivalência em Z . Isto é: 
1) x Ex(mod n) - Reflexiva 
2) x E y(modn):> yEx(mod n)- Simétrica 
3) xEy(modn)e xa-z(mod n) :>xEz(mod n)- Transitiva 
Demonstração: 
(1) n\x-xnxë x(modn) 
(2) xEy(modn):>n\-(x-y):n\(y-x):> yEx(modn) 
(3) }=> n\(x-y+x-z) :>n\(x-z) :axâz(modn)
I 
Definição 2.1.13 A classe de equivalência de xe Z modulo n é o conjunto 
x={y eZ;y Ex(mod n)}. 
Notação:
17 
x+n.Z={x+n.a;ae Z}. 
Note que: 
ye;<=>y-2x(modn)<:>n\(y-x)<:>y-x=n.a,aeZ¢>y=x+n.a<:>yex+nZ 
Portanto, x =x+n.Z . 
O conjunto de todas as classes de equivalência módulo n é denotado por Zn isto é, 
Z" ={x,xeZ} 
Outra notação para Z" é Ã, isto é, Zn =-Ã. nZ nZ 
Lembre que 'x =x+nZ ={x+na,a eZ} 
Exemplo 2.1.14 n = 2; Z, = {;;x e Z} 
Õ= 0+2Z = {2.a;a e Z} - Números Pares 
1=1+2z = {1+2zz;z-z e z} - Números ímpares 
š=2+2_Z={2+2zz;zzzZ}=õ=Z 
š=3+2.z={3+2zz;zzêz}=í=š 
_ 
-Í=-1+2_Z={-1+2.a;aeZ} =Í 
-Ez-2+2.z={-2+2zz;zzzz}=õ 
-š=-3+2.z={-3+2¢z;zzéz}=í 
Logo, Z, _{o,1} 
Exemplo 2.1.15 n = 3; Z3 = {;;x e Z} 
Õ = 0 +31- Múltiplos de 3
1
1= 1+ 3.Z - Múltiplos de 3 e somado com l 
2 = 2+3.Z - Múltiplos de 3 somado com 2 
š=3+3z=õ 
Ã=4+3.Z=í (4+3.zz=1+3+3.a=1+3(zz+1)) 
5=5+3_Z=2 (5+3.zz=2+3+3.zz=2+3(zz+1)) 
ã=ó+3z=õ 
-1=-1+3.Z=2 (-1+3.a=-3+2+3.zz=2+3(zz-1)) 
-2=-2+3Z=1(-2+3.zz=-3+1+3.zz=1+3(zz-1)) 
-š=~3+3z=õ 
Logo, 23 _ {o,1,2}. 
Lema 2.1.16 Sejam x,ye Z e neN, n>1. Então: 
x =y¢>x Ey(modn) 
Demonstração: 
(::›)xEx(modn) :>xe; =;=> x e;=>x ëy(modn) 
(<:) Mostrar ;g;e Ígš. 
(g)z e;:>z âx(modn)}:Z Eyúnodn) 
xEy(modn) 
zEy(modn):>ze; 
(2) 
Í) 
:;(:;dEn“:(mod n)} :> z E x(mod n) 
z Ex(modn) :>z eš.
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Note que: x=y:>n\x-y :>x§y(modn):>x=y
I 
Ex.: n=3;Z3 ={Õ,l,Í} 
Íš=l , pois 16 El(mod3) 
-5?-zõ ,pois -27zo(m‹›à3) 
-fi=Í , pois -13 E2(mod3) 
Proposição 2.1.17 Se ne N,n >l , então Zn ={0, 1, 2,..., n -1}é mn conjunto com exatamente n 
elementos. 
Demonstraçao: Pela definição de Zné claro que {0,1, 2,...,n -l} g Zn. Vamos ver a inclusão 
contrária. Para isso, tome E g Zn . Como a c_: Zn e neN,n2 2 , podemos dividir a e n obtendo 
quociente qe Ze resto neN. 
a=nq+r, 0sr<n 
a-r=n.q:> aEr(modn) 
Pelo Lema 2.1.16 vem que 25;. 
Mas comor e {0,1,...,n-l}temos É E ;e{Õ,Í,...,n-1}. Para provar que Zn tem exatamente 
nelementos devemos mostrar que os elementos de {0,1,...,n-1} são distintos dois a dois. 
Suponha que isso não é verdade, isto é, suponha que existem x, y e {0,l,...,n - l} com x ¢ ye 
x = y. Sem perda de generalidade vamos assumir que x < y. Como x = y , o Lema 2.1.6 
assegura que xêy(modn)e daí n\(y-x). Mas O<y-x<ne n\(y-x)é impossível. 
Portanto, nossa suposição não pode ser feita e os elementos de {Õ,Í,...,n-l} são dois a dois 
distintos.
1 
Exemplo 2.1.13 Z, ={õ,i} õ=o+2.Z e i=1+2z
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Exemplo 2.1.19 23 _ {o,1,3} 0 _o+3.Z,1_1+3z e 2 _ 2+3Z . 
Objetivo: Mostrar que Zn é um anel. 
Sejam Ê, Í e Z n . Defma: 
§+;=x+y 
x.y=x.y 
+:Z,,xZ,, -›Z,, 
(mf)->x+y 
.:Z,,xZn -›Z,, 
(my) -›x-y 
Veremos na Proposição 2.1.22 as operações de adição e multiplicação em Zn estão bem 
definidas. Iniciamos com um exemplo. 
Exemplo 2.1.20 Em Z, = {õ,i, Z š,Z, š, ã} 
ízišešzñ 
(Í›5)=(Í5›W) 
4 = 25 , pois 25 =_: 4(mod7) c 3=l50, pois 150 E3(mod7). 
Queremos provar que: 
-- -- .=.b ---- .=J› 
(x,y)=(a,b):{)la____ ou x=ae y=b::›{J_cLa____ x+y=a+b x+y=a+b 
Para provar isso, escreveremos o Lema abaixo.
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Lema 2.1.21 Sejam neN,n>1e a,b,x,ye Z . Se x Ea(modn)e y Eb(modn) , então: 
l) x+y Ea+b(modn) 
2) x.y Ea.b(mod n) 
Demonstração:
21 
(l)}f§l:1¿I:)(:1nr;):Í›:\\((;c:;l))}=>n\(x-a+y-b) :>n\(x+y-(a+b)) :>x+y Ea+b(modn) 
(2)xEa(m0dn) :>n\(x_a) :> n\(xy_aš})}:>n\(x3'"0)1+0y-ab):>n\(X3'-ab) =*>Xy Eab(modn) 
y Eb(modn) :n\(y-b) :>n\(ay-ab
I 
Proposição 2.1.22 Sejam neN,n>l. Se É =Ê e ;=lÊ, então: 
1) §+;=Êi+IÊ 
2) x.y -ab 
Demonstração: 
Como §=Ê e ;=Ê, pelo Lema 2.1.16 temos xâ a(modn)e y Eb(modn). Pelo 
Lema 2.1.21 temos x+yâa+b(modn)e x.yša.b(modn), portanto, x+y=a+b e 
x.y=a_bentäo x+y=a+b e x.y=a.b.
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Teorema 2.1.23 Sejam n e Z,n 21. Então (Zn,+,.) é anel comutativo com unidade l. Isto é, 
os seguintes axiomas são verificados: 
n§+§=}+š 
ii) ;+(3Í+Ê)=(;+§)+Ê 
fin§+õ=õ+š=} 
iv) ;+(-§)=(-;)+;=Õ 
V) ;.(;.;)=(;.;).; 
Vi) ;.(;+;)=;.;+;.; 
(;+;).;z3:.;+;.; 
únšãzíš
wú)}í=iš=š 
Demonstração: Sejam x, y, z e Z e 1;, Ê, Ô-,Í e Zn : 
i) ;+31_=x+y=y+x=;+; 
ii) §+(5Í+Ê)=(§+;)+Ê 
x+(y+z)=x+(y+z) =x+(y+z) 
Como x+(x+z)=(x+y)+z,temos 
§+(;+Ê) =x+(y+z)=(x+y)+z=(x+y)+ É=(;+;)+Ê. 
únš+ö=õ+š=š 
š+õ=›Ê)=íílTz=§ 
iv) x+(-x)=(-x)+x =0 
Íc+(-§)=x+(-x) 
Pela comutatividade vista em (i) temos (-x) + Í = É + (-x) = Õ . 
v) x.(y.z) = (x.y).z 
x.(y.z) = x.(y.z) = x(y.z) - (x.y)z = (x.y).z - (x.y).z 
vi) ;.(;+;) z ;.3:+;.; 
;.6›.+-Â)=;.(y+z)=x.(y+z)=x.y+x.z=;.;+;.; 
(;+š).;=(y+z).;=(y+z).x=y.x+z.x=y.x+z.x=;.;+;.; 
vii) E5? = 5; 
§.}=ÊzÍ§=E=`§.§. 
viii) šíz íšzš
x.l=x.l=l.x= X. 
Veremos agora exemplos de tabelas de operações em Zn , para n=2,3 e 4 . 
Exemplo 2.1.24 n = 2, Zz = {õ,i}
+ õ Í
õ Õ Í 
Exemplo 2.1.25 n _ 3, E3 _ {o,1, 2}
+
Í
Õ
Í Õ 
Í E 
Õ Í
Õ Õ Õ
Õ Õ Í 2
Í
Õ
Õ
Í
Í
2
Í Í E Õ 
Õ Õ Õ Õ
E
+ õ
E 
Exemplo 2.1.26 n _ 4, Z4 _ {o, 1, 2, 3}
Í
Õ
E
Í
š
Í Õ Í 2 
õ Õ Í 5 š
E Õ
Õ
5 
Í E
Í
š 
Í Í E š Õ 
Õ Õ Õ Õ Õ 
2 5 š Õ Í
Í Õ Í E š
E Õ E Õ 2
š š õ Í E š Õ š E Í
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Seja neN,n>l. Se n não é mn número primo podemos escrever n=ab, com 1<a<ne 
l<b<n,a,beZ. 
Segue que a,beZ,, ,a¢0 e b #0. 
Assim, 
ab = a.b = n = 0, Pois n=0(modn). 
Concluímos que: 
Z" não é dornínio quando nnão é primo. 
O próximo teorema mostra a recíproca da conclusão acima e também que Zn é corpo 
se, e somente se, n é um numero primo. 
Teorema 2.1.27 Seja n e Z,n 21. As condições abaixo são equivalentes: 
a) Zn é domínio 
b) n é número primo 
c) Zn é corpo 
Demonstração: (a) :> (b) Seja x E N um divisor de n. Devemos provar que x = l ou x = n. 
Como x divide n , existe y E N tal que n = x. y . Desde que Zn é domínio, 
Õ=ã=Ê¢§Ê=>§=õ ou }=õ 
l°Caso: x=0 
;:=Õ:>xE0(modn):>n\x 
Como n\x, x\ne x,neN,temos x=n. 
2° Caso: ;=Õ 
y=0:>yE0(modn):>n\y:>n1=yparaalgum teN. 
Substituindo os valores de y em n = x. y vem que n = x.n.t . Como Z é domínio e n ¢ O , 
cancelamos n obtendo xr = l. Portanto x = l .
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(b) :> (c) Já sabemos que Zné anel unitário e comutativo. Para ver que é corpo devemos 
mostrar que todo elemento x e Z,,,x ¢ 0 , tem inverso em Zn. Desde que x ¢ Opodemos 
admitir x = {1,2,...,n -1} e como n é primo temos mdc (n, x) = 1. Pela Identidade de Beuzout, 
existem r, s e Ztais que n.r + x.s = l. Tomando classes módulo n vem que 
Í=nf+s.x=ã+§z=Z.?+§.š=õ.r+š.š=õ+ššzšš. 
Portanto, sé o inverso de xe Zné corpo. 
(c) :> (a) Já vimos na Proposição 2.1 .9 que todo corpo é domínio. 
_
I 
2.2 Subanel e Ideal 
Sejam (A,+, anel e B g A,B ¢ ø. Dizemos que Bé fechado com as operações 
de A quando: 
x,yeB:>x+yeBe x.yeB. 
Isto é, as operações de Atambém são operações em B. 
Exemplo 2.2.1 O conjunto B = 2.Z = {2.x;x e Z} é fechado com as operações do anel (Z, +, 
2.x, 2.y G B :> 2.x+2.y = 2.(x+y)e B 
2.x, 2.y e B 3 2.x.2.y = 2.(2x.y)e B 
Exemplo 2.2.2 O conjunto B = {2.x+1;x e Z} = l+2.Z não é fechado com as operações do 
anel (Z,+,.). 
3eB,5eB porém 3+5¢B. 
Definição 2.2.3 Se (B,+,.)for um anel com as operações de (A,+,.), dizemos que Bé 
subanel de A. 
Sejam V(A,+,.) um anel e (B,+,.) um subanel de A.Então os seguintes axiomas são 
verificados em B: 
i) x+y=y+x,Vx,yeB. 
ii) (x+y)+z=x+(y+z),Vx,y,zEB.
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iii) Existe OB e B tal que OB +x =x+OB = x,Vx e B. 
Logo, B tem elemento neutro para adição e OB = O A . 
iv) Dados x e B, existe (-x) e B tal que x +(-x) =(-x) +x =0B. 
v) x.(y.z) =(x.y).z,`v'x, y, z e B 
vi) x.(y+z) =x.y+x.z,Vx,y,z e B 
(y+ z).x = y.x+ z.x 
Exemplo 2.2.4 Com as operações usuais, (Z, +, é subanel (Q, +, Porém, (N, +, não é 
subanel de (Z, +, . 
De fato ,2 GN, porém -2 ¢N 
Proposição 2.2.5 Sejam (A, +, anel e B Q A, B ¢ ø . São equivalentes: 
a) Bé subanel de A . 
b) x,yeB:>x-yeBe x.yeB. 
Demonstração: 
a) :› b) 
x,y e B e Bé subanel. 
x,y,~y e B:>x.y eB e x-y = x+(-y) GB 
b) :> a) 
Por hipótese, a multiplicação de A é fechada em B . 
iii) Elemento Neutro. 
B ¢ ø :> Ela e B 
a,aeB:>OA=a~aeB 
iv) Elemento Simétrico. 
beB:>b,OA eB:>OA-beB:>~beB. 
Provar que a adição é fechada em B.
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.LyeB 
x,-iyeB:>x-(-x)eB:>x+yeB 
Os axiomas (i), (ii), (v) e (vi) são hereditários, isto é, valem emB pois valem em A.
I 
Observações 2.2.6 Vimos na prova da Proposição 2.2.5 que: 
1) Se Bé subanel de A, então OB =0A. 
2) Se Bé subanel de Ae b EB, então o simétrico de bé o mesmo em Ae B. 
Notação: Para indicar que B é subanel de A , usa-se a notação B S A. 
Exemplo 2.2.7 Se A é anel então {0} e A são subanéis de A. Isto é, {0} s A e A 5 A . 
Os subanéis {0} e A são chamados subanéis triviais. 
Exemplo 2.2.8 O conjunto 2.Z,, = {0, 2} é subanel de Z4 
õõzõz@¿} 
õ§zõz@¿} 
§§=õ€@¿} 
õ_§zI§z5z@§} 
2-0 = 2e{o,2} 
õ-õ = õ G {õ,§} 
2-2 = o E {o,2} 
Estudaremos agora os ideais, que são uma classe especial de subanéis. Os ideais 
serão necessários para o estudo de um anel quociente que faremos no próximo capitulo. 
Exemplo 2.2.9 O conjunto B = {Õ,š} não é subanel de Z4 . 
š§=ÍeB.
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Exemplo 2.2.10 Seja n e N, n >1. Lembre-se que n.Z : {n.x;x e Z} . Então n.Z SZ, e n.Z 
não tem unidade. 
Inicialmente vamos provar que n.Z S Z . 
Sejam u,v e n.Z . Então u = n.x e v = n.y, com x,yeZ. 
. u.v= nx.ny=n(xny)e n.Z . 
.u-v= nx-ny=n(x-y)e n.Z. 
Segue da Proposição 2.2.5 que n.Z S Z . 
Suponha que n.Z tem unidade u . 
uen.Z:>u=nx, xeZ. 
Como u é unidade, temos que 
u.n= n:>nx.n=n:>nx=1:>n =i1. 
Absurdo, pois n 2 2 . 
Portanto, nZ , n 22 , é subanel sem unidade. 
Em particular. 
2ZsZ 
3.ZSZ 
4.ZSZ 
5152 
Note que 4.Z S 2.Z , 6.Z S 2.Z , 6.Z S 3Z e 6.Z não é subanel de 4.Z(pois 61,;/4.Z). 
Proposição 2.2.11 n.Z Sm.Z c> m \ n. 
Demonstração: (:>) Mostrar que m \ n. 
Temos: n = n.1en.Z S m.Z. 
n=m.x,logo, m\n.
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(<:) Mostrar que n.Z g m.Z. 
Seja n.xen.Z. Como m\n, existe aeZta1 que m.a = ne n.x=m(ax) e m.Z. 
Segue da Proposição acima que para reconhecer os anéis que para conhecer os anéis m.Z que 
têm n.Z como subanel, basta conhecer os divisores de n. 
Exemplo 2.2.12
Z 
4 
2Z 
4Z 
8.Z 
Exemplo 2.2.13 Achar anéis m.Z que tem 6Zcomo subanel. 
6 = 2.3 =>divisores de 6 são 1, 2, 3 e 6. 
ÕZSZ, ÕZSZZ, 6ZS3Z e 6Zí6.Z. 
Exemplo 2.2.14 Zz = {Õ,l} não é subanel de Z3 = {Õ,l,2} , pois Zz ÃZ3 . 
õez,=›õ=o+2.z=2.z * 
0eZ3:>0-0+3.Z-3.Z 
Definição 2.2.15 Seja Aum anel. Um subconjunto I ç_A,I ¢ø,é ideal à esquerda de 
Aquando: 
.a,beI:>a-bel 
. aele reA:>r.aeI(A.I<;.I) 
Definição 2.2.16 Seja A um anel. Um subconjunto I C; A,I ¢ ø, é um ideal à direita de A 
quando: 
.a,beI:>a-bel
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. aeIereA3a.reI(I.AgI) 
Definição 2.2.17 Sejam A um anel e I g A,I ¢ ø . Se I é ideal à direita e à esquerda de A , 
dizemos que I é um ideal (ou ideal bilateral) de A. 
Observação 2.2.18 Se Aé anel comutativo, as definições de ideal à direita e à esquerda 
coincidem. Neste caso, falamos apenas de ideal. 
Comentário: Note que todo ideal à esquerda, à direita ou bilateral é mn subanel. 
Portanto, os ideais formam uma classe especial de subanéis. 
Seja I um ideal à esquerda de A. . Vamos verificar que I é subanel de A . 
Sejam a,b e I. Devemos provar que a-b GI e a.b GI. 
.abele Iéideal (:)a-bel. 
. beI,aeI_çA:>a.beI. 
Agora, seja I um ideal à direita de A. Vamos verificar que I é subanel de A . 
Sejam abel. Devemos provar que a-bele abel. 
. abele Iéideal :>a-bel. 
. aeI,beIgA:›a.beI. 
Exemplo 2.2.19 Subanel que não é ideal. Sabemos que Z é subanel de Q. 
No entanto, Z não é ideal de Q (nem à direita e nem à esquerda). 
Z Q Q 
Z não é ideal de Q 
Tome x = 1 e Z
l Í'-EGQ 
1 l 
. =-.1=- Z rx 
2 2% 
Exemplo 2.2.20 Se A é anel, então I = {0} e I = A são ideais de A . 
De fato para I = {0} temos:
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.0,0eI=>0-0=0eI 
.reA,0eI:>r.0=0eI 
0.r=0eI 
Para I =Atemos: 
. x,yeI:>x-yel 
xeI<;A,reA:>x.reIer.xeI 
Exemplo 2.2.21 Os ideais de Z são da forma nZ. Pela Proposição 4.1.1, seja I um 
subconjunto não vazio de Z. São equivalentes:
ç 
(a) I=nZ={nx;xeZ}, para algum neN. 
(b) Ié ideal de Z. 
(c) I é subanel de Z. 
A demonstração dessa Proposição pode ser encontrada em (ver [l], proposição 4.1.1., pg. 
104). 
2.Z é ideal de Z. 
33.Z é ideal de Z. 
Veremos agora exemplos de ideal à esquerda que não é ideal à direita, e vice-versa. 
Exemplo 2.2.22 É fácil ver que com as operações usuais de adição e multiplicação de 
matrizes que o conjunto A = M2 (R) é anel. Seja I = e A}. 
Então I é ideal à direita de A , mas não é ideal à esquerda. 
0 0 
. I ¢ ø, pois e I 
0 0 
u v .SejamX= el 
0 0 
r s Y: el 
(0 J
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u-r v-s X-Y= el 
0 O 
s' X " V 1 . = E “Jam 
0 0 
a b z=L d),zeA=M2(R) 
ZX: u v . a b : u.a+v.c u.b+vd ,X.ZeI 
0 0 c d O 0 
Logo Iéumidealàdireita do anel A=M2(lR).Agora 
l 1 
Tome X= el 
0 0 
1 1 Z= GA 
l 1 1 1 1 1 X.Z= . = EI 
1 1 0 0 l 1 
Portanto, I não é ideal àesquerda do anel A = M2
0 Exemplo 2.2.23 Sejam A = M2(1R)e J ={(u (Je A}. Então J é ideal à esquerda de Av 
mas não é ideal à direita. 
0 0 .J¢ø,pois eJ 
0 0 
u 0 r O .X= eJ,Y= eJ 
(V 0) (S 0) 
u-r 0 X~Y=( ás] v-s 0 
u 0 a b .X= eJ,Z= eA 
v 0 c d
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a b u O a.u + b.v O Z.X = . = E J 
c d v O c.u + d.v 0 
Logo J é ideal à esquerda de A . 
Agora vamos ver que J não é ideal à direita de A . 
10 11 .X= eJ,Z= eA (10) li J 
A 
1 0 1 1 1 1 X.Z = . = øJ 
1 0 1 1 1 1 
J não é ideal à direita de A. 
O próximo lema é uma ferramenta para produzir ideais. 
Lema 2.2.24 Sejam A um anel e x1,x2,...,x,, e A. Então 
(1) A.x1+A.x2+... +A.xn ='{a1.x, +a2.x2 +...+a,,.x,,;a,. eA, ie{1,...,n}}é ideal à esquerda de 
A . 
(2) x1.A+x2.A+...+x,,.A = {x1.a, +x2.a2 +...+x,,.a,,;a¡ e A,ie{l,...,n}} é ideal à direita de A. 
Demonstração: 
(1) Sejam u = al.x, +a2.x2 +.;.+a,,.x,, , v=b1.x, +b2.x2 +...+bn.x,, e A.x1 +A.x2 +...+A.xn e 
ae A. Note que Temos que a,,a2,...,an,b1,b2,...,b,, e A. 
.u-v =(a1 -b1)_x, +(a2 -b2).x2 +...+(a,, -b,,).x,, e A.x, +A.x2 +...+A.xn , pois 
a,.~b,.eA, i=1,2,...,n. 
.a.v = (a.a1).x, + (a.a2).x2 +. ..+(a.a,, ).x,, e A.x, +A.x2 +...+A.x" , pois aai e A, i=1,2,...,n . 
Portanto A.x, +A.x2 +...+A.x,, é ideal à esquerda de A. 
(2) É análoga à prova de (1).
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Como conseqüência do Lema 2.2.24, temos: 
Ax = {a.x;a e A} é ideal à esquerda de A .
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xA = {x.a;a e A} é ideal à direita de A . 
. A.x é chamado ideal principal à esquerda gerado por x. 
. x.A é chamado ideal principal à direita gerado por x. 
Exemplo 2.2.25 A = Z 4 = {Õ,l,2,š} 
624, i.24, 5.24.-z š2,, sâz ideais de 24. 
0.24 _ {o} , 2.24 _ {o,2} 
Í24 = 2,, 
, 
š.24 = {õ,i,š,š} = 2,, 
Definição 2.2.26 Sejam A um anel comutativo e P um ideal de A . 
Dizemosque Péideal primo de Aquando P¢Ae a,beAe a1›eP:>aePoubeP. 
Exemplo 2.2.27 A = Z, P = 2.Z 
P é ideal primo de A ? 
Se a,b EZ e a,be2.Z então ae2.Zou be2.Z? 
a.b = 2.k;k e Z 
2\a.b:>2\aou 2\b :>ae2.Z ou be2.Z. 
Logo 2.Z é ideal primo de Z _ 
Definição 2.2.28 Sejam A um anel comutativo e m um ideal de A . Dizemos que m é ideal 
maximal de A quando: 
i) m ¢ A ; 
ii) Se Jéidealde Ae m;JgA,então J=m ou J=A. 
Exemplo 2.2.29 Se p é um numero primo positivo então pZ é ideal maximal de Z. (ver [l], 
proposição 4.3.4, pg, 117) 
2.Z é ideal maximal de Z 
31.Zé ideal maximal de Z 
Exemplo 2.2.30 4.Z não é ideal maximal de Z
4Zg2ZgZ 
2.Z¢4.Z e 2Z¢Z 
Exemplo 2.2.31 51,, é ideal maximzú de 24. 
az, z{õ,§}¢z,, 
Seja Jum ideal de Z4 talque -2.Z4 QJQZ4 
Se J = 214 acabou! 
Se J¢2.Z4,então Íejou šeJ. 
.1eJ; 2Z,,gJ=>0,2eJ 
Í+Í+Í=šeJ 
Z4 ={õ,i,§,š} ‹_;J=›J=z4 
. šeJ, Õ,2eJ 
§+š+š=§=íeJ 
Z4 = {õ,i,§,š} _; J =› J = 2,, 
Teorema 2.2.32 Seja (K , +,.) anel comutativo com unidade. São equivalentes 
a) K é corpo; 
b) {0} é ideal maximal; 
c) K só tem ideais triviais. 
Demonstração: a) :> b)temos: 
. {0} ¢ K , por convenção. 
. Seja Jideal de Ktal que {0} glg K. 
Se J = {0} , acabou! 
Se J¢{0} , então existe xeJ, x¢ 0.
0¢xeJç_K, e Ké corpo :>Elx`l eKtalque x`1.x=l. 
Provar que K g J. 
Seja yeK . Então y.x"l eK. 
y_x"1eK,xeJe Jéideal :>y=y.x`1.xeJ. 
Logo, Kg J, é portanto J=K. 
Segue que{0} é ideal maximal. 
b) :> c) Seja J é ideal de K. 
{0} Q J g K. 
Como {0} é ideal maximal, temos que J = {0} ou J = K. 
c):>a) Seja 0¢xeK. 
Provar que existe y e K tal que x. y =1 . 
O ideal xK é não nulo, pois x¢ 0 .Segue-se da hipótese que xK =K 
le K = x.K:>l=.xzy,para algum yeK . 
Exemplo 2.2.33 K = ZS n = 5 primo. Então ZS é corpo. 
{Õ} é ideal maximal, os ideais triviais de ZS são {Õ} e ZS.
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3. ANEL QUOCIENTE E TEOREMA DO ISOMORFISMO 
O objetivo desse capitulo é o estudo de Anéis Quociente, onde a construção se dá 
através de um subanel especial, chamado ideal. 
Estudaremos também as funções entre anéis. Não podemos esquecer que um 
conjunto pode ou não ser anel, dependendo das operações definidas nesse conjunto. Isso leva 
a pensar que as fimções de interesse sobre os anéis são funções que preservam as operações 
de anéis, que são denominadas de homomorfismo de anéis. 
3.1 Anel Quociente 
A partir de um ideal I e do anel A , vamos construir um novo anel, chamado de anel 
quociente e denotado por 1;- . 
Definição 3.1.1 Sejam a,b eAe um ideal Ido anel A. Dizemos que a é congmente a b 
módulo I quando a diferença a-b está em I . ' 
Notação: a Eb(modI) ©a-b el. 
Proposição 3.1.2 A relação acima é tuna relação de equivalência em A . 
1) a Ea(mod I) - Propriedade Reflexiva. 
2) a Eb (mod I ) :> b E a (mod I) - Propriedade Simétrica. 
3) a Eb (mod I) e b E c (mod I) => a Ec (mod 1)- Propriedade Transitiva. 
Demonstração: (1) a -a =0eI :> a E a(mod I). 
(2) a Eb(modI) :›a-b el :> -(a-b)eI :> b-ae] :à b E a(modI). 
aEb(m'odI)=>a~beI 
(3) =>a-b+b-celsa-ceI:>aEc(modI). bEc(modI)::›b-cel
1 
Definição 3.1.3 A classe de equivalência do elemento a e A é o conjunto 
a={xeA;xEa(modI)}. 
xea‹::>xEa(modI)
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xea<:>x-aeI(x-a=ueIDx=a+u) 
xea¢$xea+I 
a=a+I 
%={a;a e A} é conjunto quociente de A módulo I . 
Proposição 3.1.4 Sejam I um ideal de anel A e a,b e A. 
a) a=I;<=> a Eb(modI) 
b) a=Ê ou ar\Ê=ø. 
qA=Uã 
aeA 
Demonstração. (a) (:)a ea =Ê :> a eš :> a Eb(mod I) 
(<:) Vamos provar que E g Ê. 
Seja u e a , isto é, u E a(mod I) e como congruência módulo I é relação transitiva, temos que 
u E b (mod I) . 
Portanto u e Êe então E g Ê. 
Para acabar a prova, vamos mostrar b g a. 
Seja u e b ,isto é, u Eb(modI). 
Por hipótese, a E b(mod I) e como a congruência módulo I é relação transitiva, temos que 
u E a(modI) . 
Logo, u eae então bg Z. 
(b) Se E r\Ê= ø nada temos para fazer. 
Suponha que existe z e E nã. 
Como z e avemos que z E a(modI Da mesma forma, z e Í; implica em z E b(mod I 
Pela transitividade da congruência módulo I segue que a E b (mod I), e pelo item (a) 
concluímos que a =Ê . 
(c) Queremos provar que A = U -a 
ae/1
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Como É C A para todo a e A , é claro que U E g A . Por outro lado, dado b e A sabemos que 
aeA 
b e b g U a , pois b é um dos conjuntos que estão sendo reunidos. 
aeA 
Logo, AgUa evale A=Ua. 
aeA aeA
I 
Exemplo 3.1.5 A = Z , I = 4.Z 
Á-‹›Ã..‹› 
1 '41 ' 
%={;;xeZ}, ;=x+4Z 
õ=o+4.z,í=1+4.z 
§=2+4.Z,š=3+4.z 
%i={o,1,2,3} =Z4 
Exemplo 3.1.6 A = Z , I = n.Z 
§z%z{õ,i,5,...,m} 
Exemplo 3.1.7 A = Z6 , I = 3.Z6 = {Õ, 
Determinar Í; 
§=š.Zí*56={x;xeZ6}, x=x+3.Z6 
o=o+{o,3}={o,3} 
ízí+{õ,§}={i,z}
l 
Ê=§+{õ,š} ={š,š} 
?=§Ê;={x;xe Z6} ={0,1,2} 
Objetivo: Definjr operações dentro desses conjtmtos quocientes de maneira conveniente para 
que esse conjunto quociente seja um anel.
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Vamos definir uma adição + e uma multiplicação _ em -Ê-, de forma que (fg-, +, seja 
um anel. ' 
Sejam E =a +I e Ê=b+I elementos de Defina: 
i) Ê+Ê=a+b 
ii) E5 zã 
Usando a notação para E =a +1 e Ê =b +1 , temos: 
.(a+I)+(b+I)=(a+b)+I 
.(a+I).(b+I)=a.b+I 
Vamos verificar as operações de adição e multiplicação em -Êestão bem definidas. 
Observamos que se trata de uma generalização do que fizemos para os anéis 
zn z 2.. 
n.Z 
Proposição 3.1.8 Sejam I um ideal de anel A e a,b,x, y e A. Se a E x(mod I) e 
b E y(mod I) , então: 
a) a+b E x+y(modI) 
b) a.b E x.y (mod I) 
Demonstração. (a) Devemos provar que a + b E x + y (mod I) , então: 
a=x(modI):>a-xe] 
b:y(modI):>b_yeI}:>a-x+b-ye]:>a+b-(x+y)eI:>a+bEx+y(modI). 
(b) Devemos mostrar que a.b E x.y(mod I) , então: 
aEx(modI):>a-xeI:>(a-x)beI:>ab-xbeI(*) 
bEy(m‹›‹1I):>b-yê1=>x(b-y)ê1=>xb-xye1(**) 
Agora de (*)e (**)temos: 
ab-xb+xb-xyeI:>ab-xyeI=>abExy(modI).
I
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Proposição 3.1.9 Sejam Ê,Í›_,;,;e% tais que 5:; e l;=;. Então E+Ê=;+; e 
Âš=1}. 
Demonstração: Como E = É e lÊ=; pelo item (a) da Proposição 2.1.4., temos: 
a E x(modI) 
b E y(modI)' 
Pela Proposição 3.1.8, temos: 
a+b = x+y(modI) 
a.b = x.y(modI) ~ 
Pelo item (a) da Proposição 3.1.4, temos: 
a+b=x+y e gb-=-E 
a+b=x+y e aJ›=x.y
I 
Teorema 3.1.10 Seja I um ideal do anel A . Então (Í-}1~,+,.) é um anel. 
Demonstração:
H 
i) ;+;=;+Íc 
;+;=x+y 
;+}=y+x 
š+}=}+š 
ii) §+(;+É)=(ÊÉ+;)+É 
_ ,_ _, _ ___. 
x+‹ y+z¡\=x+(y+z)
\ 
;+(;+Ê:\= x+(y+z) 
;+(;+;:r=(x+y)+z 
§+(;+Ê)=(x+y)+É 
_ _ _, _ _ _ 
x+(y+z¡=(x+y)+z 
únõ+š=š 
Õ+;=0+x=§+Õ=;+Õ=;
0+x=x+0:>0+x=x+0 
Õ é o elemento neutro da adição.
V 
iv) §+(-_x)=(-;)+§=Õ 
;+(-x)=x+(-x) =(-x)+x=(-x)+;= 0 
x+(-x)=(-x)+x=>x+(-x)=(-x)+x 
(Sc-)é o simétrico de Ê. 
v>;.(;.;)z(;.;).; 
3;.(;.;) z §.íy._z) 
;.(;;) z QW z 
z.(y.z)=(z.y).zz›@=¶ 
zz(;.;).; 
vi) ;.(;+;)z;.;+;.;e (;+;).;z;;+;.; 
x.(y+z)=x.y+x.z => x.(y+z) =x.y+x.z 
x.y+x.z = x.y+x.z = x.y+x.z 
aoutra é: 
(;+;).;z;+;.; 
(y+z).x=(y+z).x=(y+z).x=(y+z).x=y.x+z.x:>(y+z).x=y.x+zx 
y.x+z.x=_;Ê+Ã=;›.§+Ê.§ 
Definição 3.1.11 O anel {§,+, é chamado anel quociente de A por I _ 
Exemplos de Construção de Anel Quociente: 
Exemplo 3.1.12 A = Z,I = 4.Z 
§z¡%z{õ,í,§,§} zz., 
¿LÂZ={;;xeZ}, ;=x+4.Z
+ 
o_o+4.z,1_1+4z 
I2'=2+4.z, š=3+4z 
¿§z{õ,í;é,§}zz4
Õ Í 5 š Õ Í E š 
6
.
6 Í E š Õ Õ Õ Õ Õ
Í Í E š 6 Í 6 Í E š
E ° 5 š Õ Í E Õ E Õ E
š 
Exemplo 3.1.13 A = zé, 1 = šzó = {õ,š}
š 
Determinar ë
+ 
õzõ+{õ,§}={õ,§} 
ízí+{õ,§}z{í,z} 
šz§+{õ,§}z{§,§}
Õ 
ii-=§,.Z7°6{;;xe Z6}, ;=x+š.Z6
Í 5 
14-=_Zí°={x;xe Z6} ={0,l,2 1 316
É Í É 
5 Í› Í É
š 6
É
š
Í
E
É 
Í Í É Í› 
Í) 5 É É
Í Í) Í É
É É É Í Ê É Ê Í
Í
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Corolário 3.1.14 Sejam A um anel e I um ideal de A . 
1) Se A tem unidade 1 então o anel âtem unidade l. 
2) Se A é anel comutativo então o anel Í;-também é comutativo. 
Demonstração: (1) Devemos provar que ll = 1.; = É , Vx e A. 
šízfizfizíšzš 
(2) Sejam x, y e A . Mostrar que ic; = 
x.y = x.y = y.x = y.x 
A . . _ Logo -I- tambem e comutativo.
I 
Exemplo 3.1.15 Não vale a recíproca do item (1) do Corolário 3.1.14, isto é, existe anel sem 
unidade A e ideal I de A tal que 1;- tem unidade. Tomando 
A=2.z,1=ó.z,i4-=ÊÊ={õ,§,Z}. 
1 óz 
Logo, é anel com unidade Í , apesar de 2.Z não ter unidade. 
Exemplo 3.1.16 A recíproca do item (2) do Corolário 3.1.14 anterior também não vale. Por 
exemplo, A = M (R) não é comutativo e I = A temos que É = Õ . Logo, É-é comutativo 2 1 1 
apesar de A não ser comutativo. 
Teorema 3.1.17 Sejam A um anel comutativo com unidade e I um ideal de A, I ¢ A . 
Então: 
a) -Éé domínio <=> I é ideal primo de A . 
b) âé corpo <:> I é ideal maximal de A _ 
Demonstração: (a) (:>) Sejam a,b e A tais que a.b e I. 
Como O - a.b e I vem que 0 E a.b (mod I)e então Õ = E = 55 . Como äé don1ínio devemos 
ter ã=Õou 
Fazendo E = Õ , temos:
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ã=Õ:>aE0(m0dI):>a-0eI:>aeI 
Fazendo É = Õ , temos: 
š=õ=>bzo(m‹›dI)z›b-oé1z>bz1 
Portanto a e I ou b e I ,isto é, I é ideal primo de A. 
(<:) Como A é anel comutativo com unidade, segue do Corolário 3.1.14 parte (2) que -É-é 
anel comutativo com unidade. Falta provar que 1;-não tem divisores de zero. 
Sejam a,b e-Étais que a.b=0. Como 0=a.b temos ab e I , mas I é ideal primo e então 
aelou bel. 
Fazendoa e I , temos: 
zzê1=›zz-oe1=>¢z.=.o(m‹›à1)z›ã=õ. 
Fazendob e I , temos: 
beI:>b-0eI:>bE0(modI):>Ê=Õ. 
. , A , ,. Portanto a=0 ou b=0,1sto e,-I- edomlmo. 
(b) (2) Sejam Jum ideal de Atal que I QJQ A. Então existe a e Jtal que a ef I. Segue 
que 5:26, e como ã-é corpo, existe Êeétal que E.Ê=l. Isso leva a a.b-le I ,isto é, 
l=a.b+í, ieI<;J.Note que abeJpois aeJ. Como i,abeJtemos l=a.b+ieJ. 
Portanto J =Ae I é ideal máxima de A. 
(<:) Como A é anel comutativo com Lmidade, segue do Corolário 3.1.14 parte (1) que Í;-é 
. . A . 
anel comutativo com umdade. Falta provar que todo elemento não nulo de T tem inverso em
A 
I
. 
Seja ae-1;-,a¢O. Segue que aele então I§zI+a.AgA.Note que I+a.Aéideal 
de A . Desde que I é ideal maximal devemos ter I + a.A = A. Em particular le A = I + a.A e 
daí, l= i +a1› para i e I e b e A. Tomando classes módulo I na igualdade l= í +a.b temos
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- ° -- ' - -_ 
. , -, . - A , l=i+a.b. Mas iele então i=0. Logo a_b=l, isto e, beomverso de a. Portanto Y e 
corpo.
n 
Exemplo 3.1.18 Sabemos que se p é um numero primo então p.Z é ideal maximal de Z . 
Logo Zp = é corpo. 
Exemplo 3.1.19 Sabemos que se n não é um número primo então nZ não é ideal primo de 
Z . Logo Zn = -Ãnão é domínio. n Z 
3.2 Homomorfismos e Isomorfismos 
Definição 3.2.1 Sejam (A,+,.)e (B,*,A) anéis. Um homomorfismo de A em B é uma 
função f :A -› Btal que: 
i) f(a+b) =f(a)*f(b),Va,beA. 
ii) f(zz,b) = f(zz)A f(1›),vzz,béA. 
Definição 3.2.2 Um homomorfismo f :A -› A é chamado de endomorfismo. 
End (A) = { f :A -› A; f é h0momorfismo}. 
Definição 3.2.3 Um isomorfismo f :A -› A é chamado de automorfismo. 
Aut(A) ={ f :A -› A; f é isomorfismo} 
Exemplo 3.2.4 Sejam A e B anéis. Então f :A -› B , f (x) =0, é homomorfismo, chamado 
de homomorfismo nulo. 
Temos a,be A , então: 
f(a+b)=0=0+0=f(a)+f(b) 
f(a.b)=0=0.0=f(a).f(b) 
Exemplo 3.2.5 
. f:Z-~›R,f(x)=0 
.fzz[./š]-›z,,f(x)=õ 
. fz›z.z¬Mm(R),f(x)=(Ê
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Exemplo 3.2.6 Se A é um anel, então f :A -› A, f (x) =x, é um homomorfismo, chamado de 
homomorfismo identidade. 
Note que f é isomorfismo e, portanto, é automorfismo de A. 
Temos dx, ye A , então: 
f(X+y)=x+y=f(X)+f(y) 
f (X-y) = X-J' = f (X)-f (y) 
Exemplo 3.2.7 
Id:Z4 -›Z,, 
Id(;)=; 
1â(õ)=õ 
1d‹zí)=í 
1d(2)=2 
1d[š)=š 
Exemplo 3.2.8 Id z Z, -› 2,, Id(š) = Êz 
1d(õ)=õ 
1d(í)=í 
Exemplo 3.2.9 Se A é subanel de B, então f :A -›B, f (x)=x, é um homomorfismo, 
chamado homomorfismo inclusão. 
Exemplo 3.2.10 
. f:Z-›Q,f(x)=x 
.fzz-›z[\/Z],f(x)=x 
Exemplo 3.2.11 f z z -› Z, f(x) = -x , nâ‹› é homomorfismo. 
.abéz 
.f(a+b)=-(a+b)=-a-b = f(a)+f(b) 
- f(fl1›)= -(a1›)¢(-a)-(-b)= f (0)-f (b) 
zz =1e b = 2
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f(a.b) = -(12) = -2 
f (4)-f (b)=f (1)-f (2)=("1)-(-2)=2 
Como f (a.b) ¢ f (a). f (b) , então f não é homomorfismo. 
Exemplo 3.2.12 f : Zz -› Zz, f (x) = -x é homomorfismo. 
f = -É = 3; f é a função identidade, pois -Õ = Õ e -Í =Í 
Exemplo 3.2.13 f : Z, -› Z3, f = -Ê, não é homomorfismo. 
;zíe ;=§ (§+ízõ) 
f(1.í)=f(ã)=-ízí 
f (Í)-f (5)=(~`)-(-5)=5 
Logo f(í.š)¢ f(í)§f(š) 
Ezomplo 3.2.14 fzz[\/E]-›Z[\/E1, f(zz+1›\/Z)=zz-bi/Zé homomorfismo. Mais quo 
foAzzz(z[\/E1). 
x=o+b\/§,y=o+z1\/É 
. f(x+y)=f((o+o)+(b+â).\/5) 
f(x+y)=(zz+o)-(1›+d).\/E 
f(x+y)=(a-b\/¡Ê)+(o~d\/2) 
f(x+y)=f(a+b\/}š)+f(o+d\[¡Ê) 
f(›‹+›»)=f(›‹)+f(y) 
. f(z.y)= f((zz.o+ p1›â)+(zzd+z›o).\/3) 
f(x.y) = (oo+ pbâ)-(zzz1+b‹z).\/E 
f(x.y)=(zz-b\[¡Ê).(o-â\[¡§) 
f(x.y)=f(zz+b\/E).f(o+d`/IÊ) 
f (X-y) = f (X)-f (y) 
¡_¡
Proposição 3.2.15 Seja f :A -› B um homomorfismo. Então: 
21) f (0) =0; 
b) f(-H) =-f(¢1); 
0) f(a~b) =f(fl)~f(b); 
d) Se A e B são domínios, então f é 0 homomorfismo nulo ou f (1) =1 
e) se A e B Sâo corpos, emâo fé nula ou fé iojeúva. 
Demoosmçâoz(e) 0 = o + o 
f (0) = f (0+0) 
f‹‹›› = f‹‹››+ f‹‹›› 
f‹‹››~f‹‹›› = f‹‹››+f‹‹››-f‹‹›› 
0 = f (0)+ 0 
0 = f (0) 
f (0) = 0. 
(b) 0 = a + (-a) 
f‹‹›› e f‹f‹+‹-«ll 
Pelo item (a) lemos; 
‹›=f‹‹z›+f‹-a› 
f‹-‹z›=-f‹‹z› 
(°)f(a-5) = f(“+(-5)) 
f(“-b)=f(a)+f(-b) 
Pelo item (b), lemoez 
f(a~b)=f(fl)-f(b) 
(ll) 1 = 1.1 
f (1) = f (1.1) 
f (1) = f (1)-f (1) 
f(1)-f(1)-f(1) = 0 
sabendo que B é domínio, emâoz 
f(l) =0 011 f(1) =1 
se fu) zl, zeabool
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Assuma que f (1) =0. Devemos provar que f é homomorfismo nulo. 
Seja a e A , então: 
a=a1 
f (0) =f (0- 1) 
f (0) =f (0)-f (1) 
f(¢1) =f(a)-0 
f (0) =0 
Logo, f é homomorfismo nulo. 
(e) Sejam A e B corpos e suponhamos que f não é a função constante zero. Assim, pelo 
item anterior sabemos que f (1) = 1. Vamos provar que f é injetiva. De fato, se, x, y e A e 
f (x) = f (y) teremos, f (x- y) = 0. Suponhamos por absurdo que x ¢ y , então x- y ¢ Oe 
A corpo, isso nos diz que existe b e A tal que b.(x- y) =1 e daí segue que 
l= f(1)= f(b(x-y)) = f(b).f(x-y) = f(b).0 = O que é uma contradição. 
» 1 
Observação 3.2.16 
f :A -› Bhomomorfismo :> f(0,,) =0B 
f (OA ) ¢ OB :> f não é homomorfismo. 
Exemplo 3.2.17 Verifique se f :Z -› Z, f (x) = x +1, é homomorfismo. 
f (0) = 1 ¢ 0 
Logo f não é homomorfismo. 
Observação 3.2.18 
f (0) = O ,zš f é homomorfismo. 
Exemplo 3.2.19 f :Z -› Z, f (x) = 2.x 
f(0) = 0 
Porém, f não é homomorfismo 
f(l.2)=f(2)=4¢8=2.4=f(l).f(2) 
Proposição 3.2.20 Seja f :A -› B um homomorfismo de anéis. 
1) Se J é subanel de A então f (J ) é subanel de B. 
2) Se I é ideal de A então f(I)é ideal de f(A) =Im(f). 
Demonstração: (1) Temos 0 e J => f (0) e f (J) 2 f (J ) ¢ ø.
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Sejam x,yef(J).Devemos mostrar que x.yef(J)e x-yef(J). 
Como x,yef(J), existem, a,beJtais que f(a)=xe f(b)=y. 
MasJ é subanel eentão ab,a-beJ. 
Aplicando f temos f (ab), f (a-b)e f (J). 
Segue que 
X-y=f(a)-f(b)=f(‹11>)€f(J)<'= X-y=f(‹1)-f(b)=f(fl-b)€f(J)- 
Portanto f (J)é subanel de B. 
(2) 0eI:>f(0)ef(I):>f(I)¢ø. 
Sejam x,yef(I)e zef(A). Devemos provar que x-yef(I),zxef(I)e xzef(I). 
Como I é ideal, então I é subanel, segue de (1) que f (I ) é subanel. Isso garante que 
x -y e f (I ). 
Vamos mostrar apenas que xz e f (I ) , pois de forma análoga se prova que zx e f (I ) . 
Como xef(I)e z ef(A) , existem a ele c eA tais que f(a) =xe f(a) =z.Mas I é ideal 
de Aeentão a.ceI. 
Aplicando f temos f (a.c) e f (I ). 
Segue que x.z = f (a). f (c) = f (a.c) e f (I). 
Portanm f(J)é ideal de f(A). 
3.3 Núcleo e Imagem 
Seja f :A -› B um homomorfismo de anéis. Definimos: 
. núcleo (ou kemel) de f por N ( f) ={a e A; f (a) = 0} 
.imagem de ƒpor Im(f) ={ f(a);a eA} 
Teorema 3.3.1 Seja f :A -› B um homomorfismo. Então: 
a) hn( f ) é subanel de B. 
b) N(f) é ideal de A. 
c)-féinjetora©N(f)={0}. A 
Demonstração: (a) Como A é subanel de A e f (A) = Im( f ) então, pela Proposição 3.2.20 
(1), temos que Im( f ) é subanel de B. 
(b) Sejam x,yeN(f)e zeA. 
Devemos provar que:
- X-yGN(f); 
. zxeN(f); 
. xzeN(f) 
Como f (x) =Oe f (y) =0, aProposição 3.2.20 assegura que 
-f(x-y)=f(X)-f(y) 
f(x-y)=0-0 
f(x-y)=0=x-yEN(f)- 
- f (2x)=f (Z)-f (X) 
f(Zx)=f(2)-0 
f(zx)=0:>zxeN(f). 
- f (X2) =f (X)-f (Z) 
f (X2) = 0-f(Z) 
f(xz)=0:>xzeN(f). ~ 
c) (3) Pela Proposição 3.2.20 (a), temos: 
xEN(f)<=>f(x)=0 
x€N(f)©f(X)=f(0) 
xeN(f)<:>x=0 
(Ç) f(x) =f(y)=> f(x)-f(y) =0 
Pela Proposição 3.2.20 (c), temos: 
f(X)=f(y)=f(X-y)=0 
f‹x›=f‹y›=>×-yeN‹f›={‹›} 
f(x)=f(y)=>X~y=0=>X=y 
Logo, f »é injetora. 
Exemplo 3.3.2 
f:A-›B,f(x)=0 
N(f)=A<~= Im(f)={0} 
Exemplo 3.3.3 
f:A-›A,f(x)=x 
N(f)={o}e1m(f)=A
Exemplo 3.3.4 
fzz[\/E]-›z[./E],f(zz+b\/§)=zz-b./}§ 
N(f›={‹>}‹-= 1m(f›=Z[JE] 
Exemplo 3.3.5 
a O 
f:AXA-›M2(A),f(a,b)={0 À 
a0 
1m(f) = HO b);zz,z› G A} g M, (A) 
N(f)=? 
‹‹z›f››eN‹f›«z›f‹«z1››={§ 
Ê] 
‹‹z,1››e~‹f›‹=›(§ ÊHÊ, 2] 
(zz,b)êN(f)¢>zz=o z b=o 
(a,b)eN(f)<=>(a,b)=(0,0) 
N( f) = {(o,o)} => f é injzmra. 
Exemplú 3.3.6 
fzz-›z,,,f(x)=š 
N(f)=? 
›zéN‹íf:›‹=›f‹›‹›=õ 
xeN(f]›<:>Íc=Õ 
xeN(f)<=>xz0(modn) 
xeN(f]›<:›n\x 
xeN(f:›<=>xenZ 
N(f)=nZ
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3.4 Teorema do Isomorfismo 
Seja f :A -› B um homomorfismo. Então -]-\%f-)- = Im( f ) . 
Demonstração: Já vimos no Teorema 3.3.1 que a Im( f ) é subanel de B e que N (f) é ideal 
A. Desde que Im(f) é subanel de B, temos em particular que Im( f ) é um anel. 
Portanto, ça:-16% -›== Im( f ),ço(ã) = f (a) , é uma correspondência entre anéis. 
A ~ . , . ~ No entanto, os elementos de É sao classes de equlvalencla, e entao devemos propor que 
qmão depende da escolha dos representantes das classes. Isto é, devemos mostrar que se 
E =Ê em -]7Ê3então ¢(Í) =¢(Í).
' 
Temos que 2:5 éomesmo que a-beN(f),edaí 0=f(a-b)=f(a)-f(b)=‹p(.c;)-q›(Ê). 
Logo ço(a) =¢(b) e gv está bem definida. Agora vamos ver que ¢› é homomorfismo. 
Sejam 2,5 e -li-e lembre que a,b e A e f é homomorfismo. N (f) 
Então, temos: 
¢(;+z)z¢(m) 
¢(ã+Ê) =f(a +b) 
¢›{ã+zÊ)=f(zz1›+f(z›) 
¢(;+z)z¢(;)+¢(z)z 
¢(5~3)=¢(ä) 
=f(ab) 
«›(ãz2) =f‹«›.f‹1›› 
¢*ÊÍ3) =¢(5)-<"(¡°) 
Segue que ¢› é homomorfismo. 
Para ver que ‹p é sobrejetor, tome y e Então y = f (ça) , para x E A.
Desde que Ê e íãlñ e ¢(}-Ê) = f (x) = y , concluímos que ço é sobrejetora 
Falta ver que q› é injetora. Faremos isso mostrando que N (ça) ={0}. 
Temos: 
ÃeN(¢›)<:>ço(§)=0<:>f(u)=0<:> 
zzeN(f)¢>u-oeN(f)¢›E=õ. 
Portanto (0 : %f) 
-› Im( f ), ¢(a) = f (a) é isomorfismo de anéis. 
Exemplo 3.4.1 f z zxz -› Z, f(x, y) = x 
fé homomorfismo. 
-f((×1›y1)+(×z›yz))=f(×1+×z›y1 +yz) 
f((>w1)+(×z››fz))=×1+xz 
f((x,›y1)+(xz›yz))= f(x‹›y1)+f(xz›yz) 
- f ((×1›y1)-(×z›yz))=f (×1›×z››«~yz) 
f ((×1››'z)-(>°z›yz))=×i-×z 
f((>w1)-(×z›yz))= f(×1›y1)-f(×z›yz) 
.Im(f)=Ze 
hN(f)=? 
(×›y)€N(f)<=>f(×››')=0 
(x,y)zN(f)¢>x=o 
N(f) = {o}Xz 
zXz~Z {qXz` 
Exemplo 3.4.2 f : 4.Z-› Zé, f (x) - x 
É fácil ver que f é homomorfismo: a = 4.x, b = 4.y, x, y e Z. 
. f(a+b) = f(4.x+4.y) 
f(a+b) = 4.x+4.y
f(a+b)=4.x+4.y 
ƒ(a+b)=f(4.x)+f(4.y) 
f(«+b)= f(~)+f(b) 
. f(a1›) = f(4,x.4.y) 
f(‹‹1›) = 
f(«~b) = 
f (a.b) = f (4.x). f(4.y) 
f (ff-b) = f (fl)~f (b)
~ 
vamos provar que 1m( f) z {õ,šÃ} zz 6 1m(‹,›) <.-› zz z f(4z), x 6 z 
Temos 3 possibiliâzdesz x = 3.k, x = sk +1 ou x = 3.k + 2. 
.x=3k=›u=¡(4zy=f02k)=ííš=õ 
.x=3k+1=>u=ƒ(4xy=f@2k+4)=EííIZ=Z 
_x=3k+2=›u=ƒ(¢xy=f02k+x)=íííIš=š 
Portanto, u e Im (f) se, e somente se, u e {O, 2, 4}. 
Vamos provar que N ( f ) = 12Z. 
4.keN 
4.keN 
4.keN 
4.keN 
4.keN 
4.keN 
4.keN
4
I 
(f)<:›f(4.k)-0 
‹:f)<::›4.k-0 
[f]›<z›ó\4.k 
(f 
Ifi 
]›<z›3\2.k 
›<::3\k 
i¢>k=3.u 
l{f1›<:> 4.k E 0(mod6) 
(fl 
v=4keN(f)<:>v=12.u<=>ve12Z 
Pelo Teorema do Isomorfismo temos: 
%z{õ,§,z}
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4 ANEL DE POLINOMIOS E ALGORITMO DA DIVISÃO 
Estudamos anteriormente algims anéis especiais, entre os quais os anéis Z,,_ Agora 
estudaremos anéis de polinômios, onde a partir do anel A defmiremos o anel AÍX] , formado 
pelos polinômios na indeterminada x, com coeficientes em A. Observaremos que a melhor 
estrutura algébrica para A [X]é domínio, e que isso ocorre exatamente quando A é domínio ou 
corpo. Trabalharemos o algoritmo de Euclides e sua relação com raízes de polinômios. 
4.1 Anel de Polinômios 
Definição 4.1.1 Seja A um anel. Um polinômio sobre A na indeterminada (ou variável) x , é 
uma expressão da forma: ` 
ao +a¡.x+a2.x2 +...onde ao e A,`v'ie N, e existe n e Ntal que ao =0, para j > n. 
Notação: p(x) = ao + a1.x + a2.x2 + ...+ a,,.x” 
Quando an ¢ O dizemos que p(x)tem grau n , e denotamos isso por: 
Õ(P (×)) = " 
Neste caso, an é o coeficiente dominante de p(x). 
Um polinômio p (x) = ao + ao .x + + a,,_o.x"" + x" é chamado polinômio mônico. 
Notação: Seja A um anel. O conjunto de todos os polinômios em x , sobre A , é denotado por 
A [x] . 
A[x] = {ao +a1.x+...+a,,x";n e N,a,. e A} 
Note que A g A[x]. 
Exemplos 4.1.2 
. p(x) =l+5.x3 +2.x4 e Z[x] 
Õ(P(x))=4 
.p(x)=l+xeZ[x] 
@(P(×))=1 
.p(x)=7ê z[x]
@(P(×)) = 0 
. p (x) = Onão tem grau. 
. p(x) = 1 +5.x3 + 2.x4 + 0.x5 
Õ(P(x))=4 
. p(x)= 5-3.x+2.x2 +0.x3 +3.x4 +0.x5 +... 
p(x) = 5 -3.x+2.x2 +3.x“ 
õ(p = 4 , coeficiente dominante é 3. 
. p(x)=1é mônico 
. p(x) = 7não é mônico. 
Sejam p(x) = ao +a,.x+...e A[x] e q(x) = bo +b,Jc+...e A[x]. 
p(x)==q(x)<:;› a, =b,.,VieN. 
Em A [x] , definimos as operações: 
.p(x)+q(x)=(a0 +b0)+(a, +b1).x+...e A[x] 
.p(x).q(x) = co +c,.x+c2.x+...e A[x] 
Com 
co zaobo 
c,=aO.b1+a¡b0 
cz = aobz +a11›1+a2J›0 
cs = a,,b3 +a1J›2 +a2.b1+a3bo 
ck =a0.bk +a¡.bk_¡ +...+a,,.b0 = Z aibj 
i+j=k 
Note que estes são as operações usuais de adição e multiplicação de polinômios 
Exemplo 4.1.3 
.p(x) = 2+x+2.x2,q(x) =1+3.x+x2 
. p(x).q(x) = 2+(6+l).x+(2+3+2).x2 +(l+6).x3 +2.x4 
p(x).q (x) = 2 +7.x+7.x2 + 7.x3 + 2.x4 
Teorema 4.1.4 Seja A um anel. Então:
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1) A[x]é um anel. 
2) Se A é comutativo, então A [x] é comutativo. 
3) Se A tem unidade 1, então A[x]tem unidade g(x)=1. 
4) Se A é domínio então A [x] é domínio. 
Demonstração: (1) Sejam 
p(x) = ao +a1.x+a2.x2 +... e A[x] 
q(x) = bo +b,.x+b2.x2 +... e A[x] 
r(x) = co +co.x+co,x2 +... e A[x] 
Vamos verificar os 6 axiomas de anel. 
1) P(×)+f1(×) = ‹1(×)+P(×) 
p(x)+q(x) =(ao +bo)+(a, +bo).x+(a2 +bo).x2 +... 
p(x)+q(x)=(bo +ao)+(bo +ao)_x+(b2 +ao).x2 +... 
P(×)+f1(×)=f1(×)+P(×) 
ii) ‹íp(x)+q(x))+ rwíx) = p(x) +(q(x)+r(x)) 
‹:p(x)+q(x):›+r(x) = ((ao +bo)+(a, +bo).x+...)+co +c,.x+... 
+
+ 
/-` 
‹íp(x:›+q(x):›+r(x:|=«ao +bo)+co) ((ao +b1)+co).x+... 
‹íp(x)+q(x):›+r(x) = (ao +(bo +co)) ao +(b, +co)).x+... 
|íplíx:|+q(x):›+r(x]› = (ao +ao.x+...)+(bo +co)+(b1+c1).x+... 
‹:plíx:›+q(x):›+r(x:l = p(x) +(q (x)+r(x)) 
iii) p(x)+t(x) = t(x)+p(x) = p(x) , para algum t(x) e A[x], t(x) = Oé o elemento neutro 
De fato, 
t(x) = 0+0.x+().x2 +... 
p(x)+t(x) =(ao +0)+(ao +0).x+(a2 +0).x2 +... 
p(x)+t(x)=(0+ao)+(0+ao),x+(0+a2).x2 +... 
p(x)+t(x) = ao +a,.x+a,.x2 +... 
P(×)+f(×)=P(×) 
iv) P(×) + (-P(×)) = (-P(×))+ P(×) = 0
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-p(x) z -ao ¬zl.x~zz,.x2 -...é sâmélúco de p(x) 
_ p(x)+(-p(x))=(zz,,-¢zo)+(zz1¬z,).x+(a,-zz,).x2+... 
p(x)+(-p(x))=(-ao+a(,)+(~zz1+zz1).x+(-az+zz,)_z2+... 
p(x)+(-p(x))=o+o.x+o.×2 +...=o 
V) 1›(x)(‹1(×)-f(×))=(P(×)-‹1(×))-f(×) 
q(x).r(x) = do +d1.x+d2.x2 +..., dl = Z b¡.c, 
j+t=i 
p(x)(q (x).r(x)) = eo +e¡.x+e2.x2 +... 
e, = Z a J. .d, 
¡'+¡=i 
p(x).q (x) = lo +l,.x +l2.x2 +... 
l,~= Z ajb, 
j+r=i 
(p (x).q (x)).r (x) = mo +ml.x+ m2.x2 +... 
m,. = Z l¡.c, 
j+f=r 
Provar que ei = m,.,Vi e N . 
Tome então i e N , daí 
ei = Z a J. .d, 
j+.r=i 
e,. = Z a¡.{ Z bwcfl) 
j+1=i a+fi=z ` 
e,.= Z a¡.(ba.c¡,) 
j+a+B=i 
e,.= E (a¡J)a).c¡, 
j+a+fl=i 
e, = 2 
( 
2 a¡J›a¶.c¡, 
n+,6=i j+a=n 
e, = Z l,,.c¡, 
n+fl=i 
e,. =m¡ 
vi) Faremos a distributividade à esquerda. Queremos mostrar que 
p(x)(q (x) + r(x)) = p(x).q (x) + p(x).r (x).
Escrevendo p (x)(q (x) + r = uk, + uk .x + u2.x2 + 
u, = Z a,..(b, +c,) 
¡'+:=i ~ 
p(x).q(x) = lo +lk.x +l2.x2 +... 
1,. 
= Z akb, 
j+1=i 
p(x).r(x) = vo +vk.x+v2.x2 +... 
vi = Z a,..c, 
j+z=i 
Devemos mostrar que uk. = l, + v,.,Vi e N . 
Para ie N temos: 
uk = Z a¡.(b, +c,) 
j+‹=i 
u, = Z (a¡.b, +aj.c,) 
j+:=¡ 
u, = 2 a¡.b, + 2 a¡.c, 
j+:=i j+1=i 
uk = l,. + vk 
Agora falta mostrar que (q (x) + r (x)).p(x) = q (x).p (x) + r (x) .p (x 
(q(x)+r(x)).p(x)=m0+mk.x+m2.x2 +...
Ú 
mk = Z (bj. +c¡).a,. 
i+j=k 
q(x).p(x) = no +nk.x+n2.x2 +... 
nk = Z b¡.a,. 
i+j=k 
r(x).p(x) = to +tk.x+t2.x2 +... 
tk = 2 c,..a,. 
i+j=k 
Para acabar devemos provar que mk = nk +tk,Vk e N . 
mk = Z (b¡.+cj).a,. 
i+j=k 
mk = Z (bfak. +c¡.a,.) 
i+j=k 
mk = 2 b¡.a,.+ Z cja, 
i+j=k i+j=k
62 
Como A[x] satisfaz os 6 axiomas de anel , temos que A[x]é um anel. 
`« 
\_ - 
(2) Sejam p(x) = ao +ao.x+...e A[x] e q(x) = bo +bo.x+...e A[x]. Escrevendo 
p(x).q(x) =lo +l,.x+l2.x2 +... 
1,. 
= Z ajb, 
j+l=i 
q(x).p(x) = wo +w¡.x+w2_x2 +... 
w, = Z b,.a¡ 
j+1=¡ 
Devemos provar que ll = w1,Vi e N . Por hipótese, o anel A é comutativo, e então para cada 
ie Ntemos li = Z all), = E b,.a¡ = wo. 
j+x=z' j+1=1 
(3) Seja p(x) = ao + ao.x + a2.x2 + e A[x] . Escreva g(x) = 1 como 
g(x)=bo +b,.x+b2.x2 +..., onde bo =le b, =O para t 21. 
Escrevendo p(x).g (x) = co + co .x + c2.x2 +... 
c, = Z a¡..b, , devemos provar que ci = a,.,\/i e N , então teremos p(x).g (x) = p(x) . 
j+:=¡ 
Para ie N , note que a única forma das parcelas do somatório Z ajb, serem não nulas é 
j+t=i 
quando t = 0 . Assim, 
cf = Z af "br 
j+|=f 
cf = Z afbfl 
j+0=|' 
cf=Zaf 
_¡ r 
c,. = a, 
De forma análoga prova-se que g(x). p (x) = p(x). Portanto, g(x)=1é a unidade do anel 
A [x] . 
(4) Como A é domínio, temos que A é anel comutativo, com unidade e sem divisores de zero. 
Segue dos itens (2) e (3), que A [x]também é anel comutativo com unidade. Falta provar que 
A[x]não tem divisores de zero. Faremos esta prova por absurdo, isto é, vamos supor que
63 
A [x]tenha divisores de zero. Então existem p(x),q(x) e A[x] , p (x) ¢ O , q(x) ¢ 0 , tais que 
p(x).q(x)=0. Escrevendo p(x)=a0 +a¡.x+a2.x2 +..., q(x)=b0 +b,.x+b,.x2 +... , e 
lembrando que estes polinômios são não nulos, existem m, n e N tais que 
p(x)=ao +a1Jc+...+am.x'",am ¢ Oe q(x) = bo +b1.x+...+b,,.x",b,, ¢ 0. Desde que: 
0 = p(x).q(x) = co +c,.x+c2.x2 +... 
c,. = Z a I. .b, 
j+r=i 
temos que c,. = 0,`v'í e N . Em particular, cm, = 0,. Mas 
O Z cn+m 
o= 2 zz,..b, 
j+t=n+m 
O = ao bmm + al .b,,+m_1 + + am_¡bn+1 + am .bn + am+1b,,_1 + + an”, .bo 
0=amb,,(pois bi =0para j>ne al. =Opara j>m). 
Isso contradiz o fato de A ser domínio. Portanto, A [x]não tem divisores de zero.
1 
Observação 4.1.5 A é subanel de A[x]. 
A;Ap] 
zzeA=zz=p(x)eA[x]. 
Exemplos 4.1.6 
Z [x] é domínio, pois Z é domínio. 
. n.Z [x] é anel comutativo, pois n.Z é anel comutativo, 
A = 21 
A = 2.2 [x] 
1+ 4.x ¢ 2.z[x] 
6+ 4.x e 2.z[x] 
. é domínio, pois QI:\/šilé domínio 
. Zp [x]é domínio 
. Zn [x] é anel comutativo com unidade
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_ R[x]é domínio 
. <C[x]é domínio 
Exemplo 4.1.7 
.p(x) =§.x3 +x2 -x+§eZ4 [x] e q(x) ==§x3 +§.x2 +Í eZ,, [x] 
.......3__2__. __ 
p(x)+q(x)=(2+2).x +(l+3).x +(-l+0).x+(3+l) 
p(x)+q(x) = -l.x 
p(x) +q(x) = š.x 
Exemplo 4.1.8 
p(x) = 2.x° e Z, [x] e q(x) = 4.x3 e Z. [x] 
p(x).q (x) = (:Í.4).x9 
P(×) ~‹1(×) = Õ 
A melhor estrutura algébrica para A[x] é domínio. De fato, A[x] nunca é corpo, pois o 
polinômio p(x) = x e A[x] não é inversível. 
Se p(x) = x fosse inversível, existiria q (x) = ao + a1_x + + a,,.x” e A[x] tal que 
1 = p (x) .q (x) 
1= a0.x + a,.x2 + ...+ a,,.x”“ 
1 = 0 . Absurdo. ' 
Proposição 4.1.9 Se A é domínio então os elementos inversíveis de A e de A[x] coincidem, 
isto é, U(A) = U(A[x]). 
Demonstração: (Ver [2], Proposição 1.1.2, pg 27).
I 
Exemplo 4.1.10 
U‹Z[»1›=U‹z›={¢1} 
U(R[zz])= U(R)=1R' 
U(z,,[x])=U(z,,) zzp'
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4.2 Algoritmo da Divisão 
Teorema 4.2.1 Sejam K um colpo, f (x), g(x) e K [x] e g(x) ¢ 0. Então existem únicos 
f(x),r(x) ê K[x] tais que f(x) = g(x).q(x)+r(x), com f(x) = oou a(r(x)) < â(g(x)). 
oemoosooeâoz se f(x) z ozome o(x) z f(x) z o. 
Podemos odmâúe f(x) ee o, e oozoo g(x) ee 0, esoeevemos 
f(x) = ao +a,.x+...+a,,.x", ô(f(x)) = n 
g(x) = bo +b,.x+...+b,,,.x"' , õ(g(x)) = m 
1° caso; ô(f(x)) < õ(g(x)) 
Tome q(s) z oe f(x) =f(x). 
2°Ce‹›= õ‹f‹›‹››zõ‹s‹›‹›› 
vemos user o segundo Púooípio de Iudueâo sobre fz = õ(f(x)). 
se n=o,emâo f(x)=ao eK 
O = n 
0 = @(f(›‹)) 2 Õ(g(x)) => 
::> â(g(x)) = O => 
=> g(x) = bo e K 
como o ze g(x) = bo e K,¢emos que bo~1e K. 
Tome q (x) = bo'1.ao e r (x) = 0 . É claro que 
f(x) = oo = bo (bo'*.zzo)+ 0 
f(x) = g(x).q(x)+r(x), com r(x) = 0. 
Agora eousideramos n z 1e nossa hipótese de indução éz “se h(x) e K[x], b(x) se o e 
â(h(x)) < fz, existem oo (sz), fo (ze) e 1<[z] eoâs que h(x) z g(s).o, (x)+ ro (ze), oom 
ro (sz) = oou ô(ro (x)) < ô(g(x))”. 
Agora eousidefe o polioômio b(x) = f(x) -(o,,b,;1oe"-f" ) g(x). (*) 
Se h(x) = 0 , então f(x) = g(x).q(x)+ r(x), com r(x) = 0 e q(x) = a,,b,;;x"""
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Se h(x) ¢ O , podemos calcular seu grau. E pela escolha de h(x) temos õ(h(x)) < n . Usando 
a hipótese de indução obtemos q, (x), r1(x)e K [x] tais que h(x) = g(x).q1(x)+rl (x) , com 
f1(×.) = 0011 Õ('1(×))< Õ(g(x))‹ 
Substituindo em (*) e isolando f (x) , vem que 
f(x) = g (x)(q, (x) + an .bm".x""" )+ rl (x). 
Chame q(x) = g(x).q (x)+ r(x) , com r(x) = O ou â(r(x)) < õ(g(x)). 
Isso prova a existência de q (x) e r (x) como enunciado. Resta verificar a unicidade. 
~ "" 
Sejam q(x), q(x), r(x), reK[x] tais que 
f(x)=g(x).q(x)+r(x), com r(x)= Oou õ(r(x))< õ(g(x)) 
~ ~ ~ ~ 
f(x) = g(x).q(x)+r(x), com r(x) = Oou õ(r(x)) < ô(g(x)). 
Temos agora a igualdade -f1(x)) = Í'(x) -r(x) 
1 ~ ~ ~ 
Suponha q(x) ¢ q(x). Então q(x)-q(x) ¢ 0 e r(x) -r(x) ¢ O .Logo, 
õ‹g‹›‹››fl@((‹z‹›‹›-ã‹›‹›)-zg‹›‹›)=õ(;‹›z›-f‹›‹›)<@‹g‹›z››z 
Essa contradição diz que não podemos supor q(x)¢‹}(x). Portanto, q(x)=ã(x). A 
igualdade = ;(x)-r(x) fica 0 =1:(x)-r(x) .
~ 
Isso assegura que r (x) = r(x).
I 
Teorema 4.2.2 Seja A um anel comutativo com unidade. Dados 
f(x),g(x) e A[x],g(x) = bo +b,.x+...+b,,,.x"' com bm e U(A) , existem únicos q(x) , 
r(x) e A[x]tais que f(x) = g(x).q(x)+r(x) , com r(x) = 0 ou ô(r(x)) < ô(g(x)). 
Demonstração: Para provar a existência de q (x) , 1-(x) e A [x] , procedemos da mesma 
maneira como fizemos na prova do Teorema 4.2.1. 
Vamos mostrar a unicidade. 
Sejam q(x), §(x), r(x), ;(x)eA[x]tais que 
ƒ(x)= g(x).q(x)+r(x), com r(x)=0ou õ(r(x))<ô(g(x))
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f(x) = g(x).¢}(x)+;(x), com ;(x) = Oou õ(;(x)) < õ(g(x)). 
Isso fomece a igualdade 
80°)-(fI(×)¬Í(x))=;(x)-'(x)- 
Suponha q(x)-(Hx) ¢ O. 
Afirmação: g(x).(q(x)-‹}(x)) ¢ Oe â(g(x).(q(x) 2 ô(g . 
Escreva q(x)-¢}(x) = co +c,.x+...+c,.x' , com c, ¢ 0 . 
Se g(x).(q(x)-Í1(x)) = O vem que b,,,.c, = 0, daí, bnflbm c = 0 que leva à contradição
~ 
c = 0. Logo, g(x).(q(x)-q(x)) ¢ 0. 
Desde que bm.c, ¢ 0 , temos: 
õ(g(x).(q(x)-‹}(x))) = m +1 2 õ(g(x)). 
Da afirmação acima podemos concluir que r (x) ¢ O e ;(x) ¢ 0. _ 
De fato, se r(x) = 0 , então g(x).(q(x)-q(x))=;(x). Olhando para o grau, chegamos ao 
absurdo õ(g(x)) 5 ô(g(x).(q(x) = ô(;(x)) < â(g(x)) . 
Assim, r(x)¢ 0, e analogamente ;'(x) ¢0. Isso garante que podemos falar em ô(r (x))e
. 
Finalmente, 
õ(g(x))5â(g(x).(z,(x)¬}(x)))zâ(;(z)-r(x))5mâx{õ(;(z)),õ(r(x))} <â(g(x))A 
contradição acima mostra que não podemos ter q(x) - Í] (x) ¢ 0 . 
Portanto, q(x) = e conseqüentemente r (x) = ;(x) .
I 
Exemplo 4.2.3 f(x) = 4.x3 +6 xz +4.x+3 e R[x] g(x) = 2.x2 +x+1e ]R[x]
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4.x3 +6.x2 +4.x+3 |2.x2 +x+l 
-(4.x3 +2.x2 +2.x) 2.x+2 
4.x2 +4.x + 3 
-(4.×2 +4,x+3)
l 
q(x)=2_x+2e r(x)=1 
4.x3 +ó.x2 +4.x+3 =(2,x2 +x+1).(2_›z+1)+1 
õ‹f‹›‹››= ‹› < õ‹g‹›‹››= 2 
Exemplo 4.2.4 f(x) = 413 +ó.x2 +4z+3 e z[x], g(x) = 3.x +7 Q z[x] e 3 não é inversível 
em Z . 
4.x3 +6.x2 +4.x+3|3.x+7 
.xz
3 
šxz e Z[x] 
Não é possível dividir f (x) por g(x) em Z[x]. 
Exemplo 4.2.5 f(x) = 4.x3 + 6.x2 + 4Jc+3 e Z[x] g(x) = xz + x+ 2 e Z[x] 
4.x3 +6.x2 +4.x+3 |x2 +x+2 
-(4.x3 +2.x2 +s.x) 4.x+ 2 
4.x2 +4.x+3 
-(4.x2 + 4.x+3) 
-6.x-l 
q(x)=4.x+2 r(x)=-6.x-1 
4.x3 +6.x2 +4.x+3 =(x2 +x+2).(4.x+2)+(-6.x-1) 
Õ(r(x)) =1 < õ(g(x)) = 2 
Proposição 4.2.6 Sejam A um anel comutativo com unidade, a e Ae f (x) e A [x] . Então 
existe q (x) e A [x] tal que 
f(×)=(×-fl)-‹1(x)+f(a)
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Demonsú-açâoz 
f(×)e Alf] 
g(x)zx-a 
f(x)=(x-a ›.q(x)+›~(x) 
,~(x)=‹›0u z(x))<1.L0g0r(z)=1›eA. 
f(x)=(x-a ›.q(x)+b 
f(›f)=(›f-‹13›.‹z(‹1)+b=>1›=f(‹›‹) 
f (›‹)=(×-‹1Z›-‹z(›‹)+f(‹1) 
Q)
1 
/A 
u
z
e
1 
Corolário (D'Alembert) 4.2.7 Sejam A um anel comutativo com unidade, a e A e 
f (x) e A[x]. São equivalentes: 
i) aéraizde f(x). 
ii) (x-a)\ 
Demonstração: (i) :>(ii) De acordo com a Proposição 4.2.6, existe q(x) e A[x] tal que 
f(x) = (X-“)~f1(×)+f(“)~ 
Como a é raiz de f(x) , temos f(a) = 0. Segue que (x-a)\f(x). 
(ii) :>(i) Por hipótese, existe q(x) e A[x] tal que f (x) = (x -a).q (x) . Avaliando f (x) em 
a,temos f(a)=(a-a).q(a)=0.
A 
Logo a é raiz de f (x) .
I 
Exemplo 4.2.8 
Determine o resto da divisão de f(x) = 2.x* -xa +x2 - 2.x-3por g(x) = (x-1) , em Z[x]. 
f(x) = (x-l).q(x)+f(l)o resto é f(l) = -3 . 
Exemplo 4.2.9 
Determine k e Z tal que f (x) = x'° + k.x2 + 2.x-8 seja divisível por g(x) = x+ 2 , em Z [x] . 
-2 deve ser raiz de f (x) 
o = f(-2) 
0 =l6+4.ÍC-4-8
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0=4+4.k=> 
k=-1 
Exemplo 4.2.10 
Determinar a,beZtais que g1(x)=x+1e g2(x)=x+2dividam 
f(x) = 2_x3 +a.x2 +b.x+2 
gl(x)\f(x)<=>f(-l)=0::›-2+a-b+2=0 
g2(x)\f(x)<:>f(-2)=o=>-1ó+4.zz-21›+2=o - 
{a 
- b = O :> a = b 
4a.-2JJ=14:> 4.a-2.a=l4:>a=7eb=7 
Exemplo 4.2.11 
Dividindo f (x) por (x -3) temos resto 6. 
Dividindo f (x) por (x - 5) temos resto 8. 
calcule 0 resto da divisão de f(x)p‹›r (x-3).(×-5) 
f(3)=ó,f(5)=s 
f(x)=(x-3).q(x)+r(x),r(x)=0ou õ(r(x))<2 
r(x)=a.x+b 
f(x)=(x-3).(x-5).q(x)+(a.x+b) 
3.a+b = 6.(-1)3 6= 3:3. b _ = f() a+ :> {3a+b 6:> {5.a+b=8 
8= 5=5. b 5- b=3 _í-""'“ f() a+ a+ 2.a=2:>a=1 
:>3+b=6:>b=3. Portanto r(x)=x+3. 
Definição 4.2.12 Sejam Aum anel comutativo com unidade e a e Auma raiz 
de f (x) e A[x], f (x) ¢ 0. Dizemos que a é uma raiz de multiplicidade r, r e N' , quando 
f(x)=(x-a)'q(x) , com q(x)e A[x], q(a)¢ 0 . 
Note que a é raiz de multiplicidade r quando (x-a)' \ f (x) e (x-a)'+l Xf 
Exemplo 4.2.13 
Determinar a multiplicidade da raiz 2 do polinômio f (x) = x4 + x3 - 3.x2 ~ 5.x - 2 . 
f(x)=(x-2).(x3+3.x2+3.x+1) e q(x)=x3 +3.x2 +3.x+l
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q(2)=s+12+ó+1¢o 
2 é raiz de multiplicidade 1 
2 é raiz simples. 
Exemplo 4.2.14 
Determinar a multiplicidade da raiz -1 do polinômio f (x) = x4 + x3 -3.x2 - 5.x ~ 2 
ftíx) = (x+l).(x3 -3.x-2)
u 
ql tíx) = x3 -3.x-2 
ql (-1)=-1+3-2 =o =› (x+1)\ql(x) 
ql l{x)= (x+l).(x2 -x-2) 
ql (x) = xz -x-2 
ql (-1) =1+1-2 =o=> (x+1)\q,(x) 
ql tlx) = (x+l).(x-2) 
ql, (lx) = x - 2 
ql(-1)=-1-2¢o 
f(x) = (x + 1).q (x) 
f(x) = (x+l).(x+l).q2 (x) 
f(x) = (x+1-).(x+1).(x+l).(x-2) 
-1' é raiz de multiplicidade 3 de f - 
Proposição 4.2.15 Sejam A um domínio, f (x) e A[x], f (x) ¢ 0 e al,a2,...,a, e A as raízes 
distintas de f (x) com multiplicidade rl , rl ,..., rl respectivamente. Então 
rl +r2 +...+r, sõ(f(x)). 
Demonstração: Como al é raiz de multiplicidade rl , temos f (x) = (x - al Y' .ql (x) , com 
ql(x)e A[x]e ql (al) ¢ 0. 
Como al é raiz de f (x),a2 ¢ al e A[x]é domínio, segue que al é raiz de ql Levando em 
consideração a multiplicidade de al , escrevemos f (x) = (x-al)" .(x-a2)'2 .ql (x), com 
ql(x)e A[x] e ql(‹zl)¢o.
Seguindo o processo, f(x) = (x-a,)" .(x~a2 )'2 .. (x-a 
r 
q x com q x e A 
Usando a propriedade do grau de polinômio em domimo, vem que 
õ(f(x)) = õ(x-a,)" +õ(x-a,)'2 +...+ô(x-a,)' +õ(q( )) 
õ( (x))=r¡ +r2 +...+r, +õ(q, 
Õ(f(x))2r¡+r2 +...+r,.
\ 
Observação 4.2.16 Em particular, a proposição acima diz que 0 numero de raizes não excede 
o grau do polinômio. 
Exemplo 4.2.17 
Seja f(x) = (x-1)2 .(x+3)4 .(x~\/2)2 .q (x) e <C[x , tal que q x não tem raiz real 
1 é raiz de multiplicidade 2 = rl 
-3 é raiz de multiplicidade 4 = rz 
~/5 é faiz de muiúpiiziâaâz 2 = r, 
f(x)tem 3 raízes reais r, +r2 +r3 =8 Sõ(f(x)) 
Exemplo 4.2.18 
f(x)=(x-1)2.(x2 -2).(x2 +1)eZ[x]. As raízes def(x)são1\/2 - 2 1 -1 
Em Z, f (x) tem raiz 1 de multiplicidade 2 
Em Q, f (x) tem raiz 1 de multiplicidade 2 
f 
f (x) tem raíz l de multiplicidade 2 
f (x) tem raíz ×/2 de multiplicidade 1 
\ f (x) tem raíz - \/2 de multiplicidade 1 
Em lR,‹ 
7 
f (x) tem raíz l de multiplicidade 2 = r; 
f (x) tem raíz \/2 de multiplicidade 1 = 
f (x) tem raiz - «/2 de multiplicidade 1 
f (x) tem raíz i de multiplicidade l = r4 
Em <C,‹ 
r,+r2+r3+r4+r5 =6=ô(f(x)) 
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= fz 
f (x) tem raíz -i de multiplicidade 1 = rs
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O próximo exemplo mostra que a hipótese de A ser domínio é essencial para a Proposição 
4.2.15. 
Exemplo 4.2.19 
f(x)=x2+xeZ6[x] 
f(fi)=Õ›f(`)=íf(fi)=Õ 
f(š)=ö›f(")=1f(š)=f> 
O é raiz 
p.-\ 
-ñ 
Êémiz 4>õ(f(x))=2 
3éraiz 
Séraiz 
r¡+r2+r3+r4 =4>2=Õ(f(x))
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s.1>oL1NôM1os IRREDUTÍVEIS E coRPos COM P" 
ELEMENTOS 
Neste capítulo estudaremos irredutibilidade de polinômios com suas demonstrações e 
exemplos. Faremos também a construção de corpos com P" elementos a partir de polinômios 
irredutíveis e ideais maximais com exemplificação de construção de corpos com P" 
elementos a partir de Zp [X] . 
5.1 Irredutibilidade de Polinômios 
Definição 5.1.1 Sejam D um domínio e p(x)eD[x]um polinômio não nulo e não 
inversível. 
.Dizemos que p (x) é irredutível quando: 
p(x) = f(x).g (x) e D[x] :> f(x) ou g (x) é inversível em D[x]. 
.Dizemos que p(x) é redutível quando: 
Existem f (x), g(x) e D[x] não inversíveis tais que p(x) = f(x).g 
Observação 5.1.2 Polinômios constantes em K [x] , K um corpo, não são redutíveis nem 
irredutíveis. 
Exemplo 5.1.3 
f (x) = 2.x + 2 e Z [x] é redutível em Z [x]. 
. f(x) = 2.(x+1),p(x) = 2e g(x) = x+l não são inversíveis em Z[x]. 
Exemplo 5.1.4 
. f(x) = 2.x + 2 e Q[x] é irredutível em Q[x]. 
f(x) = g(x).h(x) ==> g(x) ou h(x) constante. 
Assuma g(x) = a e Q' 
Logo g (x) é inversível 
Portanto f (x) irredutível. 
Exemplo 5.1.5
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. p(x) = 2 e Z[x] é irredutível em Z[x]. 
. p(x) = 2 e Q[x] não é redutível nem irredutível em Q[x] . 
5.2 Polinômios Irredutíveis em (C [x] . 
Proposição 5.2.1 Sejam K um corpo e p(x) e K 
a) Se p(x)é polinômio constante, então p(x)não é redutível e nem irredutível em K [x]. 
b) se ô(p(x))=1,eniâo p(x)é ineooúvel em 1<[x]. 
Demonstração: (a) É claro que o polinômio p(x) = Onão é redutível e nem irredutível. Se 
p(x) = a, a ¢ 0 , então p(x)é polinômio inversível de K [x] e, portanto, não é redutível nem 
irredutível em K [x] . 
(b) Como â(p = 1 , temos que p(x)é não nulo e não inversível. Escrevendo 
p(x) = f (x).g(x) com f (x), g(x) e K [x] e usando os resultados sobre grau de polinômios, 
ÍCITIOSZ 
1= Ô(f(×))+Õ(8(×))- 
segue que õ(f(x))=oon ô(g(×))=o. Assim, f(x)oo g(x)é polinômio eonsranre nâo 
nulo. Logo, f(x) e K' = U(1<) on g(x) e K' z U(K). 
Portanto, p(x) é irredutível em K[x]. 
` I 
Teorema 5.2.2 Teorema Fundamental da Álgebra. 
Todo polinômio não constante de (C [x] tem todas as suas raízes em (C . 
[MONTEIRO, L.H..l.-Elementos de Álgebra. Rio de Janeiro: LTC, 1978.]
1 
Teorema 5.2.3 Seja p(x) e <C[x]. São equivalentes. 
1) õ(p(x))=1. 
ii) p(x) é irredutível emC[x]. 
Demonstração: (i) :> (ii). Segue do item b) da Proposição 5.2.1.
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(ii) :>(i) Como p(x)é irredutível em <C[x], segue da Proposição 5.2.1. a) que p(x)não é 
constante. Logo, â(p(x)) 21. Suponha ô(p(x)) >1. Pelo Teorema 5.2.2., p(x)possui raiz 
a e (C , e então p(x) = (x-a).q(x)e <C[x]. Segue que õ(q(x))+l = ô(p(x)) >1. 
Assim, õ(q(x)) > 0. Desta fonna, obtivemos uma decomposição de p(x) como produto de 
dois polinômios não inversíveis de (C [x] contradizendo a irredutibilidade de p(x) . Portanto, 
õ(p(x))= 1.
I 
Exemplo 5.2.4 Em (C [x] : 
. f (x) = 3j - \/š , não é redutível nem irredutível. 
. f (x) = x - (i + 1) é irredutível. 
.f(x) = 3.x* - 8.x3 - 6.x2 + 24_x +19 é redutível. Pois 
f(x)%3.(x+1).(x+l){x_ 7+23.×/§.z'Mx-7-32.«/§.z') 
5.3 Polinômios Irredutíveis em lR[x] . 
Teorema 5.3.1 Seja p(x) e ]R[x]. São equivalentes: 
i) p(x)é irredutível em R[x]. 
ii) p(x) tem grau 1 ou p(x) tem grau 2 e discriminante negativo. 
Demonstração: (i) :> (ii) Como p(x)é irredutível em R[x] temos que p(x)não é 
constante. Pelo Teorema 5.2.2, existe a e (C tal que a é raiz de p(x) . 
1° Caso: a e R . 
Desde que (x-a) e ]R[x] e (xi:-a) divide p(x), existe q(x) e R[x] tal que 
p(x) = (x - a).q (x). No entanto, p(x)é irredutível em IR [x] , e então q (x) é polinômio 
constante não nulo. Logo, õ(p = 1. 
2° Caso: a¢]R. 
Escreva a =a+b.i,a,belR e b¢0.
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Sabemos que E também é raiz de p(x)e que E ¢ a . Assim, (x -a).(x-Ê) divide p(x) em 
‹l:[x].
~ 
p(x) = (x-a).(x-a).q(x); q(x) e (C[x] 
p(x) = (x-(a+b.i)).(x-(a-bj)).q (x); 
p(x) = (xz -2.a.x+a2 +b2).q(x). 
Como p(x) e (xz -2.a.x +a2 +b2 ) estão em R[x] , o algoritmo de Euclides em R[x] garante 
a existência de ql (x),1¡ (x) e lR[x] tais que p(x) = (xz - 2.a.x + az + bz ).q, (x) + ri (x) , com 
r, (x) = ooo õ(r, (x)) <2. 
Por outro lado, ql (x) e rl (x) e <C[x] , então temos (C [x] as igualdades 
p(x) = (xz -2.a.x+ a2 +b2 ).q(x)+0 
p(x) = (x2 -2.a.x +a2 +b2).q1(x)+ r, (x) . Pela unicidade do quociente e do resto, 
obtidos polo algoritmo do Eiioliolos para poliiiômios om ‹l:[x], vom q(x) = q, (zz). sogiio quo 
q(x) e 1R[x] , pois ql (x) e R[x]. 
Como p(x) = (xz - 2.a.x + az + bz ).q (x) e p(x)é irredutível em R [x] , devemos ter 
q (x) constante não nulo. 
soja q(x) = o s R. Emâo p(x) = of -2.o.s.x+o.(_o2 +b2). Logo, õ(p(×)) = 2, o o 
dêscrirninante é: 
A = 4.a2.‹,-2 -4.o2.(o2 +b2) 
Az-4.‹z21›2 <o pois b, osso. 
(ii) =›(ii) ss a(p(x)) = 1, onlâo p(x)é iiioóiiiivol om lli[x], pela Proposição 5.2.1. 
Se õ(p(x)) = 2 e p(x)tem diseriminante negativo, então p(x)não tem raiz em R . Segue da 
Proposição 5.2.1.(b), que p(x)é irredutível em R[x] . 
_
1 
Exemplo 5.3.2 Em lR[x] , 
. p(x) = É/5 não é redutível nem irredutível. 
. p (x) = 3.x + ln 19 é irredutível.
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2 
. p(x) = 5.x - 7.x+3 é irredutível, pois A = 49 - 60 < 0 
p (x) = \/ix” +19.x7 - \/š.x3 + 2.x + 4 é redutível. 
5.4 Polinômios Irredutíveis em Q[x] e Z[x] . 
Proposição 5.4.1 
a) SejamD um domínio, p(x)e D[x]e õ(p(x)) > 1. Se p(x)tem raiz em Dentão p(x)é 
redutível em D[x]. 
b) Sejam Kum corpo, p(x) e K[x]e ô(p(x)) = 2ou õ(p(x)) = 3. Então: 
p(x)rom raiz em K <=> p(x) é redutível om 1<[x]. 
Demonstração: (a) Seja a e D uma raiz de p(x). Segue que p(x) = (x-a).q (x) , com 
(x-a), q(x)eD[x]. ' 
Como ô(p(x)) >1, temos que ô.(x -oz) = l e ô(q 2 1. Assim, x- a e q(x) são 
ponoômios nâo iovorsívois do D[x]. 
Logo, p(x)é redutível em D[x]. 
(b) Segue do item (a). 
(<:) Desde que p(x) seja redutível em K [x] , existem ƒ(x) , g~(x) e K [x], f (x)e g(x) não 
inversíveis, tais que p(x) = f (x).g (x) . 
Como p(x)tem grau 2 ou 3 e f (x) e g(x) não são constantes, vem õ(f = 1 e 
õ(g(x)) = 1. Sem perda de generalidade admitimos que â(f = 1 , e escrevemos 
f(x) =a.x+b,a¢0. 
Assim, p(x) = (a.x + b).g (x) . Portanto, ~a'l.b e K é raiz de p(x) .
1 
Proposição 5.4.2 sejam p(x)o Q[x] o d G Qi são oqoivolomosz 
i) p(x)é irredutível em Q[x]. 
ii) dp(x)é irredutível em Q[x]. 
Demonstração: (i) :> (ii) Como p(x)é irredutível, temos que p(x)é não nulo e não 
iovorsívol. Em pooioolor, p(x)oâo é polioôoúo oooswmo. É oloro que dp(x) ¢ 0, pois
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d ¢ 0, p(x) ¢ 0 e Q[x]é domínio. Além disso, dp(x) não é inversível, pois não é polinômio 
constante. 
Suponha f (x), g(x)eQ[x] tais que dp(x)= f (x).g(x). Multiplicando por d`1, temos 
p(x) = (d`1f (x)).g (x) . 
Por hipótese, p(x)é irredutível, e então d" .f (x) ou g(x)é inversível. Segue que f (x) ou 
g(x)é inversível, e, portanto, dp(x) é irredutível. 
(ii) :(i) Já provamos que multiplicar polinômios irredutíveis por constante não nula resulta 
em polinômio irredutível. Por hipótese, dp (x) é irredutível, e então, multiplicando por d`1, 
concluímos que p(x) é irredutível. 
Exemplo 5.4.3 
p(x) =%.x4 +x3 +-šxz +%.x+še Q[x]. 
Tome d = mmc(2, 3, 6) = 6 . 
p(x)é irredutível em Q[x] se e somente se, 
ó.p(zz)=1o.x^' + óƒ + 3.x2 + x + 46 Z[x] é irfedurível em Q[x]. 
Observação 5.4.4 A proposição anterior diz para estudar a irredutibilidade em Q[x], basta 
estudar a irredutibilidade de p(x) e Z[x] em Q[x]. 
Definição 5.4.5 O polinômio p(x) = ao +a,.x+...,an.x" e Z[x] é primitivo quando 
mdc =(a0,a1,...,an) = l. 
Exemplos 5.4.6 
. p(x) = 5.x5 ~ 20.x3 +10 não é primitivo, pois p(x) = 5.(x5 -4.x3 +2). 
. p (x) = 5.x5 ~ 20.x3 + 3.x +10 é primitivo. 
Proposição 5.4.7 Lema de Gauss 
Seja p(x) e Z[x],õ(p 2 l. Se p(x)é irredutível em Z[x] , então p(x) é irredutível em 
Q[x]. 
Demonstração: Já vimos na proposição 5.4.7. que todo polinômio de grau 1 em Q[x] é 
irredutível em Q[x]. Assim, podemos assumir que ô(p > 1. 
Segue que p(x) não é nulo e não inversível em Q[x].
80 
Supondo que p(x)não é irredutível em Q[x], vem que p(x)é redutível em Q[x]. Então 
existem f (x), g(x) e Q[x], polinômios não inversíveis, tais que p(x) = f(x).g Note 
que ô(f(x))21 e ô(g(x))2l. _ 
Usando a propriedade do grau de polinômios, temos 15 õ( f (x)),õ( g(x)) < ô(p(x)) . 
Também existem a, ,B e Z', tais que a. f (x) = fl (x) e Z[x] e ,B.g (x) = gl (x) e Z[x] . É 
claro que ô(j¶ =ô(f e ô(gl =õ(g Assim, 
l É â( fl (x)),õ(gl < ô(p Para m = a. ,B 6 Z' , podemos escrever 
m-p(x) = fl (×)~gi (x)-
' 
Note que m ¢ il. De fato, se m ¢ il, a igualdade acima diz que p(x)é redutível em Z[x] . 
Isso contradiz nossa hipótese. 
Sejam fl (x) = all +al.x+...+ a,.x' E Z[x],a, ¢ 0; 
gl = bl, +bl.x+...+bl.xs e Z[x],bS ¢ 0; 
Emâu r+s = â(p(x)). 
cume m e z, m ze o,¢1, existe um uumem prime q que divide m . 
Afirmzçâuz q\u,., vi e {o,1,...,r} eu q\bl., vj e {o,1,...,s}. 
Vamos provar esta afirmação por redução ao absurdo. 
Suponha que a afinnação não seja verdadeira, isto é, existe i e {0,1,..., r} tal que q X al. e existe 
j e {0, 1,...,s} tal que q X bl. . Podemos considerar i e j os menores possíveis com tal 
propriedade. 
sabemos que q divide m em Z assim, q divide mp(x) em z[x], e emâe q divide 
jl (x) gl (x) em Z[x] . Segue que q divide em Z o coeficiente de xi” do polinômio 
fl (x) gl (x). De outra forma:
' 
q\al,b,ll. +albl+j_l +...+a,_l.b,.+l. +a,.1›,. +a,.+lJ›l._l +...+al.+l.bll 
Pela escolha de ie j , sabemos que q \ al,.I›l¬,l.,...,q \ al_lJ›lll, pois q \ all,...,q \ al_l; 
q\u,+l.bl_,,...,q\u,+l1›0 , peis q\bl_,,...,q \bl,. 
Concluímos que q \ albl. , e desde que q seja primo, q \ al e q \bl .
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Este absurdo prova a afirmação verdadeira, vamos admitir sem perda de generalidade que 
q \ al,Vi e {O,1,...,r} . Isto garante que qdivide jl (x) em Zlx] , isto é, existe fz (x) e Z[x] tal 
que fi (X) = q-fz (x)~ 
Escrevendo m = q.ml com ml e Z , temos: 
m.p(×) = f.(×)~g1(>f) 
q-ms~P(×) = q-12 (x) -gl (X) 
m«P(×)=fz(×)-g1(×) 
Novamente ml ¢ 0, il e então ml tem um divisor primo. 
Seguindo o processo, que é finito, pois o número de fatores primos de m é finito, obtemos 
P(×)=f`(×)-g`(×)› °°m f`(×)›s'(x)€Z[x]- 
Mas â( f' (x))=ô( fl (x))z1 o õ(g' (x))=ô(gl (x))z1, logo f'(x) o g'(x) sào 
inversíveis em Z[x]. 
Isto contradiz a irredutibilidade de p(x)em Z[x]. Portanto p(x) deve ser irredutível em 
Q[x].
I 
O exemplo abaixo mostra que não vale a recíproca do Lema de Gauss. 
Exemplo 5.4.8 
p(x) = 2_x+2 E z[x] _; Q[x] 
p(x) é modmívol om Q[x] 
p(x)ézsooúvo1om z[s], pois p(x) z z.(x+1) 
Proposição 5.4.9 soja -p(x) a z[x] iai que ô(p(x)) zi o p(x) primitivo. são oquivalomosz 
i) p(x)é moàoúvoi om z[x]. 
ii) p(x)émo‹1ofivo1om Q[x]. 
Domonsúmçâoz (i) =>(ii) É o Lema do Gauss. 
(ii) :>(i) É claro que p(x) e Z[x]*/U(Z) , pois ô(p(x)) 2 1. 
Sejam f(x),g(x) e Zlx] , tais que p(x) = f(x).g(x) .
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Como f (x), g(x) e Q[x] e p(x) = f (x).g (x) é irredutível em Q[x], devemos ter f (x) ou 
g(x) inversíveis em Q[x] . Logo, f (x) ou g(x) é polinômio constante. 
Assuma f(x) = a e Z . De p(x) = f(x).g(x) , vem que p(x) = a.g(x) . 
Assim, a divide todos os coeficientes de p(x), mas p(x)é primitivo, e então a = il. Segue 
que f (x) = a = il é inversível em Z[x] . 
Portanto, p(x)é irredutível em Z[x].
l 
5.5 Critérios de Irredutibilidade de Eisenstein 
Seja p(x) = ao + a1.x+...+an.x" e Z[x] . 
Se existir um número primo p tal que p\a0,p\a1,...,p\a,,_,,pXa,, e pzxao, então p(x)é 
irredutível em Q[x]. 
A demonstração do critério de irredutibilidade de Eisenstein pode ser encontrado em ([3], 
Teorema 6, pg 83). 
Exemplos 5.5.1
1 
. p(x) =-í.x6 +2.x+1 
q(x) = 7.p(x) = x° +l4_x+7 
Usando Eisenstein com p = 7 , temos q(x)é irredutível em Q[x]. Logo, p(x)é irredutível 
em Q[x]. 
. p(x) = 2.x7 +3.x5 +3 e Z[x] . 
Usando Eisenstein com p = 3, vemos que p(x)é irredutível em Q[x] . 
p(x)é primitivo :D p(x) é irredutível em Z[x] . 
. p(x) =10.x“ + 6.x3 + 6 
p = 3 , p(x)é irredutível em Q[x] . 
p(x)é redutível em Z[x] , pois 
p(x) = 2.(5.x“ +3.x3 +3).
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5.6 Construção de Corpos com p" Elementos 
Na demonstração do próximo teorema usamos o fato seguinte: “Se K é corpo então 
todo ideal de K [x] é da forma f (x).K [x] , para algum f (x) e K [x] . A demonstração desse 
fato pode ser vista em ([3], pg 72, teorema 2). 
Teorema 5.6.1 Sejam K um corpo e p(x) e K [x] . 
Então as seguintes condições são equivalentes: 
a) p(x)é irredutível sobre K . 
b) J = K[x].p(x)é um ideal maximal em K[x].
K 
c) %]émncorpo, onde J=K[x].p(x). 
Demonstração: (a) ¢:> (b) 
(2) Suponhamos p (x) e K [x] , p(x)irredutíve1 sobre K , e seja 
J = K p(x) = {g(x).p(x) : g(x) e K. Como grau p(x) 21 temos imediatamente que 
J ¢ K [x] _ 
Se I=K[x].h(x)é um ideal de K[x]tal que I:Jvamos provar que I=Jou I=K[x]. 
Assim, p(x) 6 1<[x].p(x) C 1<[x].1z(x) nos diz que, p(x) = g(x).h(x)pam algum 
g(x) e K [x]. Como p(x)é irredutível temos que g(x) = a e K - {0} constante ou 
h(x) = b e K -{0} constante. Se g(x) = a ¢ Oconstante temos que h(x) = a`1. p(x) e, 
portanto I = K[x].h(x) C K[x].p(x) = J e isto nos dá I = J. 
Se h(x) ¢ b ¢ O constante temos I = K [x].h(x) = K [x] isto termina a implicação (a) :(b). 
(<=) Seja J = K [x].p (x)um ideal maximal em K [x]. AssimJ =¢ K [x] nos diz que 
ô.p (x) 2 1. Suponhamos g(x),h(x) e K [x] e p(x) = g(x).h(x) . Assim segue 
imediatamente queJ c: I = K [x].h(x) e como J é maximal temos que J = I ou I = K [x]. Se 
J = Isegue que h(x)e J = K[x].p(x)isto nos diz que p(x) = g(x).f(x).p(x). Como 
p(x) ¢ O e K [x] é um domínio de integridade teremos l= g(x) .f (x) , isto é, g(x) e K [x] é 
um polinômio invisível em K [x]. Portanto temos imediatamente que g(x) = a ¢ 0 é um 
poiinômio consumia.
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Se I = K [x] segue imediatamente que h(x) = b ¢ O constante ou seja p(x)é irredutível sobre 
K . 
(b) <:> (c) é conseqüência do Teorema 3.1.17 (b) q 1 
Exemplo 5.6.2 Vamos provar que se A = IR[x]e I = A.(x2 +1) , então ãz (C. De fato, como 
2 , . ,, . . , A , 
(x +1) e tun pohnomio irredutlvel em R [x] segue que L = T e um corpo. 
Se p(x) e A então pelo algoritmo da divisão existem polinômios q (x),r (x) e A tais que: 
p(x) = q(x)(x2 +1)+r(x), onde r(x) = b.x+a , a,b e R. 
Passando a barra (congruência módulo I) e tendo em vista que (x2 +1) = -Õ temos: 
;Gc_§=q(x)(x2 +1)+r(x) =b.x+a =b.;+ã. Assim, L ={b.;+ã;E,b e]R}. 
- - _ : R -›É 
Observe que se denotarmos R = {a;a e 1R} então a função barra _ preserva soma e 
a -› a 
produto e de fato é isomorfismo, ou seja, IR = Ê . 
Agora, como em L , É satisfaz a equação z2 +l = 0 , pois ?+l = z2 +1 = Õpodemos construir 
um isomorfismo a e (C sobre L como segue: 
¢ : (C -› L . 
a+b.i-›a+b.x 
Cl-)X 
a -› a 
Portanto C == L . 
Exemplo 5.6.3 Seja A =Q[x] e I = A.(x2 - p) onde p é um número primo positivo. É de 
fácil verificação que K = {a + b.\/;;a,b E Q} é um subcorpo de R contendo Q e J; . 
Vamos mostrar nesse exemplo que âz K . 
De fato, seja L =%={p(x); p(x)e A} , onde a barra é relativa a congruência módulo I. 
Como \/-E âë Q sabemos que xz -pé polinômio irredutível emQ[x] e, portanto L é um 
corpo.
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Se p(x) e A então pelo algoritmo de divisão existe q (x),r (x) em Q[x]tais que: 
p(x) = q(x).(x2 -p)+ r(x), onde r(x) =b.x+a , a,b e R . 
Como no exemplo anterior segue imediatamente que 
p(x)=q(x).(x2-p)+r(x)=b.x+a=Ê.;+ã e, portanto L={Ê.;+ã;-c;,Êe]R}. De modo 
inteiramente análogo ao exemplo anterior chegamos que a função barra: -HQ -›@ é um 
isomorfismo, ou seja, Q=Q={a;aeQ}e também x satisfaz em L a equação 
22 -p = Opois z2 - p = x2 - p = O . Assim podemos construir um isomorfismo 
(p : K -› L como segue: 
¢ : K -› L 
a+b.\/p-›a+b.x 
Cl-)a 
...Ja 
5.7 Exemplos de Polinômios Irredutíveis em Zp 
Exemplo 5.7.1 p(x) = x3 +x+l e Z5 [x]é irredutível em ZS e I = p(x).Z5 [x] é ideal 
maximal. Logo, šsg é corpo. 
Exemplo 5.7.2 p(x) = x2 -š eZ5 [x] é irredutível em ZS. Logo, LM é corpo. 
p(x).Z5 [x] 
Exemplo 5.7.3 p(x) = x2 +l e Z, [x] é irredutível em Z.. Logo, LM- é corpo. P(×)Z7 [X] 
Exemplo 5.7.4 p(x) = xz + x+l e Z, [x] é redutível em Z3. Pois p(x) = (x +§)2 é sua forma 
reduzida. 
O próximo teorema é uma ferramenta para construir corpos com p" elementos, para 
p = primo e n e N. 
Teorema 5.7.5 Sejam p um número primo e p(x)e Zp [x] um polinômio irredutível em 
~ Z [x] , Zpe de grau n. Se J = p(x).Z 1, [x], entao ~'Í-]-- e corpo com exatamente p" elementos.
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, . , 
Z [×], Demonstração: Como p(x)e irredutlvel em Zp [x], segue o teorema 5.6.1 que %-e 
co R ZP [xl n rpo. esta provar que T tem p elementos. 
Seja f (x)eZ p[x] aplicando o algoritmo de Euclides podemos escrever 
f(x)=p(x).q(x)+r(x), r(x)=ao +a¡.x¡+...+a,,_,.x"`1eZp[x] e f(x)eZp[x]. 
Segue que ãfijlfl temos f (x) = Isso mostra que 
ZPTMQ T = {@;r(x) = ao +a1.x+...+an_1.x"`1e Zp . 
A inclusão T g L"J[x] é obvia. Portanto, Lpjlx] = T . 
Agora vamos mostrar que T tem exatamente p" elementos. Para isso basta verificar que se 
r(x) = ao +a¡.x+...+a,,_,.x"", s(x) = bo +bl.x+...+bn_,.x"`1e Zp [x] então rm ¢ 
Supondo que r(x) = s(x) vem que r(x) - s(x) e J , isto é, r (x) - s(x) = p (x).f(x) . Note 
que r (x) - s (x) ¢ 0 e, portanto o grau de r (x) - s está definido. Assim: 
p(x).f(x)= r(x)-s(x)=> â(p(x).f(x)) = õ(r(x)-s(x))< n 
=~@‹z›‹›‹››+‹'›‹f‹›‹››<›« 
=> n+ô(f(x))<n. Absurdo.
1 
Agora para ilustrar o Teorema 5.7.5 com mn exemplo. 
Exemplo 5.7.6 Como p(x) = xs + xz + x + 2 e Z3 [x] é irredutível em Z3 , segue do Teorema
Z 
5.7.5 que À é corpo com 27 elementos. De acordo com a demonstração do 
p(x).Z3[x] 
Teorema 5.7.5, estes elementos são: 
r,(x)=Ê r8(x)=Í+x2 r9(x)=Í+Í.x2
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rw (x)=; rn(x)=x+x2 r¡2(x)=x+Í.x2 
›¡3(x)=Í+x "¡4(x)=l+x+x2 r¡5(x)=l+x+Í.x2 
r¡6(x)=Í+x r¡7(x)=-Í+x+x2 r¡8(x)=Í+x+Í.x2 
r,9 (x) = 2.x rw (x) = 2.x + x rn (x) = 2.x + 2.x 
rn (x)=Í+§-.x r¿,_3(x)=Í+Í.x+x2 ru (x)=l+Í.x+Í.x2 
rzs (x) = Í+Í.x r26 (x) =Í+Í.x+x2 r27 (x) = Í+Í.x+§.x2. 
Exemplo 5.7.7 Tome p(x)=x2 +x+1 que é irredutível em ZZ, então I = p(x).Z2[x] é 
ideal maximal de Zz 
Como p(x)=x2+x+ÍeZ2[x]é irredutível em ZZ, segue do Teorema 5.7.5 que
Z --A é corpo com 4 elementos. De acordo com a demonstração do Teorema 5.7.5, 
p(x).Z2 [x] 
estes elementos são: . 
«‹›‹›=‹› 
~ 
fz‹›‹›=›‹
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6 CONSIDERAÇÕES FINAIS 
Mediante aos estudos aqui demonstrados, tivemos um grande avanço em nossa 
carreira docente. Este trabalho veio a engrandecer nossa gama de saberes. Nele pudemos 
constatar as diversas características inerentes aos .anéis de polinômios, especificamente ao 
estudo de seus quocientes. 
Com esse estudo conseguimos generalizar ainda mais do que foi oferecido no curso de 
álgebra, como uma proposta pós-modema destinada à estudante de nível de pós-graduação já 
com uma base de nível superior na disciplina. Esse é o grande marco da nossa aprendizagem 
em quocientes de anéis de polinômios.
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