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We study the relationship between the twist condition in the Poincar!e–Birkhoff
ﬁxed point theorem and the assumptions on the Maslov index for asymptotically
linear planar Hamiltonian systems. For this aim, we develop a variant of the
Poincar!e–Birkhoff theorem which, together with its classical version, allows to obtain
a lower bound for the number of nontrivial periodic solutions in terms of the gap
between the Maslov indexes associated to the linearizations of the planar system at
zero and at inﬁnity. # 2002 Elsevier Science (USA)1. INTRODUCTION
The Poincar!e–Birkhoff ﬁxed point theorem (cf. [7, 9, 26]) is a classical but
powerful tool in the search of periodic solutions for planar Hamiltonian
systems. Among such systems, the case of asymptotically linear equations
has been widely investigated in the literature. With this respect, let us
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POINCARE´–BIRKHOFF FIXED POINT THEOREM 343in the second variable and T -periodic in the ﬁrst one. Assume also that
H 0zðt; 0Þ  0
and there are A;B > 0 such that
jjH 0zðt; zÞjj4Ajjzjj þ B 8t 2 ½0; T ; z ¼ ðx; yÞ 2 R
2:
Under these assumptions, for each t0 2 R and z0 2 R
2; there is a unique
solution zðÞ ¼ zð; t0; z0Þ of
x0 ¼ 
@H
@y
ðt; x; yÞ; y0 ¼
@H
@x
ðt; x; yÞ ðHÞ
deﬁned in R and such that zðt0Þ ¼ z0: Therefore, the Poincar!e map f : z0/
zðT ; 0; z0Þ is well deﬁned as an area-preserving and orientation-preserving
homeomorphism of R2 with fð0Þ ¼ 0: Now, to each initial point w 2 R2=f0g
we can associate a T -rotation number rotwðT Þ which is a real number that
measures the windings around the origin of the solution zðt; 0;wÞ in the time-
interval ½0; T : A consequence of the Poincar!e–Birkhoff theorem is the
following:
Theorem A. Assume there are 05r05R0 and a5b such that
rotwðT Þ5a 8jjwjj ¼ r0 and rotwðT Þ > b 8jjwjj ¼ R0
(or rotwðT Þ > b; 8jjwjj ¼ r0 and rotwðT Þ5a; 8jjwjj ¼ R0). Then, the Hamilto-
nian system ðHÞ has at least 2j nontrivial periodic solutions, where j is the
number of integers contained in the interval ½a; b: In fact, for each integer
‘ 2 ½a; b there are at least two fixed points of the Poincar!e map having ‘ as T -
rotation number.
To obtain Theorem A, we apply the Poincar!e–Birkhoff theorem to the
map f on the closed annulus B½R0=Bðr0Þ since, for each ‘ 2 ½a; b; we can ﬁnd
a suitable lifting of f for which the twist condition is satisﬁed. We notice
that the boundary of the annulus is not necessarily invariant under f; so
that the classical version of the twist theorem is not directly applicable.
However, we can easily enter in the setting of [15–17], using the fact that
fð0Þ ¼ 0:
A situation in which we can try to apply Theorem A is when the
Hamiltonian system admits linearizations at zero and at inﬁnity, respec-
tively, given by
z0 ¼ JB0ðtÞz ðL0Þ
and
z0 ¼ JB1ðtÞz; ðL1Þ
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the standard symplectic matrix). In this case, the rotation numbers may be
evaluated via the solutions of the linear system z0 ¼ JB0ðtÞz for r0 sufﬁciently
small and the solutions of z0 ¼ JB1ðtÞz for R0 large enough, and one could
attempt to estimate the gap between the rotations near zero and near inﬁnity
by means of a suitable measure of the ‘‘distance’’ between the two linear
systems.
In [3, 4] Amann and Zehnder considered a class of asymptotically linear
Hamiltonian systems in R2N ; such that
sup
t2½0;T ; z2R2N
jjH 00z ðt; zÞjj5þ1
and which can be linearized at zero and at inﬁnity by suitable autonomous
linear systems z0 ¼ JB0z and z0 ¼ JB1z; respectively. In order to measure the
difference between the two linearized Hamiltonian vector ﬁelds, they
introduced an integer i ¼ IndðB0;B1;oÞ (with o ¼ 2pT ) such that i > 0
guarantees the existence of at least a nontrivial T -periodic solution provided
that the linearized system at inﬁnity is nonresonant. It was remarked in [4,
Remark 1] that, for the planar case N ¼ 1; the condition i > 0 corresponds
to the twist condition required in the Poincar!e–Birkhoff theorem. These
results widely extend Theorem A from the point of view of the dimension of
the space but, on the other hand, the multiplicity of the solutions which can
be found in the planar case when the twist is sufﬁciently large is not achieved
in general, even if there are multiplicity results under additional assumptions
like convexity, symmetry in the space variable, or for autonomous equations
(see, for instance, [2, 5, 6, 24] and the references therein).
In [14] Conley and Zehnder, within the class of asymptotically linear
Hamiltonian systems with bounded Hessian, considered the general case in
which the linearized systems at zero and at inﬁnity are possibly
nonautonomous. Assuming that the linear equations z0 ¼ JB0ðtÞz and z0 ¼
JB1ðtÞz are T -nonresonant, the authors deﬁned the corresponding Maslov
indexes that we denote here by i0T and i
1
T ; respectively, and proved, as a
consequence of a general theorem, the following result:
Theorem B. If i0T=i
1
T ; then there exists a nontrivial T -periodic solution of
z0 ¼ JH 0zðt; zÞ: Moreover, if this periodic solution is also nondegenerate, then
there is a second T -periodic solution.
In [14] the authors observe that without their nondegeneracy condition
Theorem B guarantees, in general, the existence of only one solution and
that this is in contrast with the Poincar!e–Birkhoff ﬁxed point theorem where
two ﬁxed points are always found. They also remark that Birkhoff’s original
proof suggests that the integer ji0T  i
1
T j is a measure for the lower bound of
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the extra assumption of H even with respect to the space variable it was
proved in [4] that there are 2ji0T  i
1
T j nontrivial periodic solutions (which
occur as pairs ðzðtÞ;zðtÞÞ). Further developments along the lines of the
Conley–Zehnder theorem and its corollaries have been obtained in
[22, 23, 29] (see also [13] and the references therein).
All these results, as well as the above quoted remarks in [4, 14], conﬁrm
the evidence of a strong link between the results which can be deduced using
the Poincar!e–Birkhoff ﬁxed point theorem, according to Theorem A, to
those which are obtained using some reﬁned variants of critical point theory
for Hamiltonian systems, like in Theorem B. However, if we restrict
ourselves to the case of planar systems}the common ﬁeld of validity of
both those results}it seems, up to our knowledge, that a precise
relationship between the two kind of theorems is still missing. In particular,
we point out that results of the form of Theorem A appear more general
with respect to the attainment of multiplicity of solutions and also they do
not require nondegeneracy-like conditions. On the other hand, results of the
form of Theorem B cover situations when the twist condition of the
Poincar!e–Birkhoff theorem is not necessarily satisﬁed.
In this connection, and just to show an elementary example of a planar
Hamiltonian system where a comparison between Theorems A and B is
straightforward, let us consider the second-order scalar equation
x00 þ o2qðt; xÞx ¼ 0; x 2 R;
where we assume that q :R R! R is a continuous function together with
@q
@x and q is also T -periodic in the ﬁrst variable with T ¼
2p
o : For simplicity, let
us suppose that the limits
q0 ¼ lim
x!0
qðt; xÞ and q1 ¼ lim
x!1
qðt; xÞ
exist uniformly with respect to t 2 ½0; T  and are ﬁnite. In this case, just to ﬁx
the ideas, we may suppose q05q1: In order to enter into the frame of
Theorem B, although this is not needed if we wish to apply Theorem A, we
assume also that supt2½0;T ;x2R j
@
@xqðt; xÞj5þ1 and that q0 and q1 are not of
the form ‘2 for any integer ‘: Now, as a consequence of Theorem A, we have
that the above-considered ordinary differential equation has at least 2j
nontrivial periodic solutions of period T if the open interval minf0; q0g; q1½
contains j numbers which are of the form ‘2 with ‘; a positive integer. On the
other hand, if we apply Theorem B we have that there is at least one
nontrivial T -periodic solution, and at least two if the ﬁrst one is
nondegenerate, if the open interval q0; q1½ contains at least one number
of the form ‘2 for some nonnegative integer ‘ (see Lemma 4). Thus, it is clear
MARGHERI, REBELO, AND ZANOLIN346that in the restricted situation of planar systems Theorem A provides a rich
number of solutions if the gap between the linearizations at zero and inﬁnity
is sufﬁciently large, while in order to have a so sharp multiplicity result in the
frame of Theorem B one should add some further assumptions on the vector
ﬁeld or on the solutions. On the other hand, if we have that q0505q151;
Theorem B can be applied while Theorem A cannot, because the twist
condition is not satisﬁed. One could object that, in this case, it is possible to
prove the existence of at least one T -periodic solution using the Brouwer
degree of the map z/z fðzÞ (which changes from 1 on small disks to 1
on large disks). Nevertheless, Theorem A cannot be applied, and even in this
simple situation we are not able to obtain a possibly greater number of
periodic solutions by using the information about the twist of the ﬂow of the
system at zero and at inﬁnity.
It is the aim of this article to propose an extension of Theorem B, in the
restricted case of planar Hamiltonian systems, which provides multiplicity
results for nontrivial T -periodic solutions without requiring neither
the boundedness of the Hessian nor any nondegeneracy condition on
the periodic solutions. More precisely, denoting for each s 2 R by bsc and dse
the largest integer less than or equal to s and the smallest integer larger than
or equal to s; respectively, we have the following (see Theorem 2 in
Section 5):
Theorem. Suppose that ðHÞ is asymptotic at infinity and at zero to the T -
periodic linear systems ðL1Þ and ðL0Þ; respectively. Assume also that ðL1Þ
and ðL0Þ are T -nonresonant and denote by i1T and i
0
T the corresponding T -
Maslov indices. If i0T=i
1
T ; then ðHÞ has at least maxf1; 2b
ji1T i
0
T j
2
cg non-trivial T -
periodic solutions. Moreover, if i0T is even then ðHÞ has at least 2d
ji1T i
0
T j
2
e
nontrivial T -periodic solutions.
The main tool in order to prove this result is the following modiﬁed
Poincar!e–Birkhoff ﬁxed point theorem which covers some situations where
Theorem A is not applicable (see Theorem 1 in Section 4):
Theorem. Let c :A!A be an area-preserving homeomorphism of the
strip A ¼ R ½0;R; R > 0; such that cðy; rÞ ¼ ðy1; r1Þ; with
y1 ¼ yþYðy; rÞ;
r1 ¼ Rðy; rÞ;
(
where R and Y are 2p-periodic in the first variable and satisfy the conditions
* Rðy; 0Þ ¼ 0; Rðy;RÞ ¼ R; for all y 2 R [boundary invariance];
* Yðy;RÞ > 0 (or Yðy;RÞ50) for all y 2 R and there is %y such that
Yð%y; 0Þ50 (respectively Yð%y; 0Þ > 0) [modified twist condition].
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unique fixed point in the interior of A; then such a point has a nonzero fixed
point index.
In this theorem, the classical twist condition at the boundary of the
annular region is modiﬁed as to require that the points of the outer
boundary are moved in one angular direction under the Poincar!e map, while
only some points of the inner boundary are shifted to the opposite direction.
Its proof follows, via suitable and appropriate modiﬁcations, the classical
proof of Birkhoff [7, 8, 10], taking into account also some arguments from
[11, 27].
The link between Theorem B and the Poincar!e–Birkhoff-type theorems is
examined in Lemma 4 of Section 3, where we characterize the Maslov index
for planar Hamiltonian systems in terms of the rotation numbers and the
ﬁxed point index of the associated Poincar!e map. We point out that,
although it is well known that the Maslov index is a measure of the twist of
the ﬂow near a given equilibrium point, to the best of our knowledge a
detailed description of the relation between the Maslov index and the
rotation numbers is not present in the literature.
Throughout the article, the following notation is used. We denote by
Rþ ¼ ½0;þ1Þ; Rþ0 ¼0;þ1Þ; the sets of nonnegative and positive reals. The
symbol 0 denotes as well the origin in the Euclidean space Rk and BðRÞ; B½R
are, respectively, the open and the closed balls of center 0 and radius R > 0:
By Cr we denote the circumference in R
2 of radius r > 0 centered at the
origin.
2. PRELIMINARIES
In this section, for sake of completeness and since we need them in a
specialized form, we collect some preliminary classical results about
asymptotically linear systems. Loosely speaking, we show that the ﬁxed
point index of the Poincar!e map of a system and the associated T -rotation
numbers are ‘‘well behaved’’ with respect to linearization at zero and at
inﬁnity and that, moreover, any lifting to polar coordinates ðy; rÞ of the
Poincar!e map of a system which is asymptotically linear at zero can be
extended as a homeomorphism to the line r ¼ 0:
Consider the differential system
x0 ¼ X ðt; xÞ; ð1Þ
where X :R R2 ! R2 is a continuous function which is T -periodic in the t-
variable and locally Lipschitz in the second variable x ¼ ðx1; x2Þ: As the
uniqueness of the solutions for the Cauchy problems associated to (1) is
guaranteed, we denote by xð; t0; z0Þ the solution of (1) with xðt0Þ ¼ z0: The
MARGHERI, REBELO, AND ZANOLIN348associated Poincar!e map will be denoted by f : z/xðT ; 0; zÞ on its domain of
deﬁnition.
Definition 1. We say that system (1) is asymptotic at inﬁnity
(respectively, asymptotic at zero) to the T -periodic linear system
x0 ¼ AðtÞx ð2Þ
or simply asymptotically linear at inﬁnity (respectively, at zero), if X ðt; xÞ
admits a decomposition of the form X ðt; xÞ ¼ AðtÞxþ Y ðt; xÞ with A and Y
T -periodic in t and such that jjY ðt; xÞjj=jjxjj ! 0; uniformly in t 2 ½0; T ; as
jjxjj ! 1 (respectively, jjxjj ! 0).
System (2) is said to be T -nonresonant (or simply nonresonant when no
confusion about the period occurs) if its only T -periodic solution is the
trivial one.
Our ﬁrst result is classical in the literature (see [21, 28, 32]). Anyway, we
state and prove it since we need a special form putting in evidence the role of
the degree.
Lemma 1. Assume that (1) is asymptotic at infinity to the nonresonant
T -periodic linear system
x0 ¼ A1ðtÞx: ð3Þ
Then there is Rn > 0 such that, for each R > Rn;
degðI  f;BðRÞ; 0Þ ¼ degðI  fð1Þ;BðRÞ; 0Þ; ð4Þ
where fð1Þ is the Poincar!e map associated to (3).
Proof. First of all we observe that since (1) is asymptotic at inﬁnity to a
linear equation, then there are two constants L;M > 0 such that jjX ðt; xÞjj4
Ljjxjj þM holds for all x 2 R2 and all t 2 R: This implies that the solutions of
(1) are globally deﬁned. To prove (4), we make an homotopy between
Eqs. (1) and (3) which induces an homotopy on the corresponding Poincar!e
maps. Accordingly, we consider the differential system
x0 ¼ X ðt; x; lÞ :¼ lX ðt; xÞ þ ð1 lÞA1ðtÞx ð5Þ
with l 2 ½0; 1 and denote by fl the Poincar!e map associated to (5). Taking
L51þmax½0;T  jjA1ðtÞjj; we have that jjX ðt; x; lÞjj4Ljjxjj þM ; for all x; t; l:
Hence, recalling that if jjxðtÞjj=0 then j jjxðtÞjj0j4jjx0ðtÞjj; it is easy to conclude
that for any solution x of (5) such that jjxð0Þjj is sufﬁciently large
jjxð0Þjj þ
M
L
 
expðLT Þ4jjxðtÞjj þ
M
L
4 jjxð0Þjj þ
M
L
 
expðLT Þ ð6Þ
holds for all t 2 ½0; T :
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jjzjj > Rn: Assume by contradiction that there are sequences zn 2 R
2; with
jjznjj ! þ1 and ln 2 ½0; 1; such that for each n there is a solution xn of (5)
for l ¼ ln with xnðT Þ ¼ xnð0Þ ¼ zn: Note that by (6) it follows that jjxnðtÞjj !
þ1 uniformly with respect to t 2 ½0; T : We deﬁne yn ¼ xn=jjznjj and divide
both the members of (5) by jjznjj in order to have
y0n ¼ A1ðtÞyn þ Eðt; xnðtÞ; lnÞ;
where Eðt; xnðtÞ; lnÞ ¼ lnðX ðt; xnÞ  A1ðtÞxnÞ=jjznjj: Using the fact that as a
consequence of (6) jjxnðtÞjj=jjznjj is uniformly bounded, it is possible to see
that E ! 0 uniformly with respect to t as n ! þ1: By the Ascoli–Arzel"a
theorem, we can pass to a subsequence of yn which converges to a solution #y
of Eq. (3) with #yð0Þ ¼ #yðT Þ and jj #yð0Þjj ¼ 1: This contradicts the nonreso-
nance condition for (3).
Having proved the existence of Rn; the result follows from the invariance
under homotopy of the degree. ]
In the following lemma, and in the rest of the paper, we will consider the
covering space ðR Rþ0 ;PÞ of R
2=f0g where the projection P :R Rþ0 !
R2=f0g is given by
Pðy; rÞ ¼ ðr cos y; r sin yÞ: ð7Þ
Lemma 2. Assume that (1) is asymptotic at zero to the T -periodic linear
system
x0 ¼ A0ðtÞx: ð8Þ
Then, there is dn > 0 such that the following holds:
(i) any lifting *f: fðy; rÞ 2 R Rþ0 : r4d
ng ! R Rþ0 of fjBðdnÞ=f0g to ðR
Rþ0 ;PÞ can be extended to a homeomorphism defined on the set fðy; rÞ 2
R2: 04r4dng;
(ii) if (8) is nonresonant, then for each d 2 ð0; dnÞ;
degðI  f;BðdÞ; 0Þ ¼ degðI  fð0Þ;BðdÞ; 0Þ; ð9Þ
where fð0Þ is the Poincar !e map associated to (8).
Proof. To begin with, we observe that since (1) is asymptotic at zero to a
linear equation there are constants L; r > 0 such that jjX ðt; xÞjj4Ljjxjj holds
for all jjxjj4r and all t 2 R: This implies that the solutions of (1) are deﬁned
on ½0; T  if the initial point is sufﬁciently close to the origin. Moreover, by
X ðt; 0Þ  0 and the uniqueness for the initial value problems, we see that
MARGHERI, REBELO, AND ZANOLIN350xðtÞ=0 for all t if xðt0Þ=0 for some t0 2 R: Hence, there is d
n > 0 such that f
is a homeomorphism of B½dn onto its image with fð0Þ ¼ 0:
Let *f be any lifting of f deﬁned in P1ðB½dn=f0gÞ: It turns out that *f is
the Poincar!e map ða; sÞ ! ðyðT ; a; sÞ; rðT ; a; sÞÞ generated by the vector ﬁeld
f1ðy; r; tÞ ¼ M0ðy; tÞ þ Zðr; y; tÞ; f2ðy; r; tÞ ¼ rN0ðy; tÞ þ oðr; y; tÞ;
where
lim
r!0
Zðr; y; tÞ ¼ lim
r!0
oðr; y; tÞ
r
¼ 0; uniformly with respect to y; t 2 R
and ðM0ðy; tÞ; rN0ðy; tÞÞ is obtained by expressing in polar coordinates system
(8). Note now that it is possible to extend continuously ðf1; f2Þ to r ¼ 0 in a
natural way by setting
f1ðy; 0; tÞ ¼ M0ðy; tÞ; f2ðy; 0; tÞ ¼ 0 for any y; t 2 R:
The ﬂow at time T generated by such extended vector ﬁeld is the desired
homeomorphism. This concludes the proof of (i).
The proof of (ii) closely resembles the one of Lemma 1 and can be easily
obtained following the same argument. ]
Remark 1. If we deﬁne asymptotically linear systems in Rk in an obvious
way, then it is easy to see that Lemma 1 and (ii) of Lemma 2 actually hold
for such systems. Indeed, the proofs of these results do not need any further
modiﬁcation than the mere substitution of R2 with Rk : The setting of planar
systems was considered throughout this section just to simplify our
exposition, as it is the common framework for all the presented results.
We deﬁne now the rotation number associated to a continuous map
g : ½s1; s2 ! R
2=f0g as
rotgðs1; s2Þ ¼
ygðs2Þ  ygðs1Þ
2p
;
where yg : ½s1; s2 ! R is a continuous function that satisﬁes
gðtÞ
jjgðtÞjj
¼ expðiygðtÞÞ:
Notice that ygðÞ is a lifting to ðR R
þ
0 ;PÞ of the map gðÞ=jjgðÞjj:
We have that 2p rotgðs1; s2Þ represents the angular displacement along the
path g as t varies from s1 to s2 and, accordingly, rotgðs1; s2Þ represents the
total algebraic count of the counterclockwise rotations of the curve gðtÞ
around the origin during the time interval ½s1; s2:
In the case that s1 ¼ 0 and s2 ¼ T we write rotgðT Þ :¼ rotgð0; T Þ:
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and such that gðtÞ=0 for each t 2 ½0; T ; we can deﬁne the T -rotation number
of w by rotwðT Þ :¼ rotgðT Þ:
In the case in which zðt; 0;wÞ is the solution of a linear system the
condition w=0 is sufﬁcient to ensure that zðtÞ=0 for all t 2 ½0; T : Due to the
linear structure of the equation, we have that rotwðT Þ ¼ rotlwðT Þ for each
l > 0 and therefore, without loss of generality, we can take w 2 S1:
If (1) is asymptotically linear at inﬁnity, the solutions are globally deﬁned
and therefore for each T > 0 there is R0 > 0 such that zðtÞ=0 on ½0; T 
provided that jjzð0Þjj5R0: In the sub-case when X ðt; 0Þ  0; by the
uniqueness of the solutions for the Cauchy problems we know that no
solution can pass through the origin if zð0Þ ¼ w=0:
Lemma 3. Assume that (1) is asymptotic at infinity (respectively, at zero)
to the T -periodic linear system (3) (respectively (8)). Then, for each e > 0; there
is Re > 0 (respectively, de > 0) such that
jrotwðT Þ  rot1w ðT Þj5e 8jjwjj5Re ð10Þ
(or
jrotwðT Þ  rot0wðT Þj5e 805jjwjj4de; ð11Þ
respectively), where rotwðT Þ; rot1w ðT Þ and rot
0
wðT Þ are the rotation numbers
associated to equation (1), (3) and (8), respectively.
Proof. We will prove only (10), being the proof of (11) substantially the
same. Let y and y1 be, respectively, the angular coordinates of the solutions
of (1) and (3) with the same initial condition w=0: By substituting polar
coordinates in (1) and (3), we have that y1 and y satisfy, respectively,
y01 ¼ M1ðy1; tÞ þ Zðr; y1; tÞ and y
0 ¼ M1ðy; tÞ
with
lim
r!1
Zðr; y; tÞ ¼ 0; uniformly with respect to y; t 2 R:
Hence, the difference y1  y is the solution of the problem
ðy1  yÞ
0 ¼ M1ðy1; tÞ M1ðy; tÞ þ Zðr; y1; tÞ; ðy1  yÞð0Þ ¼ 0:
As the function M1 is Lipschitzian with respect to the ﬁrst variable, by the
Gronwall inequality we obtain that for any e > 0
jy1  yj 52pe
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1
e sufﬁciently large). Now our thesis immedi-
ately follows. ]
3. MASLOV INDEX AND ROTATION NUMBERS
In this section, we consider the planar Hamiltonian system
z0 ¼ JH 0zðt; zÞ; ð12Þ
where J ¼
0 1
1 0
 
and H :R R2 ! R is a continuous function which
is T -periodic in the t-variable and such that H 0zðt; zÞ and H
00
z ðt; zÞ are
continuous for t 2 R and z ¼ ðx; yÞ 2 R2: The assumption that (12) is
asymptotically linear at inﬁnity (respectively, at zero) leads to the
consideration of a ‘‘limit’’ planar system of the form
z0 ¼ JBðtÞz; ð13Þ
where t ! BðtÞ is a continuous T -periodic loop of symmetric matrices.
Therefore, from now on systems (3) and (8) will be of the form, respectively,
z0 ¼ JB1ðtÞz ð14Þ
and
z0 ¼ JB0ðtÞz; ð15Þ
where t ! B1ðtÞ and t ! B0ðtÞ are continuous T -periodic loops of
symmetric matrices.
It is well known that the fundamental solution CðtÞ of (13) determines a
path t ! CðtÞ with Cð0Þ ¼ I in the group Spð1Þ of the symplectic matrices of
order two. Moreover, if (13) is T -nonresonant we can associate to such a
path an integer, the T -Maslov index iT ðCÞ:
Before stating our next result, it is useful to brieﬂy review some basic facts
about Spð1Þ and the T -Maslov index (see [19] or [1] for details).
Consider the covering space of Spð1Þ given by ðRþ  R R;FÞ where
ðt;s; yÞ ! Fðt;s; yÞ ¼ P ðt; sÞRðyÞ
with
P ðt;sÞ ¼
cosh tþ sinh t cos s sinh t sin s
sinh t sin s cosh t sinh t cos s
" #
;
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RðyÞ ¼
cos y sin y
sin y cos y
" #
:
The geometrical meaning of ðt;s; yÞ is as follows: ðt;sÞ are the standard
polar coordinates in the plane and y is the usual angular coordinate on S1: If
we consider the substitution t ¼ tðrÞ ¼ arctanh
ﬃﬃ
r
p
; we have that the
restriction of ðr;s; yÞ ! FðtðrÞ; s; yÞ to ½0; 1Þ  ½p;pÞ  ½0; 2pÞ provides a
homeomorphism between fz 2 R: jzj51g  S1 that is the interior of a torus
and Spð1Þ: In the ðr;s; yÞ coordinates, the resonant surface G0 ¼ fA 2 Spð1Þ :
detðI  AÞ ¼ 0g is deﬁned by
r ¼ tanh2 t ¼ sin2 y; jyj5
p
2
;
and it looks like a two-horned surface with a singularity of codimension two
at the identity I : Moreover, such a surface divides Spð1Þ into two connected
components that are contractible in Spð1Þ;
Gþ ¼fA 2 Spð1Þ : detðI  AÞ > 0g
¼ ðr;s; yÞ : r5sin2y and jyj5
p
2
or jyj5
p
2
n o
ð16Þ
and
G ¼fA 2 Spð1Þ : detðI  AÞ50g
¼ ðr;s; yÞ : r > sin2y and jyj5
p
2
n o
: ð17Þ
We recall that, roughly speaking, the T -Maslov index (nowadays widely
known as the Conley–Zehnder index [14]) of a continuous path
g : ½0; T  ! Spð1Þ; gð0Þ ¼ I ; gðT Þ =2 G0;
denoted by iT ðgÞ; is a relative integer that counts the number of half
windings made by g in Spð1Þ: Actually, in order to deﬁne iT ðgÞ; such a path
has to be prolonged without crossing G0 either to get to I ; if gðT Þ 2 Gþ; or
to arrive to a standard matrix with y ¼ 0; if gðT Þ 2 G:
In the following, the T -Maslov index of the path determined by the
fundamental solution of (13) will be referred to as the T -Maslov index of
system (13) and simply denoted by iT :
We are now ready to state our next result, where we study the relation
between the T -Maslov index of system (13) and the rotation numbers
associated to its solutions.
Lemma 4. Let C be the fundamental matrix of system (13) and let iT and
c be, respectively, its T -Maslov index and the Poincar!e map defined by
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solution of (13) with zð0Þ ¼ w 2 S1: Then, the following holds:
(a) iT ¼ 2‘ þ 1; with ‘ 2 Z; if and only if
degðI  c;Bð1Þ; 0Þ ¼ 1 and ‘5min
w2S1
rotwðT Þ4max
w2S1
rotwðT Þ5‘ þ 1; ð* Þ
(b) iT ¼ 2‘; with ‘ 2 Z; if and only if
degðI  c;Bð1Þ; 0Þ ¼ 1 and
‘  1
2
5min
w2S1
rotwðT Þ4max
w2S1
rotwðT Þ5‘ þ 12; ð** Þ
moreover, in this case, there are w1;w2 2 S1 such that
rotw1 ðT Þ5‘5rotw2 ðT Þ:
Proof. Let us consider the above-introduced covering space of Spð1Þ and
let CðtÞ ¼ CðtðtÞ;sðtÞ; yðtÞÞ; t 2 ½0; T ; be a parametrization of C by means of
the covering map F: Keeping in mind the previous geometrical description
of Spð1Þ and iT ; it is easy to see that the following holds:
(i) iT ¼ 2‘ þ 1; with ‘ 2 Z; if and only if
CðT Þ 2 Gþ and 2‘p5yðT Þ52ð‘ þ 1Þp: ð18Þ
(ii) iT ¼ 2‘; with ‘ 2 Z; if and only if
CðT Þ 2 G and 2‘p
p
2
5yðT Þ52‘pþ
p
2
: ð19Þ
By deﬁnition of Gþ and G; it is evident that we can substitute
the conditions CðT Þ 2 Gþ and CðT Þ 2 G in (18) and (19) with two
equivalent ones given, respectively, by degðI  c;Bð1Þ; 0Þ ¼ 1 and
degðI  c;Bð1Þ; 0Þ ¼ 1:
In order to estimate rotwðT Þ for any w 2 S1; we replace C with a ‘‘simpler’’
path #C that is homotopic to C; has the same endpoints and makes our
calculations easier. We choose as standard path #C the one determined by the
functions
#sðtÞ ¼ sðT Þ; #yðtÞ ¼ yðT Þmin
2t
T
; 1

 
; #tðtÞ ¼ tðT Þmax
2t
T
 1; 0

 
;
t 2 ½0; T : In geometrical terms, as t increases on ½0; T ; #CðtÞ runs ﬁrst along
S1 from y ¼ 0 to y ¼ yðT Þ and then it moves radially along the segment
whose extremes correspond, respectively, to #CðT
2
Þ and #CðT Þ ¼ CðT Þ:
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2
; we have y ¼ #CðT
2
Þw ¼ RðyðT ÞÞw 2 S1:
Consider now the unique continuous function fy : ½0; tðT Þ ! R deﬁned
by
P ðt;sðT ÞÞy
jjP ðt;sðT ÞÞyjj
¼ expðiðfyðtÞ þ yðT ÞÞÞ; fyð0Þ ¼ 0;
and let yyðtÞ ¼ fyð#tðtÞÞ; with t 2 ½
T
2
; T : We have
2p rotwðT Þ ¼ yðT Þ þ yyðT Þ ¼ yðT Þ þ fyðtðT ÞÞ: ð20Þ
Hence, our problem reduces to give an estimate of the interval
min
y2S1
fyðtðT ÞÞ;max
y2S1
fyðtðT ÞÞ
 
:
This will be achieved in two steps. First, we show that the range of the
function y ! fyðtÞ; deﬁned on S
1; increases with t: Then, we compare the
rotations fyðtðT ÞÞ for y 2 S
1 with the ones corresponding to a suitable point
in Spð1Þ: More precisely, such a point lies on the intersection between the
resonant surface and the ray which contains the ﬁnal segment of the path #C:
We begin by proving that the function t! jfyðtÞj is increasing on ½0; tðT Þ
for any ﬁxed y 2 S1: For this purpose, we note that P ðt; sÞ has the
eigenvalues pair fexpðtÞ; expðtÞg and that the corresponding eigenvectors
do not depend on t: Therefore, it is possible to choose an orthonormal basis
BsðT Þ of eigenvectors of P ðt;sðT ÞÞ which does not depend on t 2 ½0; tðT Þ:
From these properties, it follows that P ðt;sðT ÞÞ rotates each vector not in
BsðT Þ; that the modulus of the rotation jfyðtÞj; increases with t and,
moreover,
jfyðtÞj5
p
2
for any t 2 ½0; tðT Þ: ð21Þ
We determine now the range of the function y ! fyðtÞ for any t ﬁxed in
½0; tðT Þ:
Let ðy1; y2Þ be the coordinates of y in the basis BsðT Þ: It turns out that
fyðtÞ is an odd function of y1; and hence
min
y2S1
fyðtÞ ¼ max
y2S1
fyðtÞ ¼ max
y2S1
jfyðtÞj:
Moreover, by (21)
jfyðtÞj ¼ arccos
hP ðt;sðT ÞÞy; yi
jjP ðt;sðT ÞÞyjj
for any t 2 ½0; tðT Þ;
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jfyðaÞtðsÞj ¼ arccos
1þ ðs 1Þaﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ ðs2  1Þa
p :
It is now easy to prove that
max
y2S1
jfyðtÞj ¼ arccos
2 exp t
1þ exp 2t
for any t 2 ½0; tðT Þ;
and the range of our function is obtained.
Finally, let %yðT Þ be such that yðT Þ  %yðT Þ ðmod 2pÞ and %yðT Þ 2 ½p;pÞ: If
j%yðT Þj5p2; then let
t0 ¼ arctanh jsin %yðT Þj:
From a geometrical point of view, the point ðt0;sðT Þ; %yðT ÞÞ is the intersection
between G0 and the half line with origin in S1 and which contains the ﬁnal
segment of #C: By deﬁnition of t0; we have
max
y2S1
fyðt
0Þ ¼ j%yðT Þj: ð22Þ
We are now in the position to conclude our proof.
Let us consider ﬁrst the case iT ¼ 2‘ þ 1; with ‘ 2 Z: By (16) and (18),
either
05j%yðT Þj5
p
2
and tanh2 #tðT Þ5sin2 %yðT Þ
or
p
2
4j%yðT Þj4p and tðT Þ 2 Rþ:
In the ﬁrst case, since tðT Þ5t0; by (22) and by the monotonicity property of
jfyðtÞj we get
max
y2S1
fyðtðT ÞÞ5max
y2S1
fyðt
0Þ ¼ j%yðT Þj: ð23Þ
In the latter, directly from (21) we obtain
max
y2S1
fyðtðT ÞÞ5
p
2
: ð24Þ
In any case, by (20), (18), (23) and (24) we immediately get the inequalities
in (*).
In the case iT ¼ 2‘; with ‘ 2 Z; by (17) and (19) we have
tanh2 tðT Þ > sin2 %yðT Þ and j%yðT Þj5
p
2
:
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tðT Þ > t0; we can conclude that
max
y2S1
fyðtðT ÞÞ > max
y2S1
fyðt
0Þ ¼ j%yðT Þj; ð25Þ
and by (20), (19) and (21) we directly obtain the inequalities in (**).
Moreover, remembering the odd property of fyðtðT ÞÞ; by (25) there exist
w1;w2 2 S1 such that
rotw1 ðT Þ5‘5rotw2 ðT Þ:
Finally, taking into account (i), (ii) and our estimates of the range of
y ! fyðtðT ÞÞ; it is not difﬁcult to show the sufﬁciency of (*) and (**). ]
Remark 2. In general, dealing with linear Hamiltonian systems in
R2N ; we have the following relationship between the ﬁxed point index
of the Poincar!e map c and the T -Maslov index iT of the system
(cf. [14, p. 222]):
degðI  c;BðrÞ; 0Þ ¼ ð1ÞiTþN for each r > 0: ð26Þ
A proof of this formula when N > 1 is as follows. Let us consider the
T -nonresonant linear Hamiltonian system
x0 ¼ JBðtÞx; ð27Þ
with BðtÞ a symmetric, continuous and T -periodic matrix. By deﬁnition,
cðzÞ ¼ CðT Þz; where C is the fundamental matrix of system ð27Þ: Hence, for
any r > 0; we have that degðI  c;BðrÞ; 0Þ ¼ sgnðdetðI CðT ÞÞÞ: By deﬁni-
tion, we have that sgnðdetðI  gðT ÞÞÞ is the same for all the paths t/gðtÞ
which have the same Maslov index. From [13, p. 193] it follows that there is
a standard path gj such that iT ¼ j; where j is the Maslov index of gj and gj
is the fundamental solution of a suitable system x0 ¼ JBjðtÞx: If N52;
the differential equation is autonomous, that is BjðtÞ  Bj; and such
that sgnðdetðBjÞÞ ¼ ð1Þ
Nþj (see [13, p. 183]). As it is well known that
sgnðdetðI  gjðT ÞÞÞ ¼ sgnðdetðBjÞÞ (see [12]), our proof is concluded.
At this point, from Lemmas 3 and 4 and Theorem A we can state a ﬁrst
multiplicity result for the existence of T -periodic solutions of system (12)
whose proof is contained in the one of Theorem 2.
Corollary 1. Suppose that (12) is asymptotic at infinity and at zero, to
the T -periodic linear systems (14) and (15), respectively. Assume also that (14)
and (15) are T -nonresonant and denote by i1T and i
0
T the corresponding
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1
T ; then (12) has at least
* ji1T  i
0
T j nontrivial T -periodic solutions if i
0
T and i
1
T are both odd;
* ji1T  i
0
T j  2 nontrivial T -periodic solutions if i
0
T and i
1
T are both even;
* 2
ji1T i0T j
2

nontrivial T -periodic solutions, otherwise.
Note that if i0T and i
1
T are either consecutive numbers or consecutive even
numbers, our previous corollary does not guarantee the existence of
T -periodic solutions as in these cases the twist condition of Theorem A is
not satisﬁed. However, when i0T and i
1
T are consecutive numbers the excision
property of the degree together with Lemmas 1, 2 and 4 guarantee the
existence of a T -periodic solution of (12). In order to improve our lower
bound for the number of T -periodic solutions of system (12) we will give in
the next section a modiﬁed version of the twist theorem.
4. A MODIFIED POINCAR !E–BIRKHOFF FIXED POINT THEOREM
In this section, we state and prove a ‘‘modiﬁed Poincar!e–Birkhoff ﬁxed
point theorem’’. The main difference between our result and the Poincar!e–
Birkhoff ﬁxed point theorem lies in the fact that the twist condition is
replaced by a weaker hypothesis. As a consequence, we obtain the existence
of at least one ﬁxed point instead of two.
For the proof, which follows the ideas previously exposed by Brown and
Neumann in [11], we need to use the notion of index of a curve with respect to
a homeomorphism. Recall that, given a subset O R2; a homeomorphism f
of O into R2 with no ﬁxed points in O and a curve C  O; we call index
of C with respect to f; and denote by iðf;CÞ; the total rotation of fðP ÞPjjfðP ÞP jj
as P moves along the curve C: More precisely, considering a parametrization
z : ½a; b ! R2 of C and the function fnðtÞ :¼ fðzðtÞÞzðtÞjjfðzðtÞÞzðtÞjj; we have
iðf;CÞ :¼ rotfnða; bÞ:
The index of C with respect to f satisﬁes
iðf;CÞ ¼ iðf1;fðCÞÞ:
Now we state and prove the theorem.
Theorem 1. Let c :A!A be an area-preserving homeomorphism of
the strip A ¼ R ½0;R; R > 0; such that cðy; rÞ ¼ ðy1; r1Þ; with
y1 ¼ yþYðy; rÞ;
r1 ¼ Rðy; rÞ;
(
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conditions
* Rðy; 0Þ ¼ 0; Rðy;RÞ ¼ R; for all y 2 R [boundary invariance];
* Yðy;RÞ > 0 (or Yðy;RÞ50) for all y 2 R and there is %y such that
Yð%y; 0Þ50 (respectively, Yð%y; 0Þ > 0) [modified twist condition].
Then, c has at least one fixed point in the interior of A: Moreover, if c has
a unique fixed point in the interior of A; then such a point has a nonzero fixed
point index.
Proof. We will consider only the case in which Yðy;RÞ > 0 for all y 2 R
and there is %y such that Yð%y; 0Þ50; being the other similar. We argue by
contradiction and hence assume that there are no ﬁxed points of c in the
interior of A:
First of all we extend the function c to R2 in the natural way, that is we
consider the homeomorphism *c :R2 ! R2 deﬁned by
*cðy; rÞ ¼
ðyþYðy;RÞ; rÞ for y 2 R and r > R;
cðy; rÞ for ðy; rÞ 2A;
ðyþYðy; 0Þ; rÞ for y 2 R and r50:
8><
>:
By construction, *c is area preserving in A and its ﬁxed point set, which
we denote hereafter by F; either is empty or it is union of vertical closed
halﬂines in the halfplane r40 with origin on the line r ¼ 0:
Notice that if F is empty, we meet the conditions of the Poincar!e–
Birkhoff ﬁxed point theorem.
Since Y is continuous and 2p-periodic, we may assume that %y 20; 2p½: Let
N be the maximal strip contained in R 1; 0 such that ð%y; 0Þ 2N
and Yðy; rÞ50 inN: In the following and for simplicity, we will still denote
by N the union
S
k2Z ðNþ ð2kp; 0ÞÞ: The set N satisﬁes an important
property:
ðPÞ if ðy; rÞ 2N then for each n > 0 we have that *c
n
ðy; rÞ belongs to
the connected component of N which contains ðy; rÞ:
This property is a consequence of the fact that c is a homeomorphism and
of the invariance under c of the line r ¼ 0: We introduce the notation
H :¼ fðy; rÞ : r40g and Hþ :¼ fðy; rÞ : r5Rg:
Choose now e0 > 0 such that Yðy; 0Þ50 for each y 2 ½%y e0; %yþ e0
0; 2p½ and consider the strip W ¼ ½%y e0; %yþ e0  R:
By the choice of W and as we assume that there are no ﬁxed points of c in
the interior of A; we can consider 05e5minP2W jj *cðP Þ  P jj:
For each 04s4e; let Ts :R
2 ! R2 be the homeomorphism
which is 2p-periodic in the ﬁrst variable and whose restriction
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Tsj½0;2pRðy; rÞ ¼
ðy; r þ s cosð p
2e0
ðy %yÞÞÞ; y 2 ½%y e0; %yþ e0;
ðy; rÞ otherwise:
(
Note that Ts is area preserving. Set *cs :¼ Ts *c: As *cs coincides with *c in the
set R2=
S
k2ZðW þ ð2kp; 0ÞÞ and it has no ﬁxed points in the complementary
set, the ﬁxed point set of *cs is F .
Let R0 :¼ H=*c
1
e ðHÞ and set Rj :¼ ð *ceÞ
jR0; for each j 2 Z: Note that as
R0  H and for each j50; Rj  fðy; rÞ : r > 0g; we have R0 \Rj ¼ | for
each j=0 and hence
Rk \Rj ¼ | for each k=j: ð* Þ
By the 2p-periodicity of *ce and its area-preserving property in A; taking
into account ð* Þ; we conclude that there is a n 2 N such that Rn \ Hþ=|:
For such an n choose a point Pn of maximum r-coordinate in ð *ceÞ
nðHÞ:
Note that the existence of such a point is guaranteed by the fact that we can
consider only the compact region ð *ceÞ
nðHÞ \ fðy; rÞ : r50; 04y42pg: Set
Pj ¼ ðyj; rjÞ :¼ ð *ceÞ
jnðPnÞ; j 2 Z; we have P0 2 H: Moreover, by the
construction of *ce; taking into account (P) and as ð *ceÞ
nðP0Þ 2 Hþ we get
P0 2N: In fact, *ce does not move points out of N into N and points in
H=N into the region r > 0: Denote by C0 the line that connects P1 to P0
and let, for each j 2 Z; Cj :¼ ð *ceÞ
jðC0Þ and C :¼ C0C1 . . .Cn: Note that as C0
does not intersect F neither does C (see Fig. 1). Furthermore, we have the
following properties (see [11]):
(i) the curve CCnþ1 has no self-intersections,
(ii) no point of C has larger r-coordinate than Pnþ1;
(iii) no point of *ceðCÞ has smaller r-coordinate than P1;
(iv) ið *ce;C0 . . .Cn1Þ ¼
1
2p
ðpþ bðeÞ þ aðeÞÞ; where 05bðeÞ4arctan
e
jYðy1; r1Þj
and 04aðeÞ4arctan
e
m
with m ¼ miny2R Yðy;RÞ:
Property (ii) follows from the fact that C  *c
n
e ðHÞ; by the choice of Pn
and from the fact that for ðy; rÞ 2 C \ Hþ we have r4rn4rnþ1: Property (iii)
is an easy consequence of the construction of *ce:
As for (i), note that since *ce is a homeomorphism and C0 has no self-
intersections then each Cj has no self-intersections. It sufﬁces to prove now
that Cj and Ck with j=k do not intersect except for the common endpoint
when jj kj ¼ 1: This follows from the fact that the same property holds for
C0 and Cj for each j50: Indeed, as a consequence of the invariance of
fðy; rÞ : r ¼ 0g under c and since c is a homeomorphism, we have that
Ck  ½yk1; yk  R; for each k40:
n+1P
Cn+1 
r = R   
r 
                         nP
n−1P                                           
Cn 
2P
C2
       1
             1P
C1 0P    C 0
−1P  
()
()
ϑ
FIG. 1. Construction of the ﬂow line.
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simply recall the main ideas of the proof. Observe that we get the same total
rotation if we ﬁrst hold P ¼ P1 ﬁxed and just move Q along *ceðCÞ from P0
to Pnþ1 and then hold Q at Pnþ1 and move P along C from P1 to Pn: But now
instead of moving Q along *ceðCÞ and P along C we can move Q along the
straight line segment from P0 to Pnþ1 and then P along the straight line
segment from P1 to Pn: As a consequence, we obtain immediately the
formula given in (iv) for the index. In [11], the authors present the
homotopies that justify this reasoning in an explicit form. In order to have
the homotopies well deﬁned it is only necessary that properties (i)–(iii)
proved above hold.
Let us now consider the homeomorphisms *cs given above and evaluate
the index ið *cs;CÞ: This index is well deﬁned as the ﬁxed point set for *cs is
MARGHERI, REBELO, AND ZANOLIN362still F: We have ið *cs;CÞ ¼
1
2pðpþ bðsÞ þ aðsÞÞ ðmod 1Þ where 04bðsÞ4
arctan sjYðy1;r1Þj and 04aðsÞ4arctan
s
m with m ¼ miny2R Yðy;RÞ: By property
(iv) and the continuity of the index we conclude that ið *cs;CÞ ¼
1
2pðpþ
bðsÞ þ aðsÞÞ for each 04s4e; so that, in particular,
ið *c;CÞ ¼ 1
2
: ð** Þ
Now the contradiction will be obtained as we are able to show that
ið *c
1
; *cðCÞÞ= 1
2
: In order to prove this last assertion note that *cðCÞ is a
curve that joins N to Hþ (actually it joins the connected component of N
which contains P1 to Hþ). Hence ið *c
1
; *cðCÞÞ ¼ 1
2
ðmod 1Þ: Moreover, as
above but using ð *cÞ1 instead of *c; we can construct a curve Cn that joins
the connected component of N which contains P1 to Hþ (using the
periodicity properties of c; if necessary) and satisﬁes properties analogous
to those of C: In particular, ið *c
1
;CnÞ ¼ 1
2
: Finally, we obtain that ið *c
1
;
*cðCÞÞ ¼ 12 as there is an homotopy between
*cðCÞ and Cn which does not
meet F: In fact, both curves have bottom endpoints in the same connected
component ofN and do not intersectF: In order to conclude the proof, it
is sufﬁcient to observe that, according to the results in [31], either there are at
least two ﬁxed points of c in the interior of A or there is a unique ﬁxed
point of nonzero index. ]
Now we obtain a corollary of Theorem 1 in which the invariance of the
outer boundary of the annulus is not assumed.
Let G1 be a circle with center in the origin and radius R > 0 and G2 be a
simple closed curve surrounding the origin. Denote byBi; i ¼ 1; 2; the ﬁnite
closed domain bounded by Gi; byAi ¼ Bi=f0g and by *Ai (respectively, *Gi)
the lifting of Ai (respectively, Gi) associated to the projection P deﬁned in
(7). Then the following result holds:
Corollary 2. Let c :A1 !A2 be an area-preserving homeomorphism.
Assume that c admits a lifting which can be extended to a homeomorphism
*c : *A1 [ fr ¼ 0g ! *A2 [ fr ¼ 0g given by *cðy; rÞ ¼ ðyþYðy; rÞ;Rðy; rÞÞ
where R and Y are 2p-periodic in the first variable. Moreover, suppose that
Yðy; rÞ > 0 (orYðy; rÞ50 ) for all ðy; rÞ 2 *G1 and there is %y such thatYð%y; 0Þ50
(respectively, Yð%y; 0Þ > 0) [modified twist condition].
Then, *c has at least one fixed point in the interior of *A1 whose image under
P is a fixed point of c in A1: Moreover, if c has a unique fixed point in the
interior of A1 then such a point has a nonzero fixed point index.
Proof. As in the proof of the previous result, we will consider only one
case. Note that as *c is the extension of the lifting of c to *A1 [ fr ¼ 0g; we
have that *cð *G1Þ ¼ *G2 and hence also the invariance of fr ¼ 0g through the
map *c: Let us consider the homeomorphism deﬁned in R ½0;R2 and given
by *c
n
ðy; rÞ ¼ ðyþYðy;
ﬃﬃ
r
p
Þ;R2ðy;
ﬃﬃ
r
p
ÞÞ: It is easy to see that as *c preserves
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n
is area-preserving. Now the result
follows from Theorem 1 since *c
n
can be extended to a homeomorphism
C :A!A; with A ¼ R ½0;Rn; satisfying the conditions of Theorem 1
and without ﬁxed points in A=ð *A1 [ fr ¼ 0gÞ: The construction of C is
possible as minðy;rÞ2 *G1 Yðy; rÞ > 0 and follows the same steps as in [27,
Theorem 1] (see homeomorphisms Zn2 and *Q2). ]
5. MAIN RESULTS
At this point, we have considered all the preliminaries which are needed to
the study of the existence and multiplicity of T -periodic solutions for
asymptotically linear planar Hamiltonian systems. Our main result in this
direction is the following:
Theorem 2. Suppose that (12) is asymptotic at infinity and at zero to the
T -periodic linear systems (14) and (15), respectively. Assume also that (14) and
(15) are T -nonresonant and denote by i1T and i
0
T the corresponding T -Maslov
indices. If i0T=i
1
T ; then (12) has at least maxf1; 2b
jji1T i
0
T j
2
cg nontrivial T -periodic
solutions. Moreover, if i0T is even then (12) has at least 2d
ji1T i
0
T j
2 e nontrivial
T -periodic solutions.
Proof. As (12) is asymptotically linear at inﬁnity and at zero, the Poincar!e
map f associated to (12) is deﬁned in R2 and fð0Þ ¼ 0: Moreover, we know
that if w=0; then zðt; 0;wÞ=0 for each t 2 ½0; T  and hence the rotation
number rotwðT Þ associated to (12) is deﬁned for every w 2 R
2=f0g: In the
following, we denote by rot1w ðT Þ and rot
0
wðT Þ the rotation numbers
associated to Eqs. (14) and (15), respectively.
In the proof of the theorem, we will consider the liftings of f associated to
P and depending on a parameter j 2 Z; *fj : R R
þ
0 ! R R
þ
0 given by
*fjðy; rÞ ¼ ðyþYjðy; rÞ;Rðy; rÞÞ;
with Yjðy; rÞ ¼ 2pðrotPðy;rÞðT Þ  jÞ and Rðy; rÞ ¼ jjfðPðy; rÞÞjj:
Moreover, we will use often the fact that whenever an integer j is such
that *fj satisﬁes
Yjðy;ReÞ > 0 and lim sup
r!0
Yjðy; rÞ50; uniformly in y; ð28Þ
for a suitable and large positive Re; by the Poincar!e–Birkhoff ﬁxed point
theorem (see [27, Theorem 1]) we obtain the existence of two ﬁxed points
wij; i ¼ 1; 2; of f: Taking into account that w
i
j are the image under P of two
ﬁxed points of *fj; we obtain that rotwij ðT Þ ¼ j and therefore different
integers give origin to different pairs of ﬁxed points for f:
MARGHERI, REBELO, AND ZANOLIN364Let us now examine the various cases that can occur by considering the
parity of the T -Maslov indexes ði0T ; i
1
T Þ: We will assume that i
0
T5i
1
T ; being
the other case similar.
(1) Case (odd,odd). Taking into account Lemmas 3 and 4 and choosing e
sufﬁciently small we get that there are 05de5Re such that
sup
05jjwjj4de
rotwðT Þ5max
w2S1
rot0wðT Þ þ e5j
0 þ 14j1
5 min
w2CRe
rot1w ðT Þ  e5 minw2CRe
rotwðT Þ; ð29Þ
where j0 ¼ i
0
T1
2
and j1 ¼ i
1
T 1
2
:
By (29) we have that for each j0 þ 14j4j1 the lifting *fj satisﬁes (28) and
hence we obtain the existence of at least 2ðj1  j0Þ ¼ i1T  i
0
T ﬁxed points of
f:
(2) Case (even,even). By Lemmas 3 and 4 and choosing e sufﬁciently small
we get in this case that there are 05de5Re such that
sup
05jjwjj4de
rotwðT Þ5j0 þ 124j
1  1
2
5 min
w2CRe
rotwðT Þ; ð30Þ
where j0 ¼ i
0
T
2
and j1 ¼ i
1
T
2
: Moreover, Lemma 4 guarantees that there is
w 2 S1 such that rot0wðT Þ5j
0 and hence ‘ :¼ rot0wðT Þ ¼ rot
0
lwðT Þ5j
0 for each
05l41: Now, choosing a smaller e if necessary, Lemma 3 implies that
805l4de; rotlwðT Þ5‘ þ e5j0: ð31Þ
At this point, in the case when j04j1  2; we ﬁrst consider the liftings *fj
for j0 þ 14j4j1  1: By (30) we have that (28) holds for each j0 þ
14j4j1  1: Arguing as before, we get the existence of 2ðj1  j0  1Þﬁxed
points wij of f; i ¼ 1; 2: It is important to observe that, as a consequence of
a remark by Neumann [25, Remark 1.1] taking into account the result of
Simon [30, Proposition 1], the Poincar!e–Birkhoff theorem guarantees the
existence of either at least three ﬁxed points or exactly two ﬁxed points with
indexes 1 and þ1:
In order to obtain two other ﬁxed points for f; we consider the lifting *fj0 :
By (30) we have that Yj0ðy;ReÞ > 0 and by (i) of Lemma 2 and (31) there
exists yn such that Yjðy
n; 0Þ50: Now, applying Corollary 2 we obtain the
existence of either at least two ﬁxed points of *fj0 ; or one ﬁxed point *wj0 with
nonzero index. The images of these ﬁxed points under P correspond to
solutions which have j0 as rotation number. When there is a unique ﬁxed
point of *fj0 ; as by Lemmas 1, 2 and 4,
degðI  f;BðReÞ=B½de; 0Þ ¼ 0; ð32Þ
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i1T  i
0
T ﬁxed points of f also in this situation. In fact, in this case either we
have found above more than 2ðj1  j0  1Þ ﬁxed points of the Poincar!e map
or the sum of the indexes of the 2ðj1  j0  1Þ ﬁxed points is zero and hence,
as the index of Pð *wj0 Þ is nonzero by (32), there must be another ﬁxed point.
(3) Case (odd,even). First of all we note that if i0T and i
1
T are consecutive,
then the excision property of the degree together with Lemmas 1, 2 and 4
guarantee the existence of a T -periodic solution of (12). If i1T > i
0
T þ 2; taking
into account Lemmas 3 and 4 and choosing e sufﬁciently small, we get that
there are 05de5Re such that
sup
05jjwjj4de
rotwðT Þ5j0 þ 15j1  125 minw2CRe
rotwðT Þ; ð33Þ
where j0 ¼ i
0
T1
2
and j1 ¼ i
1
T
2
: Now the conclusion follows the lines of the case
(odd,odd).
(4) Case (even,odd). Reasoning as in the (even,even) case we can prove the
existence of at least 2dji
1
T i
0
T j
2
e nontrivial T -periodic solutions for (12). ]
By Theorem 2, we easily obtain a multiplicity result for T -periodic
solutions of (12) by linearizing such a system along a given T -periodic
trajectory. Indeed, we note ﬁrst that if #z :R! R2 is a T -periodic solution of
(12) and if such a system is asymptotically linear at inﬁnity to (14), then the
same property holds for the T -periodic Hamiltonian system
z0 ¼ J ½H 0zðt; zþ #zðtÞÞ  H
0
zðt; #zðtÞÞ: ð34Þ
Moreover, if H ðt; zÞ is C2ðR R2Þ; then (34) is asymptotic at zero to the
linear system
z0 ¼ H 00z ðt; #zðtÞÞz: ð35Þ
As an immediate consequence of these considerations, we get the
following:
Corollary 3. In the above setting, assume that the T -periodic Hamilto-
nian system (12) is asymptotic at infinity to the T -nonresonant linear system
(14) and that (35) is T -nonresonant. Denote by i1T and i
0
T the T -Maslov indices,
respectively, of (14) and (35). If i0T=i
1
T then the same multiplicity result of
Theorem 2 holds for the number of nontrivial T -periodic solutions of (12)
distinct from #z:
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