Integral and rational completions of Hadamard matrices  by Verheiden, Eric
JOURNALOF COMBINATORIAL THEORY, Series A 29,3X%-345 (1980) 
Integral and Rational Completions of 
Hadamard Matrices 
ERIC VERHEIDEN 
Aerojet Electrosystetns Company, Azusa, California 91702 
Communicated by Marshall Hall, Jr. 
Received January 10, 1980 
Previous results on rational completions of combinatorial matrices are 
specialized to the case of Hadamard matrices. Some results on denominator 
restrictions of completions are given; the case with 12 rows to be completed is 
considered in detail. 
1. INTRODUCTION 
In two previous papers [l, 21, results were derived concerning rational 
completions of integral matrices satisfying a matrix equation AA’ = B. Here 
the case of Hadamard matrices, matrices H with all entries +1 or -1 and 
satisfying HHT = n1, where n is the order of the matrix, will be considered in 
somewhat more detail and specific results discussed. 
2. PREVIOUS RESULTS 
We will require one theorem and two corollaries from [2]. 
THEOREM 2.1. Suppose there is a rational n x r matrix Y satisfying 
YF = B, where B is integral. Then there is such a Y with denominators 
dividing s, where s is the least common denominator of the entries of a 
rational matrix L representing a form ZZT (of order r, integral and having 
determinant 1) up to integral equivalence. 
The proof is somewhat lengthy and is described fully in [2]. 
Considerations involving the quadratic form ZZT above lead to the 
conclusion that s may always be taken as a power of 2. Two corollaries for 
small values of r follow: 
COROLLARY 2.2. Let Y be as above and r < 7. Then we may take s = 1 
(Y is integral). 
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COROLLARY 2.3. Let Y be as above and t < 16. Then we may take s = 2 
(Y is ha@integral). 
Both of these corollaries follow from an exhaustive listing of the indecom- 
posable quadratic forms of order no larger than 16, as performed by Kneser 
131. 
Some results from [l] are relevant to the consideration of Hadamard 
matrices : 
THEOREM 2.4. Suppose X is an (n - r) by ‘n integral matrix satisfying 
XXT = nIn+, where n 5 0 (mod 4). Then there is an n X n matrix Z having 
X as its first n - r rows and having its last r rows rational such that 
zzT = nr,. 
Proof: Special case of a result of Hail from [4]. 
Some easy lemmas concerning the completing matrix Y are of interest in 
the case where X above is in fact a (1, -1) matrix. 
LEMMA 2.5. Suppose X as above is in fact a (1, -1) and Z is written 
z= $* 
I I 
(21) 
Then if YYT = (b,), b,, = r, aZE i. 
LEMMA 2.6. Let Y, YYT = B be as above. Then B = rJ (mod 2). 
LEMMA 2.7. Let Y, B be as above. Then b, + b, + bj, z-r (mod 4), a& 
i, j, k. 
The proofs are not difficult and are described in Section 3 of [ 11. 
3. HADAMARD MATRIX COMPLETIONS 
For the Hadamard case, we can improve upon the denominator s 
mentioned in Theorem 2.1 by a factor of (almost) 2. 
THEOREM 3.1. ~Let e be chosen so that any integral, positive definite 
quadratic form of determinant 1 and order r can be represented by a rational 
lattice with denominators dividing 2e (e > 0). 
Let X be a partial Hadamard matrix of order 4n with’ r rows to be 
completed. A rational completion YT exists so that 
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(i) 2’YT is integral, each row consisting of integers of ldenticalparity 
(mod 2), 
(ii) ifn is odd and e> 1, 2’-‘Yr is integral. 
Proof: By Theorem 2.4, X has a rational completion 
A = --- , I 1 AAT = 4nI. (3.1) 
Let ZZ’= C= (cJ. C is integral and Lemmas 2.5, 2.6 and 2.7 apply. 
Consider C’ = R ZZTR ‘, where 
Evidently C’ = R CR = = (c;~), C:j = Cl, + Gil + Clj + Cij E r + (-r) c 0 
(mod4), i# 1, j# 1; c;~=c;~=~(c,~ +c,JzO (mod4). So C”=aC’ is 
integral; if Z” = +RZ, Z”(Z”)‘= C”. Apply a rational orthogonal transfor- 
mation U to Z” so that Z* = Z”U has denominators dividing 2e, as in 
Theorem 2.1. 
Consider Y = 2RW1Z** , 
A,= $ 
I I 
(3.3) 
is a rational completion of X, 
UUT($ZTR =)(2R - ‘) = ZZT = C. 
Now 2’2” is integral and 
since YYT = (212 -‘)(jRZ) 
(3.4) 
So 2’Y = (2R-1)(2eZ*) is also integral. Let 2eZ* = (Zii), 2eY= (yij). Then 
yij = 22, - zu z z,~ (mod 2), all i, j, i # 1. Since Y,j = Zu, all j, the proof of 
(i) above is complete. 
For (ii), note that-since A,Af = 4nl and e > 1, ziy$ = 0 (mod S), all j. If 
zljz 1 (mod 2), .z~-y~ z 1 (mod S), all i. So Ciy$ = 4n r0 (mod 8). 
Hence if n is odd, zy must be even, all j. It follows that yii is even, all i, j, 
and so 2e-‘Y is integral. 
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The foregoing can be used to demonstrate Hadamard completions for the 
case r < 7 in all cases. 
THEOREM 3.2. Let X be a partial Hadamard matrix of order 4a with 
r f 7 rows to be completed. Then X has a Hadamard completion. 
ProoJ By Theorem 3.1 above and Corollary 2.2, we know there is an 
integral completion with integers of identical parity in each row. 
Any row of odd integral elements must be &l’s since the sum of the 
squares of the elements of any row is 4n. If there are any even elements in a 
column, there must be exactly four in the form 
[f2 0 0 0 I1 *I ..’ nl] 
since the sum of the squares of the elements must be I < 7. 
Apply the orthogonal transformation 
1 1 1 1 
ff=4 
1 1 -1 -1 
1 -1 1 -1 
1 -1 -1 1 
to the four even rows. Elements fl are produced as was to be shown. 
We will consider rational completions of Hadamard matrices of the type 
derived in Theorem 3.1, paying particular attention to the case’ e = 1: For 
P(as in (3.3)) write 
where W is integral and Z is integral and odd. Now YY’ = C = (c,), where 
C is integral, cii = r, all i, C E rJ (mod 2) and Cij t Cik + Cjk z---r (mod 4), all 
i,j, k, by Lemmas 2.5, 2.6 and 2.7. 
LEMMA 3.3. If e > 0, Z has 4m columns, m an integer. 
Proof. $ZZT = 4”-‘yyT - ww’, which is integral. So since Z is odd 
and ZZT 5 0 (mod 4), each row must have 4m elements, some m. 
The following lemma is the most important for further consideration. 
LEMMA 3.4. Let Z = (z,), Zij = ajj + 4bijr all i, j, where ati = iI, bii is 
integral. Then for all k, 1 
$j akjajjE4m + 2 i (Ykj-YIj)2 (mod 8). WV 
j=l j=4m+l 
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ProoJ: For a fixed i, 
F (Qij + 4bij)’ = 2 u;+ 8 f aijb,+ 16 $J bZ. 
j=l j=l j=l j=l ” 
=4’r-4 i yi. 
.i=4m+l 
(3.9) 
Therefore, we have 
4m 
8 c aijbijr4er-4 m-4 i yi (mod 16). (3.10) 
j=l j=4mt 1 
It follows that 
z a,b,=i (4”r-m- i yi) 
j=l j=4m+ 1 
4m 
(3.11) 
= c b, (mod 2) 
j=l 
as Uij s 1 (mod 2), all i, j. 
For fixed k, 1, 
$J (akj + 4b,)(a, + 4b,) 
j=l 
4m 4m 4m 4m 
= c a,a,j+4 c a,b,+4 c a,jb,+ 16 c b,b, 
j=1 j=l j=l j=l 
5 49 -4 i ykj yrj (mod 8). 
j=4m+ 1 
(3.12) 
Since qj = f 1, all i, j, using (3.11) we have 
so, 
4 5 a,b,j 3 4 2 b, 
j=l j=l 
i 
(3.13) 
(mod 8). 
j=4m+ 1 
2 akjati=4V-4 i ytiyu-2 4e-1r-m- i yi. 
j=4mtl ( j=4m+I > 
(mod 8). (3.14) 
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Rearranging, 
4m r 
y akjaij 5 4m + 2 Ifs 
C ( y% + yTj - 2ykj yij) 
j=4m+ 1 
= 4m + 2 C (Y~~-YJ (mod 8). 
j=4m+ 1 
As consequences of the above, we have 
LEMMA 3.5. Ziz4m+l Yij- 2=4e~1r-m(mod2),aZZiife>0, 
Proof. Equation (3.10) implies for any i 
4 i ytr49 -4m 
j=4m+ 1 
(mod 8). 
If e > 0, we may divide by 4 to obtain 
i yiz4’-‘r-m (mod2). 
.i=4m+ 1 
LEMMA 3.6. cj4zl atialj = 0 (mod 4), all k, I, if e > 0. 
Proof. For any k, 1, Eq. (3.15) reduces (mod 4) to 
2 o,aijs2j=$+,Yt,j*2 2 Vi 
j=l j=4m+ 1 
r4?-4msO (mod 4) 
by the preceding lemma. 
(3.15) 
(3.16) 
(3.17) 
(3*18) 
We will now derive results for small values of m and consider integral 
completions when r < 12. 
THEOREM 3.7. Suppose m < 1. Then we may replace Z by an even 
integral matrix so that the completion matrix YT has denominators dividing 
y-1 
Proof. If m = 0, Yr is already integral. 
If m = 1, negate columns of Z so that o,j = 1, j = l,..., 4. Then applying 
Lemma 3.6 with k= 1, we have 
i ali= (mod 4), all 1. (3.19) 
j=l 
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But now 
4 
al + aI2 -  al3 -  al4 = C U,j - 2a,, - 2a,, 
j=l (3.20) 
zo-2-2zo (mod 4), 
since a,j is odd, all j. Since the above applies for any permutation of the 
subscripts j, it follows that if the orthogonal matrix H of Eq. (3.6) is applied 
to ZT, the resulting matrix HZT is composed of even integers as was to be 
shown. Note that Y(HT @ I)(H @ I) YT = YYT since (H @ I) is orthogonal. 
THEOREM 3.8. Suppose m = 2. If there are two rows k, I of Y so that 
(9 z= 4m+l (Ykj-Yij)' sJfZJ= dm+ 1 (Ylj -Vii)' (mod 4), all i, 
(ii) (aklT ak2 ,..., ak8) f  *(all, q2 ,..., %), 
then Z may be replaced by an even integral matrix so that the completion 
matrix has denominators dividing 2+‘. 
ProoJ: After column negations, we may suppose that akj = 1, j = l,..., 8. 
Now (i) implies that 
i (Ykj-YyuY~ i (Y,-Y,j)2G0 (moWa (3.21) 
j=S j=9 
So we have, by Lemma 3.4, 
8 
C a,a,r4.2+2.4.2=0 (mod 8). (3.22) 
j=l 
Given (ii), the only remaining solution (after permutation of indices j) is 
a,=-l;j=l,..., 4;a,j=l;j=5 ,... ;S. 
Now for a third row i, 
EZ 4m + 2 i (ykj -Yij)" 
j=9 
E4m+2 i (Y[j-Yij)' 
j=9 
(mod 8). 
Hence 
tl ykj - au) aij = 2 5 aij E 0 
j=l 
(mod 8). 
(3.23) 
(3.24) 
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Dividing by 2, we have exactly the result of Eq. (3.19) of Theorem 3.7. It 
follows that we may make the first four rows of 2’ even as before, whence 
we have m = 1 and Theorem 3.7 applies to the remaining four rows. 
THEOREM 3.9. Let X be a partial Hadamard matrix of order 491 with r 
rows to be compleed, Y < 12. Then X has an integral completion. 
Boo/. We recall Corollary 2.3, which shows that X has a half-integral 
completion. In fact, Theorem 3.1 applies with e = I. (If n is even, then (ii) of 
Theorem 3.1 gives the above result. However, the argument below is not 
dependent on n.) 
There are three cases to be considered. We assume first Y = 12. 
Case m < 1. Theorem 3.7 applies to show that Yr may be made 
integral. 
Case m = 3. Apply 3.4 with k = 1 to obtain 
4.3~12~4 (mod 8). 
j=l 
(3.25) 
This is clearly impossible if ati = f 1, ail j. 
Case m = 2. Since e = 1, ykj is integral, all k, j = 9 ,..., 12. By Lemma 
3.5, 
12-2=0 (mod 2). (3.26) 
The solutions for (yk9, y klO, ykll, yklz) (mod 2) are the eight even weight 
vectors (1, 1, 0, 0), (1, 0, I, 0), (1, 0, 0, l), (1, 1, I, 1) and their com- 
plements. 
Suppose for some k, I, (ii) of Theorem 3.8 applies and the respective 
vectors (yk9 ,..., J+& (yr9 ,..., yl,J are equal or complementary (mod 2). In 
the first instance, certainly (i) of Theorem 3.8 applies as well. In the second, 
2 (Ykj-YY,12- 5 (Ylj-Yij)’ 
j=9 j=9 
12 12 12 
= C J$j- C Yfj+ 2 2 (Ykj-Yli)Yii 
j=9 j=9 j=9 
(3.27) 
(mod4), any i. 
So here again, (i) applies and the theorem gives the desired result. 
We suppose then that we are in a situation where the above does not 
apply. There can be at most four distinct (up to negation) vectors (a& 
344 ERIC VERHEIDEN 
corresponding to the at most four distinct solutions (up to complementation, 
mod 2) for (ykj, j= 9,..., 12). Furthermore, it can be verified that by Lemma 
3.4, if k, 1 are the indices of two of these distinct vectors, 
gl akjaIj = 4 (mod 8). (3.28) 
Up to permutation and negation, there are only two possible solutions for 
the four distinct vectors 
1111 11 11 
1 1 1_ 1 1 ‘\l -1 --I 
1 1 1 1 1 -1 1 -1 (3.29) 
1 1 1 1 -1 1 1 --I 
or (1 1 1 1 1 -1 -1 1). 
In either case, condition (3.19) applies to the first four entries, i.e.,j = l,..., 4. 
We may thus apply H to reduce to the case m = 1, dealt with previously. 
In the preceding, we have assumed r= 12. If r < 12, then, noting that 
originally integral rows of P are not affected, we may tacitly add rows of X 
to YT until we have the required number. The preceding argument then 
applies. (If n < 2, recall Theorem 3.2.) 
The question arises as to whether the above-determined integral 
completion for r < 12 can be improved to a Hadamard completion or at 
least whether further kl rows may be added on. The first question is 
answered in the negative in [4] with an example for 4n = 12, r = 8. Below is 
a further example of a Hadamard start with 4n = 24, r = 12 to which 
no further f I rows can be added. 
The example below is compressed into hexadecimal notation. The digits 
(base 16) are 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, A, B, C, D, E, F. Each digit should 
be expanded into binary with zeros in the bit pattern replaced by -1 entries. 
FFFFFF 
CCCCCC 
AAAAAA 
99FOF0 
96FOOF 
c3 9 9 c3 
3 C9 6 C3 
ASA 
A 5 5 .A 9 6 
FOC3A5 
F6 9 C3 0 
B 6 3 7 E 4, 
(3.30) 
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It is not immediately obvious why no further f 1 rows can be added; 
however, a computer search of the vectors in the dual (mod 2) shows that 
this is indeed the case. 
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