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Calculating the optimal route on road networks from a given origin to 
a given destination is one of the problems of real-world applications like 
car navigation systems, logistic planning and traffic simulations. One of 
the major difficulties of the route calculation is the computation time 
when the size of the topographical road map data becomes large. It is 
difficult to calculate the route with minimum cost by the classical short-
est path algorithms because they are too computationally intensive. To 
speed up the route calculation, two kinds of speedup approaches were 
proposed. One is to develop a network structure, which can calculate the 
sub-optimal route by pruning unnecessary search space more than 
known hierarchy methods. By the proposed method for this kind of net-
work structure, we can provide the route for large size road networks 
within high calculation speed and acceptable loss of accuracy.   
Another speed-up method is proposed to calculate the optimal route 
based on the developed multilevel network structure. The primary dis-
advantage of this approach is high storage cost because the higher level 
network has a big number of nodes and sections. To reduce the number 
of nodes and sections in the higher level network, a genetic algorithm 
(GA) based clustering method is designed to cluster the original road 
network into different sub-networks by minimizing the number of 
boundary nodes and new road sections simultaneously. 
Moreover, the shortest path may not be the best route when there are 
several considerations, such as traffic time, costs, environmental prob-
lems and many other criteria. It is multiobjective route selection prob-
lem, which is another difficult point of the route calculation. In this the-
sis, a new multiobjective Genetic algorithm is proposed to create enough 
Pareto-optimal routes with good distribution for the decision maker de-
 iii 
pending on his/her preferences. The proposed solution approach can ef-
fectively combine the accurate route searching ability of Dijkstra algo-
rithm and the exploration ability of Genetic Algorithm for solving the 
multiobjective route selection problem. 
Simulation results on a large-scale road network show that the pro-
posed methods can effectively solve the above difficulties of the route 
calculation by the intelligent techniques, such as Genetic Algorithm and 
Clustering Algorithm. 
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Chapter 1 Introduction 
1.1 Motivation  
Calculating the optimal route on road networks from a given origin to 
a given destination is one of the problems of real-world applications like 
car navigation systems (CNS), logistic planning and traffic simulation. 
This problem is called route selection problem (RSP). To obtain the op-
timal solution, a topographical road map can be viewed as a directed 
network G(V, E), where each node in V represents intersections of roads 
networks. Section (x, y, c) in E corresponds to the connection from node 
x to node y with the cost c. The cost function is related to the sections, 
which could be reflected by the travel time, travel distance, cost of the 
travel and so on. 
One of the major difficulties of route calculation is the computation 
time when the size of the topographical road map data becomes large. It 
is difficult to calculate the minimum cost route by the classical shortest 
path algorithms, such as Dijkstra [1] and A* [2], because they are too 
computationally intensive [3].  
There are several aspects that suggest that we can do better than 
classical shortest path algorithms: 
• A road network is a very sparse graph. It is quite unusual for a node 
in a road network to have degree five or more.  
• The road networks are almost planar (because there are only a few 
bridges and tunnels in comparison to the total number of road seg-
ments) and usually a layout is given, i.e., the geographic coordinates 
of each node are known.  
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• The road networks exhibit hierarchical properties: for example, there 
are major roads (e.g. highway) and minor roads (e.g. urban streets). 
These observations can be exploited to design speed-up techniques 
that achieve considerably better computation times than Dijkstra algo-
rithm when applied to the real-world road networks.  
To speed up the route calculation, most of research use preprocessing 
and pre-computing methods. Generally speaking, there are two kinds of 
speedup approaches. One is to develop a network structure, which can 
calculate the sub-optimal route by pruning unnecessary search space. 
This kind of methods cast the road network into a hierarchical frame-
work based on the road classes, the number of lanes and limited speed 
to simplify the road network. How to simplify the searching area of the 
route calculation algorithm with acceptable loss of accuracy is a big 
challenge to speed up the sub-optimal route calculation. 
Another kind of speed-up methods is to calculate the optimal route 
based on the developed multilevel network structure. It divides a large 
road network into several smaller sub-networks and organizes them in 
a multilevel network structure by pushing up boundary nodes into the 
higher level network as the new nodes. After that, the optimal routes 
between the boundary nodes of each sub-network are pre-computed to 
decide the sections in the higher level network. The primary disadvan-
tage of this approach is the high storage cost because the higher level 
network has a big number of nodes and sections, which also causes the 
limited speed-up of the route calculation. How to find an effective way to 
reduce the number of nodes and sections in the higher level network is 
the key point when constructing the multilevel networks. 
Moreover, the shortest path may not be the best route when there are 
several considerations, such as traffic time, costs, environmental prob-
lems and many other criteria. Route selection should consider a tradeoff 
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between criteria rather than only optimize one criterion at a time. It is 
multiobjective route selection problem (MRSP), which is another diffi-
culty of the route calculation. 
To solve the MRSP, the weight sum method that scales and normal-
izes the set of objectives into a single objective by the preferences of the 
decision maker is a simple way. First, the weight sum method sets the 
weights on the objectives of the road sections in the whole road network, 
and then, Dijkstra algorithm was applied to calculate one of the Pareto-
optimal routes. However, the decision maker does not know proper 
weights a priori to find an exact solution he wants in the solution space. 
Therefore, providing the good convergence and distribution of solutions 
on the Pareto front is a good manner for the decision maker. As a result, 
the decision maker can select a proper solution from the Pareto front in 
the solution space by his preferences. 
Genetic algorithm (GA) has received considerable attention regarding 
their potential as a novel approach to solve the multiobjective optimiza-
tion problems. However, the current GA tried to continue to make the 
algorithmic progress towards the Pareto front in the solution space. It is 
hard to find enough number of Pareto-optimal solutions in a limited 
time. How to calculate the Pareto front effectively is an important issue 
for solving MRSP. 
 In this thesis, we concentrate on how to solve the above difficulties of 
the route calculation by some intelligent techniques, such as Genetic 
Algorithm and Clustering Algorithm. The real digital road map data 
used in the experiments of this thesis are provided by Japan Digital 
Road Map Association (JDRMA). 
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1.2 Related Work 
1.2.1 Classical route calculation methods 
 Dijkstra Algorithm 
Dijkstra Algorithm [1] maintains an array of tentative distances for 
each node. The algorithm visits (or settles) the nodes of the road net-
work in the order of their distance to the source node and maintains the 
invariant that the tentative distance is equal to the correct distance for 
visited nodes. When a node u is visited, its outgoing edges (u, v) are re-
laxed: the tentative distance of v is set to the length of the path from s 
via u to v provided that this leads to an improvement. Dijkstra algo-
rithm can be stopped when the target node is visited. The size of the 
search space is O(n) and n/2 nodes on the average. We will assess the 
quality of the route planning algorithms by looking at their speedup 
compared to Dijkstra’s algorithm, i.e., how many times faster they can 
compute shortest-path distances. 
 A* Algorithm 
A* Algorithm [2], a technique from the field of Artificial Intelligence, 
is a goal-directed approach, i.e., it adds a sense of direction to the search 
process. For each vertex, a lower bound on the distance to the target is 
required. In each step of the search process, the node v is selected that 
minimizes the tentative distance from the source s plus the lower bound 
on the distance to the target t. This approach can be combined with 
bidirectional search [4]. The performance of the A* search depends on a 
good choice of the lower bounds. If the geographic coordinates of the 
nodes are given and we are interested in the shortest (and not in the 
fastest) path, the Euclidean distance from v to t can be used as lower 
bound. This leads to a simple, fast, and space-efficient method, which, 
however, gives only small speedups. It gets even worse if we want to 
compute fastest paths. Then, we have to use the Euclidean distance di-
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vided by the fastest speed possible on any road of the network as lower 
bound. Obviously, this is a very conservative estimation. Goldberg et al. 
[5] even report a slow-down of more than a factor of two in this case 
since the search space is not significantly reduced but a considerable 
overhead is added. 
1.2.2 Genetic algorithm 
Genetic algorithm (GA) can handle any kind of objective functions and 
any kind of constraints without much mathematical requirements about 
the optimization problems [6][7]. GA has been touted as a class of gen-
eral-purpose search strategies for optimization problems. In GA, vari-
ables of a problem are represented as genes in a chromosome, and the 
chromosomes are evaluated according to their fitness values. GA starts 
with a set of randomly selected chromosomes as the initial population 
that encodes a set of possible solutions. Through natural selection and 
genetic operators, mutation and crossover, chromosomes with better fit-
ness are found. The genetic operators alter the composition of genes to 
create new chromosomes called offspring. The selection operator is an 
artificial version of natural selection, a Darwinian survival of the fittest 
among populations, to create populations from generation to generation, 
and chromosomes with better fitness have higher probabilities of being 
selected in the next generation. 
Multiobjective evolutionary algorithms (MOEA) have evolved since 
the pioneering work of Schaffer’s vector evaluation genetic algorithm 
(VEGA) [8]. In later years, the most active MOEA line of research has 
become the design of algorithms based on posterior articulation of pref-
erences. This class of MOEA algorithms evolves the population of solu-
tions towards the efficient frontier. The most popular MOEA based on 
posterior articulation of preferences are the multiobjective genetic algo-
rithm (MOGA) [9], the niched Pareto genetic algorithm (NPGA) [10], the 
nondominated sorting genetic algorithm (NSGA)[11], the Strength 
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Pareto evolutionary algorithm (SPEA) [12], and the Pareto archived 
evolution strategy (PAES) [13]. Deb et al. suggested a nondominated 
sorting-based approach, called nondominated sorting Genetic Algorithm 
(NSGA-II) [14], in 2002. The Multiobjective Messy Genetic Algorithm 
(MOMGA) [15] was proposed by Van Veldhuizen and Lamont in 2000. A 
revised version of MOMGA (called MOMGA-II) [16] has been proposed 
by Zydallis et al. in 2001. The Orthogonal Multi-Objective Evolutionary 
Algorithm (OMOEA)[17] was proposed by Zeng et al. in 2003. A revised 
version of OMOEA (called OMOEA-II) [18] has been presented in Zeng 
et al. in 2005. 
It is well known that there exist two fundamental goals in multiobjec-
tive optimization design: one is to minimize the distance of the gener-
ated solutions to the Pareto-optimal set, the other is to maximize the 
diversity of the achieved Pareto set approximation. In the above litera-
ture, NSGA-II is very well known contemporary multi-objective evolu-
tionary algorithms that exhibits high performance and has been widely 
applied in various disciplines. It features in a range of recent published 
studies [19]-[22]. 
Most current literatures contributed to MOEA are extending from 
NSGA-II. Basic mechanism of them is the same. There are two major 
subroutines in these algorithms, namely fast nondominated sorting for 
population sorting based on Pareto dominance and crowding distance 
assignment for calculating the density measure. 
1.2.3 Clustering algorithm 
Clustering algorithm, which seek to partition data points into similar 
groups, appear in a wide range of unsupervised classification applica-
tions such as pattern recognition, vector quantization, data mining, and 
knowledge discovery. A number of clustering techniques have been pro-
posed in the literature (see [23] and [24] for a comprehensive review). 
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The K-means algorithm is commonly used for clustering large data sets 
[25]. K-means iteratively computes a set of k centers that implicitly 
represents a partition. Unfortunately, K-means is extremely sensitive to 
the initial choice of centers, and a poor choice of centers may lead to a 
local optimum that is quite inferior to the global optimum (see [26]-[32] 
for the convergence properties of K-means). Several GA-based ap-
proaches have been devised to increase the likelihood of finding globally 
optimal partitions. Noting that some GA-based methods for clustering 
(see e.g. [33]; [34]) are impractical because of the prohibitive costs asso-
ciated with computing fitness functions and chromosome repair, 
Krishna and Murty propose a GA in 1999 that employs K-means instead 
of crossover to identify local optima, and a biased mutation operator to 
broaden the search beyond local optima [35]. Babu and Murty present a 
GA for initial center selection in K-means in 1993 [36]. Their method 
uses a bit-string representation for sets of centers and employs a tradi-
tional crossover operation in which two parents exchange random sub-
sets of centers. Maulik and Bandyopadhyay maintain the coordinates of 
centers as floating-point vectors, represent candidate partitions as 
strings of vectors, and exchange randomly selected substrings during 
crossover [37]-[38]. 
1.2.4 Hierarchical methods for sub-optimal route calculation 
To speed up the route computation time, some researchers [39]-[43] 
focused on how to preprocess the road network by hierarchical methods 
to calculate a sub-optimal route. The hierarchies of the road network 
are normally formed based on the road types and route finding is re-
stricted to small sub-networks [44]. Freeways and major arterials are 
designed to provide for long distance movements, while local streets are 
used primarily for land access. The detailed method of the hierarchical 
algorithm can be found in Jagadeesh et al. (2002) [44]. They use the fact 
that the road network is partitioned naturally into many smaller sub-
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networks. These sub-networks are referred to as natural grids. The low 
level network is the original road network and the high level network is 
formed by the major roads. The nodes O and D represent the origin and 
destination and the grids containing them are termed O-grid and D-grid, 
respectively. Route calculation area by the hierarchical method includes 
three parts of components: 
• All major road sections and their intersection nodes, where the major 
road sections cross each other; 
• All minor road sections and their intersection nodes, where the mi-
nor road sections cross each other in O-grid and D-grid; 
• Intersection nodes, where the minor roads and the grid borders cross 
each other in O-grid and D-grid. 
However, the grids in downtown area usually contain a large number 
of minor roads and intersections. If this kind of grids include the origin 
or destination node, the calculation time is hard to reduce. On the other 
hand, the number of nodes in the high level network may be still large if 
the road network is huge. If we consider only the road classes to create 
the network hierarchy, it often causes the long route calculation time in 
real can navigation systems (CNS) environments. In addition, the num-
ber of nodes in the new network is not controllable. In this thesis, a new 
hierarchical method is proposed to overcome the above shortcomings.  
Moreover, the current methods only consider the classification of road 
sections to construct the new network structures. It is necessary to de-
sign new methods to cut down the unnecessary search space further 
with considering the acceptable loss of accuracy when calculating sub-
optimal routes. 
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1.2.5 Multilevel network methods for optimal route calculation 
For the optimal route calculation, multilevel network methods were 
proposed to speed up the route computation in [45]-[52]. Their basic idea 
is to separate a large road network into several smaller sub-networks 
and organize them in a multilevel network structure by pushing up the 
boundary nodes into the higher level network as the new nodes. After 
that, the optimal routes between the boundary nodes of each sub-
network are pre-computed to decide the sections in the higher level 
network. With this structure, the cost of the optimal route calculation 
between two nodes on the higher level network is the same as that on 
the original network [48]. The speed-up efficiency of the route computa-
tion based on this structure mainly depends on the number of nodes and 
sections in the new network structure. It is important to come up with 
an effective hierarchical partition method for a road network by mini-
mizing the number of nodes and sections for the higher level network. 
However, existing heuristic network partition methods, such as K-
means clustering [25], K-modes clustering [53], and k-way partition al-
gorithms [54]-[56] are very susceptible of being trapped into a local min-
ima that is far from optimal.  
1.2.6 Multiobjective route selection 
There are several approaches such as label correcting [57]-[58] and la-
bel setting [59]-[60] or ranking methods [61] to solve biobjective shortest 
path problem. Their methods try to find all the nondominated routes 
from one node to all the other nodes. A GA developed for the adaptive 
navigation of a robot-like simulation vehicle is considered by Nearchou 
in 1999 [62]. The search space is a two-dimensional grid space. The fit-
ness function is a linear combination of the positional error of the path, 
the length of the path, the cost of the path, and the possible collisions on 
the path. In the work of Delavar et al., a Pareto-based approach is con-
sidered on Iranian road networks [63]. Three criteria are considered—
Introduction   
 
10 
length of route, time to drive the route, and the ease of driving the route. 
In the work presented by Roy et al., the authors provide a clear and 
very useful application of EAs to a problem that has multicriteria by its 
definition [64]. For resolution of conflicts between the location of objects 
resulting from scale reduction on maps, Wilson et al. use GA to search 
for optimal generalization in 2003 [65]. GA is also used by Chemin et al. 
to estimate pixel-based water/plan parameters in the study of crop pro-
ductivity indicators from remote sensing data [66]. In [67], Chakraborty 
et al. proposed a multiobjective route selection method based on GA. A 
dynamic route planning for CNS by GA has been proposed by Kanoh in 
2007 [68]. Although the road class, traffic signals and some other con-
strains are considered to calculate the penalty value, the genetic opera-
tor of this paper is basic way. It is hard to get best compromised result 
without considering a set of selected routes. Cui et al. proposed a Pareto 
based GA route selection method in 2007 [69]. These GA-based methods 
tried to continue to make algorithmic progress towards the Pareto front 
in the solution space. It is hard to find enough Pareto-optimal solutions 
in a limited time. 
In [69] and [70], the authors set the weights for the objectives of the 
road sections in the whole road network. After that, the Dijkstra algo-
rithm was applied to calculate one Pareto-optimal route result. In addi-
tion, Christina Hallam et al. [70] indicated that after setting the combi-
nation of weights, the Dijkstra algorithm can find a Pareto-optimal 
route. In this thesis, a new multiobjective Genetic Algorithm is proposed. 
The accurate route searching ability of the Dijkstra algorithm and the 
exploration ability of the Genetic algorithm (GA) are effectively com-
bined together for solving the MRSP problems. 
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1.3 Main Contributions 
1.3.1 Sub-optimal route calculation 
In order to cut down the unnecessary search space of sub-optimal 
route calculation more than known two-level hierarchy methods, a 
speed-up approach considering multilevel hierarchy is presented. The 
proposed approach further simplifies the road network than the tradi-
tional hierarchical network method by the clustering method. The sub-
networks separated by the traditional hierarchical network method are 
constructed into the higher level network by the centroid node of clus-
tering result. The road network clustering considers two criteria to en-
sure the ‘similarity’ between the nodes in each cluster and ‘dissimilarity’ 
between clusters. Also, the proposed method has the ability to make the 
centroid nodes have a tendency to be evenly distributed, which can im-
prove the accuracy of sub-optimal route results. We specify a genetic 
clustering algorithm for road network clustering for calculating the 
multiple objective Pareto optimal set. The proposed method can over-
come the size limitations when solving route selection in car navigation 
systems. By the proposed multilevel network method, the loss of accu-
racy (LOA) of the sub-optimal route calculation is decided by the choice 
of the centroid nodes. In order to reduce the loss of accuracy (LOA) of 
the sub-optimal route calculation, geographic information is considered 
when constructing the hierarchical network.  
1.3.2 Optimal route calculation 
As mentioned in Section 1.1, the multilevel method is an effective way 
to solve optimal route calculation. How to reduce the number of nodes 
and sections in the higher level network is the most important when 
constructing the multilevel network structure. It mainly depends on 
how to partition the road network into different sub-networks. In this 
thesis, a genetic algorithm (GA) based clustering method is proposed to 
cluster the original road network into different sub-networks by mini-
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mizing the number of boundary nodes and new road sections composed 
by the boundary nodes simultaneously. In addition, in order to simplify 
the multi-level network further, a refinement method is designed. It can 
improve the exploitation ability of the proposed GA-based clustering al-
gorithm. 
1.3.3 Multiobjective route selection 
In order to generate a sufficient number of Pareto-optimal routes with 
good distribution, a special multiobjective Genetic algorithm is proposed. 
In the proposed method, Dijkstra algorithm is used to calculate one of 
the Pareto-optimal routes by assigning weight combination for the ob-
jectives and GA is used for generating a set of Pareto-optimal routes. 
Some strategies are applied to ensure that more Pareto-optimal route 
can be generated with good distribution, such as real number coding, 
mating restriction, non-uniform mutation and crowding distance based 
selection mechanism. The proposed solution approach can effectively 
combine the accurate route searching ability of the Dijkstra algorithm 
and the exploration ability of GA for solving the MRSP.  
1.4 Outline 
In Chapter 2, we proposed a preprocessing method to speed up the 
sub-optimal route calculation by simplify the road network. We first 
separate the road network into different sub-networks by the traditional 
hierarchical network method according to the road class. Then the clus-
tering algorithm is applied to simplify the sub-network further. In chap-
ter 3, in order to reduce the loss of accuracy of sub-optimal route calcu-
lation in Chapter 2, the geographic information of road network is con-
sidered when clustering the road network. A new GA-based clustering 
algorithm is proposed to enhance the ability of exploration and save the 
preprocessing time. In chapter 4, a multilevel road network method is 
proposed to speed up the optimal route calculation on large size road 
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networks by preprocessing and pre-computing. A GA-based clustering 
algorithm is designed to separate a large network into several smaller 
sub-networks and pushing up the boundary nodes into higher level net-
work. Then, the optimal routes between the boundary nodes of each 
sub-network are pre-computed to decide the sections in the higher level 
network. The proposed method can construct the multilevel network by 
minimizing the number of boundary nodes and new road sections in 
higher level network simultaneously. In chapter 5, we propose a genetic 
algorithm for solving multiobjective route selection problem. The pro-
posed method can effectively combine the accurate route searching abil-
ity of the Dijkstra algorithm and the exploration ability of the GA. Real 
number coding, mating restriction, non-uniform mutation and crowding 
distance based selection mechanism are applied to ensure that more 
Pareto-optimal route can be generated with good distribution. 
 
  
Chapter 2 A Preprocessing Technique 
for Sub-optimal Route Calculation 
2.1 Main Idea 
As mentioned in Section 1.2.4, the hierarchical methods have been 
proposed to speed up the sub-optimal route calculation. In the methods, 
the road network is organized as a two-level hierarchy. In the hierarchi-
cal algorithm, the major roads naturally partition the whole network 
into many smaller sub-networks. These sub-networks are referred to as 
natural grids. Route calculation area by this method includes three 
parts of components: 
• All major road sections and their intersection nodes, where the major 
road sections cross each other; 
• All minor road sections and their intersection nodes, where the mi-
nor road sections cross each other in O-grid and D-grid; 
• Intersection nodes, where the minor roads and the grid borders cross 
each other in O-grid and D-grid. 
However, the grids in downtown area usually contain a large number 
of minor roads and intersections. If this kind of grids include the origin 
or destination node, the calculation time is hard to be reduced. On the 
other hand, the number nodes in the high level network may be still 
large if the road network is huge. Only using road category to create the 
network hierarchy often causes the long time route calculation in real 
CNS environments. In addition, the number of nodes in the new net-
work form is not manageable by this method. 
To overcome the disadvantage of the traditional hierarchical network 
method, we apply the clustering method to improve the hierarchical 
network method. By the proposed method, the road network can be 
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transferred into a multilevel network form. The number of levels can be 
decided by the scale of the road network. Moreover, the scale of each 
network level can be managed.  
The clustering method is defined as the method of classifying a collec-
tion of objects into a set of natural clusters without any priori knowl-
edge. In the proposed method, how to assign road nodes into different 
cluster is the key point in the clustering method. A popular clustering 
method is the K-means algorithm [72]. There are some variations of K-
means algorithm, such as K-medoids [72] and K-modes clustering [73]. 
They are simple iterative hill-climbing algorithms where the solutions 
obtained depend on the initial clustering. 
As mentioned in Section 1.2.3, a major disadvantage of the K-means, 
K-medoids and K-modes clustering algorithms is that these algorithms 
often tend to converge to local optimal solutions. Moreover, they opti-
mize a single objective function, which may not work equally well for 
different kinds of criteria. In addition, a single cluster validity measure 
is seldom equally applicable to data sets with different characteristics. 
Hence, it is necessary to optimize several validity measures simultane-
ously that can capture the different data characteristics. Motivated by 
this fact, the clustering problem is modeled as one of multiobjective op-
timizations (MOO), where the searching is performed over a number of, 
often conflicting, objective functions. So, a multiobjective heuristic ap-
proach is needed for the road network clustering. 
In this chapter, we introduce a multilevel road network model for solv-
ing RSP in CNS. The purpose of the proposed model is to reduce the 
computation time of the sub-optimal route selection substantially by 
preprocessing the large size road network. A Genetic Algorithm based 
clustering method is proposed to achieve this purpose. The Pareto opti-
mal set are generated by the nondominated sorting genetic algorithm 
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(NSGA-II) [14]. Experimental results show that the proposed method 
can calculate the route on large size road networks within high per-
formance and acceptable loss of accuracy. 
2.2 Route Calculation Model on Multilevel Network 
When we design the multilevel road networks, one of these levels is 
organized by the traditional hierarchical network method. Other levels 
of road network are constructed by the clustering method. Each centroid 
node of the cluster is organized as a node in the higher level network. 
Since the final calculated routes should be exhibited in the original road 
network, sections in the higher level network should contain the lower 
network information. 
To formulate the multilevel network model, we list several assump-
tions concerning the model as follows: 
A2.1. The new network organized by the traditional hierarchical 
network methods will not change the connectivity of the network 
topologically. 
A2.2. In each level, one node can only be assigned to one cluster. 
A2.3. In the level generated by the traditional hierarchical network 
method, the node formed by major road section can be treated as 
the centroid node of the lower level network. 
In [74], the authors proposed a two-level hierarchical network model 
for the road networks or telecommunications networks, but only consid-
ered the road class in this model. The model of multilevel road networks 
is shown as follows. Each centroid node of the cluster is regarded as a 
node in higher level networks. 
Notations 




i, j, g ∈ {1, 2, ..., n}, index of node; 
Parameters: 
n: the number of nodes; 
O: origin node; 
D: destination node; 
R(O, D): a selected route from O to D; 
(i, j): road section from node i to node j; 
cij: cost on section (i, j); 
Kmax: the maximum number of levels of hierarchy networks; 
k: the index of the level in hierarchy networks, k∈{1, 2, ..., Kmax}; 
nk: the number of nodes in level k; 
ckij: cost on section (i, j) in level k; 
A(g): set of suffixes of nodes connected from node g; 
B(g): set of suffixes of nodes connected to node g; 
Decision variables: 
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where constraint (2.2) and (2.3) mean that the flow conservation law is 
observed at each of the nodes except O and D. That is, the output of 
node g, i.e. 1
n
gjj
x=∑ , must be equal to the input of node g, i.e. 1n igi x=∑ . 
Without loss of generality, a three-level network shown in Fig. 2.1 is 
used in the study of sub-optimal route calculation. The lowest level net-
work is the original network. The level 3 network is generated by the 
traditional hierarchical network method. The sub-networks constructed 
by the traditional method are reformed by the proposed genetic cluster-
ing method to generate the level 2 network. One example of the route in 
the multilevel road network is showed in Fig. 2.1. 
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To create high level road networks by the clustering method, the sub-
network G' = (V', E') (in the original network) generated by Jagadeesh 
et al.’s method [44] should be clustered into several small clusters with 
a manageable number of nodes. There is only one centroid node in each 
cluster. 
2.3 Road Network Clustering Model 
To create the high level road network by the clustering method, the 
sub-network should be divided into several small clusters with a man-
ageable number of nodes in the lower level network. The centroid nodes 
of lower level network are the nodes in the higher level network. The 
basic model of the clustering problem was proposed by Chiou and Lan 
[75]. In order to fit out problem, a multiobjective optimization model for 
road network clustering is proposed. 
The quality of the clusters can be measured in term of two kinds of 
distances, Average_Intra_Distance and Average_Inter_Distance. Like 
the clustering measure of K-means, the Average_Intra_Distance repre-
sents the average distance between each node and its cluster centroid 
node. Minimizing the Average_Intra_Distance can ensure the centroid 
nodes have a tendency to be the dense nodes area. However, if the num-
ber of the clusters is the same, unevenly distributed centroid nodes will 
cause a rather meandering route along these centroid nodes. This 
measure does not take the distribution of the centroid nodes into con-
sideration, which is of most importance in the road network clustering. 
Therefore, another measure (Average_Inter_Distance) is considered to 
make sure the distribution and give the average distance between clus-
ter centroid nodes. Average_Inter_Distance should be maximized to 
make the centroid nodes have a tendency to be evenly distributed. 
These two kinds of distances can be treated as two objectives of the road 
network clustering. 
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In the road network clustering model, a sub-network with n' nodes is 
given and the sub-network is clustered into m clusters. The road net-
work clustering model is described as follows: 
Notations 
Indices: 
i, j ∈ {1, 2, ..., n'}, index of node; 
r ∈ {1, 2, ..., m}, index of cluster; 
Parameters: 
n': the number of nodes in the sub-network; 
m: the number of clusters; 
nlimited: the maximum number of nodes assigned to one cluster; 
hr: the selected centroid node in the rth cluster; 
d(a, b) is the Euclidean distance between node a and b; 
Cr: the set of suffixes of all nodes in the rth cluster.  
Decision variables: 
1,     the th node is assigned to the th cluster
0,     otherwiseir
i r
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where, the constraint (2.7) ensures that each node is assigned to ex-
actly one cluster. 
2.4 Genetic Clustering Algorithm for Road Network 
In order to solve the two objectives road network clustering model, a 
multiobjective heuristic approach such as multiobjective genetic algo-
rithm (GA) is necessary for data clustering. GA is a computer simula-
tion of the biological evolutionary processes and is often used as a 
search technique to find the approximate optimum solutions to combi-
natorial optimization problems. Network clustering is one of such com-
binatorial problems that can be solved by GA [76]. Several recent stud-
ies [77]-[80] have demonstrated that the genetic-guided clustering algo-
rithms are often able to identify a better clustering solution when com-
pared with those obtained by the mentioned hill-climbing search meth-
ods, such as K-means and K-modes clustering. 
We design a genetic clustering algorithm for the road network cluster-
ing and apply NSGA-II [14] to generate solution sets. The proposed ap-
proach is outlined in the following three-phase framework: 
Phase 1: Designing a chromosome by applying clustering method. 
Step 1-1: Generating a sub-network from lower level network; 
Step 1-2: Pruning the redundant nodes on the major roads; 
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Step 1-3: Generating a chromosome by clustering sub-network; 
Phase 2: Getting the optimal solutions by multiobjective Genetic Algo-
rithm (moGA). 
Step 2-1: Operating clustering crossover; 
Step 2-2: Operating clustering mutation; 
Step 2-3: Selecting the population for new generation by NSGA-II; 
Phase 3: Generating new network for route selection. 
Step 3-1: Generating new network form; 
Step 3-2: Calculating routes by route selection algorithm; 
Step 3-3: Amending route; 
2.4.1 Phase 1: Designing a chromosome by applying clustering 
method 
 Step 1-1: Creating two-level network 
Two-level technique has been proposed to improve the response time 
of the route computation algorithms in real-time applications. In this 
method, the major roads partition the whole network into many smaller 
sub-networks. These sub-networks are referred to as grids. A grid in-
cludes a collection of minor roads bounded by the corresponding major 
roads. The grids that contain the origin O and the destination D are 
named O-grid and D-grid, respectively. Here, we state the basic as-
sumptions that are needed to develop this method as follows: 
A2.4. All sections belong to two categories; the first category is the 
major roads, and the second is the minor roads.  
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A2.5. The O-grid and D-grid is not the same grid or not adjacent grid. 
It means the origin node and the destination node are not close to 
each other.  
The detail process of previous two-level network method can be found 
in Jagadeesh et al. [44]. By their method, the higher-level network is 
composed of the three parts of components as follows: 
• All major road sections and all intersection nodes where the major 
road sections cross each other; 
• In O-grid and D-grid, all minor road sections and all intersection 
nodes where the minor road sections cross each other; 
• In O-grid and D-grid, all intersection nodes where the minor roads 
intersect with the grid borders (major roads). 
 Step 1-2: Pruning the redundant nodes on the major roads 
 
 
Fig. 2.2 Two kinds of inner-roads and the result after eliminating them. 
However, the environment of a city road network is complicated. In 
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for drivers, the interchange roads and slip roads are designed. Theses 
interchange roads and slip roads are named as inner-road. The main 
purpose of inner-road is to avoid traffic congestion when entering or ex-
iting highways. The major roads of the new network form generated by 
the traditional two-level network methods include quite a lot of inner-
road sections that take up more than half of the major roads. The net-
work form can be simplified further by eliminating inner-road sections. 
Also, to ensure the final route result is correct, the original roads can be 
restored in the route searching process to express the final route results 
on the original network. We illustrate two kinds of inner-road sections 
in Fig. 2.2. 
procedure 2.1: pruningInnerRoads 
input tl-network 
output new network form tl-network; 
begin 
for each node n in tl-nodes; 
afterSet-n <- successive node set of node n’; 
for each node s in afterSet-n 
if section (n, s) is inner section then 
afterSet-s <- successive node set of node s’; 
delete s in afterSet-n and delete n in afterSet-s; 
//create new section 
for each node t in afterSet-s 
if t equal n continue then 
delete s in t’s successive; 
add n in t’s successive, the new section is (t, n); 
add t in n’s successive, the new section is (n, t); 
store original section s in (t, n) as (t, [s], n); 
store s in (n, t) to hold the original section as (n, [s], t); 
output tl-network; 
end 
Fig. 2.3 procedure of pruning Inner Roads. 
The nodes composed of inner sections are named inner-node. Here, tl-
network denotes the network generated by the previous two-level net-
work, tl-nodes denotes all of the nodes in tl-network. The procedure of 
pruning the inner-road sections is listed in Fig. 2.3: 
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With this procedure, one inner-node (node a in Fig. 2.2(a)) is retained 
to maintain the connectivity. This inner-node is named connecting in-
ner-node. In this procedure, the original sections composed of two inner-
nodes are deleted. The form of the original sections, which contain one 
inner-node, are changed. We show some examples here:  
Original section: (n, b), (b, s), (c, t), (m, a), … 
New section: (n, [b], a’), (a’, [b], s), (a’, [c], t), (m, a’), … 
procedure 2.2: RestoreRoute 
input node sequence nodes 
output part of original route p 
begin 
for i = 1 to length of nodes-2 
for j = i+2 to length of nodes 
if there exists an original section between nodes[i] and 
nodes[j] then  
delete nodes from index i+1 to j-1 in nodes;  
for i = 1 to length of nodes-1 
//store the original sections into p 
p <- (nodes[i], nodes[i+1]);   
output p; 
end 
Fig. 2.4 procedure of restoring the original route. 
In route selection process, if the route passes through the connected 
inner-node, we should restore the original route paths. Firstly, the sec-
tions through the connected inner-node should be represented by nodes 
sequence. For example, a route “…, (n, [b], a’), (a’, [b], s), …” passes 
through the connected inner-node a. In this route, sections (n, [b], a’), (a’, 
[b], s) should be restored. The node sequence of these two sections is {n, 
b, a’, b, s}. The procedure for restoring the original route is shown in Fig. 
2.4. We can see that the connectivity of the original network is main-
tained and the routes based on the proposed approach are reasonable. 
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 Step 1-3: Generating a chromosome by clustering sub-network 
In the proposed method, the chromosome form is corresponding to the 
result of the sub-network clustering. The value in each gene is the re-
sult of the clustering. The whole procedure for creating the higher level 
network by the clustering method is shown in Fig. 2.5. 
1 2
 2.3: clustering
: networkdata( , ),  number of clusters 
: clustering result
       Step 1: Choose  initial centroid node ,  , ,   
                           randomly from . 
m
V E m







       Step 2: Calculate shortest distance ( ,  ),   
                           between each node  and centroid 
                           nodes  in the road network.
       Step 3: Assign node i
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Fig. 2.5 procedure of clustering. 
 
Fig. 2.6 A simple clustering result and the corresponding chromosome. 
cluster ID: 4 3 2 1 
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A chromosome is partitioned into different groups according to the 
clustering result. The length of chromosome is the number of nodes of 
the sub-network. The gene value is the node id in the sub-network and 
each group of gene is organized by cluster id. A simple result of the clus-
tering and the corresponding chromosome are illustrated in Fig. 2.6. 
As shown in Fig. 2.6, the value of each gene in chromosome represents 
the node id in the road network. The total number of clusters is four. 
Centroid nodes id are (3), (8), (10) and (13). By procedure 2.3, each gene 
is clustered into the  corresponding cluster represented by the centroid 
node. 
2.4.2 Phase 2: Getting optimal solutions by moGA 
 Step 2-1: Operating clustering crossover 
The crossover operator is one point crossover that is shown in Fig. 2.7. 
 










: parents  and  ( 1, ),
            centroid nodes  and  ( 1, )
: offspring  and  ( 1, ),





C C r m
h h r m



















       cut point ;
       subString of chromosome  , ,
                                                   , ;
        1  























O 1 O 2
1 1 2 2
O 2 O 1
O 2 O 1
      ;
              ;          ;
              ;          ;
        1  
              ;         ;
              ;          ;
     
i i
i r i r
i i
i i i i
i r i r
C C
h h h h
C C
i t m
C C C C















   1  
duplicate nodes






















              //
 
                     
                              








   
;
;
complement nodes into clusters







h x h null








                         
                           
              //
 









3 O 4 O
O O O
;
                  
;
        1  
; ;





















        
 
                     
     
       
              S S
2 2 2O O O
3 4
random element in ;
       Re-clustering  and ;
i i ih null h C== =if then
end
           
          
S S
 
Fig. 2.7 Procedure of crossover 
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Based on this procedure, we illustrate the crossover process by an ex-
ample as shown in Fig. 2.8. 
 













step 2: exchange substring 
4 3 2 1 
12 13 11 6 15 10 14 9 7 4 8 5 2 1 3 
4 3 2 1 
13 12 8 14 15 7 9 11 10 5 6 4 3 1 2 
4 3 2 1 
15 12 13 11 6 10 11 10 5 6 4 3 1 2 
4 3 2 1 




15 12 13 11 6 10 11 10 5 6 4 3 1 2 
13 12 8 14 7 15 9 14 9 7 4 8 5 2 1 3 
15 12 13 11 6 10 
13 12 8 14 7 15 9 
proto-children 1: 
proto-children 2: 
15 13 11 12 6 10 14 9 7 4 8 5 2 1 3 
4 3 2 1 
14 15 12 13 9 8 7 11 10 5 6 4 3 1 2 
4 3 1 
step 3: delete duplicated nodes and supplement rest nodes 
step 4: generate offspring by re-clustering exchanged 
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 Step 2-2: Operating clustering mutation 
To avoid the loss of heritability, we select a gene at random and ran-
domly change the centroid nodes in this gene. An example of the cluster-
ing mutation is illustrated in Fig. 2.9. 
As shown in Fig. 2.9, cluster 3 is randomly selected as the mutation 
point. The new centroid node is randomly selected as node (6). Then, the 
new centroid node serial is (3), (8), (6) and (13). Based on these new cen-
troid nodes, the offspring is generated by re-clustering the sub-network. 
 
Fig. 2.9 Illustration of mutation. 
 Step 2-3: Selecting the population for new generation by  
NSGA-II 
 
Fig. 2.10 Illustration of NSGA-II. 
NSGA-II [14] is well-known algorithm in solving multi-objective opti-
mization problems. The fitness assignment of NSGA-II depends on the 
Pareto dominance of the ranking values. There are two major subrou-

























4 3 2 1 
12 13 11 6 15 10 14 9 7 4 8 5 2 1 3 
4 3 2 1 
12 11 13 10 15 7 5 6 14 9 4 8 2 1 3 
new hub nodes: 
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ing based on Pareto dominance and crowding distance assignment for 
calculating the density measure. As shown in Fig. 2.10, it first sorts a 
population and offspring into different nondominated levels (R1, R2, R3 
and R4). Then, R1 and R2 are selected in the next generation. The rest 
part of the next generation is based on the sorting by the crowding dis-
tance of R3. 
2.4.3 Phase 3: Generating new network for route selection 
 Step 3-1: Generating new network form 
The purpose of clustering is that the centroid nodes can be evenly dis-
tributed on the premise of correctly clustering result. So, individual 
with largest Average_Inter_Distance value in the Pareto front is se-
lected to generate the new network form. The centroid nodes are new 
nodes in the new network form. The sections are determined by check-
ing the connection of each cluster. For example, a cluster Ckr1 has a cen-
troid node h.  
If some of the nodes in Ckr1 are connected with the grid edge (major 
roads), a new section should be constructed by selecting the shortest dis-
tance route from the centroid node h to the nodes on the grid edge. 
If some of the nodes in Ckr1 are connected with the nodes belonged to 
another cluster Ckr2, a new section should be constructed by selecting 
the shortest distance route between h to the centroid node of Ckr2. 
 Step 3-2: Calculating routes by route selection algorithm 
Based on the new network form, any route selection algorithm can be 
applied to calculate the routes. In our experiments, Dijkstra algorithm 
is applied to calculate the routes. To calculate the routes, hO denotes the 
centroid node of the cluster, which contains the origin node (O), hD de-
notes the centroid node of the cluster, which contains the destination 
node (D). Firstly, a path is calculated from the origin node (O) to the hO. 
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After, the path between the hO and hD is calculated. Then, the path from 
the hD to the D is calculated. 
 Step 3-3: Amending route 
The routes generated by route selection algorithm should be locally 
checked at the origin and destination nodes. As an example, route near 
the origin node is shown in Fig. 2.11. In Fig. 2.11, cluster A contains O 
and l1 denotes the route length from O to the centroid node of cluster A, 
l2 denotes the route length from the centroid node of cluster A to that of 
cluster B and the l3 denotes the route length from O to the centroid node 
of cluster B directly in the original network. The route shown in Fig. 
2.11 (A) can be optimized because l1 + l2 is longer than l3. The modified 
route is shown in Fig. 2.11 (B). 
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2.5 Computational Experiments and Discussions 
 
Fig. 2.12 Digital road map of Kitakyushu city in Japan. 
In this section, we present the computational performance of the pro-
posed multilevel network method. The proposed algorithm is coded in 
Java and run on a PC with a Pentium IV 3.4-GHz processor and 3-GB 
RAM. In the experiments, the digital road data set of Kitakyushu city 
area in Japan is used to evaluate our proposed method. In this area, the 
road network owns 16175 nodes and 24238 sections. The road network 
of Kitakyushu is shown in Fig. 2.12.  
The bold lines in the road network are major roads and thin lines are 
minor roads as defined in JDRMA. Here, we consider a three-level net-
work form as an example in our experiments to compare with the tradi-
tional two-level hierarchical network method. In our experiments, 
firstly, the original road networks are organized by traditional hierar-
chical method. After generating a two-level network by the traditional 
Destination  
Origin 
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hierarchical network method, each grid is processed by the proposed ge-
netic clustering algorithm to generate the other level network. Then, we 
select a destination node in a grid (sub network) with more than thou-
sand nodes in the original network as shown in Fig. 2.12.  
We denote the original network as G1. G2 denotes the network gener-
ated by the traditional two-level hierarchical network. G2 includes three 
parts (O-grid, D-grid, major road section and intersection nodes of major 
section). As shown in Fig. 2.12, in this experiment, we select the desti-
nation in a grid (D-grid) with 1166 nodes. The origin node is selected on 
a major road. The number of nodes in G2 is 1428.  
To generate the other level network, the proposed genetic clustering 
method is applied to D-grid. The computation area generated by the 
proposed multilevel network method is denoted as G3. The D-grid in G3 
includes the clustering containing the D and all of the centroid nodes in 
D-grid. The following parameters are used in the proposed genetic clus-
tering algorithm: population size, popSize = 20; crossover probability, pC 
=0.60; mutation probability, pM = 0.30; Stopping criteria: maxGen = 200.  
In order to show the loss of accuracy by various numbers of clusters, 
the number of clusters in D-grid is assigned 1%, 3%, 5% and 10% of the 
number of nodes in D-grid, respectively. Based on each individual in the 
solution set generated by the proposed genetic clustering method, one 
new network form can be shaped. The average number of nodes and sec-
tions in the different network forms are shown in Table 2.1. We can see 
that the scale of the new network form is reduced sharply by the pro-
posed method.  
After determining the network scale, we use Dijkstra’s algorithm as a 
standard algorithm to evaluate the computation time and loss of accu-
racy of the proposed solution approach. 
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Table 2.1 Network scale in different networks (Kitakyushu city) 
  Average No. of 
nodes 
Average No. of 
sections 
G1 16175 24238 
G2  1428   3153 
the number of clusters is 
1% of the nodes 
  314    579 
the number of clusters is 
3% of the nodes 
  327    698 
the number of clusters is 
5% of the nodes 
  342    799 
G3 
the number of clusters is 
10% of the nodes 
  399    956 
Table 2.2 Route computation results in different networks  
(Kitakyushu city) 
 Average Short-
est distance [m] 
Average Compu-
tation time over 
100 route selec-
tions [s] 
G1-Dijkstra 24543.3 35.533 
G2-Dijkstra 24657.2   2.426 
the number of clusters 
is 1% of the nodes 24814.1   0.381 
the number of clusters 
is 3% of the nodes 24742.4   0.432 
the number of clusters 
is 5% of the nodes 24675.3   0.473  
G3-
Dijkstra 
the number of clusters 
is 10% of the nodes 24661.7   0.502 
When using the minimum travel distance as the cost of section on the 
road network, the routes provided by different methods are presented in 
Table 2.2. 
The loss of accuracy by different approaches can be represented by the 
percentage of the excess distance over the optimal route distance (% of 
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excess distance), which is calculated by Dijkstra algorithm on the origi-
nal network. The excess distance can be calculated as follows: the dis-
tance of route on multilevel networks – the distance of optimal route on 
original road network.  
Experiment results shown in Table 2.2 indicate that the excess dis-
tance of the proposed approach is little and acceptable. We can also see 
that more clusters will cause more accuracy results. At the same time, it 
need more computation time. It means that we can choose a tradeoff be-
tween the accuracy and computation time. In addition, when comparing 
the computation time in different computation area, the computation 
time on G1 is about 15 times longer than that on G2 and about 70~100 
times longer than that on G3. It means that the proposed method owns 
high performances and acceptable loss of accuracy. 
To compare the GA-clustering algorithm with the K-means algorithm, 
a network grid with 2992 nodes is used to evaluate them. 20 different 
origin–destination pairs are randomly selected in this grid to calculate 
the route length. In each experiment (one origin-destination pair), the 
grid is randomly clustered 10 times by K-means method and the pro-
posed genetic clustering method, respectively. We calculated the mean 
value of the percentage of the excess distance over the optimal result as 
the loss of accuracy. Also, to evaluate the efficiency of various numbers 
of clusters, 1%×2992 and 5%×2992 are assigned to the number of clus-
ters, respectively.  
 
 




Fig. 2.13 Experimental digital road map with 2992 nodes. 
 




Fig. 2.14 Pareto set of the proposed method when the number of clusters 
is 2992×1%. 
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Fig. 2.14 and Fig. 2.15 show the Pareto set when selecting various 
numbers of clusters. We can see the conflict between the two objectives. 
It means that it is hard to get a solution with small Aver-
age_Intra_Distance and big Average_Inter_Distance simultaneously. 
 
 
Fig. 2.16 An example of the new level network by K-means method 
when the number of clusters is 2992×1%. 
 
Fig. 2.17 An example of the new level network by the proposed method 
when the number of clusters is 2992×1%. 





Fig. 2.18  An example of the new level network by K-means method 
when the number of clusters is 2992×5%. 
 
Fig. 2.19 An example of the new level network by the proposed method 
when the number of clusters is 2992×5%. 
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Fig. 2.16 and Fig. 2.17 show the new level network created by the pro-
posed method and K-means method, respectively, when the number of 
clusters is 2992×5%. Fig. 2.18 and Fig. 2.19 show the new level network 
created by the proposed method and K-means method, respectively, 
when the number of clusters is 2992×5%.We can see that the centroid 
nodes of the proposed method are evenly distributed in the network, but 
the results of k-means method do not.  
Fig. 2.20 and Fig. 2.21 show the loss of accuracy of different methods 
with various numbers of clusters. Because the network clustering is an 
offline processing, the calculation time of clustering is not important 
measure. Here, we show the calculation time of different methods for 
reference. The average calculation time of K-means is 38.3s and 133.5s 
for 1%×2992 and 5%×2992 number of clusters, respectively. At the same 
time, the average calculation time of the proposed method is 2511.2s 
and 12145.2s for 1%×2992 and 5%×2992 number of clusters, respec-
tively. 
From Fig. 2.20 and Fig. 2.21, we can see that the loss of accuracy (% of 
excess distance) by the K-means method is bigger than that of the pro-
posed genetic clustering algorithm and the result is not stable. It means 
that the K-means algorithm is not convincing for the road network clus-
tering. In addition, both the loss of accuracy and stability of the pro-
posed method surpass that of K-means method.  
All experiments show that the proposed solution approach can ensure 
the route computation algorithm with acceptable loss of accuracy and 
high performance. 




Fig. 2.20 % excess distance when the number of clusters is 2992×1%. 
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2.6  Summary 
In this chapter, we proposed a multilevel network method that can 
substantially reduce the route computation time by preprocessing the 
road network. The effectiveness and efficiency of the proposed approach 
was investigated in a big scale road network. The proposed approach 
further preprocesses the road network than the traditional hierarchical 
network method by a genetic clustering method. As the experimental 
results show, the route calculation algorithm can generate reasonable 
solutions based on the proposed solution approach considering the 
trade-off between computation time and loss of accuracy. The experi-
mental results also show that the proposed approach exceeds the tradi-
tional hierarchical network method and the K-means method.  
 
  
Chapter 3 Improved Genetic Clustering 
Algorithm for Road Networks 
3.1 Main Idea 
In Chapter 2, we have proposed a new preprocessing method to over-
come the disadvantage of the traditional hierarchical network method 
by applying a genetic-based clustering method. Firstly, the road net-
work is preprocessed by Jagadeesh et al.’s method that can divide the 
road network into different sub-network. And then, each sub-network is 
simplified into a new network form by the clustering method. How to 
decide the centroid nodes of the clustering is the key point of this 
method to reduce the loss of accuracy (LOA) of the obtained routes. In 
order to reduce the loss of accuracy (LOA), a new multiobjective model 
for the route network clustering is proposed to evaluate the clustering 
results in this chapter. Also, an improved genetic-based clustering algo-
rithm (GCA) is proposed for creating the multilevel networks. The route 
computation time can be reduced substantially based on the multilevel 
networks. We calculate the LOA using the following formula:  
LOA = (Total cost of sub-optimal route – Total cost of optimal route) / 
Total cost of optimal route 
Experimental results show that the proposed method can calculate 
the sub-optimal route in large size road networks with high perform-
ance. The LOA of the routes by the proposed method is lower than that 
by the method in Chapter 2. 
3.2 New Model of Road Network Clustering 
To create high level road networks by the clustering method, the sub-
network G' = (V', E') in the original network, which is generated by Ja-
gadeesh et al.’s method [3] should be clustered into several small clus-
ters with a manageable number of nodes. There is only one centroid 
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node in each cluster. GC = (VC, EC) denotes the new network generated 
by the clustering results. Without loss of generality, we consider two 
clusters Ck1 and Ck2, with the centroid nodes h1 and h2, respectively. The 
part of higher level network by Ck1 and Ck2 can be decided as following:  
• The centroid nodes h1 and h2 is the new nodes in the higher level 
network. 
• If some of the nodes in Ck1 or Ck2 are connected with the grid edge on 
major roads, a new section should be constructed from h1 or h2 to the 
closest nodes on the grid edge. 
• If there exists at least one connected section between Ck1 and Ck2, a 
shortest route should be calculated from h1 to h2 to construct a new 
section. 
Fig. 3.1 shows a simple example of the clustering result of a sub-
network and the corresponding new network generated by the centroid 
nodes. 
 
Fig. 3.1 A simple of clustering result and the corresponding new net-
work 
Then, we introduce the road network clustering model. A sub-network 
G' with n' nodes is given and sub-network G' is clustered into m clusters 
to generate the new network GC. The road network clustering model is 
described as follows: 
(a) Original network 
and clustering result 
(b) New network generated 
by the centroid nodes 
 





i, j ∈ {1, 2, ..., n'}, index of node; 
r ∈ {1, 2, ..., m}, index of cluster; 
Parameters: 
n': the number of nodes in the sub-network; 
m: the number of clusters; 
nlimited: the maximum number of nodes assigned to one cluster; 
hr: the selected centroid node in the rth cluster; 
d(a, b) is the Euclidean distance between node a and b; 
Cr: the set of suffixes of all the nodes in the rth cluster.  
Decision variables: 
1,     the th node is assigned to the th cluster
0,     otherwiseir
i r
y ⎧= ⎨⎩  
The objective functions proposed in Wen et al. 2009 [81] considered 
the ‘similarity’ between the nodes in each cluster and ‘dissimilarity’ be-
tween clusters. The authors indicated that the two objectives have the 
ability to make the centroid nodes have a tendency to be evenly distrib-
uted, which can reduce the LOA of the sub-optimal routes. We list the 
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where, the constraint (3.3) ensures that each node is assigned to ex-
actly one cluster. 
In order to improve the quality of the clustering of the road network, 
the geographic information is considered in this chapter. In the road 
network, due to the geographic features, some kinds of nodes such as 
bridges, tunnels, connections of two districts and important intersec-
tions, etc., have the high probability to pass through. We name these 
kinds of nodes as the landmark. If some of the landmarks are selected 
as the centroid nodes of the clustering, the LOA of the selected route in 
high level networks will be reduced, as a result, the quality of the 
higher-level network can be improved. Based on this view, the cluster-
ing centroid nodes can be separated into two parts that include Fixed-
part and Optimized-part. The landmarks with the highest probability to 
pass through are selected as Fixed-part. After that, in order to ensure 
that the centroid nodes can be evenly distributed in the sub-network to 
reduce the LOA of the route, the centroid nodes in the Optimized-part 
are optimized by the proposed genetic clustering algorithm. After that, 
the evaluation of the clustering should be done considering all of the 
centroid nodes. In this study, mF denotes the number of centroid nodes 
in Fixed-part and mO denotes the number of centroid nodes in Opti-
mized-part. 
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In this chapter, the error rate of clustering results is also considered 
to reduce the LOA related to the centroid nodes in the new network GC. 
The error rate of the clustering results can be decided by the error rate 
of each centroid node. For each centroid node hr, the error rate E(hr) can 
be calculated as follows: 
( )
( ) ( )
( ) ( , ) ( , ) ( , ) ( , )  r i r r j i j i j
i B r j A r
E h l h h l h h l h h l h h
∈ ∈
= + −∑ ∑    (3.6) 
where, B(r) is the set of suffixes of nodes connected to the centroid 
node r in the new network GC, and A(r) is the set of suffixes of nodes 
connected from centroid node r in GC, function l(a, b) is the shortest cost 
from node a to b on the original networks. 
We name the error rate of the clustering results Error_Rate. Er-
ror_Rate should be minimized as described in Eq. (3.7), which will re-
duce the LOA related to the centroid nodes of the clustering results. 








F y E h
m =
= ∑        (3.7) 
3.3 Improved Genetic Clustering Algorithm for Road 
Networks 
In this section, we introduce the improved GA-based clustering algo-
rithm. In order to save the computation time, the chromosome is com-
posed by the centroid nodes. So, it is hard to carry out the cut-point 
crossover operator on the chromosome. In this study, to simplify the 
crossover operator and enhance the exploration ability of crossover, the 
coordinate values of the centroid nodes are used in crossover operator 
and the blend crossover (BLX) [82] is adopted to generate the new coor-
dinate of the offspring.  
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The proposed approach is based on the following three-phase frame-
work: 
Phase 1: Creating sub-networks and finding landmarks. 
Step 1-1: Creating sub-networks from original network; 
Step 1-2: Finding landmarks in sub-networks; 
Phase 2: Determining the centroid nodes by multiobjective Genetic 
Algorithm (moGA). 
Step 2-1: Designing chromosome; 
Step 2-2: Clustering crossover operation; 
Step 2-3: Clustering mutation operation; 
Step 2-4: Selecting the population for the next generation; 
Phase 3: Route computation. 
Step 3-1: Calculating route 
Step 3-2: Amending route 
Step 3-3: Choosing the best individual from Pareto solution set; 
3.3.1 Phase 1: Creating sub-network and finding landmarks 
 Step 1-1: Creating sub-network from original network 
The road network can be divided into different sub-networks by Ja-
gadeesh et al.’s method [44]. The sub-network needs to be transformed 
into the other level by the clustering method. The interested reader is 
advised to see [44].  
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 Step 1-2: Finding landmark in sub-network 
In this study, the landmark nodes are decided by a statistical way. We 
select a lot of different origin–destination pairs randomly in the sub-
networks to calculate the optimal route. If the optimal route passes 
through a node, the times of passing through this node is added by one. 
The larger times of passing through the node means that the node has 
the higher probability to be selected as the centroid nodes of Fixed-part. 
3.3.2  Phase 2: Determining the centroid nodes by moGA 
 Step 2-1: Designing chromosome  
The chromosome length is mO. The value in each gene is the centroid 
node ID. To decide the gene in each individual of the first generation, 
mO nodes, composing the Optimized-part, are randomly selected from 
the sub-network without the Fixed-part. Then, we can get the centroid 
nodes by combining the Fixed-part and Optimized-part.  





: sub-networkdata( , ),  the number of clusters ;
: chromosome 
       Step 1: Vector  =  Fixed-part;














       Step 3: Fixed-part, Optimized-part;← ←
end     
v v
 
Fig. 3.2 Encoding procudre 
The decoding procedure is based on the centroid nodes as follows. 
Each node in the sub-network should be assigned to the closest cluster 
by the shortest cost between the node and centroid node of each cluster. 
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Here, l(x, hr) is the shortest cost from node x to centroid node hr. The de-
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Fig. 3.3 Decoding procedure 
 Step 2-2: Clustering crossover operation 
In the crossover operator, the coordinate values of the cluster center 
nodes in two parents are used to calculate the coordinate values of the 
cluster center nodes in offspring by the blend crossover (BLX). For each 
individual p, we use two vectors, x = {x1, x2, …, xm} and y = {y1, y2, …, ym}, 
to store the coordinate values of cluster center nodes in x axis and y axis, 
respectively. 
For two individuals, p1 and p2, their coordinate vectors of the cluster 
center nodes are x1 = {x11, x12, …, x1m}, y1 = {y11, y12, …, y1m}, x2 = {x21, x22, 
…, x2m} and y2 = {y21, y22, …, y2m}. To generate offspring c, firstly, the 
cluster center nodes in two individuals can be paired by searching the 
nearest cluster center node in p2 to every center node in p1. Then, BLX 
is performed on the coordinate values of the paired cluster center nodes 
to calculate the coordinate value of the cluster center node in the off-
spring. Without lose of generality, the coordinate values of x axis of two 
cluster center nodes are x1i and x2i. By BLX method, the coordinate 
value of the cluster center node in the offspring xoi is: 
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1 2 1 2 2 1 (( ( )),( ( )));oi i i i i i ix rand x x x x x xα α= − − + −   
where, rand(a, b) is a function to generate an uniformly distributed 
random number in the range (a, b) and α  is a user defined parameter 
which controls the extent of the expansion. The crossover procedure is 
shown in Fig. 3.4. 
1 2
1
1 1 1 2 2 2
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// store the paired center nodes
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the coordinate value of  is { , };
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               //using BLX to calculate the new coordinate value
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              //decide the cluster center node in the offspring
              find the nearest node  to point ( , );
              ;                
o





rand y y y y y y
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u                 
             end       
 
Fig. 3.4 Crossover procedure 
 Step 2-3: Clustering mutation operation 
In the mutation operation, we select a gene at random, and then ran-
domly change the centroid node in this gene. The new centroid node 
should be selected from the same cluster that contains the previous cen-
troid node. An example of clustering mutation is illustrated in Fig. 3.5. 
The centroid node (10) shown in Fig. 3.5 is randomly selected as the 
mutation point. From the corresponding cluster {10, 6, 11}, the new cen-
troid node is randomly selected as node (6). Then, the new centroid 
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nodes’ ids are (2), (8), (6) and (13). Then, the offspring is {2, 8, 6, 13}. 
Based on these new centroid nodes in the offspring, the clustering solu-
tions are calculated by the decoding procedure. 
 
 
Fig. 3.5 Illustration of mutation.  
 Step 2-4: Selecting the population for the next generation by  
NSGA-II 
In this chapter, the fitness assignment and selection mechanism of 
NSGA-II is adopted. The fitness assignment of NSGA-II depends on the 
Pareto dominance with the ranking values. There are two major subrou-
tines in NSGA-II, namely fast nondominated sorting based on Pareto 
dominance and crowding distance assignment for calculating the den-
sity measure. The interested reader can see the reference. The inter-
ested reader can see the reference [14]. 
3.3.3  Phase 3: Route computation 
 Step 3-1: Calculating route 
Based on the new network, any route computation algorithm can be 
applied to calculate the route. In our experiments, Dijkstra algorithm is 
applied to calculate the route. To calculate the route, firstly, we should 
decide the Calculation Area in the multilevel networks. Here C(i) (i = 
1,. . . ,n) denotes all nodes of the cluster where node i belongs to. Then, 
C(O) and C(D) are all nodes of the cluster where O and D belongs to. 




8 6 2 13 
12 11 13 10 15 7 5 6 14 9 4 83 1 2 
8 10 2 13 
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• All major road sections and their intersection nodes where the major 
road sections cross each other; 
• All centroid nodes and the new sections made by the centroid nodes 
in O-grid and D-grid; 
• All nodes in C(O) and C(D) and the road sections made by them. 
Then, the sub-optimal route can be calculated in the Calculation Area.  
 Step 3-2: Amending route 
In [81], the authors indicated that the routes generated by the route 
computation algorithm should be checked at the origin and destination 
nodes.  The interested readers are can see the section 2.4.2. 
 Step 3-3: Choosing the best individual from Pareto solution set 
In order to select the best individual in the Pareto solution set, differ-
ent origin–destination pairs are randomly selected from the edge nodes 
of the sub-network. We use these origin–destination pairs to calculate 
the sub-optimal routes in the multilevel network generated by each in-
dividual in the Pareto solution set and the optimal routes in the original 
network. After that, the individual with the smallest average LOA is 
the best individual in the Pareto solution set. 
3.4 Computational Experiments and Discussions 
In this section, we present the experimental results for evaluating the 
computational performances of the proposed approach. The proposed al-
gorithm is coded in Java and run on a PC with a Pentium IV 3.4-GHz 
processor and 3-GB RAM. In our experiments, we use the digital traffic 
road data set of Kitakyushu city area in Japan to evaluate the proposed 
method. The data set of the digital traffic road map is provided by Ja-
pan Digital Road Map Association (JDRMA). 




Fig. 3.6 Experimental digital road map with 4010 nodes. 
In the first experiment, a sub-network with 4010 nodes and 10113 
sections shown in Fig. 3.6 is used to compare the following three cluster-
ing methods: K-means, Wen et al.’s method [81] and the proposed ap-
proach. In order to evaluate the efficiency of the different approaches, 
the sub-network is preprocessed by three methods to construct the mul-
tilevel network. The following parameters are used in the genetic clus-
tering algorithms (the proposed and Wen et al., 2009): population size, 
popSize = 20; crossover probability, pC =0.60; mutation probability, pM = 
0.30; Stopping criteria: maxGen = 500. To find the landmark nodes, 
20000 origin-destination pairs in the sub-network are randomly selected 
to calculate the optimal route. The top 30 percent of the clusters with 
the highest times of the passing are selected as Fixed-part centroid 
nodes. Each algorithm runs 30 times to generate the new networks. Af-
ter preprocessing, 20 origin-destination pairs are randomly selected 
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from the edge points of the sub-network. Dijkstra algorithm is used to 
calculate the route cost. 
 
Fig. 3.7 LOA of the routes when assigning different number of clusters. 
Fig. 3.7 presents the LOA of the routes in the form of standard box-
plots when assigning different number of clusters in different algo-
rithms. Each box shows the lower quartile (25%), median (50%), and 
upper quartile (75%) values of LOA. The whiskers extend the box width 
at most 1.5 times from both ends of the box. Outliers are marked with 
‘+’ symbols.  
We can see that when number of clusters increased, the accuracies by 
K-means method are limited. The accuracies given by Wen et al. 2009’s 
method are better than the ones of K-means method. Obviously, the de-
viation of LOA values of the proposed method is less than that of other 
methods. 
a b c a b c a b c a b c a b c 
0%











a: K-means b: Wen et al. c: the proposed 
LO
A 
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Table 3.1: Performance of each algorithm with different number of clus-
ters 
 AVG  
LOA (%) 
AVG  Speed-up 
Times  
1%×4010 32.3  38.9 
2%×4010 29.4 127.1 
3%×4010 24.9 125.0 
4%×4010 24.6  37.5 
K-means 
method 
5%×4010 24.5  40.9 
1%×4010 22.2  39.1 
2%×4010 21.9 128.9 
3%×4010 18.0 125.0 
4%×4010 17.8  37.5 
Wen et al. 
2009 
5%×4010 15.1  40.9 
1%×4010  9.2  39.3 
2%×4010  8.5 130.3 
3%×4010  6.6 125.0 
4%×4010  5.9  37.5 
The proposed 
method 
5%×4010  4.7  40.9 
Table 3.1 shows the average LOA and Speed-up Times of each algo-
rithm with different number of clusters. We calculate the Speed-up 
Times using the following formula: 
Speed-up Times= Route computation time in the original network / 
Route computation time in the multilevel networks 
We can see from Table 3.1 that a larger number of clusters can create 
the higher quality networks. When the number of clusters is small (e.g. 
1%×the numbers of nodes in the sub-network), although the number of 
nodes in the high-level network is small, the average Speed-up Times 
are limited, because the average number of nodes in each cluster is 
large. If the number of clusters is large (e.g. 4% or 5%×the numbers of 
nodes in the sub-network), the average Speed-up Times are also limited, 
mainly because the number of nodes in the high-level network increases. 
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In the second experiment, we use the road network of Kitakyushu city 
that includes 16175 nodes and 24238 sections to evaluate the efficiency 
of the proposed approach in the large area. The road network of Kita-
kyushu city is shown in Fig. 3.8. 
The bold lines in the road network are major roads and thin lines are 
minor roads as defined in JDRMA. Here, we consider the three-level 
network as an example in our experiments to compare the proposed 
method with two-level hierarchical network method in Jagadeesh et al. 
2002. In this experiment, firstly, the original road network is trans-
formed into a two-level network by Jagadeesh et al. (2002) [44]. After 
generating the two-level network, each sub-network is preprocessed by 
the proposed genetic clustering algorithm to generate the third level 
network. Then, 200 origin-destination pairs are randomly selected in 
the original network and the route is calculated for each origin-
destination pair. 
 
Fig. 3.8 Digital road map of Kitakyushu city in Japan. 
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We denote the original network as G1. G2 denotes the network gener-
ated by Jagadeesh’s method. G2 includes three parts (O-grid, D-grid, 
major road sections and intersection nodes of major sections). The net-
work generated by the proposed multilevel network method is denoted 
by G3. In G3, the O-grid and D-grid have been clustered by the proposed 
method. Then, we use Dijkstra algorithm to evaluate the route compu-
tation time and LOA of the route. Table 3.2 shows the comparisons of 
the different networks. 
Table 3.2 Route computation comparisons in different networks (Kita-
kyushu city) 
 AVG   LOA (%) 
AVG   
Speed-up Times  
G1-Dijkstra 0.00          1.0 
G2-Dijkstra 3.13        18.3 
the number of clusters 
is 1% of the nodes 3.45      86.5 
the number of clusters 
is 2% of the nodes 3.34      106.1 
the number of clusters 
is 3% of the nodes 3.28      104.6 
the number of clusters 
is 4% of the nodes 3.22        84.8 
G3-Dijkstra 
the number of clusters 
is 5% of the nodes 3.19        89.3 
 
Simulation results shown in Table 3.2 indicate that average LOA in 
G3 is acceptable. At the same time, the Speed-up Times in G3 are much 
better than that in G2. When comparing the computation time in differ-
ent calculation area, the computation time in G1 is about 5~8 times 
slower than that in G2 and about 70~100 slower than that in G3. It 
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means that the proposed method has high performance in computa-
tional speed and acceptable LOA. 
All simulation results show that the proposed approach can ensure 
the route algorithm with acceptable LOA and high performance in com-
putational speed. 
3.5 Summary 
In this chapter, we have proposed a multilevel network method that 
can substantially reduce the route computation time by preprocessing 
the road network. The effectiveness and efficiency of the proposed ap-
proach was investigated in a big scale road network. The proposed ap-
proach can preprocess the road network by a genetic-based clustering 
method. The simulation results show that the route calculation algo-
rithm based on the proposed approach can generate sufficient solutions 
considering the trade-off between computation time and loss of accuracy 
(LOA). It is also found that the experimental results of the proposed ap-
proach are better than that of the traditional hierarchical network 




Chapter 4 A Multilevel Network Method 
for Optimal Route Calculation 
4.1 Main Idea 
For the optimal route calculation, multilevel network methods were 
proposed to speed up the route computation in [9-12]. Their basic idea is 
to separate a large road network into several smaller sub-networks and 
organize them in a multilevel network structure by pushing up bound-
ary nodes into the higher level network as the new nodes. After that, 
the optimal routes between the boundary nodes of each sub-network are 
pre-computed to decide the sections in the higher level network. With 
this structure, the cost of the optimal route calculation between two 
nodes on the higher level network is the same as that on the original 
network [3]. The speed-up efficiency of the route computation based on 
this structure mainly depends on the number of nodes and sections in 
the new network structure. It is important to come up with an effective 
hierarchical partition method for a road network by minimizing the 
number of nodes and sections for the higher level network. Existing 
heuristic network partition methods, such as K-means clustering [72], 
K-modes clustering [73], and k-way partition algorithms [54]-[56] are 
very susceptible of being trapped into a local minima that is far from op-
timal. 
In this chapter, we focus on how to speed up the optimal route calcula-
tion by preprocessing and pre-computing the road network in multilevel 
network structures. To construct the multilevel network, a genetic algo-
rithm (GA) based clustering method is proposed to cluster the original 
road network into different sub-networks by minimizing the number of 
boundary nodes and new road sections composed by the boundary nodes 
simultaneously. In addition, in order to simplify the multi-level network 
further, a refinement method is designed. It can improve the exploita-
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tion ability of the proposed GA-based clustering algorithm. Simulation 
results show that the proposed method can calculate the optimal routes 
on large size road networks with high performance. 
4.2 Mathematical Formulation 
A topographical road map can be viewed as a directed network G(V, E), 
where each node in V represents intersections of roads networks. Sec-
tion (x, y, c) in E corresponds to the connection from node x to node y 
with the cost (e.g., distance) c. Suppose that G(V, E) is partitioned into 
m sub-networks like G1(V1, E1); G2(V2, E2), . . . , Gm(Vm, Em) such that: 
1 2 1 2, m mV V V V E E E E= =U ULU U ULU  
Nodes in a sub-network are divided into two kinds of nodes: the 
boundary nodes and interior nodes. A node is a boundary node if it be-
longs to more than one sub-network, otherwise it is an interior node. A 
path connecting an interior node in a sub-network and a node in an-
other sub-network must pass through one or more boundary nodes in 
the sub-networke. On the other hand, a boundary node belongs to the 
nodes in two or more sub-networks. 
All the boundary nodes are included in the nodes of the higher level 
network. The minimum cost for each pair of boundary nodes should be 
pre-computed on each sub-network and the optimal route between two 
boundary nodes is a new section in the higher level network. Since the 
final calculated routes should be exhibited in the original road network, 
the sections in the higher level network should contain the lower net-
work information.  
A RSP model in the multilevel network model can be described as fol-
lows:  
Indices: 
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i, j, g ∈ {1, 2, ..., n}, index of node; 
Parameters: 
n: the number of nodes; 
O: origin node; 
D: destination node; 
R(O, D): a selected route from O to D; 
(i, j): road section from node i to node j; 
cij: cost on section (i, j); 
Kmax: the maximum number of level of hierarchy networks; 
k: index of the level in hierarchy networks, k∈{1, 2, ..., Kmax}; 
nk: the number of nodes in level k; 
ckij: cost on section (i, j) in level k; 
A(g): set of suffixes of nodes connected from node g; 
B(g): set of suffixes of nodes connected to node g; 
Decision variables: 




i j R O D k
x ⎧= ⎨⎩
   












     (4.1) 
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∑ ∑
　 
   (4.2) 
{0,1},  , ,kijx i j k∈ ∀       (4.3) 
where constraint (4.2) and (4.3) mean that the flow conservation law 
is observed at each node except O and D.  
 
Fig. 4.1 An example of two-level network. 
Without loss of generality, an example of the two-level network is 
shown in Fig. 4.1. Also, the two-level network structure is used in the 
simulations of the study of optimal route calculation. In Fig. 4.1, the 
first level network is the original network and the proposed GA-based 
clustering algorithm is used to separate the original network into differ-
ent sub-networks. Here, one cluster generated means one sub-network. 
The nodes on the bold lines are supposed to be the boundary nodes of 
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boundary nodes. The new sections in the higher level network are gen-
erated by calculating the optimal route between boundary nodes pairs.  
In [3], the authors have proved that the cost of the optimal route be-
tween two boundary nodes on the higher level network is the same as 
the cost of the optimal route on the original network. It is the basic 
mechanism to speed up the optimal route calculation. Then, if an origin-
destination (O-D) pair is selected, the searching space for the optimal 
route between O-D pair includes the following two parts: the sub-
networks where the origin node and destination node belong to and the 
higher level network. One example route in the two-level road network 
is also shown in Fig. 4.1.  
For sub-networks Gi(Vi, Ei) and Gj(Vj, Ej), the boundary nodes between 
Gi and Gj is included in Vi ∩ Vj, where i ≠ j. Let B(Gi) denote the set of 
boundary nodes of sub-network Gi(Vi, Ei). Then, 
1( ) ( ),mi j i jB G V V== U I  where i = 1, 2, ..., m and j ≠ i. 
We use BT to denote the set of the boundary nodes: 
1 ( )T mi iB B G== U  
BT are also the set of nodes in the higher level network. Based on BT, 
we can decide the road sections in the higher level network. Here, l(a, b) 
denotes the shortest route cost between node a and b. For any pair of 
nodes u and v in B(Gi), the shortest route cost function fc(u, v) on the 
higher level network can be defined as follows:  
( , )     if there is a route from  to  on ( , ) and there 
( , )                    are no any other boundary nodes on the route
0             otherwise
i i i
c
l G V E
f
⎧⎪= ⎨⎪⎩
u v u v
u v
For sub-networks Gi(Vi, Ei), let 
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{ }{ }( ) ( , )|( , ) ( ( ) ( ) .i i iL G B G B G= ∈ ×u v u v  
We use LT to denote the set of the road sections in the higher level 
network: 
1 ( )T mi iL L G== U  
In this study, the purpose of the proposed GA-based clustering algo-
rithm for the road network is to reduce the total number of nodes and 
road sections in the higher level network simultaneously. The objective 
function of the road network clustering is described as follows: 
Notations 
Indices: 
i, j = 1, 2, ..., n, index of node; 
r = 1, 2, ..., m, index of cluster; 
Parameters: 
m: the number of clusters; 
nlimited: the maximum number of nodes assigned in one cluster; 
Decision variables: 
1,      th node is assigned to th cluster





{ }1min ( ) Tf y B=       (4.4) 
{ }2min ( ) Tf y L=       (4.5) 
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{ },    1,2, , ,  1,2, ,iry y i n r m= = =L L       (4.6) 
  
=1




y i= ∀∑      (4.7) 
limited
1






≤ ∀∑      (4.8) 
{0,1}    , .iry i r= ∀       (4.9) 
where, TB  and TL  are the number of nodes and sections of the 
higher level network. The constraint (4.7) ensures that each node is as-
signed to exactly one cluster.  
4.3 GA-based Clustering Algorithm for Partitioning 
Road Network 
 4.1: overall procedure of GA-based clustering
      current generation 0;
      initialize ( );
      evaluate the chromosome;
       (not terminating condition) 








            mutation;
            evaluate the offspring ( );
            select ( 1) from ( ) and ( );
            1;
      
C t






Fig. 4.2 Overall procedure of  GA-based clustering 
In this section, we introduce the proposed GA-based clustering algo-
rithm to separate the road network into different sub-networks. A 
chromosome is represented by a set of cluster centers containing the 
center’s coordinates. The ordering of the centers in a chromosome is 
immaterial. A chromosome represents the partition that is obtained by 
assigning each node to the nearest center. Let P(t) and C(t) be the cur-
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rent population and offspring in the current generation t. The overall 
procedure of the proposed GA-based clustering algorithm is shown in 
Fig. 4.2. 
4.3.1 Genetic representation 
For encoding, each chromosome is represented by selecting m nodes 
randomly to serve as the cluster centers. For decoding, we should clus-
ter the road network based on the centers and decide the new nodes and 
sections in the higher level network. For the road network G(V, E), the 
clustering result can be defined as Cr: the set of suffixes of all nodes in 
the rth cluster, where r ∈ {1, 2, ..., m}. Suppose hr is the cluster center 
of the cluster Cr and the structure of a chromosome is {h1, h2, …, hm}. 
The clustering procedure is shown in Fig. 4.3. 
1 2
 4.2: clustering
       Step 1: Choose  initial center nodes ,  , ,   randomly from . 
       Step 2: Calculate Euclidean distance ( ,  ),  between  and .
       //assigning no
m









1, 2, , , 
de  to the cluster with the closest center node .
       Step 3: Assign node  to cluster ,  
                   if ( ,  ) min ( ,  ).
i r
i r









u h u h
 
Fig. 4.3 Procedure of  clustering 
Based on the clustering result, the boundary nodes should be decided. 
Given cluster Ci and Cj, let Vi(Cj) denote the set of candidate boundary 
nodes in Ci adjacent to the nodes in Cj. Fig. 4.4 shows an example of two 
clusters, Ci and Cj, and the nodes belong to Vi(Cj) and Vj(Ci). 
 




Fig. 4.4 An example of two clusters and their boundary nodes. 
Then, for cluster Ci and Cj, the boundary nodes can be decided by 
comparing the number of Vi(Cj) and Vj(Ci). If Vi(Cj) has less number of 
nodes, the boundary nodes between cluster Ci and Cj belong to Vi(Cj), 
and vice versa. The set of the boundary nodes BT can be calculated by 
counting all the boundary nodes between all the cluster pairs. Based on 
BT, we can determine LT by calculating the optimal routes between the 
boundary nodes. 
4.3.2 Refinement 
In order to improve the quality of the clustering, a local optimal 
method is designed to refine the clustering results. The refinement algo-
rithm consists of a number of iterations. In each iteration, all of the 
nodes are checked to see if they can be moved to other clusters so that 
the number of boundary nodes can be reduced. The movement of bound-
ary nodes is irreversible. The stop condition of iterations is that the 
number of boundary nodes cannot be reduced anymore. For the road 
network G(V, E) and the clustering result Cr: r ∈ {1, 2, ..., m}. The pro-
cedure of refinement is shown in Fig. 4.5. 
 
Cluster i Cluster j 
ViB(Cj) VjB(Ci) 





   // is used to store the moved nodes 
0;             //the reduced number of boundary nodes 
 each 









      do
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            of boundary nodes;




Fig. 4.5 Procedure of refinement 
4.3.3 Initialization 
Each individual chromosome in the initial population is a candidate 
solution for the problem. We use a random method to generate the ini-
tial population. 
4.3.4 Crossover 
In the crossover operator, the coordinate values of the cluster center 
nodes in two parents are used to calculate the coordinate values of the 
cluster center nodes in offspring by the blend crossover (BLX). 
4.3.5 Mutation 
With mutation probability pM, the cluster centers in each chromo-
some are replaced by random data points. Mutation probability is typi-
cally low to prevent the process from being degenerated into a random 
search. 




In this study, adaptive weight sum method is adopted to eliminate the 
scale problem between 
TB  and 
TL . In each generation, we first define 
the extreme points in the criteria space like the maximum extreme 
point fmax ← { f1max, f2max}and minimum extreme point fmin ← {f1min, 
f2min}. After that, the fitness function of each individual p is calculated 
by the following: 
min min
1 1 2 2
max min max min
1 1 2 2
( ) ( )  ( ) f y f f y feval
f f f f
− −= +− −p . 
In this chapter, the roulette wheel selection, i.e., a type of fitness-
proportional selection is adopted to select the next generation. 
4.4 Computational Experiments and Discussions 
In this section, we present the experimental results for evaluating the 
computational performances of the proposed method. The proposed al-
gorithm is coded in Java and run on a PC with a Pentium IV 3.4-GHz 
processor and 3-GB RAM. In our experiments, we use the digital road 
map of Kitakyushu city area in Japan to evaluate the proposed method. 
Fig. 4.6 shows the Kitakyushu city area with 16175 nodes and 24238 
sections.  
In the experiments, we preprocess the road network into a two-level 
network. The proposed GA-based clustering algorithm clusters the road 
network into different clusters to create the higher level network. The 
following parameters are used in the proposed GA-based clustering al-
gorithm: population size, popSize = 30; crossover probability, pC =0.60; 
mutation probability, pM = 0.001; Stopping criteria: maxGen = 3000. 




Fig. 4.6 Digital road map of Kitakyushu city in Japan. 
The compared algorithms are K-means method, the proposed GA-
based clustering algorithm without refinement (GACNR) and the pro-
posed GA-based clustering algorithm with refinement (GACWR). After 
constructing the two-level network, 50 origin-destination pairs, which 
are far away from each other, are randomly selected from the road net-
work and Dijkstra algorithm is used to calculate the route cost. Table 
4.1 shows the average Speed-up Times and the number of nodes and 
sections of each algorithm with different number of clusters in the 
higher level network. Each algorithm was simulated 30 times. We calcu-
lated the Speed-up Times using the following formula: 
Speed-up Times= Route computation time on the original network / 
Route computation time on the two-level networks 
From Table 4.1, we can see that the proposed GA-based clustering al-
gorithm can considerably reduce the number of nodes and sections in 
the higher level network than K-means method when assigning differ-
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ent number of clusters. It mainly because the objective function directly 
aimed at reducing the number of nodes and sections. In addition, we can 
see that the refinement method can further simplify the network by re-
ducing the number of nodes and sections in the higher level network. 
Table 4.1 Performance of each algorithm with different number of clus-
ters 
 number. of clusters 
AVG  num-











20 457 16373 8.5 
30 617 20110 12.5 
40 760 20219 12.2 
K-means 
50 885 20511 13.1 
20 240 7367 35.3 
30 306 8394 65.1 
40 447 11439 42.9 
GACNR 
50 515 20261 16.7 
20 228 6993 36.9 
30 287 7971 69.3 
40 423 11016 46.9 
GACWR 
50 482 19898 21.9 
 
From Table 4.1, the number of nodes and sections in the higher net-
work are increasing with the increasing number of clusters. It means 
that more network partitions will cause more nodes and sections in the 
higher level network. However, the small number of clusters will cause 
a large number of nodes in the sub-networks partitioned by the cluster-
ing algorithm. Therefore, when assigning 20 clusters, the Speed-up 
Times is less than that of when assigning 30 clusters. Furthermore, 
with the increasing number of clusters, the decreasing number of sec-
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tions in the higher level network is not obvious, which causes the de-
creasing of the Speed-up Times. We can see that decreasing the number 
of sections in the higher network is important when constructing the 
multilevel network. 
4.5 Summary 
In this chapter, we have proposed a multilevel network method that 
can substantially reduce the route computation time by preprocessing 
the road network. The effectiveness and efficiency of the proposed 
method was studied in a big scale road network provided by Japan Digi-
tal Road Map Association (JDRMA). The proposed method preprocesses 
the road network into a multi-level network by a genetic algorithm 
based clustering method. It can reduce the number of nodes and sec-
tions on the higher level network. The simulation results show that the 
route calculation algorithm based on the proposed approach can gener-
ate sufficient solutions, where the optimal routes can be calculated in an 
extremely short time. It is also found that the proposed approach is bet-
ter than that of the traditional clustering methods. 
 
  
Chapter 5 A Multistage Method for Mul-
tiobjective Route Selection Problem 
5.1 Main Idea 
Multiobjective route selection problem (MRSP) is a key problem in the 
CNS that considers several criteria such as traveling distance, driving 
time, costs, environmental problems and many other considerations. 
The MRSP is a well known NP-complete multiobjective optimization 
problems [83]. Without loss of generality, a multiobjective optimization 
problem can be formally represented as follows: 
min {z1 = f1(x), z2 = f2(x), …, zq = fq(x)}      (5.1) 
s. t.  gi(x) ≤ 0, i = 1, 2, …, m     (5.2) 
x ≥ 0 
where x ∈ Rn is a vector of n decision variables, fk(x) is the objective 
function of k-th criterion, and gi(x) is i-th inequality constraint. 
Genetic algorithm (GA) has received considerable attention regarding 
their potential as a novel approach to solve the multiobjective optimiza-
tion problems. However, existing methods tried to continue to make al-
gorithmic progress towards the Pareto front in the solution space. It is 
hard to find enough Pareto-optimal solutions in a limited time. 
Moreover, before arriving at the destination, the driver may change 
his preference of the objectives to select a new route for some reasons, 
such as the change of weather condition, keeping to his/her schedule or 
just he/she wants. Accordingly, the route selection algorithm should be 
recalculated to get a new solution set. 
For this purpose, we propose an interactive multistage weight-based 
Dijkstra genetic algorithm (mwD-GA) in this chapter to fit the real en-
vironment of driving. The proposed GA can generate more solutions on 
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the Pareto front and give sufficient emphasis on the diversity feature. 
By the proposed approach, the exploration ability of GA and the accu-
rate route searching ability of Dijkstra algorithm are combined together 
sufficiently well to solve the MRSP problem. The experimental results 
in our study show that the proposed approach can generate more non-
dominated solutions on the Pareto front with good distribution and the 
multistage algorithm framework can provide reasonable solutions for 
the driver. 
5.2 Analysis of Solving Method 
In [70] and [71], the authors set the weights for the objectives of the 
sections in the whole network. After that, the Dijkstra algorithm was 
applied to calculate one Pareto-optimal route result. In addition, Chris-
tina Hallam et al. [71] indicated that after setting the combination of 
weights, the Dijkstra algorithm can find a Pareto-optimal route by the 
following equation and constraint: 
1( ) ( )
q
k kk
eval w f== ⋅∑  x x      (5.3) 
s. t.   1 1, 0, 1,2, .
q
k kk
w w k q= = ≥ =∑        L      (5.4) 
However, to satisfy the requirement of the MRSP, a sufficient number 
of Pareto-optimal routes should be generated by selecting different com-
bination of weights and the solution set should maintain good distribu-
tion. 
A numeric experiment considering two objectives was performed to 
demonstrate that the intelligent methods should be adopted to achieve 
this purpose. In the experiment, a road network with 2992 nodes and 
8672 sections is considered for minimizing driving time and driving cost 
as the conflicting objectives. Fig. 5.1 shows the test road network. 
 





Fig. 5.1 Experimental digital road map. 
To generate the Pareto front, 10000 random sample combinations of 
weights were generated to create the individuals. And 100 different 
weights varying from 0 to 1 in even increments of 1/99 are selected to 
generate the routes for comparison. The experimental results are shown 
in Fig. 5.2.  
We can see that there are 16 route solutions on the Pareto front. At 
the same time, there are only 10 route solutions when assigning evenly 
distributed weights. It means that some solutions are located on the 
same point in the solution space. Moreover, the results of evenly dis-
tributed method has bad diversity feature. The reason of this is that the 
magnitude of each objective criterion might be quite different. There is a 
Origin node 
Destination node 
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scaling problem on the objectives. Some of the solutions on the Pareto 
front may be generated by small changes of the weights. A heuristic 
method is needed to overcome the above problems. 
 
Fig. 5.2  Solutions of Evenly distributed method and Pareto front in a 
road network with 2992 nodes 
Cui et al. (2007) proposed a Pareto-based GA route selection method 
[69]. The Dijkstra algorithm was adopted to generate each individual 
(Pareto-optimal route) in the initial population. Genetic operators were 
used to improve the ability of exploration for searching solutions. The 
crossover is the route-based method. If two paths own common nodes, 
crossover exchanges the sub-paths of each other by selecting one of the 
common nodes as the crossing site. In their mutation operator, a node in 
the route is randomly selected as the new origin node from the parent 
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node to the destination node by the Dijkstra algorithm by assigning dif-
ferent weight combination on the objectives. 
 
Fig. 5.3  Solutions of Cui et al. 2007 and Pareto front in a road network 
with 2992 nodes  
When assigning the following GA parameter settings: population size, 
popSize = 20; crossover probability, pC = 0.60; mutation probability, pM 
= 0.30; stopping condition, the number of evaluations is 100, selection 
mechanism in NSGA-II, the experimental results of one test was shown 
in Fig. 5.3. We can see that more solutions can be generated by the 
method of Cui et al. 2007. However, the number of generated Pareto-
optimal routes is not enough and there are many dominated solutions 
when comparing the Pareto front.  
From the above experimental result, we can see that how to optimize 
the combination of weights to find a good convergence and distribution 









Cui et al. 2007 
Driving time 
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lem, because one does not know a priori a proper selection of weights to 
find an exact solution he wants. In the proposed approach, all sections 
in the whole network are assigned to the same combination of weights 
to reduce the searching space. After that, the Dijkstra algorithm is ap-
plied to generate one of the Pareto-optimal route solutions as one indi-
vidual. The GA is used to optimize the weights combination. Some ge-
netic strategies are applied to find more nondominated solutions on the 
Pareto front. 
5.3 Mathematical Formulation of MRSP 
To obtain the Pareto optimal solution of the MRSP, first the digital 
road map should be converted into a directed network. A directed net-
work is denoted with G = (N, A, C), which consists of a finite set of nodes 
N = {1, 2, …, n} and a set of directed arcs A = {(i, j), (k, l), …, (s, t)} con-
necting m pairs of nodes in N and C = [ckij]: data on arc (i, j) of k-th ob-
jective function. Node i represents a road intersect in the road network. 
Arc (i, j) represents a road section connecting node i with node j, and is 
directed from node i to node j. Suppose that each arc (i, j) has been as-
signed to nonnegative objective values.  
Here, we list the assumptions of MRSP model as follows: 
A5.1. The network is directed. We can fulfill this assumption by 
transforming any undirected network into a directed one. 
A5.2. The network does not contain any parallel arcs (i.e., two or 
more arcs with the same tail and head nodes). This assumption is 
essentially for the notational convenience. 
A5.3. If the network owns a large number of nodes and sections, the 
network simplified methods [44] and [81] can be applied to ensure 
the network scale is not time-sensitive to the Dijkstra algorithm. 
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Our research is focused on how to generate the Pareto solution 
set. 
A5.4. The driving time is related to travel speed and distance. In this 
study, we use the limited speed on each road section as standard 
speed. Additionally, since the number of the traffic signals and 
the driving turns on the road will cause delays, the driving time 
should consider the delay time. We use the method presented by 
Kanoh in 2007 to calculate the delay time for driving in Japan 
where traffic flows are on the left [68]. 
A5.5. The travel speed is related to the traffic congestion level. In our 
study, we use the levels of congestion defined by the VICS as fine, 
jam and congestion.  
A5.6. The driving cost is related to the toll fee and the fuel consump-
tion. The standard cost is the average fuel cost on the flat road. 
The slope angle of road section is an impact factor on fuel con-
sumption. The relationship between fuel consumption and road 
slope angle is discussed in [84] and [85]. With the slope angle α 
grade, the impact factor of fuel consumption is sin (α). We assume 
that the average fuel cost on the flat road multiplied by sin (α) 
makes the additional fuel consumption. 
Notations 
Indices: 
i, j, l = 1, 2, ..., n index of node 
k = 1, 2, ..., q index of objective function 
Parameters: 
n: the number of nodes 
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q: the number of objective functions 
O: the origin node 
D: the destination node 
p: selected route from O to D 
(i, j):  section from node i to node j 
ckij: coefficient (or data) on section (i, j) of k-th objective function 
vij: speed limit on section (i, j); 
cTij: toll fee on section (i, j); 
hi: ground altitude of node i; 
α: slope angle on section (i, j); 
tijDT: time delay of turn at intersection node i when driving from node i 
to j; 
wijTC: weight of traffic congestion degree on section (i, j); 
tijDS: average delay time of the signal on section (i, j); 
CR: average fuel cost on a unit flat road; 
Decision variables: 
1,      if link ( , ) is included in the path
0,     otherwise
1,      if node  includes traffic signal










The objective functions for driving on a route p: 
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     (5.5) 
In this study, the following three objectives are considered in the com-
putational experiments. 
In the first objective f1(p), the driving distance on a route is calculated 
as the sum of the distances of all section from the origin to destination 
points.  










p      (5.6) 
where (i, j) is section from node i to node j in section set A, dij is the 
length of (i, j). 
The second objective, f2(p), is for minimizing the driving time. There 
are two parts when calculating the driving time. The first part repre-
sents the Route-Driving-Time (RDT), which is the driving time on each 
road section. RDT is estimated as the distance divided by the speed 
limit on the section. Besides, the traffic congestion level can affect RDT. 
The second part of the objective function represents the Crossing-Delay-
Time (CDT), which is the delay time caused by the number of traffic 
signals and number of driving turns between the origin and destination 
nodes.  
The objective function for minimizing driving time on a route p: 




( , ) ( , )
min   ( ) ( , )  +   +DS DTij ij ij ij j ij
i j i j




p   (5.7) 
where      TC  ( , ) ( ), ,ijij ij ij
ij
d
g d v w i j
v
= ∀  
The route selection policy of f2(p) can be affected by the change of wijTC. 
It can be stated that when small values are associated with wijTC, 
mainly the number of turns influence the selection of the route. How-
ever, when large values are associated with wijTC, the level of congestion 
becomes the primary factor in selecting the route, where the number of 
turns becomes a secondary factor.  
In the experiments of this chapter, when calculating the driving time, 
we assume that the route search process will prefer the route that re-
quires less turns, especially less right-hand turns and U-turns, and 
later, it will consider the route with less traffic signals and low conges-
tion level. To examine the sensitivity of the changes in wijTC, we use the 
data of the road network provided by JDRMA and analyzed them statis-
tically. According to the data, the average road section length of (minor 
road, major road) is (135.2m, 229.2m). The speed limit in (minor road, 
major road) is (11.1m/s, 16.7m/s). Therefore, the RDT in (minor road, 
major road) with ideal conditions is (12.2s, 13.7s). For calculating the 
delay times caused by traffic signal, the example delay time in Kanoh 
(2007) are adopted [68]. The delay time is 20 seconds when the vehicle 
passing through one signal, 10 seconds for left-hand turn, 30 seconds for 
right-hand turn and 60 seconds for U-turn when driving in Japan. To 
satisfy the route selection preference when calculating driving time, the 
value of wijTC is assigned 1 for fine condition, 1.5 for jam condition and 2 
for congestion condition. Therefore, the scale of RDT in each section is 
12.2~27.4 (s). Based on [68], the scale of average CDT of one section is 
20~80 (s).  
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The statistical analysis shows that the CDT caused by the traffic sig-
nal and driving turning will dominate that of RDT. Since the objective 
f2(p) is to minimize the driving time, the route search process will prefer 
the route that requires less turns, especially less right-hand turns and 
U-turns. Later, it will consider the route with less traffic signals and 
low congestion level. It means that the value of wijTC will satisfy the 
preference of route search in this objective. 
In the third objective f3(p), the total cost is totally dependent on the 
toll fee paid during the traveling and the fuel consumption between the 
origin and destination nodes. Cappiello et al. (2002) [86] proposed the 
relationship between fuel consumption and road slope angle. With the 
slope angle α grade, the impact factor of the fuel consumption is sin (α). 
The average fuel cost on the flat road multiplied by sin (α) is the addi-
tional fuel consumption. The sin (α) can be calculated by using the sec-
tion length (dij), and the altitude difference between nodes (hj-hi) on this 
section. 
The objective function for minimizing driving cost on a route p: 
3
( , )
min   ( ) ( , )ij ij ij
i j




p       (5.8) 
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The constrains of these objectives are defined as follows: 
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0 or 1 ,ijx i j= ∀　 　　      (5.10) 
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where the constraint (4) represents a flow conservation law which is 
observed at each of the nodes except the O and D. In simple words, this 










5.4 The Multistage Weight-based Dijkstra Genetic  
Algorithm 
In the proposed approach, the real number encoding method is 
adopted for representing the combination of weights for the objectives. 
The initial population is generated by assigning different combination of 
weights. 
In order to optimize the weights combination to find more solutions on 
the Pareto front, some genetic policies are applied. A mating restriction 
strategy is considered to enhance the diversity feature in the solution 
process. To solve the scaling problem of the objectives mentioned in the 
Section 5.2, the non-uniform mutation is adopted to improve the fine-
tuning performance around the points whose neighborhood contains 
more different Pareto optimal solutions than other individuals do.  
When the driver changes the weights and intends to get a new set of 
routes, it is in the next stage. The origin node should be updated and 
the GA is calculated again to generate a new set of candidate routes for 
the driver. 
The whole approach is designed into three phases as follows: 
Phase 1: Analyzing the road network data. 
Step 1-1: Converting the digital road map into a directed network 
Step 1-2: Simplifying the network into a proper scale 
Phase 2: Designing the chromosome and solving MRSP by GA. 
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Step 2-1: Designing the chromosome by real number coding method 
Step 2-2: Operating arithmetic crossover with mating restriction 
strategy 
Step 2-3: Operating non-uniform mutation 
Step 2-4: Selecting the population for new generation 
Phase 3: Providing routes by multistage strategy. 
Step 3-1: Generating a set of candidate routes 
Step 3-2: Recalculating the routes when changing the driver’s pref-
erences of the objectives 
5.4.1 Phase 1: Analyzing the road network data 
 Step 1-1: Converting the digital road map into a directed  
network 
The digital road map includes the road intersection information and 
road segment information. They are the node information and section 
information, respectively. When converting the information of the digi-
tal road map into a directed network, the adjacency-list representation 
of the network is used in this study. 
 Step 1-2: Simplifying the network into a proper scale 
The road networks should be simplified to provide a real-time service 
in the CNS. Jagadeesh et al. [44] proposed a two-level hierarchical net-
work method to improve the calculation time in the CNS by simplifying 
the road network. Wen et al. [81] proposed a multi-level network 
method that can further simplify the network than the method in [44]. 
By the new simplified network form, the loss of accuracy of route is ac-
ceptable for the RSP.  
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5.4.2 Phase 2: Designing the chromosome and solving MRSP by 
GA  
Step 2-1: Designing the chromosome by real number coding 
method 
In this study, the real number encoding method is adopted to design a 
chromosome. The combination of weights for the objectives constructs 
the chromosome.  
 
Fig. 5.4 Illustration of chromosome by real number coding method 
Fig. 5.4 represents the structure of the chromosome. Each gene of the 
chromosome is the assigned weight for the corresponding objective. The 
length of chromosome is q-1, because the weight of q-th objective can be 
calculated by one minus the sum of the values of other weights.  
In the decoding process, a Pareto-optimal route can be calculated by 
the Dijkstra algorithm using the weights represented in the chromo-
some. The decoding process is shown as follows: 
procedure: decoding 
input chromosome vk, network G = (N, A, C) 
output route p 
begin 




w c= ⋅∑  ; 
execute Dijkstra algorithm on G with the weighted-sum value on 
each section; 




 Step 2-2: Operating arithmetic crossover with mating restric-
Corresponding 
 objective ID: 
Chromosome: 
q-2 … 3 2 1 











Arithmetic crossover consists of producing children in a way that 
every gene in a child is convex combination of genes from its two par-
ents. Given the two chromosomes (parents) c1 and c2, the children '1c  
and '2c  can be produced as follows: 
'
1 1 2= (1 )λ λ+ −c c c       (5.11) 
'
2 2 1= (1 )λ λ+ −c c c       (5.12) 
where λ∈[0,1] is a random real number. 
Arithmetic crossover ensures that every gene in the child is bounded 
by the respective genes from the both parents. Unlike uniform and one 
point crossover, arithmetic crossover provides some local/hill climbing 
search (if the parents are on the opposite side of the hill) capability for a 
GA [87]. 
In the crossover process, in order to ban the recombination of dissimi-
lar parents from which good offspring are not likely to be generated, the 
mating restriction strategy is adopted. The distance between two par-
ents in the solution space is measured for banning the crossover opera-
tor of two parents. Let us denote the distance between two solutions x 
and y as ∥f(x)-f(y)∥ in the solution space. In this chapter, we measure 
the distance ∥f(x)-f(y)∥ by the Euclidean distance as: 
( )2
1




f f f f
=
− = −∑x y x y      (5.13) 
This means that two individuals are permitted to mate only if the 
normalized Euclidean distance (∥f(x)-f(y)∥) between them is more than 
the mating radius, which is assigned the same value as the radius pa-
rameter used for niche sharing. In this study, the radius parameter re-
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quired by niche sharing is calculated by 2/(popSize−1), where popSize is 
the population size [88]. 
 Step 2-3: Operating non-uniform mutation 
Evolutionary programming with non-uniform mutation has the merits 
of a higher probability of making long jumps at early stages and much 
better local fine-tuning ability at later stages during the programming. 
Non-uniform mutation can also reduce the disadvantage of random mu-
tation and improve the fine-tuning performance around the points 
whose neighborhood contains more different Pareto solutions than oth-
ers, which can release the scale problem of objectives mentioned in Sec-
tion 2. 
For each individual c = {c1 ,c2 ,…, cq-1} in a population of t-th genera-
tion, an offspring { }' ' ' '1 2 1= , , , qc c c −Lc  can be created through a non-








c t UB c rand
c
c t c LB rand
⎧ + Δ − >⎪= ⎨ − Δ − ≤⎪⎩
     (5.14) 
where k = {1, 2, …, q – 1}, UB and LB are the upper and lower bounds 
of the variable ck, respectively, t is the current generation and rand is 
random value from [0, 1]. The return value of function ∆(t, y) is in the 
range of [0, y] and is approaching to zero when t increases. The function 
∆(t, y) is shown as follows:  
( ) 1, 1
bt
Tt y y r
⎛ ⎞−⎜ ⎟⎝ ⎠
⎛ ⎞⎜ ⎟Δ = −⎜ ⎟⎝ ⎠
     (5.15) 
where T is the max generation number, r is a random number from [0, 
1], and b is a parameter determining the degree of non-uniformity. By 
this function, the mutation operator owns fine-tuning performance 
when t is approaching T. 
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 Step 2-4: Selecting the population for new generation 
The selection mechanism of the nondominated sorting Genetic Algo-
rithm (NSGA-II) [14] is used to select the population for the next gen-
eration. NSGA-II is a well-known algorithm in solving multi-objective 
optimization problems. The fitness assignment of NSGA-II is dependant 
on the Pareto dominance of ranking value. There are two major subrou-
tines in NSGA-II, namely fast nondominated sorting for population sort-
ing based on Pareto dominance and crowding distance assignment for 
calculating the density measure. 
Because all of the individuals generated by the decoding process are 
Pareto-optimal solutions, they are all in rank one when considering 
NSGA-II. Thus, the selection process in this study only considers how to 
calculate the crowding distance of each individual and select the un-
crowded individuals into the population of the next generation. The in-
terested reader should consult Deb et al. [14] for a detailed description 
of the crowding distance. 
5.4.3 Phase 3: Providing routes by multistage strategy 
 Step 3-1: Generating a set of candidate routes 
All the individuals in the population of the last generation are the 
candidates. The driver can select one of them according to his preference 
by comparing the objective values of the individuals. 
 Step 3-2: Recalculating the route results when driver changing 
the driver’s preferences of the objectives 
Before arriving at the destination, if the driver changes his preference 
for each objective to select a new route for some reasons, such as the 
change of weather condition, keeping to his/her schedule or just he 
wants, the route selection algorithm should be recalculated to get a new 
solution set for the driver. The origin node will be updated according to 
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the current location of the vehicle and the GA is calculated again to 
generate a set of visual candidate routes to the driver. 
5.5 Computational Experiments and Discussions 
In this section, we present empirical results for evaluating the compu-
tational performance of the proposed approach. The algorithm is coded 
in Java and run on a PC with a Pentium IV 3.4-GHz processor and 3-GB 
RAM. In our experiments, the digital road map (2992 nodes and 8672 
sections), which is shown in Section 2, is used to compare the perform-
ance of different methods including evenly distributed method, Cui et 
al.’s method [15] and the proposed method. The following parameters 
are used in the proposed method and Cui et al.’s method: popSize = 20; 
crossover probability, pC = 0.60; mutation probability, pM = 0.30. The 
stopping condition of the proposed method is Total Number of Evalua-
tions = 100. The stopping condition of Cui et al.’s method is the same 
computation time as the proposed method. As for the evenly distributed 
method, 100 different weights with a varying from 0 to 1 in even incre-
ments of 1/99 are selected to generate the routes for comparison. 
We randomly select 10 origin–destination pairs randomly from the 
digital road map as different experiments. Each experiment is per-
formed 20 times. In each time, the initial population of the proposed 
method and Cui et al.’s method are the same and the individual in the 
initial population is generated by selecting the combination of weights 
randomly. Then, after reaching the stopping condition, the nondomi-
nated solutions of the proposed method and Cui et al.’s method are col-
lected in an array. Each individual solution should be marked to recog-
nize that it is from the proposed method or Cui et al.’s method. Then, 
the duplicated elements of each method are eliminated and the nondo-
minated solutions in this array are selected for the comparison and the 
nondominated solutions set of each method is named PFknown.  
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Furthermore, in order to describe the distribution of the vectors in 
PFknown, the spacing metric in [14] is adopted. The following equations 
















min ( ) ( )
q
i k i k jj k
d f x f x
=
⎧ ⎫⎪ ⎪= −⎨ ⎬⎪ ⎪⎩ ⎭∑      (5.17) 
where knownPF  is the number of solutions in PFknown, j = 1, 2, …, 
knownPF -1, and i j≠ , d  is the mean of all di. S takes a smaller value 
with better distribution of solutions. When S = 0, all members are 
spaced evenly distributed.  
Table 5.1 shows the average number of solutions, average spacing 
metric value and average computation time in each experiment when 
considering two objectives that are minimal driving time and minimal 
driving cost.  
Table 5.2 shows the results when considering three objectives includ-
ing minimal driving distance, minimal driving time and minimal driv-
ing cost. We can see that although Cui et al.’s method can generate more 
Pareto-optimal solutions than the evenly distributed method, the distri-
bution ability of Cui et al.’s method is not good enough. In addition, the 
proposed method can provide more Pareto-optimal routes than Cui et 
al.’s method. At the same time, the proposed method owns a good distri-
bution capacity. Fig. 5.5 shows the solutions of one test when consider-
ing two objectives. 
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Table 5.1 The number of solution by different methods when considering 
two objectives (N: average number of solutions in PFknown; S: average 
spacing metric value; T: average computation time [Sec.]) 
evenly distributed Cui et al. the proposed 
ID 
N S T N S T N S T 
1 10 1.30 2.53 11.9 1.15 2.83 13.5 0.61 2.83 
2 7 1.62 2.46 8.6 1.31 2.78 11.9 1.07 2.78 
3 9 1.50 2.12 11.4 1.25 2.51 14.1 0.60 2.51 
4 8 1.59 2.59 8.3 1.39 2.90 13.1 1.01 2.90 
5 11 1.56 2.56 10.6 1.42 2.97 13.3 0.93 2.97 
6 10 1.26 2.82 12.5 1.10 3.13 15.8 0.72 3.13 
7 7 1.41 2.28   8.1 1.09 2.58 9.8 0.77 2.58 
8 12 1.33 2.52 13.4 1.16 2.92 16.2 0.63 2.92 
9 9 1.59 2.33   8.8 1.09 2.75 11.4 0.70 2.75 
10 9 1.36 2.39   9.7 1.01 2.68 13.2 0.69 2.68 
  
Table 5.2 The number of solutions by different methods when consider-
ing three objectives (N: average number of solutions in PFknown; S: aver-
age spacing metric value; T: average computation time [Sec.]) 
evenly distributed Cui et al. the proposed 
ID 
N S T N S T N S T 
1 12 1.53 2.58 12.9 1.21 3.36 15.3 0.80 3.36 
2 11 1.92 2.49 11.6 1.56 3.21 14.8 0.99 3.21 
3 13 1.83 2.15 13.1 1.58 2.69 16.3 1.01 2.69 
4 10 1.98 2.59 10.6 1.68 3.61 15.3 1.13 3.61 
5 13 1.62 2.60 13.2 1.37 3.73 15.9 0.88 3.73 
6 11 1.53 2.86 13.7 1.27 3.67 16.5 0.82 3.67 
7 11 1.41 2.26 12.3 1.32 3.22 15.7 0.82 3.22 
8 12 1.59 2.55 13.5 1.35 3.28 17.1 0.77 3.28 
9 13 1.67 2.36 14.8 1.29 3.07 17.8 0.91 3.07 
10 9 1.64 2.41 10.2 1.10 3.60 14.6 0.75 3.60 
 
 




Fig. 5.5 Solutions of one test when considering two objectives. 
   
Fig. 5.6 Illustration of chromosome by real number coding method 
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The experimental results show that the strategies (real number cod-
ing, mating restriction, non-uniform mutation and selection mechanism) 
used in the proposed method can ensure a sufficient number of Pareto-
optimal solutions and maintain a good distribution of the solutions. 
To illustrate the multistage process, we assume that one of the indi-
viduals shown in Fig. 5.5 is selected as the route result for driver. After 
that, one of the nodes near the halfway of the selected route is assumed 
as the point where the driver want change the combination of weights. 
Then, a new solution set are generated by the proposed approach. Fig. 
5.6 shows the solutions in the example test when considering two stages. 
In fact, the solutions generated by the method in Cui et al. [69] are 
part of the multistage solutions by the proposed method. The crossover 
point and mutation point in [69] can be treated as the new origin in new 
stage, when the driver changes his preferences of objectives. 
5.6 Summary 
To solve the multiobjective route selection problem (MRSP) in CNS, a 
multistage weight-based Dijkstra genetic algorithm is proposed that can 
satisfy the real driving environments. The purpose of the proposed solu-
tion approach is to generate a sufficient number of Pareto-optimal 
routes with good distribution. In addition, when the driver changes his 
preference for the objectives of the route selection before arriving at the 
destination, new candidate route set can be generated for the driver. In 
the proposed approach, the Dijkstra algorithm is adopted to calculate 
one of the Pareto-optimal routes by assigning the weight combination 
for the objectives and GA is used for generating a set of Pareto-optimal 
routes. In the proposed GA, some strategies are applied to ensure that 
more Pareto-optimal route can be generated with good distribution, 
such as real number coding, mating restriction, non-uniform mutation 
and crowding distance based selection mechanism. The experimental 
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results show that the proposed approach can effectively combine the ac-
curate route searching ability of the Dijkstra algorithm and the explora-
tion ability of GA for solving the MRSP.  
  
Chapter 6 Conclusion 
One of the major difficulties of the route calculation is the computa-
tion time when the size of the topographical road map data becomes 
large. It is difficult to calculate the optimal route with minimum cost by 
the classical shortest path algorithms, such as Dijkstra algorithm and 
A* algorithm, because they are too computationally intensive. Moreover, 
the shortest path may not be the best route when there are several con-
siderations, such as traffic time, costs, environmental problems and 
many other criteria. It is a multiobjective route selection problem 
(MRSP), which is another difficult point of the route calculation. 
In this thesis, we applied preprocessing and pre-computing methods to 
simplify the road network to speed up the sub-optimal route calculation 
and optimal route calculation, respectively. In addition, a new multiob-
jective Genetic algorithm is proposed to generate enough number of 
Pareto-optimal solutions with good distribution. 
The proposed speedup technique for the sub-optimal route calculation 
can simplify the road network more than the traditional hierarchical 
network by the clustering method. The sub-networks partitioned by the 
traditional hierarchical network method are constructed into the higher 
level network by the centroid node of the clustering result. The road 
network clustering considers two criteria to ensure the ‘density’ between 
the nodes in each cluster and ‘distribution’ between clusters. Also, the 
proposed method has the ability to make the centroid nodes have a ten-
dency to be evenly distributed, which can improve the accuracy of sub-
optimal route results. We specify a genetic clustering algorithm for the 
road network clustering to calculate the multiple-objective Pareto opti-
mal set. In order to reduce the loss of accuracy (LOA) of the sub-optimal 
route calculation, geographic information is considered when construct-
ing the hierarchical network. The experimental results on a large-scale 
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road network show that the proposed method can overcome the size 
limitations with acceptable loss of accuracy when calculating the sub-
optimal routes.  
For the optimal route calculation, some multilevel network methods 
were proposed. Their basic idea is to partition a large road network into 
several smaller sub-networks and organize them in a multilevel net-
work structure by pushing up boundary nodes into the higher level net-
work as the new nodes. After that, the optimal routes between the 
boundary nodes of each sub-network are pre-computed to decide the sec-
tions in the higher level network. With this structure, the cost of the op-
timal route calculation between two nodes on the higher level network 
is the same as that on the original network [48]. The speed-up efficiency 
of the route computation based on this structure mainly depends on the 
number of nodes and sections in the new network structure. A genetic 
algorithm (GA) based clustering method is proposed to cluster the origi-
nal road network into different sub-networks by minimizing the number 
of boundary nodes and new road sections composed by the boundary 
nodes simultaneously. In addition, in order to simplify the multi-level 
network further, a refinement method is designed. It can improve the 
exploitation ability of the proposed GA-based clustering algorithm. 
Simulation results show that the proposed method can reduce the num-
ber of nodes and sections greatly on the higher level network and the 
optimal routes can be calculated in an extremely short time. 
In order to solve the multiobjective route selection problem (MRSP), a 
special multiobjective Genetic Algorithm is proposed. In the proposed 
method, Dijkstra algorithm is used to calculate one of the Pareto-
optimal routes by assigning the weight combination for the objectives 
and GA is used for generating a set of Pareto-optimal routes. Some 
strategies are applied to ensure that more Pareto-optimal route can be 
generated with good distribution, such as real number coding, mating 
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restriction, non-uniform mutation and crowding distance based selec-
tion mechanism. Experimental results show that the proposed approach 
can effectively combine the accurate route searching ability of the 
Dijkstra algorithm and the exploration ability of GA for solving the 
MRSP. 
As part of future research, it would be beneficial to validate the pro-
posed approach on the road network of cities larger than Kitakyushu 
city. Additionally, it is worth studying how to determine the optimal 
number of clusters in the multilevel network structure for both sub-
optimal and optimal route calculation. Also, the traffic congestion fore-
casting can be considered to provide driver the way to avoid traffic con-
gestion.  
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