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Abstract
Let gˆ(ξ) = aeiαξ + b + ce−iβξ with α,β ∈ ]0,1[ such that α + β < 1, αβ−1 /∈ Q and a, b, c ∈ C \ {0}.
In this paper the existence of almost-periodic polynomial (APP) solutions to the equation gˆh+ = El+ + l−
(with h+ ∈ H+∞ ∩ EH−∞ and l± ∈ H±∞) is studied. The natural space in which to seek a solution to the
above problem is the space of almost periodic functions with spectrum in the group αZ + βZ + Z. Due to
the difficulty in dealing with the problem in that generality, solutions are sought with spectrum in the group
αZ + βZ. Several interesting and totally new results are obtained. It is shown that, if 1 /∈ αZ + βZ, no
polynomial solutions exist, i.e., almost periodic polynomial solutions exist only if αZ+βZ = αZ+βZ+Z.
Keeping to this setting, it is shown that APP solutions exist if and only if the function gˆ satisfies the simple
spectral condition α + β > 1/2. The proof of this result is nontrivial and has a number-theoretic flavour.
Explicit formulas for the solution to the above problem are given in the final section of the paper. The
derivation of these formulas is to some extent a byproduct of the proof of the result on the existence of APP
solutions.
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In this paper we deal with a class of Riemann–Hilbert problems of the form
G
[
φ+1
φ+2
]
=
[
φ−1
φ−2
]
, with G =
[
e−iξ 0
gˆ eiξ
]
. (1.1)
In the formulation of this problem the unknown functions φ±1 , φ
±
2 ∈ H±∞ (here H+∞ (respectively
H−∞) is the subspace of all functions in L∞(R) that have bounded analytic extension into the
upper (respectively lower) half-plane) [6]. For the function gˆ :R → C we put gˆ(ξ) = aeiαξ +
b + ce−iβξ with α,β ∈ ]0,1[ and a, b, c ∈ C \ {0}.
The above problem has attracted considerable attention in the mathematics literature (see, e.g.,
[1,2,9,10,13] and the book [3] where all the relevant references are given). Despite the fact that
many authors have studied the problem, in the case α + β < 1, αβ−1 /∈ Q very little is known.
It is, precisely, this case that is the object of our study. Problems of the form (1.1) appear in
the analysis of the finite interval convolution operator whose relation to (1.1) we review, briefly,
below. Related problems involving 2 × 2 oscillatory matrix functions appear in other areas of
mathematics and its applications such as diffraction theory and integrable systems.
In view of the intimate connection of problem (1.1) with the finite interval convolution op-
erator we recall, briefly, the definition of this operator. Let [0,1] be denoted by I and let L2(I )
be the Banach space of measurable square-integrable functions on I . We identify L2(I ) with
the subspace of L2(R) of functions f such that f (x) = 0 for all x /∈ I . Let F :S′(R) → S′(R)
denote the Fourier transform in the space of tempered distributions S′(R) (cf. [8,14]). If g is a
tempered distribution such that Fg = gˆ belongs to L∞(R), the convolution operator M acting
on L2(I ) with kernel function g is defined by
Mϕ = χI (g ∗ ϕ), ϕ ∈ L2(I ), (1.2)
where χI is the characteristic function of I . Let Lˆ2(I ) denote the space of Fourier transforms of
functions of L2(I ). To obtain the Riemann–Hilbert problem (1.1) we first consider the equation
Mϕ = f (here f ∈ L2(I )) and write it in the form
g ∗ ϕ = f +ψ− + τψ+, (1.3)
where supp(ψ±) ⊂ R¯± and τψ+(x) = ψ+(x−1). Applying the Fourier transform to (1.3) gives
gˆϕˆ = fˆ + ψˆ− + eiξ ψˆ+, (1.4)
which, together with the condition on the support of ϕ, ϕˆ = eiξϕ− (where suppF−1ϕ− ⊂ R¯−),
is equivalent to the Riemann–Hilbert problem (1.1). In fact it can be shown that the operator
M is equivalent to a Toeplitz operator T with symbol G acting on [Lˆ+2 (R)]2 where Lˆ+2 (R) =
F(L+2 (R)) (cf. [11]).
Our aim in the present paper is to examine the existence of almost-periodic polynomial so-
lutions to problem (1.1). The reason for concentrating on this problem is two fold; on the one
hand, if such a solution exists and can be calculated, it is easier to determine a second linearly
independent solution by solving two corona problems and hence prove invertibility of the opera-
tor T (cf. [1]) or, equivalently, determine a canonical Wiener–Hopf factorization of the symbol G
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results); on the other hand, the above question is interesting in itself since it appears to be a
natural question to ask, as gˆ is an almost-periodic polynomial. Moreover, it is known that for
α + β > 1 an almost-periodic polynomial factorization of G exists (cf. [4]).
Next we formulate precisely the problem to be solved in the paper and state a theorem that we
regard as our main result.
Let APP be the linear space of almost periodic polynomials and denote by sp(f ) the Fourier
spectrum of f ∈ APP [5]. With Σ ⊂ R, let APPΣ = {f ∈ APP: sp(f ) ⊂ Σ}. A natural space
where to seek a solution to (1.1) is APPαZ+βZ+Z since the elements of the matrix function G
contain the exponentials eiαξ , eiβξ , eiξ and the product of φ+1 , φ
+
2 by G naturally suggests the
group αZ + βZ + Z. Endowed with the usual multiplication of scalar-valued functions, APP
becomes an algebra which we regard as a subalgebra of the Banach algebra APW of almost
periodic functions possessing absolutely convergent Fourier series. APPαZ+βZ+Z is the smallest
subalgebra of APW which contains all entries of G. As the group αZ + βZ, generated by the
exponents of gˆ, is a subgroup of αZ + βZ + Z, which is easier to study, it is natural to ask
whether a solution to problem (1.1) exists in APPαZ+βZ. We return to this question later on in
this Introduction.
We turn now to the formulation of our problem. As suggested by (1.4), problem (1.1) is
equivalent to the equation
gˆh+ = El+ + l−, (1.5)
where E(ξ) = eiξ , l± ∈ H±∞ and h+ ∈ H+∞ ∩EH−∞ (this last condition states that sp(h+) ⊂ [0,1]
which corresponds to supp(F−1h+) ⊂ [0,1]). We introduce the following definition.
Definition 1.1. Let α,β ∈ ]0,1[. An admissible set of exponents determined by α, β is a finite,
nonempty subset of (αZ + βZ)∩ [0,1].
Let Se be an admissible set of exponents determined by α,β; we write a possible solution of
(1.5) as
h+ =
∑
x∈Se
γxE
x, where γx ∈ C for all x ∈ Se. (1.6)
Noting that gˆ = aEα + b + cE−β , we have
gˆh+ =
∑
y∈Se+α
aγy−αEy +
∑
y∈Se
bγyE
y +
∑
y∈Se−β
cγy+βEy. (1.7)
Introducing
S˜e = (Se + α)∪ Se ∪ (Se − β) (1.8)
gˆh+ is written as
gˆh+ =
∑
˜
γ˜yE
y (1.9)
y∈Se
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exponent y ∈ S˜e .
From (1.5) it now follows that h+ is a solution iff
sp(gˆh+)∩ ]0,1[ = ∅. (1.10)
We conclude from (1.9) and (1.10) that h+ is a solution to (1.5) iff
γ˜y = 0 for all y ∈ S˜e ∩ ]0,1[. (1.11)
Observe that every γ˜y is the linear combination of, at most, three coefficients in h+, namely
γy+β , γy , γy−α . Hence, γx , x ∈ Se, are the unknowns in the homogeneous linear system (1.11).
For obvious reasons, we call (1.11) the linear system associated with the admissible set of expo-
nents Se . Let N˜ and N denote the number of elements in, respectively, the finite sets S˜e ∩ ]0,1[
and Se. It is immediate that (1.11) involves N˜ equations and N unknowns. Finally, remark that a
solution h+ to gˆh+ = El+ + l− is stable under perturbations of the coefficients of gˆ iff N˜ < N
holds. Now we are ready to formulate the problem to be solved in the following sections.
Problem P. Let gˆ = aEα +b+cE−β , with a, b, c ∈ C\{0} and α,β ∈ ]0,1[ such that α+β < 1,
αβ−1 /∈ Q. Determine an almost periodic polynomial h+ ∈ H+∞ ∩ EH−∞ with sp(h+) contained
in αZ + βZ, which satisfies
gˆh+ = El+ + l− with l± ∈ H±∞,
and is stable under perturbations of the coefficients of gˆ.
The theory to be expounded in the following sections is based on some important properties
of the relation between the sets Se and S˜e (cf. Definition 1.1 and relation (1.8)) which are best
understood through the study of the function Θ :Z×Z → R which is given by Θ(j, l) = αj +βl.
Some of the proofs have often a number theoretic flavour as was, perhaps, to be expected.
The first basic result on the solvability of Problem P is the following theorem proven in Sec-
tion 3.
Theorem 3.3. If h+ is a solution to Problem P, then {0,1} ⊂ sp(h+).
This result means that, if there is a solution to Problem P, then 1 ∈ αZ+βZ which is equivalent
to αZ + βZ = αZ + βZ + Z. This, in turn, means that there exist integers s and t such that
αs + βt = 1. (1.12)
Assuming that condition (1.12) is satisfied, we obtain, after some auxiliary propositions, what
we regard as the main result of our paper:
Theorem 5.3. Let αs + βt = 1 with s, t ∈ Z not simultaneously in N \ {1}. Then, there is a
solution to Problem P iff α + β > 1/2.
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existence of a solution in APP to Problem P depends only on a spectral condition α + β > 1/2
on the trinomial gˆ.
The proof of Theorem 5.3 opens the way, together with Eq. (1.11), to obtain explicit solutions
to Problem P. The general result is Theorem 6.1 which is followed by more concrete results for
special classes given in Theorems 6.2–6.7. From the explicit formulas given in these theorems,
using, for example, solutions to appropriate corona problems, a second linearly independent
solution can be obtained (if it exists) and the invertibility study of the Toeplitz operator T with
symbol G can be completed.
To end this Introduction we give a brief account of the contents of the following sections.
Section 2. The relationship between the sets Se and S˜e is investigated through a study of a
number of important properties of the image of function Θ .
Section 3. Here the necessary condition, 1 ∈ sp(h+), for Problem P to have a solution in APP,
is derived.
Section 4. In this section some auxiliary results are derived from the condition 1 ∈ αZ + βZ.
Section 5. This section starts with an auxiliary but fundamental result that states a necessary
and sufficient condition for the existence of a solution to Problem P. This condition involves a
relation, for fixed contiguous values of l, between the minimum and the maximum values of j
such that Θ(j, l) ∈ [0,1] (cf. Theorem 5.1). This result is the conner stone on which the proof of
Theorem 5.3 is based.
Section 6. Explicit formulas for a solution to Problem P for various classes of trinomials gˆ are
given.
2. The function Θ and its image
Consider α,β ∈ ]0,1[ such that αβ−1 /∈ Q and Θ :Z × Z → R given by Θ(j, l) = αj + βl.
It is known that {mx + n: m ∈ N, n ∈ Z} is dense in R if x ∈ ]0,+∞[ is an irrational number
(cf. [7, Theorem 438]). It follows that ImΘ = αZ + βZ is dense in R. Hence,
(αZ + βZ)∩ [0,1] is dense in [0,1].
The second property of Θ is obvious: Θ is an increasing function of j ∈ Z (respectively l ∈ Z)
if l ∈ Z (respectively j ∈ Z) is fixed.
Proposition 2.1. Consider α,β ∈ ]0,1[, αβ−1 /∈ Q. Let Θ :Z × Z → R be given by Θ(j, l) =
αj + βl for every (j, l) ∈ Z × Z. Then, Θ is one-to-one.
Proof. Assume that j1, j2, l1, l2 ∈ Z are such that Θ(j1, l1) = Θ(j2, l2). Then, α(j1 − j2) =
β(l2 − l1). It follows that j1 − j2 = l2 − l1 = 0 or αβ−1 ∈ Q. 
In the theorem that follows we give several results that are needed for the study of Prob-
lem P, in particular, those results that specify conditions for Θ(j, l) to belong to [0,1]. Firstly
we introduce
Notation 2.2. Let α,β ∈ ]0,1[, αβ−1 /∈ Q, α + β < 1. With [x] the integer part of x ∈ R, define
ml = −[α−1βl] and Ml = [α−1(1 − βl)] for all l ∈ Z.
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as given in Notation 2.2. Then, with j ∈ Z, we have:
(1) αj + βl = 0 ⇔ j = l = 0;
(2) if αs + βt = 1 with s, t ∈ Z, then αj + βl = 1 ⇔ (j = Mt = s, l = t);
(3) ml Ml ;
(4) 0 αj + βl  1 ⇔ ml  j Ml ;
(5) αj + βl < 0 ⇔ j ml − 1;
(6) αj + βl > 1 ⇔ j Ml + 1.
Proof. (1) This statement is a consequence of Proposition 2.1.
(2) Note that Θ is one-to-one and Mt = [α−1(1 − βt)] = [α−1αs] = s.
(3) Next we write ml in a different, yet equivalent, form. Since α, β in Problem P are such that
αβ−1 /∈ Q, it follows that α−1βl /∈ Q for all l ∈ Z\{0}. It is known (cf. [12]) that −[x] = 1+[−x]
if x ∈ R \ Z. From these two statements we deduce that
ml = −
[
α−1βl
]= 1 + [−α−1βl]= [α−1(α − βl)] if l ∈ Z \ {0}. (2.1)
It is clear that m0 = 0 and M0 = [α−1]. Since α ∈ ]0,1[ we have M0 ∈ N and therefore m0 <
M0. If l ∈ Z \ {0}, (2.1) and Notation 2.2 state that ml = [α−1(α − βl)], Ml = [α−1(1 − βl)].
Observe that α−1(α − βl) < α−1(1 − βl) ⇔ α < 1. As y  z ⇒ [y]  [z] for all y, z ∈ R we
conclude that ml Ml holds.
(4) Let l ∈ Z be given. Then,
0 αj + βl  1 ⇔ −α−1βl  j  α−1(1 − βl). (2.2)
If l = 0, (2.2) is equivalent to 0 j  α−1 ⇔ 0 j  [α−1] where 0 = m0 and [α−1] = M0.
From the definition of integer part of a real number, it follows that
x < n ⇔ [x] + 1 n ∀x ∈ R ∀n ∈ Z. (2.3)
Assume that l = 0 in (2.2). In Problem P we have αβ−1 /∈ Q, thus α−1βl ∈ R \ Z. Hence, (2.2)
states that −α−1βl < j . Now we apply (2.3) to −α−1βl < j by substituting x by −α−1βl and
n by j . We get −α−1βl < j ⇔ [−α−1βl] + 1 j ⇔ ml  j (cf. (2.1)). On the other hand, it is
clear that n x ⇔ n [x] for all x ∈ R and n ∈ Z. Applying this condition to j  α−1(1 − βl)
in (2.2) we obtain j  α−1(1 − βl) ⇔ j  [α−1(1 − βl)] = Ml (cf. Notation 2.2).
(5) Statements (5) and (6) follow from (4) and the fact that Θ is increasing in j , when l is
fixed. 
Note that (4) and (5) in Theorem 2.3 state that αml + βl  0 and α(ml − 1) + βl < 0,
where l ∈ Z is given. Consequently we deduce that ml − 1 < min{j ∈ Z: αj + βl  0}  ml
which obviously mean that ml = min{j ∈ Z: αj + βl  0}. Analogously we conclude that
Ml = max{j ∈ Z: αj + βl  1}.
Function Θ enables us to visualize our reasoning through its table of values, hence gaining an
intuitive perspective of Problem P. In the remainder of our work, to study a restriction on Θ , we
consider l ∈ Z fixed and then determine the set of j ∈ Z which satisfy that condition.
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(i) The column determined by l ∈ Z in the table of values of Θ is denoted by Cl , equivalently,
Cl = {αj + βl: j ∈ Z}.
(ii) The set of values in column l that belong to [0,1] is denoted by Il , i.e., Il = Cl ∩ [0,1] =
{αj + βl: j ∈ Z} ∩ [0,1].
As the Fourier spectrum of any solution to Problem P is contained in (αZ+ βZ)∩ [0,1], it is
relevant to visualize this set in the table of values of Θ . It is obvious that αZ + βZ =⋃l∈Z Cl ,
where Cl is column l. Thus,
(αZ + βZ)∩ [0,1] =
⋃
l∈Z
Il with Il = Cl ∩ [0,1] ∀l ∈ Z. (2.4)
From (4) in Theorem 2.3 it follows that
Il = {αj + βl: j ∈ Z} ∩ [0,1] = {αj + βl: ml  j Ml} ∀l ∈ Z. (2.5)
The following result allows us to relate Il−1 with Il , thus gaining a global image of (αZ+βZ)∩
[0,1].
Proposition 2.5. Let ml and Ml be as given in Notation 2.2. Then with l ∈ Z:
(1) ml ml−1;
(2) Ml Ml−1;
(3) ml−1 Ml .
Proof. (1) Bear in mind that x  y ⇒ [x]  [y] for all x, y ∈ R. As ml = −[α−1βl], where
α−1βl is an increasing function of l ∈ R, we have α−1β(l − 1) < α−1βl hence −ml−1 =
[α−1β(l − 1)] [α−1βl] = −ml .
(2) Notice that α−1(1 − βl) is a decreasing function of l ∈ R, consequently Ml = [α−1(1 −
βl)] [α−1(1 − β(l − 1))] = Ml−1.
(3) If l = 1, we have ml−1 = 0 and Ml = [α−1(1 − β)]. Observe that α−1(1 − β) > 0, thus
M1 ∈ N∪{0} and ml−1 Ml . Recall that (2.1) states that ml−1 = [α−1(α−β(l−1))] if l = 1. As
Ml = [α−1(1−βl)], the result follows from α−1(α−β(l−1)) < α−1(1−βl) ⇔ α+β < 1. 
Corollary 2.6. Let the assumptions of Proposition 2.5 hold. Then,
ml ml−1 Ml Ml−1 ∀l ∈ Z.
Proof. Obvious by Proposition 2.5. 
Remark 2.7. Let Cl be column l. Then, wl = α(ml − 1)+ βl is the last negative element in Cl ,
i.e., Cl ∩ ]−∞,0[ = {αj + βl: j ml − 1}. Moreover, Cl ∩ ]1,+∞[ = {αj + βl: j Ml + 1},
i.e., the first element in column l which is greater than 1 is zl = α(Ml + 1)+ βl.
In Table 1 we display Il−1 and Il (cf. (2.5)). Observe that Corollary 2.6 establishes that ml−1 
ml−2 Ml−1 Ml−2 thus we deduce that ml  ml−1  min(ml−2,Ml)  max(ml−2,Ml) 
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The sets Il−1, Il , where l ∈ Z
j \ l l − 1 l
ml = −[α−1βl] αml + βl
.
.
.
.
.
.
ml−1 αml−1 + β(l − 1) αml−1 + βl
.
.
.
.
.
.
.
.
.
Ml = [α−1(1 − βl)] αMl + β(l − 1) αMl + βl
.
.
.
.
.
.
Ml−1 αMl−1 + β(l − 1)
Ml−1 + 1
Ml−1  Ml−2. This relation allows us to relate Il−2, Il−1 and Il in the table of values of Θ
(remark that j increases downward). Table 2 exhibits three elements in Il and displays wl , zl .
Our second objective is to visualize the representation of an admissible set of exponents Se in
the table of values of Θ (cf. Definition 1.1). Since αZ + βZ =⋃l∈Z Cl and Se ⊂ αZ + βZ we
have Se =⋃l∈Z(Cl ∩ Se). The last relation leads us to the following:
Notation 2.8.
(i) S le = Cl ∩ Se = {αj + βl: j ∈ Z} ∩ Se ∀l ∈ Z.
(ii) L= {l ∈ Z: Se ∩Cl = S le = ∅}.
(iii) Jl = {j ∈ Z: αj + βl ∈ S le} = Θ−1(S le) ∀l ∈ Z.
It is a direct consequence of (i) and (ii) in Notation 2.8 that
Se =
⋃
l∈Z
S le where S le = Cl ∩ Se = ∅ ⇔ l ∈ L. (2.6)
Since Se is a finite set, we deduce from (2.6) that L and S le, with l ∈ L, are both finite and
nonempty sets.
Since Se ⊂ [0,1], it follows that S le = (Cl ∩ Se) ⊂ (Cl ∩ [0,1]) = Il for all l ∈ Z (cf. Defini-
tion 1.1, Notation 2.4). The relation S le ⊂ Il can be written equivalently in terms of the variable
j ∈ Z (recall that l ∈ Z is fixed). We know that Θ−1(S le) = Jl (cf. (iii) in Notation 2.8) and
Θ−1(Il) = {ml, . . . ,Ml} (cf. (2.5)). Hence,
Jl ⊂ {ml,ml + 1, . . . ,Ml} for all l ∈ Z. (2.7)
Since Θ is one-to-one and S le is a finite, nonempty set if l ∈ L, we conclude that Jl =
{j ∈ Z: αj + βl ∈ S le} is a nonempty and finite set for every l ∈ L. Hence, minJl,maxJl ex-
ist and we conclude from (2.7) that
ml minJl maxJl Ml for every l ∈ L. (2.8)
From conditions (2.8), (2.5) we obtain S le ⊂ {αj + βl: kl  j Kl} ⊂ Il (cf. Tables 2, 3).
234 S.T. Naique, A.F. dos Santos / Journal of Functional Analysis 240 (2006) 226–268Table 2
Il and {wl , zl , }, l ∈ Z
j \ l l
ml − 1 wl
ml = −[α−1βl] αml + βl
.
.
.
.
.
.
j0 αj0 + βl
.
.
.
.
.
.
Ml = [α−1(1 − βl)] αMl + βl
Ml + 1 zl
Table 3
αkl + βl, αKl + βl, l ∈L
j \ l l
ml
.
.
.
kl = minJl αkl + βl
.
.
.
.
.
.
Kl = maxJl αKl + βl
.
.
.
Ml
Remark 2.9. Let Se be an admissible set of exponents determined by α,β and Cl be as in
Notation 2.4. Then, Se =⋃l∈L S le where S le = ∅.
Let Jl be as in Notation 2.8 and l ∈ L. Then kl = minJl and Kl = maxJl exist and satisfy
ml minJl maxJl Ml .
Recall the formulation of Problem P from the Introduction. If Se is a finite subset of (αZ +
βZ)∩ [0,1], we know that h+ =∑x∈Se γxEx is a solution to Problem P iff (γx)x∈Se is a stable
solution to the linear homogeneous system associated with Se (cf. (1.11)). Remember that S˜e =
(Se + α) ∪ Se ∪ (Se − β) (cf. (1.8)). On the one hand, S˜e ∩ ]0,1[ is intimately related with
the existence of a solution in APPSe to Problem P, because there is a stable solution to (1.11)
iff N˜ < N where N˜,N are the number of elements in, respectively, S˜e ∩ ]0,1[ and Se . On the
other hand, S˜e ∩ ]0,1[ is crucial in the calculation of an explicit solution to Problem P because
(γx)x∈Se are determined by the equations γ˜y = 0 yield by each y ∈ S˜e ∩ ]0,1[. It is therefore
very important to study S˜e ∩ ]0,1[ and it is useful to visualize it.
Bear in mind (2.6). From this relation we deduce that y ∈ Se − β iff there is l ∈ L such
that y + β ∈ S le. It is clear that l ∈ L is unique because Θ is one-to-one. We conclude that
Se − β =⋃l∈L S le − β where S le − β = {x − β: x ∈ S le}. Analogously Se + α =⋃l∈L S le + α
and
S˜e =
⋃((S le + α)∪ S le ∪ (S le − β)). (2.9)
l∈L
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S le + α
j \ l l
kl = minJl
kl + 1 α(kl + 1)+ βl
.
.
.
.
.
.
Kl = maxJl αKl + βl
Kl + 1 α(Kl + 1)+ βl
Table 5
S le − β
j \ l l − 1
kl αkl + β(l − 1)
kl + 1 α(kl + 1)+ β(l − 1)
.
.
.
.
.
.
Kl − 1 α(Kl − 1)+ β(l − 1)
Kl αKl + β(l − 1)
Let l ∈ L. Previously we characterized S le (cf. (2.8)). Hence we study S le − β . According to
(iii) in Notation 2.8, y ∈ S le − β iff there is a unique j ∈ Jl such that y + β = αj + βl. Three
conclusions are now drawn. First, S le−β = {αj+β(l−1): j ∈ Jl} and therefore every y ∈ S le−β
results of moving y + β = αj + βl one column to the left in row j . Second, S le − β ⊂ Cl−1 and
S le − β is a subset of {αj + β(l − 1): kl  j  Kl}, where kl = minJl and Kl = maxJl (cf.
Table 5). Third, Se − β =⋃l∈L(S le − β) and S l+1e − β ⊂ Cl mean that Se − β ∩Cl = S l+1e − β
is nonempty iff l+1 ∈ L. Similar conclusions can be achieved with respect to S le +α and Se +α.
The most important conclusions in the previous two paragraphs are stated next.
Proposition 2.10. Suppose that Se is an admissible set of exponents determined by α,β (cf.
(2.6)). Let S˜e = (Se + α)∪ Se ∪ (Se − β) (cf. (1.8)). Then, we have S˜e =⋃l∈L((S le + α)∪S le ∪
(S le − β)) where S le + α = {α(j + 1)+ βj : j ∈ Jl} and S le − β = {αj + β(l − 1): j ∈ Jl}.
Tables 4 and 5 display elements in S le+α, S le−β , under the assumption that {kl +1,Kl −1} ⊂
Jl (cf. (iii) in Notation 2.8). Note that {α(kl + 1)+ βl,αKl + βl} ⊂ (S le ∩ (S le + α)).
From Proposition 2.10 we deduce that S˜e ∩ ]0,1[ =⋃l∈L S˜ le, where S˜ le = ((S le + α) ∪ S le ∪
(S le −β))∩]0,1[ ∀l ∈ L. Recall that (2.8) states that S le ⊂ [0,1]. Next we study (S le +α)∩[0,1],
(S le − β) ∩ [0,1] under the assumption that αs + βt = 1 holds with s, t ∈ Z. As 0,1 are clearly
identified in the table of values of Θ (cf. (1) and (2) in Theorem 2.3) S˜ le can be obtained from
S le, (S le + α)∩ [0,1] and (S le − β)∩ [0,1].
Clearly, S le + α ⊂ [α,α + 1]. As α > 0, it follows that
S le + α ∩ [0,1] = S le + α ∩ ]0,1] =
{
x ∈ S le + α: x  1
}
. (2.10)
We proved earlier that x ∈ S le + α iff x = α(j + 1)+ βl with j ∈ Jl and αj + βl  1 ⇔ j Ml
(cf. (4) in Notation 2.8 and Theorem 2.3). From (2.10) we get
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The set C ∪ {αKp + βp}
j \ l p − 1 p = minL
Kp = maxJp μ = αKp + β(p − 1) v = αKp + βp
Kp + 1 ζ = α(Kp + 1)+ βp
S le + α ∩ [0,1] =
{
α(j + 1)+ βl: j ∈ Jl, j Ml − 1
}
. (2.11)
Recall that S le − β = {αj + β(l − 1): j ∈ Jl}. We know that Θ is an increasing function on j .
On the other hand, we derive from (2.8) and (2) of Proposition 2.5 that maxJl Ml Ml−1.
Hence, (4) of Theorem 2.3 allows us to conclude that αj +β(l − 1) αMl−1 +β(l − 1) 1 for
all j ∈ Jl . Therefore S le − β ∩ [0,1] = {x ∈ S le − β: x  0}. As αj + β(l − 1) 0 ⇔ j ml−1,
we conclude that
S le − β ∩ [0,1] =
{
αj + β(l − 1): j ∈ Jl, j ml−1
}
. (2.12)
Proposition 2.11. Assume that Se is an admissible set of exponents determined by α,β where
αs + βt = 1 holds with s, t ∈ Z. Let L be given as in Notation 2.8. If l ∈ L, then S le ∩ ]0,1[ =
S le \ {0,1}, S le + α ∩ [0,1] = {α(j + 1)+ βl: j ∈ Jl, j Ml − 1} and finally S le − β ∩ [0,1] =
{αj + β(l − 1): j ∈ Jl, j ml−1}.
Next we state a property of function Θ that is crucial in the characterization of the Fourier
spectrum of a solution to Problem P.
Proposition 2.12. Let α,β ∈ ]0,1[ be such that α + β < 1. If m,n are any given integers, then
αn+ β(m− 1) > 0 ∨ α(n+ 1)+ βm< 1.
Proof. Suppose that αn + β(m − 1)  0 and α(n + 1) + βm  1. Then we conclude that
α(n+ 1)+ βm− αn− β(m− 1) = α + β  1. 
Lemma 2.13. Let α,β ∈ ]0,1[ be such that α + β < 1, αβ−1 /∈ Q. If Se is an admissible set of
exponents determined by α,β , then there is at least one element in S˜e ∩]0,1[ = ((Se +α)∪Se ∪
(Se − β))∩ ]0,1[ which does not belong to Se. Equivalently, (S˜e \ Se)∩ ]0,1[ = ∅.
Proof. Bearing in mind that L = {l ∈ Z: S le = Se ∩ Cl = ∅} is a nonempty and finite set, let
p = minL. In the paragraph that precedes Remark 2.9 we showed that Jl = {j ∈ Z: αj+βl ∈ Se}
is a finite nonempty set, if l ∈ L. It follows that Jp is nonempty and finite. With Kp = maxJp let
us define
C = {μ, ζ } where μ = αKp + β(p − 1), ζ = α(Kp + 1)+ βp (2.13)
(cf. Table 6). Ahead we show that C ⊂ S˜e \ Se and C ∩ ]0,1[ = ∅, thus proving that (S˜e \ Se) ∩
]0,1[ = ∅. Note that Kp ∈ Jp is equivalent to v = αKp + βp ∈ Se. It follows that μ = v − β ∈
Se − β ⊂ S˜e and ζ = v + α ∈ Se + α ⊂ S˜e . We proved that C ⊂ S˜e.
Secondly we prove that C ∩ Se = ∅. Since p = minL, S le = ∅ for all l < p, i.e., p is the
smallest integer whose corresponding column contains elements of Se. Remark that μ ∈ Cp−1
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of Se that is placed furthest down in column p. As ζ is placed in row Kp + 1 we conclude that
ζ /∈ Se . Equivalently, ζ ∈ Se ⇔ Kp + 1 ∈ Jp . But Kp + 1 > maxJp , hence ζ /∈ Se.
Finally we show that C ∩ ]0,1[ = ∅. According to Proposition 2.12, μ > 0 ∨ ζ < 1. Admit
that μ = v− β > 0. As v ∈ Se ⊂ [0,1] we deduce that μ < v 1, i.e., μ ∈ ]0,1[. If, on the other
hand, ζ < 1 then ζ = v + α > v  0 and therefore ζ ∈ ]0,1[. Observe that it is possible that
μ > 0 and ζ < 1 in which case C ∩ ]0,1[ = C ⊂ S˜e \ Se. 
The following result is a consequence of Lemma 2.13.
Proposition 2.14. Assume that αβ−1 /∈ Q, α + β < 1. Let Se be an admissible set of exponents
determined by α,β such that {0,1} ⊂ Se. Let N , N˜ be the number of elements in, respectively,
Se and S˜e ∩ ]0,1[. With C defined as in (2.13), the following conditions are equivalent:
(1) N˜ < N ;
(2) N˜ = N − 1;
(3) (S˜e \ Se)∩ ]0,1[ = C ∩ ]0,1[ is a one-element set.
Proof. (3) ⇒ (2). We derive from (1.8) that Se ⊂ S˜e. It follows that S˜e = (S˜e ∩Se)∪ (S˜e \Se) =
Se ∪ (S˜e \ Se) and therefore
S˜e ∩ ]0,1[ is the union of Se ∩ ]0,1[ and (S˜e \ Se)∩ ]0,1[ (2.14)
(note that Se ∩ ]0,1[, (S˜e \ Se)∩ ]0,1[ are disjoint).
Observe that Se ∩ ]0,1[ = Se \ {0,1} contains N − 2 elements because there are N elements
in Se and {0,1} ⊂ Se. This fact together with (3) and (2.14) mean that there are N − 1 elements
in S˜e ∩ ]0,1[.
(2) ⇒ (3). We know that there are N − 2 elements in Se ∩ ]0,1[ and N˜ = N − 1. From
these facts and (2.14) we conclude that there is one element in (S˜e \ Se) ∩ ]0,1[. The proof of
Lemma 2.13 established that C ∩ ]0,1[ = ∅ is a subset of (S˜e \ Se)∩ ]0,1[. As (S˜e \ Se)∩ ]0,1[
is a one-element set, we have (S˜e \ Se)∩ ]0,1[ = C ∩ ]0,1[.
(1) ⇒ (2). According to Lemma 2.13 (S˜e \ Se) ∩ ]0,1[ = ∅. As there are N − 2 elements in
Se ∩ ]0,1[, (2.14) means that N˜ N − 1. It follows from our hypothesis that N − 1 N˜ < N ,
i.e., N˜ = N − 1. 
3. The Fourier spectrum of a solution to Problem P
Notation 3.1. Let h+ be a solution to Problem P. As sp(h+) is an admissible set of exponents,
it would be reasonable to denote sp(h+) by Se . However, to remark the relation between this set
and function h+, we write sp(h+) = Sh.
Remark 3.2. According to the formulation of Problem P, if h+ is a solution to Problem P, then
h+ = ∑x∈Sh γxEx where Sh = sp(h+) is a finite nonempty subset of αZ + βZ ∩ [0,1] and
(γx)x∈Sh is a stable solution to the linear system in (1.11). Observe that γx = 0 for all x ∈ Sh.
As there is a stable solution to (1.11), we know that N˜ < N , where N˜,N ∈ N are the number of
elements in, respectively, S˜h ∩ ]0,1[ and Sh.
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0 ∈ Sh, 1 ∈ Sh.
Theorem 3.3. If h+ is a solution to Problem P, then {0,1} ⊂ sp(h+).
Proof. Bear in mind Remark 3.2. In the proof of Proposition 2.14 we showed that S˜h ∩ ]0,1[ is
the union of two disjoint sets: S˜h \Sh ∩]0,1[ and Sh ∩]0,1[ = Sh \ {0,1} (cf. (2.14)). Moreover,
Lemma 2.13 states that there is at least one element in S˜h \ Sh ∩ ]0,1[. From these facts we
conclude that
N˜ N + 1, where N is the number of elements in Sh \ {0,1}. (3.1)
Assume there is at most one element in {0,1} ∩ Sh, i.e., N = N − 1 or N = N (here N is the
number of elements in Sh). We deduce from (3.1) that N˜ N which contradicts the fact that h+
is a solution to Problem P. We have proved that {0,1} ∩ Sh is neither empty nor a single element
set. 
The corollary that follows states an obvious consequence for the solvability of Problem P.
Corollary 3.4. Consider α,β ∈ ]0,1[ such that α + β < 1, αβ−1 /∈ Q and 1 /∈ αZ + βZ. Then,
Problem P cannot be solved.
Proof. Suppose h+ ∈ APPαZ+βZ solves Problem P. Then, according to Theorem 3.3, we have
1 ∈ sp(h+). As sp(h+) ⊂ αZ + βZ, we conclude that 1 ∈ αZ + βZ, which clearly contradicts
our hypothesis. 
We deduce from Corollary 3.4 that, if there is solution to Problem P, then α, β satisfy 1 ∈
αZ + βZ.
Immediately after (2.6) we showed that L = ∅ is finite. Furthermore, in the paragraph that
precedes (2.8) we proved that Jl is nonempty and finite for l ∈ L. It follows that Kl = maxJl
exists for all l ∈ L.
Recall that C = {μ, ζ } where μ = αKp + β(p − 1), ζ = α(Kp + 1) + βp and p = minL
(cf. (2.13)). Now we are ready to present
Proposition 3.5. Let h+ be a solution to Problem P. Then, the following statements hold and are
equivalent to each other:
(1) N˜ = N − 1 where N, N˜ are the number of elements in, respectively, Sh = sp(h+) and S˜h ∩
]0,1[;
(2) S˜h \ Sh ∩ ]0,1[ = {ζ } where ζ = α(Kp + 1)+ βp.
Proof. Remark 3.2 together with Theorem 3.3 mean that h+ is written as h+ =∑x∈Sh γxEx
where Sh satisfies all the assumptions in Proposition 2.14. As N˜ < N holds, Proposition 2.14
establishes that the following conditions are true and are also equivalent to each other:
N˜ = N − 1; S˜h \ Sh ∩ ]0,1[ = C ∩ ]0,1[ is a one element set. (3.2)
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complete once we show that μ /∈ ]0,1[.
In the proof of Lemma 2.13 we established that μ ∈ (Sh − β) \ Sh (cf. Table 6). Observe that
p− 1 <p = minL implies that p− 1 /∈ L, i.e., Cp−1 ∩Sh = ∅. As μ−α ∈ Cp−1 it follows that
μ − α /∈ Sh. We proved that
μ ∈ (Sh − β) \
(Sh ∪ (Sh + α)). (3.3)
Suppose that μ ∈ ]0,1[. It follows that μ ∈ S˜h ∩ ]0,1[ and therefore there is an equation yield by
μ in (1.11): γ˜μ = 0.
In order to end this proof, we need a formula for γ˜μ. Next we give a general expression for
γ˜y , where y ∈ S˜h.
Assume that h+ is a solution to Problem P defined as in Remark 3.2. As h+ satisfies (1.6),
we know that gˆh+ is given as in (1.9) where S˜h satisfies (1.8) and γ˜y are obtained by collecting
terms in (1.7) corresponding to y ∈ S˜h. It is easy to see that
γ˜y =
∑
j∈Jy
λj γy−τj for all y ∈ S˜h, where
λj =
{
c if j = 1,
b if j = 2,
a if j = 3,
τj =
{−β if j = 1,
0 if j = 2,
α if j = 3
and (3.4)
Jy =
{
j ∈ {1,2,3}: y ∈ Sh + τj
}
.
Note that j ∈ Jy ⇔ y − τj ∈ Sh, i.e., γy−τj = 0 is a coefficient in h+.
We can now return to the proof of Proposition 3.5. We showed that γ˜μ = 0. On the other
hand, we derive from (3.3) and (3.4) that Jμ = {1} and γ˜μ = cγμ+β = 0. As c = 0, we have
γ˜μ = 0 ⇔ γμ+β = 0. Recall that γx = 0 for all x ∈ Sh (cf. Remark 3.2). Due to (3.3) we know
that μ + β ∈ Sh thus γμ+β = 0 is false. 
The following remarks are useful before we present the next result. Assume that h+ is a
solution to Problem P and Sh = sp(h+). In the paragraph that precedes Proposition 3.5, we
recalled that L and Jl , with l ∈ L, are nonempty and finite sets.
If l ∈ L, then Cl ∩Sh = {Θ(j, l): j ∈ Jl} (cf. (iii) in Notation 2.8). Moreover, maxCl ∩Sh =
Θ(maxJl, l) = α maxJl + βl because Θ is increasing on j .
Recall that Il = Cl ∩ [0,1] and max Il = αMl + βl where Ml is given as in Notation 2.2 (cf.
(2.5)). From maxJl Ml in (2.8) we deduce that maxCl ∩ Sh max Il .
In (1) of the following proposition, we state that max Il ∈ Sh, i.e., maxCl ∩ Sh = maxCl ∩
[0,1] for all l ∈ L \ {p}. According to (2) in the next result, there are elements of Sh in all
columns Cl , where l = p, . . . ,maxL, i.e., L = {p, . . . ,maxL}. Finally we state in (3) that Sh
contains elements in, at least, two columns.
Proposition 3.6. Assume that h+ is a solution to Problem P. Let Cl be column l, Sh = sp(h+),
l ∈ L⇔ Sh ∩Cl = ∅ and p = minL. Then,
(1) αMl + βl ∈ Sh ∀l ∈ L \ {p}, where Ml = [α−1(1 − βl)];
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Proof. (1) Recall that αj + βl ∈ Sh ⇔ j ∈ Jl and also that Kl = maxJl exists for all l ∈ L.
Relation (2.8) states that Kl Ml ∀l ∈ L. On the other hand, αMl + βl ∈ Sh ⇔ Ml ∈ Jl ⇔
Kl = Ml .
Thus in order to prove (1) we need to show that Kl = Ml for all l ∈ L \ {p}. Indeed we will
assume that there is  ∈ L \ {p} such that K < M ⇔ K M − 1 and then we will reach a
contradiction.
Let x = αK+β and y = x+α. As K ∈ J we have x ∈ Sh, i.e., y ∈ Sh+α ⊂ S˜h. Note that
y = α(K + 1)+ β ∈ Sh ⇔ K + 1 ∈ J. But K + 1 >K = maxJ hence y /∈ Sh. As y /∈ Sh
and {0,1} ⊂ Sh (cf. Theorem 3.3) we have y /∈ {0,1}. It follows that y ∈ ]0,1[ ⇔ y ∈ [0,1].
According to relation (2.5), y ∈ [0,1] ⇔ m K + 1M. The order relation on the right is
our hypothesis. Furthermore, (2.8) states that m K. We have proved that y ∈ S˜h \Sh ∩ ]0,1[.
Proposition 3.5 states that S˜h \ Sh ∩ ]0,1[ = {ζ }, where ζ = α(Kp + 1)+ βp, therefore y = ζ .
Next we show that y = ζ is false. Observe that, as  ∈ L \ {p} and p = minL, then y ∈ C
with  p + 1. Furthermore, it is obvious that ζ ∈ Cp . As the columns in the table of values of
Θ are mutually disjoint we have  p + 1 ⇒ C ∩Cp = ∅ ⇒ y = ζ which, in turn, implies that
the assumption Kl <Ml leads to a contradiction.
(2) Let maxL= m and S = {l ∈ Z: p + 1 l m}. Our aim is to prove that S ⊂ L. Suppose
firstly that p  m − 1. If p = m − 1, then S = {m} which is obviously a subset of L. If p = m,
then S = ∅ and our thesis holds.
Henceforth assume that p m − 2. We start by proving that
l ∈ L ⇒ l − 1 ∈ L ∀l ∈ Z such that p + 2 l m. (3.5)
Assume that (3.5) is false, i.e., there is p + 2    m such that  ∈ L and  − 1 /∈ L. As  
p+2 ⇒  = p we conclude from (1) in this proposition that v = αM+β ∈ Sh. Let w = v−β ,
then w ∈ Sh − β ⊂ S˜h. Recall that our hypothesis states that − 1 /∈ L⇔ C−1 ∩ Sh = ∅. Thus,
we deduce from w = αM + β( − 1) that w ∈ C−1 ⇒ w /∈ Sh. Further, as {0,1} ⊂ Sh we
conclude that w /∈ {0,1} and therefore w ∈ ]0,1[ ⇔ w ∈ [0,1]. According to (2.5) w ∈ [0,1] is
equivalent to m−1 M M−1 which we know is true (cf. Corollary 2.6). We have shown that
w ∈ S˜h \ Sh ∩ ]0,1[ = {ζ } (cf. Proposition 3.5). Next we prove that w = ζ , thus establishing a
contradiction. As   p + 2 we have w ∈ C−1 with  − 1  p + 1. Recall that ζ ∈ Cp hence,
w = ζ ⇒ C−1 ∩Cp = ∅ which contradicts the fact that Θ is one-to-one.
Next we prove that S = {l ∈ Z: p+1 l m} ⊂ L if p m−2. As m ∈ L, we may we apply
(3.5) with l = m and conclude that m − 1 ∈ L. Moreover, if we apply (3.5) to l = m − 1, . . . , l =
p+2 we establish that {p+1, . . . ,m−1} ⊂ L, i.e., Cl ∩Sh = ∅ ∀l ∈ Z such that p+1 l m.
(3) Assume that maxL  p + 1 is false, i.e., maxL < p + 1 ⇔ maxL = p (note that p =
minL). We will prove that ζ /∈ ]0,1[. Observe that the last relation contradicts the statement
S˜h \ Sh ∩ ]0,1[ = {ζ } in Proposition 3.5.
In the proof of Lemma 2.13 we showed that ζ ∈ (Sh + α) \ Sh. We derive from p = maxL
that p + 1 /∈ L⇔ Cp+1 ∩ Sh = ∅. Moreover, it follows from ζ + β = α(Kp + 1) + β(p + 1)
that ζ + β ∈ Cp+1 hence ζ + β /∈ Sh. We proved that ζ ∈ (Sh + α) \ (Sh ∪ (Sh − β)), thus (3.4)
states that γ˜ζ = aγζ−α = 0 is the equation yielded by ζ in (1.11). Note that aγζ−α = 0 is false
because a = 0 and ζ − α ∈ Sh ⇔ γζ−α = 0. 
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rem 5.1, which is one of the most important results in this paper.
Proposition 3.7. Let h+ be a solution to Problem P. Then,
Kp = Mp+1 − 1,
where Mp+1 = [α−1(1 − β(p + 1))] (cf. Notation 2.2).
Proof. We will prove firstly that Kp Mp+1 − 1 and secondly that Kp <Mp+1.
Kp  Mp+1 − 1. Due to (2), (3) in Proposition 3.6 we know that {l ∈ Z: minL  l 
maxL} ⊂ L and maxL  p + 1. As p = minL we have p + 1 ∈ L. From (1) in the same
proposition we conclude that q= αMp+1 + β(p + 1) ∈ Sh.
Our reasoning will be as follows: assuming that Kp <Mp+1 − 1 we will show that q−β = ζ
and q − β ∈ (S˜h \ Sh) ∩ ]0,1[. These facts contradict Proposition 3.5 hence our hypothesis,
Kp <Mp+1 − 1, is false.
It is obvious that ζ = q− β , i.e., Kp + 1 = Mp+1 is false because our hypothesis states that
Kp + 1 <Mp+1. Earlier we noted that q ∈ Sh. Thus q− β ∈ Sh − β ⊂ S˜h. As Mp+1 >Kp we
have Mp+1 /∈ Jp , i.e., q− β /∈ Sh. Observe that q− β /∈ Sh ⇒ q− β /∈ {0,1} (cf. Theorem 3.3)
thus q− β ∈ [0,1] ⇔ q− β ∈ ]0,1[. According to Corollary 2.6, mp Mp+1 Mp . From this
condition and (2.5) it follows that q− β ∈ [0,1]. We have proved that q− β = ζ and q− β ∈
(S˜h \ Sh)∩ ]0,1[.
Kp < Mp+1. To end this proof we suppose that Kp Mp+1 and then we will reach a con-
tradiction. In Remark 3.2 we stated that h+ =∑x∈Sh γxEx where γx = 0 for all x ∈ Sh and
(γx)x∈Sh is a solution to (1.11).
Since ζ ∈ S˜h ∩ ]0,1[ there is an equation yield by ζ in (1.11): γ˜ζ = 0. In the proof of
Lemma 2.13 we showed that ζ ∈ (Sh + α) \ Sh. Notice that ζ + β = α(Kp + 1) + β(p + 1),
Θ is increasing on j and Kp Mp+1. Thus, ζ + β  α(Mp+1 + 1) + β(p + 1) > 1 (cf. (6) in
Theorem 2.3). We deduce from Sh ⊂ [0,1] that ζ +β /∈ Sh, i.e., ζ ∈ (Sh +α) \ (Sh ∪ (Sh −β)).
Hence (3.4) states that γ˜ζ = aγζ−α = 0. As a = 0, γ˜ζ = 0 ⇔ γζ−α = 0 which contradicts the
fact that ζ − α ∈ Sh. 
4. The condition 1 ∈ αZ + βZ and some consequences
As 1 ∈ αZ + βZ ⇔ αZ + βZ + Z = αZ + βZ, in the remainder of this paper, Problem P is
formulated in the following equivalent form:
Problem P1. Let gˆ = aEα + b + cE−β with a, b, c ∈ C \ {0} and α,β ∈ ]0,1[ such that
αβ−1 /∈ Q, α+β < 1, 1 ∈ αZ+βZ. Determine an almost periodic polynomial h+ ∈ H+∞∩EH−∞
whose Fourier spectrum is a subset of αZ+βZ = αZ+βZ+Z, which satisfies gˆh+ = El+ + l−
with l± ∈ H±∞ and is stable under perturbations of the coefficients of gˆ.
Our first aim is to identify the α,β in Problem P1.
Proposition 4.1. With s, t ∈ Z, define
L(s, t) = {(α,β) ∈ R+ × R+: αs + βt = 1}. (4.1)
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(1) L(s, t) = ∅ ⇔ s, t  0.
In what follows, assume that (α,β) ∈ L(s, t).
(2) For t > 1 and s < 0, α + β < 1 ⇔ t−1 < β < (s − 1)(s − t)−1, where t−1 < (s − 1)×
(s − t)−1 < 1. If t > 1, s > 0 then α + β < 1 is equivalent to 0 < β < t−1.
(3) For t = 1 and s  1, α + β < 1 is false. If t = 1, s > 1 then α + β < 1 ⇔ 0 < β < 1.
(4) Let (t < 1, s = 0) ⇔ (t < 1, s  1). If t < 1, s = 1, then α + β < 1 is false. If t < 1, s > 1,
then α + β < 1 is equivalent to 0 < β < (s − 1)(s − t)−1, where 0 < (s − 1)(s − t)−1 < 1.
(5) For s = 0 and t > 1, then α + β < 1 ⇔ 0 < α < 1 − t−1, where 0 < 1 − t−1 < 1.
Proof. (1) If s  0, t  0 and (α,β) ∈ R+ × R+ then αs + βt  0. Thus, L(s, t) as defined in
(4.1) is empty.
Henceforth, assume that s > 0 ∨ t > 0 ⇔ s > 0 ∨ (t > 0, s  0). Clearly,
αs + βt = 1 ⇔ α = s−1(1 − βt) if s = 0. (4.2)
Admit firstly that s > 0. We deduce from (4.2) that (α,β) ∈ L(s, t) iff αs +βt = 1 holds with
α > 0, β > 0 ⇔ 1 − βt > 0, β > 0. (4.3)
If t < 0, (4.3) states that (α,β) ∈ L(s, t) iff αs + βt = 1 where β > t−1, β > 0, i.e., β >
max(t−1,0) = 0. Obviously, the last condition is also true if s > 0, t = 0. If t > 0 we conclude
from (4.3) that (α,β) ∈ L(s, t) iff αs + βt = 1 with 0 < β < t−1.
If s < 0, t > 0 we obtain from (4.2) that (α,β) ∈ L(s, t) iff αs + βt = 1 with 1 − βt < 0,
0 < β ⇔ t−1 < β . Finally, in case s = 0, t > 0, we have αs + βt = 1 ⇔ β = t−1 and therefore
(α,β) ∈ L(s, t) ⇔ β = t−1, α > 0.
(2) In what follows we assume that (α,β) ∈ L(s, t) with s = 0, t > 1. Since αs + βt = 1
holds, α + β < 1 is equivalent to
α(s − 1)+ β(t − 1) > 0. (4.4)
For s = 0 the inequality in (4.4) can be written as
β(t − s)s−1 > (1 − s)s−1. (4.5)
Suppose firstly that s < 0, t > 1. As (t − s)s−1 < 0, relation (4.5) states that αs + βt = 1,
α + β < 1 iff
β < (s − 1)(s − t)−1. (4.6)
According to the proof of (1), (α,β) ∈ L(s, t) iff αs + βt = 1, where t−1 < β . It follows
from this fact and (4.6) that (α,β) ∈ L(s, t), α + β < 1 iff αs + βt = 1 with t−1 < β and
β < (s − 1)(s − t)−1. Note that t−1 < (s − 1)(s − t)−1 ⇔ 1 < t is true, thus (α,β) ∈ L(s, t),
α + β < 1 iff αs + βt = 1 with t−1 < β < (s − 1)(s − t)−1.
Assume secondly that 0 < s < t , t > 1. Since (t − s)s−1 > 0, (4.5) states that αs + βt = 1,
α + β < 1 iff
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Recall that (α,β) ∈ L(s, t) iff αs + βt = 1 with 0 < β < t−1. Consequently (α,β) ∈ L(s, t),
α + β < 1 iff αs + βt = 1, 0 < β < t−1, (s − 1)(s − t)−1 < β (cf. (4.7)). Since (s − 1)×
(s − t)−1  0 we conclude that (α,β) ∈ L(s, t), α + β < 1 are equivalent to αs + βt = 1, where
0 < β < t−1.
Let (α,β) ∈ L(s, t) with s = t > 1. Notice that αs + βt = 1 is equivalent to α + β = t−1. As
t > 1, it follows that α + β < 1 is true for all (α,β) ∈ L(s, t). Moreover, due to the proof of (1)
we know that (α,β) ∈ L(s, t), α + β < 1 iff αs + βt = 1 with 0 < β < t−1.
If s > t > 1 a reasoning similar to the one in the case s < 0, t > 1 allows us to conclude that
(4.6) holds and (α,β) ∈ L(s, t), α + β < 1 iff αs + βt = 1 with 0 < β < t−1.
(3) As t = 1, (4.4) states that αs + βt = 1, α + β < 1 iff α(s − 1) > 0, i.e., α + β < 1 is false
if s  1 and holds always if s > 1. Now recall that the proof of (1) established that αs + βt = 1
and α > 0, β > 0 iff 0 < β < t−1 = 1.
(4) For t < 1 and s = 0 the reasoning is entirely analogous to in that in (2) except that the
possibility s < t cannot occur in view of (1).
(5) Let s = 0. Due to (1) we know that t > 0. In (3) we studied the case s = 0, t = 1. Suppose
that s = 0, t > 1. Inequality (4.4) gives
−α + β(t − 1) > 0. (4.8)
From αs + βt = 1 we get β = t−1. Substituting this value in (4.8) we conclude that (α,β) ∈
L(s, t), α + β < 1 iff β = t−1, 0 < α < 1 − t−1. 
Recall that α,β in Problem P1 are such that αs +βt = 1, α,β ∈ ]0,1[, αβ−1 /∈ Q, α +β < 1.
According to Proposition 4.1 there are no α,β in Problem P1 satisfying αs + βt = 1 with s  0,
t  0 or s  1, t = 1 or s = 1, t < 1. Therefore, we are left to identify the α,β in Problem P1
such that αs + βt = 1 with (s, t) in one of the following disjoint sets:
Π1± =
{
(s, t) ∈ Z × Z: s  2, t  0}, Π1− = {(1, t) ∈ Z × Z: t  2},
Π2± =
{
(s, t) ∈ Z × Z: s  0, t  2}, Π2− = {(s, t) ∈ Z × Z: s, t > 1}, (4.9)
Π3− =
{
(s,1) ∈ Z × Z: s  2}.
Observe that
(s, t) ∈ Π1− ⇔ (t, s) ∈ Π3−, (s, t) ∈ Π1± ⇔ (t, s) ∈ Π2±. (4.10)

s

t
1
1
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∗
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◦
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•
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•
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

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Fig. 1. The sets Π1± , Π2± , Π1− , Π2− and Π3− as in (4.9) represented respectively by •,,∗,◦,.
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in (3) and finally (s, t) ∈ Π1± in (4) (cf. (4.9)).
Proposition 4.2. α,β in Problem P1 satisfy αs + βt = 1 iff :
(1) β ∈ ]t−1, (s − 1)(s − t)−1[ \ Q in case s −1, t  2;
(2) α ∈ ]0,1 − t−1[ \ Q if s = 0, t  2;
(3) β ∈ ]0, t−1[ \ Q if (s = 1, t  2)∨ (s  2, t  1);
(4) β ∈ ]0, (s − 1)(s − t)−1[ \ Q in case s  2, t  0.
Proof. (1) Obviously αβ−1 = (βs)−1 − ts−1, hence αβ−1 /∈ Q ⇔ β /∈ Q.
We derive from α = s−1(1 − βt) that α < 1 ⇔ β < (1 − s)t−1. Recall that (2) in Propo-
sition 4.1 states that αs + βt = 1, α,β > 0, α + β < 1 are equivalent to αs + βt = 1,
t−1 < β < (s − 1)(s − t)−1, where t−1 < (s − 1)(s − t)−1 < 1. It follows from the previous
two statements that αs + βt = 1, α + β < 1, α,β ∈ ]0,1[ iff αs + βt = 1 with
t−1 < β < (s − 1)(s − t)−1, β < (1 − s)t−1, β < 1. (4.11)
Clearly (4.11) holds iff t−1 < β < min((s − 1)(s − t)−1,1, (1 − s)t−1). Since (s − 1)×
(s − t)−1 < (1 − s)t−1 ⇔ s(s − 1) > 0 it follows that (α,β) ∈ L(s, t), α,β < 1, α + β < 1
are equivalent to αs + βt = 1 with t−1 < β < (s − 1)(s − t)−1 (cf. (4.1)).
The proof of the other statements in this proposition is similar. 
We will say that a Riemann–Hilbert problem gˆh+ = El+ + l− is determined by (α,β) iff gˆ =
aEα + b+ cE−β with a, b, c ∈ C \ {0}. Clearly, each pair (α,β) determines a family of different
problems. If α is interchanged with β in gˆ, the new data function aEβ + b + cE−α corresponds
to a Problem P1 determined by (β,α). The theorem that follows analyses the solvability of two
problems P1, related to each other through the interchange between α and β , a and c.
Theorem 4.3. Let fˆ = cEβ +b+aE−α and gˆ = aEα +b+ cE−β , where α,β ∈ ]0,1[, a, b, c ∈
C \ {0}. Then the Riemann–Hilbert problems
fˆ φ+ = Eψ+ +ψ− with φ+ ∈ H+∞ ∩EH−∞, ψ± ∈ H±∞ and
gˆh+ = El+ + l− where h+ ∈ H+∞ ∩EH−∞, l± ∈ H±∞
are solved only simultaneously in APPαZ+βZ. Furthermore, φ+(x) = eixh+(−x) for all x ∈ R.
Proof. To prove that the two Riemann–Hilbert problems are solved simultaneously, we assume
that the problem with data function gˆ has a solution h+ ∈ APPαZ+βZ. Then, we will show that
there is a solution φ+ ∈ APPαZ+βZ, given by φ+(x) = eixh+(−x), x ∈ R, to the other problem.
As fˆ (respectively gˆ) results of interchanging α with β and also a with c in the expression
for gˆ (respectively fˆ ), no generality is lost in this reasoning. As E(x) = eix ∀x ∈ R, fˆ φ+ =
Eψ+ +ψ− is equivalent to
fˆ (−x)φ+(−x) = e−ixψ+(−x)+ψ−(−x) ∀x ∈ R. (4.12)
Notice that, in (4.12), fˆ (−x) = gˆ(x) for every x ∈ R.
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1, . . . ,N . Then it is clear that:
(i) P ∈ APPαZ+βZ ⇔ λj ∈ αZ + βZ for all j = 1, . . . ,N ;
(ii) sp(P ) ⊂ [0,1] ⇔ sp(P˜ ) ⊂ [−1,0] where P˜ (x) = P(−x);
(iii) P ∈ APPαZ+βZ ⇔ P˜ ∈ APPαZ+βZ.
Let φ˜(x) = φ+(−x). In view of (ii) sp(φ˜) ⊂ [−1,0] in (4.12). Multiplying both sides of (4.12)
by E yields
gˆ(x)E(x)φ˜(x) = ψ+(−x)+E(x)ψ−(−x) for all x ∈ R. (4.13)
Let
φ˜+(x) = E(x)φ˜(x), ψ˜−(x) = ψ+(−x), ψ˜+(x) = ψ−(−x). (4.14)
Then, sp(φ˜+) ⊂ [0,1] and sp(ψ˜±) ⊂ R± ∪ {0}. Bearing these remarks in mind as well as (4.13),
(4.14), we deduce that (4.12) is equivalent to
gˆφ˜+ = Eψ˜+ + ψ˜− (4.15)
with φ˜+ ∈ APPαZ+βZ such that φ˜+ ∈ H+∞ ∩EH−∞ and ψ˜± ∈ H±∞. We have proved that there is
a solution to fˆ φ+ = Eψ+ +ψ− iff φ˜+, ψ˜+, ψ˜− are a solution to (4.15).
Recall the conditions imposed on h+, l± to be a solution to the Riemann–Hilbert problem de-
termined by gˆ. It follows from our hypothesis that (4.15) has a solution given by φ˜+(x) = h+(x).
From (4.14) we derive the following: h+(x) = eixφ˜(x) = eixφ+(−x), i.e., φ+(x) = eixh+(−x)
for every x ∈ R. 
It is crucial that we think in terms of the relation 1 ∈ αZ+βZ. In light of this fact, we need to
identify the consequences brought by the interchange between α and β in terms of the condition
αs + βt = 1 where s, t ∈ Z. It is straightforward that (α,β) ∈ L(s, t) (cf. (4.1)) is equivalent to
(β,α) ∈ L(t, s) = {(x, y) ∈ R+ × R+: xt + ys = 1}.
Let (s, t) ∈ Π1− ∪ Π2− ∪ Π3− ∪ Π1± ∪ Π2± (cf. (4.9) and Fig. 1). Denote the family of all
Problems P1 determined by (α,β) ∈ L(s, t) by PB(s, t). Equivalently,
gˆh+ = El+ + l− belongs to PB(s, t) iff gˆ = aEα + b + cE−β
with α,β ∈ ]0,1[, αβ−1 /∈ Q, α + β < 1 and αs + βt = 1. (4.16)
Clearly, (4.16) means that the interchange between α and β in the data function gˆ, determines a
correspondence between the families PB(s, t) and PB(t, s). In particular, relation (4.10) states
that every problem in PB(s, t) with (s, t) ∈ Π1− (respectively (s, t) ∈ Π1±) can be placed in
correspondence with a problem in PB(t, s), where (t, s) ∈ Π3− (respectively (t, s) ∈ Π2±). Now
we can present the following.
Corollary 4.4. Let (α,β) be such that αs + βt = 1 with (s, t) ∈ Π3− (respectively (s, t) ∈ Π2±).
Then any Problem P1 determined by (α,β) has the same properties, in terms of its solvability
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(t, s) in Π1±). Indeed, gˆh+ = El+ + l− with gˆ = aEα + b + cE−β can only be solved simulta-
neously with fˆ φ+ = Eψ+ +ψ− where fˆ = cEβ + b + aE−α . Moreover, h+(x) = eixφ+(−x)
for all x ∈ R.
Proof. We know that fˆ φ+ = Eψ+ + ψ− with φ+ ∈ H+∞ ∩ EH−∞, ψ± ∈ H±∞ and gˆh+ =
El+ + l− with h+ ∈ H+∞ ∩ EH−∞, l± ∈ H±∞ can only be solved simultaneously in APPαZ+βZ
and h+(x) = eixφ+(−x) ∀x ∈ R (cf. Theorem 4.3).
Notice that fˆ φ+ = Eψ+ + ψ− belongs to PB(t, s) (cf. (4.16)) because our hypothesis is
equivalent to βt + αs = 1. Further, as (s, t) ∈ Π3− (respectively (s, t) ∈ Π2±), we derive from
relation (4.10) that (t, s) ∈ Π1− (respectively (t, s) ∈ Π1±) (cf. Fig. 1). 
According to Proposition 4.2, any Problem P1 is determined by a pair (α,β) ∈ L(s, t) where
(s, t) ∈ Π1− ∪Π2− ∪Π3− ∪Π1± ∪Π2±. Bearing in mind Corollary 4.4 we end this section with the
following remark.
Remark 4.5. The solvability of Problem P1 in APPαZ+βZ will be completely studied once we
analyze the cases where αs + βt = 1 with (s, t) in Π1− = {(1, t) ∈ Z × Z: t  2} or Π2− =
{(s, t) ∈ Z × Z: s, t > 1} or Π1± = {(s, t) ∈ Z × Z: s  2, t  0} and with α or β satisfying the
corresponding condition in Proposition 4.2.
5. A necessary and sufficient condition for the existence of a solution to Problem P1
Remark 4.5 states that Problem P1 will be completely studied once we analyze the cases where
αs + βt = 1 with (s, t) ∈ Π1± ∪Π1− ∪Π2− (cf. (4.9)). That is why (s  2, t  0)∨ (s  1, t  2)
in the following theorem.
Theorem 5.1. Suppose that αs + βt = 1 holds with s, t ∈ Z such that (s  2, t  0) ∨ (s  1,
t  2). Then, there is a solution to Problem P1 iff exists l ∈ Z satisfying the following conditions:
l min(0, t − 1), ml + 1Ml+1 ml−1 (5.1)
where ml = −[α−1βl], Ml = [α−1(1 − βl)] ∀l ∈ Z (cf. Notation 2.2).
Proof. Necessity. Let h+ be a solution to Problem P1 and Sh = sp(h+). Let Cl be column l,
l ∈ L⇔ Sh ∩Cl = ∅, p = minL, j ∈ Jp ⇔ αj + βp ∈ Sh and Kp = maxJp (cf. Notation 2.8).
We will prove necessity simply by showing that p min(0, t − 1), mp + 1Mp+1 mp−1 (cf.
(5.1)).
First we prove that p min(0, t − 1). Theorem 3.3 states that {0,1} ⊂ Sh. As 0 ∈ C0, 1 ∈ Ct
we have Cl ∩Sh = ∅ if l = 0, t , i.e., {0, t} ⊂ L. The latter relation together with p = minL imply
that
p min(0, t). (5.2)
In case t  2, then min(0, t) = 0 = min(0, t − 1) and therefore (5.2) is equivalent to p 
min(0, t − 1). In what follows, let t  0 and assume that our assertion is false, i.e., p > t − 1.
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1 /∈ Sh which contradicts Theorem 3.3. According to Theorem 3.7 Kp = Mp+1 − 1. As p = t
and αs +βt = 1 we have Kp = [α−1(αs −β)]− 1 = s − 1 +[−α−1β]. Since [−α−1β] < 0, we
conclude that Kp < s − 1. Thus, we deduce from s > Kp = maxJp that s /∈ Jp ⇔ αs + βp =
αs + βt = 1 /∈ Sh.
Secondly we show that mp + 1Mp+1 ⇔ mp Kp (cf. Proposition 3.7). Assume that our
assertion is false, i.e., mp > Kp ⇔ Kp mp − 1. Let v = αKp + βp. We have from Kp ∈ Jp
that v ∈ Sh and therefore v ∈ [0,1]. As Θ is increasing on j we conclude from Kp  mp − 1
that v α(mp − 1)+ βp = wp < 0 (cf. Remark 2.7) which is false.
Finally we prove that Mp+1 mp−1. Recall that μ = αKp + β(p − 1) is such that μ /∈ ]0,1[
(cf. proof of Proposition 3.5). We mentioned earlier that v = αKp +βp ∈ [0,1]. Note that μ < v
hence μ /∈ ]0,1[ iff μ < 0. According to (5) in Theorem 2.3 we have Kp mp−1 − 1. As Kp =
Mp+1 − 1 the assertion (5.1) holds.
Sufficiency. Assume now that there exists p ∈ Z such that
p min(0, t − 1), mp + 1Mp+1 mp−1. (5.3)
To prove that there is a solution to Problem P1 we shall firstly define an admissible set of expo-
nents, Se , satisfying the necessary conditions in Section 4. Let (γx)x∈Se be a nonzero solution to
the linear system associated with Se (cf. (1.11)). It follows immediately that h+ =∑x∈Se γxEx
is, indeed, a solution to Problem P1.
Note that from (5.3) p  t − 1 and, if T = max(0, t), we have
p  T − 1 ⇔ p + 1 T . (5.4)
Define Se as follows:
Se =
T⋃
l=p
S le with (5.5)
S le = {αj + βl: j = ml, . . . ,Ml}, l = p, . . . , T , (5.6)
where Mp = Mp+1 − 1 and Ml = Ml for l = p + 1, . . . , T .
The set L= {l ∈ Z: Se ∩Cl = S le = ∅} corresponding to (5.5) is
{p,p + 1, . . . , T } (5.7)
which, in view of (5.4) is nonempty.
From (5.3) and T = max(0, t) we conclude that p  0 T . According to (5.7), 0 ∈ Se ⇔ 0 ∈
Θ−1(S0e ) = {m0, . . . ,M0} which is obviously true (cf. (5.6)).
On the one hand, Mt = Mt = s because p + 1  t . On the other hand, Mt ∈ Θ−1(S te) ⇔
αs + βt = 1 ∈ Se (cf. (5.5), (5.6)).
We have to prove that N˜ < N where N˜,N are, respectively, the number of elements in S˜e ∩
]0,1[ and Se (cf. (1.8)). As {0,1} ⊂ Se , Proposition 2.14 states that N˜ < N iff (S˜e \Se)∩]0,1[ is
a one-element set (cf. (2.14)). We showed in the proof of Proposition 2.14 that, if (S˜e \Se)∩]0,1[
is a one-element set, then (S˜e \ Se) ∩ ]0,1[ coincides with C ∩ ]0,1[ (recall that C is defined as
in (2.13)). The remainder of this proof consists in showing that
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Next we show that ((Se − β) \ Se)∩ ]0,1[ = {ζ }. As {0,1} ⊂ Se, it follows that ]0,1[ \ Se =
[0,1] \ Se and therefore
(
(Se − β) \ Se
)∩ ]0,1[ = ((Se − β)∩ [0,1]) \ Se. (5.9)
In the two paragraphs that precede Proposition 2.10 we proved that Se − β =⋃Tl=p S le − β
where S le − β = {αj + β(l − 1): j ∈ Jl} and Jl = Θ−1(S le) (cf. (5.6)). We deduce that
(Se − β)∩ [0,1] =
T⋃
l=p
((S le − β)∩ [0,1]). (5.10)
In order to determine (S le −β)∩[0,1] for each l = p, . . . , T we will apply (2.12) which states
that (S le − β)∩ [0,1] = {αj + β(l − 1): j ∈ Jl, j ml−1}.
We begin with (Spe − β) ∩ [0,1]. Let x = αj + β(p − 1). According to (2.12), x ∈
(Spe − β) ∩ [0,1] ⇔ j ∈ Jp , j  mp−1. Condition (5.6) establishes that j ∈ Jp ⇔ mp  j 
Mp = Mp+1 − 1. Thus
x ∈ (Spe − β)∩ [0,1] ⇔ mp  j <Mp+1, j mp−1. (5.11)
As Mp+1 mp−1 (cf. (5.3)), we have (Spe − β)∩ [0,1] = ∅.
Next we analyze (S le − β) ∩ [0,1] with l = p + 1, . . . , T . Assume that r = αj + β(l − 1).
Condition (2.12) states that r ∈ (S le −β)∩[0,1] iff j ∈ Jl, j ml−1 ⇔ ml  j Ml, j ml−1.
As ml ml−1 Ml (cf. Corollary 2.6) we derive the following:
(S le − β)∩ [0,1] = {αj + β(l − 1): ml−1  j Ml}. (5.12)
It is a direct consequence of (5.9), (5.10) that
(
(Se − β) \ Se
)∩ ]0,1[ = T⋃
l=p
((S le − β ∩ [0,1]) \ Se) (5.13)
and therefore we need to apply our conclusions on (S le−β∩[0,1]) and obtain ((S le −β∩[0,1])\
Se) for each l = p, . . . , T . As (Spe − β)∩ [0,1] = ∅
(Spe − β ∩ [0,1]) \ Se = ∅. (5.14)
Let q = αj + βp. According to (5.12) q ∈ (Sp+1e − β) ∩ [0,1] is equivalent to mp  j 
Mp+1. From relation (5.6) we conclude that q /∈ Se ⇔ j < mp ∨ j >Mp+1 − 1, hence
(Sp+1e − β ∩ [0,1]) \ Se = {ζ } where ζ = αMp+1 + βp. (5.15)
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[0,1]) \Se ⇔ (ml−1  j Ml)∧ (j < ml ∨ j >Ml). The latter condition is impossible because
ml ml−1 Ml (cf. Corollary 2.6). We proved that
(S le − β ∩ [0,1]) \ Se = ∅ if l = p + 2, . . . , T . (5.16)
From (5.13)–(5.16) we conclude that ((Se − β) \ Se) ∩ ]0,1[ = {ζ }. Bear in the mind relation
(2.11). It allows us to apply a reasoning similar to the one above and prove that ((Se +α) \Se)∩
]0,1[ = {ζ }. 
The first consequence of Theorem 5.1 is:
Theorem 5.2. Let αs + βt = 1 with s, t ∈ N \ {1}. Then, Problem P1 cannot be solved.
Proof. Let us firstly show that
ml−1 <Ml+1 for all l ∈ Z, (5.17)
where ml = −[α−1βl], Ml+1 = [y], y = α−1(1 − β(l + 1)) (cf. Notation 2.2). Replace 1 by
αs + βt in M2 = [α−1(1 − 2β)] and conclude that M2 = s + [α−1β(t − 2)]. As t  2 we have
M2  s  2 >m0 = 0, i.e., (5.17) is true for l = 1. Hence, let l ∈ Z \ {1}. Due to (2.1) we know
that ml−1 = [x] where x = α−1(α − β(l − 1)). It is easy to see that x + 1 y ⇔ 1 2α + 2β .
Remark that, as s, t ∈ N \ {1} and Θ is an increasing function in one variable when the other is
fixed, we have 1 = αs + βt  2α + βt  2α + 2β . It follows that x + 1  y and consequently
[x] + 1 [y] ⇔ ml−1 + 1Ml+1 ⇔ ml−1 <Ml+1.
We deduce from (5.17) that there is no l ∈ Z satisfying (5.1), i.e., Problem P1 cannot be solved
(cf. Theorem 5.1). 
The above result is a special case of the main result of this section which we state next.
Theorem 5.3. Let αs + βt = 1 with s, t ∈ Z not simultaneously in N \ {1}. Then, there is a
solution to Problem P1 iff α + β > 1/2.
Necessity
Assume that there is a solution to Problem P1. Our aim is to show that α + β > 1/2. Due to
Theorem 5.1 we know that there is l ∈ Z such that l  min(0, t − 1), ml + 1 Ml+1  ml−1.
Notation 2.2 establishes that
Ml+1 ml−1 ⇔ [Y]ml−1, where Y = α−1
(
1 − β(l + 1)). (5.18)
From the definition of integer part of a real number, it follows that
[x] n ⇔ x < n+ 1 ∀x ∈ R, ∀n ∈ Z. (5.19)
Next we apply this result to (5.18) by replacing x by Y and n by ml−1. We obtain
250 S.T. Naique, A.F. dos Santos / Journal of Functional Analysis 240 (2006) 226–268Ml+1 ml−1 ⇔ [Y]ml−1 ⇔ Y <ml−1 + 1. (5.20)
Observe that l − 1 = 0 hence (2.1) states that ml−1 = [z] + 1 with z = α−1β(1 − l). On the
one hand, it is obvious that z /∈ Q because αβ−1 /∈ Q in Problem P1 and l ∈ Z. On the other
hand it is clear that [x] x ∀x ∈ R. It follows from the previous two statements that [z] < z. We
conclude from this fact together with (5.20) that
Ml+1 ml−1 ⇔ Y <ml−1 + 1 = [z] + 2 ⇒ Y < z + 2. (5.21)
Now apply the relations z = α−1β(1 − l), Y = α−1(1 − β(l + 1)) in (5.21) to get Ml+1 
ml−1 ⇒ Y < z + 2 ⇔ α + β > 1/2 where l ∈ Z. The last statement means that, if there is l ∈ Z
satisfying (5.1), then α + β > 1/2.
Theorem 5.3 considers α,β in Problem P1 such that αs + βt = 1 with (s, t) ∈ Π1− ∪ Π1±
(cf. (4.9)). In the remainder of this section, the proof of sufficiency will be divided into six cases.
Case I deals with α,β in Problem P1 satisfying αs + βt = 1 with (s, t) ∈ Π1−, i.e., s = 1, t  2.
Cases II–VI are devoted to α,β in Problem P1 such that αs+βt = 1 with (s, t) ∈ Π1±, i.e., s  2,
t  0.
In Case II we study (s, t) = (2,0), i.e., α = 1/2. In Case III we suppose that α = 1/s, where
s  3. Case IV deals with (s, t) such that s = 2, t < 0. We are now left to analyze the cases
where αs + βt = 1 with s  3, t < 0. We will see that α + β > 1/2 is equivalent to α ∈ I =
](t−2)(2(t−s))−1, (t−1)(t−s)−1[. In Case V we suppose that α ∈ I1,k = [ck, (t−1)(t−s)−1[
whilst Case VI is devoted to α in I2,k = ](t − 2)(2(t − s))−1, ck[ (ck will be defined later so that
I1,k = ∅, I2,k = ∅ and I= I1,k ∪ I2,k).
Sufficiency in Theorem 5.3—Case I
Let α,β in Problem P1 be such that α + βt = 1 with t ∈ N \ {1} (cf. Proposition 4.2). Since
β = t−1(1 − α),
α + β > 1/2 ⇔ α ∈ J = ](t − 2)(2(t − 1))−1,1[. (5.22)
With k ∈ N ∪ {0}, define Ck = ]infCk, supCk[ where
infCk =
(
k(t − 2)+ t − 1)/(2k(t − 1)+ 2t − 1) and
supCk =
(
k(t − 2)+ 1)/(2k(t − 1)+ 1). (5.23)
There are two steps in this proof. Firstly we show that α satisfies (5.22) iff there is a unique
k ∈ N∪{0} such that α ∈ Ck . Secondly we prove that p = k(2− t) is such that mp +1Mp+1 =
mp−1 = k + 1, if α ∈ Ck . As p satisfies (5.1), Theorem 5.1 states that, if α +β > 1/2 holds, then
there is a solution to Problem P1.
Remark that
⋃
k∈N∪{0} C¯k = J ∪{1} and supCk+1 = infCk for all k ∈ N∪{0}. These facts lead
us to two conclusions. First α ∈ J \ Q (cf. (5.22)) iff there is k ∈ N ∪ {0} such that α ∈ C¯k (i.e.,
α ∈ Ck). Second, the intervals Ck are mutually disjoint.
Hence we show that, if α ∈ Ck , then Mp+1 = k + 1 where k ∈ N ∪ {0}. From Notation 2.2 we
get
Mp+1 =
[
Y(α)
]
with Y(α) = 1 + (t − p − 1)t−1(α−1 − 1). (5.24)
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on α. Therefore
Y(supCk) < Y(α) < Y(infCk). (5.25)
We have Y(supCk) = 1 + k + p(p − 1)−1, where obviously p(p − 1)−1 > 0 (recall that p =
k(2 − t)). Moreover, we obtain Y(infCk) = k + 2. It follows from these facts and (5.25) that
k + 1 < Y(α) < k + 2 which in turn means that Mp+1 = [Y(α)] = k + 1.
Secondly we prove that, in case α ∈ Ck , then mp−1 = k + 1 for every k ∈ N ∪ {0}. Relation
(2.1) yields
mp−1 =
[
z(α)
]
with z(α) = 1 − (p − 1)t−1(α−1 − 1). (5.26)
Clearly, z(supCk) < z(α) < z(infCk). Remark that z(supCk) = k + 1. Moreover, it is easy to
check that
z(infCk) = 1 + (k + 1)(1 − p)(t − p − 1)−1  k + 2.
It follows that k + 1 < z(α) < k + 2, i.e., mp−1 = [z(α)] = k + 1 (cf. (5.26)).
Next we prove that, if α ∈ Ck , then mp  k for all k ∈ N ∪ {0}. Clearly p  0. If p = 0,
our assertion is obvious. In case p < 0, Notation 2.2 yields mp = −[x(α)] where x(α) =
t−1p(α−1 − 1). Thus,
mp  k ⇔ −k 
[
x(α)
]
. (5.27)
From the definition of integer part of a real number it follows that
n [x] ⇔ n x ∀x ∈ R, ∀n ∈ Z. (5.28)
We apply (5.28) to −k  [x(α)] in (5.27) and obtain
mp  k ⇔ −k  x(α) ⇔ α−1  p−1(p − kt). (5.29)
As p = k(2 − t), we have p−1(p − kt) = 2(t − 1)(t − 2)−1 = infJ (cf. (5.22)). Since α /∈ Q,
(5.29) states that mp  k ⇔ α > infJ . To end this proof, observe that α ∈ Ck ⇒ α ∈ J which,
in turn, means that α > infJ ⇔ mp  k (cf. (5.29)).
Sufficiency in Theorem 5.3—Case II
Let α,β in Problem P1 be such that α = 1/2. Clearly, α + β > 1/2 holds for all α,β in
Problem P1, i.e.,
α + β > 1/2 ⇔ β ∈ ]0,1/2[. (5.30)
With l ∈ Z, l −1, define
Dl =
](
2(1 − l))−1,−(2l)−1[. (5.31)
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a unique l  −1 such that β ∈ Dl . Secondly we prove that, if β ∈ Dl , then ml + 1 = Ml+1 =
ml−1 = 2. As l satisfies (5.1), Theorem 5.1 states that there is a solution to Problem P1.
Observe that supDl−1 = infDl ∀l ∈ Z, l −1. This relation has two consequences. First, if
β /∈ Q satisfies (5.30), then there is l −1 such that β ∈ D¯l (i.e., β ∈Dl). Second, Di ∩Dj = ∅
for all i, j −1, i = j .
Next we show that, if β ∈Dl , then ml + 1 = 2 for all l −1. From (2.1) we get ml + 1 = 2 +
[−2lβ]. Since β ∈Dl we know that l(l − 1)−1 < −2lβ < 1. Remark that in the latter relation we
have 0 < l(l−1)−1. Thus, 0 < −2lβ < 1 which means that [−2lβ] = 0 and therefore ml +1 = 2.
From Notation 2.2 we get M0 = [α−1] = 2. At this point we establish that, if β ∈ Dl , then
Ml+1 = 2 for all l  −2. Firstly observe that Ml+1 = 2 + [−2(l + 1)β]. As β ∈ Dl , we derive
the following condition:
0 < (l + 1)(l − 1)−1 < −2(l + 1)β < 1 + l−1 < 1. (5.32)
It follows from (5.32) that [−2(l + 1)β] = 0 and consequently our assertion holds.
Finally we will show that if β ∈ Dl , then ml−1 = 2 for all l  −1. From (2.1) we obtain
ml−1 = 1 + [−2(l − 1)β]. On the other hand, it is clear that 1 < −2(l − 1)β < 1 − l−1  2. We
conclude that [−2(l − 1)β] = 1, i.e., ml−1 = 2.
Sufficiency in Theorem 5.3—Case III
Let α,β in Problem P1 be such that α = 1/s with s ∈ N \ {1,2} (cf. Proposition 4.2). Clearly,
α + β > 1/2 ⇔ β ∈ ]1/2 − 1/s,1 − 1/s[. (5.33)
Define Dn = ]infDn, supDn[, where
infDn = 1/2 − (2n+ 1)
(
2s(n+ 1))−1 ∀n ∈ N ∪ {0},
supD0 = 1 − 1/s, supDn = 1/2 − (2n− 1)(2ns)−1 if n ∈ N.
(5.34)
There are two steps in this proof. Firstly we show that α + β > 1/2 holds (cf. (5.33)) iff there
is a unique n ∈ N ∪ {0} such that β ∈Dn. Secondly we prove that, if β ∈Dn, then l = −2n − 1
satisfies (5.1). It follows from Theorem 5.1 that, in case α + β > 1/2 holds, then there is a
solution to Problem P1.
Notice that supDn+1 = infDn for all n ∈ N∪{0}. We draw two conclusions from this relation.
First, if β /∈ Q satisfies (5.33), then there is n ∈ N ∪ {0} such that β ∈ D¯n (equivalently β ∈Dn).
Second Dn+j ∩Dn = ∅ for all n ∈ N ∪ {0}, j ∈ N.
Firstly we show that m−1 + 1 M0  m−2 if β ∈ D0 (cf. (5.1)). From Notation 2.2 we get
M0 = s. Relation (2.1) gives m−1 = 1+[sβ]. Thus, m−1 +1M0 ⇔ [sβ] s−2. Apply (5.19)
to get
m−1 + 1M0 ⇔ β < 1 − 1/s = supD0. (5.35)
Clearly, s m−2 ⇔ s − 1 [2sβ] ⇔ s − 1 2sβ (cf. (5.28)). We deduce that M0 m−2 ⇔
β  1/2 − (2s)−1 = infD0. This fact together with (5.35) mean that m−1 + 1 M0  m−2 is
equivalent to infD0  β < supD0 ⇔ β ∈D0 (note that β /∈ Q and infD0 ∈ Q).
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showing that ml + 1Ml+1 = ml−1 = ν in case β ∈Dn (cf. (5.1)).
Firstly we prove that, if β ∈ Dn, then Ml+1 = ml−1 = ν. Notation 2.2 gives Ml+1 = [Y(β)]
with Y(β) = s + 2nsβ . It is obvious that
Y(infDn) < Y(β) < Y(supDn). (5.36)
On the other hand, we obtain ν < Y(infDn) and also Y(supDn) = ν + 1. It follows from (5.36)
that ν < Y(β) < ν + 1, i.e., Ml+1 = [Y(β)] = ν.
From (2.1) we deduce that ml−1 = [z(β)], where z(β) = 1 + 2s(n+ 1)β . We conclude that
ν = z(infDn) < z(β) < z(supDn) < ν + 1. (5.37)
It follows from (5.37) that ml−1 = [z(β)] = ν.
Finally we show that, if β ∈Dn, then ml + 1 ν. From (2.1) and (5.19) we get ml + 1 ν ⇔
[−α−1βl] ν − 2 ⇔ −α−1βl < ν − 1, i.e.,
ml + 1 ν ⇔ β < q = (n+ 1)(2n+ 1)−1 − 1/s ∀n ∈ N. (5.38)
Clearly, supDn  q ⇔ n(s − 2)  1 is true for all n ∈ N because s  3 (cf. (5.34)). It follows
from β ∈Dn that β < supDn  q . Now apply (5.38) to establish that ml + 1 ν.
Sufficiency in Theorem 5.3—Case IV
Let α,β in Problem P1 satisfy 2α + tβ = 1 with t ∈ Z, t < 0. Clearly, in this case
α + β > 1/2 ⇔ α ∈ S = ]1/2, (t − 1)(t − 2)−1[. (5.39)
Define
El = ]el−1,el[ where el = l(2l − t)−1 (5.40)
and l ∈ Z, l  t−1. In this proof we begin by showing that α,β in Problem P1 satisfy 2α+ tβ = 1
with t < 0 iff there is a unique l  t − 1 such that α ∈ El . In a second stage we will prove that, if
α ∈ El , then l satisfies (5.1). It follows from Theorem 5.1 that there is a solution to Problem P1.
Observe that the denominator in el = l(2l − t)−1 (cf. (5.40)) is negative for all l  t − 1.
In fact, 2l − t  2(t − 1) − t = t − 2 < −2. Thus, El = ∅ ⇔ el−1 < el ⇔ t < 0 is true for all
l  t − 1.
From infEl = supEl−1 ∀l  t − 1 we deduce firstly that El are mutually disjoint. Secondly we
conclude that α ∈ S \ Q (cf. (5.39)) iff there is l  t − 1 such that α ∈ E¯l (i.e., α ∈ El).
From 2α + tβ = 1, we know that Mt = 2. Our first objective is to show that Ml+1 = 2 for all
l  t − 2. From Notation 2.2 we get
Ml+1 =
[
Y(α)
]
with Y(α) = 2 + (t − l − 1)t−1(α−1 − 2). (5.41)
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(2 − t)(l − 1)−1 where 2 < 3 + (2 − t)(l − 1)−1 is equivalent to l < t − 1. On the other hand, we
have Y(el ) = 3 + (1 − t)l−1 where obviously (1 − t)l−1 < 0. It follows that
2 < Y(el−1) < Y(α) < Y(el ) < 3 (5.42)
which means that Ml+1 = [Y(α)] = 2 for all l  t − 2.
Our second aim is to prove that ml−1 = 2 for all l  t − 1. Relation (2.1) yields
ml−1 =
[
z(α)
]
with z(α) = 1 + (l − 1)t−1(2 − α−1). (5.43)
It is clear that z(el−1) < z(α) < z(el ) for all l  t − 1. We deduce from z(el−1) = 2, z(el ) =
2 − l−1 < 3 that ml−1 = [z(α)] = 2 ∀l  t − 1.
Finally we will show that, if β ∈ El , then ml + 1 2 holds for all l  t − 1. Clearly,
ml + 1 = 2 +
[
x(α)
]
with x(α) = lt−1(2 − α−1). (5.44)
As in x(α) we have lt−1 < 0, relations (5.19) and (5.44) give
ml + 1 2 ⇔ x(α) < 1 ⇔ e−1l < α−1. (5.45)
Earlier we showed that the denominator in el = l(2l − t)−1 is negative for all l  t − 1. As
l < 0, we conclude from (5.45) that ml + 1  2 iff α < el . Now remark that, if α ∈ El , then
α < supEl = el ⇒ α < el .
We showed that, if α ∈ El , then ml + 1 2 = Ml+1 = ml−1 for all l  t − 1. It follows that
all l as earlier satisfy (5.1)
The remarks that follow are relevant in Cases V and VI.
Assume that α,β in Problem P1 satisfy αs + βt = 1, where s, t ∈ Z, s  3 and t < 0 (cf.
Proposition 4.2). As β = t−1(1 − αs), then α + β > 1/2 is equivalent to
α ∈ I= ](t − 2)(2(t − s))−1, (t − 1)(t − s)−1[. (5.46)
The next result relates s and t ; it is absolutely fundamental in the remainder of our work.
Proposition 5.4. With s ∈ Z, s  3 define
Ts,0 = [3 − s,0[ and
Ts,k =
[
(k + 1)(2 − s)+ 1, k(2 − s)+ 1[ ∀k ∈ N. (5.47)
Let t ∈ Z be such that t < 0. Then t belongs to exactly one Ts,k , where k ∈ N (respectively
k ∈ N ∪ {0}) if s = 3 (respectively s  4).
Proof. It is obvious that Ts,k ∩ Z = ∅ ⇔ s = 3, k = 0.
Observe that
sup Ts,k+1 = inf Ts,k ∀s  3, ∀k ∈ N ∪ {0}. (5.48)
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s = 3 (respectively s  4). Moreover, we deduce from (5.48) that Ts,k are mutually disjoint. 
Take into consideration the two paragraphs that come after the proof of necessity in Theo-
rem 5.3. The following result is now natural.
Proposition 5.5. Assume that αs + βt = 1 holds with s, t ∈ Z, s  3 and t < 0. Let Ts,k be as in
(5.47) and t ∈ Ts,k where k ∈ N (respectively k ∈ N ∪ {0}) if s = 3 (respectively s  4). Define
ck = (t − 2 − k)
(
t − s(k + 2))−1,
I1,k =
[
ck, (t − 1)(t − s)−1
[
, I2,k =
]
(t − 2)(2(t − s))−1, ck[. (5.49)
Then I1,k = ∅, I2,k = ∅ and I1,k ∩I2,k = ∅. Moreover, I1,k ∪I2,k = I where I is defined as
in (5.46).
Proof. Firstly we show that I1,k = ∅. Observe that t − s(k + 2) < 0 (cf. the definition of ck in
(5.49)) because s  3, t < 0 and k ∈ N ∪ {0}. As t − s < 0 we deduce that infI1,k < supI1,k ⇔
t (s − 1)(k + 1) < 0 which is true for all k ∈ N ∪ {0}.
Next we prove that I2,k = ∅. Clearly,
I2,k = ∅ ⇔ t < 2 + k(2 − s). (5.50)
Hence we show that t < 2 + k(2 − s) in (5.50) holds. Assume that t ∈ Ts,k , where s  4, k = 0.
Then, t < sup Ts,0 = 0 < 2 = 2 + k(2 − s). In what follows, let t ∈ Ts,k , where s  3 and k ∈ N.
Then, we have t < sup Ts,k = 1 + k(2 − s) < 2 + k(2 − s).
The remainder of our assertion is a direct consequence of (5.46). 
Sufficiency in Theorem 5.3—Case V
Let αs + βt = 1 with s, t ∈ Z, s  3 and t ∈ Ts,k where Ts,k is given as in (5.47) and k ∈ N
(respectively k ∈ N ∪ {0}) if s = 3 (respectively s  4) is unique. Let α ∈ I1,k = [ck, (t − 1)×
(t − s)−1[ where ck is as in (5.49).
Define
Fn = ]ft−2−n, ft−1−n[, where fl = l
(
sl − (s − 1)t)−1. (5.51)
Firstly we will prove that α ∈ I1,k \ Q iff there is a unique n = 0, . . . , k such that α ∈ Fn.
Secondly we will show that α ∈Fn iff l = t − 1 − n satisfies (5.1). It follows from Theorem 5.1
that, if α ∈ I1,k \ Q, then there is a solution to Problem P1.
We deduce from (5.51) that supFn+1 = infFn ∀n = 0, . . . , k − 1. This relation allows us to
reach two conclusions. First, α ∈ I1,k \ Q iff there is n = 0, . . . , k such that α ∈Fn. Second, the
intervals Fn are mutually disjoint.
According to Notation 2.2 Mt = [α−1(1 − βt)] = s. Assuming that α ∈Fn where 1 n k,
we will show next that Mt−n = s. Clearly we may then state that
Mt−n = s if α ∈Fn with 0 n k. (5.52)
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Mt−n = s +
[
Y(α)
]
with Y(α) = nt−1(α−1 − s). (5.53)
Our aim is to prove that, if α ∈Fn where 1 n k, then [Y(α)] = 0 (cf. (5.53)).
Since 1 n k and t < 0 we deduce that Y(α) is strictly increasing on α. This fact together
with (5.51) allow us to write
Y(ft−2−n) < Y(α) < Y(ft−1−n) ∀α ∈Fn. (5.54)
Clearly
Y(ft−1−n) = (1 − s)n(t − 1 − n)−1  1 ⇔ t  n(2 − s)+ 1. (5.55)
Next we prove that t  n(2− s)+1 in (5.55) is true. Recall that t ∈ Ts,k where Ts,k is given as in
(5.47) and k ∈ N. It follows that t < sup Ts,k = k(2 − s)+ 1. As k(2 − s)+ 1 n(2 − s)+ 1 ⇔
n k is true, we conclude that (5.55) holds.
We showed in the previous paragraph that Y(ft−1−n) 1. It is easy to check that Y(ft−2−n) =
(1 − s)(t − 2 − n)−1 > 0 for all 1 n k (recall that s  3, t < 0). We deduce from these facts
that [Y(α)] = 0, hence (5.53) states that our assertion in (5.52) holds.
In the remainder of our work, assume that α ∈ Fn where 0  n  k. Hence we show that
mt−1−n + 1Mt−n = s (cf. (5.52)) holds. From (2.1) we get
mt−1−n =
[
x(α)
]
with x(α) = 1 + (t − 1 − n)t−1(s − α−1). (5.56)
It follows from (5.56) that mt−1−n + 1  s ⇔ [x(α)]  s − 1. Applying (5.19) to the latter
inequality yields
mt−1−n + 1 s ⇔ x(α) < s ⇔ α−1 > f −1t−1−n (5.57)
where fl is defined as in (5.51).
It is obvious that ft−1−n > 0 for all 0 n k. Thus we conclude from (5.57) that mt−1−n +
1 Mt−n = s ⇔ α < ft−1−n. Now remark that α ∈ Fn ⇒ α < supFn = ft−1−n ⇔ mt−1−n +
1Mt−n = s (cf. (5.51)).
Finally we prove that mt−2−n Mt−n = s (cf. (5.52)) holds. Relation (2.1) gives
mt−2−n =
[
z(α)
]
with z(α) = 1 + (t − 2 − n)t−1(s − α−1). (5.58)
From (5.58) and (5.28) we deduce that
mt−2−n  s ⇔
[
z(α)
]
 s ⇔ z(α) s. (5.59)
It is easy to see that z(α) s in (5.59) is equivalent to α−1  f −1t−2−n. On the one hand, observe
that α /∈ Q whereas ft−2−n ∈ Q. On the other hand, notice that ft−2−n > 0 for all 0 n k. We
conclude from (5.59) that mt−2−n  s ⇔ α > ft−2−n. Naturally the latter inequality holds for all
α ∈Fn (cf. (5.51)).
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In this case we suppose that αs + βt = 1 with s, t ∈ Z, s  3 and t ∈ Ts,k where Ts,k is given
as in (5.47) and k ∈ N (respectively k ∈ N ∪ {0}) if s = 3 (respectively s  4) is unique. Let
α ∈ I2,k = ](t − 2)(2(t − s))−1, ck[ where ck is defined as in (5.49).
Define Sj = ]uj ,vj [ with j ∈ N and
uj =
(
(j + 1)(t − 2)− k)(t (2j + 1)− s(2j + 2 + k))−1,
vj =
(
j (t − 2)− k)(t (2j − 1)− s(2j + k))−1. (5.60)
It is clear that the denominators of uj and vj in (5.60) are both negative. Hence
Sj = ∅ ⇔ uj < vj ⇔ t < q where q = k(2 − s)+ 2. (5.61)
It is clear that q = sup Ts,k + 2 if k = 0 and q = sup Ts,k + 1 in case k ∈ N. As t ∈ Ts,k we
conclude that (5.61) holds.
Clearly vj+1 = uj for all j ∈ N (cf. (5.60)). We draw two conclusions from this relation.
First, the intervals Sj are mutually disjoint. Second, if α ∈ I2,k \Q, then there is a unique j ∈ N
such that α ∈ Sj . Note that α ∈ Sj ⇔ α ∈ Sj because α /∈ Q whilst uj ,vj ∈ Q.
Let
L = t − 1 − k. (5.62)
The remainder of this proof consists in showing that, if α ∈ Sj where j ∈ N, then l = L+j (t−2)
satisfies (5.1). We may therefore conclude from Theorem 5.1 that, if α ∈ I2,k \Q, then there is a
solution to Problem P1.
Our first objective is to show that
ML+1+j (t−2) = s + j (s − 2) ∀j ∈ N. (5.63)
From Notation 2.2 we get ML+1+j (t−2) = [α−1(1 −β(L+ 1 + j (t − 2)))]. Upon replacing 1 by
αs + βt and then β by t−1(1 − αs), in the last equality, we obtain ML+1+j (t−2) = [s + (t −L−
1 − j (t − 2))t−1(α−1 − s)]. Finally we apply (5.62) and conclude that
ML+1+j (t−2) =
[
Y(α)
]
, Y(α) = s + (k − j (t − 2))t−1(α−1 − s). (5.64)
In Y we have (k − j (t − 2)) > 0 for all j ∈ N (cf. (5.64)). It follows that Y(α) is strictly
increasing on α. As α ∈ Sj = ]uj ,vj [, we deduce that
Y(uj ) < Y(α) < Y(vj ). (5.65)
Due to (5.64), we know that our assertion in (5.63) is equivalent to [Y(α)] = s + j (s − 2).
Therefore, we aim to prove that s + j (s − 2)  Y(uj ) and Y(vj )  s + j (s − 2) + 1. Bear in
mind (5.60). On the one hand, it is clear that Y(vj ) = s + j (s − 2) + 1. On the other hand, we
have
Y(uj ) = s +
(
(j + 1)(s − 2)+ 1)(k − j (t − 2))(k − (j + 1)(t − 2))−1. (5.66)
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Y(uj ) s + j (s − 2) ⇔ (s − 1)k − j (t − 2) 0. (5.67)
Observe that (s − 1)k − j (t − 2) 0 is true for all j ∈ N because s  3, t < 0, k ∈ N ∪ {0}.
Our second objective is to prove that, if α ∈ Sj where j ∈ N, then mL+j (t−2) ML+1+j (t−2) =
s + j (s − 2) (cf. (5.63)).
Notation 2.2 gives mL+j (t−2) = −[x(α)] where
x(α) = ((j + 1)(t − 2)+ 1 − k)t−1(α−1 − s). (5.68)
Apply relation (5.28) to conclude that mL+j (t−2)  s + j (s − 2) is equivalent to x(α)  1 −
s − j (s − 2). Bear in mind (5.68) and note that, in x, we have ((j + 1)(t − 2)+ 1 − k)t−1 > 0.
Hence,
mL+j (t−2)  s + j (s − 2) ⇔ α−1 DN−1, where
N = (j + 1)(t − 2)+ 1 − k, D = t (2j + 1)− s(2j + 1 + k). (5.69)
Clearly, N and D in (5.69) are both negative for all j ∈ N. Moreover, α /∈ Q whilst N,D ∈ Z.
It follows that
mL+j (t−2)  s + j (s − 2) ⇔ α−1 DN−1 ⇔ α <ND−1. (5.70)
Conditions (5.60) and (5.69) give
vj ND−1 ⇔ t + (j + k)(s − 2)− 1 0. (5.71)
Next we prove that t + (j + k)(s − 2) − 1  0 in (5.71) is true. Recall that t ∈ Ts,k where
Ts,k = [inf Ts,k, sup Ts,k[ is given as in (5.47). Firstly we conclude that t + (j + k)(s − 2)− 1
inf Ts,k + (j +k)(s−2)−1. Secondly we derive from inf Ts,k = (k+1)(2− s)+1 the following
relation: t + (j + k)(s − 2)− 1 (j − 1)(s − 2). Finally we remark that (j − 1)(s − 2) 0 for
all j ∈ N because s  3.
Suppose that α ∈ Sj = ]uj ,vj [, where j ∈ N. On the one hand, we know that α < vj . On the
other hand, (5.71) states that α < ND−1. It follows from (5.70) that mL+j (t−2)  s + j (s − 2)
holds. Our second objective is attained.
To end this proof, we show that, if α ∈ Sj , where j ∈ N, then
s + j (s − 2) = ML+1+j (t−2) mL−1+j (t−2) (5.72)
(cf. (5.63)). We deduce from condition (2.1) that mL−1+j (t−2) = [z(α)] where z(α) = 1 +
((t − 2)(j + 1) − k)t−1(s − α−1). Apply (5.28) to conclude that s + j (s − 2)  mL−1+j (t−2)
(cf. (5.72)) iff z(α) s + j (s − 2) which, in turn, is equivalent to α  uj .
Let α ∈ Sj = ]uj ,vj [, where j ∈ N. Then, α > uj ⇔ α  uj (recall that α /∈ Q whereas
uj ∈ Q). From the statement that ends the previous paragraph it follows that s + j (s − 2) 
mL−1+j (t−2) holds.
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In the proof of sufficiency in Theorem 5.1, we defined an admissible set of exponents Se
(cf. (5.5)). We showed that there is a solution h+ to Problem P1, whose Fourier spectrum is a
subset of Se. We also proved that the coefficients of h+ are completely determined by the linear
system associated with Se . The following theorem gives an explicit formula for the linear system
in (1.11).
Theorem 6.1. Suppose that α,β in Problem P1 satisfy αs + βt = 1 with s, t ∈ Z such that
(s  2, t  0) ∨ (s = 1, t  2). Assume that p ∈ Z is such that p  min(0, t − 1), mp + 1 
Mp+1 mp−1. Let T = max(0, t), Mp = Mp+1 − 1 and Ml = Ml if l = p + 1, . . . , T .
If t < 0, then
h+ =
T∑
l=p
Ml∑
j=ml
γj,lE
αj+βl (6.1)
is a solution to Problem P1 iff γj,l satisfy
bγml,l + cγml,l+1 = 0 for p  l −1, (6.2)
aγj−1,l + bγj,l + cγj,l+1 = 0 if (l = p, mp + 1 j Mp+1 − 1)
or (p + 1 l −1, ml + 1 j Ml+1), (6.3)
aγMp+1−1,p + cγMp+1,p+1 = 0, (6.4)
aγj−1,l + bγj,l = 0 if (l = t, Mt+1 + 1 j  s − 1)
or (p + 1 l −1, l = t,Ml+1 + 1 j Ml),
or (l = 0, 1 j M0). (6.5)
If t = 0, then, h+ in (6.1) is a solution to Problem P1 iff γj,l satisfy (6.2)–(6.4) and
aγj−1,l + bγj,l = 0 if (p + 1 l −1, Ml+1 + 1 j Ml)
or (l = 0, 1 j  s − 1). (6.6)
If t  2, then, h+ in (6.1) is a solution to Problem P1 iff γj,l satisfy (6.4) and
bγmt ,t = 0, (6.7)
bγml,l + cγml,l+1 = 0 for p  l  t − 1, l = 0, (6.8)
aγj−1,l + bγj,l + cγj,l+1 = 0
for l = p, mp + 1 j Mp+1 − 1
or p + 1 l  t − 1, ml + 1 j Ml+1, (6.9)
aγj−1,l + bγj,l = 0 for l = t, mt + 1 j  s − 1
or p + 1 l  t − 1, Ml+1 + 1 j Ml. (6.10)
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reached while proving sufficiency in Theorem 5.1, apply. Firstly we defined Se =⋃Tl=p S le with
T = max(0, t) and S le as in (5.5). Secondly we showed that Se is an admissible set of exponents
determined by α,βsuch that (S˜e \ Se)∩ ]0,1[ = {ζ } where ζ = αMp+1 + βp (cf. (5.8)).
We concluded that, if N is the number of elements in Se, then the linear system associated
with Se has N unknowns and N −1 equations. Hence, there is a stable nonzero solution to (1.11).
Moreover, if γj,l , where 0  l  T , ml  j Ml , is a nonzero solution to (1.11), then h+ as
in (6.1) solves Problem P1.
Henceforth let s  2, t < 0. We deduce from our reasoning up to this point, that this theorem’s
proof consists in showing that the linear system γ˜y = 0 ∀y ∈ S˜e ∩ ]0,1[ is given by (6.2)–(6.5).
From p min(0, t − 1), T = max(0, t) we get p  t − 1, T = 0. Thus,
p < p + 1 t −1 < 0 = T . (6.11)
From S˜e = Se ∪ (S˜e \ Se) and (S˜e \ Se)∩ ]0,1[ = {ζ } we deduce that
S˜e ∩ ]0,1[ = Se \ {0,1} ∪ {ζ }. (6.12)
We derive from (6.12) that
(S˜e ∩ ]0,1[)∩Cl = S le \ {0,1} ∪ ({ζ } ∩Cl) ∀l ∈ Z. (6.13)
Bear in mind that Se ∩ Cl = S le = ∅ ⇔ p  l  0 and ζ ∈ Cp . We conclude from (6.13) that
(S˜e ∩ ]0,1[)∩Cl = ∅ ⇔ p  l  T .
Our aim is to determine γ˜y for y ∈ S˜e ∩ ]0,1[. We begin by studying (S˜e ∩ ]0,1[) ∩ Cl for
each p  l  0. Then, we will analyze (Se − β)∩Cl , (Se + α)∩Cl . Thirdly we will see if each
y ∈ (S˜e ∩ ]0,1[) ∩ Cl belongs, or not, to S le , (Se − β) ∩ Cl , (Se + α) ∩ Cl . These conclusions
will allow us to apply (3.4) and determine γ˜y .
Take into consideration the remarks about (Se −β)∩Cl , that were made in the paragraph that
precedes Proposition 2.10. From those remarks we conclude that
(Se − β)∩Cl = S l+1e − β = ∅ ⇔ p − 1 l −1, (6.14)
where S l+1e − β = {αj + βl: ml+1  j Ml+1}. Analogously we deduce that
(Se + α)∩Cl = S le + α = ∅ ⇔ p  l  0, (6.15)
where S le + α = {αj + βl: ml + 1 j Ml + 1}.
Let us start with the analysis of the intersection of S˜e ∩ ]0,1[, Se − β and Se + α with col-
umn p. On the one hand, we derive from (6.13) that (S˜e ∩ ]0,1[) ∩ Cp = Spe \ {0,1} ∪ {ζ }. On
the other hand, (6.11) yields p = t and p = 0. Hence, 0,1 /∈ Cp ⇒ 0,1 /∈ Spe and therefore
(S˜e ∩ ]0,1[)∩Cp = Spe ∪ {ζ } = {αj + βp: mp  j Mp+1}. (6.16)
According to (2) in (5.7), αj + βp ∈ Spe ⇔ mp  j Mp+1 − 1. From (6.14) we get: αj +
βp ∈ (Se − β) ∩Cp ⇔ mp+1  j Mp+1. Relation (6.15) yields αj + βp ∈ (Se + α) ∩Cp ⇔
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conclude that αmp + βp ∈ (Se ∩ Se − β) \ Se + α; αj + βp ∈ Se + α ∩ Se ∩ Se − β in case
mp + 1 j Mp+1 − 1; ζ = αMp+1 + βp ∈ (Se + α ∩Se − β) \Se. If we now apply (3.4) we
see that Eqs. (6.2), (6.3) hold with l = p and (6.4) corresponds to γ˜ζ = 0.
Let p + 1 l −1, l = t . As the columns in the table of values of Θ are disjoint, we know
that 0,1 /∈ S le. Thus, (6.13) leads us to (S˜e ∩ ]0,1[) ∩ Cl = S le \ {0,1} = S le , where αj + βl ∈
S le ⇔ ml  j Ml .
From (6.14), (6.15) we obtain respectively that αj + βl ∈ Se − β iff ml+1  j Ml+1 and
αj + βl ∈ Se + α ⇔ ml + 1  j Ml + 1. According to Corollary 2.6 we have ml+1  ml 
Ml+1 Ml for all l ∈ Z. Consequently we have αml + βl ∈ (Se ∩ Se − β) \ Se + α; αj + βl ∈
Se +α∩Se ∩Se −β in case ml + 1 j Ml+1; and finally αj +βl ∈ (Se +α∩Se) \Se −β if
Ml+1 + 1 j Ml + 1. If we now apply (3.4) we conclude that (6.2), (6.3) and (6.5) hold with
p + 1 l −1, l = t .
Condition (6.13) gives (S˜e ∩ ]0,1[) ∩C0 = S0e \ {0,1}. As t < 0 we deduce that 1 /∈ C0, i.e.,
(S˜e ∩ ]0,1[)∩C0 = S0e \ {0}. Observe that (6.11) states that p+ 1 < 0 which, in turn, means that
M0 = M0. Now we derive from (5.5) the following:
αj ∈ (S˜e ∩ ]0,1[)∩C0 = S0e \ {0} ⇔ 1 j M0. (6.17)
According to (6.14), (Se − β) ∩ C0 = ∅. On the other hand, (6.15) states that αj ∈ Se + α is
equivalent to 1  j M0 + 1. It follows that αj ∈ (Se ∩ Se + α) \ Se − β for all 1 j M0.
From statement (3.4) we get that (6.5) holds with l = 0.
Finally we consider column t . As t < 0 we know that 0 /∈ Ct . We deduce that (S˜e ∩ ]0,1[) ∩
Ct = S te \ {1} where αj + βt ∈ S te \ {1} iff mt  j  s − 1 (cf. (5.5)). From (6.14), (6.15) we
obtain respectively that αj +βt ∈ Se−β ⇔ mt+1  j Mt+1 and αj +βt ∈ Se+α iff mt +1
j  s + 1. We have αmt + βt ∈ (Se ∩Se − β) \Se + α; αj + βt ∈ Se + α ∩Se ∩Se − β in case
mt + 1 j Mt+1; and finally αj + βt ∈ (Se + α ∩ Se) \Se − β if Mt+1 + 1 j  s − 1. The
proof is complete if s  2, t < 0.
The other two cases are demonstrated analogously. 
In the remainder of this paper we give explicit formulas for a solution to Problem P1, in several
cases.
The following remarks are useful before we present the next result. Let α,β in Problem P1 be
such that α + βt = 1 with t ∈ N \ {1}. In Case I in the proof of sufficiency in Theorem 5.1, we
showed that α + β > 1/2 ⇔ α ∈ J = ](t − 2)(2(t − 1))−1,1[ (cf. (5.22)) iff there is a unique
k ∈ N ∪ {0} such that α ∈ Ck (cf. (5.23)).
For all t ∈ N \ {1}, we have
α > β ⇔ α > (t + 1)−1. (6.18)
Suppose firstly that α+2β = 1. Observe that, in this case, J = ]0,1[ and C0 = ]1/3,1[. From
(6.18) we conclude that α > β ⇔ α ∈ C0. Moreover, α ∈ J \ C0 ⇔ α < β .
Assume that t ∈ N \ {1,2}. It is clear that (t + 1)−1  infJ iff t (t − 3) 0. It follows from
(6.18) that α > β holds for all α ∈ J .
In the following theorem, we assume that α + βt = 1 with t ∈ N \ {1} and α ∈ C0 = ](t −
1)(2t−1)−1,1[. Clearly, α ∈ C0 ⇔ α+β ∈ I0 with I0 = ]t (2t−1)−1,1[. Furthermore, from our
assertions in the previous three paragraphs, we know that α > β holds (remark that [βα−1] = 0).
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then a solution to Problem P1 is given by
h+ = a−1b1−t (−c)t +
t∑
l=1
bl−t (−c)t−lEα+βl,
l+ =
t∑
l=1
abl−t (−c)t−lEα+β(l−t) + b,
l− = a−1b2−t (−c)t − a−1b1−t (−c)t+1E−β.
Proof. In Case I in the proof of Theorem 5.3, we showed that 0 satisfies (5.1) with M1 = 1. Note
that M0 = M1 − 1 = 0 and Mt Ml M1 for all l = 1, . . . , t . As Mt = M1 = 1, Ml = Ml = 1
∀1 l  t . Theorem 6.1 establishes that
h+ =
t∑
l=0
Ml∑
j=ml
γj,lE
αj+βl
is a solution to Problem P1 iff γj,l satisfy (6.4), (6.7)–(6.10).
Let l be such that 1 l  t − 1 and suppose that
γj,k = 0 if mk  j  0 and γ1,k =
(−cb−1)t−kγ1,t
holds with k = l + 1. (6.19)
Relations (6.8), (6.9) allow us to conclude that (6.19) also holds with k = l.
From (6.7) and (6.10) we derive: γj,t = 0 for mt  j  0, i.e., t − 1 satisfies (6.19).
Thus, (6.19) holds with l = t − 1, . . . , l = 1. We deduce that γj,l = 0 if ml  j  0
and γ1,l = (−cb−1)t−lγ1,t , where 1  l  t . Relation (6.4) yields γ0,0 = −ca−1γ1,1 =
−ca−1(−cb−1)t−1γ1,t .
Functions l+, l− are obtained after calculating the product gˆh+. 
In the next result we suppose that α + 2β = 1 and α ∈ Ck with k ∈ N. From (5.23) we deduce
that α ∈ Ck ⇔ α + β ∈ Ik , where
Ik =
]
(k + 2)(2k + 3)−1, (k + 1)(2k + 1)−1[. (6.20)
In the paragraphs immediately before Theorem 6.2, we proved that α ∈ J \ C0 ⇔ α < β
(which, in turn, means that [βα−1] ∈ N).
In Case I in the proof of sufficiency in Theorem 5.1, we showed that, if α ∈ Ck , then p = 0
satisfies (5.1) with M1 = k + 1.
Notation 2.2 gives M1 = [α−1(1 − β)]. Replace 1 by α + 2β in the last equality to get M1 =
1 + [βα−1]. We conclude from M1 = k + 1 that k = [βα−1].
Theorem 6.3. Let α+2β = 1 and α+β ∈ Ik where Ik is given as in (6.20) and k = [βα−1] ∈ N.
Then a solution to Problem P1 is given by
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k∑
j=0
(k − j + 1)(−a)j−1c2
bj+1
Eαj −
k+1∑
j=1
(−a)j−1c
bj
Eαj+β +E,
l+ = aEα + b +
(
−a
b
)k+1
cEαk,
l− = −
k∑
j=0
(k − j + 1)(−a)j−1c3
bj+1
Eαj−β + (k + 1)c
2
a
.
Proof. Observe thatM0 = k,M1 = M1 = k+1 andM2 = M2 = 1. According to Theorem 6.1,
h+ =
2∑
l=0
Ml∑
j=ml
γj,lE
αj+βl
is a solution to Problem P1 iff γj,l satisfy (6.4), (6.7)–(6.10).
Here we consider all equations in (6.4), (6.7)–(6.10) with l = 2, l = 1 and finally l = 0. From
(6.7), (6.10) we get γj,2 = 0 ∀m2  j  0. It follows that γm1,2 = 0 because m2 m1 m0 = 0.
We deduce from (6.8) that γm1,1 = 0. This relation together with (6.9) yield γj,1 = 0 for all j
such that m1 +1 j  0. As γ0,1 = 0 we conclude from (6.9) that γ1,1 = −b−1cγ1,2. According
to (6.10) we have
γj,1 = −(−a)j−1b−j cγ1,2 ∀2 j  k + 1. (6.21)
Relation (6.4) establishes that γk,0 = −(−a)k−1b−k−1c2γ1,2. From (6.9) and (6.21) we get
γj−1,0 = −a−1bγj,0 − (−a)j−2b−j c2γ1,2 for all 1 j  k. By substituting j in the latter equal-
ity by k, k − 1, . . . ,1 we conclude finally that γj,0 = −(k − j + 1)(−a)j−1b−j−1c2γ1,2 for all
0 j  k.
Functions l+, l− are obtained after calculating the product gˆh+. 
According to Case II in the proof of sufficiency in Theorem 5.1, there is a unique p −1 such
that β ∈Dp = ](2(1 − p))−1,−(2p)−1[ (cf. (5.31)). Now we can state the following theorem.
Theorem 6.4. Let α = 2−1 and β ∈Dp = ](2(1−p))−1,−(2p)−1[ where p ∈ Z, p −1. Then,
a solution to Problem P1 is given by
h+ = 1 − a
0∑
l=p
bl−1(−c)−lE1/2+βl − a2
0∑
l=p+1
(l − p)bl−2(−c)−lE1+βl,
l+ = −a3
0∑
l=p+1
(l − p)bl−2(−c)−lE1/2+βl + (p − 1)a2b−1,
l− = b + cE−β + abp−1(−c)−p+1E1/2+β(p−1).
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with Mp+1 = 2. Remark that Mp = Mp+1 − 1 = 1 and M0 Ml Mp+1 if p + 1 l  0. As
M0 = Mp+1 = 2 we have
Ml = Ml = 2 for all l such that p + 1 l  0. (6.22)
Theorem 6.1 states that h+ =∑0l=p∑Mlj=ml γj,lEj/2+βl is a solution to Problem P1 iff (6.2)–(6.4), (6.6) hold.
Observe that m−1 = mp = 1. It follows that
ml = 1 for all l such that p  l −1. (6.23)
Conditions (6.22), (6.23) simplify considerably (6.2)–(6.4), (6.6). We get γ1,l =
−abl−1(−c)−lγ0,0 for l = p, . . . ,0 from (6.6), (6.2). According to (6.4), γ2,p+1 = −a2bp−1 ×
(−c)−p−1γ0,0. Finally we conclude from (6.3) that γ2,l = −(l − p)a2bl−2(−c)−lγ0,0 for
l = p + 1, . . . ,0.
Functions l+, l− are obtained after calculating the product gˆh+. 
Theorem 6.5. Let α = s−1 and β ∈D0 = ]1/2 − (2s)−1,1 − s−1[ where s ∈ N \ {1,2}. Then a
solution h+ to Problem P1 is given by
h+ =
s−1∑
j=0
(−ab−1)jEj/s + (m−1 − s)(−ab−1)sE
+ c
b
s−1∑
j=m−1
(m−1 − j − 1)
(−ab−1)jEj/s−β,
l+ = (−a)sb−s+1((m−1 − s)ab−1E1/s +m−1 − s − 1),
l− = b−1c2
s−1∑
j=m−1
(m−1 − j − 1)
(−ab−1)jEj/s−2β
+ b + c
m−1−1∑
j=0
(−ab−1)jEj/s−β.
Proof. In Case III in the proof of sufficiency in Theorem 5.1, we proved that −1 satisfies (5.1)
with M0 = s. Remark that M−1 = M0 − 1 = s − 1 and M0 = M0 = s.
In Theorem 6.1 we have p = −1, T = max(0, t) = 0, hence
h+ =
0∑
l=−1
Ml∑
j=ml
γj,lE
j/s+βl
is a solution to Problem P1 iff γj,l satisfy (6.2)–(6.4), (6.6).
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1m−1  s − 1. (6.24)
Clearly m0  m−1. If m−1 = 0, then, αm−1 − β = −β < 0 which contradicts to item (4) in
Theorem 2.3. As m−1 = 0, we deduce from m0 m−1 that 1m−1. Relation (5.1) states that
m−1 + 1M0 = s.
We studied all equations in (6.2)–(6.4), (6.6) with l = 0 and then with l = −1 (bear in mind
(6.24) and see the proof of Theorem 6.3).
Functions l+, l− are obtained after calculating the product gˆh+. 
Let el = l(2l − t)−1, where l ∈ Z. In Case IV in the proof of sufficiency in Theorem 5.1 we
stated there is a unique l ∈ Z, l  t − 1 such that α ∈ El = ]el−1,el[. Clearly,
α ∈ El ⇔ α + β ∈ Il =
]
2−1 + il ,1 − sl
[
, (6.25)
where il = (t − 2)(4(l − 1)− 2t)−1, sl = (l + 1 − t)(2l − t)−1 and l ∈ Z, l  t − 1. Now we can
present the following theorem.
Theorem 6.6. Let 2α + tβ = 1 with t ∈ Z, t < 0 and Ip be defined as in (6.25). Suppose that
α + β ∈ Ip for a given p ∈ Z such that p  t − 1. Then a solution to Problem P1 is given by
h+ = 1 + a
0∑
l=p
(−b)l−1c−lEα+lβ + a2
t∑
l=p+1
(p − l)(−b)l−2c−lE2α+lβ ,
l+ = a2(−b)t−1c−t (p − t + 1)+ a2
t∑
l=p
(−b)l−1c−lE2α+lβ−1
+ a3
t∑
l=p+1
(p − l)(−b)l−2c−lE3α+lβ−1,
l− = b + cE−β + a(−b)p−1c1−pEα+β(p−1).
Proof. In Case IV in the proof of sufficiency in Theorem 5.1 we proved that p satisfies (5.1)
with Mp+1 = 2. Hence, Theorem 6.1 states that h+ =∑0l=p∑Mlj=ml γj,lEαj+βl is a solution to
Problem P1 iff γj,l satisfy (6.2)–(6.5).
From α ∈ Ep we conclude that M0 = m−1 = mp+1 = Mt+1 = 1. Relation (5.1) yields mp +
1Mp+1 = 2. This fact together with 1 = mp+1 mp mean that mp = 1.
Three conclusions are drawn from M0 = m−1 = mp = Mt+1 = 1. First, Ml = 1 for t + 1 
l  0. Second, Ml = 2 for all p + 1 l  t . Third ml = 1 if p  l −1.
Suppose that γ0,0 = 1. Conditions (6.5) and (6.2) give γ1,0 = −ab−1, γ1,l = a(−b)l−1c−l for
p  l  −1. According to relation (6.4), we have γ2,p+1 = −a2(−b)p−1c−p−1. We get γ2,l =
(p − l)a2(−b)l−2c−l for every p + 2 l  t from (6.3).
Functions l+, l− are obtained after calculating the product gˆh+. 
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n = 0, . . . , k such that α ∈Fn, where Fn are given by (5.51). It is easy to check that α ∈F0 iff
α + β ∈ It−1 =
]
(t − s − 1)(t − 2s)−1,1[. (6.26)
Now we are ready to present the final result in this paper.
Theorem 6.7. Let αs + βt = 1, where s ∈ N \ {1,2} and t ∈ Z is negative. Suppose that α + β ∈
It−1 (cf. (6.26)).
Assume that ml,Ml are given as in Notation 2.2, Mt−1 = s − 1 and Ml = Ml if l = t, . . . ,0.
Then, a solution to Problem P1 is given by h+ =∑0l=t−1∑Mlj=ml γj,lEαj+βl with
γj,0 = (−a)j b−j for j = 0, . . . ,M0,
γj,l = (−a)j bl−j c−l (ml − j − 1)
−1∏
k=l+1
(mk −Mk+1 − 1)
for (l = t, . . . ,−1, j = ml, . . . ,Ml+1 − 1)∨ (l = t − 1, j = ml, . . . , s − 1),
γj,l = (−a)j bl−j c−l
−1∏
k=l
(mk −Mk+1 − 1)
for (l = t + 1, . . . ,−1, j = Ml+1, . . . ,Ml)∨ (l = t, j = Ml+1, . . . , s − 1),
γs,t = (−a)sbt−sc−t (mt−1 − s)
−1∏
k=t
(mk −Mk+1 − 1).
Proof. In Case V in the proof of Theorem 5.3, we showed that t − 1 satisfies (5.1). Hence,
Theorem 6.1 states that h+ as above is a solution to Problem P1 iff γj,l satisfy (6.2)–(6.5).
Next we prove that
min(ml−2,Ml) = Ml for l = t + 1, . . . ,0. (6.27)
Observe that ml−2 = [x] with x = 1 + s(l − 2)t−1 + (2 − l)(αt)−1 and Ml = [Y], where Y =
slt−1 +(t− l)(αt)−1. From α ∈F0 (cf. (5.51)) we deduce that Y< (t− l+s(l−2))(t−2)−1 < x
for all l such that t + 1 l  0. The latter relation means that Ml = [Y] [x] = ml−2.
Relation (6.27) and Corollary 2.6 yield the following statement:
ml ml−1 Ml ml−2 Ml−1 Ml−2 ∀t + 1 l  0. (6.28)
Suppose that t = −1. In h+ we have M−2 = M−1 − 1 = s − 1, M−1 = M−1 = s and
M0 = M0. Moreover, as −2 satisfies (5.1), we have m−2 + 1 M−1 = s. From m−2  s − 1
and (6.28) we derive the following condition: m0 m−1 M0 m−2  s − 1 < s = M−1.
Assume that γ0,0 = 1. Firstly we solve all equations in (6.2)–(6.5) with l = 0 and l = −1. We
get γj,0 = (−a)j b−j if j = 1, . . . ,M0 and
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γj,−1 = cb−1(m−1 −M0 − 1)(−a/b)j if M0 + 1 j  s − 1. (6.30)
According to (6.2) γm−2,−2 = −cb−1γm−2,−1. Clearly, γm−2,−1 is given by (6.29) (respec-
tively (6.30)) if m−2 = M0 (respectively M0 + 1m−2  s − 1). In both cases though we have
γm−2,−1 = cb−1(m−1 −M0 −1)(−a/b)m−2 , thus γm−2,−2 = −c2b−2(m−1 −M0 −1)(−a/b)m−2 .
From (6.3) we obtain γj,−2 = c2b−2(m−1 − M0 − 1)(m−2 − j − 1)(−a/b)j , where j is such
that m−2 + 1 j  s − 1. Finally relation (6.4) establishes that γs,−1 = −acb−2(m−1 − M0 −
1)(m−2 − s)(−a/b)s−1.
A similar reasoning is applied to any other case where t −2. 
Remark 6.8. In Theorems 6.2–6.7 we apply Theorem 6.1 to Cases I–V in the proof of sufficiency
in Theorem 5.1. We do not present an explicit and general formula for Case VI because the
calculations are too complicated.
Nevertheless we point out that Theorem 6.1 gives an explicit solution to Problem P1 if αs +
βt = 1 holds and s, t, α satisfy the requirements in Case VI. To illustrate this, we calculate a
solution to Problem P1, when
3α − β = 1 and α ∈ ]7/18,2/5[ (6.31)
which corresponds to Case VI.
Observe that t = −1 ∈ T3,1, where T3,1 is given as in (5.47). Note that α ∈ S1 = ]u1,v1[,
where u1,v1 satisfy (5.60). We conclude that s, t, α satisfy the requirements in Case VI.
Let L = −3 (cf. (5.62)). From our work in Case VI we know that l = L + 1(t − 2) = −6
satisfies (5.1). Therefore, Theorem 6.1 states that
h+ =
0∑
l=−6
Ml∑
j=ml
γj,l E
αj+βl
is a solution to Problem P1 iff γj,l satisfy (6.2)–(6.5).
From Notation 2.2 and (6.31) we deduce that M−5 =M−4 = 4, M−6 =M−3 =M−2 =
M−1 = 3, M0 = 2, m−6 = m−5 = 3, m−4 = m−3 = 2, m−2 = m−1 = 1. These values allow us
to write each equation in (6.2)–(6.5).
Upon solving (6.2)–(6.5) we conclude that a solution to Problem P1, with α, β as in (5.40), is
given by
h+ =
2∑
j=0
(−a)j b−jEαj + cb−1(ab−1Eα−β − 2a2b−2E2α−β − 9a3b−3E)
+ c2b−2(−ab−1Eα−2β + 3a2b−2E2α−2β + 6a3b−3E3α−2β)
− c3b−3(3a2b−2E2α−3β + 3a3b−3E3α−3β)+ 3a2b−6c4E2α−4β,
l+ = −11a3b−3c + a3b−2Eβ − 9a4b−4cEα + 6a4b−5c2Eα−β
− 3a4b−6c3Eα−2β,
l− = b + cE−β − ab−3c3Eα−3β + 3a2b−6c5E2α−5β.
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