Abstract. In this paper, I describe the construction of certain functional integrals in the gradient on finitely ramified fractals, which have a sort of self-similarity property.
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3 of the original edge, and considering only the four squares at the vertices and the central square. The Snowflake instead is constructed starting with a regular hexagon and dividing it into seven hexagons, the relative contractions having for fixed points the six vertices and the centre of the hexagon. A general way to construct a (self-similar) fractal is the following. We start with finitely many contractive (i.e., having factor < 1) similarities ψ 1 , ..., ψ k in R ν (more generally, in a compact metric space). Then, the self-similar fractal generated by such similarities is the (unique) nonempty compact set F in R ν such that
For example, in the Gasket the maps ψ i , i = 1, 2, 3, are the rotation-free contractions with factor 1 2 that have as fixed points P i , the three vertices of the triangle, in formula ψ i (x) = P i + 1 2 (x − P i ). We also require that the fractals are connected (thus excluding the Cantor set) and finitely ramified, which more or less means that the copies of the fractal via the similarities intersect only at finitely many points. An example of fractal that is not finitely ramified is the Sierpinski Carpet. Note also that the segment-line [0, 1] can be seen as a (degenerate) finitely ramified self-similar fractal with two maps ψ 1 and ψ 2 defined by ψ 1 (x) = . In the present paper, I will consider the P.C.F. self-similar sets, a class of finitely ramified fractals introduced by J. Kigami in [3] , with a mild additional requirement as in [1] or [6] . A description of the general theory of P.C.F. self-similar sets with many examples (including those described above) can be found in [4] .
One of the problems widely discussed in this area is the construction of self-similar irreducible Dirichlet forms, that is analogs of the Dirichlet integral, on fractals. This can be also interpreted as the construction of diffusions on fractals. A Dirichlet form E on the fractal F is a functional from R F to [0, +∞] which is a quadratic form and satisfies E(v + c) = E(v) for every constant c and certain additional properties. We say that it is irreducible if it takes the value 0 only at the constants, and we say that it is self-similar if satisfies
for some positive ρ. In general finitely ramified fractals the existence of a self-similar energy is a delicate problem which reduces to an eigenvector problem of a special nonlinear operator Λ defined on the set of the Dirichlet forms on a specific finite subset V (0) of the fractal, which can be interpreted as the boundary fractal. In fact, V (0) is a subset of the set of the fixed points of ψ i , i = 1, ..., k, when F is defined via (1.1), usually formed by those fixed points that are extremum points of the convex hull of the set of all fixed points. The energy E on F is defined based on the eigenvector E of Λ, which is quadratic form on V (0) . More precisely, given E as above, then we can construct E irreducible and self-similar such that the following holds.
We have E(u) = min E(v) where the minimum is taken over the functions defined from F with values into R that amount to u on V (0) . Moreover the function v realizing the minimum attains its maximum and its minimum on V (0) . Conditions for the existence of self-similar energies are known, and in particular this occurs for nested fractals, a class of highly symmetric fractals introduced by Tom Linsdtrøm in [5] . However, in a lot of fractals such a self-similar energy does not exist. It appeared to be natural to consider a variant of self-similarity formula (1.1), placing weights on the cells. The existence of a self-similar energy in this broader sense on P.C.F. self-similar sets is still an open problem. However, in [6] it is proved that this occurs for fractals with connected interior, and that, in general fractals, this occurs at a suitable level (depending on the fractal). We can proceed similarly when E is not a quadratic form but is p-homogeneous. In [2] the existence of a p-homogeneous energy is proved on the Gasket and, more generally, on fractals having special symmetry property (usually stronger than the symmetry property of nested fractals) called weakly completely symmetric.
In the present paper, I investigate the existence of self-similar energies when more generally, E is a convex functional having certain additional properties (see Section 3). In other words, I discuss functionals on fractals, analogous to
in regions A contained in euclidean spaces when F is a convex function. Note that, thanks to the 2-homogeneity, (1.2) can be interpreted alternatively as
for some positive σ and θ, satisfying
. Formulas (1.4) and (1.5), are, in my view, more natural, in that they are more related to the notion of a functional in the derivative. Moreover, they appear to be more appropriate for the more general case of a convex functional. In fact, in the case F is the segment-line, then for the functional described in (1.3) with A = [0, 1], (1.5) holds with σ = 2 and θ = 2. In the case of general fractals it appears to be too restrictive to require that σ and θ are constant. Thus, I will prove that (1.5) holds for fixed σ ∈]0, 1] and θ continuously depending on the restriction of v to V (0) . Note that by continuity, (1.5) is easily seen to hold for some θ depending on v, and it is instead a nontrivial requirement that θ only depends on the restriction of v to V (0) . I will prove, in fact, a more precise statement (see Theorems 6.1 and 6.2) which is in some sense, an analog to the statement for quadratic form. Namely, suppose given a convex functional E (not necessarily a quadratic form) from R V (0) to [0, +∞[ having certain additional properties, which are described in Section 3. One of them, in particular, states that E approximates an eigenform when the function u on R V (0) tends to 0. Then, we can associate to E a unique semicontinuous functional E from R F to R such that a) E is self-similar in the sense of (1.5) with θ continuously depending on the restriction of v to V (0) b) E(u) = min E(v) where the minimum is taken over the functions defined from F with values into R that amount to u on V (0) . Moreover the function v realizing the minimum attains its maximum and its minimum on V (0) . In the case of the segment-line [0, 1] the functional E defined in (1.3) is associated to E defined by E(u) = F v(1) − v(0) .
Notation.
In the present Section, I fix the general setting and give the preliminary results. In view of (1.1), we can define a fractal by giving a finite set Ψ of contractions ψ i . In order to define the fractal, I here follow an approach similar to that introduced in [1] and already discussed in previous papers of mine (see e.g., [6] ). Let Ψ = ψ 1 , ..., ψ k be a set of oneto-one maps defined on a finite set V = V (0) = P 1 , ..., P N (not necessarily a subset of R ν ), with 2 ≤ N ≤ k, and put
We require that for each j = 1, ..., N
Here, we say that V (1) is connected if for every i, i ′ = 1, ..., k we can find a sequence of indices i 0 , ..., i h = 1, ..., k such that i 0 = i, i h = i ′ , and V i s−1 ∩ V i s = ø for every s = 1, ..., h,
Given a set Ψ of maps satisfying the previous properties, we can construct a self-similar finitely ramified fractal F (Ψ) or simply F (embedded in a metric space) having Ψ (more precisely a set of maps whose restrictions to V (0) form Ψ) as the set of contractions. We can in fact construct different fractals with that property, but they are "isomorphic". More precisely, F has the following properties. P 1 ) F is a compact and connected metric space with distance d containing V
P 2 ) We can extend ψ i as one-to-one maps from F into itself such that
Every ψ i is a similarity on F which we can suppose to have as factor 1 2 . More precisely
) and more generally, we define
for every subset A of F . Moreover, we put
..,i n . It can be easily proved that the sequence of sets V (n) is increasing in n, and that its union V (∞) is dense in F . We can characterize the continuity of a function from F to R or the uniform convergence of v n to v on F in terms of the behavior on the sets
is uniformly continuous if and only if
Proof. The proof of i) is standard (see for example [5] ). The idea is that
0, combined with the fact that, by P 4 ),
The proof of ii) is trivial as
..,i n .
I now recall the notion of Dirichlet forms on V (0) , and the renormalization operator defined on it. Let J = {{j 1 , j 2 } : j 1 , j 2 = 1, ..., N, j 1 = j 2 }. I will denote by D(V (0) ) or simply D the set of the Dirichlet forms on V (0) , invariant with respect to an additive constant, i.e., the set of the functionals E from R
where the coefficients c {j 1 ,j 2 } (E) (or simply c {j 1 ,j 2 } ) of E are required to be nonnegative. I will denote by D(V ) or simply D the set of the irreducible Dirichlet forms, i.e., E ∈ D if E ∈ D and moreover E(u) = 0 if and only if u is constant. Now, the renormalization operator Λ is defined as follows. For every u ∈ R
An eigenform is an element E of D such that Λ(E) = ρE for some positive ρ, which is called eigenvalue of E. Given an eigenform E with eigenvalue ρ, we can associate an "energy" E on F in the following way. For every n ∈ N let S n (E) be defined as
, it can be easily proved that the sequence S n (E)(v) is increasing, thus tends to a (possibly infinite) limit which I denote by E(v).
Energies on V (0) .
In this Section, I will generalize the previous definitions from the case of Dirichlet forms to that of certain classes of convex functionals. First of all, we need some generalizations of the definition of L(u). For every u ∈ R V (0) , θ > 0, and E : R
where R F denotes the set of the continuous functions from F into R. We now define analogs of S 1 (E) and Λ(E), but depending on θ. Let
We will see that, when E satisfies reasonable conditions, the infimum in the definition of Λ (θ) (E)(u) is in fact a minimum, but unlike the case of Dirichglet forms, there is no reason in general that it is taken at a unique point. We denote by
I will now introduce some classes of functionals E suitable for our aims. I first require some minimal properties which guarantee some general results. Let A 1 be the set of
is an analog of the well-known Markov property and in D is related to the requirement that c {j 1 ,j 2 } ≥ 0. I now state some standard properties of S (θ) (E) and of Λ (θ) (E).
and every constant c we have
Proof. The proofs of i) and iii) are almost trivial, and the proof of ii) is a standard argument (see for example Lemma 2.4 ii) in [ ] for a proof in a similar case).
Lemma 3.2. For every E ∈ A 1 , every u ∈ R V (0) and every t ≥ 1, we have E(tu) ≥ tE(u).
Proof. This immediately follows from the convexity of E and the condition E(0) = 0.
and Osc(u) ≥ 1.
Proof. Let u be a nonconstant element of R V (0) . Then, there exist j 1 and j 2 such that Osc(u) = |u(P j 2 ) − u(P j 1 )|. Hence, ||u − u(P j 1 )|| ≥ Osc(u) and, also using Lemma 3.2 we have
where c := min
Lemma 3.4. For every E ∈ A 1 , θ > 0 and u ∈ R V (0) the sets H E,(θ) (u) and H ′ E,(θ) (u) are nonempty compact and convex. Proof. As V (1) is connected, we can find a positive integer n having the following property: for every Q, Q ′ ∈ V (1) there exists i = 1, ..., k such that
Thus, in view of Lemma 3.3 we have
so that, S (θ) (E) being continuous, it has a minimum on the closed set L(u), in other words H E,(θ) (u) is nonempty. The compactness of H E,(θ) (u) easily follows from (3.2), and the convexity of H E,(θ) (u) easily follows from the convexity of S (θ) (E) which in turn immediately follows from the convexity of E. We deduce from this also the compactness and the convexity of
Lemma 3.5. For every E ∈ A 1 , every σ > 0 and every nonconstant u ∈ R V (0) , there exists a unique θ σ,E (u) > 0 such that Λ (θ σ,E (u)) (E)(u) = σE(u). Moreover, for every σ > 0 and E ∈ A, the map θ σ,E is continuous from the set of nonconstant u ∈ R 
On the other hand, by Lemma 3.3 and (3.1) we obtain Λ (θ) (E)(u) −→ θ→+∞ +∞. Moreover the map θ → Λ (θ) (E)(u) is continuous by Lemma 3.1, and strictly increasing. The latter property holds as the map θ → § (θ) (E)(v) is strictly increasing for every nonconstant v ∈ R V (1) . Now, the existence and uniqueness of θ σ;E (u) easily follows, as well as the continuity of θ σ;E .
We define A 2 to be the set of E ∈ A 1 such there exists E having the following properties:
a) E satisfies all properties in the definition of A 1 except possibly for the fact that in Q 4 ) we do not require that the inequality is strict if (u ∧ a) ∨ b = u.
b) E is p-homogeneous, c) E is an eigenform for Λ (1) , in other words, there exists ρ > 0 such that
Lemma 3.6. If E ∈ A 2 and c is a constant function in R
Proof. Given ε > 0 let δ > 0 be such that
Of course (3.3) holds also if u ∈ R V (0) is nonconstant and Osc(u) < δ, as in such a case, in view of Q 2 ), we can replace u by u − u(P j ). Take now u with Osc(u) < min δ, δ θ ,
(u) and use t = σ(1 + ε) −2 . We have Osc(θv) ≤ θOsc(u) < δ, and
where in the inequalities comparing E and E we have used (3.3), so that θ σ,E (u) ≥ σ ρ(1 + ε) 2 1 p . Let now v ∈ H ′ E,(θ) (u) and use t = σ(1+ε) 2 . We have Osc(θv) ≤ θOsc(u) < δ, and
If E ∈ A 2 , we now put θ σ,E (u) = σ ρ 1 p if u is constant, so that, by Lemma 3.3 the map θ σ,E is continuous on all of R V (0) . Also, if E ∈ A 2 (or more generally if E ∈ A 1 provided u is nonconstant) define
Moreover, let H ′ σ;E (u) be a specific element of H ′ σ;E (u) (which we choose arbitrarily). We now define a new subclass of A 1 . Namely, let A 3 be the set of E ∈ A 1 such that
, and v(P ) ≥ 0 for P such that u(P ) = min u and v(P ) = 0 for P such that u(P ) > min u, then
We put A 4 = A 2 ∩ A 3 . The following Lemma is in some sense a variant of Q 5 ), where we assume stronger conditions on u and v and in fact does not depend on Q 5 ).
Lemma 3.7. If E ∈ A 1 and u, v ∈ R V (0) , u nonconstant, and for some θ > 0 we have v(P ) = 1 for P such that u(P ) = min u and v(P ) = 0 for the other P , then
Proof. We can and do assume θ = 1, as the general case can be easily reduced to this one. Let m =: min u, m ′ := min{u(P j ) : u(P j ) > m}, and take t ∈]0, m ′ − m[. Let A = {P ∈ V (0) : U (P ) = min u}. Then, we have u + tv = (u ∧ max u) ∨ (min u + t), thus, by Q 4 ) we have E(u + tv) < E(u). As E is convex, then
Lemma 3.8. If E ∈ A 3 and u is nonconstant, then for every θ > 0 we have
u) and, by Q 4 ) we have S (θ) (E)(ṽ) < S (θ) (E)(v). Hence, it suffices to prove that, for every given v ∈ L ′′′ (u), then
for positive t. Then, 
thus for some positive t we have S (θ) (E)(w t ) < S (θ) (E)(v). Moreover, w t ∈ L(u) as χ B = 0 on V (0) .
Energies on the fractal.
In Section 2, we saw that the functionals S n (E) increasingly converge to a self-similar energy defined on all of the fractal when E ∈ D. In this Section, we will study analogous notions when E ∈ A 1 , but based on S (θ) . Recall that, for every θ > 0 we have defined 
S n;σ,θ (E) = 1 σ n S n;θ (E), E n,σ,E = S n;σ,θ σ,E (E) Note that S 0;θ (E) = E. The following property will be useful. Proof. By definition, for every θ > 0 we have S (θ) (E)(v) ≥ Λ (θ) (E)(v| V (0) ) and the equality holds if and only if v ∈ H E,(θ) (v| V (0) ). To obtain the Lemma it suffices to use θ = θ σ;E . Lemma 4.2. Given E and θ as above, we have i) If E is continuous, then S n;σ,θ (E) is continuous on R
Proof. i) follows from the continuity of θ. We prove ii). In view of (4.1), (4.2) and the definition of θ σ,E , we have
We have so proved ii) and iii) follows immediately from ii). iv) By Lemma 4.1, iv) holds for n = 0. The general case, in view of ii), follows by recursion as the map E → S σ,θ (E) is increasing.
. It easily follows from Lemma 4.2 iv) that such a limit exists. We equip R Moreover, it is self-similar in the sense that
, hence by Lemma 4.2 i) E ∞,σ,E is the supremum of continuous functionals, thus is lower semicontinuous. The selfsimilarity follows from Lemma 4.2 iv. In fact, for every v ∈ R V (ω) we have
5. Some Lemmas.
Lemma 5.1. Given E ∈ A 3 , for every real numbers a, b with 0 < a ≤ b, there exists
Proof. By contradiction, if the Lemma is false, we find u n ∈ R V (0) and we can and do assume u n (P 1 ) = 0, and θ n such that Osc(u n ), θ n ∈ [a, b] and v n ∈ H E,(θ n ) (u n ) and 
Proof. Given η > 0, there exists δ η > 0 such that if Osc(u) < δ η , then
By Lemma 3.6 we deduce that there exist δ ′ > 0 such that, if Osc(u) < δ ′ , then, as ρ < 1,
with Osc(u) < δ, and v ∈ H ′ σ,E (u), and let θ = θ σ,E (u). Note that Osc(u) < δ η , hence E(u) ≤ (1 + η) E(u). Moreover, for every i = 1, ..., k we have
where θ = θ σ,E , for all n and i 1 , ..., i n . Proof. We have
and, in view of Lemma 3.3, we conclude.
The main results.
Theorem 6.1. If E ∈ A 4 , then for every σ ∈]0, 1] and u ∈ R
Proof. Let v 0 := u. We are going to prove that, given v n ∈ R
we can extend v n to a function v n+1 ∈ R V (n+1) satisfying (6.1) with n + 1 in place of n. Put θ := θ σ,E and, for every i 1 , ..., i n = 1, ..., k, we define
(1) and i 1 , ..., i n = 1, ..., k, and we put
Such a definition is correct. We have to prove that, if
. To prove this, note that by
, thus by the definition of w i 1 ,...,i n we have
Also, if Q ∈ V (n) , then we can choose Q 1 ∈ V (0) , and the above argument shows that v n+1 (Q) = v n (Q), so that v n+1 is in fact an extension of v n . Next,
In particular, for every Q ∈ V (1) we have min
Next, in view of Lemma 4.1, (6.2) and Lemma 4.2 ii), we get
Thus, taking also into account (6.3), v n+1 satisfies (6.1) with n + 1 in place of n. As (6.1) is trivially satisfied for n = 0, we have constructed a function v on V (∞) as the extension of every v n , and, in order to prove the Theorem, it suffices to show that v that be extended continuously on F , and in order to obtain this, it suffices in turn to prove that v is uniformly continuous on V (∞) . Hence, in view of Lemma 2.1 i) it suffices to prove that
Here, of course, the oscillation is on V (∞) , but in view of (6.3), we have
and also,
We are going to prove (6.4). If Osc(u) = 0, then, in view of (6.5), Osc(v • ψ i 1 ,...,i n ) = 0 for every i 1 , ..., i n = 1, ..., k and (6.4) is trivial. Thus, suppose Osc(u) > 0, fix ε ∈]0, Osc(u)] and consider a sequence (i 1 , i 2 , ..., i n ). Let
where δ is defined in Lemma 5.2. Then, by Lemma 5.3, (6.2) and Lemma 5.1, if h ∈ F i 1 ,...,i n we have
Therefore, if h ∈ F i 1 ,...,i n we have
Thus, if F i 1 ,...,i n has at least
elements, in view also of (6.5), we have Osc(v • ψ i 1 ,...,i n ) < ε. On the other hand, if we have s consecutive elements h, ..., h + s − 1 in {0, 1, ..., n − 1} \ F i 1 ,...,i n by Lemma 5.2, (6,2) and the homogeneity of E we have
Now, let m, M be defined as
If s is such that ..,i h+s < ε, so that, by (6.5) Osc v • ψ i 1 ,...,i n < ε. If n > Cs, then for every i 1 , ..., i n = 1, ..., k, either F i 1 ,...,i n has at least C elements, or there exist s consecutive elements in {0, 1, ..., n − 1} \ F i 1 ,...,i n , thus in any case Osc(v • ψ i 1 ,...,i n ) < ε, and we have proved (6.4).
Theorem 6.2. For every E ∈ A 4 and every σ ∈]0, 1], E ∞,σ,E is the only functional E from R F to R satisfying the following a) E is lower semicontinuous on R F with respect to the L ∞ metric b) there exists θ ∈ Θ such that E = S σ,θ (E). 
E(w).
Proof. By Lemma 4.3 E ∞,σ,E satisfies a) and b). Moreover, by Lemma 4.2 iv) and Theorem 6.1, it also satisfies c). I will now prove that E ∞,σ,E is the unique functional satisfying a), b) and c). Suppose E satisfies a), b) and c). Note that θ ,i 1 ,...,i n (v) only depends on v| V (n−1) , and this can be proved by recursion. Now, as b) holds, then By an argument similar to that used in the proof of Theorem 6.1 we see that such a definition is correct and that v n = v on V (n) , hence θ ,i 1 ,...,i n (v) = θ ,i 1 ,...,i n (v n ). It follows that E(v) ≥ E(v n ) for every n. In fcat, using (6.7) both for v and for v n and (6.8) we get E θ ,i 1 ,...,i n (v)v| V (n) • ψ i 1 ,...,i n so that E(v) is determined by E.
