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Abstract
We develop a homotopy theory of L∞ algebras based on the Law-
rence-Sullivan construction, a complete differential graded Lie alge-
bra which, as we show, satisfies the necessary properties to become
the right cylinder in this category. As a result, we obtain a general
procedure to algebraically model the rational homotopy type of non-
connected spaces.
Introduction
It has been known for a long time, probably since the work of Gerstenhaber
[14] in the first case and that of Quillen [30] in the second, that deformation
functors on associative algebras and rational homotopy types of spaces are
governed by differential graded Lie algebras together with solutions of the
classical Maurer-Cartan equation modulo gauge equivalence. Also, in this
two contexts, L∞ algebras are proven to be the right objects to attack certain
problems in which the rigidity of classical differential graded Lie algebras
was an obstacle.
However, the available closed model structures on the categories of un-
bounded differential graded Lie algebras or L∞ algebras no longer fully
reflect the homotopy properties of their realizations.
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In this paper, having as goal shaping algebraically the rational homotopy
type of non-connected spaces, we develop a precise and functorial homotopy
theory of L∞ algebras based on a particular complete differential graded Lie
algebra, namely the Lawrence-Sullivan construction [24].
To this end we prove the following, which may also be of independent
interest: first, we “approximate” the linear dual of the standard acyclic al-
gebra, model of a point, Λ(t, dt), by a cocommutative differential graded
coalgebra B; see Definition 3.3. Next, we consider a simple acyclic differen-
tial vector space V = 〈y, z, c〉 with c of degree one, y and z of degree zero
and dc = y−z. Then, we prove that (V, d) is a deformation retract of (B, δ)
V 

// B ffoo
in such a way that the inherited A∞ coalgebra structure on V , via the
classical perturbation theorem known nowadays as the homotopy transfer
theorem, or equivalently, the inherited differential graded algebra structure
on T̂ (s−1V ) is precisely the universal enveloping algebra of the Lawrence-
Sullivan construction (see Theorem 3.5 for a precise statement).
This is crucial to show later on that the Lawrence-Sullivan construction
is in fact the right cylinder to develop the homotopy relation in Maurer-
Cartan elements of L∞ algebras. We immediately prove afterwards that this
notion coincides with the several equivalent ones, broadly used by experts
nowadays, both in rational homotopy and deformation theory.
As we said, we are able to use this detailed theory to present a procedure
to construct algebraic models which fully describe the rational homotopy of
non-connected spaces. Starting with an arbitrary family of nilpotent spaces
of finite type and some choice for their algebraic models, we are able to glue
them together and obtain a differential graded Lie algebra whose classical
geometric realization via simplicial cochains, is precisely the rationalization
of a non-connected space having the original family as components (see
Theorem 6.4).
As a result of this we see, for instance, that, as expected from its func-
torial properties and its fundamental role as a cylinder of this theory, the
Lawrence-Sullivan construction is a model of the disjoint union of the inter-
val and an external point. This procedure may also reveal, at least up to
homotopy, the geometry reflected by the generalized Quillen construction
of the A∞ coalgebra structure on the chains of a cell complex given in [31,
Appendix] or [24].
The paper is organized as follows. The first section contains the fun-
damental definitions and basic facts on L∞ algebras and their geometric
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realization functor. In Section 2 we present in detail, and with the neces-
sary restrictions, the one-to-one correspondence between the Maurer-Cartan
set of a given L∞ algebra L with based maps from the zero sphere S
0 into
the realization of L, that is, with points of this space. We also show that
Maurer-Cartan elements are preserved in the standard way, and it becomes
a functor to the category of sets, only with the appropriate restrictions. In
Section 3 we introduce the Lawrence-Sullivan construction, present its func-
torial properties and prove that it can be obtained as an inherited infinity
structure from the standard acyclic coalgebra. We use this construction as
a cylinder to introduce the homotopy relation of Maurer-Cartan elements
of a given L∞ algebra in Section 4. We see that this is the natural link to
unify different approaches to homotopy in this setting. Section 5 is devoted
to localize componentwise, both algebraically and geometrically, a given L∞
algebra, and to precise the homotopy invariance of this procedure. Finally,
in Section 6 we present the mentioned algorithm to obtain models of the
rational homotopy type of non-connected spaces.
We finish by remarking that, throughout this article, commonly believed
and widely used extensions of classical geometrical properties of Lie algebras
to L∞ algebras are true only when some restrictions (quite severe in some
cases) are imposed. For instance, and independently from finiteness and or
bounding assumptions, “mildness conditions” (see next section for a precise
definition) on L∞ algebras and their morphisms are required to functorially
define their cochain algebras, even if one wants to consider complete cochains
or limit of cochains in a good chosen filtration of the L∞ algebra. Also,
to build a consistent theory, the set of Maurer-Cartan elements should be
preserved by morphisms in the standard way. However, we see that this
is the case only when technical finiteness restrictions are assumed. The
same kind of considerations and restrictions apply to the broadly extended
principle by which Maurer-Cartan elements of a given L∞ algebra L are in
bijective correspondence with the augmentations of the cochain algebra of
L.
Acknowledgements. We thank the referee, not only for for his/her price-
less suggestions and corrections which have substantially improved both the
content and the presentation of the paper, but also, for his/her endless pa-
tience with the authors during the review process. We also thank Prof.
Jim Stasheff and Prof. Vladimir Dotsenko for his kind comments and his
valuable suggestions on the first manuscript of this work.
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1 Algebraic models of L∞ structures
With the aim of fixing notation, we give in this section some definitions
and sketch some results we will need on L∞ structures, particularly the
ones coming from their interaction with rational homotopy theory. For the
latter, [12] is a standard reference while a good geometric and homotopy
oriented introduction to L∞ algebras can be found in [15, 21].
We begin by setting some general assumptions. Abusing notation, we
will denote in the same way a given category, always written in bold face,
and the class of its objects. The coefficient field for any algebraic object
K is assumed to be of characteristic zero. Any graded object is considered
Z-graded unless explicitly specified otherwise. The degree of a homogeneous
element x in such an object will be denoted by |x|. No finite type assump-
tions will be made throughout the paper. Thus, whenever a basis {vi}i∈I of
a homogeneous vector space V is fixed, a vector of the dual V ♯ will be writ-
ten as a formal series
∑
i∈I λiv
♯
i representing the map {vi}i∈I → K which
sends each vi to λi.
Our graded coalgebras are coassociative, generally cocommutative, but
are not assumed to have a counit neither to be coaugmented. It is known
however, that the functor C 7→ ker ε which assigns to each coaugmented
graded coalgebra the kernel of the coaugmentation ε : C → K provides
an equivalence between the categories of coaugmented graded coalgebras
and graded coalgebras. The inverse functor sends (C,∆) to the augmented
graded coalgebra (Ku ⊕ C,∆′) in which u is a degree zero element, ∆′u =
u⊗ u and ∆′c = u⊗ c+ c⊗ u+∆c. We will use this equivalence whenever
we need to coaugment any given graded coalgebra. On the other hand, our
graded algebras are assumed to have a unit which is preserved by morphisms.
An L∞ algebra structure on a graded vector space L, denoted sometimes
by (L, {ℓk}k≥1), is a collection of linear maps, called brackets, ℓk, k ≥ 1, of
degree k − 2
ℓk = [ , ... , ] : ⊗
k L→ L,
which satisfy:
(1) ℓk are graded skew-symmetric, i.e., for any k-permutation σ,
[xσ(1), ... , xσ(k)] = sgn(σ)εσ [x1, ... , xk ],
where εσ is the sign given by the Koszul convention.
(2) The following generalized Jacobi identities hold:
n∑
i=1
∑
σ∈S(i,n−i)
sgn(σ)εσ(−1)
i(n−i)
[
[xσ(1), ... , xσ(i)], xσ(i+1), ... , xσ(n)
]
= 0.
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By S(i, n−i) we denote the (i, n−i) shuffles whose elements are permutations
σ such that σ(1) < ... < σ(i) and σ(i+ 1) < ... < σ(n).
Recall that L∞ structures in L are in one-to-one correspondence with
codifferentials on the non coaugmented cofree cocommutative coalgebra Λ+sL
cogenerated by sL, in which s denotes suspension, i.e., (sL)k = Lk−1. In-
deed, a codifferential δ on Λ+sL is determined by a degree −1 linear map
Λ+sL → sL which is written as the sum of linear maps δ(k) : ΛksL → sL,
k ≥ 1. Then the operators {ℓk}k≥1 on L and the codifferential δ on ΛsL are
uniquely determined by each other via
ℓk = s
−1 ◦ δ(k) ◦ s⊗k : ⊗k L→ L,
δ(k) = (−1)
k(k−1)
2 s ◦ ℓk ◦ (s
−1)⊗k : ΛksL→ sL.
As ℓ1 is simply a differential on L, we often refer to it as ∂.
Note that, via the equivalence above, we may identify the cocommu-
tative differential graded coalgebra, CDGC henceforth, (Λ+sL, δ) with the
CDGC (ΛsL, δ), naturally coaugmented by the new δ-cycle 1 ∈ ΛsL. In
what follows, we denote by C∞(L) = (ΛsL, δ) this coaugmented CDGC
corresponding to the L∞ structure on L.
Given two L∞ algebras L and L
′, a morphism of L∞ algebras or an L∞
morphism is a CDGC morphism,
f : C∞(L) = (ΛsL, δ)→ (ΛsL
′, δ′) = C∞(L
′).
Observe that f is determined by πf : ΛsL→ sL′ (π denotes the projection)
which can be written as
∑
k≥1(πf)
(k), where (πf)(k) : ΛksL → sL′. Note
that, as before, the collection of linear maps {(πf)(k)}k≥1 is in one to one
correspondence with a system {f (k)}k≥1 of skew-symmetric maps of degree
1 − k, where f (k) : ⊗k L → L′. Indeed each f (k) is uniquely determined by
(πf)(k) as follows:
f (k) = s−1 ◦ (πf)(k) ◦ s⊗k,
(πf)(k) = (−1)
k(k−1)
2 s ◦ f (k) ◦ (s−1)⊗k.
Observe that, as in the relation between ℓk and δ
(k), the sign (−1)
k(k−1)
2 is
needed to have the above equalities.
The fact that f is a CDGC morphism is equivalent to state that the
system {f (k)}k≥1 satisfies an infinite sequence of equations involving the
brackets ℓk and ℓ
′
k, k ≥ 1:
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ℓ′1f
(1) = f (1)ℓ1, i.e., f
(1) : (L, ℓ1)→ (L
′, ℓ′1) is a differential map,
ℓ′1
(
f (2)(x⊗ y)
)
+ ℓ′2
(
f (1)(x)⊗ f (1)(y)
)
=
= f (1)
(
ℓ2(x⊗ y)
)
+ f (2)
(
ℓ1(x)⊗ y − (−1)
|x|x⊗ ℓ1(y)
)
, (1)
· · · · · · · · ·
Abusing notation, and whenever there is no ambiguity, we shall often
denote an L∞ morphism simply by f : L → L
′. An L∞ morphism f is
a quasi-isomorphism if f (1) : (L, ℓ1)
≃
→ (L′, ℓ′1) is a quasi-isomorphism of
differential graded vector spaces, or equivalently, if f : C∞(L)
≃
→ C∞(L
′) is a
CDGC quasi-isomorphism.
Definition 1.1. As we do not want to restrict to L∞ algebras which are
nilpotent or nilpotently filtered, see Remark 1.7 below, a Maurer-Cartan
element of an L∞ algebra is an element z ∈ L−1 for which ℓk(z, k. . . , z) = 0
for k sufficiently large and
∞∑
k=1
1
k!
ℓk(z, k. . . , z) =
∞∑
k=1
1
k!
[z∧k] = 0.
Observe that, whenever (L, ∂) is a differential Lie algebra, DGL henceforth,
i.e., an L∞ algebra such that ℓk = 0 for k ≥ 3, then z ∈ L−1 is a Maurer-
Cartan element if
∂z = −
1
2
[z, z].
We will denote the set of Maurer-Cartan elements in L by MC(L).
Given an L∞ algebra L and z ∈ MC(L), define the perturbation of ℓk by
z as
ℓzk(x1, . . . , xk) = [x1, . . . , xk]z =
∞∑
i=0
1
i!
ℓi+k(z, i. . . , z, x1, . . . , xk).
Whenever the above sum is always finite, (L, {ℓzi }) is again an L∞ algebra
[15, Proposition 4.4] which will be denoted by Lz.
Given an L∞ algebra L and a commutative differential graded algebra
A, CDGA from now on, the tensor product L ⊗ A inherits a natural L∞
structure with brackets
ℓ1(x⊗ a) = ∂x⊗ a+ (−1)
|x|x⊗ da,
ℓk(x1 ⊗ a1, . . . , xk ⊗ ak) = εℓk(x1, . . . , xk)⊗ a1 . . . ak, k ≥ 2,
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where ε = (−1)
∑
i>j |xi||aj | is the sign provided by the Koszul convention.
Realization of L∞ algebras is done via the cochain functor. Hence, with
the only purpose of unambiguously defining this functor, we need to con-
strain the class of L∞ algebras we work with.
Definition 1.2. An L∞ algebra L is mild if every bracket is locally finite,
i.e., for any a ∈ L there are finite dimensional subspaces Sk ⊂ ⊗
kL, k ≥ 1,
which vanish for k sufficiently large, and such that
ℓ−1k 〈a〉 ⊂ ker ℓk ⊕ Sk.
Here, 〈a〉 denotes the linear subspace spanned by a. Note that if L is
mild and z ∈ MC(L), then Lz is also mild.
Remark 1.3. Observe that, even finite type and bounded L∞ algebras are
not necessarily mild. Indeed, the L∞ algebra L = L−1⊕L−2 with L−1 = 〈a〉,
L−2 = 〈b〉 and ℓk(a, . . . , a) = b for any k ≥ 1, is clearly not mild. Also, mild
L∞ algebras do not satisfy in general finiteness or bounding properties. For
instance, any non finite type, non bounded abelian L∞ algebra (ℓk = 0 for
all k ≥ 1) is trivially mild.
Definition 1.4. Given L a mild L∞ algebra, choose a homogeneous basis
{zi} of L and denote by V ⊂ (sL)
♯ the subspace of the dual of sL generated
by the forms {vi} in which vi(szr) = δ
r
i . We then define the commutative
differential graded algebra C∞(L) of cochains on L as the free commutative
algebra ΛV endowed with the differential d =
∑
k≥1 dk with dkV ⊂ Λ
kV ,
naturally induced by the L∞ structure on L via the pairing above:
〈dkv; sx1 ∧ · · · ∧ sxk〉 = ε〈v; sℓk(x1, . . . , xk)〉, (2)
where ε = (−1)|v|+
∑k−1
j=1 (k−j)|xj |. This sign arises by thinking of dk as the
dual of δ(k), and writing δ(k) in terms of the corresponding ℓk.
Note that this construction is independent of the choice of a basis because
V is a subspace of (sL)♯ consisting of linear forms which vanish outside a
finite dimensional subspace of sL.
Observe that mildness is essential for d to be well defined. Indeed, the
condition ℓ−1k 〈a〉 ⊂ ker ℓk ⊕ Sk is equivalent to the fact that, for any k ≥ 1
and any generator v ∈ V , dkv is a finite sum. The condition that Sk = 0 (or
equivalently ℓ−1k 〈a〉 ⊂ ker ℓk) for k sufficiently large, translates to the fact
that, again for any generator v ∈ V , dkv = 0 for k sufficiently large.
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Observe that, for a mild L∞ algebra L of finite type, C
∞(L) = (Λ(sL)♯, d)
with the differential defined by equation (2). Note also that, even if L is of
finite type and bounded, it is essential to assume mildness so that, for each
v ∈ V , dkv is well defined and eventually null. Observe also that, whenever
(L, ∂) is a finite type, positively graded DGL, then C∞(L) is the classical
cochain algebra on (L, ∂); see [12, §23].
The construction C∞(−) does not define a functor unless we also restrict
the class of L∞ morphisms.
Definition 1.5. An L∞ morphism φ : (ΛsL, d)→ (ΛsM, d) is mild if every
φ(k) is locally finite, i.e., if for any a ∈ M there are finite dimensional
subspaces Sk ⊂ ⊗
kL, k ≥ 1, which vanish for k sufficiently large, and such
that φ(k)
−1
〈a〉 ⊂ ker φ(k) ⊕ Sk.
Definition 1.6. Given a mild L∞ morphism φ : (ΛsL, d)→ (ΛsM, d), define
C∞(φ) : C∞(M)→ C∞(L)
as the following CDGA morphism: write C∞(L) = ΛV , C∞(M) = ΛW .
Then, on W , C∞(g) =
∑
k≥1 C
∞(g)k, with each C
∞(g)k : W → Λ
kV given
via the pairing,
〈C∞(g)kw; sx1 ∧ · · · ∧ sxk〉 = ε〈w; sg
(k)(x1 ⊗ · · · ⊗ xk)〉 (3)
where ε = (−1)
∑k
j=1(k−j)|xj|. Again, this sign comes from setting first
C∞(g)k as the induced by the dual of (πg)
(k) and then, writing this map
in terms of g(k).
Observe that the assumption φ(k)
−1
〈a〉 ⊂ ker φ(k) ⊕ Sk is equivalent
to say that, for each w ∈ W , C∞(φ)k(w) is a finite sum, and thus it is
well defined. On the other hand the requirement Sk = 0 (or equivalently,
φ(k)
−1
〈a〉 ⊂ ker φ(k)) for k sufficiently large, translates to the fact that, for
each w ∈W , C∞(φ)k(w) = 0 for k sufficiently large, and thus C
∞(φ) is well
defined.
Note also that an L∞ morphism between mild L∞ algebras is not nec-
essarily mild.
From now on we denote by L∞ the category of mild L∞ algebras and
mild morphisms. Even imposing finiteness and bounding assumptions, the
following remark shows that L∞ is the most general category in which the
free cochain functor can be properly defined. We also see that mildness and
nilpotency are conceptually different notions.
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Remark 1.7. (i) Observe that the CDGA C∞(L)
♯, dual of (ΛsL, d), is not
isomorphic to Λ(sL)♯ unless very strict restrictions are assumed. Indeed,
if U is a graded vector space of finite type, bounded (below or above) and
U0 = 0, the proof in Proposition 23.1 of [12] shows that (ΛU)
♯ ∼= ΛU ♯.
However, for instance, if U is of finite type but U0 is non-trivial, ΛU0 is of
infinite countable dimension and so is (ΛU)p = ΛU0 · (ΛU)p for each p ∈ Z.
Hence, its dual (ΛU)♯p is of infinite uncountable dimension in contrast to
the countable dimension of (ΛU ♯)p. In general, the linear (non differential)
projection ΛsL → sL induces an injection (sL)♯ →֒ (ΛsL)♯ which extends
to a (non differential) commutative algebra injection Λ(sL)♯ →֒ C∞(L)
♯.
However, note that even for mild L∞ algebras, equation (2) above does not
define a CDGA structure in Λ(sL)♯.
Even if one wishes to think of the CDGA C∞(L)
♯ as a “free” algebra, the
“generators” are in general infinite series with possibly uncountable terms.
This entails serious convergence problems which can only be solved by, again,
imposing strong restrictions of several kinds in the coefficient field, the L∞
structure of L or in the dual functor.
(ii) It is important to note that mildness and the beautiful notion of
nilpotency in L∞ algebras [15, Definition 4.2] are different. The first is as-
sumed here to have a realization functor via cochains while the latter was
imposed to realize the Maurer-Cartan set as a Kan complex [15, §4] ho-
motopy equivalent to its nerve [15, Corollary 5.9]. For instance, consider
(ΛV, d) the minimal Sullivan model of a wedge of two odd spheres of di-
mension greater than 1. Note that V is of finite type, although infinite
dimensional, concentrated in odd degrees, and the differential is quadratic.
Moreover, there are elements u, vn ∈ V , with n ≥ 1 such that dvn+1 = uvn.
Trivially, (ΛV, d) = C∞(L) for the DGL (L, ∂), in which (sL)♯ = V and the
differential and bracket are induced by d and the product on ΛV respec-
tively. Thus, there are elements in a, bn ∈ L, n ≥ 0 for which [a, bn] = bn+1
and therefore L is not nilpotent while it is obviously mild as it is of finite
type and bounded below. On the other hand, and starting with a free DGL
with zero differential on suitable generators, one may easily impose relations
so that it becomes a non mild and nilpotent DGL.
Definition 1.8. The realization functor,
〈−〉 : L∞ −→ SSet .
is the composition of
C∞ : L∞ → CDGA
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with the Sullivan realization functor, denoted in the same way by
〈−〉 : CDGA→ SSet .
Recall, see for instance [12, §17], that given A a CDGA, 〈A〉 is the simplicial
set in which 〈A〉n = Hom(A, (APL)n), where APL is the simplicial CDGA
given by the differential polynomial forms on the standard simplices, i.e.,
(APL)n = Λ(t1, . . . , tn, dt1, . . . , dtn)
with |ti| = 0 for all i.
Finally, we say that an L∞ algebra L is a model of a space or simplicial
set X if 〈C∞(L)〉 has the homotopy type of X.
2 The Maurer-Cartan functor and CDGA mor-
phisms
We explicitly extend [5, Remark 16] or [15, Proposition 1.1], whose germ
already appears in [30, Appendix B6] to the category L∞. To our knowledge,
this extension is by no means straightforward.
Let (L(u), ∂) be the free Lie algebra generated by the Maurer-Cartan
element u, that is, ∂u = −12 [u, u]. This DGL will play a fundamental role
in what follows. Its cochain algebra is easily computed to yield
C∞(L(u), ∂) ∼= (Λ(x, y), d)
where x and y are generators of degrees 0 and −1 respectively, dx = 0 and
dy = 12(x
2 − x). In fact, as graded vector space L(u) = 〈u, [u, u]〉. Thus, see
Definition 1.4,
C∞(L(u), ∂) =
(
Λ
(
sL(u)
)♯
, d
)
= (Λ(x, y), d)
with x = (su)♯, y = (s[u, u])♯ of degrees 0 and −1 respectively. If we
compute the differential d as in Definition 1.4, the only non vanishing terms
of equation (2) are the following:
〈d1(s[u, u])
♯; su〉 = −〈(s[u, u])♯; s∂u〉 =
1
2
〈(s[u, u])♯; s[u, u]〉 =
1
2
,
〈d2(s[u, u])
♯; su ∧ su〉 = 〈(s[u, u])♯; s[u, u]〉 = 1.
Hence, dx = 0. On the other hand, from the first equation we get that
d1y =
1
2x. Finally, from the second equation, together with the obvious
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equality 〈x2; su ∧ su〉 = 2 we get that d2y =
1
2x
2. However, for practical
and technical purposes in what follows, we will replace x by −x so that
dy = 12(x
2 − x).
It is easy to check that the geometrical realization of (Λ(x, y), d) has the
homotopy type of S0. Moreover, consider as in [13] the CDGA model of S0
given by Qα ⊕Qβ with α and β idempotent elements of degree 0, α2 = α,
β2 = β, with αβ = 0. Note that the identity in this algebra is α+β. Hence,
replacing α by x and β by 1−x, this CDGA is isomorphic to Qx⊕Q(1−x)
with x2 = x, i.e. Λx/(x2 − x), which is precisely the cohomology algebra of
C∞(L(u), ∂) = (Λ(x, y), d).
We begin by the following fundamental auxiliary result.
Lemma 2.1. Let L be an L∞ algebra. Then, for any z ∈ L−1, there exists
a unique L∞ morphism φ : (L(u), ∂)→ L such that
φ(1)(u) = z,
φ(k)(u⊗ . . .⊗ u) = 0, k ≥ 2.
Moreover, z ∈ MC(L) if and only if φ(k)([u, u]⊗ u⊗ . . .⊗ u) = 0 for k large
enough.
Remark 2.2. In particular, any element z of degree −1 of a given L∞ al-
gebra can be written as
∑
i≥1
1
i!φ
(i)(u ⊗ · · · ⊗ u) and thus, independently
of any finiteness or mildness assumption, Maurer-Cartan elements are not
preserved in the standard fashion by L∞ morphisms. Note also that, even
for φ mild, the condition φ(k)([u, u] ⊗ u⊗ . . .⊗ u) = 0 for k large enough is
not automatically satisfied.
Corollary 2.3. Let L be an L∞ algebra of finite type. Then, an element
z ∈ L−1 is Maurer-Cartan if and only if there exists a mild L∞ morphism
φ : (L(u), ∂)→ L such that φ(1)(u) = z and φ(k)(u⊗ . . . ⊗ u) = 0 for k ≥ 2.
Proof. If z ∈ MC(L) the morphism φ of lemma above is obviously mild as
φ(k)([u, u]⊗u⊗ . . .⊗u) = 0 for k large enough. Conversely, if φ is a mild L∞
morphism and L is of finite type, then φ(k)([u, u] ⊗ u⊗ . . . ⊗ u) necessarily
vanishes for k large.
Proof of Lemma 2.1. As (L(u), ∂) is the vector space spanned only by u and
[u, u], with ∂u = −12 [u, u], an L∞ morphism φ : L(u)→ L is simply a CDGC
morphism,
φ : (Λ(su, s[u, u]), δ) −→ (ΛsL, δ),
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which is completely determined by the elements
φ(k)(u⊗ . . .⊗ u), φ(k)([u, u] ⊗ u⊗ . . .⊗ u), k ≥ 1,
satisfying the system (1) of Section 1. In this particular case, if we set
φ(1)(u) = z, φ(k)(u⊗ . . .⊗ u) = 0, k ≥ 2,
and since ℓi = 0, for i ≥ 3 in (L(u), ∂), a direct computation shows that φ
is indeed an L∞ morphism if the following identities hold for any k ≥ 1,
ℓk(z, . . . , z) =
(
k
2
)
φ(k−1)([u, u]⊗ u⊗ · · · ⊗ u)−
k
2
φ(k)([u, u] ⊗ u⊗ · · · ⊗ u),
k∑
j=1
(
k − 1
j − 1
)
ℓj
(
φ(k−j+1)([u, u] ⊗ u⊗ · · · ⊗ u), z, j−1. . . , z
)
= 0. (4)
We will show that φ(k)([u, u]⊗u⊗ . . .⊗u), satisfying the above identities,
are uniquely determined by the formula
φ(k)([u, u] ⊗ u⊗ · · · ⊗ u) = −2(k − 1)!
k∑
i=1
1
i!
ℓi(z, . . ., z). (5)
First of all, for k = 1, the first identity in (4) is simply
ℓ1z = −
1
2
φ(1)[u, u].
Thus, we are forced to define
φ(1)[u, u] = −2ℓ1(z),
as in (5). The second identity in (4) for k = 1 reads ℓ1φ
(1)[u, u] = 0 which
is trivially satisfied:
ℓ1φ
(1)[u, u] = −2ℓ21(z) = 0.
Assume the identities in (4) are satisfied for k− 1 by setting formula (5) for
integers smaller than k.
Again, from the first identity in (4) for k, we are forced to define
φ(k)([u, u]⊗u⊗ ...⊗u) = (k−1)φ(k−1)([u, u]⊗u⊗ ...⊗u)−
2
k
ℓk(z, ..., z). (6)
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Now, by the inductive hypothesis for k − 1, this expression becomes
− 2(k − 1)(k − 2)!
k−1∑
i=1
1
i!
ℓi(z, . . . , z)−
2
k
ℓk(z, . . . , z)
= −2(k − 1)!
k∑
i=1
1
i!
ℓi(z, . . . , z),
which is precisely the equation (5) for k. To finish, we must check that the
second identity in (4) for k,
∑k
j=1
(
k−1
j−1
)
ℓj
(
φ(k−j+1)([u, u] ⊗ u⊗ · · · ⊗ u), z, j−1. . . , z
)
= 0
holds.
For it, replace in this equation φ(k−j+1)([u, u]⊗ u⊗ · · · ⊗ u) by its value
on equation (6) above for k − j + 1. This yields the following, in which we
have avoid the ⊗ sign for simplicity:
∑k
j=1
(
k−1
j−1
)
ℓj
((
(k − j)φ(k−j)([u, u]u...u)− 2
k−j+1ℓk−j+1(z, ..., z)
)
, z, j−1... , z
)
.
Then, this expression splits as
(k − 1)
k−1∑
j=1
(
k − 2
j − 1
)
ℓj
(
φ(k−j)([u, u]u· · ·u), z, j−1. . . , z
)
−
2
k
k∑
j=1
(
k
j − 1
)
ℓj(ℓk−j+1(z, . . . , z), z,
j−1. . . , z)).
By induction hypothesis the first summand is zero as it is the second identity
in (4) for (k−1). The second summand is also zero by the kth higher Jacobi
identity on L.
Now we prove the second assertion. If z ∈ MC(L), then there is an
integer N such that ℓk(z, . . . , z) = 0 for k ≥ N . Therefore, via equation (5),
and for k ≥ N ,
φ(k)([u, u]⊗ u⊗ · · · ⊗ u) = −2(k − 1)!
∞∑
i=1
1
i!
ℓi(z, i. . ., z) = 0.
The converse is also trivially satisfied in light of (5).
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In order to detect Maurer-Cartan elements at the cochain level, let L
be a mild L∞ algebra and let {zj}j∈J and {vj}j∈J be basis of L−1 and V
0
respectively (see Definition 1.4). Then, any z ∈ L−1, written as z =
∑
j λjzj ,
is obviously identified with the linear map V 0 → K sending vj to λj for all
j ∈ J . However, Maurer-Cartan elements of L are not, in general, those z
for which this map can be extended as an augmentation of the cochains, i.e.,
as a CDGA morphism C∞(L) → K. The following examples corroborates
this assertion.
Example 2.4. (1) Let L be the mild L∞ algebra generated by B = {ωi, ν}i≥2,
with |ωi| = −2, |ν| = −1, and where the only non zero brackets on generators
are:
ℓ1(ν) = −ω2, ℓk(ν, . . . , ν) = k!(ωk − ωk+1), k ≥ 2.
Then, C∞(L) = (ΛV, d) in which V is generated by {v, ui}i≥2, with |v| = 0,
|ui| = −1, dv = 0 and dui = v
i− vi−1 for i ≥ 2. Observe that the morphism
C∞(L)→ K sending ui to 0 for all i and v to 1 is a well defined augmentation,
even though ν is not a Maurer-Cartan element.
(2) On the other hand, consider L = L−1 an abelian L∞ algebra, of infi-
nite dimension and concentrated in degree −1. Thus MC(L) = L. Observe
that C∞(L) = (ΛV, 0) where V = V 0 is of the same dimension as L. Thus,
the set Aug C∞(L) of augmentations C∞(L)→ K is in one-to-one correspon-
dence with the set of linear maps V → K, i.e., with V ♯ which has dimension
strictly bigger than that of L. Thus the cardinality of Aug C∞(L) is big-
ger than the cardinality of L. For instance, the augmentation C∞(L) → K
which sends any element of a given basis of V to 1 does not correspond to
any Maurer-Cartan element of L.
Remark 2.5. In light of example (2) above, it is important to note that,
if one considers non-finite type mild L∞ algebras, very special and tech-
nical restrictions are needed to identify the Maurer-Cartan set with the
augmentations of the cochain algebra. For clarity in the exposition, these
conditions, and the particular class of augmentations which correspond to
Maurer-Cartan elements, are made explicit in the final remark at the end
of the section. In the same way, in view of Lemma 2.1 and Remark 2.2,
Maurer-Cartan elements are not preserved by mild L∞ morphisms unless
either finite type is assumed, or again, special restrictions are applied. Thus,
hereafter, and again for the sake of clearness, we restrict L∞ to the class of
mild, finite type L∞ algebras. Nevertheless, the reader may keep in mind
that, in the general case, all of what follows remains true only under the
assumptions in Remark 2.13.
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Definition 2.6. Let g : L → L′ be a morphism in L∞ and z ∈ MC(L).
Define the map MC(g) : MC(L) −→ MC(L′) by
MC(g)(z) =
∑
k≥1
1
k!
g(k)(z ⊗ · · · ⊗ z).
In the next result we see that MC(g) is well defined. Moreover, with the
finiteness type assumptions in the above remark, we identify the Maurer-
Cartan elements of L ∈ L∞ in a functorial way with the set Aug C
∞(L) of
augmentations of C∞(L). We stress here that, to our knowledge, the follow-
ing result and the Corollary 2.11 that follows are not straightforward and do
not follow at once by simply generalizing their classical DGL counterpart of
[5, Remark 16] or [15, Proposition 1.1] (compare to [2, Lemma 2.3] or [11,
Proposition 2.2]).
Proposition 2.7. Let g : L → L′ be a morphism in L∞ and z ∈ MC(L).
Then, MC(g)(z) is indeed a Maurer-Cartan element in L′. That is,
∑
k≥1
1
k!
g(k)(z ⊗ · · · ⊗ z) ∈ MC(L′).
Moreover, the functor
MC: L∞ → Set
is naturally equivalent to the functor
Aug : L∞ → Set
which assigns to g : L → L′ the map Aug (g) : Aug C∞(L) → Aug C∞(L′)
given by composition, Aug (g)(ε) = ε C∞(g).
We prove it from a geometrical perspective and from a based point of
view:
Definition 2.8. A based augmentation of a given CDGA A is a morphism
A→ (Λ(x, y), d) where, as above, (Λ(x, y), d) = C∞(L(u), ∂), that is, x and y
are generators of degrees 0 and −1 respectively, dx = 0, and dy = 12(x
2−x).
Observe that, if we compose any based augmentation of A with
ρ : (Λ(x, y), d) → K, where ρ(x) = 1, we obtain a classical augmentation
A→ K. Conversely, we have the following.
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Lemma 2.9. Let (ΛV, d) be a free CDGA and let Φ ∈ Λ+x such that ρ(Φ) =
1. Then, any augmentation f : (ΛV, d) → K has a unique lifting fΦ to
(Λ(x, y), d) such that, for any v ∈ V 0,
fΦ(v) = f(v)Φ.
Proof. For degree reasons we set fΦ to be zero in V
≥1 and V ≤−2. Let
w ∈ V −1 and write dw = α + β, where α ∈ Λ+V 0 and β ∈ Λ+V 6=0 · (ΛV ).
Then, f(dw) = f(α). Write α = p(v1, . . . , vn) as a polynomial without
constant term in the generators of V 0, and set λi = f(vi), for i = 1, . . . , n.
Then,
p(λ1, . . . , λn) = fd(w) = df(w) = 0.
On the other hand,
fΦ(dw) = p
(
λ1Φ, . . . , λnΦ
)
= P (x),
which is a polynomial in x without constant term, and it satisfies P (1) =
p(λ1, . . . , λn) = 0. Hence P (x) = x(x−1)r(x) and we define fΦ(w) = 2yr(x)
so that dfΦ(w) = fΦ(dw).
Finally, we check that, for any generator u ∈ V −2, fΦ(du) = 0. Indeed,
write fΦ(du) = yQ(x) whose differential
1
2(x
2− x)Q(x) has to vanish. Thus
Q(x) = 0 and the lemma holds.
Remark 2.10. The definition of based augmentation comes from its geomet-
ric counterpart of choosing a non basepoint x1 of a space (X,x0) in the based
category. Moreover, the lemma above exhibit the commutative diagram
Λ(x, y)
ρ

(S0, 1)
zztt
tt
tt
tt
t
ΛV
f
//
fΦ
;;✇✇✇✇✇✇✇✇✇
Q as a model of (X,x0) x1.oo
OO
Proof of Proposition 2.7. We first show that there is a natural bijection
MC(L) ∼= Aug C∞(L).
Choose a basis {zj}
m
j=1 of L−1, set C
∞(L) = (ΛV, d) with V = (sL)♯, and
for each j denote by vj the element (szj)
♯ of V 0.
Given z ∈ MC(L), write z =
∑m
j=1 λjzj and apply Corollary 2.3 (re-
call that L is assumed to be of finite type) to obtain the mild L∞ mor-
phism φ : L(u) → L for which φ(1)(u) = z, φ(n)(u ⊗ · · · ⊗ u) = 0 for
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n ≥ 2. Then, since φ is mild, we can construct the based augmentation
C∞(φ) : (ΛV, d) → (Λ(x, y), d) which sends each vj to λjx. Therefore, the
composition
ρ C∞(φ) : C∞(L)→ K is an augmentation denoted by εz.
Conversely, consider any augmentation ε : (ΛV, d) → K and set ε(vj) =
λj . Lift ε via Lemma 2.9 to a based augmentation εx : (ΛV, d)→ (Λ(x, y), d).
Then, observe that εx = C
∞(φ) for a mild L∞ morphism φ : L(u) → L in
which φ(1)(u) =
∑m
j=1 λjzj and φ
(n)(u ⊗ · · · ⊗ u) = 0 for n ≥ 2. Since L
is of finite type, again by Corollary 2.3, the element z =
∑m
j=1 λjzj is a
Maurer-Cartan element of L.
Thus, the correspondence z ↔ εz establishes the asserted bijection.
Next, we prove the first assertion of the proposition by showing that,
given g : L→ L′ a morphism in L∞, then
MC(g) : MC(L)→ MC(L′)
is identified with
Aug (g) : Aug C∞(L)→ Aug C∞(L′).
For it, let z ∈ MC(L). By the bijection MC(L) ∼= Aug C∞(L), the
Maurer-Cartan element z corresponds to the augmentation in Aug C∞(L)
given by
ρ C∞(φ)
where φ : L(u) → L is the mild L∞ morphism, obtained via Corollary 2.3,
corresponding to z ∈ MC(L). Applying Aug (g) to this augmentation we
obtain,
Aug (g)
(
ρ C∞(φ)
)
= ρ C∞(φ) C∞(g) = ρ C∞(gφ) ∈ Aug (L′).
We will prove that this augmentation corresponds, via again the bijection
MC(L′) ∼= Aug C∞(L′), with the element 1k!
∑
k g
(k)(z⊗· · ·⊗z) ∈ L′−1 which
must be then a Maurer-Cartan element in L′ as stated.
For it, we need to lift this augmentation ρ C∞(φg), via Lemma 2.9, to
a based augmentation εx : C
∞(L′) → (Λ(x, y), d). Observe that εx is, in
general, far from being C∞(gφ) = C∞(φ) C∞(g). Indeed, although the image
of C∞(φ) on degree zero elements is linear on x, the image of C∞(g) may
not be linear on degree zero elements. Let us then describe explicitly εx.
Choose finite basis {zj}j∈J , {z
′
i}i∈I of L−1 and L
′
−1 respectively and
write C∞(L) = ΛW , C∞(L′) = ΛV . Observe that W 0 and V 0 are generated
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by {wj}j∈J and {vi}i∈I where wj = (szj)
♯ and vi = (sz
′
i)
♯ for each i ∈ I and
j ∈ J .
If z =
∑
j λjzj , then C
∞(φ) : C∞(L) → (Λ(x, y), d) is defined on W 0 by
C∞(φ)wj = λjx.
On the other hand, write C∞(g) =
∑
k≥1 C
∞(g)k with C
∞(g)kV ⊂ Λ
kW
and set
C∞(g)k(vi) = Pik +Qik, with Pik ∈ Λ
kW 0 and Qik ∈ Λ
+W 6=0 · ΛW.
Then,
ρ C∞(φ) C∞(g)k(vi) = ρ C
∞(φ)(Pik) = Pik(λj),
where Pik(λj) is the scalar obtained by evaluating the “polynomial” Pik on
the λj’s. Thus, εx is defined on V
0 as,
εx(vi) =
∑
k≥1
Pik(λj)x,
being this a finite sum due to the mildness assumption.
Now that we have explicitly precised the lifting εx of the augmentation
ρ C∞(gφ), we need to identify the Maurer-Cartan element z′ that it repre-
sents. By the first part of the present proof, this element is precisely,
z′ =
∑
i
(∑
k
Pik(λj)
)
z′i.
On the other hand, an easy computation shows that
〈C∞(g)kvi; sz, . . . , sz〉 = k!Pik(λj)
which, in light of (3) of Section 1, let us conclude that
Pik(λj) =
1
k!
〈vi; sg
(k)(z ⊗ · · · ⊗ z)〉.
Therefore,
z′ =
∑
i,k
Pik(λj)z
′
i =
∑
i,k
1
k!
〈vi; sg
(k)(z ⊗ · · · ⊗ z)〉z′i =
∑
k
1
k!
g(k)(z ⊗ · · · ⊗ z)
and the proposition is proved.
Corollary 2.11. Let L ∈ L∞ and A ∈ CDGA such that L⊗A is of finite
type. Then, there is a bijection
MC(L⊗A) = CDGA(C∞(L), A).
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Proof. As L⊗A is mild and of finite type, apply Proposition 2.7, to identify
a given Maurer-Cartan element z of L⊗A with an augmentation
εz : C
∞(L⊗A) ∼= Λ(sL⊗A)♯ → K.
This produces a degree zero linear map (sL)♯ → A which is extended to an
algebra morphism C∞(L)→ A. A straightforward computation shows that
it commutes with differential since εz does. Conversely, any CDGA mor-
phism C∞(L) → A gives rise, by the procedure above, to an augmentation
C∞(L⊗A)→ K.
It is important also to observe that if L ⊗ A fails to be of finite type,
and even if L and A are, MC(L⊗ A) is no longer identified with the set of
morphisms CDGA(C∞(L), A) as shown in the following example. In the
general case, as in Remark 2.5, it is necessary to impose technical finiteness
restrictions in the class of morphisms. Again, this is explicitly detailed in
the Remark 2.13 below.
Example 2.12. Let L =
∑
n<0 L2n+1 be an abelian L∞ algebra (i.e., all
brackets are zero) concentrated in odd negative degrees, with Ln of di-
mension 1 for all n, and let A = (Λx, 0) be the polynomial algebra on a
single generator of degree 2, without constant terms. Clearly MC(L⊗A) =
(L ⊗ A)−1 which is of infinite countable dimension. On the other hand,
C∞(L) = (Λ(y0, y2, y4, . . .), 0) and thus, CDGA(C
∞(L), A) is of infinite,
uncountable dimension.
Remark 2.13. In non finite type mild L∞ algebras, Maurer-Cartan sets are
identified with a very special class of augmentations which we now describe.
For it, let L be a mild L∞ and let f : (ΛV, d) → K be an augmentation
of C∞(L) = (ΛV, d). Choose a complement W ⊂ V 0 of ker f|V0 and write
ΛV = (ΛW )⊕B. We say that f is a Maurer-Cartan augmentation if it has
finite dimensional support, i.e., if W is finite dimensional, and there is an
integer k ≥ 0 such that dV −1 ⊂ (Λ≤kW )⊕B.
Then the same proof as in Proposition 2.7 shows that MC(L) are in
bijective correspondence with Maurer-Cartan augmentations of C∞(L).
More generally, let ϕ : (ΛV, d)→ A be a CDGAmorphism and letW ⊂ V
a complement of kerϕ|V . We say that ϕ is a Maurer-Cartan morphism if it
has finite dimensional support, i.e., if W is finite dimensional, and there is
an integer k ≥ 0 such that dV ⊂ (Λ≤kW )⊕B. Again, the proof in Corollary
2.11 shows that MC(L⊗A) are in one-to-one correspondence with Maurer-
Cartan morphisms from C∞(L) to A.
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Finally, as previously remarked, Lemma 2.1 shows that MC does not
define a functor unless additional restrictions are applied. If finite type is not
assumed, at least one needs to consider mild L∞ algebras for which Im ℓj is of
finite type for all j, and mild L∞ morphisms for which, additionally, Imφ
(j)
are also of finite type for all j. With these restrictions, the functoriality
asserted in Proposition 2.7 remains valid.
3 The Lawrence-Sullivan construction as a
transferred ∞-structure
The Lawrence-Sullivan construction introduced in [24] will play a funda-
mental role in the understanding of the notion of homotopy in L∞. Thus,
it deserves to be carefully presented.
Given V a graded vector space L(V ) denotes the free lie algebra gener-
ated by V . If, in the tensor algebra T (V ) =
∑
n≥0 T
n(V ), we consider the
Lie structure given by commutators, L(V ) is the Lie subalgebra generated
by V . Replacing T (V ) by the complete tensor algebra T̂ (V ) = Πn≥0T
n(V ),
we obtain L̂(V ), the complete free Lie algebra generated by V . A generic el-
ement of T̂ (V ) will be written as a formal series
∑
n≥0 φn with φn ∈ T
n(V ).
Note that T (V ) ⊂ T̂ (V ) and L(V ) ⊂ L̂(V ). The universal enveloping alge-
bra UL(V ) of L(V ) extends to the complete free Lie algebra to produce a
graded algebra Û L̂(V ) = T̂
(
L̂(V )
)
/ ∼ naturally isomorphic to T̂ (V ).
Definition 3.1. The Lawrence-Sullivan construction, denoted by L, is the
complete free DGL (L̂(a, b, x), ∂) in which a and b are Maurer-Cartan ele-
ments and
∂(x) = [x, b] +
∞∑
i=0
Bi
i!
adix(b− a),
where Bi denotes the i
th Bernoulli number. Equivalently, as shown in [24],
∂x = adx(b) + hx(b− a),
where, as operator,
hx =
adx
eadx − id
.
Another inductive description of the differential in this complete free Lie
algebra was suggested in [24] and shown to be equivalent to the above in
[28, Main Theorem].
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Recall that Bernoulli numbers can be recursively defined by B0 = 1 and
−
Bn
n!
=
n−1∑
i=0
Bn−1−i
(n − 1− i)!(i + 2)!
, n ≥ 1. (7)
As a differential graded algebra, DGA henceforth, the universal enveloping
algebra of L is also known.
Theorem 3.2. [9, Theorem 3.3] UL is the “complete cylinder” Cyl T (a) =
(T̂ (a ⊕ b⊕ x), d) in which |a| = |b| = −1, da = −a⊗ a, db = −b⊗ b and x
is a degree zero element with
dx = x⊗ b− b⊗ x+
∑
n≥0
∑
p+q=n
(−1)q
Bn
p!q!
x⊗p ⊗ (b− a)⊗ x⊗q 
We show in this section how these objects arise naturally as transferred
infinity structures from the dual of the standard acyclic differential graded
algebra. For it, special properties satisfied by cocommutative A∞ coalgebras
are needed.
Recall that an A∞ coalgebra is a graded vector space C together with a
family {∆k}k≥1 of degree k − 2 linear maps, ∆k : C → C
⊗k, such that
i∑
k=1
i−k∑
n=0
(−1)k+n+kn(id⊗i−k−nC ⊗∆k ⊗ id
⊗n
C )∆i−k+1 = 0.
An A∞ coalgebra is cocommutative if τ ◦∆k = 0 for every k ≥ 1. Here
τ : T (C)→ T (C)⊗ T (C) is the unshuffle coproduct, that is,
τ(a1⊗· · ·⊗an) =
n∑
i=1
∑
σ∈S(i,n−i)
εσ(aσ(1)⊗· · ·⊗aσ(i))⊗ (aσ(i+1)⊗· · ·⊗aσ(n)).
Observe that A∞ coalgebras are in one-to-one correspondence with dif-
ferentials in the augmentation kernel T̂+(s−1C) = Πn≥1T
n(s−1C) of the
complete tensor algebra T̂ (s−1C) on the desuspension of C, (s−1C)p = Cp+1.
Indeed, such a differential d is determined by its image on s−1C, which is
written as a sum d =
∑
k≥1 dk, with dk(s
−1C) ⊂ T k(s−1C), for k ≥ 1. Then,
the operators {∆k}k≥1 and {dk}k≥1 uniquely determine each other via
∆k = −s
⊗k ◦ dk ◦ s
−1 : C → C⊗k,
dk = −(−1)
k(k−1)
2 (s−1)⊗k ◦∆k ◦ s : s
−1C → T k(s−1C).
(8)
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Note that d is uniquely extended to T̂ (s−1C) by setting d1 = 0.
In the same way, cocommutative A∞ coalgebras are in one-to-one cor-
respondence with differentials on T̂ (s−1C) for which the image of each dk
lies in the invariants of T k(s−1C) under the graded action of the symmet-
ric group. In what follows we denote by cobar∞(C) the differential graded
algebra (T̂ (s−1C), d) corresponding to the given A∞ structure on C. A mor-
phism of A∞ coalgebras or A∞-morphism between C and C
′ is a differential
graded algebra morphism
f : cobar∞(C) = (T̂ (s
−1C), d)→ (T̂ (s−1C ′), d′) = cobar∞(C
′).
This is equivalent to the existence of a family of maps f(k) : C → C
′⊗k, k ≥ 1,
of degree k − 1, which satisfy the equations involving the operators {∆k}
and {∆′k} and arising from the equality d
′f = fd. We often denote an A∞
morphism simply by f : C → C ′. An A∞-morphism is a quasi-isomorphism
if f(1) : (C,∆1)
≃
→ (C ′,∆′1) is a quasi-isomorphism of differential graded
vector spaces.
Naturality of the constructions above exhibits
cobar∞ : DGC∞ → DGA
as a functor from the category of A∞ coalgebras to the category of differen-
tial graded algebras.
Note that a (cocommutative) differential graded coalgebra C is simply
a (cocommutative) A∞ coalgebra such that ∆k = 0 for k ≥ 3. In this case
cobar∞(C) is the classical cobar construction on C.
On the other hand, recall that the Quillen construction on a given CDGC
(C, δ) is the DGL defined by (L(s−1C), ∂) in which ∂ = ∂1 + ∂2, where
∂1(s
−1c) = −s−1δc and
∂2(s
−1c) =
1
2
∑
i
(−1)|ai|[s−1ai, s
−1bi],
with c ∈ C and ∆c =
∑
i ai ⊗ bi. This can be easily extended to any
cocommutative A∞ coalgebra:
Indeed, any cocommutative A∞ coalgebra C induces a natural DGL
structure on L̂(s−1C). The differential ∂ =
∑
k≥1 ∂k with ∂k : s
−1C →
Lk(s−1C), is determined by ∆k in the same way as the classical Quillen
construction.
This defines the generalized Quillen functor,
L : CDGC∞ → DGL, L(C) = (L̂(s
−1C), ∂)
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which preserves quasi-isomorphisms and whose composition with the com-
pleted universal enveloping algebra functor is precisely the cobar∞ construc-
tion functor,
ÛL = cobar∞ .
Next, we will consider a particular cocommutative differential graded
coalgebra, CDGC henceforth, which will play a “universal” role analogous to
the one of the standard acyclic commutative differential graded algebra A =
Λ(t, dt), free as a commutative graded algebra, with |t| = 0. The dual A♯
of this CDGA is a differential vector space also concentrated in (subscript)
degrees 0 and 1. With the convention of Section 1, we write any vector
of A♯0 as a formal series
∑
j≥0 λjαj representing the function {t
j}j≥0 → K
which assigns to each tj the scalar λj. Respectively, any element in A
♯
1 will
be written as
∑
j≥0 µjβj representing the map {t
jdt}j≥0 → K sending t
jdt
to µj. Observe that, with this notation, the differential δ in A
♯ is the only
linear and formal extension to the above series for which δ(βj) = (j+1)αj+1
and δ(αj) = 0, for all j ≥ 0. However, Since A is not of finite type, A
♯ does
not inherits a coalgebra structure. Indeed, if we set, for each j ≥ 0,
∆(αj) =
j∑
k=0
αk ⊗ αj−k, ∆(βj) =
j∑
k=0
βk ⊗ αj−k +
j∑
k=0
αk ⊗ βj−k,
and extend ∆ linearly to any series in A♯, the resulting map lands in the
completed tensor product, ∆: A♯ → A♯⊗̂A♯.
Thus, we proceed as follows: consider the decreasing sequence B1 ⊃
B2 ⊃ · · · ⊃ Bn ⊃ . . . of subspaces of A
♯,
B1 = ∆−1(A♯ ⊗A♯), Bn = ∆−1(Bn−1 ⊗Bn−1),
Definition 3.3. Define the universal cocommutative differential graded coal-
gebra as B = ∩n≥1Bn. This CDGC contains the vector space generated by
{αj , βj}j≥0. Observe that α =
∑
j≥0 αj is a counit of B as ∆α = α ⊗ α.
Note also that β =
∑
j≥0 βj ∈ B as ∆β = α⊗ β + β ⊗ α.
Remark 3.4. Observe that the map Λ(t, dt) →֒ B♯ sending tj and tjdt to α♯j
and β♯j respectively, for each j ≥ 0 is a CDGA morphism.
On the other hand, consider the cocommutative A∞ coalgebra C whose
∞-cobar construction cobar∞(C) is Cyl T (u). In other words, C = 〈y, z, c〉
in which y = sb and z = sa are of degree 0 and c = −sx is of degree 1.
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The operators {∆k}k≥1 are immediately deduced using equation (8) and the
differential on Cyl T (u) given in Theorem 3.2:
∆1c = y − z, ∆1y = ∆1z = 0,
∆2c = −
1
2
c⊗ (y + z)−
1
2
(y + z)⊗ c, ∆2y = −y ⊗ y, ∆2z = −z ⊗ z,
∆kc =
∑
p+q=k−1
Bk−1
p!q!
c⊗p ⊗ (y − z)⊗ c⊗q, ∆ky = ∆kz = 0, k ≥ 3. (9)
Next, define maps of differential vector spaces,
(B, δ)
θ //
(C,∆1)
ω
oo ,
as follows: set θ(α0) = −y, θ(α1) = y − z, θ(αj) = 0 for j ≥ 2, θ(β0) = c
and θ(βj) = 0 for j ≥ 1. Then, extend θ linearly to any series in B. On the
other hand, define ω(y) = −α0, ω(z) = −
∑
i≥0 αi and ω(c) =
∑
i≥0
1
i+1βi.
As both B and C are acyclic, a simple inspection shows that ω and θ are
quasi-isomorphisms and θω = idC .
The main result in this section reads as follows.
Theorem 3.5. There are quasi-isomorphisms of A∞ coalgebras,
B
Θ //
C
Ω
oo ,
such that Θ(1) = θ and Ω(1) = ω. In other words, Cyl T (u) is a quasi-
isomorphic retract of the classical cobar construction on B.
Applying the functor L, we obtain the following.
Corollary 3.6. There are quasi-isomorphisms of DGL’s
L(B)
L(Θ)
//
L
L(Ω)
oo . 
The proof of Theorem 3.5, as expected, consists in a careful application
of the classical Perturbation Lemma (see for instance [20] or [16, §3]), known
nowadays by the Homotopy Transfer Theorem [22, 25], in the context of A∞
structures, and that we now recall.
24
Theorem 3.7. Let
K << (M,d)
θ //
(N, d)
ω
oo
be a diagram of complexes in which (M,d) is a DGC with diagonal ∆. As-
sume that θω = idN , θK = Kω = K
2 = 0 and K is a chain homotopy
between idM and ωθ, i.e., Kd+ dK = ωθ − idM . Then, there is an explicit
A∞ coalgebra structure on N and morphisms of A∞ algebras,
M
Θ //
N
Ω
oo ,
such that Θ(1) = θ and Ω(1) = ω.
We also briefly recall, for each k ≥ 2, the explicit k-diagonal ∆k : N →
N⊗k obtained in theorem above. Let PTk be the set of isomorphism classes
of planar rooted trees with internal vertices of valence two and exactly k
leaves. For each tree T ∈ PTk, we define a linear map ∆T : N → N
⊗k
as follows: label the leaves, internal edges, internal vertices and the root
of the tree T by θ, K, ∆ and ω respectively. Then, ∆T is defined as the
composition of the different labels moving up from the root to the leaves, or
terminal edges, of T . Then, ∆k is defined as
∆k =
∑
T∈PTk
εT∆T
where εT is determined by the parity of the number of pairs (ℓ, v) where ℓ
is a left terminal edge in the vertex v of T , and v has an even number of
incoming edges [1, §3].
Proof of Theorem 3.5. Define a degree −1 map K : B → B as follows: set
K(α0) = 0, K(α1) =
∑
i≥1
1
i+1βi and K(αj) = −
1
j
βj−1 for j ≥ 2. Then,
extend K linearly to any series in B0 and define it to be zero on B1. A
simple inspection shows that the maps K, θ, ω satisfy the assumptions on
the theorem above so it remains to show that, for each k ≥ 2, the transferred
kth diagonals on C coincide with the ones in equation (9).
First, for k = 2, this is a short computation:
∆2y =(θ ⊗ θ) ◦∆ ◦ ω(y) = −(θ ⊗ θ) ◦∆(α0) = −y ⊗ y.
∆2z =(θ ⊗ θ) ◦∆ ◦ ω(z) = −(θ ⊗ θ) ◦∆(
∑
i≥0
αi)
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=−
(
θ(α0)⊗ θ(α0) + θ(α0)⊗ θ(α1) + θ(α1)⊗ θ(α0) + θ(α1)⊗ θ(α1)
)
=− z ⊗ z.
∆2c =(θ ⊗ θ) ◦∆ ◦ ω(c) = (θ ⊗ θ) ◦∆(
∑
i≥0
1
i+ 1
βi)
=(θ ⊗ θ)
(
(β0 ⊗ α0 + α0 ⊗ β0) +
1
2 (β0 ⊗ α1 + β1 ⊗ α0 + α0 ⊗ β1 + α1 ⊗ β0)
)
=−
1
2
c⊗ (y + z)−
1
2
(y + z)⊗ c
Next, we show that, for any k ≥ 3, ∆kz = 0. To do so, we check that
∆T z = 0 for any tree T ∈ PTk. Since k ≥ 3, the linear map ∆T is of the
form
∆T = · · · ◦ (P ⊗K) ◦∆2 ◦ ω,
where P is either θ or K, depending on whether the tree has one or two
internal edges in the first vertex. Hence,
∆T z = · · · ◦ (P ⊗K) ◦∆2(−
∑
j≥0
αj).
Now, ∆2(
∑
j≥0 αj) is the sum of the following terms:
α0 ⊗ α0
α1 ⊗ α0 α0 ⊗ α1
α2 ⊗ α0 α1 ⊗ α1 α0 ⊗ α2
α3 ⊗ α0 α2 ⊗ α1 α1 ⊗ α2 α0 ⊗ α3
α4 ⊗ α0 α3 ⊗ α1 α2 ⊗ α2 α1 ⊗ α3 α0 ⊗ α4
Observe that P ⊗K applied to the left diagonal vanishes since K(α0) = 0.
The evaluation of P ⊗ K on the ith of the remaining diagonals between
dotted lines gives,∑
j≥1
P (αi)⊗K(αj) = P (αi)⊗K(α1) +
∑
j≥1
P (αi)⊗K(αj+1)
= P (αi)⊗
∑
j≥1
1
j + 1
βj−P (αi)⊗
∑
j≥1
1
j + 1
βj = 0,
and therefore ∆T z = 0.
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Next, observe that
(P ⊗K) ◦∆2 ◦ ω(y) = −(P ⊗K)(α0 ⊗ α0) = 0
as K(α0) = 0. Thus, ∆T y = 0 for any tree T ∈ PTk and thus, ∆ky = 0 for
any k ≥ 3.
It remains to prove that,
∆kc =
∑
p+q=k−1
Bk−1
p!q!
c⊗p ⊗ (y − z)⊗ c⊗q, k ≥ 3.
In our particular situation, since ω(c) =
∑
i≥0
1
i+1βi, ∆βj =
∑j
k=0 βk ⊗
αj−k +
∑j
k=0 αk ⊗ βj−k and K(βj) = 0 for j ≥ 0, the only trees T which
contribute to ∆k c are those with a terminal edge in each vertex. Otherwise,
as two internal edges with the same vertex ∆ are labeled with K, the linear
map ∆T vanishes. Call T ⊂ PTk the set of these contributing trees which is
easily seen to have cardinality 2k−2. Observe that each T ∈ T has exactly
one vertex in which the two incoming edges are terminal. Moreover, among
all the trees in T , there are k − 1 different positions in which this special
vertex with adjacent terminal edges can be found. In fact, for each n =
1, . . . , k−1, there are
(
k−2
n−1
)
trees in T for which this special vertex is located
in the nth position.
For instance, for k = 4, ∆4c =
∑
T∈T ±∆T (c) where T is the set of the
following trees:
θ ❄ θ⑧
θ
⑧⑧
⑧⑧
⑧
θ
⑧⑧
⑧⑧
⑧⑧
⑧
θ
❄❄
❄❄
θ ❄ θ⑧
θ
⑧⑧
⑧⑧
⑧⑧
⑧
θ
❄❄
❄❄
❄❄
❄ θ ❄ θ⑧
θ
⑧⑧
⑧⑧
θ
❄❄
❄❄
❄❄
❄ θ
❄❄
❄❄
❄ θ ❄ θ⑧
∆
K
❄ ∆
K
⑧
∆ K❄ ∆
K
⑧
∆
K
❄ ∆
K
❄ ∆K ⑧
∆
K
⑧
∆ ∆ ∆ ∆
ω ω ω ω
Here, there are 3 = k − 1 different positions for the special vertex. The
first position (n = 1) appears 1 =
(2
0
)
time in the left tree (the upper left ∆).
The second position (n = 2) appears 2 =
(2
1
)
times in the middle two trees
(the upper middle ∆). Finally, the third position (n = 3) appears 1 =
(2
2
)
time in the right tree (the upper right ∆).
Next, using the particular recursive definition of the Bernoulli numbers
in (7), a long inductive procedure on k ≥ 3 shows that, for each tree T ∈ T ,
with the special vertex in the nth position, we have
∆T c = εT
Bk−1
(k − 1)!
cn−1 ⊗
(
(y − z)⊗ c⊗+c⊗ (y − z)
)
⊗ c⊗k−n−1.
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Now, observe that, for a given m = 1, . . . , k − 2, the term
cm ⊗ (y − z)⊗ ck−m−1
appears (modulo scalars) in the expression of ∆kc for those trees with the
special vertex in positions m and m + 1. For m = 0 and m = k − 1, the
expressions (y − z) ⊗ ck−1 and ck−1 ⊗ (y − z) appear for those trees with
the special vertex in positions 1 and k − 1 respectively. In view of this
observation we have,
∆kc =
∑
T∈T
εT∆T c
=
Bk−1
(k − 1)!
(y − z)⊗ c⊗k−1
k−2∑
m=1
Bk−1
(k − 1)!
((
k − 2
m− 1
)
+
(
k − 2
m
))
c⊗m ⊗ (y − z)⊗ c⊗k−m−1
Bk−1
(k − 1)!
c⊗k−1 ⊗ (y − z)
=
k−1∑
m=0
Bk−1
(k − 1)!
(
k − 1
m
)
c⊗m ⊗ (y − z)⊗ c⊗k−m−1
=
∑
p+q=k−1
Bk−1
p!q!
c⊗p ⊗ (y − z)⊗ c⊗q.
4 Homotopy in L∞ via the Lawrence-Sullivan cylin-
der
The Lawrence-Sullivan construction L has already proven to be the right
cylinder of S0 in the category DGL of differential graded Lie algebras [9,
Remark 3.5(2)]. We will use it in a similar fashion to introduce homotopy
in L∞. As one can see in [9], this naturally generalizes both the classical
Quillen notion and the homotopy via the gauge action on DGL.
Definition 4.1. Let z0, z1 ∈ MC(L) with L ∈ L∞. We say that z0 is
homotopic to z1 and write z0 ∼ z1 if there is a mild L∞ morphism φ : L→ L
such that MC(φ)(a) = z0 and MC(φ)(b) = z1.
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Given z ∈ MC(L) we denote by ϕz : C
∞(L) → K the corresponding
augmentation given by the bijection MC(L) ∼= Aug C∞(L) of Proposition
2.7. Explicitly, ϕz = ρ C
∞(φu) where φu : L(u) → L is the L∞ morphism
of Lemma 2.1 associated to z and ρ as in Lemma 2.9. Also, recall that
two CDGA morphisms defined over a CDGA, free as commutative graded
algebra, f0, f1 : (ΛV, d) → A are said to be homotopic, and write f0 ∼ f1 if
there is a morphism ψ : (ΛV, d) → A⊗ Λ(t, dt) such that εiψ = fi, i = 0, 1.
Here εi : A⊗Λ(t, dt)→ A denotes the morphisms extending the identity on
A and evaluating t on i.
Our main result in this section reads as follows.
Theorem 4.2. Let z0, z1 ∈MC(L) with L ∈ L∞. Then, z0 ∼ z1 if and only
if ϕz0 ∼ ϕz1 .
As one may expect, Theorem 4.2 reduces to the case of considering the
two endpoints of the interval.
Lemma 4.3. Let ϕa, ϕb : C
∞(L) → K be the augmentations corresponding
to the Maurer-Cartan elements a, b ∈MC(L). Then, ϕa ∼ ϕb.
Proof. Let C∞ L(Θ): C∞(L)→ C∞ L(B) be the CDGA morphism obtained
from applying C∞ to the DGL quasi-isomorphism L(Θ): L(B)→ L of Corol-
lary 3.6. Observe that, on generators,
C∞ L(Θ) = sΘ♯ : sL♯ → s
(
L(s−1B)
)♯
.
In particular,
C∞ L(Θ)(sa♯) = α♯1 − α
♯
0; C
∞ L(Θ)(sb♯) = −α♯1; C
∞ L(Θ)(sx♯) = β♯0.
Compose this morphism with the natural projection
q : C∞ L(B) = Λ
(
sL(s−1B)
)♯
→ B♯
to obtain a CDGA morphism
q C∞ L(Θ): C∞(L)→ B♯
which, on generators, satisfies the identities above and maps to zero the
suspension of any decomposable element in L. Therefore, as C∞(L) is a free
commutative algebra and q C∞ L(Θ) sends the generators of this algebra to
the image of the CDGA inclusion Λ(t, dt) →֒ B♯ of Remark 3.4, q C∞ L(Θ)
factors through Λ(t, dt) to provide the CDGA morphism
Γ: C∞(L)→ Λ(t, dt),
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Γ(sa♯) = t−1, Γ(sb♯) = −t, Γ(sx♯) = dt, Γ(ξ) = 0, ξ ∈
(
sL≥2(a, b, x)
)♯
.
On the other hand, observe that the composite
σ : Λ(t, dt) →֒ B♯ →֒ C∞ L(B)
C∞ L(Ω)
−→ C∞(L),
is a section of Γ.
Finally, by definition, the CDGA morphism ϕa : C
∞(L)→ K (resp. ϕb)
maps sa♯ (resp. sb♯) to 1 and any other generator of
(
sL(a, b, x)
)♯
to 0.
Thus, ε0Γ = ϕa and ε1Γ = ϕb.
Proof of Theorem 4.2. Assume z0 ∼ z1 via the mild L∞ morphism φ : L →
L and observe that, by Proposition 2.7, ϕz0 = ϕa C
∞(φ) and ϕz1 = ϕb C
∞(φ).
Thus, by Lemma 4.3, ϕzi = εiΓ C
∞(φ), i = 1, 2, and ϕz0 ∼ ϕz1 via Γ C
∞(φ).
On the other hand if ϕz0 ∼ ϕz1 via ψ : C
∞(L) → Λ(t, dt), consider the
morphism
σψ : C∞(L)→ C∞(L)
with σ the section of Γ in the proof of Lemma 4.3. Write this composition as
C∞(φ) with φ : L→ L and note, again via Proposition 2.7, that MC(φ)(a) =
z0 and MC(φ)(b) = z1.
On the other hand, one can extend the classical notion of homotopy
of Maurer-Cartan elements of DGL’s to L∞. For a given L∞ algebra we
denote by η0, η1 : L ⊗ Λ(t, dt) → L the mild L∞ morphisms resulting from
evaluating t in 0 and 1 respectively.
Definition 4.4. Let L ∈ L∞ and let z0, z1 ∈ MC(L). We say that z0 and
z1 are Quillen homotopic or simple Q-homotopic and denote it by z0 ∼Q
z1 if there is a Maurer-Cartan element Φ ∈ MC
(
L ⊗ Λ(t, dt)
)
such that
MC(ηi)(Φ) = zi, i = 0, 1.
Then we have:
Proposition 4.5. Let L ∈ L∞ and z0, z1 ∈ MC(L). Then,
z0 ∼ z1 if and only if z0 ∼Q z1.
Proof. Assume z0 ∼Q z1 and let Φ ∈ MC
(
L⊗Λ(t, dt)
)
such that MC(ηi)(Φ) =
zi, i = 0, 1. Denote by ϕΦ ∈ Aug C
∞
(
L⊗Λ(t, dt)
)
and ϕz0 , ϕz1 ∈ Aug C
∞(L)
the associated augmentations via the bijection in Proposition 2.7; see also
Remark 2.13. Then, also in light of Proposition 2.7, we have:
C∞(ηi)ϕΦ = ϕzi , i = 0, 1.
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On the other hand, by Corollary 2.11, see also Remark 2.13, ϕΦ is identified
with a CDGA morphism Ψ: C∞(L) → Λ(t, dt). Via this identification one
explicitly checks that the above equation reads
εiΨ = ϕzi , i = 0, 1,
and, by Theorem 4.2, z0 ∼ z1. The reverse procedure proves the other
implication.
Remark 4.6. Through our notion of homotopy via the Lawrence-Sullivan
construction one sees immediately the classical connection with homotopy
in DGL via the gauge action. Let L be either a complete free Lie algebra
or any DGL in which the adjoint action of L0 is locally nilpotent, i.e., for
any x ∈ L0 there is an integer i such that ad
i
x = 0. The gauge action of L0
on MC(L) (see for instance [24, 27]) is defined as follows: given x ∈ L0 and
z ∈ MC(L),
x ∗ z = eadx(z) − fx(∂x),
where eadx =
∑
n≥0
(adx)n
n! and, as operator,
fx =
eadx − id
adx
.
Explicitly,
x ∗ z =
∑
i≥0
adix(z)
i!
−
∑
i≥0
adix(∂x)
(i+ 1)!
.
We say that two elements z0, z1 ∈ MC(L) are gauge homotopic and write
z0 ∼g z1 if x∗z0 = z1 for some x ∈ L0. Then it is easy to see [9, Proposition
3.1] that z0 ∼g z1 if and only if there is a DGL morphism φ : L → L such
that Φ(a) = z0 and Φ(b) = z1.
Definition 4.7. Denote by M˜C(L) = MC(L)/ ∼ the quotient set of homo-
topy classes of Maurer-Cartan elements. Whenever there is no ambiguity
we do not distinguish between a Maurer-Cartan element and its class in
M˜C(L).
An immediate consequence of Theorem 4.2 reads as follows.
Proposition 4.8. Let z0, z1 ∈ MC(L), with z0 ∼ z1, and let g : L → M be
a mild L∞ morphism, then MC(g)(z0) ∼ MC(g)(z1). In particular MC(g)
induces a map
M˜C(g) : M˜C(L)→ M˜C(M)
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Proof. Let ϕi : C
∞(L) → K be the augmentations representing zi, i = 0, 1.
Then, by Theorem 4.2 ϕ0 ∼ ϕ1. On the other hand, Proposition 2.7 identi-
fies MC(g) with the map
Aug C∞(g) : Aug C∞(L)→ Aug C∞(M)
defined by composition. Then,
MC(L)(z0) = C
∞(g)ϕ0 ∼ C
∞(g)ϕ1 = MC(L)(z1).
However, It has been known for a long time that quasi-isomorphisms of
L∞ algebras do not preserve, in general, homotopy classes of Maurer-Cartan
elements [21] unless special restrictions are required (see for instance [15,
Proposition 4.9]). That is, M˜C(g) is not one-to-one in general for a given
quasi-isomorphism.
An example of this, which also shows that the cochain functor does not
preserve quasi-isomorphism is the following: the DGL (L(u), ∂) generated by
a Maurer-Cartan element is trivially quasi-isomorphic to 0 whose Maurer-
Cartan set is empty. On the other hand, see the beginning of Section 2,
the cohomology algebra of C∞(L(u), ∂) is isomorphic to two copies of the
field in degree zero while the cochain algebra of the trivial L∞ algebra is
isomorphic to the ground field.
In order to keep invariance of the set of homotopy classes of Maurer-
Cartan elements we need a stronger version of quasi-isomorphisms. This is
precisely the aim of the next proposition which also extends [10, Theorem
3.4.3] to L∞.
Proposition 4.9. Let g : L→M be a morphism in L∞ such that C
∞(g) is
a quasi-isomorphism of cofibrant CDGA’s. Then,
M˜C(g) : M˜C(L)
∼=
−→ M˜C(M)
is a bijection.
Proof. Write C∞(g) as ψ : (ΛW,d)
≃
→ (ΛV, d). The fact that ψ induces a
bijection on homotopy classes of augmentations
Aug(ΛW,d)/ ∼
∼=
−→ Aug(ΛV, d)/ ∼
is a classical and well known fact on CDGA easily deduced via the homo-
topy lifting of morphisms between cofibrant objects.
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As this proposition shows, the right thing to do, at least from the ax-
iomatic point of view, would be to consider the stronger class of quasi-
isomorphisms formed by those g for which C∞(g) or equivalently C
∞(g) are
quasi-isomorphisms. Indeed, this is the dual of the choice of Hinich in [19,
Theorem 3.1] to successfully endow the category of cocommutative differen-
tial graded coalgebras with a structure of closed model category.
We finish this section by briefly fitting the homotopy notion into an
axiomatic framework. It is known, see [3, §4] for non-negatively graded
CDGA’s and [18, §4] for the general case, that CDGA has a structure
of closed model category in which the fibrations are surjective morphisms
and the weak equivalences are the quasi-isomorphisms. Cofibrations are the
maps which have the lifting property with respect to acyclic fibrations and
are characterized as retracts of the so called standard cofibrations. A path
object for this closed model structure is the acyclic algebra Λ(t, dt) and thus,
the usual homotopy on morphisms departing from a cofibrant CDGA is an
equivalence relation [29, Lemma 4]. In particular, the homotopy notion on
MC(L) for a given L∞ algebra L is an equivalence relation as long as C
∞(L)
is a cofibrant CDGA, which is not always the case. Indeed [18, Remark
2.2.5], cofibrant algebras are the Z-graded version of the classical Sullivan
algebras [12, §12]. Hence, not all free CDGA’s are cofibrant. A classical and
easy counterexample is given by the free CDGA A = (Λ(x, y, z), d) generated
by degree 1 elements in which dx = yz, dy = zx and dz = xy. Consider the
CDGA B = 〈a, b, c〉 generated by degree 1 elements and with trivial products
and differential. Let β : (Λ(u, v, w, . . .), d)
≃
→ B be its minimal model, which
sends the cycles u, v, w to a, b, c respectively. Then, the CDGA morphism
γ : A → B, which sends x, y, z to a, b, c respectively, does not have a lifting
to β which is a trivial fibration. Even if one considers the slightly different
closed model structure on CDGA, arising from dualizing the one in the
category CDGC of cocommutative differential graded coalgebras [19, §3],
A is not cofibrant as β is again a surjective weak equivalence with this closed
model structure [19, Proposition 3.3.2(3)].
Thus, whenever one wants to use the full potential of the closed model
category structure in CDGA to derive geometrical properties of a given
L ∈ L∞ via its cochain functor, it is necessary to assume C
∞(L) to be a
cofibrant CDGA. This is equivalent to any of the following.
(i) There exists a well ordered basis {xi}i∈I of L such that, for each
k ≥ 1, the class of
ℓk(xi1 , . . . , xik)
is zero in L/L>j where j = max{i1, . . . , ik} and L
<j stands for the span of
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{xi}i<j .
(ii) Denote by Gr the subspace of L generated by the image of the
maps obtained by composition of at most r operations in {ℓk}. Note that
L = G0 ⊃ G1 ⊃ · · · ⊃ Gr ⊃ Gr+1 ⊃ · · · . Then, for each x ∈ L, there exists
some r such that x ∈ Gr and [x] 6= 0 in Gr/Gr+1.
5 Realization, components, homotopy invariance
Points of a given space, or better, 0-simplices of a simplicial set are charac-
terized by their algebraic counterparts: they are augmentations of a CDGA
or Maurer-Cartan elements of a DGL, or of an L∞ algebra, with each of
these objects modeling the given simplicial set. Moreover, one can recover
the path component Sx of a 0-simplex x in a simplicial set S, by carefully
truncating the CDGA, DGL or L∞ algebra modeling S, and perturbing the
differential via the augmentation or Maurer-Cartan element describing the
given 0-simplex. This goes back to [4, 17] in CDGA, to [5] in DGL, and to
[2, 6] for L∞ algebras. Here, we set the connection between these procedures
and prove their homotopy invariance both in CDGA and L∞.
In the CDGA setting we follow the approach and notation in [8, §4].
Let f : A→ K be an augmentation of the CDGA A which is, by definition,
a 0-simplex of the Sullivan realization 〈A〉. Consider the differential ideal
Kf of A generated by A
<0, dA0 and {a− f(a), a ∈ A0}. Then, when A is a
free CDGA (ΛV, d), and f is an augmentation, the proof of [4, Theorem 6.1]
shows that the projection ΛV → ΛV/Kf induces a homotopy equivalence
of simplicial sets
〈ΛV/Kf 〉
≃
→ 〈ΛV 〉f .
One of the main result of this section is that free CDGA’s preserve the
homotopy type when localized at homotopy augmentations.
Theorem 5.1. Let f, g : (ΛV, d) → K be homotopic augmentations. Then,
the CDGA’s ΛV/Kf and ΛV/Kg have the same homotopy type. In partic-
ular, as both are positively graded, the simplicial sets 〈ΛV 〉f and 〈ΛV 〉g are
homotopy equivalent.
Proof. Let h : ΛV → Λ(t, dt) be a homotopy between f an g. It induces a
natural linear mapH : ΛV ⊗B→ K, whereB is the universal acyclic CDGC
(see Definition 3.3), given by H(Φ⊗γ) = (−1)|Φ||γ|γ
(
h(Φ)
)
. We extend this
map to a CDGA morphism by considering the Lannes functor [23] in the
category CDGA (see [4, §3] or [8, §2]). Let Λ(ΛV ⊗B) be the free algebra
generated by ΛV ⊗B with the differential induced by the tensor product
34
differential on the generators. Consider the ideal J generated by 1⊗α0 − 1
and by the elements of the form
uv ⊗ γ −
∑
j
(−1)|v||γj
′|(u⊗ γj
′)(v ⊗ γj
′′),
where u, v ∈ V, γ ∈ B, and ∆γ =
∑
j γj
′ ⊗ γj
′′. Then, the composition
Λ(V ⊗B) ⊂ Λ(ΛV ⊗B)։ Λ(ΛV ⊗B)/J
is an isomorphism of graded algebras [4, Theorem 1.2], and we consider
in Λ(V ⊗ B) the differential d˜ so that it becomes a CDGA isomorphism.
Explicitly, set ∆(0) = idB, ∆
(1) = ∆ and
∆(m) = (∆⊗ idB ⊗ · · · ⊗ idB) ◦∆
(m−1) : B→ B⊗ m+1. . . ⊗B.
Then, for any element v ∈ V with dv =
∑
i v
1
i · · · v
m
i , and any γ ∈ B with
∆(m−1)γ =
∑
j γ
1
j ⊗ · · · ⊗ γ
m
j ,
d˜(v ⊗ γ) =
∑
i,j
(−1)ε(v1i ⊗ γ
1
j ) · · · (v
m
i ⊗ γ
m
j ) + (−1)
|v|v ⊗ δγ,
where ε is the sign provided by the Koszul convention.
Next observe that the CDGA morphism ΛH : Λ(ΛV ⊗B)→ K maps J
to 0 so it induces an augmentation, denoted in the same way for simplicity
on the notation,
H : (Λ(V ⊗B), d˜)→ K, H(v ⊗ γ) = (−1)|v|γ
(
h(v)
)
.
Now consider the injective algebra morphisms,
ΛV
ϕ
→֒ Λ(V ⊗B)
ψ
←֓ ΛV, ϕ(v) = v ⊗ α0, ψ(v) = v ⊗
∑
i≥0
αi,
and observe that, since α0 and
∑
i≥0 αi are counits of the coalgebra B, the
morphisms ϕ and ψ commutes with differentials by the explicit definition of
d˜ given above.
On the other hand, as h is a homotopy from f to g, given v ∈ V 0,
h(v) =
∑n
j=0 λjt
j with λ0 = f(v) and
∑n
j=0 λj = g(v). Then, one easily
sees that Hϕ = f and Hψ = g, that is ϕ,ψ are morphisms of augmented
CDGA’s. In particular, ϕ(Kf ), ψ(Kg) ⊂ KH , and we have induced CDGA
morphisms:
ΛV/Kf
ϕ
−→ Λ(V ⊗B)/KH
ψ
←− ΛV/Kg.
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We prove the theorem by showing that both ϕ and ψ are quasi-isomorphisms.
The linear parts of ϕ and ψ are
(V, d1)
ϕ1
−→ (V, d1)⊗(B, δ)
ψ1
←− (V, d1), ϕ1(v) = v⊗α0, ψ1(v) = v⊗
∑
i≥0
αi.
As H∗(B, δ) = H0(B, δ) ∼= K, and either α0 or
∑
i≥0 αi are cycles repre-
senting the only non vanishing homology class, both maps above are quasi-
isomorphisms so are ϕ and ψ.
On the other hand, write B = Kα0 ⊕ C ⊕ δC and observe that, if we
define U as a copy of the graded vector space V ⊗ C, the map
η : (Λ(V ⊗Kα0), d˜)⊗ Λ(U ⊗ d˜U)
∼=
−→ (Λ(V ⊗B), d˜)
which is the inclusion on Λ(V ⊗Kα0), and sends U to its isomorphic copy V ⊗
C, is an isomorphism of CDGA’s. Moreover, the ideal KηH corresponding
to the augmentation ηH is the sum of differential ideals,
KηH = Kf ′ ⊗ Λ(U ⊗ d˜U) + Λ(V ⊗Kα0)⊗Ku
where
f ′ : (Λ(V ⊗Kα0) →֒ (Λ(V ⊗Kα0), d˜)⊗ Λ(U ⊗ d˜U)
ηH
−→ K,
u : Λ(U ⊗ d˜U) →֒ (Λ(V ⊗Kα0), d˜)⊗ Λ(U ⊗ d˜U)
ηH
−→ K.
Obviously, η sends KηH isomorphically to KH . Moreover, it sends Kf ′ ⊗ 1
to the image of ϕ(Kf ) while Ku and thus Λ(V ⊗ Kα0) ⊗ Ku is acyclic.
Therefore, the inclusion ϕ : Kf
≃
→֒ KH is a quasi-isomorphism. Exactly the
same procedure shows that ψ : Kg
≃
→֒ KH is also a quasi-isomorphism.
Finally the Five Lemma establishes that ϕ and ψ are quasi-isomorphisms.
We now turn to L∞. Let L be an L∞ algebra, let z ∈ MC(L) and
consider the perturbed L∞ algebra (L
z, {ℓzk}) defined in Section 1. Note that
the Maurer-Cartan sets of L and Lz are bijective as MC(Lz) = {a − z, a ∈
MC(L)} [2, Lemma 4.8].
On the other hand, at the sight of the fact that, not every reordering of
the vertices of a simplicial set gives rise to a homeomorphism, one should
not expect that, for homotopic Maurer-Cartan elements z0 ∼ z1, the L∞
algebras, Lz0 and Lz1 be isomorphic in general. We will prove, however, that
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the geometrical realization of perturbations of an L∞ algebra by homotopic
Maurer-Cartan elements do have the same homotopy type.
Given L ∈ L∞ and z ∈ MC(L), truncate L
z to produce a non-negatively
graded L∞ algebra L
(z) (the notation coming from classical localization)
whose underlying graded vector space is
L
(z)
i =


Lzi = Li if i > 0,
ker ℓz1 if i = 0,
0 if i < 0,
and with brackets induced by ℓzk for any k ≥ 1. We first easily recover a
known result.
Theorem 5.2. [2, Corollary 1.2] [6, Theorem 1.1] Let ϕ : C∞(L) → K be
the augmentation corresponding to the Maurer-Cartan element z of a given
mild L∞ algebra. Then 〈L〉ϕ and 〈L
(z)〉 are homotopy equivalent simplicial
sets.
Proof. First, observe that, for a given augmentation f : (ΛV, d)→ K of a free
CDGA, the quotient (ΛV, d)/Kf is again a free CDGA (Λ(V
1
⊕ V ≥2), df )
in which V
1
is the coker of the map d : V 0 → V 1 resulting by applying
the differential d and then projecting over the ideal generated by V <0 and
{v − f(v), v ∈ V 0}.
In particular, if (ΛV, d) = C∞(L), we write,
C∞(L)/Kϕ = (Λ(V
1
⊕ V ≥2), dϕ).
A straightforward computation shows that (Λ(V
1
⊕ V ≥2), dϕ) is precisely
C∞(L(z)). Then,
〈L(z)〉 = 〈C∞(L(z))〉 = 〈C∞(L)/Kϕ〉 ≃ 〈C
∞(L)〉ϕ = 〈L〉ϕ.
Remark 5.3. With the notation in Theorem above, we may choose the iso-
morphism of (non differential!) algebras
γf : ΛV
∼=
−→ ΛV, γf (v) = v − f(v), v ∈ V,
and consider the differential df = γfdγ
−1
f so that γf : (ΛV, d)
∼=
→ (ΛV, df )
becomes a CDGA isomorphism. Geometrically, this only means that we are
considering a different base point. Indeed, df has no scalar terms and thus
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it defines an L∞ structure on L if and only if f is an augmentation. We also
note that the exponential does not preserves augmentations. For instance,
consider the non base point of S0, i.e., the augmentation of the CDGA
ε : (Λ(x, y), d) → K, ε(x) = 1. Recall that x is a cycle of degree zero and
dy = 12(x
2 − x). Again, one can consider the non differential automorphism
γeε : Λ(x, y)
∼=
−→ Λ(x, y), γeε(x) = x+
∑
n≥1
1
n!
εn(x) = x+ e.
Besides the obvious restriction of working with a field K containing the real
number e, one sees that in (Λ(x, y), deε), deεy contains the scalar
1
2(e
2 − e)
and thus, this CDGA is not the chain algebra of any L∞ algebra.
An immediate consequence of theorems 4.2 and 5.1 reads as follows.
Corollary 5.4. Let z0, z1 ∈ MC(L) with z0 ∼ z1. Then, the simplicial sets
〈L(z0)〉 and 〈L(z1)〉 are homotopy equivalent.
Proof. If ϕz0 , ϕz0 : C
∞(L)→ K are the augmentations associated to z0 and
z1 respectively, Theorem 4.2 asserts that ϕz0 ∼ ϕz0 . Then, by Theorem 5.1,
〈L〉ϕz0 ≃ 〈L〉ϕz1 which, in view of the theorem above is equivalent to stating
that 〈L(z0)〉 ≃ 〈L(z1)〉.
We may summarize the results in this section by the following.
Theorem 5.5. Let L be a mild L∞ algebra. Then,
〈L〉 ≃
·
∪
z∈M˜C(L)
〈L(z)〉. 
Example 5.6. The realization of the Lawrence-Sullivan construction has the
homotopy type of S0. Indeed, L has two non homotopic Maurer-Cartan
elements {0, a} as a and b are gauge homotopic via x (see Remark 4.6). In
both cases L(0) = L(a) = 0. Hence, 〈L〉 ≃ 〈0〉
·
∪ 〈0〉 ≃ S0. On the other
hand, if we consider the free DGL L(b) generated by the Maurer-Cartan
element b, the same computation shows that also 〈L(b)〉 ≃ S0. Nevertheless,
from a functorial point of view, L is known to be a cylinder of L(b) [9, §3].
As in the based homotopy category, the cylinder of S0 is S0 ∧ I = I+ the
disjoint union of the interval with an exterior point, it is more accurate to
state that
〈L〉 ≃ I+.
On the other hand, the realization of the inclusion k : L(b) →֒ L is, up
to homotopy, the based map S0 → I+ which sends the non base point of
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S0 to any of the endpoints of the interval. The cofibre of this map is the
interval I while the algebraic cofibre of k is LI = (L̂(a, x), ∂) where a is a
Maurer-Cartan element and ∂(x) = −
∑
i≥0
Bi
i! ad
i
x(a). Observe that 〈LI〉 is
contractible, as its two Maurer-Cartan elements 0 and a are homotopic, and
thus, we may think of LI as a model for the interval. This model has been
used in [7, §4] to find a natural L∞ model of the based path space.
6 Algebraic models of non-connected spaces
As a result of past sections, we are able to develop here a procedure to ob-
tain DGL and CDGA models of non-connected spaces. The initial data is
a non necessarily path connected space whose path connected components
are nilpotent spaces of the homotopy type of finite type CW-complexes. In
this section all path connected spaces will be of this kind. Equivalently, we
may start with a family of CDGA’s or DGL’s, modeling in the Sullivan or
Quillen sense respectively, each of the path components of the given space.
Our assumptions let us choose either Quillen models or the Quillen functor
of CDGA models of the components of the spaces, as they are homotopy
equivalent [26]. We then glue them together to obtain a DGL whose decom-
position, following localization at each homotopy class of Maurer-Cartan
elements, gives precisely, and up to homotopy, the given DGL family. In
other words, its realization has the homotopy type of the rationalization of
the space under consideration.
Given L,M ∈ DGL we denote by L∗M its coproduct. Recall that, given
free presentations L = L(U)/I,M = L(V )/J , then L∗M = L(U⊕V )/〈I, J〉.
Lemma 6.1. Let L be a DGL and let L(u) be the DGL generated by the
Maurer-Cartan element u. Then, (L(u) ∗ L)u is an acyclic DGL.
Proof. Observe that (L(u) ∗ L)u = (L(u) ∗ L, ∂u) in which ∂u(u) =
1
2 [u, u]
and ∂u(x) = ∂(x) + [u, x] for x ∈ L with ∂ the differential in L. Let
(L(u) ∗ L)u = I0 ⊃ · · · ⊃ Ip ⊃ Ip+1 ⊃ . . .
be the decreasing sequence of differential ideals in which, for each p ≥ 0,
Ip = Imad
p
u|L
, i.e., it is generated by
{
[
u, [u, . . . , [u︸ ︷︷ ︸
p
, x]
]
. . .
]
, x ∈ L}.
The zero term of the resulting spectral sequence is (E0, d0) = (L(u)∗L, 0∗∂)
while E1 = L(u) ∗H(L) with d1 = ∂u on L(u) and d
1 = adu on H(L).
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A straightforward computation shows that H(E1, d1) = 0 and thus
(L(u) ∗ L)u is acyclic.
Proposition 6.2. Let L be a non-negatively graded DGL model of a path
connected space X. then L(u) ∗ L is a model of X+ = X
·
∪ ∗, the disjoint
union of X and an exterior point.
Proof. Since L is non-negatively graded, M˜C(L(u) ∗ L) = {0, u}. Observe
that, as homology preserves coproducts and L(u) is acyclic, H(L(u) ∗ L) ∼=
H(L(u)) ∗H(L) ∼= H(L). In particular H
(
(L(u) ∗L)(0)) = H≥0(L(u) ∗L) ∼=
H(L) and the natural inclusion L
≃
→֒ (L(u) ∗ L)(0) is a quasi-isomorphism
between non-negatively graded DGL’s. This shows that (L(u) ∗ L)(0) is a
model of X. On the other hand, by Lemma 6.1 above, (L(u) ∗L)u and thus
(L(u) ∗ L)(u) is acyclic. Theorem 5.5 finishes the proof.
Observe that L(u) ∗ L mimics in the algebraic setting the wedge of S0
(see example 5.6) and X which yields X+. However, in these constructions,
the base points are 0 ∈ L(u) ∗ L and the one in X for X+. We need to
rearrange this if we want to describe in the DGL setting the disjoint union
X
·
∪ Y as the wedge X+∨Y . Here, the base point of X+ is now the exterior
point. For that, we first observe that perturbing a DGL does not affect the
homotopy type of its geometric realization. It only rearranges the basepoints
of its components.
Proposition 6.3. Let L be a DGL and z ∈ MC(L). Then,
〈Lz〉 ≃ 〈L〉.
Proof. This is a direct consequence of the following facts. On the one hand,
and for any L∞ algebra, it is easy to check [2, Lemma 4.8] that MC(L
z) =
{a− z, a ∈ MC(L)}. On the other hand, a trivial computation shows that,
whenever L is a DGL, (Lz)a−z = La. The proposition follows at once from
Theorem 5.5.
With this in mind, let X be a space with path components {Y,Xj}j∈J
and let {L,Lj}j∈J be a family of non-negatively graded DGL’s, each of
which modeling the corresponding component. For each j ∈ J consider the
perturbed DGL Mj = (L(uj) ∗ Lj)
uj . That is, Mj = (L(uj) ∗ Lj , ∂uj ) in
which ∂uj(uj) =
1
2 [uj , uj ] and ∂ujx = ∂jx + [uj , x], with x ∈ Lj and ∂j the
differential in Lj . Then we have the following.
Theorem 6.4. The DGL M = ∗j∈JMj ∗ L is a model of X.
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An immediate consequence reads as follows.
Corollary 6.5. C∞(M) is a free CDGA model of X. 
Proof of Theorem 6.4. Clearly, in light of the proposition above and its
proof,
M˜C(M) = {0} ∪ {−uj}j∈J .
We prove that M (0) and each M (−uj) are non-negatively graded DGL’s of
the same homotopy type of Y and Xj respectively. By Lemma 6.1 each Mj
is acyclic. Thus H(M (0)) = H≥0(M) ∼= H(L) and the inclusion L
≃
→֒ M (0)
is a quasi-isomorphism.
On the other hand, an easy computation shows that
M−uj = (L(uj) ∗N)
uj ∗ Lj, with N = ∗i 6=jMj ∗ L.
Again by Lemma 6.1, (L(uj)∗N)
uj is acyclic and the inclusion Lj
≃
→֒M (−uj)
is a quasi-isomorphism. Theorem 5.5 finishes the proof.
Remark 6.6. Observe that for any L ∈ DGL, we may consider its decom-
position via localization, {L(z)}
z∈M˜C(L)
, and then obtain M ∈ DGL as in
the theorem above. Hence, 〈L〉 ≃ 〈M〉. That is, in geometric terms, L is
homotopy equivalent to a free (not bounded below!) DGL generated by a
vector space concentrated in degrees greater than or equal to −1 and with
a minimum set of Maurer-Cartan elements, M˜C(L) = MC(M).
Example 6.7. (1) Model of a disjoint union of spheres. Let X =
·
∪i∈I S
ni
be the disjoint union of spheres with ni ≥ 1. Fix i0 ∈ I and observe that,
by Theorem 6.4, a DGL model of X is (L(W ), ∂) in which W is generated
by {ui}i 6=i0 and {ai}i∈I with |ui| = −1, |ai| = ni − 1, and the differential is
given by ∂ui =
1
2 [ui, ui], ∂ai0 = 0 and ∂ai = [ai, ui] if i 6= i0.
(2) We invite the reader to check that applying Proposition 6.2 to the
model for the interval LI = (L̂(a, z), ∂) given in Example 5.6, we recover
precisely L.
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