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Abstract
In this paper we discuss a general algebraic approach to treating static equations
of matrix models with a mass-like term. In this approach the equations of motions
are considered as consequence of parafermi-like trilinear commutation relations. In
this context we consider several solutions, including construction of noncommutative
spheres. The equivalence of fuzzy spheres and parafermions is underlined.
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1 Introduction
The BFSS and IKKT matrix models [1, 2] are widely used in the context of string the-
ories since it is believed that matrix models nonperturbatively describe collective degrees
of freedom — branes (see also Ref. [3]). It was conjectured that superstring theories with
brane degrees of freedom correspond to perturbative regimes of M-theory, which pretends
to be theory of everything. In the light-cone frame it was conjectured to be described be an
Yang-Mills type matrix mechanics (BFSS matrix model) [1]. The IKKT matrix model was
offered as an effective theory for the large-N reduced model of super Yang-Mills theory while
solutions of the model were interpreted as infinitely long static D-string configurations [2, 4].
Static equations of matrix models are very important since their solutions are used as an
background (an vacuum configuration) when quantizing system with specific configuration
(e.g. see Ref. [5, 6]). Therefore for applications it is important to have so many such
solutions as possible. In this paper we offer a general algebraic approach to treating static
equations of motions of matrix models and discuss various solutions.
The paper is organized as follows. In the next section we offer an algebraic approach to
treating static matrix equations with a mass-like term which can be interpreted as an inter-
action with Ricci tensor in the case of curved space. In this approach the matrix equations
of motions are considered as constraints on parafermi-like trilinear commutation relations.
In the section 3 we discuss several solutions corresponding to the linear case, including con-
struction of fuzzy spheres. Besides we have demonstrated equivalence of parafermions and
noncommutative spheres. Brief discussion of results is presented in section 4.
2 An algebraic approach to static matrix equations
Let us consider the matrix model given by the action
S =
∫
dtTr
(
X˙µX˙
µ − 1
2
[Xµ, Xν ] [X
µ, Xν ]−RµνXµXν
)
. (1)
Here coordinates Xµ are N×N Hermitian matrices, all the components Rµν are numbers
while Greek indices run form 1 to p. Repeated upper and lower indices are implicitly summed
over while for raising and lowering of indices the metric gµν is used. The last term can be
interpreted as a generally non-diagonal mass term or as a term representing the interaction
of the vector field Xµ with an external symmetric field Rµν (e.g. Ricci tensor in a space with
nontrivial curvature). Advantage of such matrix models is that they admit stable vacuum
solutions, which can be interpreted as compact branes (e.g. spherical branes). In the matrix
model picture, N represents the number of the quantums on the backgrounds (or the number
of D-instantons or D-particles). Without the mass term the model (1) is the bosonic part of
the BSFF matrix model [1] however in principle the tensor Rµν can depend on N and vanish
in large N limit. Later on we will discuss classical solutions only, therefore, we discard the
fermionic degrees of freedom.
The action (1) leads to the following equations:
[Xν , [Xν , Xµ]]− X¨µ = RµνXν . (2)
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The equations of motions for static solutions have the algebraic form of trilinear commu-
tation relations:
[Xν , [Xν , Xµ]] = RµνX
ν . (3)
Solutions to these equations should correspond to even-dimensional D-p-branes.
If we treat the metric as pseudo-Euclidean then the relations (3) correspond to equations
of motions of IKKT matrix model with a mass like term. The IKKT matrix model with a
mass term was considered in Ref. [5].
It is worth noting that the nontrivial right-hand side in (3) make the algebra generated
by coordinates Xµ to be different from the homogeneous case [7].
From the algebraic point of view we can treat the matrix equations of motion (3) as
constraints on a priori nonlinear algebra defined by the trilinear relations
[Xρ, [Xµ, Xν ]] = Rρµν(X,A), (4)
where A denotes a set of operators independent of the coordinates Xµ. The r.h.s. has the
obvious index symmetries, which follow from the properties of the double commutator on the
l.h.s. Such trilinear relations can be thought as a generalization of the trilinear commutation
relations for parafermi systems [8].
To link the commutation relations (4) with matrix equations of motions (3) tensor oper-
ator Rνρµ(X,A) has to obey the condition
gνρRνρµ(X,A) ∼ RµνXν (5)
So, the whole algebra is generated by the coordinates Xµ and the set A governed by the
trilinear relations (4) and the constraints (5). Since we assume that the operators from
the set A do not appear in the equations (3) they can be treated as objects representing
“topological” degrees of freedom (e.g. charges corresponding to D-branes) of the matrix
model.
It is necessary to note that the offered approach is general because any solution to the
equations (3) obeys the relations (4) and (5) for some tensor operator Rνρµ(X,A) since the
equations (4) can be taken as its definition.
The relations (4) are too general and we restrict our self to the case when the set A is
trivial (proportional to identity or empty). When it is natural to consider Rνµρ(X) as a
regular function in Xµ, i.e. it can be represented as a series
Rρµν(X) = R
(0)
ρµν +R
λ
ρµνXλ + . . . ,
where in this case the constant tensor R
(0)
νµρ is related to central charges of an algebra. The
nonlinear dependence on the coordinates Xµ in general leads to nonlinear algebras but in
this paper we discuss the linear case only.
3 Linear case
Later on we will discuss the partial case, when the r.h.s. (4) is linear in the coordinates Xµ:
[Xρ, [Xµ, Xν ]] = R
λ
ρµνXλ, (6)
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where Rλνµρ commutes with the all coordinates and will be treated as a constant tensor
related to structure constants of the Lie algebra generated by the coordinates Xµ. Besides,
here we suppose that the coordinates generate all operators in the space.
The tensor Rλνµρ has the usual index symmetry of a Riemann tensor
Rλρ(µν) = 0, R
λ
ρµν +R
λ
µνρ +R
λ
νρµ = 0.
We will see that in some cases this tensor indeed is a Riemann tensor of a symmetric space
with the corresponding algebra defined by the trilinear commutations relations (6). There-
fore, we will adopt this terminology for it. It is interesting to note that according to this
terminology the massless solutions correspond to Ricci flat spaces.
Let us consider the following three cases:
1. Let the coordinates Xµ form a basis of some simple algebra a. Then the Riemann
tensor has the form
Rλνµρ = C
λ
νσC
σ
µρ,
where Cλνσ are structure constants of the simple algebra. This solution can be identified
with a D-brane. If one takes a semi-simple algebra, then such a solution corresponds
to a collection of D-branes.
2. If the noncommutative coordinates Xµ form only a part of basis of some simple algebra
then this algebra has a Z2-grading defined by the relation grXµ = 1. Therefore, such
an algebra can be decomposed as p⊕m, where p = span{Xµ} and m = span{[Xµ, Xν ]},
with the structural relations
[m, m] ⊂ m, [m, p] ⊂ p, [p, p] ⊂ m. (7)
The subspace p can be identified with a tangent space of the corresponding symmetric
space. On the other hand one can represent the commutators of the coordinates in the
form
[Xµ, Xν ] =
1
2
RλρνµMλ
ρ,
where Mλ
ρ ∈ so(p) ⊇ m, therefore, the noncommutative coordinates can be associated
with the covariant derivatives on the symmetric space.
3. In general, it is not forbidden for the algebra generated by the operators Xµ subjected
to (6) to be infinite-dimensional. Later we will briefly discuss an explicit example to
this case.
Some comments are in order. The coordinates Xµ can be represented by finite N × N
matrices iff the algebras in the first two cases are compact. Since a Lie group is a symmetric
space as well, hence, the first case can be included into the second. Therefore, we will not
discuss this case here. In the cases corresponding to symmetric spaces the metric should be
proportional to the Ricci tensor.
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3.1 Parafermions and noncommutative spheres
Let us start with the case of a constant curvature space, which is the most simple case among
symmetric spaces. The Riemann tensor has the form
Rλρµν =
R
p(p− 1)(δ
λ
µgνρ − δλν gµρ), (8)
where R is a scalar curvature. We look for the solution for the coordinates in the form of
the rescaled operators
Xµ =
1
2
√
R
p(p− 1)Gµ,
where Hermitian operators Gµ obey the commutations relations
[Gρ, [Gµ, Gν ]] = 4(gνρGµ − gµρGν). (9)
The operators Gµ generate the algebra so(p+ 1), p ∈ N:
[Gµ, Gν ] = 4iMµν ,
[Gµ, Mνρ] = i (gµνGρ − gµρGν) , (10)
[Mµν , Mρσ] = i (gµρMσν − gµσMρν + gνσMρµ − gνρMσµ) .
Even dimensional case. Let us consider the case of even p. Then the Hermitian
operators Gµ can be represented in the following form:
G2k−1 = a
†
k + ak, G2k = i(a
†
k − ak),
where the mutually conjugate operators ak, a
†
k obey the basic parafermi commutation rela-
tions [8]
[ak, [a
†
l , am]] = 2gklam, [ak, [a
†
l , a
†
m]] = 2gkla
†
m − 2gkma†l , [ak, [al, am]] = 0. (11)
So, this case corresponds to a parafermi system. For parafermi systems the most important
representation is the Fock representation defined by the relations:
ak|0〉 = 0, aka†l |0〉 = nδkl|0〉, n ∈ N. (12)
This representation is labeled by the natural number n called the order of the parafermi
quantization. This representation can also be given in terms of the Green ansatz [8]:
Gµ =
n∑
α=1
G(α)µ , (13)
where the summands obey the relations{
G(α)µ , G
(α)
ν
}
= 2gµν · 1I,
[
G(α)µ , G
(β)
ν
]
= 0, α 6= β. (14)
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The natural matrix representation of the Green ansatz is given on the vector space Va = V
⊗n :
G(1)µ = Γµ ⊗ 1I⊗ · · · ⊗ 1I, G(2)µ = 1I⊗ Γµ ⊗ · · · ⊗ 1I, . . ., G(n)µ = 1I⊗ · · · ⊗ 1I⊗ Γµ, (15)
where V is the irreducible representation space of the Clifford algebra
{Γµ, Γν} = 2gµν · 1I. (16)
The operators G
(α)
µ can be represent as a linear combination of the fermi creation-
annihilation operators:
G
(α)
2k−1 = a
(α)
k
† + a
(α)
k , G
(α)
2k = i(a
(α)
k
† − a(α)k ).
The vector space Va is the corresponding Fock space generated by polynomials of the opera-
tors a
(α)
k
† acting on the vacuum. The symmetrized traceless vector space Vst = Symt V
⊗n is a
proper subspace of Va, which contains the vacuum of the Fock representations on Va and Vst.
Besides, this symmetrized space is invariant with respect to the action of the operators (13).
The Fock representation of the parafermi system (11), (12) belongs to the space Vst since
the corresponding vacuum state does. It is known Ref. [9] that the irreducible Fock repre-
sentation of the parafermi relations is a proper subspace of Va, therefore, since the vacuum
belong to Vst this space coincides with the irreducible representation space of the parafermi
system. This proofs the following theorem.
Theorem: The matrix representation (13)-(16) on the symmetrized traceless vector space
Symt V
⊗n is the irreducible Fock representation of the parafermi commutation relations of
the order n.
Time dependent solution. Using the one-parametric unitary transformation of the
Fock representation
ak → ake−iωt, a†k → a†keiωt
we can write down the time dependent solution of the matrix equations (2) in terms of the
time dependent matrices
Gµ =
p/2∑
k=1
(
Bkµake
−iωt + (Bkµ)
∗a†ke
iωt
)
, (17)
where
Bl2k−1 = δkl, B
l
2k = iδkl.
The coordinates can be represented in the form
Xµ =
r
2
√
p(p− 1) Gµ, (18)
where from the (9) in follows that the parameter r is defined by the relation
r2 = R− pω2.
Since the parameter r has to be positive real number the scalar curvature and frequency are
restricted: R > 0 and ω2 < R/p.
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Besides the harmonic time dependence we can consider the coordinates with exponential
dependence, X¨µ − ω2Xµ = 0. In this case there is no constraints on the parameter r.
Large N limit. It is known that for the Fock representations of the parafermi system
the rescaled operators ak/
√
n and a†k/
√
n in the limit n→∞ go to the Heisenberg algebra.
Therefore, in this limit the coordinates (18) have the commutation relation [Xµ, Xν ] = θµν ·1I.
In other words, the noncommutative manifold defined by the coordinates (18) in large N
limit goes to the fuzzy plane Rpθ representing a noncommutative D-p-brane. This solution is
a BPS one [1].
In the paper [10] the representation (13)-(16) on the symmetrized vector space was
used to realize the noncommutative 4-sphere. Later similar representations of higher even-
dimensional fuzzy spheres were realized on the symmetrized traceless vector space Symt V
⊗n
[11, 12]. Thus as we have seen the irreducible Fock representations of parafermions are
equivalent to noncommutative spheres.
3.2 About solutions with a nontrivial Weyl tensor
Above we discussed the cases related to the symmetric spaces with a trivial Weyl tensor.
However, the non-triviality of the Weyl tensor is important for constructing “massless”
solutions (with Rµν = 0). Indeed, in the trilinear relations (6) one can change the Riemann
tensor for the Weyl one
[Xρ, [Xµ, Xν ]] =W
λ
ρµνXλ (19)
while the metric is kept the same. Obviously, the new trilinear commutation relations (19)
will provide solutions of the necessary type.
Let us consider the case of the symmetric space SU(n)/SO(n). The basis of the algebra
su(n) can be represented by matrices sab + imab, where s
†
ab = sab, sab = sba and mab span a
Hermitian basis of the algebra so(n). We will identify the operators sab with the coordinates
Xµ, i.e. in this case µ is a multi-index. The commutation relations between sab and mab are
[sab, scd] = −2i(δc(amb)d + δd(amb)c), [sab, mcd] = 2i(δc(asb)d − δd(asb)c).
Therefore, the Riemann tensor in (6) has the form
R(lm)(ef)(ab)(cd) ∼ 4
(
δ(c|(aδb)(eδ
(l
f)δ
m)
|d) − δ(a|(cδd)(eδ(lf)δm)|b)
)
. (20)
The Ricci tensor is proportional to the metric
R(ab)(cd) ∼ g(ab)(cd) = δa(cδd)b − 1
n
δabδcd.
Comparing the Riemann tensor (20) with the Ricci one it is possible to conclude that the
corresponding Weyl tensor is nontrivial, therefore nontrivial trilinear commutation relations
(19) providing a massless solution can be constructed.
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The case of A-statistics. In this case the basic commutation relations are given in
the form [14]
[[a†k, al], a¯m] = δkla
†
m + δlma
†
k,
[[ak, a
†
l ], am] = δklam + δlmak, (21)
[ak, al] = [a
†
k, a
†
l ] = 0,
where k, l,m = 1, . . . ,M .
In terms of the basis of the Hermitian operators Xµ:
Xk = a
†
k + ak, Xn+k = i(a
†
k − ak)
the commutation relations (21) can be represented in the form (6) with the Riemann tensor
Rαβµν = δ
α
µgβν − δαν gβµ + JαµJβν − Jαν Jβµ + 2Jαβ Jµν , (22)
where
gµν =
(
1IM×M 0
0 1IM×M
)
, Jµν =
(
0 −1IM×M
1IM×M 0
)
.
The commutation relations (6) with this Riemann tensor coincide with those of covariant
derivatives on the complex projective plane CPM . The tensor Jµν is a complex structure
tensor on this space. It is easily to see that the associated Weyl tensor is nontrivial in this
case.
Consider a Fock representation for the A-statistics (21) given by polynomials in operators
ak† over a ground state |0〉 formally defined by the same relations (12). In this case the
natural parameter n is called as an order of the A-statistics. This representation is finite-
dimensional and in the large N limit (n→∞) this representation goes to that of Heisenberg
algebra (a noncommutative plane) like the parafermionic representation does.
3.3 The generalized Dolan-Grady relations
The interrelationship between the equations (3), one-mode parafermion and the Dolan-Grady
relations was noted in Ref. [15]. Here we discuss application of the generalized Dolan-Grady
relations [16].
The real form of the generalized Dolan-Grady relations can be represented as
[Gν , [Gµ, Gν ]] = ǫνGµ, [Gρ, Gσ] = 0, ǫν = ±1, (23)
where Gµ are Hermitian operators, the indices run from 1 to p, there is no summation over
the index ν, the indices µ and ν are supposed to acquire adjacent values while the second
identity is supposed for the case when the indices ρ and σ are not adjacent. The values 1
and natural p are considered as adjacent.
However, it is worth noting that if one takes the metric in the form gµν = δµν when for
the coefficients ǫν obeying the relation
ǫi + ǫi+2 = 0,
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where we imply the periodic condition ǫi+p = ǫi, the generalized Dolan-Grady relations
provide a stationary solution to the usual BFSS model (massless solution). Such a solution
exists only for p to be a number divisible by 4. So, this solution should correspond to even
D-p-branes as it is required.
The generalized Dolan-Grady relations define sl(p) Onsager algebra [16]. Unlike the usual
Onsager algebra the theory of finite-dimensional representations in the general case of sl(p)
Onsager algebra is not elaborated. Till now the only known such representations can be
defined in terms of the operators
g2k−1 =
1
2
σxk , g2k =
1
2
σzkσ
z
k+1,
where k = 1, 2, . . . , L. The case Gµ = gµ corresponds to the sl(2L) Onsager algebra, while
for 2L = mp (m ∈ N) the operators of the form
Gµ =
m−1∑
s=0
gµ+ps,
where µ = 1, . . . , p, generate the sl(p) Onsager algebra [16]. The limit L → ∞ (or more
specifically m→∞ while p is fixed) corresponds to the large N limit.
One can consider more restrictive commutation relations then the generalized Dolan-
Grady relations (23) taking the “Riemann tensor” of the form
Rλνµρ ∼ ǫν
(
δλµδρν(δµ,ν+1 + δµ,ν−1)− δλρ δµν(δρ,ν+1 + δρ,ν−1)
)
.
The corresponding “Ricci tensor” is Rλνλρ ∼ ǫνδνρ, therefore, in the case of the BFSS model
it cannot be taken as a metric if ǫν have different signs.
The relations (23) can also be used to construct solutions of the IKKT model. In this
case there is the same restriction on p.
4 Conclusion
In this paper we offered a general algebraic approach to treating static equations of motions of
Yang-Mills type matrix models. We have considered several solutions, including discussed in
the literature construction of higher dimensional noncommutative spheres. We underlined
equivalence of fuzzy spheres and parafermions and demonstrated that this parafermionic
solution can be extended to include harmonic time dependence but with restrictions on the
scalar curvature and frequency.
Relying on the noted analogy between the equations of motion of Yang-Mills type ma-
trix models and the parafermi-like commutation relations we hope that the numerous ideas
and methods elaborated for parastatistics (e.g. the Green representation) will be useful in
developments related to the matrix equations.
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