In this paper, we propose an online ensemble distillation (OED) method to automatically prune blocks/layers of a target network by transferring the knowledge from a strong teacher in an endto-end manner. To accomplish this, we first introduce a soft mask to scale the output of each block in the target network and enforce the sparsity of the mask by sparsity regularization. Then, a strong teacher network is constructed online by replicating the same target networks and ensembling the discriminative features from each target as its new features. Cooperative learning between multiple target networks and the teacher network is further conducted in a closed-loop form, which improves their performance. To solve the optimization problem in an end-to-end manner, we employ the fast iterative shrinkage-thresholding algorithm to fast and reliably remove the redundant blocks, in which the corresponding soft masks are equal to zero. Compared to other structured pruning methods with iterative fine-tuning, the proposed OED is trained more efficiently in one training cycle. Extensive experiments demonstrate the effectiveness of OED, which can not only simultaneously compress and accelerate a variety of CNN architectures but also enhance the robustness of the pruned networks.
I. INTRODUCTION
In recent years, convolutional neural networks (CNNs) have achieved remarkable success in many computer vision tasks, for instance image recognition [24] , [39] , [70] , [72] , object detection [13] , [65] , semantic segmentation [69] , etc. They usually have very deep and/or wide architectures with a large number of parameters [24] , [77] , [82] . For instance, ResNet-152 [24] classifies one color image of a resolution size 224 × 224, which requires a 230 MB storage cost and 11B FLOPs. 1 This restricts their usage on resource-limited devices, such as mobile phones. To address this problem, several CNN compression techniques have been proposed to achieve compact yet accurate models including network pruning [21] , [44] , parameter quantization [8] , [9] , The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoxiang Zhang. 1 FLOPs denotes the number of floating-point operations. [15] , [64] , and low-rank decomposition [11] , [35] , [36] . Thus, model compression has attracted increasing attention in both academia and industry. Network pruning is a simple and effective method for reducing the network complexity and can be categorized as either non-structured or structured. Non-structured pruning [21] aims to prune the unimportant weight connections with small magnitudes in the pre-trained neural networks, but it may generate sparse CNNs with irregular convolutional filters that require special software/hardware accelerators for inference speedup [19] , [55] . In contrast, structured pruning [27] , [44] , [56] , [58] , [75] aims to prune structured weights, including 2D kernels, filters or blocks, by which the pruned networks do not require special packages for fast inference. Therefore, it is very efficient and friendly in the deployment platform and implementation. In this paper, we focus on structured pruning, especially on pruning residual blocks with skip-connections. This is due to the residual VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ FIGURE 1. Multi-stage pruning v.s. one-shot pruning. Multi-stage pruning produces compact networks by iteratively pruning and retraining, while one-shot pruning removes the redundant structures at once in a global way to obtain compact ones without any iterative pruning and retraining.
blocks are widely used in ResNets [24] , ResNeXts [77] , and compact networks (e.g., MobileNet V2 [68] and Shuf-fleNet [59] , [85] ), which have strong track records for computer vision tasks [10] , [23] , [24] and their tolerance to the removal of blocks [31] , [74] . Actually, these skip-connections make CNNs skip the computation of specific layers without cutting off the information flow and behave like ensembles of many shallow networks. Veit et al. [74] found that the removal of a single residual block generally has a minor impact on performance. However, the accuracy drops significantly if too many residual blocks are removed. To reduce the decrease in accuracy, learning-based structured pruning is proposed to train the networks from scratch, with sparse constraints on the weights [2] , [75] or the scaling factors [31] , [56] , [78] , using supervised class labels. It provides limited knowledge for learning the sparse networks, resulting in limited improvement of the performance. Moreover, the existing structured pruning methods typically adopt iterative pruning and retraining with multi-stage optimizations, as shown in Fig. 1 . It is extremely inefficient to prune a very deep and wide network.
How can we acquire more knowledge to effectively learn the structured sparse networks in a one-shot manner? Motivated by knowledge distillation [28] , a small student network can mimic a powerful teacher network by obtaining the knowledge from the teacher's soft predictions [28] or feature representations [66] , [83] . However, this distillation process requires a static pre-trained teacher model and relies on multi-stage training, which are commercially unattractive with the complex training strategy [3] .
To this end, we propose an online ensemble distillation (OED) method to automatically prune redundant structures at once in a global way without any iterative pruning and retraining, as shown in Fig. 1(b) . Our key innovation lies in the online construction of a strong teacher network formed by ensembling multi-student and automatically learning the sparse structures in a one-shot manner. Fig. 2 demonstrates the workflow of the proposed method. We first introduce and initialize a soft mask randomly after each block 2 in the target (a.k.a. student or branch in Fig. 2 ) network, and then enforce the sparsity of the mask with 1 −regularization. Our strong teacher network is constructed online by replicating the same target network with a different initial condition, in which the last convolutional features from each branch are concatenated to be the new features of the teacher network. Furthermore, cooperative learning between each student network and teacher network is conducted to improve their performance in a closed-loop form. Actually, it merges the training processes of the student and teacher models and uses the peer student network to provide knowledge. On the one hand, knowledge from the strong teacher (i.e., soft output in the green box of Fig. 2 ) can be transferred to improve the accuracy of each target network. On the other hand, each improved target network can learn more discriminative features, which increases the diversity of the teacher's feature representation. Thus, it improves the accuracy of the teacher network. By forcing more scaling factors in the soft mask to be zero and pruning the target network in a one-shot manner, we can leverage the fast iterative shrinkage-thresholding algorithm (FISTA) [5] , [14] to fast and reliably remove the redundant blocks.
The proposed OED is evaluated on a variety of network architectures, including ResNets [24] , MobileNet V2 [68] and ResNeXts [77] . Compared to the state-of-the-art structured pruning methods [27] , [31] , [44] , [53] , [56] , [58] , [76] , [81] , [84] , the proposed OED achieves a superior performance. For example, on CIFAR-10, the pruned ResNet-56 and ResNet-110 achieve increases in the classification error of only 0.68% and 0.5%, with FLOPs savings of 41.4% and 54.1% and parameters savings of 43.5% and 48.8%, respectively. On ImageNet ILSVRC 2012, the pruned ResNet-50 achieves a 9.97% Top-5 error and results in a factor of 1.9× compression. Moreover, we also evaluate the robustness of the pruned networks using OED. Compared to the original networks, the pruned networks achieve more robustness against adversarial attacks.
The rest of this paper is organized as follows. Related works are briefly summarized in Section II. The proposed online ensemble distillation method is introduced in Section III. Section IV presents the experimental results. Finally, conclusions are drawn in Section V.
II. RELATED WORK A. NETWORK PRUNING
In early time, network pruning mainly focused on non-structured pruning, which removes weights independently to achieve a highly sparse network. For instance, the work [22] , [43] proposed a saliency measurement to remove redundant weights determined by the second-derivative information of weights. Han et al. [20] , [21] iteratively pruned the unimportant weights with small absolute values and retrained FIGURE 2. An illustration of OED. For simplicity, we describe two branches here. Each target network is a branch with the same structure but a different initial condition, in which we add a soft mask λ after each block. A strong teacher network is constructed online by concatenating the last convolutional features of all branches and adding one fully-connected layer and classifier. Furthermore, cooperative learning between each student network and teacher network is conducted in a closed-loop manner to improve their performance. On the one hand, the knowledge from the strong teacher can be distilled back to enhance each target model learning. On the other hand, each improved target network can learn more discriminative features, which increases the diversity of the teacher's feature representation. Finally, we train all target and teacher models from scratch and employ the fast iterative shrinkage-thresholding algorithm to fast and reliably remove the redundant blocks, the scaling factors of which in the soft mask are 0 (i.e., red dotted block). In the test, we select a branch with the best trade-off between accuracy and parameter/FLOPs reduction for evaluation. the sparse network. Guo et al. [18] proposed dynamic network surgery to reduce the model size by pruning and splicing the connections. As introduced in Section I, non-structured pruning generates irregular sparse CNNs, in which the special software/hardware accelerators must be required for fast network inference. In contrast, structured pruning is more friendly and efficient on various off-the-shelf deployment platforms, simultaneously speeding up network inference and reducing the memory overhead of CNNs. It can be further categorized into greedy-based pruning [25] , [27] , [30] , [44] , [52] , [58] , [60] , [81] , search-based pruning [17] , [26] , [54] , [57] , dynamic pruning [7] , [12] , [47] , [63] , [73] , [76] , and sparsity regularization-based pruning [31] , [42] , [45] , [46] , [51] , [53] , [56] , [75] , [78] , [80] , [84] .
For greedy-based pruning, the work in [44] proposed a magnitude-based pruning to remove filters and their corresponding feature maps by measuring the 1 -norm of filters in a layer-wise manner. He et al. [25] proposed to calculate the saliency of filters with their 2 -norm. Hu et al. [30] proposed the sparsity of the feature map to determine the importance of a filter. Luo et al. [58] and He et al. [27] utilized statistics computed from the next layer to guide a greedy layer-wise pruning. A Taylor-expansion based criterion was proposed in [60] to iteratively prune one filter and then retrain the pruned network. Recently, a neuron importance score propagation (NISP) [81] criterion is proposed to propagate the importance score of each neuron from the high-level layers to the low-level layers. Lin et al. [52] proposed a global and dynamic pruning scheme to reduce the number of redundant filters by greedy alternative updating. All these greedy-based pruning methods iteratively prune each filter or layer and retrain the remaining models in a multi-stage manner, which is prohibitively costly when compressing deeper networks. Different from them, the proposed OED method globally prunes the redundant blocks at once without iterative pruning and retraining, which is significantly efficient when pruning deeper networks.
For search-based pruning, AutoML for model compression is used to automatically find the compression rate of each layer by reinforcement learning [26] or the evolutionary algorithm [57] . Motivated by MobileNet, [29] using the fixed and same width multiplier to reduce the widths of all channels, Gordon et al. [17] presented MorphNet to iteratively shrink the target network via a sparsity regularization and expand it via a uniform width multiplier, which is searched to satisfy the constraints on the computational complexity or the model size. Recently, Lin et al. [54] proposed the macroblock scaling method to find the optimal width multiplier for each convolutional layer. Compared to these search-based pruning methods with two separated steps for searching for the optimal pruning rate and the subsequent pruning, our method is much simpler to obtain a thinner network by only training the ensemble network from scratch. Dynamic pruning reduces model inference complexity by selectively using only parts of the model conditioned on each input. Generally, an additional gate network [7] , [12] , [47] , [63] , [73] , [76] is introduced to select activating structures based on each image for network inference. For example, Rao et al. [63] proposed a generic runtime network routing (RNR) framework to dynamically select an optimal path/branch based on each input for fast inference. The optimal path selection primarily resorts to the simple decision/gate network with the encoder-RNN-decoder structure, which can be represented as a Markov decision process and solved by reinforcement learning. Although dynamic pruning can achieve a better trade-off between accuracy and speedup, it is difficult to reduce the model size, which restricts its usage on memory-limited devices. Different from them, our method prunes the redundant structures in a permanent manner, simultaneously speeding up the computation and reducing the memory overhead of CNNs.
In line with our work, sparsity regularization was proposed to penalize unimportant parameters and prune redundant filters. Group sparsity regularization on filters (e.g., 2,1regularization [42] and 2,0 -regularization [51] ) or multiple structures (e.g., filter shapes and layers [75] , combination of group and exclusive sparsity [80] and out-in-channel sparsity regularization [45] ) has been proposed to sparsify them during training. The sparse scaling parameters [56] , [78] in batch normalization (BN) are introduced to guide channel pruning by a threshold. However, all these methods prune redundant structures by iterative pruning and retraining, which is inefficient in offline pruning. To address these problems, scaling factors after the specific structures [31] , [53] with 1regularization are added to train by the accelerated proximal gradient algorithm, which forces the scaling factors to exact zeros. However, only the knowledge from label [31] or the output of the pre-trained model [53] is limited to improve the performance of the target model. Different from them, our method proposes a strong teacher network online without pre-training, providing more knowledge to improve the performance of the target network.
B. KNOWLEDGE DISTILLATION
The proposed online ensemble distillation is related to knowledge distillation (KD) [4] , [6] , [28] . Hinton et al. [28] transfers knowledge from a large pre-trained model to a small student network, which uses extra supervision provided by the softened final output of a pre-trained teacher. The extra supervision extracted from a pre-trained teacher model is often in the form of class posterior probabilities [28] , feature representations [37] , [49] , [66] , [83] , a distribution of intermediate activations [1] , or inter-layer flow [79] ). These distillation methods require at least two-stage training, including pre-training the teacher network and training the student network with extra supervision, which is computationally expensive during training. Recently, deep mutual learning [87] has been proposed to conduct online distillation in one-stage training between two peer student networks. This online distillation uses each student as the opposing teacher, which is not a powerful ''teacher'' that limits the ability of knowledge discovery. We overcome this limitation by designing a new online ensemble distillation, in which the strong teacher network is constructed online by ensembling all the same target networks and cooperative learning between the teacher and the student model is used to improve their performance.
C. OTHER ORTHOGONAL METHODS
There are some other CNN compression methods (e.g., compact network design [29] , [32] , [59] , [68] , [85] , low-rank decomposition [11] , [36] , [41] , [50] , [86] , [88] , and parameter quantization [8] , [9] , [34] , [64] ), which are orthogonal to our method. For more details, the reader is referred to a survey [71] . The above orthogonal methods can be integrated into our approach to achieve higher compression and speedup rates.
III. PROPOSED METHOD
In this section, we first describe the notations and preliminaries. Then, we present our online ensemble distillation to prune the residual blocks. Finally, the fast iterative shrinkage-thresholding algorithm is introduced to solve the corresponding optimization problem.
A. NOTATIONS AND PRELIMINARIES
Consider a CNN model consisting of L blocks, 3 which are interlaced with ReLU [61] , BN [33] and pooling. For convenience, we take ResNet-50 as an example. Each residual block contains bottleneck structures with three convolutional layers (followed by both batch normalization and ReLU) and shortcut connections. In the convolutional layer, the convolution transforms an input a ∈ H × W × N into an output o ∈ H × W × N by the following linear mapping:
where
Here, D × D are the spatial dimensions, while N and N are the numbers of input and output channels, respectively. The height and width of the input are denoted as h i = h + i − 1 and w j = w + j − 1, respectively. For simplicity, we assume a unit stride without zero-padding and skip biases. Therefore, the residual block can be formulated as:
where a l and a l+1 are the input and output of the l-th block, respectively. F is a residual mapping that includes three convolutional layers in Eq. (1), and {W l } is the set of weights in the l-th block. We further give a set of training datasets D = {(x i , y i )} n i with n samples, where x i and y i belong to an input and a target output to one of C classes y i ∈ Y = {1, 2, · · · , C}, respectively. The network with all weights W outputs a probabilistic class posterior p(c|x i , W) for a sample x i over a class c as:
where z i is the logits or the final output before the ''softmax'' operator based on all network weights W and the input x i . To train the network W with multi-class classification, the crossentropy (CE) loss between the predictions and ground-truth label distributions is typically adopted by:
where I c,y i is the indicator function, which returns 1 if c equals to the ground-truth label y i and 0 otherwise. B is the number of mini-batches. Generally, we solve the objective function in Eq. (4) through the stochastic gradient descent (SGD). Each block weight W l can be updated by:
where the partial L CE (W) with respect to W l can be calculated by back-propagation and η is the learning rate.
B. ONLINE ENSEMBLE DISTILLATION FOR RESIDUAL BLOCK PRUNING
Aiming to prune residual blocks, we add the soft mask after each block to determine its importance and propose online ensemble distillation to acquire more knowledge to improve the accuracy of the pruned network. As illustrated in Fig. 2 , the proposed online ensemble distillation (OED) consists of three key components:
1) SOFT MASKS IN A MULTI-BRANCH NETWORK
To construct a strong teacher, we first copy a target/branch network to form m branches. Each branch has the same configuration, which serves as an independent classification model. The soft mask is added after each block as an auxiliary parameters to determine the importance of the block. Compared to the number of network weights, the number of parameters in the soft mask is negligible, due to each block having only one parameter. Therefore, the new residual block obtained after adding the soft mask is reformulated as:
where a (i) l and a (i) l+1 are the input and output of the l-th block at the i-th branch, respectively. λ (i) l is the scaling factor of the soft mask at the l-th block of the i-th branch. If λ (i) l = 0, we can reliably prune the corresponding block, as its corresponding output has no contribution to the subsequent computation.
The loss function of each branch L b (i) for a sample x i over a class c can be further formulated as:
where z (i) j is the logits at the i-th branch based on the input x j , the soft mask λ (i) and the branch weights W (i) . To learn a sparse soft mask, we employ the 1 -regularization on the soft mask. Therefore, the overall loss based on all branches is reformulated as:
where γ is a hyperparameter used to control the number of pruned blocks, which will be discussed in the experiments.
2) A STRONG TEACHER IS CONSTRUCTED ONLINE
As depicted in Fig. 2 , we construct a strong teacher online by concatenating all the features from the last convolutional outputs of m branches followed by the BN, ReLU, global average pooling (GAP) [48] and one fully-connected (FC) layer. Therefore, the logits z (e) in the strong network are formulated as:
where a (i) L , i = 1, 2, · · · , m is the last convolutional output of the i-th branch. g(·) represents a set of operators including the BN, ReLU and GAP. The construction based on a multi-branch design has two merits for model training. On the one hand, a strong teacher network is created online, which can be simultaneously trained with several student networks in a one-shot manner. On the other hand, we can avoid a complex asynchronous update between multiple networks.
After obtaining the strong teacher network, we also adopt the CE loss, L e , between the predictions of the teacher and the ground-truth class label distributions to improve its performance. This can be reformulated by:
3) THE OVERALL LOSS FUNCTION
Given the teacher's logits on each training example, we distill the knowledge from the teacher back to all the branches. Followed by knowledge distillation [28] , the soft probability distributions between the teacher and each branch are aligned to improve both the performance of the teacher and that of the student models. Therefore, we first compute the distributions with a temperature of τ for the teacher and individual branch as follows:
, θ} are the soft mask and weights in the teacher model, respectively. The higher the values of τ , the softer the distributions are. The detailed setups are discussed in Section IV. Then, the loss based on the Kullback Leibler divergence (KL-divergence) between the softened distributions from the teacher and branches is Randomly sample a batch size of B samples from x.
5:
Forward Pass: Compute the predictions p (e) and p (i) with τ = 1 by Eq. (11) and Eq. (12) and also the softened predictionsp (e) andp (i) with τ > 1 by Eq. (11) and Eq. (12).
6:
Backward Pass: Compute the gradients of weights W and λ via back-propagation. Update: Alternatively update W and λ. We first update W by:
For λ, we update it by Eq. (20). 7: until convergence or t reaches the maximum iterations T . // Testing 8: Select the single model (W (i) , λ (i) ) with the best trade-off between accuracy and speedup/compression rate.
introduced to quantify their alignment, which is written as:
After we obtain L b , L e and L kl , the overall loss function can be constructed for online distillation training by:
Note that we multiply L kl by a factor of τ 2 to ensure the relative contributions of the ground truth and that the probability distributions of the teacher remain roughly unchanged. The optimization achieved by minimizing the overall loss function in Eq. (14) is proposed in Section III-C.
C. OPTIMIZATION
Stochastic gradient descent (SGD) is a popular method for directly solving the optimization problem in Eq. (14) . However, SGD is less efficient in convergence. Moreover, by using SGD, we have observed non-exact zero scaling factors in the soft mask λ, as they are always jittering during SGD training. We therefore need a threshold to remove the corresponding structures, the scaling factors of which are lower than the threshold. By doing so, the accuracy of the target network becomes significantly lower than the baseline, and retraining is further required to improve the accuracy. It is less efficient in pruning the deeper networks. To address this problem, we introduce FISTA [5] , [14] to effectively solve the optimization problem of Eq. (14) via two alternating steps. Algorithm 1 presents the optimization process. First, we compute the predictions p (e) , p (i) ,p (e) andp (i) by forward-propagation. The gradients of weights W and λ are then computed by back-propagation. We then update W and λ alternatively. For updating, we use SGD to update the weights W via Eq. (15) . For better illustration, to update λ, we shorten the loss with weights W of Eq. (14) as H(W, λ), i.e.,
Therefore, we have:
λ is then updated by FISTA with the initialization of α (1) = 1:
where η (t+1) is the learning rate at iteration t + 1 and
In practice, we update the learning rate η with a fixed step. Details of the setup are discussed in Section IV.
IV. EXPERIMENTS
To evaluate the performance of the proposed OED method, we conduct comprehensive experiments on three widely used datasets, CIFAR-10 [38] , CIFAR-100 [38] and Ima-geNet [67] . CIFAR-10/100 contains 50,000 training images and 10,000 test images with a size of 32 × 32 from 10/100 classes. ImageNet ILSVRC 2012 contains 1.28M training images from 1,000 classes, as well as 50,000 validation images. For ImageNet, training images are rescaled to a size of 256 × 256, with a 224 × 224 crop randomly sampled from each image and its horizontal flip. We test the model on the validation set using the single-view testing as the classification error. We also evaluate the performance on different kinds of network architectures: ResNets [24] , MobileNet V2 [68] and ResNeXts [77] . Implementation: We implement the proposed OED by PyTorch [62] . We minimize the overall objective function by running on four NVIDIA GTX 1080Ti GPUs. The weight decay is set to 0.0002, and the momentum is set to 0.9. The hyperparameter γ is selected by cross-validation in the range [0.001, 0.1] for block pruning. On CIFAR-10 and CIFAR-100, we use the same training parameters, in which the mini-batch size is set to 128 for 300 epochs and the initial learning rate is set to 0.01. The learning rate is scaled by 0.1 at 50% and 75% of the total number of training epochs. On ImageNet, the mini-batch size is set to 64 for 90 epochs. The learning rate is set to 0.01 initially, and is divided by 10 over 20 epochs. For the branch number m and temperature τ , we discuss their setups in Section IV-A.
A. ABLATION STUDY
In this section, we select ResNet-56 for an ablation study to obtain the suitable branch number and temperature, and also evaluate the effectiveness of the FISTA optimizer. We train ResNet-56 from scratch for 300 epochs as a baseline and obtain an error of 6.03% when the number of parameters is 0.85M and FLOPs is 125.49M.
1) EFFECT ON THE TEMPERATURES
To evaluate the effect of the temperatures, we first fix the branch number m and γ to 3 and 0.02, respectively. With the same training setting, we train the OED method at different temperatures: 4, 10 and 20. As shown in Fig. 3 , the temperature has an effect on the performance of OED, especially on the FLOPs and parameter number. Compared to temperatures τ of 4 and 10, the number of FLOPs significantly increases when the temperature is τ 20, while its corresponding accuracy is just on par with that of the result when the temperature τ is 10. This result is due to the fact that high temperatures affect the softened distributions of the teacher and branches, providing limited knowledge that allows learning all networks in OED. In fact, OED with a temperature of 4 achieves a comparable result to that at a temperature of 10. To reduce the increase in classification error and simplify the experiments, we set the temperature to 4 in all the following experiments. 
2) EFFECT ON THE BRANCH NUMBER
To evaluate the effect of the branch number, we fix γ to 0.03 and train OED with 4 groups of branch numbers: 1, 2, 3 and 4. The teacher model is the same as the student model when the branch number is set to 1. In other words, we prune the network without knowledge distillation. As shown in Table 1 , with the increase in branch number, the error of the teacher model gradually decreases, becoming lower than the baseline (see the model where m is set to 3 or 4). We can also see that OED achieves better student models as the number of branches increases. Thus, OED achieves the best performance when the branch number is set to 4. For example, compared to the result when m is set to 1, 2 and 3, the model with m set to 4 achieves the highest number of FLOPs and parameter pruning rates of 56.4% and 49.4% and the lowest error of 7.11%. As discussed above, do these results indicate that we can increase the number of branches endlessly to pursue the higher performance? Actually, increasing the number of branches will slow down the training speed and increase the GPU RAM overhead. With the limited number of GPUs in our implementation platform, it is impossible to increase the number of branches endlessly. To obtain the best trade-off between training speed and performance, we set the branch number to 4 in the following experiments, which also matches the number of GPUs in our heterogeneous computing platform.
3) OED vs. DARK KNOWLEDGE AND ATTENTION TRANSFER
Dark knowledge (DK) [28] and attention transfer (AT) [83] use class posterior probabilities and feature representation of the hidden layers from a pre-trained teacher model to train the student model, respectively. The soft mask is also added after each residual block of the target network in both DK and AT. Therefore, we can employ FISTA to prune the redundant blocks at once. For a fair comparison, we choose ResNet-56 as their teachers. Moreover, we train OED, DK and AT with the same training settings, including temperature τ = 4 and hyperparameter γ = 0.04. As shown in Table 2 , our OED achieves the best performance compared to DK and AT. Comparison of different knowledge distillation methods on CIFAR-10. DK*/AT* is the result of method DK/AT based on our implementation, which uses ResNet-56 as its teacher, while ResNet-110-DK*/ResNet-110-AT* is the result of method DK/AT based on our implementation where the pruned network structure of the OED method is regarded as the student and ResNet-110 is regarded as the teacher. This outcome is due to the cooperative learning between the teacher and individual student models in OED, which is used to improve their performances. Furthermore, we also evaluate the performance of DK and AT by distilling the knowledge from the deeper pre-trained ResNet-110 to the pruned network structure of OED. As shown in Table 2 , AT achieves a slightly lower error than that of OED by pre-training ResNet-110 for 300 epochs and distilling the knowledge back to the student network for 300 epochs. However, it requires a significantly large number of training epochs with multi-stage training. In contrast, we can train both the teacher and student network by cooperative learning in a one-shot manner, which significantly reduces the number of training epochs. Compared to DK, OED achieves a better performance with fewer training epochs.
4) FISTA vs. SGD
To evaluate the effectiveness of the FISTA optimizer in OED, we compare it with the SGD optimizer. As discussed in Section III-B, we cannot obtain the soft mask with an exact scaling factor of 0 by SGD. Therefore, we introduce a threshold to guide the pruning after stable training. We set the threshold to 0.001 in our experiments. As shown in Table 3 , the accuracy drops significantly after pruning with thresholding by SGD (see the Error and PN columns), as the small near-zero scaling factors in the soft mask might have a large impact on the final network output. After fine-tuning the pruned network, the accuracy can be improved substantially. Advantageously, our FISTA can safely remove the redundant residual blocks during training and achieves better performance without any fine-tuning than that of SGD.
B. COMPARISON WITH THE STATE-OF-THE-ART 1) CIFAR-10
We evaluate the performance of the proposed OED on CIFAR-10 in four widely used networks: ResNet-56 [24] , ResNet-110 [24] , ResNeXt-29 [77] and MobileNet V2 [68] . 
a: ResNet-56 and ResNet-110
ResNet-56 and ResNet-110 have 27 and 54 residual blocks, respectively. Each block contains two 3 × 3 convolutional layers. We prune the residual block in both ResNet-56 and ResNet-110, which are summarized in Table 4 . For ResNet-56, when γ is set to 0.04, we obtain two of the four student models, with the best trade-off between the classification error and FLOP pruning rate. For example, compared to L1 [44] and NISP [81] , either one of them with OED-0.04 achieves the lowest error of 6.71% by removing 11 residual blocks with the highest FLOP pruning rates (i.e., 41.4% vs. 27.6% in L1 and 35.5% in NISP). Furthermore, compared to He et al. [27] and GAL [53] , the other thinner model pruned by OED-0.04 achieves the highest FLOP pruning rate of 67.7% by removing 18 residual blocks and achieves the lowest classification error of 7.71%. For ResNet-110, Block-Drop [76] dynamically prunes the network based on each image, achieving a low error of 6.4% with a higher average FLOP savings of 31.6% compared those of L1. However, for BlockDrop, the model size is difficult to reduce, as the blocks are not pruned permanently. Compared to all baselines, OED also achieves the best result after pruning 29 residual blocks when γ is set to 0.01. Compared to L1, GAL and BlockDrop, OED-0.01 achieves an error of 6.4% with the highest savings of 54.1% and 48.8% in terms of the FLOPs and parameters, respectively. b: We use ResNeXt-29 (8 × 64d) to evaluate the performance of OED. It has 9 residual blocks with a cardinality of 8 and Modified MobileNet V2 on CIFAR-10. We modify only the stride s to adapt to CIFAR-10: the other settings (t , c, n) are same as those in the original one on ImageNet. For a detailed introduction, refer to [68] .
bottleneck width of 64. The pruning results of ResNeXt-29 are shown in Table 5 . By adding edge sparsity regularization, edge-level pruning [84] achieves an increase in error of 0.16% with 55.4% and 28.4% pruning rates in terms of the FLOPs and parameters, respectively. Compared to edge-level pruning, our OED removes 5 out of 9 residual blocks, achieving a higher parameter pruning rate of 58.5% (vs. 28.4%), with a slightly lower classification error of 4.08% (vs. 4.11%).
c: MobileNet V2
We also evaluate the effectiveness of OED in pruning a compact network, MobileNet V2 [68] , used in mobile or embedded devices. We simply modify the original MobileNet V2 on ImageNet to adapt to CIFAR-10 by reducing the stride, as their input image sizes are different, i.e., 224 × 224 on ImageNet vs. 32×32 on CIFAR-10. The modified MobileNet V2 architecture on CIFAR-10 is summarized in Table 6 . We report two selected student models pruned by training them on OED with the same γ , as shown in Table 7 . Compared to GAL [53] , with the same pruning rate, both of them with OED achieve a lower error of 6.3% (vs. 6.93%), which is also lower than that of MobileNet V2. This result indicates that there are redundancies in inverted residual blocks on MobileNet V2. Compared to MobileNet V2, the other modified one with OED achieves a negligible error increase, and higher pruning rates of 48.2% and 19.9% in terms of FLOPs and parameters, respectively. This outcome is due to the strong teacher achieved by online ensembling multiple student networks.
2) CIFAR-100
We further evaluate the performance of OED on CIFAR-100 in two popular networks: ResNet-110 [24] and ResNet-164 [24] . a: Both ResNet-110 and ResNet-164 consist of 54 residual blocks. Each block in ResNet-110 has two convolutional layers, while each block in ResNet-164 has a bottleneck structure with three convolutional layers. We first evaluate the different performances for five groups of γ , as shown in Fig. 4 . We can see that OED achieves a slight increase in error when the parameter pruning rate is lower than 40% on both ResNet-110 and ResNet-164. When the parameter pruning rate is higher than 40% (especially above 50%), the error significantly increases. This outcome is due to the excessive block pruning decreasing the accuracy of the teacher model, which in turn affects the learning of each student model. We further compare OED to different state-of-the-art structured pruning methods, such as BlockDrop [76] , Liu et al. [56] and SSS [31] . Table 8 and Table 9 summarize the comparisons of ResNet-110 and ResNet-164 on CIFAR-100, 
3) IMAGENET ILSVRC 2012
We also evaluate OED on ImageNet using ResNet-50. The results of four branches pruned by training them on OED are presented in Fig. 5 . In Fig. 5(a) and Fig. 5(b) , we can see that OED learns multiple student models and a teacher model with online ensembling together, which significantly decreases the error of all networks. The teacher model however achieves almost the same error as that of ResNet-50. Note that the second branch achieves the highest error in all models, which is due to the partially important blocks being pruned during training. In Fig. 5(c) , after 25 epochs, the number of blocks pruned away remains generally stable, which means that all networks aim at decreasing the classification error in the following epochs. We also found that the third branch prunes the largest number of blocks.
We further compare OED with several state-of-the-art pruning methods, as shown in Table 10 . Compared to He et al. [27] , the first branch achieves a better performance with a lower Top-1 error of 26.45% (vs. 27.7%) and lower computational cost (2.56B FLOPs vs. 2.73B FLOPs in [27] ). Additionally, compared to the block pruning methods (i.e., SSS [31] and GAL [53] ), the third branch achieves the highest compression rate of 1.9× yet with a comparable accuracy. The third branch also achieves a comparable result to that of ThiNet-50 [58] and GDP-0.6 [52] . In fact, OED is established based on simultaneous multi-branch training without iterative training and fine-tuning, which is significantly efficient against filter pruning methods with multi-stage training, such as the iteratively layer-wise pruning and retraining in ThiNet and the two-stage pruning in GDP. Furthermore, it is convenient that the corresponding branch can be selected in OED for practical applications, also including a strong teacher model.
We further measure the training and testing time of the original ResNet-50 and OED, as shown in Table 11 . For training, we use four GTX 1080Ti GPUs with a batch size of 64. For testing, we use Intel i7-6900K CPU and one GTX 1080Ti GPU both with the batch sizes of 64 to measure the realistic running time of different models on CPU and GPU, respectively. We need about 306 hours to train all the ensemble models including all the branches and the teacher model. Compared to ResNet-50, the third branch by OED (i.e., OED-0.05-b3) achieves 1.62× and 1.6× actual speedup in GPU and CPU for model inference. It exist the gap between theoretical and realistic model, which may come from and the limitation of IO delay, buffer switch and efficiency of BLAS libraries.
C. ROBUSTNESS AGAINST ADVERSARIAL ATTACKS
OED has demonstrated its effectiveness to simultaneously accelerate and compress CNNs on CIFAR-10/100 and ImageNet classification tasks. We further investigate the robustness of the pruned networks in resisting adversarial attacks.
We select ResNet-56 and its model pruned by OED with γ setting to 0.04 on CIFAR-10 as the two models for evalu- ation. To generate adversarial examples, we consider three algorithms: fast gradient sign method (FGSM) [16] , single-step least-likely class method (One-Step-LL) [40] and iterative attack (Iter-LL) [40] . The results are summarized in Table 12 . Compared to ResNet-56, with the same change in the number of pixel in the three adversarial attacking methods, the network pruned using OED achieves a lower classification error. This result indicates that the pruned network is more robust to adversarial attacks.
V. CONCLUSION
In this paper, we developed an online ensemble distillation (OED) approach to effectively prune the blocks of CNNs without any iterative pruning and retraining. We first introduced a soft mask to scale the output of each block in the target network, upon which 1 -regularization on the mask is designed to enforce its sparsity. To improve the performance of the target network, we constructed online a strong teacher network by replicating the target network to form a multi-branch network, in which each branch presents a target network. The cooperative learning in a closed loop between the teacher network and multiple target networks was then proposed to enhance their discriminability. Moreover, by forcing more scaling factors in the soft mask to zero and pruning the target network in a one-shot manner, we leveraged the fast iterative shrinkage-thresholding algorithm to fast and reliably remove the redundant blocks. We have comprehensively evaluated the performance of OED on a variety of CNN architectures over different datasets, which not only demonstrated the superior performance gains over the state-of-theart methods but also enhanced the robustness of the pruned networks.
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