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On the Algebraic Complexity of Inner Product* 
ABSTRACT 
‘rhc number of binary operations required to compute cF=, ziyi is shown to 
be 2% - 1 even when auxiliary functions are used. 
1. INTRODUCTIOK 
It was shown in [l] that every algorithm for computing the inner 
product (x, y) = cr=i xiyi f o n-dimensional vectors requires at least n 
multiplications and methods similar to the ones used in [l] show that 
at least n - 1 additions are required. Therefore the regular method of 
computing the inner product minimizes both the number of multiplications 
and the number of additions. 
The question of the number of arithmetic operations required to 
compute the inner product when certain auxiliary continuous functions 
Pl(X)J . . . , ,uk(x) and vi(y), . ., q(y) are given was also investigated in 
II], where it was proved that, regardless of the choice of the 1~‘s and v’s, 
at least n/2 multiplications are required. Similar methods can be used 
to establish that, even with the use of auxiliary functions, at least n - 1 
additions are still required. 
The lower bound for the number of multiplications can actually be 
achieved when PZ is an even number. Let ,u(x) = c$$i x~,_~x~, and 
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V(Y) = CZl Yzm-lYh~ then CL xiyi = C”m’il (-Q~-~ + y2m)(~2nl + 
~s+i) - ,u(x) - V(Y). This algorithm has the drawback that, although 
it requires only n/2 multiplications, it requires 394/Z + 1 additions. 
The lower bound for the number of additions can clearly be reached 
using the usual method for inner product without any auxiliary function. 
The purpose of this note is to show that both lower bounds for the number 
of multiplications and additions cannot be reached simultaneously. In 
fact, we will prove that the total number of arithmetic operations has to 
be at least 2n - 1 even when auxiliary functions are used. Since this 
lower bound is achieved without any auxiliary function, it means that 
any method which saves k multiplications by the use of auxiliary functions 
has to have at least k additional additions. 
2. RESULTS 
LEMMA. Let G be a directed graph such that: 
(i) The in degree of each node is < 2. 
(ii) Exactly one node has out depee 0. 
Theqz Nz 3 I\‘,, - 1, z&eye Ni is the number of nodes with in degree i. 
Proof. Ry the second assumption, the number of edges in G is at 
least one fewer than the number of nodes (since every node but one has 
at least one edge leaving it). On the other hand, the number of edges 
is Nr + 2Ns. So N, + 2N, 3 N, + N, + N, - 1, which establishes 
the result. 
THEOREM. Let ,ui(x,, . . . , x,), i = 1, 2,. . ., k, and vi(yl,. ., ym), 
i = 1, 2,. . ., 1, be contilzz~ous functions such that ~~z”=l xiyi = f(,q,. . I 
pk, VI>. . I IQ). Any algorithm for com$uting f which uses unary and binary 
operations has at least 2n - 1 binary operations. 
Proof. Let u be an algorithm for computing f. The algorithm gives 
rise to a directed graph G as follows. The nodes of G correspond to the 
partial results of E (we view the given functions ,u~ and vj as partial 
results). A branch is directed from node ni to node nj if the partial result 
corresponding to node n, is used as an argument to obtain the result 
of corresponding to node nj. The resulting graph satisfies the conditions 
of the lemma, and N, is the number of auxiliary functions, Ni the number 
of unary operations, and N, the number of binary operations. Assume 
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that N, < 2n - 1; then No < 2n, so either k < n or 1 < n. With no 
loss of generality, we assume that k < n. The functions ,LL~, ,u~,. . ., ,ua 
are a continuous mapping of n-dimensional Euclidean space into (k < n)- 
dimensional Euclidean space, and therefore cannot be one-one. So there 
are two distinct vectors x1 = (xrr, xzl,. . , x,l) and x2 = (xr2, xz2,. . . , xn2) 
such that ,~~(xr) = pi(xz), i = 1, 2,. ., k. Therefore, for every vector y, 
O=f(iur(%),. ~,/-4~1),~I(Y)>~ .,%(Y) -f(/4(%)>~ .‘Iu(%,)~ VI(Y).. .>%(Y). 
So ~~_I (x; - xi2)yi = 0, which contradicts the assumption that x1 # x2. 
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