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Abstract
In this paper, we have obtained a necessary and sufficient condition on (λn) for the series∑
λnan to be |A|k summable, k ≥ 1, whenever
∑
an is |A| summable. As a consequence we




an be a given infinite series with the partial sums (sn), and let A = (anv) be a normal
matrix, i.e., a lower triangular matrix of nonzero diagonal entries. Then A defines the sequence-




anvsv, n = 0, 1, ... (1)
The series
∑







and it is said to be |R, pn|k summable (see [5])if (2) holds when A is a Riesz matrix.
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, for 0 ≤ v ≤ n, and anv = 0 for v > n,




pv →∞, (n→∞), (P−i = p−i = 0, i ≥ 1) .
Sarıgo¨l [2] has proved the following theorem for |R, pn|k summability method.
Theorem A. Suppose that (pn) and (qn) are positive sequences with Pn → ∞ and Qn → ∞ as
n → ∞. Then
∑
anλn is summable |R, qn|k, k ≥ 1, whenever
∑
an is summable |R, pn|, if and
only if


































for the cases 1 ≤ k < ∞, where (l1, lk) denotes the set of all matrices A which map l1 into




2. The main result. The aim of this paper is to generalize Theorem A for absolute matrix
summability. Before stating the main theorem we must first introduce some further notations.





ani, n, v = 0, 1, ... (5)
2
and
aˆ00 = a¯00 = a00, aˆnv = a¯nv − a¯n−1,v n = 1, 2, ... (6)
It may be noted that A¯ and Aˆ are the well-known matrices of series-to-sequence and series-to-series








































If A is a normal matrix, then A′ = (a′nv) will denote the inverse of A. Clearly, if A is normal then
Aˆ = (aˆnv) is normal and it has two-sided inverse Aˆ
′ = (aˆ′nv), which is also normal (see [1]).
Now we shall prove the following theorem.
Theorem. Let k ≥ 1, A = (anv) and B = (bnv) be two positive normal matrices. In order that∑
anλn is summable |B|k, whenever
∑


















k = O(1), (11)
an−1,v ≥ anv, for n ≥ v + 1, (12)
a¯n0 = 1, n = 0, 1, 2, ... . (13)
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Then (9)-(11) and
b¯n0 = 1, n = 0, 1, 2, ..., (14)
ann − an+1,n = O(ann an+1,n+1), (15)
n∑
v=r+2
∣∣∣bˆnv∣∣∣ |aˆ′vrλv| = O( bnnann |λn|) (16)
are also sufficient.






, then we get Theorem A.
Proof of the theorem.

























aiλi is summable |B|k
}
.





















an is summable |A| implies
∑
anλn is summable |B|k, by the hypothesis of the theorem,
‖X‖ <∞⇒ ‖Y ‖ <∞.
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Now consider the inclusion map c: A→B defined by c(x)=x. This is continous, which is immediate
as A and B are BK-spaces. Thus there exists a constant M such that
‖Y ‖ ≤M ‖X‖ . (20)




0 , if n < v
aˆnv , if n = v





0 , if n < v
bˆnvλv , if n = v
∆v(bˆnvλv) , if n > v.























Hence it follows from (20) that




nk−1 | ∆v bˆnvλv |




| ∆v aˆnv |
k .
Using (12), we can find














. Taking the first
term,















which verifies that (9) is necessary.
Using the second term we have,
∞∑
n=v+1






which is condition (10).
Now if we apply (17) to av = ev+1, we have,
∆xn =
























Hence it follows from (20) that
∞∑
n=v+1








Using (13) we can find
∞∑
n=v+1
nk−1 | bˆn,v+1λv+1 |
k= O(1)
which is condition (11).
6





















On the other hand, since
bˆn0 = b¯n0 − b¯n−1,0



























































where δnv is the Kronocker delta, we have that
bˆnvλv aˆ
′

























































































































































, if v = n




































































































, if 0 ≤ r ≤ n− 2































<∞ for i = 1, 2.
This completes the proof of theorem.
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