Abstract. Numerical methods for linear kinetic equations based on moment expansions for a discretization in the velocity direction are examined. The moment equations are hyperbolic systems which can be shown to converge to the kinetic equation as the order of the expansion tends to in nity and to a drift-di usion model as the Knudsen number tends to zero. A discretization of the moment equations with respect to time and space is presented, a stability result is proven and some aspects of an implementation are discussed. In particular, an adaptive procedure is described where the order of the expansion is determined locally. Results of numerical experiments are presented.
Introduction
The numerical simulation of ows governed by macroscopic models in certain subdomains and by kinetic models in others, has received signi cant attention recently. Applications can be found in the elds of gas dynamics and semiconductor device simulation. One obvious approach to these problems is domain decomposition where nite di erence or nite element methods are used for the macroscopic equations and particle methods for the kinetic equations. The coupling is performed by interface conditions. In the semiconductor eld this approach has been carried out for a particular application in 4]. Theoretical investigations can be found in 3] . The basic idea is that the kinetic model should be solved in the whole domain, however, the computationally much less expensive macroscopic model is su ciently accurate in regions where scattering processes dominate.
An alternative approach used in the semiconductor eld is to extend the basic macroscopic model, the drift-di usion model, by adding equations for higher order moments of the distribution function. The resulting models are known as the hydrodynamic semiconductor equations. Recently, e orts have been made to extend this idea in a systematic way. We mention expansions of the distribution function in terms of spherical harmonics 12] and a second approach 10] in the spirit of Grad's work 2] where an expansion procedure is applied to a transformed kinetic equation with an adaptively determined coordinate transformation.
Here we are concerned with moment expansions of arbitrary order and with questions of stability and convergence. For the stability analysis it is of great help to formulate the expansions within the framework of Levermore's recent theory 6].
Our second emphasis is on the implementation of the moment methods. In particular, we want to demonstrate that a transition between macroscopic and kinetic regions can be performed by varying the order of the expansion.
In section 2 the kinetic model and its basic properties are presented. It is a well known result that the drift-di usion model is obtained in the limit where the Knudsen number (mean free path/characteristic length) tends to zero. The moment expansion procedure is presented in section 3. Section 4 contains stability and convergence results as the order of the expansion tends to in nity. In section 5 it is shown that the moment equations also reduce to the drift-di usion model in the macroscopic limit. A semiimplicit time discretization and a space discretization for the one-dimensional case are presented in section 6. Finally, we discuss some further aspects of an implementation and present results from our solutions of a model problem in section 7. k (x; 0) = hf I (x; ); ' k i H ; k = 0; : : : ; K:
We collect some properties of the coe cient matrices: Integration by parts gives
The symmetry of C follows from (2.4). The elements of the rst line are
and, by symmetry, also the rst column of C vanishes. We consider (4.6), (4.7) as a system of 6 transport equations for F = (g 1 ; g 2 ; g 3 ; h 1 ; h 2 ; h 3 ), subject to the initial conditions g i (t = 0) = @f I @x i ; h i (t = 0) = @f I @v i ; i = 1; 2; 3: (4.9)
We intend to show that the right hand side of (4.6), (4.7) is the sum of an element of (C( 0; 1); H)) 6 s n (t) = 0 :
Applying the Gronwall lemma to (4.12) gives the desired result.
5 The drift-di usion limit Before carrying out the macroscopic limit " ! 0 in the moment system we rewrite Proof: From the uniform estimate (4.2) weak* convergence of f K , and therefore also of %, for a suitable subsequence is immediate. From (4.1) and the coercivity ofC we obtain a uniform estimate for and, thus, also weak* convergence for a further subsequence. The drift-di usion problem for the limit of % follows from going to the limit in (5.1) and (5.2) in the sense of distributions. From the negative de nteness ofC and formula (5.3) it is immediate that ij is positive semide nite. Since standard results for parabolic equations imply uniqueness of the solution of the limiting problem, convergence is not restricted to subsequences.
A few words have to be said about the mobility tensor. First, it is an approximation for the exact, isotropic mobility from section 1, determined by 
Time and Space Discretization
For a numerical implementation the problem (3.1), (3.2) has to be discretized. Finding an e cient discretization is nontrivial since the sti ness of the problem goes to in nity both for " ! 0 and for K ! 1. Here we concentrate on the sti ness caused by smallness of ".
First we want to make a general statement about the numerical solution of problems P " containing a small parameter ". If the numerical method creates a problem P ";N where N is a measure for the numerical e ort, then an e cient method should satisfy the requirement that the limits " ! 0 and N ! 1 carried out in P ";N commute. Assuming that the method is convergent for xed " (i.e., P ";N ! P " as N ! 1) this means that P 0;N is a convergent method for the limiting problem P 0 . This property is an indication that the solution of the problem with small " can be approximated with a numerical e ort remaining bounded as " ! 0.
For sti problems implicit time discretizations typically satisfy the above requirement whereas explicit discretizations do not. Since particle methods (Monte Carlo methods as well as deterministic particle methods) lead to explicit discretizations they are ine cient for small Knudsen numbers.
The results of the preceding section show that the moment expansion method satis es the above requirement. However, because of the sti ness this property can easily be destroyed by the discretization of the moment system. In particular, discretizations explicit in time would su er from the same drawbacks as particle methods. The use of implicit discretizations on the other hand seems to be out of the question because of the size of the linear systems to be solved in this case. In the following we present a semiimplicit discretization with respect to time having the property that it reduces to a standard implicit discretization of the drift-di usion equation in the macroscopic limit. Afterwards a space discretization for the onedimensional case will be given.
We discretize the moment system in the form (5.1), (5.2) in time by evaluating the terms on the right hand side at the new time step and the transport terms on the left hand side of (5.2) at the old time step. Introducing the time step t and t n = n t, we set n (x) = (x; t n ) and approximate %(x; t n ) and (x; t n ) by % n (x) and n (x), respectively. h ( n+1 j+1 ? n+1 j )B n j+1=2 ; where n j = (x j ; t n ), B(z) = z e z ?1 is the Bernoulli function, andÃ = A + +Ã ? is the standard decomposition of a symmetric matrix into matrices with nonnegative and, respectively, negative eigenvalues. The ScharfetterGummel discretization (6.8) of (6.5) is obtained by approximating J n+1 and @ n+1 @x in (6.5) by constants and explicitly solving the resulting ODE for % n+1 . It is an example of an exponentially tted discretization and provides automatic upwinding if the convection term in (6.5) dominates. The stability result at the end of this section shows that upwinding and the ScharfetterGummel discretization are reasonable choices. For the optimal resolution of sharp fronts, however, more sophisticated discretizations (such as, e.g., ENO methods 11]) might be preferable.
The system (6.6), (6.7) can be rewritten by eliminating n+1 j+1=2 : 1 t (% n+1 j ? % n j ) =^ h ( For every time step the following computations have to be carried out: For n+1 j+1=2 at every point of the spatial grid a linear system with the symmetric, positive de nite coe cient matrix " 2 t ?C has to be solved and an additional system for the computation of^ . Then the density is computed by solving a linear system of the size of the spatial grid.
Finally, we check the property mentioned at the beginning of this section:
Obviously, as " ! 0, the above system reduces to a standard discretization of the drift-di usion equation commonly used in device simulation software. We conclude this section with an unconditional stability result for the discrete system for coarse spatial grids and time independent electric potential. We shall need the norms and an according de nition of k% n k, where n j+1=2 is replaced by % n j .
Theorem 6.1 Assume the potential is time independent and uniformly bounded, i.e., n j = j and sup j=? This implies the result of the theorem with = e ?2M 0 2c 1 and an appropriately chosen value of c.
Implementation and Numerical Results
Our main motivation for considering moment methods are problems with both kinetic and macroscopic regions. Recently, strategies for the numerical solution of such problems have been developped 3], 4] where interfaces between macroscopic and kinetic regions are introduced. Then the discretized drift-di usion equation is solved in the macroscopic regions and a particle method is used in the kinetic regions. A major issue in this approach is the derivation of appropriate coupling conditions at the interfaces. The moment expansion method considered in this work allows for a gradual transition between macroscopic and kinetic regions by varying the order of the expansion locally in space and time. In the implementation described below this is done adaptively by a heuristic procedure. Theoretically motivated error estimators still have to be developped.
Another implementation issue is the time step selection. It is subject to accuracy as well as stability considerations. Since both the space and time discretization are rst order accurate, time steps of the same order of magnitude as grid spacings seem to be reasonable from the accuracy point of view, at least in the absence of appropriate estimators for the discretization error. As far as stability is concerned, the result of the previous section shows that time step limitations can only occur for O(") (or ner) grid spacings. In this case, the discrete transport operator T h becomes important and we expect a CFL condition (see 5]) for the time step. A quantitative criterion for the time step selection is derived from the scalar model equation " 2 @u @t + "a @u @x = cu ; (7.1) with 0 < " 1, a 2 IR and c < 0. This is a hyperbolic equation with a strong relaxation term on the right hand side and a caricature of (5.2). Without loss of generality we assume a > 0 and, thus, the discretized version is " 2 t u n+1 j ? u n j + "a h (u n j ? u n j?1 ) = cu n+1 j :
We perform a von Neumann stability analysis (see 5]). A simple computation shows that u n j = n e ij with = "("h + a t(cos ? 1 ? i sin )) h(" 2 ? c t) solves (7.2). The stability criterion j j 1 is satis ed if either Case 1: h < 2"a ?c and t 2" 2 h 2"a + hc ; or Case 2: h 2"a ?c :
Case 1 corresponds to a ne spatial grid (h = O(")). The restriction for the time step is a relaxed version of the CFL-condition for the case without the relaxation term. Case 2 corresponds to the result of the previous section.
The stability analysis for the scalar equation (7.1) cannot be rigorously applied to our discretization of the system (5.2) since in general the matrices A andC cannot be diagonalized simultaneously. Also the e ect of the electric eld term of (5.2) is not present in (7.1). However, the above analysis is used for the time step control in the implementation described below with satisfactory results. The stability criterion is checked with a replaced by the eigenvalue with largest modulus ofÃ and ?c replaced by the smallest eigenvalue of ?C.
We solved Ringhofer's test problem 10], which is one-dimensional in space with periodic boundary conditions. The collision operator is the relaxa- The time independent potential forms a well in the right part of the interval, and the initial datum is a concentration of electrons in the left part of the interval with a distribution in local thermal equilibrium. As t ! 1 the solution converges to an equilibrium distribution with the electrons concentrated in the potential well. The evolution of the density is shown in Fig. 7.1. Fig. 7 .2 contains a comparison of computed results at t = 0:1 for the drift-di usion model and the moment method with di erent orders. The kinetic solutions di ers strongly from the drift-di usion solution. Reasonable accuracy can already be achieved with order K = 8. Finally, we have implemented an adaptive method where the order of the moment expansion is chosen individually for every grid point in space and time. Fig. 7.3 shows the evolution of the orders. Note that the order is automatically reduced to the minimal value (drift-di usion model) as the solution converges to an equilibrium distribution for t ! 1. This shows that an automatic transition between macroscopic and kinetic regions is possible. In the presented example the adaptive procedure reduces the computational e ort by a factor of 4 as compared to the use of the maximal order throughout the computation. 
