An affine projection π : P p → Q q of convex polytopes induces an inclusion map of the face posets i : F(Q) → F(P ). We define an order-preserving map of posets h :
Introduction
When a d-dimensional sphere is embedded in a d -dimensional sphere, it follows from Alexander duality that the complement has the same homology and even the same stable homotopy type as a (d − d − 1)-dimensional sphere. But in general it doesn't have to be homotopy equivalent to a sphere, e.g. if S
1 is embedded in S 3 by a knotted embedding. It is hoped that in several combinatorial situations, the complement can be shown to have the homotopy type of a sphere. We next describe these situations.
Non-face posets
One of these situations came up in Reiner [9] . For a p-dimensional polytope P with vertex set V , he considered the non-face poset Nonfaces(P ) of the polytope P . Roughly speaking, Nonfaces(P ) is the subposet of the Boolean algebra 2
V consisting of those subsets of V that do not form faces of P . Through out this paper, we will use F(P ) to denote the poset of nonempty proper faces of polytope P ordered by inclusion. For a poset P, we will use ∆(P) to denote its order complex, which is the simplicial complex of chains in the poset [1, §9] . By abuse of notation, we will not distinguish an abstract simplicial complex and its geometric realization. If we let i : F(P ) → 2 V denote the map that sends a face to its vertex set, then Nonfaces(P ) := 2 V − {∅, V } − i(F(P )).
It is known that the order complex of this poset is homotopy equivalent to the complement of ∆F(P ) in ∆(2 V − {∅, V }) (Lemma 9). It is also known that ∆F(P ) is isomorphic to the barycentric subdivision of the boundary complex of P and ∆(2 V − {∅, V }) is isomorphic to the barycentric subdivision of the boundary complex of a simplex. Thus ∆F(P ) is a (p − 1)-sphere and ∆(2 V − {∅, V }) is a (|V | − 2)-sphere. Reiner [9] conjectured that ∆(Nonfaces(P )) is homotopy equivalent to a (|V | − p − 2)-dimensional sphere. Further, he considered the poset of non-faces in some regular cell decompositions of spheres and asked the following question, Question 1 ( [9, 10] ) Let K be a regular cell decomposition of a d-sphere with n vertices, such that the intersection of any two cells is either the closure of a cell or empty. Is the order complex of the poset Nonfaces(K) homotopy equivalent to the (n − d − 2)-sphere S n−d−2 ?
Here we assume the reader is familiar with regular cell complexes and polyhedral complexes (c.f. [1, §12] ). We will give an affirmative answer to the above question for polyhedral decompositions of spheres which are not necessarily the boundaries of convex polytopes.
Projections of polytopes
Edelman and Reiner [4] considered a slightly more general situation when one has a point configuration instead of a polytope. Let A be a collection of points in R p whose affine span is all of R p . The convex hull conv(A) is a p-polytope. For a face F of conv(A), we will identify it with the set of points in A that are contained in F . We thus can define the poset of non-faces to be
Later, Reiner [10] generalized this to projections of polytopes, as we now explain. Let π : P → Q be a projection of polytopes. That is an affine map π : R p → R q such that π(P ) = Q for polytopes P ∈ R p and Q ∈ R q . We assume without loss of generality that P is a p-polytope and Q is a qpolytope. This projection induces an inclusion map i : F(Q) → F(P ) defined by i(F ) := π −1 (F ) ∩ P for any face F of Q. One can check that i is welldefined and i(F(Q)) is isomorphic to F(Q) as a poset (Lemma 6). We define the non-face poset of the projection π to be
The non-face poset of a point configuration A is just the special case of this definition when P is a simplex, π projects the vertex set of P onto A, and Q is the convex hull of A. We will prove the following conjecture of Reiner in Theorem 21.
Conjecture 2 ([10])
The order complex ∆(Nonfaces(P π → Q)) is homotopy equivalent to S p−q−1 .
Stanley's conjecture
Another question concerning combinatorial Alexander duality is a conjecture of Stanley [11] . We can reformulate a generalization of his conjecture as follows. Let P be a d-polytope with vertex set V of size n, and K any subcomplex of the boundary complex of P . Define a simplicial complex
Stanley [11] introduces this complex because its reduced singular homology computes the graded local cohomology of certain graded modules (over an appropriate graded commutative ring with respect to the irrelevant ideal). He then showed that ∆ can be replaced by a more tractable polyhedral complex Γ as we now define. Let P * denote the polar dual polytope of P [12] . Define a subcomplex of the boundary complex of P * by Γ := {F * : F is a face of P that is not in K}.
It is shown in [11] that H i (Γ) ∼ = H n−d−1+i (∆) by using Alexander duality twice, and conjectured that 
This conjecture is also related to projections of polytopes. Indeed, if we let π : Σ → P be a projection from a simplex with n vertices onto P , then it can be shown that Γ is homotopy equivalent to the complement of K in the boundary of P and ∆ is homotopy equivalent to the complement of π −1 (K) in the boundary of Σ. We will prove this conjecture in Theorem 19.
To prove these conjectures, we will define a map h :
as we now define. The suspension of a poset P is a new poset SuspP, whose ground set is the disjoint union of P with two new incomparable elements {u, l}, together with additional relations x < u, x < l for any x ∈ P. This definition is compatible with topological suspension in the sense that ∆(SuspP) ∼ = Susp(∆(P)) when P is not empty. If P = ∅, then ∆(SuspP) ∼ = S 0 and ∆(P) = {∅}. It is our convention in this paper that Susp({∅}) := S 0 , which is different from the usual topological suspension. Note in particular that we have ∆(Susp n (∅)) ∼ = S n−1 .
We will need the following well-known lemma due to Quillen (c.f. [1] ).
Lemma 4 Let f : P → Q be an order-preserving map between two posets. For an element x ∈ Q, let J x denote the principal filter {y : y ∈ Q and x ≤ y}. If for any x ∈ Q, the fiber ∆(f −1 (J x )) is contractible, then f induces a homotopy equivalence between ∆(P) and ∆(Q).
We also need the concept of collapsibility ( [1] ) and some techniques from Forman's discrete Morse theory ( [5, 6] ), which we will develop along the way.
Most of our proofs in this paper will depend strongly on convexity. Our only "non-convex" result, namely the affirmative answer to Question 1 for polyhedral complexes, relies on an interesting theorem of Mani [8] .
Theorem 5 ([8, Proposition 1]) Let S be a simplicial (n − 1)-sphere with at most n + 3 vertices. Then S can be realized as the boundary complex of a n-dimensional convex polytope.
The paper is organized as follows. In Section 2 we define the order-preserving map h : F(P ) → Susp p−q F(Q) and establish our main Theorem 7. As a direct corollary we prove Stanley's Conjecture 3 in Theorem 19. Then we use a similar technique to prove Reiner's Conjecture 2 in Theorem 21. Section 3 deals with the Alexander dual and non-face posets of other classes of cell decompositions of spheres. There we give an affirmative answer to Question 1 for polyhedral complexes in Theorem 27.
Projections of polytopes
A projection of polytopes in its dual version is a restriction of the corresponding normal fans [12, Lecture 7] as we now describe. Let π : P → Q be a projection of a p-polytope onto a q-polytope as defined in Section 1. Whenever we have such a projection, we may always assume without loss of generality that P is contained in R p , Q is contained in R q and π :
is the projection that forgets the last (p − q) coordinates. We also assume that the zero vectors of R p and R q are contained in the interiors of P and Q respectively. For a nonempty face F of P , the normal cone N F is the set of linear functions which are maximized over P on F . N F is a polyhedral cone contained in the dual space (R p ) * . The collection N (P ) of the normal cones for all nonempty faces of P is a complete fan in (R p ) * . It is called the normal fan of P . The projection π induces an injection π
We will often abuse notation and not distinguish these two complete fans, so when we speak of N (Q) we always think of it as a complete fan in the subspace π
* , it lies in the relative interior of a unique normal cone N G for a face G in Q. In fact, G consists of those points in Q on which f achieves its maximum. In the same way π * (f ) determines a face F of P . We leave it to the reader to check that the inclusion map i : F(Q) → F(P ) defined in Section 1 maps G to F .
We now define a map h : F(P ) → Susp p−q F(Q) inductively. First let us assume that p = q + 1, so that π : R q+1 → R q is the projection that forgets the last coordinate. Note that π * ((R q ) * ) divides (R q+1 ) * into two connected components, which we will call the upper and lower components. For a proper face
is the normal cone of a proper face G of Q, and we define h(
is contained in the lower component. For the general case, note that we have a decomposition of π P = P 0
is the projection that forgets last coordinate and P i+1 = π i (P i ). This decomposition gives us a sequence of maps
where h i is defined as above (with a natural extension to the suspension part).
We now define h :
We collect some basic properties of the maps i and h in the following lemma.
Lemma 6
The maps i : F(Q) → F(P ) and h : F(P ) → Susp p−q F(Q) as defined above have the following properties:
(1) i restricts to a poset isomorphism i : F(Q) → i(F(Q)); h is an orderpreserving surjective map.
(5) For any fixed x ∈ h −1 (F(K)), the set {y ∈ i(F(K)) : x ≤ y} is nonempty and has a unique minimal element.
PROOF. (1), (2) and (3) are pretty clear from the definitions of i and h. To prove (4), we denote by I K the order ideal in F(P ) generated by i(F(K)).
is also an order ideal. Conversely, for any face
We know that f lies in the relative interior of a normal cone N y for some face y of P . Note that y ∈ i(F(K)) since f ∈ π * ((R q ) * ) , and x ≤ y since N y ⊆ N x . Thus h −1 (F(K)) ⊆ I K . To prove (5), for any x ∈ h −1 (F(K)), the set {y ∈ i(F(K)) : x ≤ y} is nonempty by (4) . It has a unique minimal element by (3) .
In what follows, we often have two topological spaces X and Y that are homotopy equivalent, which we sometimes denote by X Y for brevity. We will abuse notation and not distinguish an abstract cell complex and its geometric realization. When we say σ is a face of complex X, it should be clear from the context that whether we mean σ is a cell of the abstract cell complex X, or σ is a cell in the geometric realization of X.
We are now ready to state and prove our main result about the map h.
By Lemma 4, this theorem is a consequence of the following lemma.
To prove Lemma 8 we need some preliminary results. The following lemma was mentioned in Section 1.
Lemma 9 ([2, Lemma 4.7.27]) Let P be a poset and P a subposet of it. Then ∆(P − P ) is a strong deformation retract of ∆(P) − ∆(P ), the complement of ∆(P ) in ∆(P).
Instead of proving ∆(h −1 (J x )) is contractible directly, we will study ∆(F(P )− h −1 (J x )). However, in general the complement of a contractible subset in a sphere doesn't have to be contractible, so it is not enough for us to only show that ∆(F(P ) − h −1 (J x )) is contractible. We will show that ∆(F(P ) − h −1 (J x )) is in fact collapsible, and we explain here why this suffices.
Let K be a regular cell complex and X a subcomplex of it. Let σ, τ be two cells of X. If σ is a proper face of τ and Y = X − {σ, τ } is still a well-defined regular cell complex, then we say X has an elementary collapse onto Y , and Y has an elementary anti-collapse to X inside K. Note that this is equivalent to say that σ is a maximal face of τ and is not a proper face of any other cell, so our definition coincides with the usual one (c.f. [5] ). In general, we say X collapses onto Y if X can be transformed to Y by a finite sequence of elementary collapses. We say X is collapsible if X collapses onto one of its vertices. Collapses and anti-collapses do not alter the homotopy type of a complex. PROOF. We refer the reader to [1, 2, 5] for some related discussion of piecewiselinear (PL) topology. The main point is that for a compact PL manifold without boundary, one can associate to it a dual complex M * . That is, M * is a PL manifold homeomorphic to M , and the face poset of M * is isomorphic to the opposite poset of the face poset of M :
op is the face poset of a subcomplex of M * , which we denote by X ∨ . By Lemma 9 we see that X Remark 11 If M is a PL sphere, then the complex X ∨ appearing in the previous proof is called the Alexander dual of X. It is known that the boundary of a polytope P is a PL sphere. Its dual complex is isomorphic to the boundary complex of the polar dual polytope P * . What we will often consider is the simplicial sphere ∆ (F(P ) ). It is a PL sphere because the barycentric subdivision of a PL sphere is also a PL sphere.
We do not need the full generality of the above lemma, just the following special case of it.
Corollary 12 Let S be a PL regular cell decomposition of a sphere and X a subcomplex of it. If X is collapsible then S − X is contractible.
PROOF. X is collapsible implies that X
∨ can be transformed to S * with one maximal cell removed, by a finite sequence of anti-collapses inside S * . Since S * with one maximal cell removed is a strong deformation of a punctured sphere, it is contractible. Hence X ∨ is also contractible, and so does S − X.
Among other things, Forman's discrete Morse theory [5, 6] provides a neat way of proving something is collapsible. Here we extract some basic facts from his papers. Let K be a regular cell complex. A matching m on its cells is a collection of disjoint pairs of nonempty cells (σ, τ ), such that σ τ (meaning σ is a maximal face of τ ). A cell is called a critical cell of m if it is not paired. A closed path in m is a sequence (σ 0 , τ 0 ), (σ 1 , τ 1 ), . . . , (σ n , τ n ) of pairs in the matching, such that τ i σ i+1 for 0 ≤ i < n and τ n σ 0 . An acyclic matching on K is a matching that has no closed path in it.
Theorem 13 (Forman [5] ) Let m be an acyclic matching on a regular cell complex K. Let m i denote the number of critical i-cells of m. Then K is homotopy equivalent to a CW-complex with m i i-cells. Furthermore, if the critical cells of m form a subcomplex K of K, then K collapses onto K . Conversely, if K collapses onto K , then there exists an acyclic matching on K, whose critical cells are exactly those cells in K .
Example 14 Let C be a simplicial complex with a cone vertex v, i.e. σ∪{v} ∈ C for any σ ∈ C. Then there is an acyclic matching m := {(σ, σ ∪ {v}) : σ ∈ C − {∅}, v / ∈ σ} on C, whose only critical cell is the vertex {v}. Thus C is collapsible. In particular, if P is a poset with a unique minimal element, then ∆(P) is collapsible.
Lemma 15 Let P be a poset and P a subposet of it. Suppose that for any x ∈ P, the set J x ∩ P = {y ∈ P : x ≤ y} is nonempty and ∆(J x ∩ P ) is collapsible. Then ∆(P) collapses onto ∆(P ).
PROOF. For an element x ∈ P, there exists an acyclic matching m x on ∆(J x ∩ P ) with only one critical cell {y} for some y ∈ J x ∩ P . We will slightly change our notation, and use m x to denote the extended matching on ∆(J x ∩ P ) which also pairs up ({∅}, {y}). For two subsets A, B of P, we write A < B if x < y for any x ∈ A and y ∈ B. Define a matching m on ∆(P) as
A simplex σ ∈ ∆(P ) is not paired up if and only if σ ∩ (P − P ) = ∅. Hence the critical simplices of m are exactly those simplices of ∆(P ). Our lemma will follow if we can show that m is acyclic. Assume for the sake of contradiction that we have a closed path (σ 0 , τ 0 ), . . . , (σ n , τ n ) in m, thus τ i σ i+1 for 0 ≤ i ≤ n where
There is a well-behaved class of polyhedral complexes called shellable complexes. We refer the reader to [12, Lecture 8] for the definition and properties of shellable complexes. The boundary complex of a polytope is shellable. Moreover, there is a special class of shellings of the boundary of a polytope called line shellings, which has a lot of flexibility: for any two facets F and F of a polytope P , there is a line shelling in which F is the first facet and F is the last one ([12, Corollary 8.13]). The following easy lemma is well-known.
Lemma 16 Let K be a shellable polyhedral complex and F 1 , F 2 , . . . , F n a shelling of its facets. Then K is contractible if and only if F j ∩ (
is not the entire boundary of F j for any 1 < j ≤ n.
In the next lemma we explore the relation between shellability and collapsibility.
Lemma 17 Let K be a shellable polyhedral complex and F 1 , F 2 , . . . , F n a shelling of its facets. If F n ∩(
is not the entire boundary of F n , then K collapses onto n−1 i=1 F i . In particular, a contractible shellable complex is collapsible.
PROOF.
To prove the first statement we use induction on the dimension of K. The case of dim K = 1 is trivial. Let us assume that K is a d-complex By definition there is a shelling order G 1 , . . . , G m of all the facets of F n , such that F n ∩ ( 
For the second statement, if K is contractible and shellable then K collapses onto F 1 . Now F 1 collapses onto its boundary complex with one facet removed, which is a contractible shellable (d − 1)-complex by the flexibility of line shellings of polytopes. By induction on the dimension we see that K is collapsible.
Lemma 18 Let P be a polytope and F 1 , F 2 , . . . , F n a shelling of its facets Let X = j i=1 F i for some j < n, then ∆(F(X)) is collapsible.
PROOF. If K is a shellable complex, then it follows from [3, Corollary 4.4] that ∆(F(K)) is also shellable. Therefore our lemma follows from Lemma 17 since X is shellable and contractible.
PROOF. [Proof of Lemma 8] For x ∈ Susp
p−q F(Q), we useJ x to denote Susp p−q F(Q) − J x . We want to show that ∆(h −1 (J x )) is contractible. By Lemma 9 and Corollary 12 it is enough to show that ∆(h −1 (J x )) is collapsible.
Case 1 : x ∈ F(Q). In this caseJ x is the face poset of a subcomplex K of the boundary of Q, where K is the union of those facets of Q that do not contain the face x. It is known that such facets form an initial segment of a certain line shelling of the boundary complex of Q. By Lemma 18 ∆(J x ) is collapsible, hence so is ∆(i(J x )). Now let us consider the posets i(J x ) ⊆ h −1 (J x ). It follows from Lemma 6(5) that for any y ∈ h −1 (J x ), the set {z ∈ i(J x ) : y ≤ z} is nonempty and has a unique minimal element. Hence ∆(h −1 (J x )) collapses onto ∆(i(J x )) by Lemma 15, and is thus collapsible.
and is the face poset of a subcomplex K of the boundary of P k . Here K is either the union of those facets of P k whose normal vectors have nonnegative last coordinate, or those with nonpositive last coordinate. Such facets form an initial segment of a certain line shelling of the boundary of P k . Let i k : F(P k ) → F(P ) be the inclusion map defined as before. Similar to Case 1, we have
collapses onto ∆(i k (F(K))), and hence is collapsible.
Next we show that Stanley's Conjecture 3 is a direct corollary of Theorem 7. Let P be a d-polytope with n vertices and K a subcomplex of the boundary of P . Let ∆ and Γ be the two complexes as defined in Section 1.
Theorem 19 ∆ and Susp n−d−1 Γ have the same homotopy type.
PROOF. Let Σ be a (n − 1)-simplex. Let π be an affine projection that projects the n vertices of Σ one-to-one onto the n vertices of P . This projection induces a map of posets, h :
. By Theorem 7, h induces a homotopy equivalence between
Note that
We leave it to the reader to verify that F(∆) is isomorphic to the opposite poset of F(Σ) − h −1 (F(K)), and F(Γ) is isomorphic to the opposite poset of
To prove Reiner's Conjecture 2, we introduce another poset which is closely related to the non-face poset and is of some independent interest. Let π : P → Q be a projection between a p-polytope P and a q-polytope Q. Recall
We define a new poset, the non-face filter, to be the order filter in F(P ) complementary to the order ideal generated by i(F(Q)). The non-face filter is clearly a subposet of the non-face poset. By Lemma 6(4), the non-face filter is the same as
It follows from Theorem 7 that ∆(h −1 (F(Q))) is homotopy equivalent to
The latter complex is homeomorphic to S p−q−1 . This proves Theorem 20 ∆(h −1 (F(Q))) is homotopy equivalent to S p−q−1 . 2
Next we prove Reiner's Conjecture 2 by showing that the order complexes of the non-face poset and the non-face filter are homotopy equivalent.
Theorem 21 ∆(Nonfaces(P π → Q)) is homotopy equivalent to ∆(h −1 (F(Q))), and hence to S p−q−1 .
PROOF.
It is enough to prove that the inclusion map
is a homotopy equivalence. By Quillen's Lemma 4, this amounts to showing that for any x ∈ h −1 (F(Q)) − i(F(Q)), the fiber ∆(J x ∩ h −1 (F(Q))) is contractible. Note that J x −{x} is the face poset of a polytope: the iterated vertex figure of x in P . Hence by Lemma 9 and Corollary 12 we only need to show that
is collapsible. It follows from Lemma 6(5) and Lemma 15 that this order complex collapses onto ∆(J x ∩ i(F(Q))). Again by Lemma 6(5), ∆(J x ∩ i(F(Q))) has a cone vertex, and therefore is collapsible.
The following special case of Theorem 21 answers part of Question 1. It will also be used in Section 3.
Corollary 22 Let P be a d-polytope with n vertices, then Nonfaces(P ) is homotopy equivalent to S n−d−2 .
Non-convex spheres
In this section we try to extend Corollary 22 on the non-face posets of polytopes to the non-face posets of some other classes of regular cell decompositions of spheres.
Let K be a regular cell complex with vertex set V . Let i : F(K) → 2 V be the map that sends a face to its vertex set. The non-face poset of K is Nonfaces(K) := 2 V − {∅, V } − i(F(K)). We will restrict our attention to those complexes K such that i restricts to a poset isomorphism i : F(K) → i(F(K)), since in this case ∆(Nonfaces(K)) is indeed homotopy equivalent to the complement of K embedded in a sphere. A class of such complexes that seem useful in combinatorial contexts is the regular cell complexes with the meet property.
Definition 23
We say a regular cell complex K has the meet property, if the intersection of any two cells is itself the closure of a cell (possibly the empty cell).
Polyhedral complexes have the meet property. If K is a complex with meet property, then so are its subcomplexes.
Proposition 24 If a regular cell complex K has the meet property, then i restricts to a poset isomorphism i :
PROOF. The map i is clearly order-preserving. Next we show that i is injective. For a cell τ ∈ K, there is a unique minimal cell σ that has the same vertex set as τ since K has the meet property. In particular σ ⊆ τ . If σ and τ have the same k-skeleton, then they must have the same (k + 1)-skeleton. Otherwise let α be a (k + 1)-face in τ − σ, and α ∩ σ will be the entire boundary of α, a contradiction to the meet property. Now σ and τ have the same 0-skeleton. Hence σ = τ by induction on k.
Finally, let σ and τ be two cells of K such that i(σ) ⊆ i(τ ), we have to show σ ⊆ τ . Indeed, σ ∩ τ and σ have the same vertex set. By injectivity of i we have that σ = σ ∩ τ .
For a regular cell complex K, the simplicial complex
is homotopy equivalent to K by a standard argument using the nerves of the coverings of K and ∆ K by their maximal faces. Note that F(∆ K ) is the order ideal generated by i(
Lemma 25 If K has the meet property, then ∆(Nonfaces(K)) ∆ ∨ K .
PROOF. The proof is completely analogous to that of Theorem 21. For any
By Quillen's Lemma 4, we only need to show ∆(fiber(x)) is contractible. This amounts to showing the order complex of (J x − {x}) ∩ i(F(K)) is collapsible. Since K has the meet property, for any y ∈ F(∆ K ) there is a unique minimal element z ∈ i(F(K)) such that y < z. Thus the order complex of (J x − {x}) ∩ F(∆ K ) collapses onto the order complex of (J x − {x}) ∩ i(F(K)). The latter is collapsible since (J x − {x}) ∩ i(F(K) has a unique minimal element.
Note that if K is a simplicial complex, then ∆(Nonfaces(K)) ∼ = ∆ ∨ K since ∆ K = K. In the proof of the next lemma, we will invoke the following well-known fact. If a simply-connected CW -complex has the same integral homology groups as S k for some k, then it is homotopy equivalent to S k .
Lemma 26 If S is a simplicial (d−1)-sphere with n vertices, then ∆(Nonfaces(S)) is homotopy equivalent to S n−d−2 .
PROOF. If n ≤ d + 3, then S can be realized as the boundary complex of a d-polytope by Theorem 5. In this case the lemma follows from Corollary 22.
If n > d + 3, notice that S ∨ will have a complete 2-skeleton. Therefore the fundamental group of S ∨ is trivial. By Alexander duality, S ∨ also has the same integral homology groups as S n−d−2 . Therefore S ∨ is homotopy equivalent to
We next recall a standard method for subdividing polyhedral complexes into simplicial complexes without introducing new vertices. This will allow us to generalize Corollary 22 using Lemma 26. Let K be a polyhedral complex and v a vertex of it. The pulling subdivision of K at v is the polyhedral complex K v := {σ ∈ K : v / ∈ σ} ∪ {v * σ : ∃τ ∈ K s.t. v ∈ τ and σ ⊆ τ }, where v * σ denote the join of v and σ. In our case it is the convex hull of {v}∪σ since σ is a polytope. It is known that K v is homeomorphic to K, and it is a subdivision of K without introducing any new vertices. Note that if K is not simplicial then we can find a vertex v such that the number of cells in K v is strictly greater than the number of cells in K. Therefore we can triangulate K by taking pulling subdivisions repeatedly. The following observation is crucial to us: ∆ K collapses onto ∆ Kv . To prove this, we notice that A ∈ ∆ K − ∆ Kv if and only if {v} ∪ A ∈ ∆ K − ∆ Kv .
Theorem 27 Let S be a polyhedral decomposition of a (d − 1)-sphere with n vertices, then ∆(Nonfaces(S))is homotopy equivalent to S n−d−2 .
PROOF. By Lemma 25 we have ∆(Nonfaces(S)) ∆ ∨ S . According to the above discussion we can find a triangulation S of S without introducing new vertices, such that ∆ S collapses onto ∆ S . Consequently ∆ 
Remark 28
The above proof would have also worked for arbitrary regular cell decompositions of spheres with the meet property, except that we do not know whether the pulling subdivision is well-defined for such regular cell complexes in general. However, if S is not only a regular cell decomposition of S d−1 with the meet property, but the link of any vertex is also homeomorphic to a sphere (e.g. when S is PL), then one can define the pulling subdivision analogously. Thus the above proof also works for such decompositions.
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