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Resumen
En este documento se expone un sistema adapta-
tivo y semi-autónomo, el cual genera una interfaz
de alto nivel para facilitar el trabajo de super-
visión humana, capaz de detectar un objeto de
interés, con la finalidad de trackear su posición y
guiar a un Remote Operated Vehicle (ROV)
haciendo uso de una cámara pan-tilt submarina,
mediante la utilización de herramientas conocidas
de visión por computador, y a través del middle-
ware Robot Operating System (ROS). El trabajo
se ha llevado a cabo en el contexto del proyecto
coordinado MERBOTS (www.irs.uji.es/merbots),
para mejorar la realimentación visual en inter-
venciones reales submarinas.
Palabras clave: Robótica submarina, inter-
venciones robóticas, visión por computador,
detección de objetos
1. Introdución
Una de las tareas más importantes dentro del
ámbito de la robótica de intervención, es la identi-
ficación/detección de los elementos de interés con
los que la plataforma debe de interactuar. Esto se
convierte en una tarea cŕıtica (junto con las de
aproximación y agarre) dentro de la intervención
que sea necesario llevar a cabo. Estas tareas, in-
crementan su complejidad cuando el contexto es
llevado debajo del agua, donde inconvenientes ta-
les como la deformación, la reflexión, la aparición
de ruido (gaussiano, granular, etc.), la ocultación
parcial (o incluso completa) de los objetos de in-
terés, y otros agentes como puede ser la suspensión
de part́ıculas en el agua (e.g. tierra, algas, etc.),
o el movimiento de las corrientes marinas, difi-
cultando el desarrollo de comportamientos 100 %
autónomos. Todo ese conjunto de premisas enu-
meradas en las ĺıneas anteriores, genera la necesi-
dad de desarrollar sistemas semi-autónomos, don-
de exista una supervisión humana capaz de apoyar
en la búsqueda y detección de los elementos de in-
terés, y hacer aśı frente a la tesitura.
Figura 1: Cámara pan-tilt EAC-DTR100ZC
Una de las principales necesidades a la hora de di-
rigir un Veh́ıculo Operado Remotamente (ROV),
es tener un control total del entorno en el que se
pretende realizar la operación. Es bien conocido
que en el ámbito marino, la localización mediante
dispositivos tipo sonar (pasivo o activo), es una de
las principales herramientas para detección y eva-
sión de colisión de los diferentes obstáculos que se
puedan encontrar sumergidos bajo la superficie del
agua, que si bien, proporcionan una reconstruc-
ción tridimensional del mapa marino[3], no están
exentos de un alto ı́ndice de ruido, a la vez que
puede afectar al comportamiento de la fauna que
habita en el entorno del radio de acción, como se
muestra en[5], ya sea emitiendo tanto ondas elec-
tromagnéticas como acústicas. A parte de estas
ventajas e inconvenientes, se encuentra la necesi-
dad que nos atañe en este documento, la detección
de objetos de interés (2D o 3D), tanto de forma
autónoma como supervisada [10], donde las cáma-
ras son sensores especialmente adecuados.
2. ADAPTACIÓN DE UNA
CÁMARA PAN-TILT
SUBMARINA
2.1. Requisitos del Sistema
El uso de cámaras resulta necesario en cuanto a la
tarea de texturizar los obstáculos que comprenden
el mapeo del fondo marino. Para llevar a cabo este
tipo de tareas, los sistemas dotados de cámaras
(pares estéreo o sistemas con láser), se convierten
en una herramienta fundamental, capaz de recrear
el entorno de forma tridimensional, a la vez que
dota de texturas al mismo [9].
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Figura 2: Representación escena con nuestra
cámara en ROVs de distinta utilidad
El reto que se afronta en este árticulo va un pa-
so más allá, donde haciendo uso de una cámara
pan-tilt submarina, la cual ha sido integrada en
el entorno del middleware ROS [4], ampliamen-
te utilizado en las distintas plataformas robóticas
desarrolladas, y que es la base del desarrollo de
gran parte de los sistemas creados en el Interacti-
ve and Robotic Systems Lab (IRSLab). La cámara
ofrece una gran libertad de movimiento tanto en
horizontal como en vertical, permitiendo una ins-
pección visual completa del entorno. Se pretende
crear un sistema capaz de detectar objetos, apli-
car un seguimiento a los mismos, y guiar el ROV a
alcanzar los objetivos especificados por el usuario
(ver figura 2).
Aśı mismo, es importante destacar el desaf́ıo que
representa el uso de una cámara en un entorno
submarino, añadiendo complejidad respecto a su
uso en condiciones normales, como puede ser: la
falta de estabilidad del veh́ıculo portador, o la re-
ducción de visibilidad debido a la dispersión de
part́ıculas en el agua. Esto acarrea la necesidad
de hacer uso de herramientas de visión por compu-
tador con la intención de suavizar los inconvenien-
tes anteriormente descritos.
2.1.1. Recursos Utilizados
La cámara Pan-Tilt utilizada es el modelo ECA-
DTR100ZC, tal cual se puede observar en la figura
1: con un ángulo de giro horizontal de 360o y otro
+-90o de giro vertical. Tiene un peso de 4.8kg en
el aire que se ve reducido a 2.3kg cuando está su-
mergida en el agua. Dispone de un zoom óptico de
10 aumentos, soportando hasta 30 atmósferas de
presión (300 metros de profundidad) y un rango
de temperaturas que va desde -20oC hasta 60oC.
3. Descripción del Sistema
El sistema incluye una interfaz de bajo nivel que
permite la teleoperación de la cámara pan-tilt, por
medio de la arquitectura software que se puede ob-
servar en la figura 3. Esta arquitectura integra la
cámara subacuática en el entorno ROS permitien-
do al usuario capturar imágenes e interaccionar
con ella tanto a nivel teleoperado como haciendo
uso de comportamientos autónomos.
Figura 3: Estado inicial de la Arquitectura soft-
ware del sistema
3.1. Ecualización Automática
Para lograr la automatización del funcionamien-
to de una cámara es necesario trabajar con las
imágenes proporcionadas por la misma. Existen
diversas libreŕıas de procesamiento de imagen por
computador, ofreciendo solución a los problemas
que serán descritos con posterioridad. Algunas de
estas libreŕıas son:
((ImageMagic)), enfocada al tratamiento de
imágenes a través de un terminal.
((Matio)), permite ejecutar ficheros de Matlab
(IDE ampliamente utilizado en el ámbito
de la computación para el procesamiento de
imágenes) de forma embebida en C++.
((OpenCV)), ampliamente disponible en un
gran número de sistemas operativos y lengua-
jes de programación.
Para este proyecto se ha optado por usar la li-
breŕıa multiplataforma de acceso libre OpenCV,
entre las arriba mencionadas, debido a que traba-
ja en ROS de forma nativa, reduciendo el coste
de procesamiento. Aśı mismo, al estar disponible
en diferentes lenguajes de programación, facilita
enormemente el trabajo de experimentación con el
sistema ROS, aśı como el desarrollo de proyectos
mas aplicados en la industria utilizando sistemas
como Windows, Windows Embedded, o Linux.
3.1.1. Control del Iris
La forma tradicional de calcular la luminosidad de
una imagen es mediante su distribución de color
(histograma). Calcular un histograma, almacenar-
lo, y compararlo con el histograma resultante de
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la imagen modificada, supone un aumento consi-
derable del tiempo de proceso.
En este trabajo se ha optado por desarrollar el
cálculo del valor medio de los ((pixels)) de la ma-
triz, cuyo resultado es comparado con un rango
previamente establecido, para decidir si es necesa-
rio aclarar u oscurecer la imagen. Esto nos permite
reducir el coste del proceso y, como se muestra en
las figuras 4 y 5 (donde se comparan los resultados
de ambos métodos), proporcionando una lumino-
sidad de la escena óptima.
Figura 4: Aclarado de imagen. De izq. a dcha.:
imagen original, cálculo de la media, ecualización
de histograma
Figura 5: Oscurecido de imagen. De izq. a dcha.:
imagen original, cálculo de la media, ecualización
de histograma
3.1.2. Automatización del Enfoque
Cuando se habla del enfoque de una imagen, hay
que tener en cuenta que por mucho que la imagen
se encuentre perfectamente enfocada, éste no tie-
ne por que ser siempre óptimo, ya que el área de
interés puede no ser suficientemente extensa con
respecto a la totalidad de la escena a tratar. Para
hacer frente a este inconveniente, se han desarro-
llado dos utilidades:
Enfoque automático, donde se hace uso del
algoritmo de Sobel[14] para el cálculo del gra-
diente de la imagen a través de su mapa de
bordes, el cual nos devuelve el gradiente de
cada ((pixel)) de la misma, por lo que calcu-
lando su media podemos determinar el ni-
vel de nitidez, comparando con el resultado
obtenido en cada punto de enfoque desde el
más próximo hasta el infinito, siendo el valor
máximo el que determina el enfoque óptimo
para el conjunto total de la escena. En la figu-
ra 6 se pueden observar las fases y el resultado
de este procesos
Infinito, se ha añadido la opción de poder
cambiar la distancia focal de valor próximo
a infinito y viceversa, con el fin de percibir
con un nivel de nitidez satisfactorio un amplio
rango de dimensión, a la vez que desactiva el
enfoque automático.
Figura 6: Transición en el proceso de enfoque au-
tomático
3.2. Detección de Objetos
Se testearon diferentes algoritmos de extracción de
caracteŕısticas con la intención de encontrar un
algoritmo rápido y eficaz a la hora de reconocer
objetos dentro de una escena, con el fin de desa-
rrollar una herramienta que ofrezca la capacidad
de indicar la posición y orientación de un objeto
indicado mediante un patrón (imagen de mues-
tra), y que a su vez pueda ser utilizado como base
de un sistema de guiado de un ROV. Dentro de
la extensa literatura relacionada con este tipo de
algoritmos, podemos encontrar algunos realmente
interesantes, como pueden ser:
HARRIS[6], un detector de esquinas basa-
do en los cambios de intensidad en distintas
direcciones dentro de una misma región de
la imagen. Presenta un nivel muy bueno en
tiempos de ejecución, aśı como una gran pre-
cisión. A pesar de ello, no se ajusta a los re-
quisitos necesarios, ya que nuestro dispositivo
debe de poder ser capaz de trabajar bajo con-
diciones visuales extremas, el cual HARRIS
no presenta tan buen comportamiento, apar-
te de no ser invariante a rotaciones y escalado.
Features from accelerated segment test
(FAST)[12], se basa en la vecindad de un
punto candidato, donde se usa un umbral
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fijado para comparar la intensidad de dicho
punto con la de sus vecinos, y determinar
si es o no un punto de interés. Es un algo-
ritmo realmente rápido (como su nombre
indica), a costa de la eficacia (su principal
inconveniente). Es dependiente de la escala.
Binary Robust Independent Elementary Fea-
tures (BRIEF)[2], es un descriptor que necesi-
ta que se le proporcionen las detecciones (me-
diante FAST por ejemplo), haciendo uso de la
distancia de Hamming para comparar los des-
criptores. Es un algoritmo muy rápido, pero
no es invariante a las rotaciones, por lo que
no satisface las necesidades del proyecto.
Scale Invariant Feature Transform (SIFT)[7],
se basa en la localización multiescala median-
te una diferencia de gaussianas (DoG). Es in-
variante a las rotaciones y al escalado de los
objetos de interés, representando la vecindad
del punto de interés como un vector de carac-
teŕısticas. Es el más preciso de todos los al-
goritmos utilizados, proporcionando el mayor
número de caracteŕısticas, pero penalizando
en su tiempo de ejecución.
Oriented FAST and Rotated BRIEF
(ORB)[13], es un algoritmo que mezcla
las caracteŕısticas de los anteriores:
• Se provee de puntos de interés haciendo
uso de FAST.
• Desconoce si esos puntos son buenos, por
lo que hace uso de HARRIS para obtener
la medida de esquinidad de cada uno de
ellos, manteniendo como buenos los N de
mayor valor.
• Para resolver los problemas de dependen-
cia de la escala, calcula una pirámide de
imágenes (al igual que SIFT), obtenien-
do los puntos FAST de cada una de ellas.
• Haciendo uso de los pares de puntos usa-
dos en BRIEF, ORB rota el patrón de-
pendiendo del ángulo de la caracteŕıstica
con el fin de solventar los problemas de
invarianza a las rotaciones.
Sus tiempos de ejecución son mucho mejores
que SIFT, todo lo contrario que la robustez
probada en nuestro sistema.
Speeded-Up Robust Features (SURF)[1], basa-
do en SIFT. Utiliza una aproximación básica
de la matriz Hessiana (matriz cuadrada de n
x n de las segundas derivadas parciales) para
reducir el tiempo de computación. El deter-
minante de la matriz Hessiana se utiliza para
la localización de los puntos y para determi-
nar la escala del objeto dentro de la escena.
Para obtener la orientación de los puntos, se
calcula el “Haar-wavelet” para las direcciones
X e Y en una región circular de radio 6s, don-
de s es la escala (dimensión) del punto de in-
terés. Wavelet [8] resuelve los problemas que
presenta la Transformada de Fourier en el ca-
so en que los puntos de interés se encuentren
muy cerca unos de otros. A diferencia de Fou-
rier, Wavelet utiliza un tamaño de ventana
adaptado a las frecuencias. Con respecto a las
imágenes, la Transformada de Fourier F(k) de
una función f(x) de soporte finito se extiende
entre [-infinito, +infinito]. Después de apli-
car cualquier algoritmo de análisis a F(k), se
pierde información al realizar la inversa de la
transformada. En cambio, en la Transforma-
da de Wavelet, la función y su transformada
se encuentran en un intervalo finito, por lo
que no hay pérdida de información al realizar
la inversa de la transformada.
Una vez calculados todos los vecinos, se esti-
ma la orientación dominante. Finalmente se
suavizan los resultados mediante una Gaus-
siana.
La caracteŕıstica principal de los puntos de
interés SURF es la repetitividad. Si el punto
es considerado fiable, el detector encontrará
el mismo punto bajo distintos puntos de vista
(diferente escala, orientación, etc.).
Si SURF encuentra un número suficientemen-
te grande de puntos que asegure la identifica-
ción del objeto buscado, lo dará por encontra-
do, aun estando parcialmente oculto, como se
puede observar en la figura 7.
Después del estado del arte realizado para la elec-
ción del mejor algoritmo posible, donde a parte de
los test realizados, se consideró el estudio de A.M.
Romero y M. Cazorla [11] sobre las diferencias en-
tre los algoritmos SIFT y SURF, comparando el
número de puntos detectados y el tiempo inverti-
do, obteniendo que SIFT es 3.39 veces más lento,
encontrando 2.68 veces más puntos que SURF, se
decidió implementar éste último.
3.2.1. Localización del Objeto
Se comenzó con la integración del algoritmo SURF
dentro de un paquete de ROS (escrito en C++),
donde SURF recibe un patrón y se suscribe a las
imágenes publicadas por la cámara que esté siendo
usada en ese momento (ver figura 8).
Este paquete publica un objeto de tipo mensaje
((MultiArray)) de flotantes, en el que almacenan
las coordenadas del marco homográfico que defi-
ne la posición y orientación del objeto. Haciendo
uso de las coordenadas de los cuatro puntos que
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Figura 7: Objeto encontrado parcialmente oculto
delimitan dicho marco, se calcula la intersección
formada por las dos rectas generadas de la unión
de los puntos opuestos del cuadrilátero. Esto nos
indica la posición del objeto con respecto a la es-
cena, y nos permite corregir su orientación con
respecto a nuestro punto de vista.
Figura 8: Diagrama ejecución de SURF en ROS
3.2.2. Surf en la Cámara Pan-Tilt
Después de la integración de la cámara y del algo-
ritmo de SURF en el entorno ROS[4], e implemen-
tar una interfaz de alto nivel que permite su uso
autónomo y/o supervisado, se ha tratado de inte-
grar todas estas nuevas herramientas, con la inten-
ción de que sea la cámara, a partir de un patrón
dado, capaz de ejecutar los comportamientos nece-
sarios (rotación, enfoque, ecualización, etc.) para
localizar el objeto deseado.
En esta ocasión, se ha hecho uso de una utilidad de
ROS llamada ((actionlib)), la cual está constituida
por:
Servidor, ejecuta una petición solicitada por
parte del cliente.
Cliente, solicita al servidor que ejecute una
acción.
Fichero de especificación, almacena la defini-
ción de los objetos que se utilizarán: objeti-
vos, resultados y realimentación de la acción.
Esta nueva herramienta desarrollada necesita que
SURF esté en ejecución para poder funcionar, ya
que responde a los valores publicados por el pa-
quete “objectLocalization”. Es por esta razón que
se ha decidido la utilización de un ((actionlib)) en
lugar de un servicio de ROS, ya que éste último
no permite la suscripción a topics.
Una vez que el cliente lance la petición de ejecu-
ción de la acción, el ((actionlib)) comenzará a rotar
la cámara en X e Y, tratando de cubrir la tota-
lidad del rango de campo de visión de la misma.
Mientras el objeto deseado no sea detectado, el
((actionlib)) mantendrá la cámara en movimiento.
Una vez éste sea detectado, el ((actionlib)) dará por
terminada su ejecución manteniéndose a la espera
de una nueva solicitud.
4. Resultados
Se ha implementado una nueva interfaz de al-
to nivel, logrando un comportamiento autónomo
de una cámara pan-tilt submarina, capaz de mo-
dificar sus parámetros logrando capturar imáge-
nes con la mayor calidad posible, necesario para
la búsqueda automática de objetos en el ámbito
maŕıtimo, donde el entorno se convierte en el ma-
yor desaf́ıo.
Poniendo la mirada en los planes de contingen-
cia, se ha optado por la inclusión del mando de la
XBox, el cual permitirá tele-operar la cámara en
el caso en que pueda aparecer un comportamien-
to incorrecto por parte de la misma. Del mismo
modo, facilitará y dotará de mayor comodidad en
las posibles tareas de tele-operación que puedan
surgir por necesidad de la intervención a llevar a
cabo. Dicha modalidad ya se encontraba integrada
en ROS mediante el paquete Joy.
El esquema resultante de la integración de las nue-
vas utilidades se puede observar en la figura 9,
donde los bloques destacados son el aporte de este
trabajo.
Figura 9: Esquema final del sistema
5. Conclusiones
Con el nuevo sistema desarrollado, se ha logrado la
automatización de algunas funcionalidades impor-
tantes a la hora de montar la cámara en un ROV,
dotando de independencia en el tratamiento de las
imágenes capturadas.
Debido a la ausencia de retroalimentación por par-
te de la cámara, se realizó una bateŕıa de pruebas
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con el fin de extraer los umbrales necesarios para
cada una de las herramientas implementadas:
Grado de luminosidad, se calculó el grado de
luminosidad de imágenes tomadas en un en-
torno cerrado con luz artificial, comparando
los resultados de luminosidad óptima extráıda
mediante histograma.
Tiempo de enfoque, para el enfoque au-
tomático, se hace uso del tiempo que emplea
la cámara en pasar del enfoque próximo al in-
finito (7.5 segundos, dato obtenido mediante
mediciones en laboratorio).
Patrones para SURF, deben de ser lo más pe-
queños posibles, sin exceder el ĺımite que im-
pida a SURF encontrar puntos de interés. Ese
ĺımite es dependiente de la resolución de la
cámara, y se encuentra en torno a los 70x70
ṕıxeles. Esto ofrece a SURF la posibilidad de
identificar el objeto deseado a mayor distan-
cia, ya que las dimensiones del patrón es el
tamaño mı́nimo que debe de tener el objeto
en la escena, siendo la escena el tamaño máxi-
mo del mismo.
La reflexión de la luz sobre los objetos dificulta
la tarea de detección, ya que impide al descriptor
extraer caracteŕısticas del mismo.
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