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ON THE MULTIPLICATIVE CHAOS OF NON-GAUSSIAN
LOG-CORRELATED FIELDS
JANNE JUNNILA
Abstract. We study non-Gaussian log-correlated multiplicative chaos, where
the random field is defined as a sum of independent fields that satisfy suitable
moment and regularity conditions. The convergence, existence of moments and
analyticity with respect to the inverse temperature are proven for the resulting
chaos in the full subcritical range. These results are generalizations of the
corresponding theorems for Gaussian multiplicative chaos. A basic example
where our results apply is the non-Gaussian Fourier series
∞∑
k=1
1
√
k
(Ak cos(2pikx) +Bk sin(2pikx)),
where Ak and Bk are i.i.d. random variables.
1. Introduction
The theory of multiplicative chaos was originally introduced by Kahane [6, 7] as a
continuous analogy of Mandelbrot cascades [9]. Kahane’s theory concerns weak∗-
limits of random measures of the form
dµn(x) = e
∑n
k=1 Xk(x)−
1
2
∑n
k=1 EXk(x)
2
dλ(x),
whereXk are independent centered Gaussian random fields on some metric measure
space T and λ is a reference measure. It is easy to see that the measures µn form
a martingale and converge in the weak∗-sense to a limit measure µ that we call the
multiplicative chaos associated to the sequence Xk. However, the first non-trivial
question in the theory is whether µ is almost surely zero or not.
In the Euclidean setting Kahane identified the log-correlated random fields to
be the edge case when it comes to the non-triviality of the resulting chaos. We say
that the Gaussian random field X =
∑∞
k=1Xk is log-correlated if it formally has a
covariance of the form
EX(x)X(y) = β2 log
1
|x− y| + g(x, y),
where g is a bounded and continuous function and β > 0 is a constant. The
parameter β is often called the inverse temperature in the mathematical physics
literature. The non-triviality of the chaos measure µ then depends on β and the
dimension d of the space: If 0 < β <
√
2d, µ is almost surely non-trivial; if β ≥ √2d,
it is almost surely zero. The regime 0 < β <
√
2d is called subcritical, while the
regimes β =
√
2d and β >
√
2d are called critical and supercritical, respectively. In
the critical and supercritical cases it is still possible to get non-trivial measures by
performing a suitable renormalization [3, 4, 8].
The study of Gaussian multiplicative chaos in the log-correlated case has spurred
a lot of interest, and comprehensive reviews exist [12, 13]. In this situation there are
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also results on uniqueness and convergence under different approximations [14, 12,
17, 5]. In the non-Gaussian case the research has so far focused mainly on infinitely
divisible processes. The paper [1] studies chaoses that are defined using a cone
construction with an infinitely divisible independently scattered random measure
on the upper half plane. A more recent paper [11] deals with chaoses that are ⋆-
scale invariant, a specific class which again implies infinitely divisibility under some
small assumptions. Finally, in [16] a field obtained from a statistical model of the
Riemann ζ-function on the critical line is studied. The resulting chaos measure in
this case is almost surely absolutely continuous with respect to a Gaussian chaos
measure.
In this paper we will study the multiplicative chaos of (possibly strongly) non-
Gaussian locally log-correlated random fields defined on the closed unit cube I =
[0, 1]d ⊂ Rd, see Definition 3 below.1 Let Xk (k = 1, 2, . . . ) be continuous, inde-
pendent and centered random fields on I and β > 0 be a parameter. We define a
sequence of measures on I by setting
µn(f ;β) =
ˆ
I
f(x)
eβ
∑n
k=1 Xk(x)
E eβ
∑
n
k=1 Xk(x)
dx (1)
for all f ∈ C(I,R). Since we are not anymore in the Gaussian case, we must
make the extra assumption that E eβXk(x) exists for all k ≥ 1. Still, µn(f ;β) is
a martingale for all fixed f ∈ C(I,R) and β > 0, and one gets the almost sure
weak∗-convergence as in Kahane’s theory. Again the crucial question is whether
the limit is non-trivial or not.
We will in fact allow β to take complex values, in which case it becomes important
to ensure that the denominator E eβXk(x) does not vanish. Clearly for any finite
n it is possible to pick a neighbourhood of (0,
√
2d) (which will be our region of
interest) where this is true. The assumptions that will follow will ultimately ensure
that one can choose such a neighbourhood in such a way that this holds for all
n ≥ 1 simultaneously. It is worth noting that in the case of complex β we do not
expect the limit µ to be a random measure but rather a distribution. In the present
paper we will however settle for proving that for a fixed f ∈ C(I,C) the limit exists
almost surely and is analytic with respect to the parameter β.
As an interesting example of a non-Gaussian locally log-correlated random field,
consider the random Fourier series
∑∞
k=1Xk(x), where
Xk(x) =
1√
k
(Ak cos(2πkx) +Bk sin(2πkx)), x ∈ [0, 1]. (2)
Here Ak and Bk are i.i.d. centered random variables with variance 1. In this case
we have the following theorem.
Theorem 1. Assume that the fields Xk are defined as in (2) and that E e
λA1 <∞
for all λ ∈ R. Then there exists an open set U ⊂ C containing the interval (0,
√
2d)
such that for any compact K ⊂ U there exists p > 1 for which the martingale
µn(f ;β) converges in L
p(Ω) for all β ∈ K and f ∈ C(I,C).
As a corollary, for a fixed f ∈ C(I,C) the maps β 7→ µn(f ;β) converge almost
surely uniformly on compact subsets of U to an analytic map β 7→ µ(f ;β).
Remark 2. For β ∈ R a standard argument using the fact that C(I,R) is separable
shows that the maps β 7→ µn(f ;β) converge almost surely for all f ∈ C(I) simulta-
neously, and as a limit one obtains a random measure µ(·;β) which is a continuous
function of β in the weak∗-topology of measures.
1Restricting to the unit cube is done purely on practical grounds and the results generalize
easily to other domains.
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The extension to the complex case is quite non-trivial in this situation, since
we are missing local independence of the increments Xk, and hence the previously
known methods for proving analyticity of the chaos fail completely. Here we develop
a new method inspired by the clever and simple new approach due to Berestycki
[2]. In contrast to [2] we completely bypass the L1-estimates, performing instead
a direct estimate in Lp via a dyadic analysis of the field. As a further distinction
to [2], one may note that Girsanov’s lemma is not applicable in the non-Gaussian
setting.
Theorem 1 is a corollary of a more general result, which we state next.
Definition 3. We say that the sequence (Xk)
∞
k=1 has a locally log-correlated struc-
ture if the following hold:
• We have supx∈I EXk(x)2 → 0 and
∑∞
k=1 EXk(0)
2 =∞.
• There exists a constant δ > 0 such that for all n ≥ 1 and x, y ∈ I satisfying
|x− y| ≤ δ we have
|
n∑
k=1
EXk(x)Xk(y)−min
(
log
1
|x− y| ,
n∑
k=1
EXk(0)
2
)
| ≤ C (3)
for some constant C > 0.
In addition to having a locally log-correlated structure, we will require certain
regularity of the fields Xk, which we list as conditions (4) and (5):
sup
x∈I
∞∑
k=1
(
E |Xk(x)|3+ε
) 3
3+ε
<∞ for some ε > 0 (4)
E
∣∣∣∣∣
n∑
k=1
(Xk(x) −Xk(y))
∣∣∣∣∣
r
≤ Crer
∑n
k=1 EXk(0)
2 |x− y|r for n ≥ 1, and r ≥ r0 (5)
In condition (5) the constant Cr > 0 may depend on r and r0 > 0 is an arbitrary
finite constant. We note that (5) can be deduced from either of the following two
conditions:
n∑
k=1
E |Xk(x) −Xk(y)|r ≤ Crer
∑n
k=1 EXk(0)
2 |x− y|r for n ≥ 1, and r ≥ 2 (6)
n∑
k=1
E sup
x∈I
|X ′k(x)|r ≤ Crer
∑n
k=1 EXk(0)
2
for n ≥ 1, and r ≥ 2. (7)
Indeed, the mean value theorem shows that (7) implies (6), while Rosenthal’s in-
equality [15] shows that (6) implies (5). Note that in condition (7) we implicitly
assume that Xk(x) is almost surely continuously differentiable on I.
Theorem 4. Assume that (Xk)
∞
k=1 is a sequence of independent, centered and
continuous random fields having a locally log-correlated structure and satisfying (4)
and (5). Assume further that
sup
k≥1
sup
x∈I
E eλXk(x) <∞ (8)
for all λ ∈ R. Then the conclusions of Theorem 1 hold for the measures µn.
The proof of Theorem 4 is given in Section 2, and a brief outline is as follows:
We start by normalizing the situation in such a way that the variance of the field
on the level n is approximately n log(2). For each x ∈ I we focus on the last level
l on which the field is exceptionally large. For points sharing a common level l we
perform a splitting of I into dyadic cubes with side length approximately 2−l and
derive an L2-estimate in each of these cubes, conditioned on the level l. This takes
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care of the contribution coming from the tail of the field. After the conditional
estimate we are still left with the contribution coming from level l, which is then
handled by approximating the Lp-norm of the exponential of the supremum of the
field, relying on the fact that the field being exceptionally large on level l is an
event of low probability. Once we have established the boundedness in Lp, the rest
of the proof is rather routine.
In Section 3 we first prove Theorem 1, after which we provide another applica-
tion of Theorem 4 where we consider a field that is the sum of dilated stationary
processes, see Theorem 12. The latter example is related to the general model
presented in [10].
Acknowledgements. I wish to thank my thesis advisor Eero Saksman for proposing
this problem, as well as for the many fruitful discussions regarding it and other
topics. Many thanks also to Christian Webb and Julien Barral for their valuable
comments on the paper.
2. Proof of Theorem 4
We start by splitting the field
∑∞
k=1Xk(x) into blocks of approximately constant
variances. For all j ≥ 0 let tj ≥ 1 be the smallest index for which
tj∑
k=1
EXk(0)
2 ≥ log(2)j. (9)
The tj are well-defined because of our assumption that
∑∞
k=1 EXk(0)
2 = ∞, and
we can use them to define the following auxiliary fields
Yj(x) =
tj−1∑
k=tj−1
Xk(x), Zj(x) =
j∑
k=1
Yk(x) (j ≥ 1).
Here we use the convention that Yj(x) = 0 for all x ∈ I if tj−1 = tj , and we also
set Z0(x) ≡ 0.
The following lemma shows how the locally log correlated structure of the fields
Xk transfers to the fields Zj.
Lemma 5. There exists a constant C > 0 such that for |x− y| ≤ δ we have∣∣∣EZj(x)Zj(y)−min( log 1|x− y| , log(2)j
)∣∣∣ ≤ C. (10)
In particular the following inequalities hold for some constant C > 0:
|EZj(x)Zj(y)− log(2)j| ≤ C (j ≥ 1, |x− y| ≤ 2−j) (11)
|EZj(x)Zj(y)− EZm(x)Zm(y)| ≤ C (j ≥ m, 2−m−1 ≤ |x− y| ≤ δ) (12)
Proof. We have EZj(x)Zj(y) =
∑j
k=1 EYk(x)Yk(y) =
∑tj−1
k=1 EXk(x)Xk(y). By
(9) and the assumption that EXk(0)
2 → 0, the variance on the level tj − 1 satisfies
tj−1∑
k=1
EXk(0)
2 = log(2)j +O(1),
so (10) follows from (3). The inequalities (11) and (12) are easy corollaries. 
The next lemma provides a crucial estimate on the Laplace transform of the
fields Zj and it will be used extensively in the proofs. The idea behind it is the
following: Since EXk(x)
2 tends to 0, the constant variance increments Yj will start
to look like Gaussians by the central limit theorem. This leads one to expect that
some sort of Gaussianity appears also in the fields Zj and here we quantify this for
the Laplace transform of the vector (Zj(x), Zj(y)), where x, y ∈ I.
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Lemma 6. Let R > 0. There exists r = r(R) > 0 such that if ξ1, ξ2 ∈ C satisfy
|Re ξi| ≤ R and | Im ξi| ≤ r for i = 1, 2, then
E eξ1Zj(x)+ξ2Zj(y) = e
ξ21
2 EZj(x)
2+
ξ22
2 EZj(y)
2+ξ1ξ2EZj(x)Zj(y)+ε, (13)
where the error ε = ε(ξ1, ξ2) is bounded and |ε| ≤ CR for some constant CR > 0
depending on R.
Proof. Let K = [−R,R] × [−r, r], where r ∈ (0, 1] will be chosen later. Define
ϕk(ξ1, ξ2) = E e
ξ1Xk(x)+ξ2Xk(y). Then Taylor’s theorem gives us
ϕk(ξ1, ξ2) = 1 +
EXk(x)
2
2
ξ21 +
EXk(y)
2
2
ξ22 + EXk(x)Xk(y)ξ1ξ2 + ckO(|ξ|3),
where
ck = sup
ξ1,ξ2∈K
| ∂
3
∂ξ31
ϕk(ξ1, ξ2)|+ sup
ξ1,ξ2∈K
| ∂
3
∂ξ32
ϕk(ξ1, ξ2)|
+ sup
ξ1,ξ2∈K
| ∂
3
∂ξ21∂ξ2
ϕk(ξ1, ξ2)|+ sup
ξ1,ξ2∈K
| ∂
3
∂ξ1∂ξ22
ϕk(ξ1, ξ2)|.
We have for all a, b ∈ {0, 1, 2, 3}, a+ b = 3, that
| ∂
3
∂ξa1 ξ
b
2
ϕk(ξ1, ξ2)| ≤ E |Xk(x)|a|Xk(y)|b|eξ1Xk(x)+ξ2Xk(y)|,
which by Hlder’s inequality is less than(
E |Xk(x)|3+ε
) a
3+ε
(
E |Xk(y)|3+ε
) b
3+ε
(
E |e 3+εε/2 ξ1Xk(x)|
) ε/2
3+ε
(
E |e 3+εε/2 ξ2Xk(x)|
) ε/2
3+ε
,
where ε is given by the assumption (4). The last two factors are bounded by the
assumption (8). Finally because(
E |Xk(x)|3+ε
) a
3+ε
(
E |Xk(y)|3+ε
) b
3+ε
≤
a
(
E |Xk(x)|3+ε
) 3
3+ε
+ b
(
E |Xk(y)|3+ε
) 3
3+ε
3
,
we see that
∞∑
k=1
ck <∞ (14)
by (4). Because supx∈I EXk(x)
2 → 0, there exists k0 ≥ 1 such that for large
enough k ≥ k0 we have∣∣∣EXk(x)2
2
ξ21 +
EXk(y)
2
2
ξ22 + EXk(x)Xk(y)ξ1ξ2 + ckO(|ξ|3)
∣∣∣ < 1
2
whenever ξ1, ξ2 ∈ K. In particular if log : C \ (−∞, 0] → C is the branch of the
logarithm that takes the value 0 at 1, we have
log(ϕk(ξ1, ξ2)) =
EXk(x)
2
2
ξ21 +
EXk(y)
2
2
ξ22 +EXk(x)Xk(y)ξ1ξ2+ dkO(|ξ|3 + |ξ|6).
Here
dk = ck + (EXk(x)
2)2 + (EXk(y)
2)2 + (EXk(x)Xk(y))
2 + c2k
+ (EXk(x)
2 + EXk(y)
2 + |EXk(x)Xk(y)|)ck + EXk(x)2EXk(y)2
+ EXk(x)
2|EXk(x)Xk(y)|+ EXk(y)2|EXk(x)Xk(y)|.
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By Hlder’s inequality and (4) we have
sup
x∈I
∞∑
k=1
(EXk(x)
2)2 ≤ sup
x∈I
∞∑
k=1
(E |Xk(x)|3+ε) 43+ε <∞,
and this together with (14) and Hlder’s inequality gives
∑∞
k=1 dk < ∞. Now if
ϕ(ξ1, ξ2) = E e
ξ1Zj(x)+ξ2Zj(y), we have by independence that
ϕ(ξ1, ξ2) =
k0−1∏
k=1
ϕk(ξ1, ξ2)
tj−1∏
k=k0
ϕk(ξ1, ξ2).
By continuity r can be chosen so small that the absolute value of the first product
is bounded from below and from above for all ξ1, ξ2 ∈ K, and hence the product
can be swallowed into the constant CR. The logarithm of the second product is
tj−1∑
k=k0
(
EXk(x)
2
2
ξ21 +
EXk(y)
2
2
ξ22 + EXk(x)Xk(y)ξ1ξ2 + dkO(|ξ|3 + |ξ|6)
)
=
ξ21
2
EZj(x)
2 +
ξ22
2
EZj(y)
2 + ξ1ξ2EZj(x)Zj(y)− ξ
2
1
2
k0−1∑
k=1
EXk(x)
2
− ξ
2
2
2
k0−1∑
k=1
EXk(y)
2 − ξ1ξ2
k0−1∑
k=1
EXk(x)Xk(y) +O(|ξ|3 + |ξ|6)
and everything but the first 3 terms can be put in CR. 
To prepare for the proof of Theorem 4 we start by fixing some notation and then
prove the main estimates as lemmas. First of all, we assume that δ >
√
d, so that
the estimates (10) and (12) hold for all x, y ∈ I. We will show how to get rid of
this assumption in the end. Second, for a given β we let α ∈ (Re β, 2Re β) be a
fixed real parameter. We will not specify the exact value of α, but it will be clear
from the proof that choosing it sufficiently close to Re β will work. We assume that
Re β ∈ (0,
√
2d) and that
(Im β)2 < min
{ (α− Re β)2
2
,
(2Reβ − α)2
2
− (Re β)2 + d, r2
}
, (15)
where r is obtained from Lemma 6 applied with R = 2
√
2d. Notice that by choosing
α close enough to Re β it is always possible to have (2 Re β−α)
2
2 − (Re β)2 + d > 0.
For l ≥ 0 we let
Al(x) = {Zl(x) ≥ αEZl(x)2}
be the event that Zl is exceptionally large at the point x ∈ I. Notice that by
definition A0(x) happens surely. Similarly for k ≥ l we let
Bl,k(x) = {Zj(x) < αEZj(x)2 for all l + 1 ≤ j ≤ k}
be the event that Zj is small from level l + 1 to level k. We note that Bl,l(x)
happens surely.
To keep formulas short (or at least shorter), define
Ek(x) =
eβZk(x)
E eβZk(x)
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for all k ≥ 1, together with the notation
Z(m,k](x) = Zk(x)− Zm(x)
E(m,k](x) =
eβZ(m,k](x)
E eβZ(m,k](x)
A(m,k](x) = {Z(m,k](x) ≥ αEZ(m,k](x)2}
for all 0 ≤ m ≤ k. Moreover, define
Fm = σ(X1, . . . , Xtm−1).
Note that the variables with the subscript (m, k] are independent of Fm.
Finally we use the notation A . B to indicate that there exists a constant
C > 0 only depending on α, β, d and the distribution of the fields Xk such that the
inequality A ≤ CB holds. We write A ≈ B when both A . B and B . A hold.
We start with a couple of technical lemmas.
Lemma 7. Let k ≥ m. Then
E [|E(m,k](x)E(m,k](y)|1A(m,k](x)]
. e−
(α−Re β)2
2 log(2)(k−m)e(Imβ)
2 log(2)(k−m)+α(Re β)E [Z(m,k](x)Z(m,k](y)]
Proof. By Lemma 6 we have
|E(m,k](x)E(m,k](y)| =
e(Reβ)(Z(m,k](x)+Z(m,k](y))
|E eβZ(m,k](x)||E eβZ(m,k](y)|
(16)
. e
(Im β)2−(Re β)2
2 (EZ(m,k](x)
2+EZ(m,k](y)
2)e(Re β)(Z(m,k](x)+Z(m,k](y)).
Moreover,
E [e(Re β)(Z(m,k](x)+Z(m,k](y))1A(m,k](x)]
≤ E [e(Re β)(Z(m,k](x)+Z(m,k](y))e(α−Re β)Z(m,k](x)−(α−Re β)αEZ(m,k](x)2 ]
= E [eαZ(m,k](x)+(Reβ)Z(m,k](y)−α
2
EZ(m,k](x)
2+α(Re β)EZ(m,k](x)
2
]
. e−
α2
2 EZ(m,k](x)
2+α(Re β)EZ(m,k](x)
2+ (Re β)
2
2 EZ(m,k](y)
2+α(Re β)E [Z(m,k](x)Z(m,k](y)],
which together with the factor e
(Imβ)2−(Re β)2
2 (EZ(m,k](x)
2+EZ(m,k](y)
2) gives us
E [|E(m,k](x)E(m,k](y)|1A(m,k](x)]
. e−
(α−Re β)2
2 EZ(m,k](x)
2
e
(Im β)2
2 (EZ(m,k](x)
2+EZ(m,k](y)
2)+α(Re β)E [Z(m,k](x)Z(m,k](y)],
from which the claim follows by Lemma 5. 
The following lemma is used in the proof of Proposition 10 below to handle the
tail of the field for points x, y ∈ I that are far enough from each other.
Lemma 8. Assume that |x− y| ≥ 2−m−1. Then for all n ≥ m we have
1Bm−1,m(x)1Bm−1,m(y)|E [E(m,n](x)E(m,n](y)1Bm,n(x)1Bm,n(y)|Fm]| . 1.
Proof. Define
Pk = E(m,k](x)E(m,k](y)1Bm,k(x)1Bm,k(y)
for k ≥ m. Then
Pk+1 = E(m,k+1](x)E(m,k+1](y)1Bm,k(x)1Bm,k(y)1Bk,k+1(x)1Bk,k+1(y)
= −E(m,k+1](x)E(m,k+1](y)1Bm,k(x)1Bm,k(y)(1− 1Bk,k+1(x)1Bk,k+1(y))
+
eβYk+1(x)
E eβYk+1(x)
· e
βYk+1(y)
E eβYk+1(y)
Pk.
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Hence we have
1{Zm(x)<αEZm(x)2}1{Zm(y)<αEZm(y)2}|E [Pk+1|Fm]|
≤ 1{Zm(x)<αEZm(x)2}E [|E(m,k+1](x)E(m,k+1](y)|1Ak+1(x)|Fm]
+ 1{Zm(y)<αEZm(y)2}E [|E(m,k+1](x)E(m,k+1](y)|1Ak+1(y)|Fm] (17)
+
|E eβYk+1(x)+βYk+1(y)|
|E eβYk+1(x)E eβYk+1(y)|1{Zm(x)<αEZm(x)
2}1{Zm(y)<αEZm(y)2}|E [Pk|Fm]|.
Notice that Ak+1(x) ∩ {Zm(x) < αEZm(x)2} ⊂ A(m,k+1]. This, Lemma 7 and
Lemma 5 give us
1{Zm(x)<αEZm(x)2}E [|E(m,k+1](x)E(m,k+1](y)|1Ak+1(x)|Fm]
≤ E [|E(m,k+1](x)E(m,k+1](y)|1A(m,k+1](x)]
. e−
(α−Re β)2
2 log(2)(k+1−m)e(Imβ)
2 log(2)(k+1−m)+α(Re β)E [Z(m,k+1](x)Z(m,k+1](y)]
. e(−
(α−Re β)2
2 +(Im β)
2) log(2)(k+1−m) =: σk+1.
Similarly we get
1{Zm(y)<αEZm(y)2}E [|E(m,k+1](x)E(m,k+1](y)|1Ak+1(y)|Fm] . σk+1
and because of (15) the σk decay exponentially. Moving on to the third term on
the right hand side of (17), let
|E eβYk+1(x)+βYk+1(y)|
|E eβYk+1(x)E eβYk+1(y)| =: ρk+1.
By Lemma 5 there exists a constant A such that for all m ≤ m′ ≤M we have
M∏
k=m′+1
ρk =
|E eβZ(m′,M](x)+βZ(m′,M](y)|
|E eβZ(m′,M](x)||E eβZ(m′,M](y)|
=
|E eβZM (x)+βZM (y)||E eβZm′(x)||E eβZm′ (y)|
|E eβZM (x)||E eβZM (y)||E eβZm′(x)+βZm′ (y)|
≤ ce|β|2(EZM (x)ZM (y)−EZm′(x)Zm′ (y)) ≤ A,
where c > 0 is a constant. We have thus verified that
1Bm−1,m(x)1Bm−1,m(y)|E [Pk+1|Fm]|
≤ Cσk+1 + ρk+11Bm−1,m(x)1Bm−1,m(y)|E [Pk|Fm]|
for some constant C > 0, and it is easy to see that we then have
1{Zm(x)<αEZm(x)2}1{Zm(y)<αEZm(y)2}|E [Pk|Fm] ≤ CA(1 +
∞∑
j=m+1
σj)
for all k ≥ m. Taking k = n proves the claim. 
In the next lemma we bound the main contribution coming from points x, y ∈ I
that are at a given dyadic distance 2−m from each other.
Lemma 9. Let m ≥ l + 1. If |x− y| ≤ 2−m, we have
1Al(x)1Al(y)E [|E(l,m](x)E(l,m](y)|1Bl,m(x)1Bl,m(y)|Fl]
. e
(
(Re β)2− (2 Re β−α)
2
2
)
log(2)(m−l)+(Im β)2 log(2)(m−l).
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Proof. By (16) we have
|E(l,m](x)E(l,m](y)| . e(Re β)(Z(l,m](x)+Z(l,m](y))+((Imβ)
2−(Re β)2) log(2)(m−l).
On the other hand
1Al(x)1Bl,m(x) ≤ 1{Zl(x)≥αEZl(x)2}1{Zm(x)<αEZm(x)2}
≤ 1{Z(l,m](x)<αEZ(l,m](x)2}
≤ e(Reβ−α2 )αEZ(l,m](x)2−(Re β−α2 )Z(l,m](x)
and similarly for 1Al(y)1Bl,m(y). By Lemma 5 we therefore have
1Al(x)1Al(y)E [|E(l,m](x)E(l,m](y)|1Bl,m(x)1Bl,m(y)|Fl]
. e((Imβ)
2−(Re β)2) log(2)(m−l)+(2Re β−α)α log(2)(m−l)
E [e
α
2 (Z(l,m](x)+Z(l,m](y))]
. e((Imβ)
2−(Re β)2) log(2)(m−l)+(2Re β−α)α log(2)(m−l)+α
2
2 log(2)(m−l),
from which the claim follows. 
The following proposition encodes our fundamental L2-estimate.
Proposition 10. Let Il,i be a dyadic subcube of I with diameter at most 2
−l−1.
Then for all n ≥ l and f ∈ C(I,C) we have
E


∣∣∣∣∣
ˆ
Il,i
f(x)En(x)1Al(x)1Bl,n(x) dx
∣∣∣∣∣
2 ∣∣∣Fl

 . 2−2dl‖f‖2∞( sup
x∈Il,i
|El(x)|21Al(x)
)
.
Proof. Let us partition the set I2l,i into sets Dm, l + 1 ≤ m ≤ n, by setting
Dm =
{
{(x, y) ∈ I2l,i : 2−m−1 ≤ |x− y| ≤ 2−m}, when l+ 1 ≤ m ≤ n− 1
{(x, y) ∈ I2l,i : |x− y| ≤ 2−n}, when m = n.
Then one can write
E


∣∣∣∣∣
ˆ
Il,i
f(x)En(x)1Al(x)1Bl,n(x) dx
∣∣∣∣∣
2 ∣∣∣Fl


=
ˆ
Il,i
ˆ
Il,i
f(x)f(y)E
[
En(x)En(y)1Al(x)1Al(y)1Bl,n(x)1Bl,n(y)
∣∣Fl] dx dy
=
ˆ
Il,i
ˆ
Il,i
f(x)f(y)El(x)El(y)1Al(x)1Al(y)×
E
[
E(l,n](x)E(l,n](y)1Bl,n(x)1Bl,n(y)
∣∣Fl] dx dy
=
n∑
m=l+1
ˆ
(x,y)∈Dm
f(x)f(y)El(x)El(y)1Al(x)1Al(y)×
E
[
E(l,m](x)E(l,m](y)1Bl,m(x)1Bl,m(y)×
E
[
E(m,n](x)E(m,n](y)1Bm,n(x)1Bm,n(y)
∣∣Fm]∣∣∣Fl]
≤ ‖f‖2∞
(
sup
x∈Il,i
|El(x)|21Al(x)
)×
n∑
m=l+1
ˆ
(x,y)∈Dm
1Al(x)1Al(y)E
[∣∣E(l,m](x)E(l,m](y)∣∣1Bl,m(x)1Bl,m(y)×
∣∣∣E [E(m,n](x)E(m,n](y)1Bm,n(x)1Bm,n(y)∣∣Fm]∣∣∣
∣∣∣∣Fl
]
.
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Here we use the convention that E(n,n](x) = E(n,n](y) = 1Bn,n(x) = 1Bn,n(y) = 1.
By Lemma 8, Lemma 9, and (15) we have
n∑
m=l+1
ˆ
(x,y)∈Dm
1Al(x)1Al(y)E
[|E(l,m](x)E(l,m](y)|1Bl,m(x)1Bl,m(y)×
1Bl,m(x)1Bl,m(y)|E [E(m,n](x)E(m,n](y)1Bm,n(x)1Bm,n(y)|Fm]|
∣∣Fl]
.
n∑
m=l+1
ˆ
(x,y)∈Dm
e
(
(Re β)2− (2 Reβ−α)
2
2
)
log(2)(m−l)+(Im β)2 log(2)(m−l)
.
n∑
m=l+1
2−md−lde
(
(Re β)2− (2 Re β−α)
2
2
)
log(2)(m−l)+(Imβ)2 log(2)(m−l)
= 2−2ld
n−l∑
j=1
e
(
(Re β)2− (2 Re β−α)
2
2
)
log(2)j+(Im β)2 log(2)j−log(2)jd
. 2−2ld. 
Next we wish to bound the term supx∈Il,i |El(x)|1Al(x) that appears after Propo-
sition 10 has been applied. We come to our second main estimate.
Proposition 11. For sufficiently small p > 1 we have
E sup
x∈J
|El(x)|p1Al(x) . e−εl
for some ε > 0. Here J is a dyadic subcube of I with side length proportional to
2−l. The estimate does not depend on i.
Proof. We may assume that p > 1 is so small that α− pReβ > 0. Then
|El(x)|p . ep(Re β)Zl(x)−p
(Re β)2−(Imβ)2
2 EZl(x)
2
and
1Al(x) ≤ e(α−pRe β)Zl(x)−(α−pRe β)αEZl(x)
2
,
so
sup
x∈J
|El(x)|p1Al(x) . eα supx∈J Zl(x)−p
(Re β)2−(Im β)2
2 EZl(x)
2−(α−pRe β)αEZl(x)
2
.
Let J have side length 2−ℓ ≈ 2−l and for all m ≥ 0 let Dm be the collection of
dyadic subcubes of J with side length 2−ℓ−m. Choose a point xm,i, i = 1, . . . , 2
m,
from each cube in Dm. For example, one can take xm,i to be the center of its
corresponding cube. Then for any x ∈ J there exists a sequence of points xm,im
converging to x such that xm,im is chosen from inside the cube of xm−1,im−1 . Let
π(xm,i) be the point chosen from the parent cube of xm,i. Now by continuity of Zl
we have
eαZl(x) ≤ eαZl(x0,1) +
∞∑
m=1
|eαZl(xm,im ) − eαZl(xm−1,im−1)|
≤ eαZl(x0,1) +
∞∑
m=1
sup
i∈{1,...,2m}
|eαZl(xm,i) − eαZl(π(xm,i))|.
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Since the right hand side does not depend on x, we have
eα supx∈J Zl(x) ≤ eαZl(x0,1) +
∞∑
m=1
sup
i∈{1,...,2m}
|eαZl(xm,i) − eαZl(π(xm,i))|
≤ eαZl(x0,1) +
∞∑
m=1
( 2m∑
i=1
|eαZl(xm,i) − eαZl(π(xm,i))|r
)1/r
≤ eαZl(x0,1) +
∞∑
m=1
( 2m∑
i=1
|αZl(xm,i)− αZl(π(xm,i))|r×
(erαZl(xm,i) + erαZl(π(xm,i)))
)1/r
,
where r > 1. Taking the expectation and using Jensen’s inequality gives
E eα supx∈J Zl(x) ≤ E eαZl(x0,1) + α
∞∑
m=1
( 2m∑
i=1
E
[|Zl(xm,i)− Zl(π(xm,i))|r×
(erαZl(xm,i) + erαZl(π(xm,i)))
])1/r
Moreover, by Hlder’s inequality
E
[|Zl(xm,i)− Zl(π(xm,i))|rerαZl(xm,i)]
≤
(
E |Zl(xm,i)− Zl(π(xm,i))| rss−1
) s−1
s
(
E ersαZl(xm,i)
)1/s
.
(
E |Zl(xm,i)− Zl(π(xm,i))|
rs
s−1
) s−1
s
e
r2sα2
2 EZl(xm,i)
2
,
assuming that r > 1 and s > 1 are small. By condition (5) we have
E |Zj(x) − Zj(y)|q ≤ Cq2jq|x− y|q
for all x, y ∈ I and q ≥ 2 large enough, which gives us for s close enough to 1 that(
E |Zl(xm,i)− Zl(π(xm,i))| rss−1
) s−1
s
. 2rl|xm,i − π(xm,i)|r . 2−rm.
Hence we have
E
[|Zl(xm,i)− Zl(π(xm,i))|rerαZl(xm,i)] . 2−rme r2sα22 log(2)l.
The same estimate holds also for E
[|Zl(xm,i) − Zl(π(xm,i))|rerαZl(π(xm,i))], so we
get
E eα supx∈J Zl(x) . e
α2
2 log(2)l + α
∞∑
m=1
(
2m2−rme
r2sα2
2 log(2)l
)1/r
= e
α2
2 log(2)l + αe
rsα2
2 log(2)l
∞∑
m=1
2m(
1
r−1)
. e
rsα2
2 log(2)l.
Putting everything together we have
E sup
x∈J
|El(x)|p1Al(x) . e
rsα2
2 log(2)l−p
(Re β)2−(Imβ)2
2 EZl(x)
2−(α−pRe β)αEZl(x)
2
,
and by choosing r, s and p sufficiently close to 1, we may make the exponent as
close to [
− (α− Re β)
2
2
+
(Imβ)2
2
]
log(2)l
as we wish, which proves the claim. 
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Having proved all the auxiliary results we need, we will now finish with the proof
of Theorem 4. Let n ≥ 1 and set N = tn − 1. We may then write µN (f ;β) as the
sum
µN (f ;β) =
n∑
l=0
ˆ
I
f(x)En(x)1Al(x)1Bl,n(x) dx.
Here the lth term of the sum contains the contribution from those points for which
the last time the field is exceptionally large is l. By Minkowski’s and Jensen’s
inequalities it follows that for p ∈ (1, 2) we have
‖µN(f ;β)‖Lp(Ω)
≤
n∑
l=0
c2dl∑
i=0
∥∥∥∥∥
ˆ
Il,i
f(x)En(x)1Al(x)1Bl,n(x) dx
∥∥∥∥∥
Lp(Ω)
≤
n∑
l=0
c2dl∑
i=0

E



E


∣∣∣∣∣
ˆ
Il,i
f(x)En(x)1Al(x)1Bl,n(x) dx
∣∣∣∣∣
2 ∣∣∣Fl




p/2




1/p
,
where c > 0 is a constant and for fixed l the sets Il,i ⊂ I are dyadic subcubes of
I with side length 2−ℓ, ℓ = l + c′, where c′ > 0 is a constant depending on d that
ensures that the diameter of Il,i which has length
√
d2−ℓ is at most 2−l−1. By
Proposition 10 and Proposition 11 we obtain for small enough p that
‖µN(f ;β)‖Lp(Ω) . ‖f‖∞
n∑
l=0
c2dl∑
i=0
2−dl
(
E [ sup
x∈Il,i
|El(x)|p1Al(x)]
)1/p
. ‖f‖∞
n∑
l=0
c2dl∑
i=0
2−dle−εl/p . ‖f‖∞.
Thus we have proven the Lp boundedness along the subsequence µtn−1, and since
the Lp norms of a martingale are increasing, it follows that the whole sequence
µn has bounded L
p norms. It is clear that the p > 1 for which we get the bound
depends continuously on β. We obtain thus an open set U containing (0,
√
2d) such
that for any compact K ⊂ U there exists p > 1 for which we have the uniform
Lp(Ω)-boundedness of µn(f ;β), β ∈ K.
To get rid of the assumption that δ >
√
d, we can partition I into a finite
number of dyadic cubes Ik, 1 ≤ k ≤ m, with diameter less than δ. By Minkowski’s
inequality we have
‖µn(f ;β)‖Lp(Ω) ≤
m∑
k=1
‖µn(fχIk ;β)‖Lp(Ω)
and the above proof works for every summand, which yields the result in the case
of general δ.
Finally, let B2r = B(β0, 2r) ⊂ U be an open ball of radius 2r > 0 and let p > 1
be such that E |µn(f ; z)|p is uniformly bounded both in z ∈ Br and n ≥ 1. Then
almost surely for all n ≥ 1 the function z 7→ µn(f ; z) belongs to the Bergman
space Ap(Br) = L
p(Br) ∩ H(Br), where H(Br) is the space of analytic functions
on Br. As a closed subspace of L
p(Br) the space A
p(Br) has the Radon–Nikodym
property. Hence the uniform boundedness
E ‖µn(f ; ·)‖pAp(Br) =
ˆ
Br
E |µn(f ;x+ iy)|p dx dy ≤ |Br| sup
n≥1
sup
z∈Br
E |µn(f ; z)|p <∞
for n ≥ 1 of the Bergman norm in Lp(Ω) implies that the Ap(Br)-valued martin-
gale µn(f ; z) converges almost surely in A
p(Br). In particular we have uniform
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convergence on all compact subsets of Br to an analytic function z 7→ µ(f ; z). This
finishes the proof of Theorem 4.
3. Examples
In this section we consider two basic examples of non-Gaussian chaos measures
for which our theory applies. In the end we also discuss some open questions.
3.1. The non-Gaussian Fourier series. As our first application of Theorem 4
we will prove Theorem 1. Recall that we are interested in the random Fourier series
∞∑
k=1
Xk(x) =
∞∑
k=1
1√
k
(Ak cos(2πkx) +Bk sin(2πkx)),
where Ak and Bk are i.i.d. random variables satisfying E e
λA1 <∞ for all λ ∈ R.
The assumptions of Theorem 4 are fairly straightforward to establish.
Proof of Theorem 1. The moment condition (4) is clear. The derivative of Xk in
this case is
X ′k(x) = 2π
√
k(−Ak sin(2πkx) +Bk cos(2πkx)),
and it is easy to check that its supremum is
2π
√
k
√
A2k +B
2
k,
whose r-th moment is of order kr/2. Hence there exists a constant C > 0 such that
n∑
k=1
E | sup
x∈I
X ′k(x)|r ≤ Cnr/2+1.
On the other hand er
∑n
k=1 EXk(0)
2
= er log(n)+O(1) is of order nr so (7) clearly holds.
It remains to verify that the field has a locally log-correlated structure. The
condition EXk(x)
2 → 0 obviously holds. In (3) we choose δ = 12 . Notice that∑n
k=1 EXk(0)
2 = log(n) +O(1). Assume first that |x− y| ≤ 1/n. Then
min(log
1
|x− y| ,
n∑
k=1
EXk(0)
2) = log(n) +O(1).
On the other hand
n∑
k=1
EXk(x)Xk(y) =
n∑
k=1
cos(2πk(x− y))
k
=
n∑
k=1
1 +O(k2(x− y)2)
k
= log(n) +O(1),
which shows that (3) holds in this case. Assume then that 12 ≥ |x − y| > 1/n. In
this case
min(log
1
|x− y| ,
n∑
k=1
EXk(0)
2) = log
1
|x− y| +O(1) = log
1
2 sin(π|x − y|) +O(1)
=
n∑
k=1
cos(2πk(x− y))
k
+
∞∑
k=n+1
cos(2πk(x− y))
k
+O(1),
and it is enough to show that
∞∑
k=n+1
cos(2πk(x − y))
k
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is bounded. Let
Rn(t) =
∞∑
k=n+1
cos(2πkt)
k
= Re
∞∑
k=n+1
e2πikt
k
.
For all N ≥ n+ 1 we have
N∑
k=n+1
e2πikt
k
=
N∑
k=n+1
e2πikt
ˆ 1
0
rk−1 dr =
ˆ 1
0
e2πi(N+1)trN − e2πi(n+1)trn
e2πitr − 1 dr,
and since we have the inequalities
|e2πitr − 1| ≥
{
1, when 12 ≥ |t| ≥ 14 ,
sin(2πt), when |t| ≤ 14 ,
we see that for fixed |t| > 0 the denominator is bounded and hence we may take
limit as N →∞ to get
|Rn(t)| ≤
ˆ 1
0
rn
|e2πitr − 1| dr.
If 12 ≥ |t| ≥ 14 , we have |Rn(t)| ≤
´ 1
0 r
n dr = 1n+1 and similarly if 0 < |t| ≤ 14 ,
we have |Rn(t)| ≤ 1(n+1) sin(2πt) . This shows the boundedness of |Rn(x − y)| when
1
2 ≥ |x− y| ≥ 1n . 
3.2. Chaos induced by dilations of a stationary process. Our second example
is a small variation of the one given by Mannersalo, Norros, and Riedi in [10]. In
their paper random measures of the form∏
Λk(b
kx) dx
were studied on the real line. Here Λk are non-negative stationary i.i.d. random
processes with expectation 1, dx is the 1-dimensional Lebesgue measure, and b > 1
is a constant.
In the present example we define
Xk(x) = akYk(bkx), (18)
where Yk are i.i.d. continuous, centered and stationary random fields on R
d with
the covariance function
EYk(x)Yk(y) = f(|x− y|)
and ak, bk > 0 are constants. Thus the case ak = 1, bk = b
k would allow us to
write Λk(x) =
eYk(b
kx)
E eYk(b
kx)
and obtain the situation of [10]. We are not, however, quite
able to consider this particular case since our method requires weak decay from the
coefficients ak.
First of all, we assume that
E eλYk(0) <∞ (19)
for all λ ∈ R and that Yk(x) satisfies the regularity condition
E |Yk(x) − Yk(y)|r ≤ Cr|x− y|r for all r ≥ 2, (20)
where Cr > 0 is a constant that may depend on r. Furthermore we require that
f(t) = 1 +O(t) and f(t) = O(t−δ) (21)
for some δ > 0.
As a side remark, notice that if (20) holds for some sequence rn → ∞, then by
Hlder’s inequality it holds for all r ≥ 2.
For this model we obtain the following result.
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Theorem 12. Let ak > 0 be such that
lim
k→∞
ak = 0,
∞∑
k=1
a2k =∞, and
∞∑
k=1
a3k <∞.
Assume that bk are of the form
bk = exp(
k∑
j=1
a2k + ck),
where ck ∈ R satisfy supk≥1 |ck| <∞. Then the conclusions of Theorem 1 hold for
the chaos measures
dµn =
e
∑n
k=1 akYk(bkx)
E e
∑n
k=1 akYk(bkx)
dx,
where Yk is assumed to satisfy (19), (20) and (21).
Towards the proof of the above result, we define
An =
n∑
k=1
EXk(0)
2 =
n∑
k=1
a2k, n ≥ 1.
We then have the following lemma.
Lemma 13. Let α ∈ R, α 6= 0. Then there exists Cα > 0 such that
n∑
k=m
a2ke
αAk ≤ Cα|eαAn − eαAm−1 |
for all n ≥ m ≥ 1.
Proof. Assume first that α > 0. We have
n∑
k=m
a2ke
αAk =
n∑
k=m
(Ak −Ak−1)eαAk .
Let S = supk≥1 a
2
k. Since ak → 0, there exists k0 ≥ 1 such that for k ≥ k0 we have
Ak − Ak−1 ≤ 1. The elementary inequality x ≤ S1−e−αS (1 − e−αx) for 0 ≤ x ≤ S
gives us
n∑
k=m
a2ke
αAk ≤ Cα
n∑
k=m
(eαAk − eαAk−1) = Cα(eαAn − eαAm−1),
where Cα =
S
1−e−αS .
On the other hand if α < 0, then we have the inequality x ≤ −1α (e−αx − 1) for
x ≥ 0. Thus
n∑
k=m
a2ke
αAk ≤ Cα
n∑
k=m
(eαAk−1 − eαAk) = Cα(eαAm−1 − eαAn),
where Cα =
−1
α . 
Proof of Theorem 12. Once again, it is enough to check the assumptions of The-
orem 4. We will start by showing that we have a locally log-correlated structure.
For this it is enough to verify that (3) holds, the other conditions being trivial.
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Assume first that n ≥ 1 and x, y ∈ I are such that An < log 1|x−y| holds. Then by
Lemma 13 the left hand side of (3) satisfies the inequality
∣∣∣ n∑
k=1
EXk(x)Xk(y)−An
∣∣∣ ≤ n∑
k=1
a2k|f(bk|x− y|)− 1| .
n∑
k=1
a2kbk|x− y|
.
n∑
k=1
a2ke
Ak |x− y| . (1 + eAn)|x− y| . 1. (22)
Thus (3) holds in this case. Assume then that An ≥ log 1|x−y| and let N be the last
index for which AN < log
1
|x−y| . In this case we have
n∑
k=1
EXk(x)Xk(y)− log 1|x− y| = [
N∑
k=1
a2kf(bk|x− y|)−AN ]
+ [AN − log 1|x− y| ] +
n∑
k=N+1
a2kf(bk|x− y|).
The first term on the right hand side is bounded by (22) and the second term is
bounded simply by the way AN was chosen. Finally, again by Lemma 13, we have
n∑
k=N+1
a2k|f(bk|x− y|)| .
n∑
k=N+1
a2kb
−δ
k |x− y|−δ . |x− y|−δe−δAN .
Since e−δAN ≈ |x− y|δ, we see that (3) holds also in this case.
Next we will verify the regularity conditions (4) and (5). Clearly the requirement
supx∈I E e
λXk(x) <∞ holds by assumption (19). Moreover, we have(
E |Xk(x)|3+ε
) 3
3+ε
= a3k
(
E |Yk(0)|3+ε
) 3
3+ε
,
and thus (4) holds. Finally, we have
n∑
k=1
E |Xk(x)−Xk(y)|r ≤ Cr
n∑
k=1
arkb
r
k|x− y|r . Crbrn|x− y|r . Crer
∑n
k=1 a
2
k |x− y|r
by Lemma 13, so (6) holds and therefore also the condition (5) follows. 
To illustrate the relationship between ak and bk in Theorem 12, we mention the
following corollary.
Corollary 14. Theorem 12 holds in the following three cases:
• ak = k−α for some 13 < α < 12 and bk = e
k1−2α
1−2α ,
• ak = k−1/2 and bk = k, or
• ak = (k log k)−1/2 and bk = log k when k ≥ 2 and a1 = b1 = 0.
As an example of stationary process for which our theorem is valid one can take
a stationary Gaussian process Y (x) whose covariance function f satisfies f(t) =
1 +O(t2) and decays like t−δ for some δ > 0. Indeed, in this case we have
E |Y (x) − Y (y)|r .r (E |Y (x) − Y (y)|2) r2 = 2 r2 (1 − f(|x− y|)) r2 .r |x− y|r.
A very simple non-Gaussian example is given by Y (x) = A cos(x+ U), where A
and U are independent, U is uniformly distributed in [0, 2π), EA = 0, EA2 = 2
and E eλA <∞ for all λ ∈ R. It is easy to construct more complicated families of
non-Gaussian stationary processes satisfying the conditions of the theorem.
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3.3. Open questions. On the foundational level several questions are widely open
in the case of non-Gaussian chaos. An important property of Gaussian chaos is
universality, i.e. independence of the chaos of the approximation used. For results
in this direction, see e.g. [14, 17, 5]. No such general results are known in the
non-Gaussian case. Another interesting open problem is the construction of critical
chaoses.
Moreover, it would be interesting to study the finer properties of the resulting
chaoses. For example, can one determine the multifractal spectrum of the measure?
Is it possible to determine the exact Lp-integrability or the tail behaviour of the total
mass? In general one may try to examine what are the differences and similarities
of these measures to their Gaussian counterparts.
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