Abstract -Computed tomography (CT) image recovery from low-mAs acquisitions without adequate treatment is always severely degraded due to a number of physical factors. In this paper, we formulate the low-dose CT sinogram preprocessing as a standard maximum a posteriori (MAP) estimation, which takes full consideration of the statistical properties of the two intrinsic noise sources in low-dose CT, i.e., the X-ray photon statistics and the electronic noise background. In addition, instead of using a general image prior as found in the traditional sinogram recovery models, we design a new prior formulation to more rationally encode the piecewise-linear configurations underlying a sinogram than previously used ones, like the TV prior term. As compared with the previous methods, especially the MAP-based ones, both the likelihood/loss and prior/regularization terms in the proposed model are ameliorated in a more accurate manner and better comply with the statistical essence of the generation mechanism of a practical sinogram. We further construct an efficient alternating direction method of multipliers algorithm to solve the proposed MAP framework. Experiments on simulated and real low-dose CT data demonstrate the superiority of the 
I. INTRODUCTION
A COMPUTED tomography (CT) scan makes use of computer-processed combinations of many X-ray images taken from different angles to produce cross-sectional images of a scanned object. This technique has been widely exploited in clinical practices and medical procedures because it allows for a non-invasive means of observing inside a patient. However, recent discoveries regarding the potential harmful effects of X-ray radiation including genetic and cancerous diseases have raised growing concerns to patients and medical physics community. Therefore, lowering X-ray dose in CT scans is highly desirable to reduce the risk from radiation. A common strategy to alleviate this issue is to achieve low-dose CT imaging by reducing the milliampere-second (mAs) setting (by lowering X-ray tube current and/or shortening the exposure time) in the CT scanning protocol [25] . However, due to a number of physical factors corrupting the acquired projection data [14] , [42] , the quality of CT images reconstructed from such low-mAs acquisitions is usually severely degraded without adequate treatments.
There are two major sources intrinsically causing the CT data noise, i.e., the X-ray photon statistics and the electronic noise background (Fig. 1) , each has been specifically investigated in the previous literature [14] , [15] . The photon statistics describe the quanta fluctuation of X-ray interactions, which is an inevitable noise even with a perfect measuring instrument. It follows the compound Poisson distribution with polychromatic X-ray generation [40] . On the other hand, the electronic noise background can be reasonably assumed to follow a Gaussian distribution [17] , [42] , where the mean and variance reflect the dark current and readout noise of electronics, respectively.
To reconstruct high quality images from low-dose CT projection data, it is desirable to deal with both the aforementioned noise sources simultaneously. On one hand, the photon statistics can be well approximated as a Poisson distribution, whose variance v equals to the mean μ, and thus it holds that lim μ→0 √ v/μ = lim μ→0 1/ √ μ = +∛. This implies that the ratio of standard deviation and mean of the distribution will approach infinity when the mean approaches zero (note that the degree of corruption should be measured by the ratio of standard deviation and mean instead of the ratio of variance and mean), and thus the noise will be very obvious when the mAs value in CT imaging is low. On the other hand, the electronic noise background has also been considered as an important factor affecting the image quality in low-dose CT imaging [26] , [42] . This issue is especially critical in ultra lowdose situation when the quanta of the X-rays is close to the extent of the electronic noise. This makes the CT image very noisy and the highly mixed electronic noise becomes difficult to remove.
To address these two issues, many CT sinogram recovery (CTSR) methods have been proposed to estimate the ideal ones from the acquired noisy sinograms and then reconstruct the final high-quality CT image from the estimated ideal sinogram. They can be categorized into two main classes: the post-log and pre-log methods [12] . The post-log CTSR methods yield the desired CT image usually from the post-log restored sinogram data by statistical iterative algorithms [10] , [22] , [37] , [38] . In particular, by assuming the mixed noise in the measured sinogram data as a Gaussian, a penalized weighted least-square (PWLS) function is typically used in most post-log CTSR methods [10] , [37] , [38] . Although PWLS possesses the advantage of easy computation attributed to its weighted least-square form, it fails to accurately use the Poisson-distribution-characteristic underlying the pre-logprelot projection data. Specifically, the logarithm operation on projection data can result in amplification of the noise, especially for low-dose CT imaging [14] , and consequently cause positive recovery bias for E[− log(X)] ≥ − log(E[X]). Thus, approximating the noise simply as a Gaussian for the post-log sinogram data can hardly capture the actual statistical properties of data concealed by the logarithm transform. In addition, estimation of the weights in the PWLS method is generally a challenging task due to the correction of nonpositive values and the non-linearity of the logarithm [20] . Statistical correlation between the estimated weights and the noisy data can further cause negative bias in the reconstructed image.
On the other hand, the pre-log CTSR methods use the Beer-Lambert law to construct the forward model and directly recover pre-log projection data from the Poisson-distributionassumption of the measurements [19] . Many pre-log algorithms are designed based on the Poisson noise model, such as the Penalized-likelihood (PL) method [9] , [18] , [19] . With appropriate statistical models, the pre-log CTSR regime can accommodate the non-positive values in the measurements. To further model electronic noise, the shifted Poisson [18] , [19] and the Gaussian [19] models in the prelog domain have also been adopted. However, these methods still consider the electronic noise background in a heuristically approximate way and do not fully inject the intrinsic statistical "Poisson+Gaussian" properties. It is generally considered as a challenge to accurately model both properties in a theoretically sound manner. In this study, we develop a generative model (a general framework) describing an intrinsic CTSR mechanism that incorporates both statistical properties of photon statistics and electronic noise background.
In many of the previous works, some useful prior structure knowledge of the pre/post-log projection data are employed in the sinogram recovery models, which have been verified to play a critical role for successful low-dose CT sinogram recovery [6] , [9] , [11] , [18] , [22] , [37] . Such prior knowledge is often encoded as a regularization term in the objective function. By utilizing such a prior information, the methods have always shown to be superior in better noise-induced artifacts suppression as compared to the traditional filteredback-projection-based method without any treatments. One commonly utilized regularization is directly based on quadratic penalty model wherein the model is generally applied to simple difference of a sinogram sample with its horizontal (radial) and vertical (angular) neighbors [6] , [9] , [11] , [18] , [37] . However, this model does not consider applying asymmetric penalties to recovering the pre/post-log data based on the intrinsic characteristics underlying the objective measurement, i.e., the different dimensions represent different physical or geometric quantities. Another commonly utilized regularization is based on non-quadratic penalty model, i.e., edge-preserving Huber penalty [6] , [22] . Although this model can obtain noticeable improvements in resolutionvariance tradeoffs compared to the conventional quadratic penalty model, the selection of the Huber parameter in the model is highly object size-dependent. In this study, we intend to design an advanced prior model which can more faithfully represent the underlying structures of post-log sinogram data as compared with the conventionally used ones.
In this paper we attempt to take full use of both the statistical properties of pre-log projection data and more accurate prior knowledge of post-log sinogram data to construct the statistical model for CTSR. In particular, this work contains the following three-fold contributions.
• Instead of the heuristic or approximate manner of traditional CTSR techniques, a comprehensive CTSR model is proposed by properly encoding both the statistical properties of photons and the electronic noise background knowledge into one unique model. This model constitutes a general framework for describing intrinsic CTSR mechanism and can be easily extended to general cases of CTSR tasks. All parameters in the model, including the to-be-reconstructed sinogram and noise parameters, can be finely estimated by virtue of standard maximum a posteriori (MAP) framework.
• A new prior model on sinogram data is proposed.
As compared with the conventional priors utilized on sinogram data, the proposed prior delivers a more faithful representation for the underlying piecewise-linear structures of sinogram data, i.e., the sinogram manifold can be well approximated by combination of a series of flat surfaces in local areas.
• An efficient algorithm is designed for solving the model by using an extended alternating direction method of multipliers (ADMM) [2] . Each step in the algorithm can be efficiently implemented. Experiments on simulated and real low-dose CT data demonstrate the superiority of the proposed method according to both visual inspection and comprehensive quantitative performance evaluation. 
II. NOTIONS AND PRELIMINARIES

Denote
Since the difference operator is linear, we can denote the first order difference matrix D 1 ∈ R 2N×N and second order difference matrix D 2 ∈ R 4N×N , respectively, as follows:
Note that
where p > 0 is the shape parameter. · T V is one of the most typical anisotropic version total variation (TV) norms, which is often used as the regularization term to deliver the smoothness prior in many image processing [4] , [16] , [31] , [39] and CT denoising [8] , [19] , [24] , [29] methods.
III. MODEL FORMULATION
In this section we will present the posterior distribution for a sinogram by simultaneously considering the statistical generative model of projection data and the prior knowledge of sinogram data, and then employ MAP to estimate all the parameters in the model.
A. Generative Model of Projection Data
We denote the sinogram data produced by the CT scan as a one-dimensional (1-D) vectorỸ , with elementsỸ i , i = 1, · · · , N, where N is the total number of measurements in the scan. This number can be calculated as the product of the number of detector elements m and the number of projection views acquired n. By the Beer-Lambert Law, under clean circumstances, the projection data can be obtained by
where I 0i denotes the incident X-ray intensity along the projection path i . In practice, the projection data P are generally mixed with noises. We then need to reformulate the generative model on P as the following mathematical expression in a more precise manner:
where Q ∈ N N denotes the quanta of rays received by detectors, and ε ∈ R N denote the electronic noise. Note that both terms deliver uncertainty, conducting possible sources of noise, to the projection P. The first follows X-ray photon statistics and the second leads to electronic noise background. The electronic noise ε is caused by many latent factors and generally with not very large extent. Just as conventional methods, we can rationally assume that it follows a Gaussian distribution:
where σ 2 denotes the variance of noise, which can be obtained by standard procedures in modern CT systems. The quanta of received rays Q can be considered as a perturbed result of the ideal quanta of rays caused by the inevitable quanta fluctuation of ray, which can be well depicted by a Poisson distribution [19] [40] as follows:
where O denotes the ideal quanta of rays, which is also the mean number of rays quanta. Denote Y as the ideal sinogram which is the final target in our sinogram estimation model. According to the BeerLambert Law, it satisfies:
Combine (6) and (7), we can obtain the following conditional distribution:
From (5) we can obtain that Thus, by combining (8) and (9), we can obtain the generativemodel as the following conditional distribution:
Note that the statistical property of the photons and the electronic noise background have been considered by (8) and (9), respectively. The data generative model (10) thus describes the intrinsic mechanism underlying the ideal sinogram Y in a more accurate way than conventional models.
B. Prior of Sinogram
The ideal sinogram of a scan Y is generally with a relatively smooth configuration, and many previous works easily model this smoothness as a TV norm regularization (3) [6] , [8] , [19] . In this section, we will specifically consider the characteristic of sinogram data and construct a more appropriate prior form to facilitate a better CTSR performance.
From Fig. 2 (a) , we can see a distinguished feature of sinogram: it can be formed as a manifold (with respect to axis along detector elements and projection view) approximately constituted by a combination of flat surface in its local region. This means that it is better to describe the sinogram as a piecewise linear configuration rather than a piecewise constant one (as what the TV-norm represents). Thus, we can obtain that the second order derivative of sinogram will be very sparse (much more sparse than its first order derivative, as clearly demonstrated from Fig. 2 (b)(c) ), since the second order derivative of a linear flat is zero. This means that the TV regularization, representing the sparsity of the first order derivative, might not be the most proper one for describing such prior knowledge of sinogram. For convenience, we call this distinguishing property of the sinogram as the piecewiselinear prior.
It is natural to use Hessian penalty [3] , [34] to induce the sparsity of the second order derivative. In this work, we employ a new prior, related to Hessian penalty but easier to be calculated, to embed this prior into our model. We first introduce the following general distribution formulation, which can encode the transformed-sparsity of data:
where L x|0, b 2 , 1 2 is the exponential power distribution (or Hyper-Laplace distribution) defined in [28] , with b denoting the scale parameter, f : R N → R M is a linear operator dependent on specific requirements in different data, and c f is a constant with respect to the operator f . (11) can be used as a general formulation to model data when it is sparse after a proper transformation [16] , [43] .
It is easy to see that (11) can well describe the sparsity of the second order derivative of Y if we denote f (·) as following:
where D 2 is the second order difference matrix as defined in Sec. II. In this case, we can see that this term can well encode the sparsity of the second order derivative of Y . For convenience of notation, we denote D 2 (·)
1/2 as TV 2 in the following, which delivers its intrinsic meaning of the sparsity on data after two orders of TV transformation implemented on it.
By imposing the noninformative prior distribution p(b) (which is a constant function) of the parameter b, we can obtain the following prior distribution imposed on data:
Furthermore, the sparsity of D 2 Y , i.e., the piecewise-linear prior, can be finely delivered by (13) . With this prior distribution, we can perform MAP estimation to estimate all parameters involved in the model.
C. Maximum a Posterior Estimation
By combining (10) and (13), we can obtain the entire posterior distribution on data as follows:
where p(P) is a constant for the observation P, and f (Y ) is defined as (12) . We can now estimate Y under the above MAP framework. Given the posterior distribution (14), our aim is to maximize its logarithm, i.e., solving the following optimization problem:
By employing Z = D 2 Y , (15) can be equivalently reformulated as:
which can be readily solved by applying the well known ADMM strategy.
D. A Remark
In fact, if we assume the linear operator in (11) as follows:
where D 1 is the first order difference matrix denoted in Sec. II, we can then obtain the prior expressed as:
Then, when we perform the MAP estimation, we can obtain the following regularization in our objective function:
This is exactly a special case of the nonconvex TV norm regularization as defined in (3), which has been used in many of the previous works. This shows that the proposed framework can be degenerated to the conventional case and also can be easily extended to a wider range of prior cases.
As one of the most popular statistical models, the MAP estimation is widely adopted in many of the current methods [8] , [19] , [27] , with a specified likelihood function as well as priors imposed on the sinogram or the CT image. As compared with the previous MAP methods, the proposed method makes improvements in both the likelihood/loss function and the prior/regularization settings. On one hand, through fully encoding the statistical properties of the X-ray photons and the electronic noise background, the two sources intrinsically causing the noise in low-dose CT, the likelihood function of the problem can be more properly conducted in our method. On the other hand, as aforementioned, we use the piecewise linear regularization to more precisely represent the prior configuration underlying sinogram. In the following, we denote the proposed method as IMAP-TV 2 (improved maximum a posteriori with sparsity on sinogram after two orders of TV transformation) for convenience.
IV. ADMM ALGORITHM
In this section, we solve (16) by using the ADMM scheme. The augmented Lagrangian function of (16) is
where ∈ R M is the Lagrange multiplier and μ is a positive scalar.
With the other parameters fixed, the parameter Q can be updated by solving min Q L μ (Q, Y, Z , b, ) , which is equivalent to the following sub-problem:
This problem can be solved separately for each Q i as:
The solution can be obtained by Algorithm 1. (Q, Y, Z , b, ) , which is equivalent to the following sub-problem:
Algorithm 1 Algorithm for Updating
This is a convex optimization problem and multiple off-theshelf techniques can be easily used to find its global optimum.
In our method, we use the framework of the accelerated first order method proposed in [1] to solve (21) . By taking the quadratic approximation of the second term at a given pointŶ (l) , we can obtain the following approximate form of the objective function of (21):
where denotes element-by-element multiplication, and the parameter τ can be taken as the largest element of I 0 . The key step in the framework is to solve min Y Q(Y,Ŷ (l) ), which is proved to have a closed-form solution [16] :
where F (X) is defined as a 2D Fourier transform on X (X is the matrix form of X, i.e., X = vec(X)), and · 1 is define as the summation of the absolute values of all elements in a matrix. The entire algorithm for solving (21) is given in Algorithm 2.
Algorithm 2 Algorithm for Updating Y
Input:I , Z , , μ and
With the other parameters fixed, Z can be updated by solving min Z L μ (Q, Y, Z , b, ), which is equivalent to the following sub-problem:
whose local optimum solution can be obtained in closed-form as: [36] :
Here, S λ (·) denotes a thresholding operator [43] define as:
with φ λ (x) = arg cos 
Let the derivative of the above function equal to 0, and then we can get the update equation for parameter b as follows:
The entire algorithm for solving (16) can be summarized in Algorithm 3. After obtaining the sinogram Y , the FBP method is introduced to reconstruct the CT image. In the algorithm, we set ρ a value close to 1 (e.g., ρ = 1.1), in order to prevent μ from increasing too fast, which may cause the issue that the iteration stops too quickly and is unable to achieve a good solution [21] . For the initial value of the penalty parameter μ, we easily set it as 100 throughout all our experiments. For most previous methods along this line of research, it is critical to select a proper trade-off parameter for compromising the likelihood/loss term and the prior/regularization terms. The proposed method has finely encoded this parameter (b in our algorithm) as a variable to be optimized in the MAP framework, and thus makes its selection from being manually specified to being automatically rectified from data. About its initialization, we just easily set it in the interval [1, 2], and our method can then consistently perform well throughout all the experiments.
It should be noted that the proposed algorithm is a multiblock non-convex optimization algorithm. Unlike the basic form of ADMM [2] defined on convex problem with twoblock variables, Algorithm 3 cannot be strictly proved to converge [5] . However, as empirically verified and discussed by many literatures, the effectiveness of the ADMM strategy has been widely substantiated in various machine learning and computer vision problems [30] , [35] . We thus prefer to use the ADMM strategy in this work, which is easy to implement and consistently performs well in all our experiments, to solve the problem. 
V. EXPERIMENTAL RESULTS
In this section, we test the performance of the proposed method, as compared with the previous CTSR methods on several simulated and real CT data.
A. Comparison Methods
To validate and evaluate the performance of the proposed method, the sinogram-domain PL [19] , a typical and widely utilized pre-log method, PWLS [37] , the state-of-the-art postlog method, and POCS-TV [33] , a representative iterative image reconstruction method, are adopted. In addition, two more methods were utilized to evaluate the effectiveness of (13) and, instead of the proposed data generative model (10) , has the following generative distribution:
This has the equivalent effect as the cost function of PWLS.
Here is a diagonal matrix as defined in [13] . This comparison method is used to evaluate the capability of the data generative model (10) involved in our method. The recovery by directly using FBP on the corrupted projection data is also compared. The method is easily denoted as FBP. Extensive experiments with different parameter settings were tested for all competing methods, and the final result is specified for each method on the parameter with the largest the peak signal-to-noise ratio (PSNR) value to guarantee a fair comparison.
B. Digital Phantom Study
A modified digital XCAT phantom (shown in Fig. 3 (a) ) is used in this study [32] . The XCAT phantom consists of left ventricle, aorta, healthy myocardium, ischemic myocardium, and right ventricle were represented by the TACs. A simulation method [7] , [19] , was used to acquire the low-dose myocardial perfusion CT sinogram (MPCT) data. When we have the noise-free line integral Y , the noisy measurement P i at each bin i was generated according to the statistical model of prelogarithm projection data (i.e., Eq. (4)), where the electronic background noise variance σ 2 is set to be 11. The noise level related to the projection data with about 20 mAs at 80 kVp was simulated. In the simulation study, the simulated CT imaging parameters are the same as a clinical Siemens SOMATOM Sensation16 CT scanner: (i) the distance from the X-ray source to the detector arrays is 1040 mm and the distance from the X-ray source to rotation center is 570 mm; (ii) each rotation includes 1160 projection views that are evenly spanned on a 360 • circular orbit; (iii) each view has 672 detector bins and (iv) the space of each detector bin is 1.407 mm. Fig. 4 shows the digital XCAT images reconstructed by all competing methods. From the results, it can be observed that the PL, PWLS-based, and MAP-based methods perform better than the FBP in terms of noise and artifacts suppression effects. It can be seen that the FBP results are evidently corrupted by severe noise-induced artifacts. For clear observation, the zoomed-in-views of two demarcated areas by different methods are also displayed. We can see that the results of PL, PWLS, POCS-TV, and PWLS-TV 2 have non-uniform intensity distributions in the homogeneous area and some details are smoothed out, and the IMAP-TV and IMAP-TV 2 can both well suppress noise-induced artifacts. Moreover, IMAP-TV 2 achieves a better result in preserving spatial resolution than IMAP-TV. Furthermore, the vertical profiles at the pixel positions x = 245 and y from 155 to 180 shown in Fig. 5 demonstrate that the IMAP-TV 2 achieves more noticeable gains than the other competing methods in preserving the edge details as compared with the ground truth.
To quantitatively substantiate the advantage of the proposed method, Table I lists three measurements of the low-dose CT recovery, including PSNR, feature similarity (FSIM) [45] and normalized-mean-square error (NMSE), obtained by all competing methods. PSNR and NMSE are two conventional quantitative picture quality indices, and FSIM emphasizes the perceptual consistency with the reference image. The larger PSNR and FSIM are, the closer the target image is to the reference one. Contrarily, the smaller the NMSE is, the better the reconstructed result is. From these results, the advantage of the proposed method can be evidently observed. Specifically, our method can outperform other competing methods in terms of all these evaluation measures.
By comparing the results of IMAP-TV 2 and PWLS-TV 2 , it can be seen that the data generative model (10) and its exactly solver can help enhance a notable improve in the noise reduction performance. By comparing the results of IMAP-TV 2 and IMAP-TV, it can be seen that the developed piecewise-linear prior (13) can also help improve the noise reduction performance both in finergrained textures and coarser-grained structures recovery. This substantiate the rationality of both of the two terms designed in the proposed MAP model for the problem.
C. Physical Phantom Study
The phantom was scanned by a clinical CT scanner (Siemens SOMATOM Sensation 16 CT) at five exposure levels, i.e., 17, 40, 60, and 100 mAs, with the tube voltage set at 120 kVp, and the phantom was scanned in a cine mode at a fixed bed position. The associated imaging parameters of the CT scanner are the same as the one in the digital phantom study. Fig. 3(b) shows the CT image reconstructed by the FBP method with ramp filter from the averaged sinogram data of 150 repeatedly measured samples acquired at 100 mAs and 120 kVp, which is used as the groud truth for comparison.
From Fig. 6 , it is easy to observe the fine noise-suppressioncapability of the proposed method. Fig. 7 depicts the associative vertical profiles across the 160 th to 190 th rows at the 240 th column from the results at 17 mAs. It can be Fig. 3 (a) . observed that the profiles of the results from IMAP-TV 2 are closer to that of the ground truth image than those from other methods. This further reflects that our method has a better noise reduction capability while protecting both the finer-grained textures and coarser-grained structures. Fig. 8 illustrates the normal vector flow (NVF) images [23] of the recovery results at the position of image shown as ROI 3 in Fig. 3 . The NVF expresses the gradient vectors of the original image at each location as arrows, while noise is often shown as disordered arrows. As we can observe from Fig. 8 , the NVF of IMAP-TV 2 is the closest to the noise-free image among all of the completed sinogram recovery methods, i.e., the arrows in homogeneous area are closer to zeros and the arrows at the edge of areas are less messy. Fig. 9 shows the residual of reconstructed results 1 obtained by all methods. We can observe that the proposed IMAP-TV 2 method can better suppress noise-induced artifacts than other methods with fewer edge detail loss.
To quantitatively evaluate the noise reduction performance of the presented IMAP-TV 2 method, the PSNR, FSIM and NMSE on the recovery results by all com- Fig. 3 (b) . peting methods were measured at 17 mAs, 40 mAs and 60 mAs, respectively, and the results are listed in Table II . It can be observed that the presented IMAP-TV 2 method achieves the highest PSNR and FSIM, lowest NMSE val- ues among all completing sinogram recovery methods in all cases. Moreover, the numerical results of IMAP-TV 2 are comparable to the iterative image reconstruction method POCS-TV at 40 mAs and 60 mAs, and be better than POCS-TV at 17 mAs. Considering that the POCS-TV method requires significantly more computational cost than other sinogram recovery methods, it should be rational to say that the proposed method is more efficient. 10 shows the means and standard deviations in two homogeneous area (ROI1 and ROI2 in Fig. 3 ) reconstructed by PL, PWLS, POCS-TV, PWLS-TV 2 , IMAP-TV and IMAP-TV 2 methods, respectively. It can be seen that the proposed method can achieve a smaller standard deviation with a mean value closer to the noise-free data, as compared with the competing methods. The experimental results demonstrate that the proposed IMAP-TV 2 method can achieve about 80% noise reduction in conventional CT imaging research and further demonstrates the effectiveness of the proposed methods in both noise/artifacts suppression and CT recovery.
D. Preclinical Porcine Data Study
Approved by the Animal Care Committee at the Tianjin Medical University General Hospital (Tianjin, China), a healthy Chinese minipig (weight 22.5 kg, female) was used in this study. In the experiment, a cuffed endotracheal tube with inner diameter of 4.5 mm was placed in the trachea for anesthesia inspiration and respiration after an intramuscular injection of ketamine (20mg/kg), xylazine hydrochloride (1.5mg/kg), and atropine (0.02mg/kg) was performed in premedication. With the support of the animal anespirator (Matrx VMS Plus VMC, Anesthesia Machines, Midmark, New York), the pig was mechanically ventilated and anaesthetized with sevoflurane (2.5%-3.5% in oxygen) during the angioplasty and myocardial perfusion CT scanning. Similar to the previous study [44] , the acute myocardial infarction in the pig was constructed with an angioplasty ballon, and corresponding measured projection data are acquired from a 64-slice multi-detector GE Discovery CT750 HD scanner in cine mode with following protocol: 120 kVp and 100 mAs per rotation with a total scan duration of about 30s. textcolorredFrom the acquired high-dose myocardial perfusion CT data, we can simulate the low-dose CT data at 20 mAs similar to the previous section. Fig. 11 shows the high-dose and low-dose preclinical porcine data reconstructed by different algorithms at the 8th frame. We can observe that the proposed IMAP-TV 2 method can obtain evidently closer image feature representation with the high-dose one than other competing methods, especially in the myocardium region as indicated by the red rectangle. To further demonstrate the performance of the proposed IMAP-TV 2 method, the hemodynamic perfusion parameters, i.e., myocardial blood flow (MBF), are introduced wherein the MBF can be used to reflect the qualitative assessment of blood supply and calculated by the block-Circulant Singular Value Decomposition (bSVD) algorithm [41] . The corresponding results are illustrated in Fig. 12 . From the results, it can be observed that the proposed IMAP-TV 2 method can produce gains over other competing methods in accurate MBF estimation by visual inspection, especially in the ischemic myocardium region indicated by yellow arrow. In addition, the selective demarcated areas as indicated by the green rectangle also demonstrate the effectiveness of the proposed method in improving the hemodynamic perfusion parameters estimation accuracy.
VI. CONCLUSION
In order to make full use of the statistical properties of projection data, this paper has proposed a MAP based CTSR framework, which can encode the two major sources to CT data noise, i.e., the X-ray photon statistics and the electronic noise background, in a statistical sound manner and perform data denoising based on the noise generation mechanism of sinogram data. Furthermore, we construct a new piecewise linear prior to better encode the structure of the sinogram. Differing from the traditionally utilized regularization terms, the proposed piecewise linear prior takes the special structure of sinogram into consideration, i.e., the correlated manifold can be approximately constituted by a combination of several flat surfaces. All of the involved parameters in the model can be automatically estimated in our method, including the tradeoff parameter for compromising between the loss term and the regularization term in the model. An effective ADMM method is constructed to solve the proposed model, whose superiority is demonstrated by a series of experimental results on lowdose CT data recovery.
The proposed work also suggests other interesting points meriting future study since the MAP framework can be generally adopted to other CT recovery problems, including that on 3D multi-slice CT data. 3D multi-slice data contain more sufficient knowledge which possibly facilitates a more comprehensive model with better sinogram recovery capability, especially for the prior term, which should supplementally encode the information of correlations among slices besides the 2D piecewise linear knowledge. By still adopting the likelihood term as proposed in this study while using such enhanced prior term, the proposed model can be easily extended to be used for multi-slice data. Since we have substantiated the properness of both of the proposed likelihood and prior formulations in the 2D cases, we believe it should also be helpful in the 3D cases. Besides, it is meaningful to investigate how to accurately encode the compound Poisson statistics instead of its approximation in the proposed MAP model. We will explore these issues in our future research.
