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Abstract
In the paper we study a relation between irregular subsets of the Grassmanian manifolds and
projections of k-dimensional subsets ofRn onto k-dimensional planes. We also consider applications
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1. Introduction
It was proved by Nobeling [6] that for any k-dimensional compact subset X of Rn there
exists a k-dimensional plane such that the image of X under the orthogonal projection
onto this plane has a non-empty interior. It is easy to see that the same holds true for any
k-dimensional Fσ -subset of Rn. The Nobeling result is related to well-known Chogoshvili
Conjecture on unstable intersections of k-dimensional compact subsets of Rn with (n−
k − 1)-dimensional planes [2]. However, Dranishnikov [3] found a counterexample
showing that the Chogoshvili Conjecture fails.
Here, unlike to all previous papers, we do not restrict ourselves to the case of compact
sets or Fσ -sets. Let X ⊂ Rn, l and s be k-dimensional and (n − k)-dimensional planes.
Denote by psl (X) the projection of the set X onto the plane l along the plane s. The
projection psl (X) is well-defined if and only if the planes l and s are transverse.
Definition 1.1. The projection psl (X) is called regular if it is a set of second category in l.
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It is not difficult to see that if X is an Fσ -subset of Rn and the projection psl (X) is
regular, then
dimpsl (X)= k (1.1)
(the projection psl (X) is an Fσ -set of second category in l and it has a non-empty interior
in l).
Theorem 1.1. Let dimX > k. Then for any coordinate system in Rn there are k-
dimensional and (n− k)-dimensional coordinate planes l and s such that the projection
psl (X) is regular.
Theorem 1.1 and the remark after Definition 1.1 imply the following:
Theorem 1.2. LetX be a k-dimensional Fσ -subset of Rn. Then for any coordinate system
in Rn there are k-dimensional and (n−k)-dimensional coordinate planes l and s such that
Eq. (1.1) holds.
For k-dimensional sets which are not Fσ -subsets of Rn this statement fails. There exists
an (n − 1)-dimensional subset X of Rn such that for any k > [n/2] and any two k-
dimensional and (n−k)-dimensional coordinate planes l and s of a fixed coordinate system
in Rn Eq. (1.1) is not satisfied. The main idea of that example is taken from Sitnikov’s
paper [7]. It must be pointed out that dimension of any Fσ -subset contained in X is not
greater than [n/2].
Consider the set
V nk (X)=
{
l ∈Gnk | ∃s ∈Gnn−k such that the projection psl (X) is regular
}
.
We want to prove that for any k-dimensional set X the set Gnk \V nk (X) is nowhere dense in
Gnk . Now we consider a class of subsets of the Grassmanian manifold G
n
k connected with
our problem.
Definition 1.2. A set R ⊂Gnk is called regular (R ∈Rnk ) if there exists a coordinate system
in Rn such that any plane belonging to R is a coordinate plane for this system.
For any coordinate system in Rn there are
cnk =
n!
k!(n− k)!
distinct k-dimensional coordinate planes. Therefore, if R ∈Rnk , then |R|6 cnk .
Definition 1.3. A regular set R ⊂Gnk is called maximal (R ∈MRnk ) if |R| = cnk .
It is easy to see that for any R ∈Rnk there exists R̂ ∈MRnk such that R ⊂ R̂.
Definition 1.4. A set V ⊂ Gnk is called irregular (V ∈ Ink ) if there exists no R ∈MRnk
such that R ⊂ V .
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Theorem 1.1 implies that for any k-dimensional set X we have
Gnk \ V nk (X) ∈ Ink .
It seems to be natural to ask how large an irregular set may be. In the case k = 1, n− 1
our problem is trivial; any irregular set is nowhere dense in Gnk (see Section 2). In the case
1< k < n− 1 the analogous statement is not proved; the regular location of a collection of
cnk k-dimensional planes is not in general position (see Section 3, Remark 3.2). However,
we have the following result supporting our conjecture.
Theorem 1.3. Let V ∈ Ink . Then Int(V )= ∅.
Theorem 1.3 and the results of Section 2 show us that for any k-dimensional subset
X of Rn the set V nk (X) is everywhere dense in Gnk and in the cases k = 1, n− 1 the set
Gnk \ V nk (X) is nowhere dense in Gnk .
Let
Wnk (X)=
{
(l, s) ∈Gnk ×Gnn−k | psl (X) is regular
}
.
In Section 2 we study irregular subsets ofGnk ×Gnn−k and show that if dimX > k, then the
set Gnk ×Gnn−k \Wnk (X) is irregular.
In Section 4 we consider some applications of the results described above to study
universal k-dimensional spaces and the Hurewicz–Wallman Problem [4]. Recall the
following
Definition 1.5. A k-dimensional space X is called universal if any k-dimensional space
may be embedded into X.
Remark 1.1. Any k-dimensional space may be embedded in Rn if n = 2k + 1. In the
case n < 2k + 1 this statement fails. For the union of all i-dimensional faces (i 6 k) of a
(2k+ 2)-dimensional simplex there is no embedding into R2k [4].
Now we consider the Nobeling and the Menger examples of an universal k-dimensional
space. First of all we fix a coordinate system in Rn. Denote by Nnk the set of all points in
Rn having at most k rational coordinates. Then dimNnk = k and the set Nnk is the union of
all k-dimensional planes defined by the following conditions:
xi1 = a1, . . . , xin−k = an−k; (1.2)
where a1, . . . , an−k are irrational. G. Nobeling proved that in the case n > 2k + 1 the k-
dimensional space Nnk is universal. Consider the union of all k-dimensional planes defined
by conditions (1.2), where a1, . . . , an−k are points of the Cantor set. Denote by Mnk the
intersection of this set with the unit n-dimensional cube. Then Mnk is a k-dimensional
compact subset of Rn and in the case n> 2k + 1 it is universal k-dimensional space. The
Cantor set may be embedded into the set of all irrational points. Therefore, Mnk may be
embedded into Nnk .
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In the case n < 2k+ 1 the spaces Nnk and Mnk are not universal (Remark 1.1). However,
any k-dimensional compact subset of Rn may be embedded into Mnk [1,8].
Problem 1.1 (Hurewicz and Wallman [4]). Is there an embedding of any k-dimensional
subset of Rn into Nnk or M
n
k if n < 2k + 1? Is there a k-dimensional subset X of Rn such
that any k-dimensional subset of Rn may be embedded into X if n < 2k+ 1?
In the case k = n− 1, Problem 1.1 is trivial. Let X ⊂Rn and dimX 6 n− 1. There are
a denumerable everywhere dense subset A of Rn and an automorphism f of Rn such that
A∩X = ∅ and f (A)=Qn (Lemma 4.1). Then
f (X)⊂Rn \Qn =Nnn−1.
It seems to be natural to consider Problem 1.1 in the following form.
Problem 1.2. Is there an embedding of any k-dimensional subset of Rn into Nnk by an
automorphism of Rn? Is there a k-dimensional subsetX ofRn such that any k-dimensional
subset of Rn may be embedded into X by an automorphism of Rn?
Remark 1.2. It is easy to see that Nnk cannot be embedded into M
n
k by an automorphism
of Rn. Therefore, for compact subsets of Rn we have the following problem: is there an
embedding of any k-dimensional subset of Rn into Mnk by an automorphism of Rn. We do
not consider this problem.
In Section 4 we prove a statement supporting the second conjecture of Problem 1.2
(Theorem 4.1) and the following
Theorem 1.4. There exists an (n−2)-dimensional subset of Rn (n > 2) such that it cannot
be embedded into Nnn−2 by an automorphism of Rn.
2. Elementary properties of irregular sets
In this section we prove some elementary properties of irregular sets and show that in the
cases k = 1, n− 1 any irregular set is nowhere dense in Gnk . In the Section 2.4 we consider
irregular subsets of Gnk ×Gnn−k .
2.1. Maximal irregular sets
Definition 2.1. An irregular set V ⊂Gnk is called maximal (V ∈MInk ) if for any W ∈ Ink
the inclusion V ⊂W implies the inverse inclusion.
Proposition 2.1. For any V ∈ Ink there exists W ∈MInk such that V ⊂W .
Proof. Let {Va}a∈A be a family of irregular sets satisfying the following conditions:
(i) |A|> cnk ;
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(ii) for any a ∈A we have V ⊂ Va ;
(iii) for any a ∈A and b ∈A we have Va ⊂ Vb or Vb ⊂ Va .
We show that
U =
⋃
a∈A
Va ∈ Ink .
IfU /∈ Ink , then there exists R ∈MRnk such that R ⊂U . Condition (i) implies the existence
of a ∈ A such that R ⊂ Va . Therefore, U ∈ Ink and our statement is a consequence of the
Zorn Lemma. 2
In what follows we exploit the following
Lemma 2.1. An irregular set V ⊂Gnk is maximal if and only if for any l ∈Gnk \ V there
exists a set R such that R ∪ {l} ∈MRnk .
Proof. The irregular set V is maximal if and only if for any l ∈ Gnk \ V we have
V ∪ {l} /∈ Ink .
2.2. Irregular sets and the canonical homeomorphism between Gnk and G
n
n−k
Consider the homeomorphism
ϕnk :G
n
k→Gnn−k,
ϕnk (l)= l⊥;
where l⊥ is the orthogonal complement to l. It is not difficult to see that
(ϕnk )
−1 = ϕnn−k. (2.1)
Lemma 2.2. The canonical homeomorphism ϕnk maps the classes Rnk , MRnk , Ink , MInk
into the classes Rnn−k ,MRnn−k , Inn−k ,MInn−k , respectively.
Proof. We show that if R ∈MRnk , then ϕnk (R) ∈MRnn−k . The inverse statement is a
consequence of Eq. (2.1). It is not difficult to see that in the cases k = 1, n−1 our assertion
holds true. In the case 1< k < n−1 we consider the coordinate system in Rn such that any
plane belonging to R is a coordinate plane. Denote by R1 the set of all one-dimensional
coordinate planes for this system. Then
Rn−1 = ϕn1 (R1) ∈MRnn−1.
Consider the coordinate system inRn such that any plane belonging to Rn−1 is a coordinate
plane. Denote by Rn−k the set of all (n− k)-dimensional coordinate planes for this system.
It is easy to see that ϕnk (R)=Rn−k .
Therefore, ϕnk maps Rnk into Rnn−k andMRnk intoMRnn−k . This implies that ϕnk maps
Ink into Inn−k andMInk intoMInn−k . 2
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2.3. Maximal irregular subsets of Gnk (k = 1, n− 1)
Let s ∈Gnm and
Gnk(s)=
{ {l ∈Gnk | l ⊂ s}, m> k,
{l ∈Gnk | s ⊂ l}, m6 k.
Then Gnk(s) ∈ Ink and
ϕnk
(
Gnk(s)
)=Gnn−k(ϕnm(s)). (2.2)
Proposition 2.2. Let V ∈MInk and k = 1, n − 1. Then there is s ∈ Gnn−k such that
V =Gnk(s).
Proof. Consider the case k = 1. Let V ∈MIn1 and l ∈Gn1 \V . Lemma 2.1 guarantees the
existence of l1 ∈ V, . . . , ln−1 ∈ V such that
{l1, . . . , ln−1} ∪ {l} ∈MRn1.
Then the (n− 1)-dimensional plane generated by l1, . . . , ln−1 is the desired plane s. In the
case k = n− 1 the statement is a consequence of Lemma 2.2 and Eq. (2.2). 2
Propositions 2.1 and 2.2 imply that in the cases k = 1, n−1 any irregular set is nowhere
dense in Gnk .
2.4. Irregular subset of Gnk ×Gnn−k
Let
G(n, k)= {(l, s) ∈Gnk ×Gnn−k | l and s are transverse}
and pk :Gnk ×Gnn−k→Gnk , pn−k :Gnk ×Gnn−k→Gnn−k be the canonical projections. It is
easy to see that G(n, k) is an open everywhere dense subset of Gnk ×Gnn−k .
Definition 2.2. A set R ⊂ G(n, k) is called regular (R ∈ R(n, k)) if there exists a
coordinate system inRn such that any plane belonging to pk(R) or pn−k(R) is a coordinate
plane for this system.
For any coordinate system in Rn, there are cnk distinct k-dimensional and c
n
n−k =
cnk distinct (n − k)-dimensional coordinate planes. Moreover, for any k-dimensional
coordinate plane there exists a unique (n − k)-dimensional transverse coordinate plane.
Therefore, if R ∈R(n, k), then |R|6 cnk and definitions of maximal regular and irregular
subsets of G(n, k) are quite similar to Definitions 1.3 and 1.4.
Theorem 1.1 implies that if dimX > k, then the set G(n, k) \ Wnk (X) is irregular.
For irregular subsets of G(n, k) we have no proof of the statement similar to that of
Theorem 1.3. There exists an irregular subset W of G(n, k) such that pk(W) /∈ Ink . For
example, the set (Gnk × s)∩G(n, k) is irregular.
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3. Proof of Theorems 1.1 and 1.3
3.1. Notation and definitions
Let {xi}ni=1 be a coordinate system in Rn. Denote by N nk the family of all sets I ⊂
{1, . . . , n} such that |I | = k. Let
I = {i1, . . . , ik} ∈N nk and a = (a1, . . . , ak) ∈Rk.
Furthermore denote by lI (a) the (n− k)-dimensional plane in Rn defined by the following
conditions:
xi1 = a1, . . . , xik = ak.
Let
{j1, . . . , jn−k} = {1, . . . , n} \ I.
Consider the projection
pI :Rn→Rn−k,
pI (x1, . . . , xn)= (xj1, . . . , xjn−k ).
For any a ∈Rk and any I ∈N nk the map
pI : lI (a)→Rn−k
is a homeomorphism.
Let A1 ⊂ R, . . . ,An ⊂R and
S(A1, . . . ,An)=
⋃
σ∈Sn
Aσ(1)× · · · ×Aσ(n);
where Sn is the group of all permutations of the set {1, . . . , n}.
Definition 3.1. A set A ⊂ Rn is called comfortable (A ∈ Cn) if there exist denumerable
everywhere dense subsets A1, . . . ,An of R such that
A= S(A1, . . . ,An).
We say that the comfortable set A is generated by A1, . . . ,An.
Certainly, any denumerable everywhere dense subset of R is comfortable.
Let A⊂Rk and
Ynk (A)=
⋃
I∈N nk
⋃
a∈A
lI (a).
We consider the following two families of sets:
Ynk =
{
Y ⊂Rn | ∃A ∈ Ck such that Y = Ynk (A)
}
,
X nk =
{
X ⊂Rn | ∃Y ∈ Ynk+1 such that X =Rn \ Y
}
.
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Remark 3.1. It is not difficult to see that Qk ∈ Ck and
Nnk =Rn \ Ynk+1(Qk+1). (3.1)
Therefore,Nnk ∈X nk .
3.2. Proof of Theorem 1.1
Lemma 3.1. Let X be a set of first category in Rn. Then there exists A ∈ Cn such that
A∩X = ∅.
Proposition 3.1. Let X ∈ X nk . Then dimX = k.
Theorem 1.1 is a consequence of these two statements. Let X ⊂ Rn. Assume that for
any I ∈N nn−k the projection pI (X) is not regular. Then
Xk =
⋃
I∈N nn−k
pI (X)
is a set of first category in Rk . Lemma 3.1 guarantees the existence of A ∈ Ck such that
A∩Xk = ∅. Then
X ∩ Ynk (A)= ∅ and X⊂ Rn \ Ynk (A) ∈X nk−1.
Proposition 3.1 implies that dimX < k.
Proof of Lemma 3.1. In the case n= 1 we have Int(X)= ∅ and there exists a denumerable
everywhere dense set A such that A∩X = ∅.
Let n > 1. Then
E =
n⋃
i=1
{
x ∈R | li(x)∩X is a set of second category in li (x)
}
is a set of first category in R [5] and Int(E) = ∅. Therefore, there exists a denumerable
everywhere dense subset A1 of R such that A1 ∩E = ∅. Consider the set
Y =
n⋃
i=1
⋃
x∈A1
pi
(
li (x)∩X
)
.
It is a set of first category in Rn−1. The inductive hypothesis implies the existence of
B ∈ Cn−1 such that B ∩ Y = ∅. Since the set B is comfortable, it is generated by some
denumerable everywhere dense sets A2, . . . ,An. Setting
A= S(A1,A2, . . . ,An).
We obtain the required comfortable set. 2
Proof of Proposition 3.1. There exists A ∈ Ck+1 such that
X =Rn \ Ynk+1(A). (3.2)
M.A. Pankov / Topology and its Applications 101 (2000) 121–135 129
The set Ynk+1(A) is a denumerable union of (n− k − 1)-dimensional planes. Therefore,
dimYnk+1(A)= n− k − 1
and dimX > k [4]. We prove that dimX 6 k. The case n = 1 is trivial. Let n > 1 and
A1, . . . ,Ak+1 be subsets of R which generate the comfortable set A. Then
pi
(
li(x)∩ Ynk+1(A)
)= Yn−1k (Aj ) ∀i = 1, . . . , n, ∀j = 1, . . . , k + 1, ∀x ∈Aj ;
where
Aj = S(A1, . . . ,Aj−1,Aj+1, . . . ,Ak+1) ∈ Ck.
Therefore,
pi
(
li(x)∩ Ynk+1(A)
) ∈ Yn−1k ∀i = 1, . . . , n, ∀x ∈ B;
where B =⋃k+1i=1 Aj . Eq. (3.2) implies that
pi(li (x)∩X) ∈X n−1k−1 ∀i = 1, . . . , n, ∀x ∈B.
The inductive hypothesis shows us that
dim li(x)∩X 6 k − 1 ∀i = 1, . . . , n, ∀x ∈ B. (3.3)
For any x ∈ X consider a family of n-dimensional parallelepipeds {∆i(x)}∞i=1 satisfying
the following conditions:
(i) for any i = 1,2, . . . we have x ∈∆i(x);
(ii) limi→∞ diam(∆i(x))= 0;
(iii) for any i = 1,2, . . . , there exist a1(x, i) ∈ B, . . . , an(x, i) ∈ B such that
∂∆i(x)⊂
n⋃
j=1
lj
(
aj (x, i)
)
.
Eq. (3.3) implies that
dim ∂∆i(x)∩X6 k − 1 ∀x ∈X, ∀i = 1,2, . . . .
Therefore, dimX 6 k [4]. 2
3.3. Example
In this subsection we construct an (n− 1)-dimensional subset X of Rn such that for any
k > [n/2] and any I ∈N nn−k we have
dimpI (X) < k.
Let m= [n/2] + 1 and
{AIi }mi=1, I∈N nm
be a collection of denumerable everywhere dense subsets of R such that AIi ∩AJj = ∅, if
I 6= J or i 6= j . Consider the sets
AI =AI1 × · · · ×AIm ∀I ∈N nm and Y =
⋃
I∈N nm
⋃
a∈AI
lI (a).
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It is easy to see that for any k >m and I ∈N nn−k we have
dimpI (Rn \ Y ) < k.
Moreover, the set Y is a denumerable union of nonintersecting (n−m)-dimensional planes.
Lemma 3.2 [7]. Let Y be a denumerable union of closed nonintersecting nowhere dense
subset of Rn. Then dimRn \ Y > n− 1.
Lemma 3.2 implies that the set X =Rn \ Y provides the required example.
3.4. Proof of Theorem 1.3
Let us consider the case 1< k < n− 1 (in the cases k = 1, n− 1 the result was proved
in Section 2). Let
Gnk =Gnk × · · · ×Gnk︸ ︷︷ ︸
cnk
,
Rnk =
{
(l1, . . . , lcnk ) ∈Gnk | {li}
cnk
i=1 ∈MRnk
}
and
Ink =Gnk \Rnk . (3.4)
Lemma 3.3. For any l ∈Gnk
l(l)= (l, . . . , l)︸ ︷︷ ︸
cnk
∈Rnk .
Theorem 1.3 is a consequence of Lemma 3.3. We have X ∈ Ink . Therefore,
U= Int(X)× · · · × Int(X)︸ ︷︷ ︸
cnk
⊂ Ink . (3.5)
Let l ∈ Int(X). Then l(l) ∈ U and U is an open subset of Gnk . Lemma 3.3 and Eqs. (3.4),
(3.5) imply that Int(X)= ∅.
Proof of Lemma 3.3. Let {ci}ni=1 be a collection of axes such that for any
I = {i1, . . . , ik} ∈N nk
the axes ci1, . . . , cik generate the plane l. Consider a family of axes {cji }ni=1, j∈N such that
Lj = {cji }ni=1 ∈MRn1 ∀j ∈N
and
lim
j→∞ c
j
i = ci ∀i = 1, . . . , n.
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We also consider the coordinate system in Rn such that the elements of Lj are coordinate
axes for this system. Let {lji }
cnk
i=1 be the set of all k-dimensional coordinate planes. Then
lj = (lj1 , . . . , ljcnk ) ∈R
n
k ∀j = 1,2, . . .
and limj→∞ lj = l(l). 2
Remark 3.2. In the cases k = 1, n− 1 the set Rnk is an open everywhere dense subset of
Gnk . In the case 1< k < n this set is nowhere dense in G
n
k .
4. Applications. Proof of Theorem 1.4
In this section we prove the following
Proposition 4.1. Let X ∈ X nk and n> 2k+ 1. Then X is a universal k-dimensional space.
Recall that in this case the k-dimensional space Xnk is universal. Therefore, Proposi-
tion 4.1 a consequence of Proposition 3.1 and the following:
Proposition 4.2. For any X ∈ X nk there exists an automorphism f of Rn such that
f (Xnk )⊂X.
Proof. We exploit the following:
Lemma 4.1 [4]. For any two denumerable everywhere dense subsetsA andB in Rn there
exists an automorphism of Rn such that f (A)= B .
Consider a set A ∈ Ck+1 such that Eq. (3.2) is fulfilled. Let A1, . . . ,Ak+1 be subsets of
R which generate the comfortable set A and let B =⋃k+1i=1 Ai . Then
Bk+1 = B × · · · ×B︸ ︷︷ ︸
k+1
is a denumerable everywhere dense subset of Rk+1 such that A⊂ Bk+1 and
Ynk+1(A)⊂ Ynk+1(Bk+1).
Eq. (3.2) shows us that
Rn \ Ynk+1(Bk+1)⊂X. (4.1)
Lemma 4.1 implies the existence of f0 ∈Aut(R) such that f0(Q)= B . Now let
f = (f0, . . . , f0︸ ︷︷ ︸
n
).
An immediate verification shows us that f ∈Aut(Rn) and
f
(
Ynk+1(Q
k+1)
)= Ynk+1(Bk+1).
Eqs. (3.1) and (4.1) imply that f (Xnk )⊂X. 2
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Proof of Theorem 1.4. Let A ∈ Cn and A1, . . . ,An be subsets of R which generate A.
Definition 4.1. The comfortable set A is called special (A ∈ SCn) if for any i and j such
that i 6= j we have Ai ∩Aj = ∅.
We consider the following two classes
SYnk =
{
Y ⊂Rn | ∃A ∈ SCk such that Y = Ynk (A)
}
,
SX nk =
{
X⊂ Rn | ∃Y ∈ SYnk+1 such that X =Rn \ Y
}
.
Theorem 1.4 is a consequence of Proposition 3.1 and the following:
Proposition 4.3. For any X ∈ SX nn−2 there is no embedding of X into Nnn−2 by an
automorphism of Rn (n > 2).
Proof. Let X ∈ SX nn−2. Then there exists A ∈ SCn−1 such that Eq. (3.2) is fulfilled for
k = n− 2. Consider Ynn−1(Qn−1) and Ynn−1(A). Let x ∈Qn. Then x is an intersection point
of n distinct lines lying in Ynn−1(Qn−1). It is easy to see that there is no point of Y
n
n−1(A)
which is an intersection point of n distinct lines lying in Ynn−1(A). The sets Y
n
n−1(Qn−1) and
Ynn−1(A) are denumerable unions of lines. Therefore, there is no embedding of Y
n
n−1(Qn−1)
into Ynn−1(A). Eqs. (3.1), (3.2) imply that there is no embedding of X into Nnn−2 by an
automorphism of Rn. 2
Remark 4.1. In the case 1 < k < n − 2 the situation is more complicated and the
analogous statement is not so simple to prove. We will consider it in a forthcoming paper.
4.1. Application to Problem 1.2
Definition 4.2. We say that a subset X of Rn satisfies condition (Pnk ) if for any two
(k+ 1)-dimensional and (n− k − 1)-dimensional coordinate planes l and s the projection
psl (X) is not regular.
Theorem 1.1 implies that the dimension of subsets of Rn satisfying condition (Pnk ) is
not greater than k. The inverse statement fails. Consider the graph of the Peano curve. This
one-dimensional subset of R3 dos not satisfy condition (P 31 ). Any Fσ -subset of Rn lying
in a set of the class X nk satisfies condition (Pnk ). Indeed, for any (k + 1)-dimensional and
(n − k − 1)-dimensional coordinate planes l and s the projection psl (X) is an Fσ -set of
first category in l and it has an empty interior. Moreover, this property is inherent to any
Fσ -subset of zero Hausdorff (k+ 1)-measure.
Theorem 4.1. For any subset of Rn satisfying to the condition (Pnk ) there exists its
embedding into any set of the class SX nk by an automorphism of Rn.
M.A. Pankov / Topology and its Applications 101 (2000) 121–135 133
4.2. Proof of Theorem 4.1
Lemma 4.2. Let X be a set of first category in Rn. Then there exists A ∈ SCn such that
A∩X = ∅.
Proof. The proof is similar to the proof of Lemma 3.1. We exploit the notation introduced
in the proof of that lemma. It is easy to see that
Z = Y ∪ Yn−11 (A1)
is a set of first category in Rn−1. The inductive hypothesis implies the existence of
B ∈ SCn−1 such that Z∩B = ∅. Let A2, . . . ,An be subsets of R which generate the set B .
Setting
A= S(A1,A2, . . . ,An) ∈ SCn.
We get the required. 2
Lemma 4.2 shows us that for any subset X of Rn satisfying condition (Pnk ) there exists
Y ∈ SX nk such that X ⊂ Y . Therefore, Theorem 4.1 is a consequence of the following:
Proposition 4.4. For any Xi ∈ SX nk (i = 1,2) there exists an automorphism f of Rn such
that f (X1)=X2.
Proof. This statement is a consequence of the following:
Lemma 4.3. Let Ai and Bi (i = 1, . . . , n) be denumerable everywhere dense subsets of R
and for any i and j such that i 6= j we have
Ai ∩Aj = Bi ∩Bj = ∅.
Then there exists an automorphism f of R such that f (Ai)= Bi for all i = 1, . . . , n.
Lemma 4.3 will be proved in the next section.
To prove Theorem 4.1 consider a set Ai ∈ SCk+1 (i = 1,2) such that
Xi =Rn \ Ynk+1(Ai), i = 1,2.
Let Ai1, . . . ,A
i
k+1 (i = 1,2) be subsets of R which generate Ai ∈ SCk+1. This collection
of denumerable everywhere dense subsets of R satisfies the condition of Lemma 4.3.
Therefore, there exists an automorphism f0 of Rn such that
f0(A
1
i )=A2i ∀i = 1, . . . , k + 1.
Then the automorphism f defined in the proof of Proposition 4.2 satisfies our require-
ment. 2
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5. Proof of Lemma 4.3
The main idea of the proof is taken from the proof of Lemma 4.1 [4].
Definition 5.3 [4]. Let (x1, x2) and (y1, y2) be two pairs of points of R. These pairs are
called similar if
sign(x1 − x2)= sign(y1 − y2).
LetX = {xi}∞i=1 and Y = {yi}∞i=1 be denumerable subsets ofR. The setsX and Y are called
similar if the pairs (xi, xj ) and (yi, yj ) are similar for any i and j .
Let
Ai = {aji }∞j=1 and Bi = {bji }∞j=1.
Now we construct similar sets
C = {c11, c12, . . . , c1n, c21, . . . , c2n, . . .},
D = {d11 , d12 , . . . , d1n, d21 , . . . , d2n, . . .}
such that for any i = 1, . . . , n we have Ai = {cji }∞j=1 and Bi = {dji }∞j=1. We consider the
case n= 2. The general case is quite similar.
Step 1. Set c11 = a11, d11 = b11, c12 = a12 and d12 = bi12 , where
i1 =min
{
i | {c11, c12} and {d11 , bi2} are similar
}
.
Step 2. Set c21 = a21 and d21 = bi21 , where
i2 =min
{
i | {c11, c12, c21} and {d11 , d12 , bi1} are similar
}
.
Step 3. Set d22 = bi32 , where
i3 =min
{
i | bi2 ∈B2 \ {bi12 }
};
and c22 = ai42 , where
i4 =min
{
i | {c11, c12, c21, ai2} and {d11 , d12 , d21 , bi32 } are similar
}
.
Step 4. Set d31 = bi51 , where
i5 =min
{
i | bi1 ∈B1 \ {bi21 }
};
and c31 = ai61 , where
i6 =min
{
i | {c11, c12, c21, c22, ai1} and {d11 , d21 , d12 , d22 , bi51 } are similar
}
.
Next, we repeat this construction cyclically, i.e., fifth and sixth steps are analogous
analogous to first and second steps, while seventh and eighth steps are analogous to third
and fourth ones, etc.
Consider the one-to-one correspondence
f : c
j
i ↔ dji
and show that f may be extended to an automorphism of R.
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Definition 5.4. Let X ⊂ R. A decomposition S(X) = (X1,X2) is called a section if for
any x1 ∈X1 and x2 ∈X2 we have x1 < x2.
It is easy to see that if X is everywhere dense subset of R, then there is an one-to-one
correspondence between points of R and sections of X. For any x ∈R consider the section
Sx(C) of the set C corresponding to x . The sets C and D are similar and f maps Sx(C)
into a section Sy(D) of D. Let F(x)= y . Then F is a desired automorphism (see [4]).
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