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Abstract We consider the hard-core model with Metropolis transition probabilities on finite
grid graphs and investigate the asymptotic behavior of the first hitting time between its two
maximum-occupancy configurations in the low-temperature regime. In particular, we show
how the order-of-magnitude of this first hitting time depends on the grid sizes and on the
boundary conditions by means of a novel combinatorial method. Our analysis also proves the
asymptotic exponentiality of the scaled hitting time and yields the mixing time of the process
in the low-temperature limit as side-result. In order to derive these results, we extended the
model-independent framework in Manzo et al. (J Stat Phys 115(1/2):591–642, 2004) for first
hitting times to allow for a more general initial state and target subset.
Keywords Hard-core model · Hitting times · Metropolis Markov chains · Finite grid
graphs · Mixing times · Low temperature
1 Introduction
1.1 Hard-Core Lattice Gas Model
In this paper we consider a stochastic model where particles in a finite volume dynamically
interact subject to hard-core constraints and study the first hitting times between admissi-
ble configurations of this model. This model was introduced in the chemistry and physics
literature under the name “hard-core lattice gas model” to describe the behavior of a gas
whose particles have non-negligible radii and cannot overlap [25,41]. We describe the spa-
tial structure in terms of a finite undirected graph  of N vertices, which represents all the
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possible sites where particles can reside. The hard-core constraints are represented by edges
connecting the pairs of sites that cannot be occupied simultaneously. We say that a particle
configuration on  is admissible if it does not violate the hard-core constraints, i.e., if it cor-
responds to an independent set of the graph. The appearance and disappearance of particles
on  is modeled by means of a single-site update Markov chain {Xt }t∈N with Metropolis
transition probabilities, parametrized by the fugacity λ ≥ 1. At every step a site v of  is
selected uniformly at random; if it is occupied, the particle is removed with probability 1/λ;
if instead the selected site v is vacant, then a particle is created with probability 1 if and only
if all the neighboring sites at edge-distance one from v are also vacant. Denote by I() the
collection of independent sets of. TheMarkov chain {Xt }t∈N is ergodic and reversible with
respect to the hard-core measure with fugacity λ on I(), which is defined as
μλ(I ) := λ
|I |
Zλ()
, I ∈ I(), (1)
where Zλ() is the appropriate normalizing constant (also called partition function). The
fugacity λ is related to the inverse temperature β of the gas by the logarithmic relationship
log λ = β.
We focus on the studyof the hard-coremodel in the low-temperature regimewhereλ → ∞
(or equivalently β → ∞), so that the hard-core measure μλ favors maximum-occupancy
configurations. In particular, we are interested in how long it takes the Markov chain {Xt }t∈N
to “switch” between these maximum-occupancy configurations. Given a target subset of
admissible configurations A ⊂ I() and an initial configuration x /∈ A, this work mainly
focuses on the study of the first hitting time τ xA of the subset A for the Markov chain {Xt }t∈N
with initial state x at time t = 0.
1.2 Two More Application Areas
The hard-core lattice gas model is thus a canonical model of a gas whose particles have a
non-negligible size, and the asymptotic hitting times studied in this paper provide insight
into the rigid behavior at low temperatures. Apart from applications in statistical physics,
our study of the hitting times is of interest for other areas as well. The hard-core model is
also intensively studied in the area of operations research in the context of communication
networks [27]. In that case, the graph  represents a communication network where calls
arrive at the vertices according to independent Poisson streams. The durations of the calls are
assumed to be independent and exponentially distributed. If upon arrival of a call at a vertex
i , this vertex and all its neighbors are idle, the call is activated and vertex i will be busy for the
duration of the call. If instead upon arrival of the call, vertex i or at least one of its neighbors is
busy, the call is lost, hence rendering hard-core interaction. In recent years, extensions of this
communication network model received widespread attention, because of the emergence
of wireless networks. A pivotal algorithm termed CSMA [42] which is implemented for
distributed resource sharing in wireless networks can be described in terms of a continuous-
time version of the Markov chain studied in this paper. Wireless devices form a topology and
the hard-core constraints represent the conflicts between simultaneous transmissions due to
interference [42]. In this context  is therefore called interference graph or conflict graph.
The transmission of a data packet is attempted independently by every device after a random
back-off time with exponential rate λ, and, if successful, lasts for an exponentially distributed
time with mean 1. Hence, the regime λ → ∞ describes the scenario where the competition
for access to the medium becomes fiercer. The asymptotic behavior of the first hitting times
betweenmaximum-occupancy configurations provides fundamental insights into the average
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packet transmission delay and the temporal starvation which may affect some devices of the
network, see [44].
A third area in which our results find application is discrete mathematics, and in particular
for algorithms designed to find independent sets in graphs. TheMarkov chain {Xt }t∈N can be
regarded as aMonteCarlo algorithm to approximate the partition function Zλ() or to sample
efficiently according to the hard-core measure μλ for λ large. A crucial quantity to study is
then themixing time of such Markov chains, which quantifies how long it takes the empirical
distribution of the process to get close to the stationary distribution μλ. Several papers have
already investigated themixing timeof the hard-coremodelwithGlauber dynamics onvarious
graphs [4,22–24,38]. By understanding the asymptotic behavior of the hitting times between
maximum-occupancy configurations on  as λ → ∞, we can derive results for the mixing
time of the Metropolis hard-core dynamics on . As illustrated in [29], the mixing time for
this dynamics is always smaller than the one for the usual Glauber dynamics, where at every
step a site is selected uniformly at random and a particle is placed there with probability λ1+λ ,
if the neighboring sites are empty, and with probability 11+λ the site v is left vacant.
1.3 Results for General Graphs
TheMetropolis dynamics in which we are interested for the hard-core model can be put, after
the identification eβ = λ, in the framework of reversible Freidlin–Wentzell Markov chains
with Metropolis transition probabilities (see Sect. 2 for precise definitions). Hitting times for
Freidlin–Wentzel Markov chains are central in the mathematical study of metastability. In
the literature, several different approaches have been introduced to study the time it takes
for a particle system to reach a stable state starting from a metastable configuration. Two
approaches have been independently developed based on large deviations techniques: The
pathwise approach, first introduced in [8] and then developed in [35–37], and the approach
in [9–13,40]. Other approaches to metastability are the potential theoretic approach [5–7]
and, more recently introduced, the martingale approach [1–3], see [16] for a more detailed
review.
In the present paper,we follow thepathwise approach,whichhas alreadybeenused to study
many finite-volumemodels in a low-temperature regime, see [14,15,18–20,28,33,34], where
the state space is seen as an energy landscape and the paths which theMarkov chain will most
likely follow are those with a minimum energy barrier. In [35–37] the authors derive general
results for first hitting times for the transition from metastable to stable states, the critical
configurations (or bottlenecks) visited during this transition and the tube of typical paths.
In [31] the results on hitting times are obtained with minimal model-dependent knowledge,
i.e., find all the metastable states and the minimal energy barrier which separates them from
the stable states. We extend the existing framework [31] in order to obtain asymptotic results
for the hitting time τ xA for any starting state x , not necessarilymetastable, and any target subset
A, not necessarily the set of stable configurations. In particular, we identify the two crucial
exponents −(x, A) and +(x, A) that appear in the upper and lower bounds in probability
for τ xA in the low-temperature regime. These two exponents might be hard to derive for a
given model and, in general, they are not equal. However, we derive a sufficient condition
that guarantees that they coincide and also yields the order-of-magnitude of the first moment
of τ xA on a logarithmic scale. Furthermore, we give another slightly stronger condition under
which the hitting time τ xA normalized by its mean converges in distribution to an exponential
random variable.
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1.4 Results for Rectangular Grid Graphs
We apply these model-independent results to the hard-core model on rectangular grid graphs
to understand the asymptotic behavior of the hitting time τ eo , where e and o are the two
configurations with maximum occupancy, where the particles are arranged in a checkerboard
fashion on even and odd sites. Using a novel powerful combinatorial method, we identify the
minimum energy barrier between e and o and prove absence of deep cycles for this model,
which allows us to decouple the asymptotics for the hitting time τ eo and the study of the critical
configurations. In this way, we then obtain sharp bounds in probability for τ eo , since the two
exponents coincide, and find the order-of-magnitude of Eτ eo on a logarithmic scale, which
depends both on the grid dimensions and on the chosen boundary conditions. In addition, our
analysis of the energy landscape shows that the scaled hitting time τ eo/Eτ
e
o is exponentially
distributed in the low-temperature regime and yields the order-of-magnitude of the mixing
time of the Markov chain {Xt }t∈N.
By way of contrast, we also briefly look at the hard-core model on complete K-partite
graphs, which was already studied in continuous time in [43]. While less relevant from a
physical standpoint, the corresponding energy landscape is simpler than that for grid graphs
and allows for explicit calculations for the hitting times between any pair of configurations. In
particular, we show that whenever our two conditions are not satisfied,−(x, A) = +(x, A)
and the scaled hitting time is not necessarily exponentially distributed.
2 Overview and Main Results
In this section we introduce the general framework of Metropolis Markov chains and show
how the dynamical hard-core model fits in it. We then present our two main results for the
hitting time τ eo for the hard-core model on grid graphs and outline our proof method.
2.1 Metropolis Markov Chains
Let X be a finite state space and let H : X → R be the Hamiltonian, i.e., a non-constant
energy function. We consider the family of Markov chains {Xβt }t∈N on X with Metropolis
transition probabilities Pβ indexed by a positive parameter β
Pβ(x, y) :=
{
q(x, y)e−β[H(y)−H(x)]+ , if x = y,
1 − ∑z =x Pβ(x, z), if x = y, (2)
where q : X × X → [0, 1] is a matrix that does not depend on β. The matrix q is the
connectivity function and we assume it to be
• Stochastic, i.e., ∑y∈X q(x, y) = 1 for every x ∈ X ;• Symmetric, i.e., q(x, y) = q(y, x) for every x, y ∈ X ;
• Irreducible, i.e., for any x, y ∈ X , x = y, there exists a finite sequence ω of states
ω1, . . . , ωn ∈ X such that ω1 = x , ωn = y and q(ωi , ωi+1) > 0, for i = 1, . . . , n − 1.
Wewill refer to such a sequence as a path from x to y and wewill denote it byω : x → y.
We call the triplet (X , H, q) an energy landscape. TheMarkov chain {Xβt }t∈N is reversible
with respect to the Gibbs measure
μβ(x) := e
−βH(x)∑
y∈X e−βH(y)
. (3)
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Furthermore, it is well-known (see e.g. [11, Proposition 1.1]) that the Markov chain
{Xβt }t∈N is aperiodic and irreducible on X . Hence, {Xβt }t∈N is ergodic on X with stationary
distribution μβ .
For a nonempty subset A ⊂ X and a state x ∈ X , we denote by τ xA the first hitting time
of the subset A for the Markov chain {Xβt }t∈N with initial state x at time t = 0, i.e.,
τ xA := inf
{
t > 0 : Xβt ∈ A | Xβ0 = x
}
.
Denote by X s the set of stable states of the energy landscape (X , H, q), that is the set
of global minima of H on X , and by Xm the set of metastable states, which are the local
minima of H in X \ X s with maximum stability level (see Sect. 3 for definition). The first
hitting time τ xA is often called tunneling time when x is a stable state and the target set is
some A ⊆ X s \ {x}, or transition time from metastable to stable when x ∈ Xm and A = X s .
2.2 The Hard-Core Model
The hard-core model on a finite undirected graph  of N vertices evolving according to the
dynamics described in Sect. 1 can be put in the framework of Metropolis Markov chains.
Indeed, we associate a variable σ(v) ∈ {0, 1} with each site v ∈ , indicating the absence
(0) or the presence (1) of a particle in that site. Then the hard-core dynamics correspond to
the Metropolis Markov chain determined by the energy landscape (X , H, q) where
• The state space X ⊂ {0, 1} is the set of admissible configurations on , i.e., the con-
figurations σ ∈ {0, 1} such that σ(v)σ (w) = 0 for every pair of neighboring sites v,w
in ;
• The energy of a configuration σ ∈ X is proportional to the total number of particles,
H(σ ) := −
∑
v∈
σ(v); (4)
• The connectivity function q allows only for single-site updates (possibly void): For any
σ, σ ′ ∈ X ,
q(σ, σ ′) :=
⎧⎪⎨
⎪⎩
1
N , if |{v ∈  | σ(v) = σ ′(v)}| = 1,
0, if |{v ∈  | σ(v) = σ ′(v)}| > 1,
1 − ∑η =σ q(σ, η), if σ = σ ′.
For λ = eβ the hard-core measure (1) on  is precisely the Gibbs measure (3) associated
with the energy landscape (X , H, q).
Our main focus in the present paper concerns the dynamics of the hard-core model on
finite two-dimensional rectangular lattices, to which we will simply refer to as grid graphs.
More precisely, given two integers K , L ≥ 2, we will take  to be a K × L grid graph with
three possible boundary conditions: Toroidal (periodic), cylindrical (semiperiodic) and open.
We denote them by TK ,L , CK ,L and GK ,L , respectively. Figure 1 shows an example of the
three possible types of boundary conditions.
Each of the grid graphs described above has vertex set {0, . . . , L−1}×{0, . . . , K −1} and
thus  has N = K L sites in total. Every site v ∈  is described by its coordinates (v1, v2),
and since  is finite, we assume without loss of generality that the leftmost (respectively
bottommost) site of  has the horizontal (respectively vertical) coordinate equal to zero. A
site is called even (odd) if the sum of its two coordinates is even (odd, respectively) and we
denote by Ve and Vo the collection of even sites and that of odd sites of , respectively.
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(a) (b) (c)
Fig. 1 Examples of grid graphs with different boundary conditions. a Open grid graph G9,7, b cylindrical
grid graph C8,6, c toric grid graph T6,12
The open grid graph GK ,L is naturally a bipartite graph: All the first neighbors of an even
site are odd sites and vice versa. In contrast, the cylindrical and toric grid graphs may not be
bipartite, so that we further assume that K is an even integer for the cylindrical grid graph
CK ,L and that both K and L are even integers for the toric grid graph TK ,L . Since the bipartite
structure is crucial for our methodology, we will tacitly work under these assumptions for the
cylindrical and toric grid graphs in the rest of the paper. As a consequence, TK ,L andCK ,L are
balanced bipartite graphs, i.e., |Ve| = |Vo|. The open grid graph GK ,L has |Ve| = 
K L/2
even sites and |Vo| = K L/2 odd sites, hence it is a balanced bipartite graph if and only if
the product K L is even. We denote by e (o respectively) the configuration with a particle at
each site in Ve (Vo respectively). More precisely,
e(v) =
{
1 if v ∈ Ve,
0 if v ∈ Vo, and o(v) =
{
0 if v ∈ Ve,
1 if v ∈ Vo.
Note that e and o are admissible configurations for any of our three choices of boundary
conditions, and that, in view of (4), H(e) = −|Ve| = −
K L/2 and H(o) = −|Vo| =
−K L/2. In the special case where  = GK ,L with K L ≡ 1 (mod 2), H(e) < H(o)
and, as we will show in Sect. 5, X s = {e} and Xm = {o}. In all the other cases, we have
H(e) = H(o) and X s = {e, o}; see Sect. 5 for details.
2.3 Main Results and Proof Outline
Our first main result describes the asymptotic behavior of the tunneling time τ eo for any grid
graph  in the low-temperature regime β → ∞. In particular, we prove the existence and
find the value of an exponent () > 0 that gives an asymptotic control in probability of τ eo
on a logarithmic scale as β → ∞ and characterizes the asymptotic order-of-magnitude of
the mean tunneling time Eτ eo . We further show that the tunneling time τ
e
o normalized by its
mean converges in distribution to an exponential unit-mean random variable.
Theorem 2.1 (Asymptotic behavior of the tunneling time τ eo ) Consider the Metropolis
Markov chain {Xβt }t∈N corresponding to hard-core dynamics on a K × L grid graph 
as described in Sect. 2.2. There exists a constant () > 0 such that
(i) For every ε > 0, lim
β→∞ Pβ
(
eβ(()−ε) < τ eo < eβ(()+ε)
)
= 1;
123
Hitting Time Asymptotics for Hard-Core Interactions on Grids
(ii) lim
β→∞
1
β
logEτ eo = ();
(iii)
τ eo
Eτ eo
d−→ Exp(1), β → ∞.
In the special case where  = GK ,L with K L ≡ 1 (mod 2), (i), (ii), and (iii) hold also for
the first hitting time τ oe , but replacing () by () − 1.
Theorem 2.1 relies on the analysis of the hard-core energy landscape for grid graphs
and novel results for hitting times in the general Metropolis Markov chains context. We
first explain these new model-independent results and, afterwards, we give details about the
properties we proved for the energy landscape of the hard-core model.
The framework [31] focuses on the most classical metastability problem, which is the
characterization of the transition time τηX s between a metastable state η ∈ Xm and the set of
stable statesX s . However, the starting configuration for the hitting times we are interested in,
is not always ametastable state and the target set is not alwaysX s . In fact, the classical results
can be applied for the hard-core model on grids for the hitting time τ oe only in the case of an
K×L grid graphwith open boundary conditions and odd side lengths, i.e., K L ≡ 1 (mod 2).
Many other interesting hitting times are not covered by the literature.We therefore generalize
the classical pathwise approach [31] to study the first hitting time τ xA for aMetropolisMarkov
chain for any pair of starting state x and target subset A. The interest of extending these
results to the tunneling time between two stable states was already mentioned in [31,37],
but our framework is even more general and we could study τ xA for any pair (x, A), e.g. the
transition between a stable state and a metastable one.
Our analysis relies on the classical notion of a cycle, which is a maximal connected subset
of states lying below a given energy level. The exit time from a cycle in the low-temperature
regime is well-known in the literature [11,12,16,35,37] and is characterized by the depth of
the cycle, which is the minimum energy barrier that separates the bottom of the cycle from
its external boundary. The usual strategy presented in the literature to study the first hitting
time from x ∈ Xm to A = X s is to look at the decomposition into maximal cycles of the
relevant part of the energy landscape, i.e., X \ X s . The first model-dependent property one
has to prove is that the starting state x is metastable, which guarantees that there are no cycles
in X \ X s deeper than the maximal cycle containing the starting state x , denoted by CA(x).
In this scenario, the time spent in maximal cycles different from CA(x), and hence the time
it takes to reach X s from the boundary of CA(x), is comparable to or negligible with respect
to the exit time from CA(x), making the exit time from CA(x) and the first hitting time τ xA
of the same order.
In contrast, for a general starting state x and target subset A allmaximal cycles ofX \A can
potentially have a non-negligible impact on the transition from x to A in the low-temperature
regime. By analyzing these maximal cycles and the possible cycle-paths, we can establish
bounds in probability for the hitting time τ xA on a logarithmic scale, i.e., obtain a pair of
exponents −(x, A), +(x, A) such that for every ε > 0
lim
β→∞ Pβ
(
eβ(−(x,A)−ε) ≤ τ xA ≤ eβ(+(x,A)+ε)
)
= 1.
The sharpness of the exponents −(x, A) and +(x, A) crucially depends on how pre-
cisely one can determine which maximal cycles are likely to be visited and which ones
are not, see Sect. 3 for further details. Furthermore, we give a sufficient condition (see
Assumption A in Sect. 3), which is the absence of deep typical cycles, which guarantees that
−(x, A) =  = +(x, A), proving that the random variable β−1 log τ xA converges in prob-
ability to  as β → ∞, and that limβ→∞ β−1 logEτ xA = . In many cases of interest, one
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could show that Assumption A holds for the pair (x, A) without detailed knowledge of the
typical paths from x to A. Indeed, by proving that the model exhibits absence of deep cycles
(see Proposition 3.18), similarly to [31], also in our framework the study of the hitting time
τ xA is decoupled from an exact control of the typical paths from x to A. More precisely, one
can obtain asymptotic results for the hitting time τ xA in probability, in expectation and in dis-
tribution without the detailed knowledge of the critical configuration or of the tube of typical
paths. Proving the absence of deep cycles when x ∈ Xm and A = X s corresponds precisely
to identifying the set of metastable states Xm , while, when x ∈ X s and A = X s \ {x}, it is
enough to show that the energy barrier that separates any state from a state with lower energy
is not bigger than the energy barrier separating any two stable states.
Moreover, we give another sufficient condition (see Assumption B in Sect. 3), called
“worst initial state” assumption, to show that the hitting time τ xA normalized by its mean
converges in distribution to an exponential unit-mean random variable. However, checking
Assumption B for a specific model can be very involved, and hence we provide a stronger
condition (see Proposition 3.20), which includes the case of the tunneling time between
stable states and the classical transition time from a metastable to a stable state. The hard-
core model on complete K-partite graphs is used as an example to illustrate scenarios where
Assumption A or B is violated, −(x, A) = +(x, A) and the asymptotic result for Eτ xA of
the first moment and the asymptotic exponentiality of τ xA/Eτ
x
A do not hold.
In the case of the hard-core model on a grid graph, we develop a powerful combinatorial
approachwhich shows the absence of deep cycles (Assumption A) for this model, concluding
the proof of Theorem 2.1. Furthermore, it yields the value of the energy barrier() between
e ando, which turns out to depend both on the grid size and on the chosen boundary conditions.
This is established by the next theorem, which is our second main result.
Theorem 2.2 (The exponent () for grid graphs) Let  be a K × L grid graph. Then the
energy barrier () between e and o appearing in Theorem 2.1 takes the values
() =
⎧⎪⎨
⎪⎩
min{K , L} + 1 if  = TK ,L and K + L > 4,
min{
K/2, 
L/2} + 1 if  = GK ,L ,
min{K/2, L} + 1 if  = CK ,L .
The additional condition K + L > 4 leaves out the 2 × 2 toric grid graph T2,2 since it
requires special consideration. However, Theorem 2.1 holds also in this case, since effectively
T2,2 = G2,2.
The proof of Theorem 2.2 is given in Sect. 5. The crucial idea behind the proof of Theo-
rem 2.2 is that along the transition from e to o, there must be a critical configuration where
for the first time an entire row or an entire column coincides with the target configuration
o. In such a critical configuration particles reside both in even and odd sites and, due to
the hard-core constraints, an interface of empty sites should separate particles with different
parities. By quantifying the “inefficiency” of this critical configuration we get the minimum
energy barrier that has to be overcome for the transition from e to o to occur. The proof is
then concluded by exhibiting a path that achieves this minimum energy and by exploiting
the absence of deep cycles in the energy landscape. By proving that the energy landscape
corresponding to the hard-core model on grid graphs exhibits the absence of deep cycles, the
study of the hitting time τ eo is decoupled from an exact control of the typical paths from e
to o. For this reason, the study of critical configurations and of the minimal gates along the
transition from e to o is beyond the scope of this paper and will be the focus of future work.
Lastly, we show that by understanding the global structure of an energy landscape
(X , H, q) and the maximum depths of its cycles, we can also derive results for the mix-
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ing time of the corresponding Metropolis Markov chains {Xβt }t∈N, as illustrated in Sect. 3.8.
In particular, our results show that in the special case of an energy landscape with multiple
stable states and without other deep cycles, the hitting time between any two stable states
and the mixing time of the chain are of the same order-of-magnitude in the low-temperature
regime. This is the case also for theMetropolis hard-core dynamics on grids, see Theorem 5.4
in Sect. 5.
The rest of the paper is structured as follows. Section 3 is devoted to themodel-independent
results valid for a general Metropolis Markov chain, which extend the classical frame-
work [31]. The proofs of these results are rather technical and therefore deferred to Sect. 4.
In Sect. 5 we develop our combinatorial approach to analyze the energy landscapes corre-
sponding to the hard-core model on grids. We finally present in Sect. 6 our conclusions and
indicate future research directions.
3 Asymptotic Behavior of Hitting Times for Metropolis Markov Chains
In this section we present model-independent results valid for any Markov chains with
Metropolis transition probabilities (2) defined in Sect. 2.1. In Sect. 3.1 we introduce the
classical notion of a cycle. If the considered model allows only for a very rough energy
landscape analysis, well-known results for cycles are shown to readily yield upper and lower
bounds in probability for the hitting time τ xA. Indeed, one can use the depth of the initial cycle
CA(x) as −(x, A) (see Propositions 3.4) and the maximum depth of a cycle in the partition
of X \ A as +(x, A) (see Proposition 3.7). If one has a good handle on the model-specific
optimal paths from x to A, i.e., those paths along which the maximum energy is precisely the
min-max energy barrier between x and A, sharper exponents can be obtained, as illustrated
in Proposition 3.10, by focusing on the relevant cycle, where the process {Xβt }t∈N started in
x spends most of its time before hitting the subset A. We sharpen these bounds in probability
for the hitting time τ xA even further with Proposition 3.15 by studying the tube of typical
paths from x to A or standard cascade, a task that in general requires a very detailed but
local analysis of the energy landscape. To complete the study of the hitting time in the regime
β → ∞, we prove in Sect. 3.5 the convergence of the first moment of the hitting time τ xA
on a logarithmic scale under suitable assumptions (see Theorem 3.17) and give in Sect. 3.6
sufficient conditions for the scaled hitting time τ xA/Eτ
x
A to converge in distribution as β → ∞
to an exponential unit-mean random variable, see Theorem 3.19. Furthermore, we illustrate
in detail two special cases which fall within our framework, namely the classical transition
from a metastable state to a stable state and the tunneling between two stable states, which
is the relevant one for the model considered in this paper. In Sect. 3.7 we briefly present the
hard-core model on a complete K-partite graph, which is an example of a model where the
asymptotic exponentiality of the scaled hitting times does not always hold. Lastly, in Sect. 3.8
we present some results for themixing time and the spectral gap ofMetropolisMarkov chains
and show how they are linked with the critical depths of the energy landscape.
In the rest of this section and in Sect. 4, {Xt }t∈N will denote a general Metropolis Markov
chain with energy landscape (X , H, q) and inverse temperature β, as defined in Sect. 2.1.
3.1 Cycles: Definitions and Classical Results
We recall here the definition of a cycle and present some well-known properties.
A path ω : x → y has been defined in Sect. 2.1 as a finite sequence of states ω1, . . . , ωn ∈
X such that ω1 = x , ωn = y and q(ωi , ωi+1) > 0, for i = 1, . . . , n − 1. Given a path
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ω = (ω1, . . . , ωn) in X , we denote by |ω| := n its length and define its height or elevation
by
ω := max
i=1,...,|ω| H(ωi ). (5)
A subset A ⊂ X with at least two elements is connected if for all x, y ∈ A there exists a
path ω : x → y, such that ωi ∈ A for every i = 1, . . . , |ω|. Given a nonempty subset A ⊂ X
and x /∈ A, we define x,A as the collection of all paths ω : x → y for some y ∈ A that do
not visit A before hitting y, i.e.,
x,A :=
{
ω : x → y | y ∈ A, ωi /∈ A ∀ i < |ω|
}
. (6)
We remark that only the endpoint of each path in x,A belongs to A. The communication
energy between a pair x, y ∈ X is the minimum value that has to be reached by the energy
in every path ω : x → y, i.e.,
(x, y) := min
ω:x→y ω. (7)
Given two nonempty disjoint subsets A, B ⊂ X , we define the communication energy
between A and B by
(A, B) := min
x∈A,y∈B (x, y). (8)
Given a nonempty set A ⊂ X , we define its external boundary by
∂A := {y /∈ A | ∃ x ∈ A : q(x, y) > 0}.
For a nonempty set A ⊂ X we define its bottom F(A) as the set of all minima of the energy
function H(·) on A, i.e.,
F(A) := {y ∈ A | H(y) = min
x∈A H(x)
}
.
Let X s := F(X ) be the set of stable states, i.e., the set of states with minimum energy. Since
X is finite, the set X s is always nonempty. Define the stability level Vx of a state x ∈ X by
Vx := (x, Ix ) − H(x), (9)
where Ix := {z ∈ X | H(z) < H(x)} is the set of states with energy lower than x . We set
Vx := ∞ if Ix is empty, i.e., when x is a stable state. The set of metastable states Xm is
defined as
Xm :=
{
x ∈ X | Vx = max
z∈X\X s Vz
}
. (10)
We call a nonempty subset C ⊂ X a cycle if it is either a singleton or a connected set such
that
max
x∈C H(x) < H
(F(∂C)). (11)
A cycle C for which condition (11) holds is called non-trivial cycle. If C is a non-trivial
cycle, we define its depth as
(C) := H(F(∂C)) − H(F(C)). (12)
Any singleton C = {x} for which condition (11) does not hold is called trivial cycle. We set
the depth of a trivial cycle C to be equal to zero, i.e., (C) = 0. Given a cycle C , we will
refer to the set F(∂C) of minima on its boundary as its principal boundary. Note that

(
C,X \ C) =
{
H(x) if C = {x} is a trivial cycle,
H(F(∂C)) if C is a non-trivial cycle.
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In this way, we have the following alternative expression for the depth of a cycle C , which
has the advantage of being valid also for trivial cycles:
(C) = (C,X \ C) − H(F(C)). (13)
The next lemma gives an equivalent characterization of a cycle.
Lemma 3.1 A nonempty subset C ⊂ X is a cycle if and only if it is either a singleton or a
connected subset that satisfies
max
x,y∈C (x, y) < (C,X \ C).
The proof easily follows from definitions (7), (8) and (11) and the fact that if C is not a
singleton and is connected, then
max
x,y∈C (x, y) = maxx∈C H(x). (14)
We remark that the equivalent characterization of a cycle given in Lemma 3.1 is the
“correct definition” of a cycle in the case where the transition probabilities are not necessarily
Metropolis but satisfy the more general Friedlin-Wentzell condition
lim
β→∞ −
1
β
log Pβ(x, y) = (x, y) ∀ x, y ∈ X , (15)
where(x, y) is an appropriate rate function : X 2 → R+∪{∞}. TheMetropolis transition
probabilities correspond to the case (see [17] for more details) where
(x, y) =
{
[H(y) − H(x)]+ if q(x, y) > 0,
∞ otherwise.
The next theorem collects well-known results for the asymptotic behavior of the exit time
from a cycle as β becomes large, where the depth (C) of the cycle plays a crucial role.
Theorem 3.2 (Properties of the exit time from a cycle) Consider a non-trivial cycle C ⊂ X .
(i) For any x ∈ C and for any ε > 0, there exists k1 > 0 such that for all β sufficiently
large
Pβ
(
τ x∂C < e
β((C)−η)) ≤ e−k1β .
(ii) For any x ∈ C and for any ε > 0, there exists k2 > 0 such that for all β sufficiently
large
Pβ
(
τ x∂C > e
β((C)+ε)) ≤ e−ek2β .
(iii) For any x, y ∈ C, there exists k3 > 0 such that for all β sufficiently large
Pβ
(
τ xy > τ
x
∂C
)
≤ e−k3β .
(iv) There exists k4 > 0 such that for all β sufficiently large
sup
x∈C
Pβ
(
Xτ x∂C /∈ F(∂C)
)
≤ e−k4β .
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(v) For any x ∈ C, ε > 0 and ε′ > 0, for all β sufficiently large
Pβ
(
τ x∂C < e
β((C)+ε), Xτ x∂C ∈ F(∂C)
)
≥ e−ε′β .
(vi) For any x ∈ C, any ε > 0 and all β sufficiently large
eβ((C)−ε) < Eτ x∂C < e
β((C)+ε).
The first three properties can be found in [37, Theorem 6.23], the fourth one is [37,
Corollary 6.25] and the fifth one in [31, Theorem 2.17]. The sixth property is given in [35,
Proposition 3.9] and implies that
lim
β→∞
1
β
logEτ x∂C = (C). (16)
The third property states that, given that C is a cycle, for any starting state x ∈ C , the
Markov chain {Xt }t∈N visits any state y ∈ C before exiting from C with a probability
exponentially close to one. This is a crucial property of the cycles and in fact can be given
as alternative definition, see for instance [11,12]. The equivalence of the two definitions has
been proved in [17] in greater generality for a Markov chain satisfying the Friedlin-Wentzell
condition (15). Leveraging this fact, many properties and results from [11] will be used or
cited.
We denote by C(X ) the set of cycles of X . The next lemma, see [37, Proposition 6.8],
implies that the set C(X ) has a tree structure with respect to the inclusion relation, where X
is the root and the singletons are the leaves.
Lemma 3.3 (Cycle tree structure) Two cycles C,C ′ ∈ C(X ) are either disjoint or compara-
ble for the inclusion relation, i.e., C ⊆ C ′ or C ′ ⊆ C.
Lemma 3.3 also implies that the set of cycles to which a state x ∈ X belongs is totally
ordered by inclusion. Furthermore, we remark that if two cycles C,C ′ ∈ C(X ) are such that
C ⊆ C ′, then (C) ≤ (C ′); this latter inequality is strict if and only if the inclusion is
strict.
3.2 Classical Bounds in Probability for Hitting Time τ xA
In this subsection we start investigating the first hitting time τ xA. Thus, we will tacitly assume
that the target set A is a nonempty subset of X and the initial state x belongs to X \ A.
Moreover, without loss of generality, we will henceforth assume that
A = {y ∈ X | ∀ω : x → y ω ∩ A = ∅}, (17)
which means that we add to the original target subset A all the states in X that cannot be
reached from x without visiting the subset A. Note that this assumption does not change the
distribution of the first hitting time τ xA, since the states which we may have added in this way
could not have been visited without hitting the original subset A first.
Given a nonempty subset A ⊂ X and x ∈ X , we define the initial cycle CA(x) by
CA(x) := {x} ∪
{
z ∈ X | (x, z) < (x, A)}. (18)
If x ∈ A, then CA(x) = {x} and thus is a trivial cycle. If x /∈ A, the subset CA(x) is either a
trivial cycle (when(x, A) = H(x)) or a non-trivial cycle containing x , if(x, A) > H(x).
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In any case, if x /∈ A, then CA(x) ∩ A = ∅. For every x ∈ X , we denote by (x, A) the
depth of the initial cycle CA(x), i.e.,
(x, A) := (CA(x)).
Clearly if CA(x) is trivial (and in particular when x ∈ A), then (x, A) = 0. Note that by
definition the quantity (x, A) is always non-negative, and in general
(x, A) = (x, A) − H(F(CA(x))) ≥ (x, A) − H(x),
with equality if and only if x ∈ F(CA(x)).
If x /∈ A, then the initial cycle CA(x) is, by construction, the maximal cycle (in the sense
of inclusion) that contains the state x and has an empty intersection with A. Therefore, any
path ω : x → A has at some point to exit from CA(x), by overcoming an energy barrier
not smaller than its depth (x, A). The next proposition gives a probabilistic bound for the
hitting time τ xA by looking precisely at this initial ascent up until the boundary of CA(x).
Proposition 3.4 (Initial-ascent bound) Consider a nonempty subset A ⊂ X and x /∈ A. For
any ε > 0 there exists κ > 0 such that for β sufficiently large
Pβ
(
τ xA < e
β((x,A)−ε)) < e−κβ . (19)
The proof is essentially adopted from [37] and follows easily from Theorem 3.2(i), since by
definition of CA(x), we have that τ xA ≥st τ x∂CA(x).
Before stating an upper bound for the tail probability of the hitting time τ xA, we need some
further definitions. Given a nonempty subset B ⊂ X , we denote by M(B) the collection of
maximal cycles that partitions B, i.e.,
M(B) := {C ∈ C(X ) | C maximal by inclusion under the constraint C ⊆ B}. (20)
Since every singleton is a cycle andLemma3.3 implies that every nonempty subset B ⊂ X has
a partition into maximal cycles, the collection M(B) is well defined. Note that if C ∈ C(X )
is itself a cycle, then M(C) = {C}.
The following lemma shows that initial cycles can be used to obtain the partition in
maximal cycles of any subset of the state space.
Lemma 3.5 [31, Lemma 2.26] Given a nonempty subset A ⊂ X , the collection
{CA(x)}x∈X\A of initial cycles is the partition into maximal cycles of X \ A, i.e.,
M(X \ A) = {CA(x)}x∈X\A.
We can extend the notion of depth to subsets B  X which are not necessarily cycles by
using the partition of B into maximal cycles. More precisely, we define the maximum depth
˜(B) of a nonempty subset B  X as the maximum depth of a cycle contained in B, i.e.,
˜(B) := max
C∈M(B) (C). (21)
Trivially ˜(C) = (C) ifC ∈ C(X ). The next lemma gives two equivalent characterizations
of the maximum depth ˜(B) of a nonempty subset B  X .
Lemma 3.6 (Equivalent characterizations of the maximum depth)Given a nonempty subset
B  X ,
˜(B) = max
x∈B 
(
x,X \ B) = max
x∈B
{
min
y∈X\B (x, y) − H(x)
}
. (22)
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In view of Lemma 3.6, ˜(B) is the maximum initial energy barrier that the process started
inside B possibly has to overcome to exit from B. As illustrated by the next proposition, one
can get a (super-)exponentially small upper bound for the tail probability of the hitting time
τ xA, by looking at the maximum depth ˜(X \ A) of the complementary set X \ A, where the
process resides before hitting the target subset A.
Proposition 3.7 (Deepest-cycle bound) [11, Proposition 4.19] Consider a nonempty subset
A  X and x /∈ A. For any ε > 0 there exists κ ′ > 0 such that for β sufficiently large
Pβ
(
τ xA > e
β(˜(X\A)+ε)) < e−eκ′β . (23)
By definition we have (x, A) ≤ ˜(X \ A), but in general (x, A) = ˜(X \ A) and
neither bound presented in this subsection is actually tight, so we will proceed to establish
sharper but more involved bounds in the next subsection.
3.3 Optimal Paths and Refined Bounds in Probability for Hitting Time τ xA
The quantity (x, A) appearing in Proposition 3.4 only accounts for the energy barrier that
has to be overcome starting from x , but there is such an energy barrier for every state z /∈ A
and it may well be that to reach A it is inevitable to visit a state z with (z, A) > (x, A).
Similarly, also the exponent ˜(X \ A) appearing in Proposition 3.7 may not be sharp in
general. For instance, the maximum depth ˜(X \ A) could be determined by a deep cycle C
in X \ A that cannot be visited before hitting A or that is visited with a vanishing probability
as β → ∞. In this subsection, we refine the bounds given in Propositions 3.4 and 3.7 by
using the notion of optimal path and identifying the subset of the state space X in which
these optimal paths lie.
Given a nonempty subset A ⊂ X and x /∈ A, define the set of optimal paths optx,A as
the collection of all paths ω ∈ x,A along which the maximum energy ω is equal to the
communication height between x and A, i.e.,

opt
x,A :=
{
ω ∈ x,A | ω = (x, A)
}
. (24)
Define the relevant cycle C+A (x) as the minimal cycle in C(X ) such that CA(x)  C+A (x),
i.e.,
C+A (x) := min
{
C ∈ C(X ) | CA(x)  C
}
. (25)
The cycleC+A (x) is well defined, since the cycles in C(X ) that contain x are totally ordered by
inclusion, as remarked after Lemma 3.3. By construction, C+A (x) ∩ A = ∅ and thus C+A (x)
contains at least two states, so it has to be a non-trivial cycle. The minimality of C+A (x) with
respect to the inclusion gives that
max
z∈C+A (x)
H(z) = (x, A),
and then, by using Lemma 3.1, one obtains
(x, A) < H
(
F(∂C+A (x))). (26)
The choice of the name relevant cycle for C+A (x) comes from the fact that all paths the
Markov chain will follow to go from x to A will almost surely not exit from C+A (x) in the
limit β → ∞. Indeed, for the relevant cycle C+A (x) Theorem 3.2(iii) reads
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lim
β→∞ Pβ
(
τ xA < τ
x
∂C+A (x)
)
= 1. (27)
The next lemma states that an optimal path from x to A is precisely a path from x to A that
does not exit from C+A (x).
Lemma 3.8 (Optimal path characterization)Consider a nonempty subset A ⊂ X and x /∈ A.
Then
ω ∈ optx,A ⇐⇒ ω ∈ x,A and ω ⊆ C+A (x).
Lemma 3.8 implies that the relevant cycle C+A (x) can be equivalently defined as
C+A (x) =
{
y ∈ X | (x, y) ≤ (x, A)
}
=
{
y ∈ X | (x, y) < (x, A)+ δ0/2
}
, (28)
where δ0 is the minimum energy gap between an optimal and a non-optimal path from x to
A, i.e.,
δ0 = δ0(x, A) := min
ω∈x,A\optx,A
ω − (x, A).
In view of Lemma 3.8 and (27), the Markov chain started in x follows in the limit β → ∞
almost surely an optimal path in optx,A to hit A. It is then natural to define the following
quantities for a nonempty subset A ⊂ X and x /∈ A:
min(x, A) := min
ω∈optx,A
max
z∈ω (z, A), (29)
and
max(x, A) := max
ω∈optx,A
max
z∈ω (z, A). (30)
Definition (29) implies that every optimal path ω ∈ optx,A has to enter at some point a cycle in
M(X \ A) of depth at least min(x, A), while definition (30) means that every cycle visited
by any optimal path ω ∈ optx,A has depth less than or equal to max(x, A).
An equivalent characterization for the energy barrier max(x, A) can be given, but we
first need one further definition. Define RA(x) as the subset of states which belong to at least
one optimal path in optx,A, i.e.,
RA(x) :=
{
y ∈ X | ∃ω ∈ optx,A : y ∈ ω
}
. (31)
Note that A ∩ RA(x) = ∅, since the endpoint of each path in x,A belongs to A, by
definition (6). In view of Lemma 3.8, RA(x) ⊆ C+A (x). We remark that this latter inclusion
could be strict, since in general RA(x) = C+A (x). Indeed, there could exist a state y ∈ C+A (x)
such that all paths ω : x → y that do not exit from C+A (x) always visit the target set A before
reaching y, and thus they do not belong to optx,A [see definitions (6) and (24)], see Fig. 2.
The next lemma characterizes the quantitymax(x, A) as themaximumdepth of the subset
RA(x) \ A (see definition 21).
Lemma 3.9 (Equivalent characterization of max(x, A))
max(x, A) = ˜
(
RA(x) \ A
)
. (32)
Using the two quantities min(x, A) and max(x, A), we can obtain sharper bounds in
probability for the hitting time τ xA, as stated in the next proposition.
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(a) (b)
Fig. 2 Example of an energy landscape X with highlighted the subset A (in black), the relevant cycle C+A (x)
and the subset C+A (x) \ (RA(x)∪ A) (with diagonal mesh). a The subset RA(x) (in light gray), b the partition
into maximal cycles of RA(x), including the initial cycle CA(x) (in dark gray)
Proposition 3.10 (Optimal paths depth bounds) Consider a nonempty subset A ⊂ X and
x ∈ X \ A. For any ε > 0 there exists κ > 0 such that for β sufficiently large
Pβ
(
τ xA < e
β(min(x,A)−ε)
)
< e−κβ, (33)
and
Pβ
(
τ xA > e
β(max(x,A)+ε)
)
< e−κβ . (34)
This proposition is in fact a sharper result than Propositions 3.4 and 3.7, since
(x, A) ≤ min(x, A) ≤ max(x, A) ≤ ˜(X \ A). (35)
Indeed, since the starting state x trivially belongs to every optimal path from x to A, we
have that (x, A) ≤ maxz∈ω (z, A) for every ω ∈ optx,A and thus (x, A) ≤ min(x, A).
Furthermore, since by definition C+A (x) \ A ⊆ X \ A, Lemma 3.9 yields that max(x, A) ≤
˜(X \ A).
If (x, A) = ˜(X \ A), it follows from (35) that min(x, A) = max(x, A). However,
in general, the exponents min(x, A) and max(x, A) are not equal and may not be sharp
either, as illustrated by the energy landscape in Fig. 3.
In this example, there are two paths to go from x to A: The path ω which goes from x to y
and then follows the solid path until A, and the pathω′,which goes from x to y and then follows
the dashed path through z and eventually hitting A. Note that ω = ω′ = (x, A), so both
ω and ω′ are optimal paths from x to A. By inspection, we get that max(x, A) = (z, A).
However, the path ω′ does not exit the cycle CA(y) passing by its principal boundary and,
in view of Theorem 3.2(iv), it becomes less likely than the other path as β → ∞. In fact,
the transition from x to A is likely to occur on a smaller time-scale than suggested by the
upper bounds in Proposition 3.10 and in particular the exponent max(x, A) is not sharp in
this example.
In the next subsection, wewill show that amore precise control in probability of the hitting
time τ xA is possible, at the expense of a more involved analysis of the energy landscape.
3.4 Sharp Bounds for Hitting Time τ xA Using Typical Paths
As illustrated at the end of the previous subsection, the exponentsmin(x, A) andmax(x, A)
appearing in the probability bounds (33) and (34) for the hitting time τ xA may not be sharp in
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(a)
(b)
Fig. 3 An example energy landscape for which max(x, A) is not sharp. a Energy profile of the energy
landscape with the initial cycle CA(x) (in gray) and the relevant cycle C
+
A (x) (below the dashed black line),
b partition intomaximal cycles of X \ A for the same energy landscape
general. In this subsection we obtain exponents that are potentially sharper than min(x, A)
and max(x, A) by looking in more detail at the cycle decomposition of C
+
A (x) \ A and by
identifying inside it the tube of typical paths from x to A. In particular, we focus on how the
process moves from two maximal cycles in the partition of C+A (x) \ A and determine which
of these transitions between maximal cycles are the most likely ones.
Some further definitions are needed. We introduce the notion of cycle-path and a way of
mapping every path ω ∈ x,A into a cycle-path G(ω). Recall that for a nonempty subset
A ⊂ X , ∂A is its external boundary and F(A) is its bottom, i.e., the set of the minima of
the energy function H in A. A cycle-path is a finite sequence (C1, . . . ,Cm) of (trivial and
non-trivial) cycles C1, . . . ,Cm ∈ C(X ) such that
Ci ∩ Ci+1 = ∅ and ∂Ci ∩ Ci+1 = ∅, for every i = 1, . . . ,m − 1.
It can be easily proved that, in a cycle-path (C1, . . . ,Cm), if Ci is a non-trivial cycle for
some i = 1, . . . ,m, then its predecessor Ci−1 and successor Ci+1 (if any) are trivial cycles,
see [16, Lemma 2.5]. We can consider the collection Px,A of cycle-paths that lead from x to
A and consist of maximal cycles in X \ A only, namely
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Px,A :=
{
cycle-path (C1, . . . ,Cm) | C1, . . . ,Cm ∈M
(
C+A (x)\A
)
, x ∈C1, ∂Cm ∩ A =∅
}
.
(36)
Recall that the the collection of cyclesM(C+A (x)\ A) can be constructed using initial cycles,
as established by Lemma 3.5.
We constructively define a mapping G : x,A → Px,A by assigning to a path ω =
(ω1, . . . , ωn) ∈ x,A the cycle-path G(ω) = (C1, . . . ,Cm(ω)) ∈ Px,A as follows. Set t0 = 1,
C1 = CA(x), and then define recursively
ti := min
{
k > ti−1 | ωk /∈ Ci
}
and Ci+1 := CA
(
ωti
)
.
The path ω is a finite sequence and ωn ∈ A, so there exists an index m(ω) ∈ N such that
ωtm(ω) = ωn ∈ A and there the procedure stops. The way the sequence (C1, . . . ,Cm(ω)) is
constructed shows that it is indeed a cycle-path. Moreover, by using the notion of initial cycle
CA(·) to define C1, . . . ,Cm(ω), they are automatically maximal cycles in M(X \ A). Lastly,
the fact that ω ∈ x,A implies that x ∈ C1 and that ∂Cm(ω) ∩ A = ∅, hence G(ω) ∈ Px,A
and the mapping is well-defined.
We remark that this mapping is not injective, since two different paths in x,A can be
mapped into the same cycle-path in Px,A. In fact, a single cycle-path groups together all the
paths that visit the same cycles (the same number of times and in the same order). Cycle-paths
are the appropriate mesoscopic objects to investigate while studying the transition x → A:
Indeed one neglects in this way the microscopic dynamics of the process and focuses only
on the relevant mesoscopic transitions from one maximal cycle to another.
Furthermore, we note that for a given path ω ∈ x,A, the maximum energy barrier along
ω is the maximum depth in its corresponding cycle-path G(ω), i.e.,
max
z∈ω (z, A) = maxC∈G(ω) (C).
For every cycle C ∈ C(X ) define
B(C) :=
{
F(∂C) if C is a non-trivial cycle,
{z ∈ ∂C | H(z) ≤ H(y)} if C = {y} is a trivial cycle, (37)
to which we will refer as principal boundary of C , also in the case where C is a trivial cycle.
In other words, if C is a non-trivial cycle, then its principal boundary is F(∂C), while when
C = {y} is a trivial cycle, B(C) is the subset of states connected to y with energy lower than
y.
We say that a cycle-path (C1, . . . ,Cm) is connected via typical jumps to A or simply
vtj-connected to A if
B(Ci ) ∩ Ci+1 = ∅, ∀ i = 1, . . . ,m − 1, and B(Cm) ∩ A = ∅, (38)
and denote by DC,A the collection of all cycle-paths (C1, . . . ,Cm) vtj-connected to A such
that C1 = C . Note that DC,A does not intersect A.
The next lemma, presented in [17], guarantees that there always exists a cycle-path from
the initial cycle CA(x) that is vtj-connected to A for any nonempty target subset A ⊂ X and
x /∈ A.
Lemma 3.11 [17, Proposition 3.22]For any nonempty subset A ⊂ X and x /∈ A, there exists
a cycle-path C∗ = (C1, . . . ,Cm∗) vtj-connected to A with x ∈ C1 and C1, . . . ,C∗m ⊂ X \ A.
By inspecting the proof of [17, Proposition 3.22], one notices that the given cycle-path
C∗ = (C1, . . . ,Cm∗) consists only ofmaximal cycles inX \A, i.e.,C1, . . . ,Cm∗ ∈ M(X \A),
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and in particular C1 = CA(x). Hence C∗ ∈ Px,A ∩ DCA(x),A and therefore the collection
Px,A is not empty.
We define ω ∈ x,A to be a typical path from x to A if its corresponding cycle-path G(ω)
is vtj-connected to A, and we denote by vtjx,A the collection of all typical paths from x to A,
i.e.,

vtj
x,A :=
{
ω ∈ x,A | G(ω) ∈ DCA(x),A
}
. (39)
The existence of a vtj-connected cycle-path C∗ = (C1, . . . ,Cm∗) ∈ Px,A ∩ DCA(x),A guar-
antees that

vtj
x,A = ∅.
Indeed, take y0 = x , yi ∈ B(Ci ) ∩ Ci+1, i = 1, . . . ,m∗ − 1 and ym∗ ∈ B(Cm∗) ∩ A and
consider a pathω∗ that visits precisely the saddles y0, . . . , ym∗ in this order and stays in cycle
Ci between the visit to yi−1 and yi . Then ω∗ is a typical path from x to A.
The following lemma gives an equivalent characterization of a typical path from x to A.
Lemma 3.12 (Equivalent characterization of a typical path) Consider a nonempty subset
A ⊂ X and x /∈ A. Then
ω ∈ vtjx,A ⇐⇒ ω ∈ x,A and 
(
ωi+1, A
) ≤ (ωi , A) ∀ i = 1, . . . , |ω| − 1.
In particular, Lemma 3.12 shows that every typical path from x to A is an optimal path from
x to A, i.e.,

vtj
x,A ⊆ optx,A, (40)
since if ω ∈ vtjx,A, then (ωi , A) ≤ (ω1, A) = (x, A) for every i = 2, . . . , |ω| and thus
ω = (x, A).
Let TA(x) be the tube of typical paths from x to A, which is defined as
TA(x) :=
{
y ∈ X | ∃ω ∈ vtjx,A : y ∈ ω
}
. (41)
In other words, TA(x) is the subset of states y ∈ X that can be reached from x by means of
a typical path which does not enter A before visiting y. The endpoint of every path in vtjx,A
belongs to A, thus TA(x) ∩ A = ∅. Since by (40) every typical path is an optimal path, it
follows from definitions (31) and (41) that
TA(x) ⊆ RA(x).
From definition (41), it follows that if z ∈ TA(x), then
TA(z) ⊆ TA(x). (42)
Denote by TA(x) the collection of all maximal cycles C ∈ M(C+A (x) \ A) that belong to
a cycle-path C1, . . . ,Cm ⊂ X \ A vtj-connected to A and such that C1 = CA(x), i.e.,
TA(x) :=
{
C ∈ M (C+A (x)\A) | ∃ (C1, . . . ,Cn)∈DCA(x),A and
∃ j ∈ {1, . . . ,m} : C j =C
}
. (43)
In other words, TA(x) consists of all cycles maximal by inclusion that belong to at least
one vtj-connected cycle path from CA(x) to A. The cycles in TA(x) form the partition into
maximal cycles of TA(x) \ A, i.e.,
TA(x) = M (TA(x) \ A) ,
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Fig. 4 Example of an energy landscape with the tube of typical TA(x) highlighted in gray
and that, by construction, there exists C ∈ TA(x) such that B(C) ∩ A = ∅.
The tube of typical paths TA(x) can be visualized as the standard cascade emerging from
state x and reaching eventually A, in the sense that it is the part of the energy landscape that
would be wet if a water source is placed at x and the water would “find its way” until the sink,
that is subset A. This standard cascade consists of basins/lakes (non-trivial cycles), saddle
points (trivial cycles) and waterfalls (trivial cycles). By considering the basins, saddle points
and waterfalls that are maximal by inclusion, we obtain precisely the collection TA(x) (see
the illustration in Fig. 4).
The boundary of TA(x) consists of states either in A or in the non-principal part of the
boundary of a cycle C ∈ TA(x):
∂TA(x) \ A ⊆
⋃
C∈TA(x)
(∂C \ B(C)) =: ∂npTA(x). (44)
The typical paths in vtjx,A are the only ones with non-vanishing probability of being visited
by the Markov chain {Xt }t∈N started in x before hitting A in the limit β → ∞, as illustrated
by the next lemma.
Lemma 3.13 (Exit from the typical tube TA(x)) Consider a nonempty subset A ⊂ X and
x /∈ A. Then there exists κ > 0 such that for β sufficiently large
Pβ
(
τ x∂TA(x) ≤ τ xA
)
≤ e−κβ,
and
Pβ
(
τ x∂npTA(x) ≤ τ xA
)
≤ e−κβ .
Given a nonempty subset A ⊂ X and x /∈ A, define the following quantities:
min(x, A) := min
ω∈vtjx,A
max
z∈ω (z, A), (45)
and
max(x, A) := max
ω∈vtjx,A
max
z∈ω (z, A). (46)
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In other words, definition (45) means that every typical path ω ∈ vtjx,A has to enter at
some point a cycle of depth at least min(x, A). On the other hand, definition (30) implies
that all cycles visited by any typical path ω ∈ vtjx,A have depth less than or equal to
max(x, A). Hence, max(x, A) can equivalently be characterized as the maximum depth
(see definition (21)) of the tube TA(x) of typical paths from x to A, as stated by the next
lemma.
Lemma 3.14 (Equivalent characterization of max(x, A))
max(x, A) = ˜ (TA(x) \ A) = max
C∈TA(x)
(C). (47)
Since by (40) every typical path from x to A is an optimal path from x to A, defini-
tions (29), (30), (45) and (46) imply that
min(x, A) ≤ min(x, A) ≤ max(x, A) ≤ max(x, A). (48)
We now have all the ingredients needed to formulate the first refined result for the hitting
time τ xA. The main idea behind the next proposition is to look at the shallowest-typical gorge
inside TA(x) that the process has to overcome to reach A and at the deepest-typical gorge
inside TA(x) where the process has a non-vanishing probability to be trapped before hitting
A.
Proposition 3.15 (Typical-cycles bounds) Consider a nonempty subset A ⊂ X and x /∈ A.
For any ε > 0 there exists κ > 0 such that for β sufficiently large
Pβ
(
τ xA < e
β(min(x,A)−ε)
)
< e−κβ, (49)
and
Pβ
(
τ xA > e
β(max(x,A)+ε)
)
< e−κβ . (50)
The proof, which is a refinement of that of Proposition 3.10, is presented in Sect. 4.
In general, the exponents min(x, A) and max(x, A) may not be equal, as illustrated by
the energy landscape in Fig. 5.
Also in this example, there are two paths to go from x to A: The path ω which goes from x
to y and then follows the solid path until A, and the path ω′, which goes from x to y and then
follows the dashed path through z and eventually hitting A. Both pathsω andω′ always move
from a cycle to the next one visiting the principal boundary, hence they are both typical paths
from x to A. By inspection, we get that max(x, A) = (z, A), since the typical path ω′
visits the cycle CA(z). Using the path ω we deduce that min(x, A) = (y, A) and therefore
min(x, A) < max(x, A).
If the two exponents min(x, A) and max(x, A) coincide, then, in view of Proposi-
tion 3.15, we get sharp bounds in probability on a logarithmic scale for the hitting time τ xA,
as stated in the next corollary.
Corollary 3.16 Consider a nonempty subset A ⊂ X and x /∈ A. Assume that
min(x, A) = (x, A) = max(x, A). (51)
Then, for any ε > 0
lim
β→∞ Pβ
(
eβ((x,A)−ε) < τ xA < eβ((x,A)+ε)
)
= 1. (52)
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(b)
Fig. 5 An example energy landscape for which min(x, A) < max(x, A). a Energy profile of the energy
landscape with the initial cycle CA(x) (in gray) and the relevant cycle C
+
A (x) (below the dashed black line),
b partition into maximal cycles of X \ A for the same energy landscape
There aremany examples ofmodels and pairs (x, A) forwhichmin(x, A) = max(x, A).
Themost classical ones are themodels that exhibit ametastable behavior: If one takes x ∈ Xm
and A = X s , then it follows that min(x, A) = Vx = max(x, A) (recall the definition (9)
of stability level) and Corollary 3.16 holds, see also [31, Theorem 4.1].
3.5 First Moment Convergence
We now turn our attention to the asymptotic behavior of the mean hitting time Eτ xA as
β → ∞. In particular, we will show that it scales (almost) exponentially in β and we will
identify the corresponding exponent. There may be some sub-exponential pre-factors, but,
without further assumptions, one can only hope to get results on a logarithmic scale, due to
the potential complexity of the energy landscape. We remark that a precise knowledge of the
tube of typical paths is not always necessary to derive the asymptotic order of magnitude of
the mean hitting time Eτ xA, as illustrated by Proposition 3.18.
To prove the convergence of the quantity 1
β
logEτ xA, we need the following assumption.
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Assumption A (Absence of deep typical cycles) Given the energy landscape (X, H, q), we
assume
(A1) min(x, A) = (x, A) = max(x, A), and
(A2) max(z, A) ≤ (x, A) for every z ∈ X \ A.
Condition (A1) says that every path ω : x → A visits one of the deepest typical cycles
of the tube TA(x). Condition (A2) guarantees that by starting in another state z = x , the
deepest typical cycle the process can enter is not deeper than those in TA(x). Checking the
validity of Assumption A can be very difficult in general, but we give a sufficient condition in
Proposition 3.18 which is satisfied in many models of interest, including the hard-core model
on rectangular lattices presented in Sect. 2.2, which will be revisited in Sect. 5. We further
remark that (A1) is precisely the assumption of Corollary 3.16. Therefore, in the scenarios
where Assumption A holds, we also have the asymptotic result (52) in probability for the
hitting time τ xA.
The next theorem says that if Assumption A is satisfied, then the asymptotic order-of-
magnitude of the mean hitting time Eτ xA as β → ∞ is (x, A).
Theorem 3.17 (First moment convergence) If Assumption A is satisfied, then
lim
β→∞
1
β
logEτ xA = (x, A).
In many models of interest, calculating ˜(X \ A) is easier than calculating min(x, A) or
max(x, A). Indeed, even if ˜(X \ A) is a quantity that still requires a global analysis of the
energy landscape, one needs to compute just the communication height(z, A) between any
state z ∈ X \ A and the target set A, without requiring a full understanding of the complex
cycle structure of the energy landscape. Besides this fact, the main motivation to look at
the quantity ˜(X \ A) is that it allows to give a sufficient condition for Assumption A, as
illustrated in the following proposition.
Proposition 3.18 (Absence of deep cycles) If
(x, A) − H(x) = ˜(X \ A), (53)
then Assumption A holds.
Proof From the inequality
(x, A) − H(x) ≤ min(x, A) ≤ max(x, A) ≤ ˜(X \ A),
we deduce that min(x, A) = max(x, A) and (A1) is proved. Moreover, by definition of
˜(X \ A), we have max(z, A) ≤ ˜(X \ A) for every z ∈ X \ A. This inequality, together
with the fact that max(x, A) = ˜(X \ A), proves that (A2) also holds and thus assumption
A is satisfied. unionsq
We now present two interesting scenarios for which (53) holds.
Example 1 (Metastability scenario)
Suppose that
x ∈ Xm and A = X s .
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In this first scenario, τ xA is the classical transition time between a metastable state and a
stable state, a widely studied object in the statistical mechanics literature (see, e.g. [31]).
Assumption A is satisfied in this case by applying Proposition 3.18, since condition (53)
holds: The equality (x,X s) − H(x) = ˜(X \ X s) follows from the assumption x ∈ Xm ,
which means that there are no cycles in X \ X s that are deeper than CX s (x).
Example 2 (Tunneling scenario)
Suppose that x ∈ X s , A = X s \ {x} and
(z, A) − H(z) ≤ (x, A) − H(x) ∀ z ∈ X \ {x}. (54)
In the second scenario, the hitting time τ xA is the tunneling time between any pair of stable
states. Assumption (54) says that every cycle in the energy landscape which does not contain
a stable state has depth strictly smaller than the cycle CA(x) and we generally refer to this
property as absence of deep cycles. This condition immediately implies that (53) holds,
i.e., ˜(X \ A) = (x, A)− H(x), and hence in this scenario assumption A holds, thanks to
Proposition 3.18.
The hard-core model on grids introduced in Sect. 2.2 falls precisely in this second scenario
and, by proving the validity of Assumption A, we will get both the probability bounds (52)
and the first-moment convergence for the tunneling time τ eo .
3.6 Asymptotic Exponentiality
We now present a sufficient condition for the scaled random variable τ xA/Eτ
x
A to converge in
distribution to an exponential unit-mean random variable as β → ∞. Define
∗(x, A) := lim
β→∞
1
β
logEτ xA. (55)
If Assumption A holds, then we know that (x, A) = ∗(x, A), but the result presented
in this section does not require the exact knowledge of ∗(x, A). We prove asymptotic
exponentiality of the scaled hitting time under the following assumption.
Assumption B (“Worst initial state”) Given an energy landscape (X, H, q), we assume that
∗(x, A) > ˜
(X \ (A ∪ {x})) . (56)
This assumption guarantees that the following “recurrence” result holds: From any state
z ∈ X the Markov chain reaches the set A ∪ {x} on a time scale strictly smaller than that at
which the transition x → A occurs. Indeed, Proposition 3.7 gives that for any ε > 0
lim
β→∞ supz∈X
Pβ
(
τ z{x}∪A > e
β
(
˜
(
X\(A∪{x})
)
+ε
))
= 0.
We can informally say that Assumption B requires x to be the “worst initial state” for the
Markov chain when the target subset is A.
Proposition 3.20 gives a sufficient condition for Assumption B to hold, which is satisfied
in many models of interest, in particular in the hard-core model on grid graphs described in
Sect. 2.2.
Theorem 3.19 (Asymptotic exponentiality) If Assumption B is satisfied, then
τ xA
Eτ xA
d−→ Exp(1), β → ∞. (57)
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More precisely, there exist two functions k1(β) and k2(β) with limβ→∞ k1(β) = 0 and
limβ→∞ k2(β) = 0 such that for any s > 0∣∣∣Pβ( τ xA
Eτ xA
> s
)
− e−s
∣∣∣ ≤ k1(β)e−(1−k2(β))s .
The proof, presented in Sect. 4, readily follows from the consequences of Assumption B
discussed above and by applying [21, Theorem 2.3],
We now present a condition which guarantees that Assumption B holds and show that it
holds in two scenarios similar to those described in the previous subsection.
Proposition 3.20 “The initial cycle CA(x) is the unique deepest cycle” If
(x, A) > ˜
(
X \ (A ∪ {x})), (58)
then Assumption B is satisfied.
Theproof of this proposition is immediate from (35) and (48).We remark that if condition (58)
holds, then the initial cycle CA(x) is the unique deepest cycle in X \ A. Condition (58) is
stronger than (56), but often easier to check, since one does not need to compute the exact
value of ∗(x, A), but only the depth (x, A) of the initial cycle CA(x). We now present
two scenarios of interest.
Example 3 (Unique metastable state scenario)
Suppose that
Xm = {z}, A = X s, and x ∈ CA(z).
We remark that this scenario is a special case of the metastable scenario presented in
Example 1 in Sect. 3.5. This scenario was already mentioned in [31], in the discussion
following Theorem 4.15, but we briefly discuss here how to prove asymptotic exponentiality
within our framework. Indeed, we have that

(
x,X s) = (CX s (z)) = ˜(X \ X s),
thanks to the fact that z is the configuration in X \ X s with the maximum stability level,
which means that CX s (z) is the deepest cycle in X \ X s . Moreover, the fact that z is the
unique metastable state, implies that
˜
(X \ X s) > ˜(X \ (X s ∪ {z})),
since every configuration in X \ (X s ∪ {z}) has stability level strictly smaller than Vz .
Example 4 (Two stable states scenario)
Suppose that
X s = {s1, s2}, A = {s2}, x ∈ CA(s1) and ˜(X \ {s1, s2}) < (s1, s2) − H(s1).
This scenario is a special case of the tunneling scenario presented in Example 2 in Sect. 3.5. In
this case condition (58) is obviously satisfied. In particular, it shows that the scaled tunneling
time τ s1s2 between two stable states inX is asymptotically exponential wheneverX s = {s1, s2}
and the condition ˜(X \ {s1, s2}) < (s1, s2) − H(s1) is satisfied.
In Sect. 5 we will show that for the hard-core model on grids Assumption B holds, being
precisely in this scenario, and obtain in thisway the asymptotic exponentiality of the tunneling
time between the two unique stable states.
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Fig. 6 Example of a complete K-partite graph  and of the resulting energy landscape for the hard-core
model on . a K-partite graph  with K = 5, b state space X corresponding to the graph 
3.7 An Example of Non-exponentiality
Assumption B is a rather strong assumption. In fact, for many models and for most of
choices of x and A, the scaled hitting time τ xA/Eτ
x
A does not have an exponential distribution
in the limit β → ∞. Moreover, we do not claim that Assumption B is necessary to have
asymptotically exponentiality of the scaled hitting time τ xA/Eτ
x
A. However, we will now show
that for the hard-core model on complete K-partite graphs Assumption B does not hold and
that the model exhibits non-exponentially distributed scaled hitting times.
Take  to be a complete K-partite graph. This means that the sites in  can be partitioned
into K disjoint sets V1, . . . , VK called components, such that two sites are connected by an
edge if and only if they belong to different components, see Fig. 6a.
This choice for  results in a simpler state space X , for which a detailed analysis is
possible. Moreover, for the same model the asymptotic behavior of the first hitting times
between maximal-occupancy configurations is already well understood, see [43]. Before
stating the results, we need some further definitions. Let Lk be the size of the K th component
Vk , for k = 1, . . . , K . Clearly the total number of sites in  is N = ∑Kk=1 Lk . Define
Lmax := maxk=1,...,K Lk . For k = 1, . . . , K define the configuration σk ∈ X as
σk(v) =
{
1 if v ∈ Vk,
0 otherwise.
The configurations {σ1, . . . , σK } are all the local minima of the energy function H on the
state space X . Moreover σk is a stable state if and only if Lk = Lmax. In addition, denote
by 0 the configuration in X where all the sites are empty, i.e., the configuration such that
0(v) = 0 for every v ∈ . Given k1, k2 ∈ {1, . . . , K }, k1 = k2, we take σk1 and σk2 as
starting and target configurations, respectively. Define L∗ = L∗(k2) := maxk =k2 Lk and let
K∗ = K∗(k2) := {k = k2 | Lk = L∗} be the set of indices of the components of size L∗
different from k2.
In [43] the same model has been considered, but in continuous time; the results therein
(Theorems IV.1 and IV.2) can be translated to discrete time as follows. Given two functions
f (β) and g(β), we write f ∼ g as β → ∞ when limβ→∞ f (β)/g(β) = 1.
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Proposition 3.21 (First moment convergence of the hitting time τ
σk1
σk2
) For any k1, k2 ∈
{1, . . . , K } with k1 = k2, the first hitting time τσk1σk2 satisfies
Eτ
σk1
σk2
∼ N
(
1{k1∈K∗}
L∗
+ |K∗|
Lk2
)
eβL∗ , β → ∞.
In particular,
lim
β→∞
1
β
logEτ
σk1
σk2
= L∗.
Proposition 3.22 (Asymptotic distribution of the hitting time τ
σk1
σk2
)Take k1, k2 ∈ {1, . . . , K }
such that k1 = k2. If k1 ∈ K∗, then
τ
σk1
σk2
Eτ
σk1
σk2
d−→ Exp(1), β → ∞.
Instead, if k1 /∈ K∗, then
τ
σk1
σk2
Eτ
σk1
σk2
d−→ Z , β → ∞,
where Z
d= ∑Mi=1 Yi and (Yi )i≥1 are i.i.d. exponential unit-mean random variables and M
is an independent random variable with geometric distribution P(M = n) = (1 − p)n p for
n ∈ N ∪ {0} with success probability p = Lk2/(|K∗|L∗ + Lk2).
As illustrated in Fig. 6b, the energy landscape consists of K cycles, one for each component
of , and one trivial cycle {0} which links all the others. The depth of each of the cycles is
equal to the size of the corresponding component of . All the paths from σk1 to σk2 must
at some point exit from the cycle corresponding to component k1, at whose bottom lies σk1 .
After hitting the configuration 0, they can go directly into the target cycle, i.e., the one at
which bottom lies σk2 , or they may fall in one of the other K − 1 cycles. Formalizing these
simple considerations, we can prove the following proposition.
Proposition 3.23 (Structural properties of the energy landscape) For any k1, k2 ∈
{1, . . . , K }, k1 = k2,

(
σk1 , {σk2}
) = Lk1 = min(σk1 , {σk2}),
and
max
(
σk1 , {σk2}
) = L∗ = ˜(X \ {σk2} ).
In particular, if k1 /∈ K∗(k2), then it follows from Propositions 3.21 and 3.23 that
L∗ = lim
β→∞
1
β
Eτ
σk1
σk2
= (σk1 , {σk2}) < ˜(X \ {σk1 , σk2}) = L∗.
Assumption B is thus not satisfied for the the pair (σk1 , {σk2}). Indeed, there exists another
configuration σk′ , for some k′ ∈ K∗(k2), k′ = k1, for which the recurrence probability
Pβ
(
τ
σk′{σk1 , σk2 } > e
β(Lk1+ε)
)
does not vanish as β → ∞, since component Vk′ has size L∗ > Lk1 . As illustrated in
Proposition 3.22, the scaled hitting time τ
σk1
σk2
/Eτ
σk1
σk2
does not converge in distribution to an
exponential random variable with unit mean as β → ∞.
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3.8 Mixing Time and Spectral Gap
In this subsectionwe focus on the long-run behavior of theMetropolisMarkov chain {Xβt }t∈N
and in particular examine the rate of convergence to the stationary distribution. We measure
the rate of convergence in terms of the total variation distance and the mixing time, which
describes the time required for the distance to stationarity to become small. More precisely,
for every 0 <  < 1, we define the mixing time tmixβ () by
tmixβ () := min
{
n ≥ 0 | max
x∈X ‖P
n
β (x, ·) − μβ(·)‖TV ≤ 
}
,
where ‖ν − ν′‖TV := 12
∑
x∈X |ν(x) − ν′(x)| for any two probability distributions ν, ν′ on
X . Another classical notion to investigate the speed of convergence of Markov chains is the
spectral gap, which is defined as
ρβ := 1 − a(2)β ,
where 1 = a(1)β > a(2)β ≥ . . . ≥ a(|X |)β ≥ −1 are the eigenvalues of the matrix
(Pβ(x, y))x,y∈X .
The spectral gap can be equivalently defined using the Dirichlet form associated with the
pair (Pβ, μβ), see [30, Lemma 13.12]. The problem of studying the convergence rate towards
stationarity for a Friedlin-Wentzell Markov chain has already been studied in [11,26,32,39].
In particular, in [11] the authors characterize the order of magnitude of both its mixing time
and spectral gap in terms of certain “critical depths” of the energy landscape associated with
the Friedlin–Wentzell Markov chain. We summarize the results in the context of Metropolis
Markov chains in the next proposition.
Proposition 3.24 (Mixing time and spectral gap for Metropolis Markov chains) For any
0 <  < 1 and any s ∈ X s ,
lim
β→∞
1
β
log tmixβ () = ˜
(X \ {s}) = lim
β→∞ −
1
β
log ρβ. (59)
Furthermore, there exist two constants 0 < c1 ≤ c2 < ∞ independent of β such that for
every β > 0
c1e
−β˜(X\{s}) ≤ ρβ ≤ c2e−β˜(X\{s}). (60)
4 Proof of Results for General Metropolis Markov Chain
In this section we prove the results presented in Sect. 3 for a Metropolis Markov chain
{Xβt }t∈N with energy landscape (X , H, q) and inverse temperature β. For compactness, we
will suppress the implicit dependence on the parameter β in the notation.
4.1 Proof of Lemma 3.8
Ifω ∈ optx,A, then triviallyω ∈ x,A.Moreover, we claim thatω ∈ optx,A impliesω ⊆ C+A (x).
Indeed, by definition of an optimal path and inequality (26), it follows that an optimal path
cannot exit from C+A (x) since
ω = (x, A) < H
(
F(∂C+A (x))).
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The reverse implication follows from the minimality of C+A (x), which guarantees that
(x, A) = maxz∈C+A (x) H(z). unionsq
4.2 Proof of Proposition 3.10
Wefirst prove the lower bound (33) and, in the second part of the proof, the upper bound (34).
Consider the event {τ xA < eβ(min(x,A)−ε)} first. There are two possible scenarios: Either
the process exits from the cycle C+A (x) before hitting A or not. Hence,
Pβ
(
τ xA < e
β(min(x,A)−ε)
)
= Pβ
(
τ xA < e
β(min(x,A)−ε), τ xA < τ
x
∂C+A (x)
)
+Pβ
(
τ x
∂C+A (x)
≤ τ xA < eβ(min(x,A)−ε)
)
≤ Pβ
(
τ xA < e
β(min(x,A)−ε), τ xA < τ
x
∂C+A (x)
)
+Pβ
(
τ x
∂C+A (x)
< eβ(min(x,A)−ε)
)
. (61)
The quantity Pβ(τ x
∂C+A (x)
< eβ(min(x,A)−ε)) is exponentially small in β for β sufficiently
large, thanks to Theorem 3.2(i) and to the fact that min(x, A) < (C
+
A (x)). In order to
derive an upper bound for the first term in the right-hand side of (61), we introduce the
following set
Zopt :=
{
z ∈ RA(x) \ A | (z, A) ≥ min(x, A)
}
.
By definition (29) of min(x, A), every optimal path ω ∈ optx,A must inevitably visit a cycle
of depth not smaller than min(x, A) and therefore it has to enter the subset Zopt before
hitting A. Hence, for every z ∈ Zopt, conditioning on the event {τ xA < τ x∂C+A (x), Xτ xZopt = z},
we can write
τ xA
d= τ xz + τ zA,
and, in particular, τ xA ≥st τ zA. Using this fact, we get that there exists some k2 > 0 such that
for β sufficiently large
Pβ
(
τ xA < e
β(min(x,A)−ε), τ xA < τ
x
∂C+A (x)
)
= Pβ
(
τ xA < τ
x
∂C+A (x)
)
× Pβ
(
τ xA < e
β(min(x,A)−ε) | τ xA < τ x∂C+A (x)
)
≤ Pβ
(
τ xA < τ
x
∂C+A (x)
)
×
∑
z∈Zopt
Pβ
(
τ xA < e
β(min(x,A)−ε) | τ xA < τ x∂C+A (x), Xτ xZopt = z
)
×Pβ
(
Xτ xZopt
= z
)
≤ Pβ
(
τ xA < τ
x
∂C+A (x)
)
×
∑
z∈Zopt
Pβ
(
τ zA < e
β(min(x,A)−ε)
)
Pβ
(
Xτ xZopt
= z
)
≤ Pβ
(
τ xA < τ
x
∂C+A (x)
) ∑
z∈Zopt
Pβ
(
τ zA < e
β((z,A)−ε))
Pβ
(
Xτ xZopt
= z
)
≤ Pβ
(
τ xA < τ
x
∂C+A (x)
) ∑
z∈Zopt
Pβ
(
τ z∂CA(z)
< eβ((z,A)−ε)
)
Pβ
(
Xτ xZopt
= z
)
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≤ Pβ
(
τ xA < τ
x
∂C+A (x)
) ∑
z∈Zopt
e−k2β · Pβ
(
Xτ xZopt
= z
)
= Pβ
(
τ xA < τ
x
∂C+A (x)
)
· e−k2β
≤ e−k2β, (62)
where we used Theorem 3.2(i) and the fact that τ zA ≥ τ z∂CA(z) and (CA(z)) = (z, A)≥ min(x, A) for every z ∈ Zopt.
For the upper bound, we can argue that
Pβ
(
τ xA > e
β(max(x,A)+ε)
)
= Pβ
(
τ xA > e
β(max(x,A)+ε), τ xA < τ
x
∂C+A (x)
)
+ Pβ
(
τ xA > e
β(max(x,A)+ε), τ x
∂C+A (x)
≤ τ xA
)
≤ Pβ
(
τ xA > e
β(max(x,A)+ε), τ xA < τ
x
∂C+A (x)
)
+ Pβ
(
τ x
∂C+A (x)
≤ τ xA
)
.
The second term is exponentially small in β thanks to Theorem 3.2(iii) applied to the cycle
C+A (x), to which both x and at least one state of A belong.
We now turn our attention to the first term. If the Markov chain {Xt }t∈N hits the target set
A before exiting from the cycle C+A (x), then it has been following an optimal path and, in
particular, before hitting A it can have visited only states in the set RA(x) \ A. Consider a
state z ∈ RA(x)\ A. By definition of RA(x), z can be reached from x by means of an optimal
path, i.e., there exists a path ω∗ : z → x such that ω∗ ≤ (x, A). This fact implies that
(z, A) ≤ (x, A) and thus for every path in ω ∈ optz,A, we can obtain a path that belongs
to optx,A by concatenating ω
∗ and ω. Hence,
max(z, A) ≤ max(x, A). (63)
Lemma 3.11 guarantees the existence of a cycle-path C1, . . . ,Cn vtj-connected to A such
that z ∈ C1 and C1, . . .Cn ∈ M(X \ A). From the fact that this cycle-path is vtj-connected
and Lemma 3.12, it follows that H(B(Ci )) ≤ (x, A). Definition (30), inclusion (40) and
inequality (63) imply that
(Ci ) ≤ max(x, A), i = 1, . . . , n.
For every i = 2, . . . , n take a state yi ∈ B(Ci−1) ∩ Ci .Furthermore, take y1 = z and
yn+1 ∈ B(Cn) ∩ A. Consider the set of paths
Eε,z,A := Eε,z,A
(
y1,C1, y2,C2, . . . , yn,Cn, yn+1
)
consisting of the paths constructed by the concatenation of anyn-tuple of pathsω(1), ω(2), . . . ,
ω(n) satisfying the following conditions:
(1) The path ω(i) has length |ω(i)| ≤ eβ(max(x,A)+ε/4), for any i = 1, . . . , n;
(2) The path ω(i) joins yi to yi+1, i.e., ω(i) ∈ yi ,yi+1 , for any i = 1, . . . , n;
(3) All the states ω(i)j belong to Ci for any j = 1, . . . , |ω(i)| − 1, for any i = 1, . . . , n.
We stress that the first condition restricts the set Eε,z,A to paths that spend less than
eβ(max(x,A)+ε/4) time in cycle Ci , for every i = 1, . . . n. Note that the length of any path
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ω ∈ Eε,z,A satisfies the upper bound |ω| ≤ |X |eβ(max(x,A)+ε/4). Moreover, since the state
space X is finite, for β sufficiently large
|ω| ≤ |X |eβ(max(x,A)+ε/4) ≤ eβ(max(x,A)+ε/2) ∀ω ∈ Eε,z,A.
Therefore, for every z ∈ RA(x) \ A
Pβ
(
τ zA ≤ eβ(max(x,A)+ε/2)
)
≥ Pβ
(
τ zA ≤ eβ(max(x,A)+ε/2), (Xm)
τ xA
m=1 ∈ Eε,z,A
)
= Pβ
(
(Xm)
τ zA
m=1 ∈ Eε,z,A
)
.
Using the Markov property, we obtain that for any ε′ > 0 and β sufficiently large
Pβ
(
(Xm)
τ xA
m=1 ∈ Eε,z,A
)
=
n∏
i=1
Pβ
(
τ
yi
∂Ci
≤ eβ(max(x,A)+ε/4), X yi
τ
yi
∂Ci
= yi+1
)
≥ e−βε′n ≥ e−βε′|X |,
where the second last inequality follows fromTheorem3.2(v). Since e−βε′|X | does not depend
on the initial state z,
inf
z∈RA(x)\A
Pβ
(
τ zA ≤ eβ(max(x,A)+ε/2)
)
≥ e−βε′|X |.
Applying iteratively the Markov property at the times keβ(max(x,A)+ε/2), with k =
1, . . . , eβε/2, we obtain that
Pβ
(
τ xA > e
β(max(x,A)+ε), τ xA < τ
x
∂C+A (x)
)
≤
(
sup
z∈RA(x)\A
Pβ
(
τ zA > e
β(max(x,A)+ε/2)
))eβε/2
≤
(
1 − e−βε′|X |
)eβε/2 ≤ e−eβ(ε/2−ε′ |X |) .
We remark that we can take the supremum over the states in RA(x) \ A, since all the other
states in C+A (x) \ RA(x) cannot be reached by means of an optimal path (i.e., without exiting
from C+A (x)) before visiting the target subset A. Choosing ε′ > 0 small enough and β
sufficiently large, we get that e−eβ(ε/2−ε
′ |X |) ≤ e−kβ for any k > 0. unionsq
4.3 Proof of Lemma 3.12
Take a path ω ∈ x,A and the corresponding cycle-path G(ω) = (C1, . . . ,Cm(ω)).
We first show that ω /∈ vtjx,A implies that (ωi+1, A) > (ωi , A) for some 1 ≤ i ≤
|ω|. If ω /∈ vtjx,A, then the cycle-path G(ω) = (C1, . . . ,Cm(ω)) is not vtj-connected to A,
which means that there exists an index 1 ≤ k ≤ m(ω) such that ∂Ck ∩ Ck+1 = ∅, but
B(Ck) ∩ Ck+1 = ∅. Take the corresponding index i in the path ω such that ωi ∈ Ck and
ωi+1 ∈ ∂Ck ∩ Ck+1. From the fact that ωi+1 /∈ B(Ck), it follows that

(
ωi+1, A
)
> 
(
ωi , A
)
.
Indeed, ifCk is a trivial cycle, i.e.,Ck = {ωi }, thenωi+1 /∈ B(Ck) implies H(ωi+1) > H(ωi )
and thus

(
ωi+1, A
) ≥ H(ωi+1) > H(ωi ) = (ωi , A),
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where the last equality holds since Ck is a trivial cycle in M(X \ A). In the case where Ck
is a non-trivial cycle, then

(
ωi+1, A
) ≥ H(ωi+1) > H(F(∂Ck)) = (ωi , A),
where the last equality follows from the fact that Ck = CA(ωi ).
We now focus on the converse implication. We want to prove that if ω ∈ vtjx,A then
(ωi+1, A) ≤ (ωi , A) for every i = 1, . . . , |ω|. Consider the index k such that ωi ∈ Ck . If
the statesωi andωi+1 both belong toCk , thenCA(ωi ) = CA(ωi+1) = Ck and(ωi+1, A) =
(ωi , A). If instead ωi and ωi+1 belongs to different cycles, then ωi+1 ∈ B(Ck) ∩ Ck+1 by
definition of cycle-path. If Ck = CA(ωi ) is a non-trivial cycle, then H(ωi+1) = H(F(∂Ck)
and thus

(
ωi+1, A
) ≤ max {(ωi , A), H(ωi+1)} = H(F(∂Ck)) = (ωi , A).
Lastly, if Ck is instead a trivial cycle, then H(ωi+1) ≤ H(ωi ) ≤ (ωi , A) and thus

(
ωi+1, A
) ≤ max {(ωi , A), H(ωi+1)} = (ωi , A).
unionsq
4.4 Proof of Lemma 3.13
In (44) we have used the fact that the only way to exit from the tube TA(x)without having hit
the subset A first is to exit from the non-principal boundary of a cycle C ∈ TA(x). Therefore
Pβ
(
τ x∂TA(x) < τ
x
A
)
=
∑
C∈TA(x)
Pβ
(
τ x∂TA(x) < τ
x
A, Xτ x∂TA(x)−1 ∈ C, Xτ x∂TA(x) /∈ B(C)
)
=
∑
C∈TA(x)
∑
z∈C
Pβ
(
τ x∂TA(x) < τ
x
A, Xτ x∂TA(x)−1 = z, Xτ x∂TA(x) /∈ B(C)
)
≤
∑
C∈TA(x)
|C | sup
z∈C
Pβ
(
Xτ z∂C /∈ B(C)
)
≤
∑
C∈TA(x)
|C |e−kCβ < e−κβ,
for some κ > 0 and β sufficiently large. The second last inequality follows from Theo-
rem 3.2(iv) when C is a non-trivial cycle and directly from definition (37) of B(C) and the
transition probabilities (2)whenC is a trivial cycle. Thanks to the definition (41) of the typical
tube, Pβ(τ x∂TA(x) = τ xA) = 0, since all the states of the target state A that can be hit starting
from x by means of a typical path belong to TA(x) and not to ∂TA(x). The second statement
follows applying the same reasoning to ∂npTA(x) and using the fact ∂npTA(x) ⊂ ∂TA(x). unionsq
4.5 Proof of Proposition 3.15
As mentioned in Sect. 3.4, this proposition is a refinement of Proposition 3.10, so instead of
giving a full proof, we will just describe the necessary modifications.
We first prove (49). Consider the event {τ xA < eβ(min(x,A)−ε)} first. There are two possible
scenarios: Either the process exits the tube TA(x) of typical paths before hitting A or it stays
in TA(x) until it hits A. Hence,
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Pβ
(
τ xA < e
β(min(x,A)−ε)
)
= Pβ
(
τ xA < e
β(min(x,A)−ε), τ xA < τ
x
∂TA(x)
)
(64)
+ Pβ
(
τ x∂TA(x) ≤ τ xA < eβ(min(x,A)−ε)
)
≤ Pβ
(
τ xA < e
β(min(x,A)−ε), τ xA < τ
x
∂TA(x)
)
+ Pβ
(
τ x∂TA(x) ≤ τ xA
)
.
Lemma 3.13 implies that the second term in the right-hand side of (64) is exponentially small
in β. In order to derive an upper bound for the first term in (64), we introduce the set
Zvtj :=
{
z ∈ TA(x) \ A | (z, A) ≥ min(x, A)
}
.
By definition (45) of min(x, A), every typical path ω ∈ vtjx,A must inevitably visit a cycle
of depth not smaller than min(x, A) and therefore has to enter the subset Zvtj before hitting
A. Hence, for every z ∈ Zvtj, conditioning on the event {τ xA < τ x∂TA(x), Xτ xZvtj = z}, we can
write
τ xA
d= τ xz + τ zA,
and in particular we have that τ xA >st τ
z
A. Using this fact and arguing like in (62), we can
prove that there exists κ > 0 such that β sufficiently large such that
Pβ
(
τ xA < e
β(min(x,A)−ε), τ xA < τ
x
∂TA(x)
)
≤ e−κβ .
We now turn our attention to the proof of the upper bound (50). First note that
Pβ
(
τ xA > e
β(max(x,A)+ε)
)
= Pβ
(
τ xA > e
β(max(x,A)+ε), τ xA < τ
x
∂TA(x)
)
+ Pβ
(
τ xA > e
β(max(x,A)+ε), τ x∂TA(x) ≤ τ xA
)
≤ Pβ
(
τ xA > e
β(max(x,A)+ε), τ xA < τ
x
∂TA(x)
)
+ Pβ
(
τ x∂TA(x) ≤ τ xA
)
, (65)
where the the latter term is exponentially small in β for β sufficiently large, thanks to
Lemma 3.13. For the first term in (65), we refine the argument given in the second part
of the proof of Proposition 3.10. Consider a state z ∈ TA(x) \ A. Since TA(z) ⊆ TA(x), it
follows from (47) that
max(z, A) ≤ max(x, A). (66)
Thanks to Lemma 3.11, there exists a cycle-path of maximal cycles C1, . . . ,Cn ⊂ in X \ A
that is vtj-connected to A and such that z ∈ C1. The definition of vtj-connected cycle-path,
Lemma 3.14 and inequality (66) imply that
(Ci ) ≤ max(x, A), ∀ i = 1, . . . , n. (67)
For each i = 2, . . . , n, take a state yi ∈ B(Ci−1) ∩ Ci . Furthermore, take y1 = z and
yn+1 ∈ B(Cn) ∩ A. We consider the collection of paths
E∗ε,z,A := E∗ε,z,A
(
y1,C1, y2,C2, . . . , yn,Cn, yn+1
)
,
which consists of all paths obtainedby concatenating anyn–tuple of pathsω(1), ω(2), . . . , ω(n)
satisfying the following conditions:
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(1) The path ω(i) has length |ω(i)| ≤ eβ(max(x,A)+ε/4), for any i = 1, . . . , n;
(2) The path ω(i) joins yi to yi+1, i.e., ω(i) ∈ yi ,yi+1 , for any i = 1, . . . , n;
(3) All the states ω(i)j belong to Ci for any j = 1, . . . , |ω(i)| − 1, for any i = 1, . . . , n.
This collection is similar to the collection Eε,z,A described in the proof of Proposition 3.10,
but condition (1) here is stronger. Using (67) and arguing as in the proof of Proposition 3.10,
we obtain that
Pβ
(
τ zA ≤ eβ(max(x,A)+ε/2)
)
≥ Pβ
(
(Xm)
τ xA
m=1 ∈ E∗ε,z,A
)
≥ e−βε′|X |.
Since e−βε′|X | does not depend on the initial state z, we get for any ε′ > 0 and β sufficiently
large
inf
z∈TA(x)
Pβ
(
τ zA ≤ eβ(max(x,A)+ε/2)
)
≥ e−βε′|X |,
and thus
Pβ
(
τ xA > e
β(max(x,A)+ε), τ xA < τ
x
∂TA(x)
)
≤
(
sup
z∈TA(x)\A
Pβ
(
τ zA > e
β(max(x,A)+ε/2)
))eβε/2
≤
(
1 − e−βε′|X |
)eβε/2 ≤ e−eβ(ε/2−ε′ |X |) , (68)
by applying iteratively the Markov property at the times keβ(max(x,A)+ε/2), with k =
1, . . . , eβε/2. Choosing ε′ > 0 small enough and β sufficiently large, we get that the right-
hand side of inequality (68) is super-exponentially small in β, which completes the proof of
the upper bound (50). unionsq
4.6 Proof of Theorem 3.17
Since Assumption (A1) holds, we set (x, A) = min(x, A) = max(x, A). The starting
point of the proof is the following technical lemma.
Lemma 4.1 (Uniform integrability) If Assumption (A2) holds, then for any ε > 0 the
variables Y xA(β) := τ xAe−β((x,A)+ε) are uniformly integrable, i.e., there exists β0 > 0 such
that for any δ > 0 there exists K ∈ (0,∞) such that for any β > β0
E
(
Y xA(β)1{Y xA(β)>K }
)
< δ.
Proof The proof is similar to that of [31, Corollary 3.5]. It suffices to have exponential control
of the tail of the random variable Y xA(β) for β sufficiently large, i.e.,
Pβ
(
Y xA(β) > n
)
= Pβ
(
τ xAe
−β((x,A)+ε) > n
)
≤ an,
with a < 1. Assumption (A2) implies that max(z, A) ≤ (x, A) for every z ∈ X \ A.
Then, iteratively using the Markov property gives
Pβ
(
τ xA > ne
−β((x,A)+ε)) ≤ ( sup
z /∈A
Pβ
(
τ zA > e
β((x,A)+ε)))n
≤
(
sup
z /∈A
Pβ
(
τ zA > e
β(max(z,A)+ε)
))n
,
and the conclusion follows from Proposition 3.15. unionsq
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Proposition 3.15 implies that the random variable Y xA(β) := τ xAe−β((x,A)+ε) converges
to 0 in probability as β → ∞. Lemma 4.1 guarantees that the sequence (Y xA(β))β≥β0 is also
uniformly integrable and thus limβ→∞ E|Y xA(β)| = 0. Therefore, for any ε > 0 we have that
for β sufficiently large Eτ xA < e
β((x,A)+ε). As far as the lower bound is concerned, for any
ε > 0 Proposition 3.15 and the identity (x, A) = min(x, A) yield
Eτ xA > e
β((x,A)−ε/2)
Pβ
(
τ xA > e
β((x,A)−ε/2))
≥ eβ((x,A)−ε/2) (1 − e−κβ)
≥ eβ((x,A)−ε).
Since ε is arbitrary, the conclusion follows. unionsq
4.7 Proof of Theorem 3.19
As mentioned before, the strategy is to show that the Markov chain {Xt }t∈N satisfies the
assumptions of [21, Theorem 2.3], which for completeness we reproduce here. For R > 0
and r ∈ (0, 1), we say that the pair (x, A) with A ⊂ X satisfies Rec(R, r) if
sup
z∈X
Pβ
(
τ z{x,A} > R
)
≤ r.
The quantities R and r are called recurrence time and recurrence error, respectively.
Theorem 4.2 [21, Theorem 2.3] Consider a nonempty subset A ⊂ X and x /∈ A such that
Rec(R(β), r(β)) holds and
(i) limβ→∞ R(β)/Eτ xA(β) = 0,
(ii) limβ→∞ r(β) = 0.
Then there exist two functions k1(β)andk2(β)with limβ→∞ k1(β) = 0and limβ→∞ k2(β) =
0 such that for any s > 0
∣∣∣Pβ( τ xA
Eτ xA
> s
)
− e−s
∣∣∣ ≤ k1(β)e−(1−k2(β))s . (69)
Since ˜(X \ (A∪ {x})) < (x, A) by assumption, we can take ε > 0 small enough such
that ˜(X \ (A ∪ {x})) + ε < (x, A). Proposition 3.7 implies that there exists κ > 0 such
that the pair (x, A) satisfies Rec(eβ˜(X\(A∪{x}))+ε), e−κβ) for β sufficiently large, since
sup
z∈X
Pβ
(
τ z{x,A} > e
β(˜(X\(A∪{x}))+ε)
)
≤ e−eκβ .
Clearly r(β) = e−eκβ → 0 as β → ∞ and thus assumption (ii) holds. Assumption (i) is also
satisfied, since
lim
β→∞
1
β
log R(β) = ˜ (X \ (A ∪ {x})) + ε < (x, A) = lim
β→∞
1
β
logEτ xA.
unionsq
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4.8 Proof of Proposition 3.24
The two limits in (59) are an almost immediate consequence of [11, Theorem 5.1] and [32,
Proposition 2.1]. Indeed, we just need to show that the critical depths H2 and H3 (see below
for their definitions) that appear in these two results are equal to ˜(X \ {s}), for any s ∈ X s .
The critical depth H2 is equal to ˜(X \ {s}) by definition, see [11]. Note that this quantity
is well defined, since its value is independent of the choice of s, as stated in [11, Theorem
5.1]. This critical depth is also known in the literature as maximal internal resistance of the
state space X , see [31, Remark 4.4].
The definition of the critical depth H3 is more involved andwe need some further notation.
Consider the two-dimensional Markov chain {(Xt , Yt )}t≥0, where Xt and Yt are two inde-
pendent Metropolis Markov chains on the same energy landscape (X , H, q) and indexed by
the same inverse temperature β. In other words, {(Xt , Yt )}t≥0 is the Markov chain on X ×X
with transition probabilities P⊗2β given by
P⊗2β
(
(x, y), (w, z)
)
= Pβ(x, w)Pβ(y, z) ∀ (x, y), (w, z) ∈ X 2.
The critical depth H3 is then defined as
H3 := ˜ (X × X \ D) ,
where D := {(x, x) | x ∈ X }. Consider the null-cost graph on the set of stable states, i.e., the
directed graph (V, E) with vertex set V = X s and edge set
E =
{ (
s, s′
) ∈ X s × X s ∣∣∣ lim
β→∞ −
1
β
log Pβ
(
s, s′
) = 0}.
[11, Theorem 5.1] guarantees that H2 ≤ H3 and states that if the null-cost graph has an
aperiodic component, then H2 = H3. We claim that this condition is always satisfied by
a Metropolis Markov chain with energy landscape (X , H, q) with a non-constant energy
function H . It is enough to show that for any such a Markov chain there exists at least one
stable state s ∈ X s such that
lim
β→∞ −
1
β
log Pβ(s, s) = 0.
The subset X \ X s is a non-empty set, since H is non-constant. Since q is irreducible, there
exists a state s ∈ X s and x ∈ X \ X s such that q(s, x) > 0. Furthermore, we can choose
s ∈ X s and x ∈ X \ X s such that the difference H(x) − H(s) is minimal. For this stable
state s, the transition probability towards itself reads
Pβ(s, s) = 1 −
∑
y =s
q
(
s, y
)
e−β
(
H(y)−H(s)
)+
= 1 −
∑
s′∈X s , s′ =s
q
(
s, s′
) − ∑
y∈X\X s
q
(
s, y
)
e−β
(
H(y)−H(s)
)+
≥ 1 −
∑
s′∈X s , s′ =s
q
(
s, s′
) − e−β(H(x)−H(s))+ ∑
y∈X\X s
q(s, y)
≥ 1 −
∑
s′∈X s , s′ =s
q
(
s, s′
) − e−β(H(x)−H(s))+ .
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Since q is a stochastic matrix, it follows that 1− ∑s′∈X s , s′ =s q(s, s′) > 0 independently of
β and thus
lim
β→∞ −
1
β
log Pβ(s, s) = 0,
since for every ε > 0 there exists β0 such that Pβ(s, s) ≥ 1 − ∑s′∈X s , s′ =s q(s, s′) −
e−β(H(x)−H(s))+ > e−βε for β > β0. Finally, the bounds (60) follow immediately from [26,
Theorem 2.1], since the quantity m which appears there is equal to ˜(X \ {s}) thanks to
Lemma 3.6. unionsq
5 Energy Landscape Analysis for the Hard-Core Model on Grids
This section is devoted to the analysis of the energy landscapes corresponding to the hard-core
dynamics on the three different types of grids presented in Sect. 2. Starting from geometrical
and combinatorial properties of the admissible configurations, we prove some structural
properties of the energy landscapes XTK ,L ,XGK ,L and XCK ,L . These results are precisely the
model-dependent characteristics that are needed to exploit the general framework developed
in Sect. 3 to obtain the main results for the hard-core model on grids presented in Sect. 2.3.
These structural properties are stated in the next three theorems and the rest of this section
is devoted to their proofs.
Theorem 5.1 (Structural properties ofXTK ,L )Consider the energy landscape corresponding
to the hard-core model on the K × L toric grid graph TK ,L . Then,
(i) ˜(X \ {e, o}) ≤ min{K , L},
(ii) (e, {o}) = min{K , L} + 1 = ˜(X \ {o}).
Theorem 5.1 implies that conditions (53) and (58) hold for the pair (e, {o}) in the energy
landscape (XTK ,L , H, q). HenceAssumptionsA andB are satisfied and the statements of The-
orems 2.1 and 2.2 for a toric grid graph TK ,L follow from Corollary 3.16 and Theorems 3.17
and 3.19, respectively.
Theorem 5.2 (Structural properties ofXGK ,L )Consider the energy landscape corresponding
to the hard-core model on the K × L open grid graph GK ,L . If K L ≡ 0 (mod 2), then
(i) ˜(X \ {e, o}) ≤ min{
K/2, 
L/2},
(ii) (e, {o}) = min{
K/2, 
L/2} + 1 = ˜(X \ {o}).
If instead K L ≡ 1 (mod 2), then
(iii) ˜(X \ {e, o}) < min{
K/2, 
L/2},
(iv) (e, {o})=min{
K/2, 
L/2}+1= ˜(X \{o}) and(o, {e}) = min{
K/2, 
L/2}
= ˜(X \ {e}).
We remark that in the case K L ≡ 1 (mod 2), inequality in (iii) is strict, while inequality
in (i) is not, and this fact is crucial in order to conclude that o is the unique metastable state
of the state space XGK ,L when K L ≡ 1 (mod 2). Using Theorem 5.2, we can check that the
pair (e, {o}) satisfies both Assumptions A and B [since both conditions (53) and (58) hold]
and thus prove the asymptotic properties in Theorems 2.1 and 2.2 for the hitting times τ eo and
τ oe when  is the open grid graph GK ,L .
Theorem 5.3 (Structural properties ofXCK ,L )Consider the energy landscape corresponding
to the hard-core model on the K × L cylindrical grid graph CK ,L . Then
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(i) ˜(X \ {e, o}) ≤ min{K/2, L},
(ii) (e, {o}) = min{K/2, L} + 1 = ˜(X \ {o}).
Using Theorem 5.3, we can check that Assumptions A and B are satisfied by the pair
(e, {o}), and then the statements of Theorems 2.1 and 2.2 for a cylindrical grid graph CK ,L
follow from Corollary 3.16 and Theorems 3.17 and 3.19. The ideas behind the proofs of
these three theorems are similar, but for clarity we present them separately in Sects. 5.1, 5.2
and 5.3.
Denote () := ˜(X \ {e}), where (X , H, q) is the energy landscape corresponding to
the hard-core model on the grid graph . In the case  = GK ,L with K L ≡ 1 (mod 2),
Theorem 5.2 gives that () = min{
K/2, 
L/2}. In all the other cases by symmetry we
have ˜(X \ {e}) = ˜(X \ {o}) and hence, from Theorems 5.1, 5.2 and 5.3 it then follows
that
() =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
min{K , L} + 1 if  = TK ,L ,
min{
K/2, 
L/2} + 1 if  = GK ,L and K L ≡ 0 (mod 2),
min{
K/2, 
L/2} if  = GK ,L and K L ≡ 1 (mod 2),
min{K/2, L} + 1 if  = CK ,L .
Besides appearing in the two main theorems (Theorems 2.1, 2.2), the exponent () also
characterizes the asymptotic order of magnitude of the mixing time tmixβ (,) and of the
spectral gap ρβ() of the hard-core dynamics {Xt }t∈N on  (see Sect. 3.8), as established
in the next theorem.
Theorem 5.4 (Mixing time and spectral gap) For any grid graph  and for any 0 <  < 1,
lim
β→∞
1
β
log tmixβ (,) = () = lim
β→∞ −
1
β
log ρβ().
Furthermore, there exist two constants 0 < c1 ≤ c2 < ∞ independent of β such that for
every β > 0
c1e
−β() ≤ ρβ() ≤ c2e−β().
The proof readily follows from the properties of the energy landscapes established in
Theorems 5.1, 5.2 and 5.3 and by applying Proposition 3.24.
We next introduce some notation and definitions for grid graphs. Recall that  is a K × L
grid graph with K , L ≥ 2 which has N = K L sites in total. We define the energy wastage
of a configuration σ ∈ X on the grid graph  as the difference between its energy and the
energy of the configuration e, i.e.,
U (σ ) := H(σ ) − H(e). (70)
Since H(e) = −
N/2, we have that
U (σ ) = H(σ ) + 
N/2 = 
N/2 −
∑
v∈
σ(v).
Moreover, since e is a stable state,U (σ ) ≥ 0. The functionU : X → R+ ∪ {0} is usually
called virtual energy in the literature [11,17] and satisfies the following identity
U (σ ) = − lim
β→∞
1
β
logμβ(σ),
where μβ is the Gibbs measure (3) of the Markov chain {Xt }t∈N.
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Fig. 7 Illustration of row, column and stripe notation
We denote by c j , j = 0, . . . , L−1, the jth column of, i.e., the collection of sites whose
horizontal coordinate is equal to j , and by ri , i = 0, . . . , K − 1, the ith row of , i.e., the
collection of sites whose vertical coordinate is equal to i , see Fig. 7. In particular, a vertex
is identified by the coordinates ( j, i) if it lies at the intersection of row ri and column c j . In
addition, define the i -th horizontal stripe, with i = 1, . . . , K/2, as
Si := r2i−2 ∪ r2i−1,
and the j -th vertical stripe, with j = 1, . . . , L/2 as
C j := c2 j−2 ∪ c2 j−1,
as illustrated in Fig. 7.
An important feature of the energy wastageU for grid graphs, is that it can be seen as the
sum of the energy wastages on each row (or on each horizontal stripe). More precisely, let
Uj (σ ) be the energy wastage of a configuration σ ∈ X in the ith row, i.e.,
Ui (σ ) := 
L/2 −
∑
v∈ri
σ(v). (71)
Similarly, let USi (σ ) be the energy wastage of a configuration σ ∈ X on the ith horizontal
stripe, i.e.,
USi (σ ) := L −
∑
v∈Si
σ(v) = U2i−2(σ ) +U2i−1(σ ). (72)
Then, we can rewrite the energy wastage of a configuration σ ∈ X as
U (σ ) =
K∑
i=1
Ui (σ ) =

K/2∑
i=1
USi (σ ). (73)
Given two configurations σ, σ ′ ∈ X and a subset of sites W ⊂ , we write
σ|W = σ ′|W ⇐⇒ σ(v) = σ ′(v) ∀ v ∈ W.
We say that a configuration σ ∈ X has a vertical odd (even) bridge if there exists a column
in which configuration σ perfectly agrees with o (respectively e), i.e., if there exists an index
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(a) (b) (c)
Fig. 8 Examples of configurations on the 8×8 toric grid displaying odd bridges or crosses. a Horizontal odd
bridge, b two vertical odd bridges, c odd cross
0 ≤ j ≤ L − 1 such that
σ|c j = o|c j (respectively σ|c j = e|c j ).
We define horizontal odd and even bridges in an analogous way and we say that a configura-
tion σ ∈ X has an odd (even) cross if it has both vertical and horizontal odd (even) bridges;
see some examples in Fig. 8.
We remark that the structure of the grid graph  and the hard-core constraints prohibit
the existence of two perpendicular bridges of different parity, e.g. a vertical odd bridge and
a horizontal even bridge. Bridges and crosses are the geometric feature of the configurations
which will be crucial in the following subsections to prove Theorems 5.1, 5.2 and 5.3.
5.1 Energy Landscape Analysis for Toric Grid Graphs (Proof of Theorem 5.1)
This subsection is devoted to the proof of Theorem 5.1 in the case where  is the toric
grid graph TK ,L . Without loss of generality, we assume henceforth that K ≤ L , and that
K + L > 4, in view of the remark after Theorem 2.2. Recall that by construction of the toric
grid graph, both K and L are even integers. In the remainder of the section we will write X
instead of XTK ,L to keep the notation light.
We first introduce a reduction algorithm, which is used to construct a specific path in X
from any given state in X \ {e, o} to the subset {e, o} and to show that
˜(X \ {e, o}) ≤ K , (74)
which proves Theorem 5.1(i). Afterwards, we show in Proposition 5.6 that
(e, o) − H(e) ≥ K + 1,
by giving lower bounds on the energy wastage along every path e → o. The reduction
algorithm is then used again in Proposition 5.7 to build a reference path ω∗ : e → o which
shows that the lower bound is sharp and hence
(e, o) − H(e) = K + 1,
which, together with (74), proves Theorem 5.1(ii).
The starting point of the energy landscape analysis is a very simple observation: A con-
figuration in X has zero energy wastage in a given row (column) if and only if it has an odd
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or even horizontal (vertical) bridge. The following lemma formalizes this property. We give
the statement and the proof only for rows, since those for columns are analogous.
Lemma 5.5 (Energy efficient rows are bridges) For any σ ∈ X and any i = 0, . . . , K − 1,
Ui (σ ) = 0 ⇐⇒ σ|ri = e|ri or σ|ri = o|ri .
Proof The ith row of the toric grid graph  is a cycle graph with L/2 even sites and L/2
odd sites. If σ|ri = e|ri or σ|ri = o|ri , then trivially there are L/2 occupied sites and hence
Ui (σ ) = 0. Noticing that the configurations e|ri and o|ri on row i correspond to the only two
maximum independent sets of the cycle graph ri proves the converse implication. unionsq
5.1.1 Reduction Algorithm for Toric Grids
We now describe an iterative procedure which builds a path ω in X from a suitable initial
configuration σ (with specific properties, see below) to state o.We call it reduction algorithm,
because along the path it creates the even clusters are gradually reduced and they eventually
disappear, since the final configuration is o.
The algorithm cannot be initialized in all configurations σ ∈ X \ {o}. Indeed, we require
that the initial configuration σ is such that there are no particles in the even sites of the first
vertical stripe C1, i.e., ∑
v∈C1∩Ve
σ(v) = 0. (75)
This technical assumption is required because the algorithm needs “some room” to start
working, aswill become clear later. The pathω is the concatenation of L pathsω(1), . . . , ω(L).
Pathω( j) goes from σ j to σ j+1, where we set σ1 = σ and recursively define for j = 1, . . . , L
σ j+1(v) :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
σ j (v) if v ∈  \ (c j ∪ c j+1),
o(v) if v ∈ c j ,
σ j (v) if v ∈ c j+1 ∩ Vo,
0 if v ∈ c j+1 ∩ Ve.
Clearly, due to the periodic boundary conditions, the column index should be taken modulo
L . It can be checked that indeed σL+1 = o. We now describe in detail how to construct
each of the paths ω( j) for j = 1, . . . , L . We build a path ω( j) = (ω( j)0 , ω( j)1 , . . . , ω( j)K )
of length K + 1 (but possibly with void moves), with ω( j)0 = σ j and ω( j)K = σ j+1. We
start from configuration ω( j)0 = σ j and we repeat iteratively the following procedure for all
i = 0, . . . , K − 1:
– If i ≡ 0 (mod 2), consider the even site v = ( j + 1, i + ( j + 1 (mod 2))).
– If ω( j)i (v) = 0, we set ω( j)i+1 = ω( j)i and thus H(ω( j)i+1) = H(ω( j)i ).
– If ω( j)i (v) = 1, then we remove from configuration ω( j)i the particle in v increasing
the energy by 1 and obtaining in this way configuration ω( j)i+1, which is such that
H(ω( j)i+1) = H(ω( j)i ) + 1.
– If i ≡ 1 (mod 2), consider the odd site v = ( j, i − 1 + ( j + 1 (mod 2))).
– If ω( j)i (v) = 1, we set ω( j)i+1 = ω( j)i and thus H(ω( j)i+1) = H(ω( j)i ).
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– If ω( j)i (v) = 0, then we add a particle in site v obtaining in this way a new con-
figuration ω( j)i+1, with energy H(ω
( j)
i+1) = H(ω( j)i ) − 1. This new configuration is
admissible because all first neighboring sites of v are unoccupied by construction.
In particular, the particle at its right [i.e., that at the site v + (1, 0)] may have been
removed exactly at the previous step.
Note that for the last path ω(L) all the moves corresponding to even values of i are void (there
are no particles in the even sites of c0). The way the path ω( j) is constructed shows that for
every j = 1, . . . , L ,
H
(
σ j+1
) ≤ H (σ j ) ,
since the number of particles added in (the odd sites of) column c j is greater than or equal
to the number of particles removed in (the even sites of) column c j+1. Moreover,
ω( j) ≤ H
(
σ j
) + 1,
since along the path ω( j) every particle removal (if any) is always followed by a particle
addition. These two properties imply that the path ω : σ → o created by concatenating
ω(1), . . . , ω(L) satisfies
ω ≤ H(σ ) + 1.
Proof of Theorem 5.1(i) It is enough to show that for every σ ∈ X \ {e, o}
(σ, o) − H(σ ) ≤ K ,
since inequality (74) then follows the equivalent characterization of ˜ given in Lemma 3.6.
To prove such an inequality, we have to exhibit for every σ ∈ X \{e, o} a pathω : σ → o inX
such thatω = maxη∈ω H(η) ≤ H(σ )+K . We construct such a pathω as the concatenation
of two shorter paths, ω(1) and ω(2), where ω(1) : σ → σ ′, ω(2) : σ ′ → o and σ ′ is a suitable
configuration which depends on σ (see definition below).
Since σ = e by assumption, the configuration σ must have a vertical stripe with strictly
less than K even occupied sites. Without loss of generality (modulo a cyclic rotation of
column labels) we can assume that this vertical stripe is the first one, C1, and we define
b :=
∑
v∈C1∩Ve
σ(v) ≤ K − 1. (76)
Define σ ′ as the configuration that differs from σ only in the even sites of the first vertical
stripe, i.e.,
σ ′(v) :=
{
σ(v) if v ∈  \ (C1 ∩ Ve),
0 if v ∈ C1 ∩ Ve.
The path ω(1) = (ω(1)1 , . . . , ω(1)b+1), with ω(1)1 = σ and ω(1)b+1 = σ ′ can be constructed as
follows. For i = 1, . . . , b, in step i we remove from configuration ω(1)i the first particle
in C1 ∩ Ve in lexicographic order obtaining in this way configuration ω(1)i+1, increasing the
energy by 1. Therefore the configuration σ ′ is such that H(σ ′) − H(σ ) = b and
ω(1) = max
η∈ω(1)
H(η) ≤ H(σ ) + b.
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The path ω(2) : σ ′ → o is then constructed by means of the reduction algorithm described
earlier, choosing σ ′ as initial configuration and o as target configuration. The reduction
algorithm guarantees that
ω(2) = max
η∈ω(2)
H(η) ≤ H (σ ′) + 1.
The concatenation of the two paths ω(1) and ω(2) gives a path ω : σ → o which satisfies the
inequality ω ≤ H(σ ) + b + 1, which, using (76), yields
(σ, o) − H(σ ) ≤ b + 1 ≤ K .
unionsq
Proposition 5.6 (Lower bound for (e, o)) Consider the K × L toric grid graph TK ,L with
K ≤ L. The communication height between e and o in the corresponding energy landscape
satisfies
(e, o) − H(e) ≥ K + 1.
Proof We need to show that in every path ω : e → o, there is at least one configuration
with energy wastage greater than or equal to K + 1. Take a path ω = (ω1, . . . , ωn) ∈ e,o.
Without loss of generality, we may assume that there are no void moves in ω, i.e., at every
step either a particle is added or a particle is removed, so that H(ωi+1) = H(ωi ) ± 1 for
every i = 1, . . . , n − 1. Since e has no odd bridge and o does, at some point along the path
ω there must be a configuration ωm∗ which is the first to display an odd bridge, horizontal or
vertical, or both simultaneously. In symbols
m∗ := min {m ≤ n | ∃ i : (ωm)|ri = o|ri or ∃ j : (ωm)|c j = o|c j }.
Clearly m∗ > 2. We claim that U (ωm∗−1) ≥ K + 1 or U (ωm∗−2) ≥ L + 1. We distinguish
the following three cases:
(a) ωm∗ displays an odd vertical bridge only;
(b) ωm∗ displays an odd horizontal bridge only;
(c) ωm∗ displays an odd cross.
These three cases cover all the possibilities, since the addition of a single particle cannot
create more than one bridge in each direction.
For case (a), we claim that the energy wastage of configurationωm∗ on every row is greater
than or equal to one. Suppose by contradiction that there exists a row r such thatUr (σ ) = 0.
Then, by Lemma 5.5, there should be a bridge in row r ; however, it cannot be an odd bridge,
since otherwise we would be in case (c), and it cannot be an even bridge either, because it
cannot coexist with the odd vertical bridge that configuration ωm∗ has. Therefore,
U (ωm∗) =
K−1∑
i=0
Uri (ωm∗) ≥ K .
The previous configuration ωm∗−1 along the path ω differs from ωm∗ in a unique site v∗. By
definition of m∗, v∗ is an odd site and such that ωm∗−1(v∗) = 0 and ωm∗(v∗) = 1. Thus,
U
(
ωm∗−1
) = U(ωm∗−1) + 1 ≥ K + 1.
For case (b) we can argue as in case (a), but interchanging the role of rows and columns,
and obtain that
U
(
ωm∗−1
) ≥ L + 1 ≥ K + 1.
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For case (c), the vertical and horizontal odd bridges thatωm∗ has, must necessarily meet in
the odd site v∗. Having an odd cross, ωm∗ cannot have any horizontal or vertical even bridge.
Consider the previous configuration ωm∗−1 along the path ω, which can be obtained from
ωm∗ by removing the particle in v∗. From these considerations and from the definition of m∗
it follows that ωm∗−1 has no vertical bridge (neither odd or even) and thus, by Lemma 5.5, it
has energy wastage at least one in every column, which amounts to
U
(
ωm∗−1
) ≥ L .
If there is at least one column in which ωm∗−1 has energy wastage strictly greater than one,
we get
U
(
ωm∗−1
) ≥ L + 1,
and the claim is proved. Consider now the other scenario, in which the configuration ωm∗−1
has energy wastage exactly one in every column, which meansU (ωm∗−1) = L . Consider its
predecessor in the path ω, namely the configuration ωm∗−2. We claim that
U
(
ωm∗−2
) = L + 1.
By construction, configuration ωm∗−2 must differ in exactly one site from ωm∗−1 and there-
fore
U
(
ωm∗−2
) = U(ωm∗−1) ± 1.
Consider the case whereU (ωm∗−2) = U (ωm∗−1)−1 = L −1. In this case the configuration
ωm∗−2 must have a zero-energy-wastage column and by Lemma 5.5 it would be a vertical
bridge. If it was an odd vertical bridge, the definition of m∗ would be violated. If it was an
even vertical bridge, it would be impossible to obtain the odd horizontal bridge (which ωm∗
has) in just two single-site updates, since three is the minimum number of single-site updates
needed. Therefore
U
(
ωm∗−2
) = U(ωm∗−1) + 1 = L + 1.
unionsq
The next proposition shows that the lower bound in Proposition 5.6 is sharp and concludes
the proof of Theorem 5.1(ii), in view of (74).
Proposition 5.7 (Reference path) There exists a path ω∗ : e → o in XTK ,L such that
ω∗ − H(e) = K + 1.
Proof We construct such a path ω∗ as the concatenation of two shorter paths, ω(1) and ω(2),
where ω(1) : e → σ ∗ and ω(2) : σ ∗ → o, and prove that ω(1) = H(σ ∗) = H(σ ) + K
and that ω(2) = H(σ ∗) + 1 are satisfied, so that ω∗ = maxη∈ω∗ H(η) = H(e) + K + 1
as desired. The reason why ω is best described as the concatenation of two shorter paths
is the following: The reduction algorithm cannot in general be started directly from e and
the path ω(1) indeed leads from e to σ ∗, which is a suitable configuration to initialize the
reduction algorithm. The configuration σ ∗ differs from e only in the even sites of the first
vertical stripe:
σ ∗(v) :=
{
e(v) if v ∈  \ C1,
0 if v ∈ C1.
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The path ω(1) = (ω(1)1 , . . . , ω(1)K+1), with ω(1)1 = e and ω(1)K+1 = σ ∗ can be constructed as
follows. For i = 1, . . . , K , at step i we remove from configuration ω(1)i the first particle
in C1 ∩ Ve in lexicographic order, increasing the energy by 1 and obtaining in this way
configuration ω(1)i+1. Therefore the configuration σ ∗ is such that H(σ ∗) − H(e) = K and
ω(1) = H(e) + K . The second path ω(2) : σ ∗ → o is then constructed by means of the
reduction algorithm, which can be used since the configuration σ ∗ satisfies condition (75)
and hence is a suitable initial configuration for the algorithm. The algorithm guarantees that
ω(2) = H(σ ∗) + 1 and thus the conclusion follows. unionsq
5.2 Energy Landscape Analysis for Open Grid Graphs (Proof of Theorem 5.2)
We now prove Theorem 5.2 valid for the open grid graph GK ,L . Also in this case, we
assume without loss of generality that K ≤ L . Recall that K and L are positive integers, not
necessarily even as in the previous subsection. In the remainder of the section we will write
X instead of XGK ,L .
We first introduce a modification of the previous reduction algorithm tailored for open
grids. The scope of this reduction algorithm is twofold. It is used first to build a specific path
in X from any given state in X \ {e, o} to the subset {e, o} and to prove that if K L ≡ 0
(mod 2), then
˜
(X \ {e, o}) ≤ 
K/2, (77)
which is Theorem 5.2(i). The same argument also shows that if K L ≡ 1 (mod 2), then
˜
(X \ {e, o}) < 
K/2, (78)
and also Theorem 5.2(iii) is proved. By giving a lower bound on the energy wastage along
every path e → o, we show in Proposition 5.9 that
(e, o) − H(e) ≥ 
K/2 + 1.
Then, using again the reduction algorithm for open grids, we construct a reference path
ω∗ : e → o which proves that the lower bound above is sharp and hence
(e, o) − H(e) = 
K/2 + 1. (79)
In the special case K L ≡ 1 (mod 2), since (o, e) = (e, o) and H(o) = H(e) + 1, we
can easily derive from the last equality that
(o, e) − H(o) = 
K/2. (80)
Lastly, we combine inequality (77) and equation (79) to obtain
˜
(X \ {o}) = 
K/2 + 1,
which concludes the proof of Theorem 5.2(ii). In the special case K L ≡ 1 (mod 2), inequal-
ity (78) and Eq. (80) prove Theorem 5.2(iv), since they yield that
˜
(X \ {e}) = 
K/2.
We need one additional definition: Say that a configuration in X displays an odd (even)
vertical double bridge if there exists at least one vertical stripe Si in which configuration σ
perfectly agrees with o (respectively e), i.e., if there exists an index 1 ≤ j ≤ L/2 such
that
σ|C j = o|C j (respectively σ|C j = e|C j ).
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(a) (b)
Fig. 9 Examples of configurations on the 8 × 8 open grid graph displaying an odd double bridge. a Odd
horizontal double bridge, b odd vertical double bridges
An odd (even) horizontal double bridge is defined analogously. The two types of double
bridges are illustrated in Fig. 9.
Observe that an admissible configuration on the open grid has zero energy wastage in a
horizontal (vertical) stripe if and only if it has an odd or even horizontal (vertical) bridge in
that stripe. The next lemma formalizes this property. We give the statement and the proof
only for horizontal stripes, since those for vertical stripes are analogous. In the special case
of an open grid where K L ≡ 1 (mod 2), the topmost row and the leftmost column need
special treatment, since they do not belong to any stripe. The second part of the following
lemma shows that an admissible configuration has zero energy wastage in that row/column
if and only if they agree perfectly with e therein. Again we will state and prove the result for
the topmost row, the result for the leftmost column is analogous.
Lemma 5.8 (Energy efficient stripes are double bridges) Consider a configuration σ ∈ X .
(i) For any i = 0, . . . , K/2−1, the energy wastageU Si (σ ) in horizontal stripe Si satisfies
U Si (σ ) = 0 ⇐⇒ σ|Si = e|Si or σ|Si = o|Si .
(ii) If additionally K L ≡ 1 (mod 2), then the energy wastage in the topmost row UK−1(σ )
satisfies
UK−1(σ ) = 0 ⇐⇒ σ|rK−1 = e|rK−1 .
Proof We prove statement (i) first. Consider the 2× L grid graph induced by the horizontal
stripe Si : It has L even sites and L odd sites. If σ|Si = e|Si or σ|Si = o|Si , triviallyUSi (σ ) = 0.
Let us prove the converse implication. Denote by et (eb) the number of particles present in
even sites in the top (bottom) row of stripe Si . Analogously, define ot (ob) as the number of
particles present in odd sites in the top (bottom) row of stripe Si . We will show that:
(1) USi (σ ) = 0 and et + eb = 0 ⇐⇒ ot + ob = L;
(2) USi (σ ) = 0 and et + eb > 0 ⇐⇒ ot + ob = L .
Statements (1) and (2 ⇐) are immediate. Thus we focus on the implication (2 ⇒).
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Note that if et + eb ∈ [1, L − 1] particles are present in even sites, then they block at
least et + eb + 1 odd sites, which must then be unoccupied. Indeed in the top row each of
the et particles blocks the odd node at its right and in the bottom row each of the eb particles
blocks the odd node at its left. In one of the two rows, say the top one, there is at least one
even unoccupied site and consider the even site at its right where a particle resides. This
particle blocks also the odd site at its left. Hence ot + ob ≤ L − (et + eb + 1), which gives
USi (σ ) = L − (et + eb + ot + ob) > 0.
We now turn to the proof of statement (ii). The topmost row has L+12 even sites and
L−1
2
odd sites. Denote by e (respectively o) the number of particles present in even (respectively
odd) sites in row rK−1. The energy wastage of σ on this row can be computed asUK−1(σ ) =
L+1
2 − e − o. Trivially, if σ|rK−1 = e|rK−1 , then e = L+12 and thus UK−1(σ ) = 0. Let us
prove the opposite implication. Assume that σ|rK−1 = e|rK−1 , i.e., e < L+12 . If e = 0, then
UK−1(σ ) ≥ 1, since o ≤ L−12 . If instead e ∈ [1, L+12 − 1], then each particle residing in an
even site blocks the odd site at its left, therefore o ≤ L−12 − e, which implies
UK−1(σ ) = L + 1
2
− e − o ≥ L + 1
2
− e −
(
L − 1
2
− e
)
≥ 1.
unionsq
5.2.1 Reduction Algorithm for Open Grids
We now describe the reduction algorithm for open grids, which is a modification of the
reduction algorithm for toric grids that builds a path ω in X from a given initial configuration
σ to either o or e. The reduction algorithm for open grids takes two inputs instead of one:
The initial configuration σ and the target state which is either o or e. This is the first crucial
difference with the corresponding algorithm for toric grid, where the target configuration
was always o. In the following, we first assume that the target state is o and illustrate the
procedure in this case. The necessary modifications when the target state is e are presented
later.
The initial configuration σ for the reduction algorithm must be such that there are no
particles in the even sites of the first column c0, i.e.,∑
v∈c0∩Ve
σ(v) = 0. (81)
This condition ensures that the algorithm has enough “room” to work properly. Note that
condition (81) is different from condition (75) for the reduction algorithm for toric grids,
which requires instead that the even sites of both the first two columns c0 and c1 should be
empty.
The pathω is the concatenation of L pathsω(1), . . . , ω(L). Pathω( j) goes from σ j to σ j+1,
where we set σ1 = σ and recursively define for j = 1, . . . , L as
σ j+1(v) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
σ j (v) if v ∈  \ (c j ∪ c j+1),
o(v) if v ∈ c j ,
σ j (v) if v ∈ c j+1 ∩ Vo,
0 if v ∈ c j+1 ∩ Ve.
This procedure guarantees that σL+1 = o. The path ω( j) for j = 1, . . . , L is constructed
exactly as the path ω( j) for the reduction algorithm for toric grids. Since their construction
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is identical, every path ω( j) enjoys the same properties as those of the original reduction
algorithm, namely
H(σ j+1) ≤ H(σ j ) and ω( j) ≤ H(σ j ) + 1.
This means that the path ω : σ → o created by their concatenation satisfies
ω ≤ H(σ ) + 1.
In the scenario where the target state is e, three modifications are needed. First the initial
state σ must be such that there are no particles in the odd sites of the first column c0, i.e.,∑
v∈c0∩Ve
σ(v) = 0.
Secondly, the sequence of intermediate configurations σ j , j = 1, . . . , L must be modified
as follows: We set σ1 = σ and we define recursively σ j+1 from σ j as
σ j+1(v) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
σ j (v) if v ∈  \ (c j ∪ c j+1),
e(v) if v ∈ c j ,
σ j (v) if v ∈ c j+1 ∩ Ve,
0 if v ∈ c j+1 ∩ Vo.
Lastly, for step i of path ω( j), we need a different offset to select the site v, namely v =
( j, i + ( j (mod 2))) when i ≡ 0 (mod 2) and v = ( j, i − 1 + ( j (mod 2))) when i ≡ 1
(mod 2). One can check that the resulting path ω : σ → e satisfies the inequality
ω ≤ H(σ ) + 1.
Proof of Theorem 5.2 (i) and (ii) It is enough to prove that for every σ ∈ X \ {e, o}

(
σ, {e, o}) − H(σ ) ≤ K/2.
Indeed, this claim, together with the equivalent characterization of ˜ given in Lemma 3.6,
proves simultaneously inequality (77) when K L ≡ 0 (mod 2) and the strict inequality (78)
when K L ≡ 1 (mod 2), since in this case K/2 < 
K/2. To prove such an inequality,
we have to exhibit for every σ ∈ X \ {e, o} a path ω : σ → {e, o} in X such that ω =
maxη∈ω H(η) ≤ H(σ ) + K/2.
Let b be the number of particles present in configuration σ in the odd sites of the leftmost
column of , i.e.,
b :=
∑
v∈c0∩Vo
σ(v).
Every column in  has K/2 odd sites, and hence 0 ≤ b ≤ K/2. Differently from the
proof of Theorem 5.1(i), here the value of b determines how the path ω will be constructed.
We distinguish two cases: (a) b = K/2 and (b) b < K/2.
(a) Assume that b = K/2. In this case, we construct a path ω : σ → o by means of
the reduction algorithm for open grids, choosing as initial configuration σ and as target
configuration o. The way this path is built guarantees thatω ≤ H(σ )+1, which implies
that
(σ, o) − H(σ ) = 1 ≤ K/2.
123
Hitting Time Asymptotics for Hard-Core Interactions on Grids
(b) Assume that b < K/2. In this case we create a path ω : σ → e as the concatenation
of two shorter paths, ω(1) and ω(2), where ω(1) : σ → σ ′, ω(2) : σ ′ → e and σ ′ is a
suitable configuration which depends on σ (see definition below). The reason why ω is
best described as concatenation of two shorter paths is the following: Since b < K/2,
the reduction algorithm can not be started directly from σ and the path ω(1) indeed leads
from σ to σ ′, which is a suitable configuration to initialize the reduction algorithm for
open grids. The configuration σ ′ differs from σ only in the odd sites of the first column,
that is
σ ′(v) :=
{
σ(v) if v ∈  \ (c0 ∩ Vo),
0 if v ∈ c0 ∩ Vo.
The path ω(1) = (ω(1)1 , . . . , ω(1)b+1), with ω(1)1 = σ and ω(1)b+1 = σ ′, can be constructed
as follows. For i = 1, . . . , b, at step i we remove from configuration ω(1)i the topmost
particle in c0 ∩ Vo increasing the energy by 1 and obtaining in this way configuration
ω
(1)
i+1. Therefore the configuration σ ′ is such that H(σ ′) − H(σ ) = b and
ω(1) = max
η∈ω(1)
H(η) ≤ H(σ ) + b.
The path ω(2) : σ ′ → e is then constructed by means of the reduction algorithm for open
grids described earlier, using σ ′ as initial configuration and e as target configuration. The
reduction algorithm guarantees that
ω(2) = max
η∈ω(2)
H(η) ≤ H (σ ′) + 1.
The concatenation of the two paths ω(1) and ω(2) gives a path ω : σ → e which satisfies
the inequality ω ≤ H(σ ) + b + 1 and therefore
(σ, e) − H(σ ) = b + 1 ≤ K/2.
unionsq
Proposition 5.9 (Lower bound for(e, o)) Consider the K × L open grid graph GK ,L with
K ≤ L. The communication height between e and o in the corresponding energy landscape
satisfies
(e, o) − H(e) ≥ 
K/2 + 1.
Proof It is enough to show that in every pathω : e → o there is at least one configurationwith
energy wastage greater than or equal to 
K/2 + 1. Take a path ω = (ω1, . . . , ωn) ∈ e,o.
Without loss of generality, we may assume that there are no void moves in ω, i.e., at every
step either a particle is added or a particle is removed, so that H(ωi+1) = H(ωi ) ± 1 for
every i = 1, . . . , n − 1. Since e does not have an odd bridge while o does, at some point
along the path ω there must be a configuration ωm∗ which is the first to display an odd bridge,
horizontal or vertical, or both simultaneously. In symbols
m∗ := min {m ≤ n | ∃ i : (ωm)|ri = o|ri or ∃ j : (ωm)|c j = o|c j }.
Clearly m∗ > 2. We claim that U (ωm∗−1) ≥ 
K/2 + 1 or U (ωm∗−2) ≥ 
L/2 + 1. We
distinguish the following three cases:
(a) ωm∗ displays an odd vertical bridge only;
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(b) ωm∗ displays an odd horizontal bridge only;
(c) ωm∗ displays an odd cross.
These three cases cover all possibilities, since the addition of a single particle cannot create
more than one bridge in each direction. Let v∗ ∈  be the unique site where configuration
ωm∗−1 and ωm∗ differ.
For case (a), assume first that v∗ belong to the i∗th horizontal stripe, i.e., v∗ ∈ Si∗ for
some 0 ≤ i∗ ≤ K/2− 1. By construction, v∗ must be an odd site and ωm∗−1(v∗) = 0 and
ωm∗(v∗) = 1 and thus USi∗(ωm∗−1) ≥ 1. We claim that in fact
USi∗
(
ωm∗−1
) ≥ 2.
It is enough to show that USi∗(ωm∗−1) = 1. Suppose by contradiction that USi∗(ωm∗−1) = 1,
then it must be the case that USi∗(ωm∗) = 0, due the addition of a particle in v∗, and by
Lemma 5.8 the horizontal stripe Si∗ must agree fully with o (ωm∗ = e, since it has a particle
residing in v∗ which is an odd site). This fact would imply that ωm∗ has an odd horizontal
bridge, which contradicts our assumption for case (a).
Assume instead that K is odd and that v∗ does not belong to any horizontal stripe and
belongs instead to the topmost row, i.e., v∗ ∈ rK−1. By construction, v∗ must be an odd site
and ωm∗−1(v∗) = 0 and ωm∗(v∗) = 1 and thus UK−1(ωm∗−1) ≥ 1. We claim that in fact
UK−1
(
ωm∗−1
) ≥ 2.
It is enough to show thatUK−1(ωm∗−1) = 1. Suppose by contradiction thatUK−1(ωm∗−1) =
1, then it must be UK−1(ωm∗) = 0, due to the addition of a particle in v∗. By Lemma 5.8
ωm∗ must agree fully with e on this topmost row, but this cannot be the case since ωm∗ has a
particle residing in v∗ which is an odd site.
Moreover, we claim that the energywastage in every horizontal stripe that does not contain
site v∗ (and in the topmost row if K L ≡ 1 (mod 2) and v∗ /∈ rK−1) is also greater than
or equal to 1. Indeed, configuration ωm∗−1 cannot display any horizontal odd bridge (by
definition of i∗) and neither a horizontal even bridge, since ωm∗−1(v∗ + (1, 0)) = 0 and
ωm∗−1(v∗ + (−1, 0)) = 0. Therefore for every i = 1, . . . , K/2 such that v∗ /∈ S j we have
(ωm∗)|Si = o|Si , e|Si and hence, by Lemma 5.8
USi
(
ωm∗
) ≥ 1.
If K is odd, then the topmost row rK−1 cannot be a horizontal odd bridge (our assumption
would be violated) and neither a horizontal even bridge (it would be impossible to obtain the
horizontal odd bridge which ωm∗ has in a single step, the minimum number of steps needed
is two). Therefore, by Lemma 5.8,
UK−1
(
ωm∗−1
) ≥ 1.
There are three possible scenarios:
– K even: There are K/2 − 1 horizontal stripes with positive energy wastage and
USi∗(ωm∗−1) ≥ 2;
– K odd and v∗ /∈ rK−1: There are K/2 − 2 horizontal stripes with positive energy
wastage, UK−1(ωm∗−1) ≥ 1 and USi∗(ωm∗−1) ≥ 2;
– K odd and v∗ ∈ rK−1: There are K/2 − 1 horizontal stripes with positive energy
wastage and UK−1(ωm∗−1) ≥ 2.
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In all three scenarios, by summing the energy wastage of the horizontal stripes (and possibly
that of the topmost row) we obtain
U
(
ωm∗−1
) ≥ 
K/2 + 1.
For case (b)we can argue in a similarway, but interchanging the roles of rows and columns,
and obtain that
U
(
ωm∗−1
) ≥ 
L/2 + 1 ≥ 
K/2 + 1.
For case (c), the vertical and horizontal odd bridges that ωm∗ has, must necessarily meet
in the odd site v∗. Having an odd cross, ωm∗ cannot display any horizontal or vertical even
bridge. Consider the previous configuration ωm∗−1 along the path ω, which can be obtained
fromωm∗ by removing the particle in v∗. From these considerations and from the definition of
m∗ it follows thatωm∗−1 has no vertical bridge (neither odd or even) and thus, by Lemma 5.8,
it has energy wastage at least one in each of the L/2 vertical stripes and possibly in the
leftmost column, if L is odd. In both cases, we have
U
(
ωm∗−1
) ≥ 
L/2.
If there is at least one column in which ωm∗−1 has energy wastage strictly greater than one,
then the proof is concluded, since
U
(
ωm∗−1
) ≥ 
L/2 + 1 ≥ 
K/2 + 1.
Consider now the other scenario, in which the configuration ωm∗−1 has energy wastage
exactly one in every vertical stripe (and possibly in the leftmost column, if L is odd), which
meansU (ωm∗−1) = 
L/2. Consider its predecessor in the path ω, namely the configuration
ωm∗−2. We claim that
U
(
ωm∗−2
) = 
L/2 + 1.
Indeed, by construction, configuration ωm∗−2 must differ in exactly one site from ωm∗−1 and
therefore
U
(
ωm∗−2
) = U(ωm∗−1) ± 1.
Consider the case whereU (ωm∗−2) = U (ωm∗−1)− 1 = 
L/2− 1. In this case the configu-
ration ωm∗−2 must have a zero-energy-wastage vertical stripe and by Lemma 5.8 it would be
a vertical double bridge. If it was a vertical odd double bridge, the definition of m∗ would be
violated. If it was an even vertical double bridge, it would be impossible to obtain the hori-
zontal odd bridge (which ωm∗ has) in just two single-site updates, since three is the minimum
number of single-site updates needed. Therefore
U
(
ωm∗−2
) = U(ωm∗−1) + 1 = 
L/2 + 1.
unionsq
The lower bound for the communication height (e, o) we just proved is sharp, as estab-
lished by the next proposition in which a reference path from e to o is constructed.
Proposition 5.10 (Reference path) There exists a path ω∗ : e → o in XGK ,L such that
ω∗ − H(e) = 
K/2 + 1.
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Proof We describe just briefly how the reference path ω∗ is constructed, since it is very
similar to the one given in the proof of Proposition 5.7. Also in this case, the path ω∗ is the
concatenation of two shorter paths, ω(1) and ω(2), where ω(1) : e → σ ∗ and ω(2) : σ ∗ → o,
where σ ∗ is the configuration that differs from e only in the even sites of the leftmost column:
σ ∗(v) :=
{
e(v) if v ∈  \ c0,
0 if v ∈ c0.
The pathω(1) consists of 
K/2 steps, at each of which we remove the first particle in c0∩
Ve in lexicographic order from the previous configuration. The last configuration is precisely
σ ∗, which has energy H(σ ∗) = H(e) + 
K/2, and, trivially, ω(1) = H(e) + 
K/2.
The second path ω(2) : σ ∗ → o is then constructed by means of the reduction algorithm,
which can be used since configuration σ ∗ is a suitable initial configuration for it, satisfying
condition (81). The algorithm guarantees thatω(2) = H(σ ∗)+1 and thus the concatenation
of the twopathsω(1) andω(2) yields a pathω∗ withω∗ = maxη∈ω H(η) = H(e)+
K/2+1
as desired. unionsq
The statements (ii) and (iv) of Theorem 5.2 can then be easily obtained from Proposi-
tions 5.9 and 5.10, as illustrated at the beginning of Sect. 5.2.
5.3 Energy Landscape Analysis for Cylindrical Grid Graphs (Proof of
Theorem 5.3)
In this subsection we briefly describe how to proceed to prove Theorem 5.3. The cylindrical
grid graphCK ,L is a hybrid between the toric grid and the open grid graphs, since the columns
of CK ,L have the same structure as the columns of the toric grid TK ,L , while the horizontal
stripes of CK ,L enjoy the same structural properties of those of the open grid GK ,L . Along
the lines of Lemmas 5.5 and 5.8 we can prove that the only columns with zero energy wastage
are vertical bridges and the only horizontal stripes with zero energy wastage are horizontal
double bridges.
In order to prove that
(e, o) − H(e) ≥ min{K/2, L} + 1,
one can argue in a similar way as was done for the other two types of grids. Also for the
cylindrical grid, in any path ω : e → o there must be a configuration ωm∗ which is the first
to display a horizontal odd bridge or a vertical odd bridge or both simultaneously, i.e.,
m∗ := min
{
m ≤ n | ∃ i : (ωm)|ri = o|ri or ∃ j : (ωm)|c j = o|c j
}
.
One can prove that
max
{
U
(
ωm∗−1
)
,U
(
ωm∗−2
)} ≥ min{K/2, L} + 1.
We distinguish two cases, depending on whether K/2 ≥ L or K/2 < L . In these two cases,
the proof can be obtained by studying the energy wastage either in the columns or in the
horizontal stripes, in the same spirit as for the toric and open grids in Sects. 5.1 and 5.2,
respectively. Moreover, depending on whether K/2 ≥ L or K/2 < L , we can take the
reference path ω∗ to be the same as in Sects. 5.1 and 5.2, respectively. Lastly, one can show
that
˜
(X \ {e, o}) ≤ min {K/2, L},
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by exploiting what has been done in Sect. 5.1, if K/2 ≥ L , and the strategy adopted in
Sect. 5.2, otherwise.
6 Conclusions
We have studied the first hitting times between maximum-occupancy configurations and
mixing times for the hard-core interaction of particles on grid graphs. In order to do so,
we extended the framework [31] for reversible Metropolis Markov chains. We expect that
similar results for the first hitting time τ xA with a general initial state x and target subset
A can be proved for irreversible Markov chains that satisfy the Friedlin-Wentzell condi-
tion (15). Furthermore, we developed a novel combinatorial method for grid graphs, valid
for various boundary conditions, which shows that the energy landscape corresponding to
hard-core dynamics on grid graphs has no deep cycles and yields the minimum energy barrier
between the two chessboard configurations e and o. We obtained in this way results for the
asymptotic behavior of the first hitting time τ eo in the low-temperature regime.We expect that
our combinatorial approach can be exploited to prove similar results for other graphs which
can be embedded in a grid graph (e.g. triangular or hexagonal lattice) or for the hard-core
model where there are two or more types of particles and the hard-core constraints exist only
between particles of different type. As mentioned earlier, the study of the critical configura-
tions and of the minimal gates along the transition from e to o was beyond the scope of this
paper and will be the focus of future work.
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