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ABSTRACT

The purpose of this research is to present results of an uncertainty and sensitivity
analysis study of commonly used turbulence models in Reynolds-Averaged Navier-Stokes
(RANS) codes due to the epistemic uncertainty in closure coefficients for a set of turbulence
model validation cases that represent the structure of several canonical flow problems. The
study focuses on the analysis of a 2D zero pressure gradient flat plate, a 2D wall mounted
hump, and an axisymmetric shock wave boundary layer interaction, all of which are well
documented on the NASA Langley Research Center Turbulence Modeling Resource website.
The Spalart-Allmaras (SA), the Wilcox (2006) k-m (W2006), and the Menter Shear-Stress
Transport (SST) turbulence models are considered in the stochastic analyses of these flow
problems and the FUN3D Code of NASA was utilized as the flow solver. The uncertainty
quantification approach involves stochastic expansions based on non-intrusive polynomial
chaos to efficiently propagate the uncertainty. Sensitivity analysis is performed with Sobol
indices to rank the relative contribution of each closure coefficient to the total uncertainty
for several output flow quantities.

The results generalize a set of closure coefficients

which have been identified as contributing most to the various output uncertainty for the
problems considered in this study. Mainly, the SA turbulence model is most sensitive to the
uncertainties in the diffusion constant, the log layer calibration constant, and the turbulent
destruction constant. The predictive capability of the W2006 model is most sensitive to the
uncertainties in a dissipation rate constant, the shear stress limiter, and a turbulence-kinetic
energy constant.

Likewise, the SST turbulence model was found to be most sensitive

to a diffusion constants, the log layer calibration constant, and the shear stress limiter.
The results of this study are expected to guide the efforts on improving the accuracy of
RANS predictions through validation experiments and data-driven modeling approaches
for various flow problems by identifying the coefficients for refinement.
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1. INTRODUCTION

The purpose of the study presented in this dissertation is to present and analyze the
results of an uncertainty and sensitivity analysis study of commonly used turbulence models
in Reynolds-Averaged Navier-Stokes (RANS) codes due to the epistemic uncertainty in
closure coefficients for a set of turbulence model validation cases that represent the structure
of several canonical flow problems. This introductory section is organized as follows:
Section 1.1 present the some background information behind this study and includes the
motivation as to why this study was conducted. Section 1.2 presents the objectives of
this dissertation in terms of the cases studied, the turbulence models used in the study,
and the contributions that this study will provide to the community at large. Section 1.3
provides a review of the current literature based on previous work with regard to uncertainty
quantification (UQ) in the field of computational fluid dynamic (CFD) simulations and
includes several studies of turbulence modeling UQ. Finally, Section 1.4 provides the
reader with an outline of this dissertation.

1.1. M OTIVATION
Turbulence is still an unsolved problem in the study of fluid mechanics. The highly
complex turbulent flow is uncertain in nature and thereby poses a difficult problem to
solve. As such, comprehensive understanding of the phenomena has yet to be developed.
Turbulence modelers have worked diligently in the creation of realizable predictive methods
through the use of CFD; however, a lack of the complete understanding of turbulence has
forced these modelers to use dimensional analysis in an effort to close this open problem.
Resulting from the dimensional analysis, groups of constants, called closure coefficients, are
introduced to balance the model equations. The values of these constants are gleaned from
a combination of heuristic methods and empirical studies. Due to their formation, current
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turbulence models used in RANS simulations and used in sub-grid scale modeling of LargeEddy Simulations are not guaranteed to perform well for any arbitrary flow, and can often
fail in flow regimes significantly dissimilar to the experiment used in their formulation.
To help facilitate the advancement of turbulence model development, implemen
tation, application, and validation/verification, the NASA Turbulence Modeling Resource
(TMR) website [1] was developed to provide a centralized location to document RANS
turbulence models. The objective of this website is to provide CFD developers accurate and
current information regarding commonly used RANS turbulence models and a strategy to
verify correct implementation of the models. Additionally, the TMR provides a validation
process to compare CFD results against data in an effort to establish a model’s ability to
reproduce important flow physics whereby a set of test cases are provided that incorporate
fundamental fluid dynamics phenomena.
For the particular case of the the shock wave boundary layer interaction problem
presented in this dissertation, documents reveal that mitigating the effects of uncertainty
in hypersonic flow is a goal of the NASA Hypersonics Project [2]. The assessment of
state-of-the-art CFD code uncertainties for the prediction shock wave turbulent boundary
layer interactions on a compression corner is of primary concern. Under hypersonic flight
conditions, when a turbulent boundary layer encounters a compression corner, unfavorable
processes such as flow separation and localized pressure and heat spikes, can occur. Ad
ditionally, different flow physics are activated as functions of total enthalpy, atmospheric
composition, vehicle size, and vehicle shape [3]. The methods in which a specific turbulence
model treats these phenomenon introduce uncertainties into the predictions. Quantities of
interest to a hypersonic vehicle designer, such as vehicle drag, control surface effectiveness,
and inlet mass capture are significantly impacted as a direct result of model predictions and
associated uncertainties. Understanding the uncertainties from the model predictions can
lead to more robust designs that are not susceptible to these impacts.

3
1.2. O B JE C T IV ES AND CO NTRIBUTIO N S
The purpose of this dissertation is to present uncertainty quantification and sensi
tivity analyses of commonly used turbulence models in RANS codes due to the epistemic
uncertainty in closure coefficients for a number of validation cases documented on the
TMR website [1]. These cases include a 2D Zero Pressure Gradient Flat Plate (2DZP), a
2D NASA Wall-Mounted Hump Separated Flow (2DWMH), and an Axisymmetric Shock
Wave Boundary Layer Interaction at M = 7 (ASWBLI). Three turbulence models are
considered in this study: the Spalart-Allmaras One Equation Model (SA) [4], the Wilcox
(2006) k -w Two-Equation Model (W2006) [5], and the Menter Shear-Stress Transport TwoEquation Model (SST) [6]. This research also includes the refinement and implementation
of stochastic expansion techniques based on polynomial chaos for efficient uncertainty prop
agation and sensitivity metrics derived from non-linear global sensitivity analysis based on
Sobol indices.
It is well-known that RANS models are not designed for strongly separated flows
including shock induced separation. In fact, turbulence models in RANS simulations are
derived and calibrated mostly for low speed attached and mildly separated flows. Because of
this fact, this inherent deficiency would fall under the category of model form uncertainty and
is not the subject of this dissertation. Despite this innate deficiency, RANS simulations are
still used as one of the main analysis and design tools in aerospace industry for various flow
regimes and problems due to its relatively low computational cost compared to Large-Eddy
Simulations (LES) and Direct Numerical Simulations (DNS). This study aims to support
the validation and improvement of RANS turbulence models by identifying a set of closure
coefficients for each model that contribute to the output uncertainty most for different flow
problems so that the future validation and experimental efforts can be prioritized to focus
on the improvement of the accuracy of these coefficients (i.e., reduction of the epistemic
uncertainty of the closure coefficients). The sensitivity information provided in this study
will help the design of the validation experiments that will focus on the refinement of
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the values of coefficients with the highest contribution to the output uncertainty.

The

main contribution of the current work to the literature is that this is the first to study and
generalize the impact of the uncertainty in turbulence model closure coefficients on various
quantities of interest (QoIs) for a set of important canonical flow problems with different
flow structures. The objective is to investigate and identify a common set of coefficients for
each turbulence model which contribute most to the uncertainty for all the flow problems
studied towards making general conclusions and suggestions for potential refinement and
improvement of the turbulence models. Results of the current study are also compared with
previous studies, when appropriate, to generalize the important findings.

1.3. LITER A TU R E R EV IEW
During the engineering design process, it is imperative to understand the uncertainty
embedded within. Whenever a mathematical model is employed to simulate an aerodynamic
system, nearly all parameters that are investigated are assumed to be in their idealized form.
However, despite these idealized assumptions, the real world application of these studies
comprise many uncertainties. In a collaborative effort between NASA, Boeing, and others,
Slotnick et al. [7] document the results of a study to address a strategic plan required by
NASA's Revolutionary Computational Aerosciences (RCA) program in the area of CFD.
One of the main takeaways from this study is their acknowledgment that the predictive
capabilities of CFD to accurately predict turbulent flows in regions of high separability
is severely limited. Their vision for the CFD of the future should include physics-based
predictive modeling of turbulence and should have methods in place to manage errors and
uncertainties from all possible sources, including epistemic uncertainties that arise due to
lack of knowledge.
To reduce the computational expense of performing an uncertainty quantification and
sensitivity analysis of real world engineering problems, an efficient method is required. As
such, a number of previous studies on uncertainty quantification [8, 9, 10, 11] concentrated
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on developing the process of nonintrusive uncertainty quantification to efficiently propagate
uncertainties though the system. The current work employs these nonintrusive methods and
applies them to a set of canonical flow simulations that represent real world aerodynamic
applications.
Previous studies on turbulence model closure coefficient uncertainty focused on
transonic wall-bounded flow problems and hypersonic internal and external flow. Schaefer
et al. [12] investigated turbulence model closure coefficient uncertainty for a transonic bump
problem and an RAE 2822 airfoil. Di Stefano et al. [13] investigated turbulence model clo
sure coefficients for a scramjet isolator and scramjet strut flow field. Erb and Hosder [14]
performed an in-depth anaylsis of the Axisymmetric Shock Wave Boundary Layer Inter
action problem where the flow field QoIs included density, Mach number, and pressure,
while surface and point QoIs included pressure, heat flux, and skin friction distribution
and separation bubble size and drag coefficient. These previous work employed stochastic
expansions to efficiently propagate the uncertainty. Similarly, some aerothermodynamic
studies employed the use of stochastic expansions to perform a uncertainty quantification
and sensitivity analyses. In particular, West et al. [15, 16] studied the uncertainty in convec
tive and radiative heating in hypersonic entry flows. Brune et al. [17, 18] investigated the
uncertainty in the hypersonic flow field, fluid structure interaction, and the thermal response
of a flexible thermal protection system due to uncertainties in flowfield modeling and TPS
properties. Godfrey and Cliff [19] used the sensitivity-equation method to quantify the
sensitivities of the Baldwin-Lomax algebraic, the Spalart-Allmaras one-equation, and the
Wilcox k-m two-equation turbulence models due to closure coefficients but they stopped
short of quantifying the uncertainty in the results. Han and Hosder [20] performed a mixed
uncertainty quantification for the 2DWMH with flow control where they included a scaling
factor on the turbulent eddy viscosity definition in the Spalart-Allmaras model.
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Turgeon et al. [21, 22] developed a general formulation of the continuous sensitivity
equations for use in an uncertainty study of the closure coefficients in the k-e turbulence
model with wall functions on a flat plate simulation. In their study, the uncertainty intervals
over which the turbulence model coefficients were arbitrarily taken. Platteeuw et al. [23]
builds upon this work by utilizing experimental data and direct numerical simulation results
to obtain physically accurate input distributions for the different coefficients. They then
use the probabilistic collocation method to quantify the uncertainty in the solution due to
uncertainties in the standard k-e turbulence model closure coefficients for a flat plate test
case. Further investigation into the k-e turbulence model with wall functions was carried out
by Dunn et al. [24] where they used the Latin hypercube sampling technique to propagate
distributions of the closure coefficients from estimates obtained from experimental data
of a backward-facing step from Pope [25]. Margheri et al. [26] gathered large amounts
of of experimental and numerical data in an effort to characterize the closure coefficient
distributions of the Launder-Sharma low-Reynolds number k-e and Wilcox k-m models.
They show that uncertainties in the experimental data or simulated flow properties leads to
uncertainties in these RANS model coefficients. Xiao and Cinnella [27] recently published
a review paper where they examine both the parametric and structural uncertainties in tur
bulence models by investigating the fundamentals of uncertainty propagation and Bayesian
inference as they pertain to RANS turbulence model uncertainty quantification.
A number of previous studies have investigated the turbulence model uncertainties
in the particular cases of hypersonic shock wave and turbulent boundary layer interactions.
Holden et al. [28] documented a series of experimental studies aimed at assessing the
efficacy of CFD codes for shock wave turbulent boundary layer interactions using cone/flare
and cylinder/flare configurations in high Reynolds number hypersonic flow. They found
agreement between the CFD and the cone/flare configuration only after modifying the
stress-limiter coefficient in the shear stress production equation for the SST turbulence
model. DeBonis et al. [29], presented a turbulence model comparison from a workshop
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focused on CFD predictions of oblique shocks impinging on a turbulent boundary layer.
They noted that because RANS turbulence models are developed and adapted for wellbehaved boundary layers and shear layers, their predictive capabilities for the complex flow
associated with shock boundary layer interactions is unclear and should be the focus of
further research. Gnoffo et al. [3] presented work they conducted as part of the NASA
Fundamental Aeronautics Program in the Hypersonics Project where they assessed the
model form uncertainty of several popular turbulence models. Their study was conducted
on a 2D compression corner configuration at Mach 7 and 14. Three ramp angles were
investigated: a 5.5° ramp which was intended to not induce separation, and 30° and 35°
ramps that were designed to induce separation and engage the more complicated flow
physics. Georgiadis et al. [30] found that the turbulent Prandlt number can have significant
effect on the post-compression corner heating for all turbulence models they considered but
could not define a single value for their high Mach number case. While these past studies
provide significant insight on a model-to-model uncertainty assessment, what is lacking is
a thorough investigation into the model parameters themselves. The current study aims to
provide this by investigating the uncertainty within each model by treating the turbulence
model closure coefficients as uncertain parameters in rigorous uncertainty and sensitivity
analyses. The results are then compared with previous studies when appropriate.

1.4. OU TLIN E
This dissertation is organized as follows: In Section 2, an overview of the test cases
included in this study are presented. Section 3 provides a brief description of the flow
solver used in this study as well as the three turbulence models; including a description of
closure coefficients for each model. In Section 4, the uncertainty quantification (UQ) and
sensitivity analysis methodologies are presented. In Section 5, the results of the UQ study
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is discussed along with a comparison to previous UQ work focusing on relevant turbulence
model closure coefficient uncertainty problems to generalize the findings of the current
study. Finally, in Section 6, major conclusions of the study are presented.
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2. CASE OVERVIEW

This section outlines the flow cases selected for this study. All cases are taken
from the NASA TMR [1] where the applicable boundary conditions are available as well
as a series of refined grids. Section 2.1 discusses the 2D Zero Pressure Gradient Flat
Plate case. Section 2.2 discusses the 2D NASA Wall-Mounted Hump Separated Flow case
and Section 2.3 discusses the Axisymmetric Shock Wave Boundary Layer Interaction case.
All of the cases are validation cases where the CFD results are meant to compare against
experimental data to investigate the model’s ability to reproduce physics. To that end,
the flow cases studied in this dissertation were selected to span an array of representative
flow physics that will potentially be found in typical aerospace engineering applications.
Section 2.4 presents the flow physics that are included in this study and in what cases they
can occur.

2.1. 2D ZER O PRESSU RE GRADIENT FLAT PLATE (2DZP)
This CFD problem is a 2D zero pressure gradient flat plate validation case taken
from the NASA TMR [1]. A graphical overview of the computational domain for the 2D
zero pressure gradient flat plate can be seen in Figure 2.1. The chord has a length of two units
starting from v = 0 while the grid height is one unit which is far enough away to have little
influence on the final solution. The freestream flow is defined by the following quantities:
M ref = 0.2, Tref = 40°R, and R e l = 5 x 106 (based on a length of “ 1” grid unit). All flow
solutions were obtained using the finest grid available on the NASA TMR [1] which is a
545 x385 grid with 449 points on the solid plate and a minimum wall spacing of y = 5 x 10-7,
giving an approximate average y+ = 0.1 over the plate at the Reynolds number of the flow.
The inlet total pressure and temperature ratio are P t / P ref = 1.02828 and Tt / Tref = 1.008
respectively while the exit has a static pressure ratio of P / P ref = 1.0. The surface of the
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Figure 2.1. Computational grid for the 2D zero pressure gradient flat plate case.

flat plate was set to adiabatic solid wall boundary condition while the farfield Riemann
boundary condition is imposed for the top boundary. The inlet extends approximately 0.3
units upstream from the leading edge of the plate. The symmetry boundary condition is
imposed at y = 0 between the inlet and the leading edge of the flat plate.

2.2. 2D NASA W ALL-M OUNTED H U M P SEPARATED FLOW (2DWMH)
This CFD problem is a 2D wall-mounted hump separated flow validation case for
which experimental data is taken from Greenblatt et al [31, 32, 33]. A graphical overview
of the computational domain for the 2D hump problem can be seen in Figure 2.2a while
contours of the velocity flow field can be seen in Figure 2.2b. This validation test case is
used to evaluate the ability of a turbulence model to predict the 2D flow separation from
a smooth body in the presence of adverse pressure gradients and to gauge how well it
predicts the flow’s subsequent reattachment. The chord of the bump is 420 mm in length
and the upstream “run” length is chosen to allow a naturally developed fully turbulent flow.
The freestream flow is defined by the following quantities: M ref = 0.1, Tref = 537°, and
R e c = 936,000 (based on hump chord). All flow solutions were obtained using the finest
available grid from the NASA TMR [1]. This grid contained 210,060 grid points and
has a minimum spacing at the wall of approximately y = 8 x 10-6 grid units giving a y +
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(a) Computational grid (hump region).

(b) Scaled u-velocity contours obtained with SA model.

Figure 2.2. 2D NASA wall-mounted hump case overview.

average between 0.1 and 0.2 at the Reynolds number of the flow. The inlet total pressure
and temperature ratio are P t/ Pref = 1.007 and Tt/Tref = 1.002 respectively while the exit
has a static pressure ratio of P / Pref = 0.99962. The surface of the body is set to adiabatic
solid wall boundary condition while the top grid boundary and plenum floor are modeled
as inviscid walls.

2.3. A X ISY M M ETRIC SH O CK WAVE BOUNDARY LAYER IN TERA CTIO N NEAR
M=7 (ASW BLI)
The last CFD problem in this study is modeled after a hypersonic shock wave and
turbulent boundary layer experiment performed by Kussoy and Horstman [34]. The test
apparatus employed in the experiments were composed of a 10 cm diameter cylinder with
an ogive nose and a 20° flare located 139 cm downstream of the leading edge and can be
seen in Figure 2.3. The experiment was conducted in the NASA Ames 3.5-Foot Hypersonic
Wind Tunnel. Test conditions were set such that the freestream had a total temperature of
900 K , a total pressure of 34 atm, a unit Reynolds number of 7 x 106 m-1, and a Mach
number of 7.2. This experiment has become a model for testing the efficacy of a turbulence
model in predicting hypersonic shock wave and turbulent boundary layer interactions. In
an effort to ease the computational expense associated with the full experimental geometry,
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Figure 2.3. Experimental apparatus for hypersonic shock wave and turbulent boundary
layer experiment.

Georgiadis et al. [30] compared the CFD results from a full geometry configuration to one
where the nose cone was removed. They concluded that the no-cone solution provides
identical results contingent upon an adjustment of the freestream conditions. These recom
mended adjustments (outlined below) were employed in this study of the no-cone geometry.
While the focus of this study is on the quantification of uncertainty due to the variation
of turbulence model coefficients, a comprehensive uncertainty analysis should also include
other uncertainty sources including the uncertainty in geometry and freestream conditions.
However, the ranking of the most significant coefficients in terms of their contribution to
output uncertainty are expected to remain the same in the presence of other uncertainty
sources.
The CFD problem is an axisymmetric shock wave boundary layer interaction val
idation case taken from the NASA TMR [1]. A graphical overview of the axisymmetric
cylinder and 20 degree flare geometry can be seen in Figure 2.4a. The cylinder, with a
radius of 10 cm, begins approximately 80 cm upstream of the 20 degree flare while the grid
height is approximately 50 cm from the centerline of the cylinder. The freestream flow is
defined by the following quantities: M ref = 7.11, Tref = 80K , and R e i = 57060 per cm.
The walls of both the cylinder and the flare are imposed with no-slip boundary conditions
and maintain a constant temperature of 311 K . The remaining boundary conditions can be
seen in Figure 2.4a. Contour lines of P /

can be seen in Figure 2.4b with labeled details
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(a) Overview of the shock wave turbulent (b) Baseline solution showing contours of P /P ^ with
boundary layer interaction problem [1]. shock structure details and compression corner inset.
Figure 2.4. Axisymmetric shock wave boundary layer interaction case overview.

of the shock structure and flow regions. A zoomed in view of the compression corner where
shock wave turbulent boundary layer interaction occurs along with the separated flow region
is also included in the same figure. All solutions were obtained using a ‘1-level down’ grid
from the finest grid available and utilized a dual zone configuration. Each zone is 161 x 201
grid points in the axial and normal directions, respectively. A y + < 1 is enforced on all
surfaces. The first zone begins at the start of the cylinder and continues upstream to a plane
six centimeters aft of the flare. The second zone begins at the plane six centimeters aft of
the flare and continues to the end of the flare.
To further decrease the computational expense of an uncertainty quantification
study, an optimum grid size with an acceptable level of accuracy is desired. As such, a grid
convergence study was performed for each turbulence model using the series of available
grids on the NASA TMR [1] website. The wall heating results in Figure 2.5 shows that
the ‘Grid Level 1’ (161x201 points) used in the current study provides nearly identical
results compared to the fine grid (‘Grid Level 0 ’) solution for all of the turbulence models
considered. Each level down from ‘Grid Level 0 ’ is obtained by reducing the previous grid
level size by a factor of two in each direction (i.e., deleting the every other grid point in
each direction).
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(a) Wall heating for SA turbulence

(b) Wall heating for W2006 turbulence

(c) Wall heating for SST turbulence
model.
Figure 2.5. Grid convergence results for each turbulence model (ASWBLI).
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2.4. FLO W PHYSICS
One of the main objectives of this study is to quantify the uncertainty and sensitivity
of turbulence models due to the variation (or ambiguity) in closure coefficients using a
series of canonical wall bounded CFD cases that span the gamut of flow physics potentially
found in typical aerospace engineering applications to generalize the findings over different
flow regimes. The cases are documented on the NASA TMR [1] as turbulence model
validation cases. Slotnick et al. [7] state there is insufficient use of validation datasets to
drive physics-based improvements to turbulence predictions and so this work aims to help
fill the gap in understanding how the uncertainty in turbulence model closure coefficients
affect the prediction of important QoIs in canonical CFD validation cases. Table 2.1 lists
the three CFD test cases used in this study along with the observed flow physics in each
simulation.

There is an expectation that, with the results obtained in this study, each

turbulence model studied will likely exhibit similar uncertainty and sensitivity behavior
for flow problems which contain the physics outlined in this table. As presented in the
conclusion, one important observation resulting from this study is that certain coefficients
for each turbulence model are found be the most significant contributors to the output
uncertainty regardless of the flow type studied.
The cases in Table 2.1 were chosen such that a wide range of flow physics could be
investigated with some overlap from case to case. The 2DZP is a fundamental incompress
ible aerospace problem that demonstrates the log-law, where either the wall or BL edge
properties are used to characterize the velocity profile. It is often used as a verification
test bed of turbulence models in CFD. The fully attached flow and lack of complicated
flow physics should allow the turbulence model to predict the flow with a high level of
accuracy. The 2DWMH continues in the incompressible regime but introduces a large
region of separated flow. The primary focus of this case is to assess the ability of turbulence
models to predict separation on a 2D smooth body (caused by adverse pressure gradient) as
well as subsequent reattachment and boundary layer recovery. The ASWBLI case rounds
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Table 2.1. Test cases by flow physics (NASA TMR website).
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out the selection by retaining a region of separated flow but introduces compressibility to
the physics as well as shock wave prediction. This case is studied to assess the efficacy of
RANS simulations to recreate the physics of higher Mach number flows including surface
heat flux (aerodynamic heating) and shock induced turbulent boundary layer separation.
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3. COM PUTATIONAL APPROACH

The purpose of this section is to give a brief description of the numerical methods
employed in this dissertation. Outlining the numerical methodology is important for a study
such as this where individual results are to be compared with each other and from results of
previous work. A brief description of the flow solver including the numerical parameters
used in each case is given first in Section 3.1. Following this, Section 3.2 provides details
of the turbulence models employed in this study.

3.1. FUN3D
The CFD code employed for this study was Fun 3D [35], a fully unstructured NavierStokes code developed by NASA Langley Research Center (LaRC). Fun 3D is a RANS
code capable of solving steady and unsteady laminar or turbulent flows from subsonic to
hypersonic speeds using anode-based, three-dimensional, finite volume approach. Modified
forms of FUN3D were employed for this study that made it possible to change the values of
the closure coefficients.
The 2D Zero Pressure Gradient Flat Plate and 2D NASA Wall-Mounted Hump
Separated Flow cases used a similar solution strategy. Both used a modified form of Fun 3D
version 12.4, and all solutions used a Roe, second-order flux differencing scheme with no
flux limiter and second-order spatial accuracy for the viscous terms. The Courant-FriedrichLewy (CFL) numbers for the mean flow and turbulent model equations were increased from
1 to 50 and from 5 to 30, respectfully, during the first 500 iterations. The CFL values were
subsequently fixed at their maximum value for the remaining simulation until steady state
convergence was achieved.
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Due to the different flow physics encountered in the Axisymmetric Shock Wave
Boundary Layer Interaction problem, a slightly modified solution strategy was employed;
an updated version of Fun 3D (13.1) was also used for this problem. All solutions use
the second-order modified Reimann solver of Harten, Lax, and van Leer (HLLC) [36] as
the flux construction scheme and a stencil-based min-mod flux limiter augmented with a
heuristic pressure limiter. Second-order spatial accuracy is used for the viscous terms.
The Mach numbers of the mean flow are systematically ramped from 3.00 to 7.11 with an
intermediate Mach number of 6.00. Before each ramping, the simulation was allowed to
converge to a solution before restarting at a higher Mach number. This ramping allowed
for faster convergence at the desired Mach number when compared to initializing the
simulation at such a high speed. The CFL number for the mean flow and turbulent model
was systematically increased from 0.1 to 10.0 and from 0.01 to 1.0, respectively, during
the first 10,000 iterations of each restarted simulation. Upon reaching a desired solution
convergence and a steady residual level, the flux limiter was frozen to allow the solver to
reach a residual of machine zero which mitigated the oscillation of the solution and the
residuals.

3.2. TURBULENCE M ODELS
This section details the turbulence models as used in this study. In Section 3.2.1,
the SA model, as implemented in the flow solver, is presented and the standard values
of the closure coefficients are tabulated along with the bounded interval over which each
coefficient was varied. A description of the function of each closure coefficient is also
presented. In Section 3.2.2, the same treatment is preformed for the W2006 model; the
model equations are presented followed by the values of the closure coefficients with
accompanying descriptions. Likewise, Section 3.2.3 presents the description of the Menter
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SST model with the values and descriptions of the closure coefficients. Note that the twoequation models (W2006 and SST) are presented in conservative form despite Fun 3D [35]
calculating the flow solutions using the primitive variable form.
3.2.1. Spalart-A llm aras. The Spalart-Allmaras (SA) turbulence model is a one
equation model commonly used in engineering applications for aerodynamic flows. The
origin of the model was motivated by Baldwin and Barth [37] as they attempted to gen
erate a one equation model from the k-e model, but it is more an evolution of the NeeKovasznay [38] with added near-wall and compressibility corrections [4]. The model, due
in part to its single equation nature, is simpler and less computationally expensive than the
multi-equation models while maintaining a robustness required for plausible results. The
SA model is given by
dv
dv
Cbl
-TT + Uj— = Cbl (1 - f t2) Sv - Cw1fw
0 ft2
Ot
OXj
K
i.
1 d I,
OV \
OV OV
+(V + v) — I + Cb2
dx,
dxi dxi
a dxj
yv

!

\

yv

yv.

2
(3.1)

The full formulation of the model is given by Spalart and Allmaras [4]. The closure
coefficient descriptions are given in Table 3.1 and their suggested values are given in
Table 3.2. The closure coefficients also include

cwl =

Cbl
1 + Cb2
+
a
Kz

(3.2)

The turbulent eddy viscosity is computed from:

(3.3)

Vt = p v fvl

where
fvl

X
X 3 + c 3vl

X =V

(3.4)
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and p is the density, v = p / p is the molecular kinematic viscosity, and p is the molecular
dynamic viscosity. Additional definitions are given by the following equations:

(3.5)

s =a +i k -

where ^ = ^J2WijWij is the magnitude of the vorticity, d is the distance from the field point
to the nearest wall, and

A
fv2 = 1 1 + X fv l

r

= min
S K2d 2

fw

=S

1 + c 6w3

1/6

,

g

= r + c w2 (r 6 - r)

^ 6 + C^3

10 ,

ft 2

= Ct3 exp ( - c t4X2) , Wi
lJ

(3.6)
1 I dui

duj

2 \d x j

dxi

Table 3.1 provides a complete listing of the closure coefficients contained within
the SA turbulence model along with a brief explanation of the function of each coefficient.
In Table 3.2, the standard value of each coefficient along with its upper and lower bounds
used in the uncertainty analysis is given. The intervals over which the coefficients are
bounded are taken from a previous work by Schaefer et al. [39], who determined these
values by consulting with the author of this turbulence model (expert opinion) and based
on the available data in the literature. The table also lists whether the coefficient is varied in
the specific CFD case considered. All the coefficients were initially considered as uncertain
variables in a preliminary sensitivity analysis study; the reduced dimension UQ analysis
presented in this dissertaion is performed on the closure coefficients providing at least 95%
of the uncertainty to any of the output quantities of interest identified with the preliminary
sensitivity analysis.
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Table 3.1. SA closure coefficient descriptions.
Coefficient
<x
k

cv1
c w3
ct3
ct4
Cb\
Cb2
cw2

Description
Turbulent Prandtl number, part of diffusion term
Von Karman’s constant; calibrates the log layer slope ^ x = W+
Used in turbulent eddy viscosity calculation and production term. Helps
control the log law intercept
Part of the f w function (in destruction term), which speeds up the decay
rate of the destruction term in the outer region of the boundary layer.
Part of f t2 function (in production and destruction terms), which helps
transition prediction by attracting v = 0 as a solution
Part of f t 2 function (in production and destruction terms), which helps
transition prediction by attracting v = 0 as a solution
Calibrates the growth of vt, which grows as exp (Cb1S t)
Ensures that the integral of v]+Cbl can only increase, and smooths out
velocity profile if (1 + Cb2) /<x > 2
Part of g function, which controls the slope of f w in destruction.
Calibrated to match skin friction coefficient of flat plate

The SA model used in the Axisymmetric Shock Wave Boundary Layer Interaction
analysis employs a variant of the model in which the f t2 term is set to zero. Rumsey and
Spalart [40] found that, particularly for hypersonic simulations, the flow can often remain
laminar and posit that the culprit for this behavior is possibly the f t2 term. The term is
found in the production and destruction terms as seen in Eqs. (3.7) and (3.8), respectively.

(3.7)

Cbi (1 - fti) Sv
,
Cw1 Jw

Cbi ,
2 Jt2
K2

1/ ’

dt

2

(3.8)

where
S =^ +

-fv 2

k2d 2‘

f t 2 = Ct3 exp ( - c f4V 2)

(3.9)
(3.10)

22
Table 3.2. SA closure coefficient epistemic bounds used in UQ study.
Coefficient

Standard Value

Lower Bound

Upper Bound

a
K
CV1
Cw3
Ct3
Ct4
Cb1
Cb2
Cw2

2/3$
0.41$
7.1$

0.6

1.0

0.38
6.9
1.75

0.42
7.3
2.5

1.0

2.0

0.3
0.12893
0.60983
0.05500

0.7
0.13700
0.68750
0.35250

2.0
1.2

0.5
0.1355$
0.622
0.3$

$ denotes Closure Coefficient varied in current work

Both Eqs. (3.7) and (3.8) contain a (1 / d )2 term that becomes very large as d, or the
normal wall distance, becomes very small near the wall, especially for fine grids. Toward
the edges of the epistemic intervals, particularly when ct3 is large and ct4 is small, coupled
with an increasing x (ratio between the turbulence field variable to the molecular kinematic
viscosity, v /v ) as it grows in the boundary layer, the f t2 term can grow prohibitively large.
The product of the large (1 / d )2 and f t2 terms are particularly damaging to the model’s ability
to represent the physics. These non-physical results are represented in Figures 3.1a and
3.1b, which show the results when ct3 and ct4 are at the extremes of their epistemic bounds.
These figures show that the case of a large ct3 and a small ct4 produces an abnormally small
turbulent parameter response and results in flow separation. The presence of the f t2 term
is to attract v = 0 as a solution to the model equation; however, when f t2 is large and d is
small, the model will tend to artificially laminarize the flow inside an otherwise turbulent
boundary layer. As such, the analysis performed in this study sets f t2 to zero, effectively
eliminating ct3 and ct4 from the list of uncertain variables.
3.2.2.

Wilcox-2006 k -m . The Wilcox k-w model is a popular two equation model

for modeling the turbulent kinetic energy of the flow and the length scale of the turbulent
eddies. The first equation, k , transports the turbulent kinetic energy, while the second
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Figure 3.1. Investigation of the f t2 term in the SA model upstream of the shock wave
(S = - 6 cm) (ASWBLI).

equation, a>, is for the specific dissipation of turbulent kinetic energy. The 2006 Wilcox k -m
model updates the original formulation by introducing a cross-diffusion term and built-in
stress limiter [41]. These additions greatly improved the accuracy for free shear flows and
strongly separated flows. The W2006 model is given by

d

(p k)
+
dt

d (pw)
dt

+

dxj
d (p u j u )

=(p u jk )
n
= P _ /3 p w k +
=

yw

d
dxj
2

P _ ^

P + o-k

d
+ _

dxj

/

pk
W

\p + o-w

dk
OXj
pk
m

du
p a d d k dw
+
ddxj j
m OXj OXj

(3.11)
(3.12)

The full formulation of the model is given by Wilcox [41]. The closure coefficient descrip
tions are given in Table 3.3 and their suggested values are given in Table 3.4. The closure
coefficients also include

=
7

f3*

aw ^

(3.13)
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Definitions of the terms in the model include:
„

dui

(3.14)

P =^
2 duk
Pt 2Sij - Si
3 dxk
1 I dui du.
+
Sh =
lJ 2 \ d x j
dxi
Tij

2

(3.15)

n pkSi j
3

(3.16)

and the turbulent eddy viscosity is computed from:

Pt =

pk
to

(3.17)

where:

co = max ^ , Cn

l 2SjjS~j
1

(3.18)

P*

1 duk „
Sn = S i j ---------- Sij
]
] 3 dxk ]

(3.19)

The auxiliary functions are

Xo>

Q j ^ jk^ki
fp

(P * ^ )3

£
1 dUffi r*
S ki = S ki - “ — Ski, Q.ij
2 dx„
0,

P = Pofp,

='
&do,

1 + 85Xo>
1 + 100 Xa
1 I dui

du.

2 \d x i

dxi

dk
dxj
dk
dxj

(3.20)

dw
0
dxj
dw
>0
dxj

Table 3.3 provides a complete listing the closure coefficients contained within the
W2006 turbulence model along with a brief explanation of the function of each coefficient.
Table 3.4 gives the standard value of each coefficient along with its upper and lower bounds
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Table 3.3. W2006 closure coefficient descriptions.
Coefficient
J3*
Clim
K

Description
Relates (rXJ/ k ), which equals « 0.3 in the log layer; multiplies kw in
k -equation of the model
Stress-limiter which improves model accuracy for shear flows and strongly
separated flows
Von Karman’s constant; involved in log layer calibration

fi* /fio

fi0 used in the calculation of fi for ^-equation; ratio approximates the time
decay of homogeneous isotropic turbulence experiments
Multiplies (k/u>) in ^-equation; value chosen to match empirical decay rate
behavior of k and v j as wall distance increases

<Jk

Multiplies (k/u>) in k -equation; value chosen to match empirical decay rate
behavior of k and v j as wall distance increases

Table 3.4. W2006 closure coefficient epistemic bounds used in UQ study.
Lower Bound

Upper Bound

J3*
Clim
K

0.09$
0.875$
0.40$
1.2712

0.0784
0.75
0.38
1.19
0.5
0.5

0.1024

fi*/
(Tw

-H 

Standard Value

-H 

d o

Coefficient

1.0

0.42
1.31
0.7
0.6

$ denotes Closure Coefficient varied in current work

used in the uncertainty analysis. Similar to the SA model, the intervals over which the
coefficients are bounded are from the previous work by Schaefer et al. [39], who determined
these values by consulting with the author of this turbulence model (expert opinion) and
based on the available data in the literature. Likewise, an initial full dimensional sensitivity
analysis of the CFD case was performed and the closure coefficients contributing at least
95% accumulated uncertainty to any output quantity of interest was retained in this reduced
dimension UQ study.
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3.2.3.

M enter-SST. The Menter SST model employs a blending technique to func

tionally combine the k -m and k -e models [6 ]. The intention of this blending is to use the
turbulence models where they are most effective. The SST model utilizes the k -m model
near the wall where it is most accurate then transitions to the k-e in the outer boundary
layer. The SST model is given by

d (p k )
dt
d (pw)
dt

d (p u j k )
dxj
d (puju>)
dxj

d
dk
(p + <rkp t)
dXj L
dXji

(3.21)

y
2
d
dw
— P - ppa>2 + —
(p + a wp t) —
dx j
vt
dx J L
p(TW2 d k dw
+ 2(1 - F\)
m d x jd xj

(3.22)

= P - p*pw k +

The full formulation of the model is given by Menter [6 ]. The closure coefficient descriptions
are given in Table 3.5 and their suggested values are given in Table 3.6. The closure
coefficients also include
_ Pi
yi = o*
p*

o-wi
vF

k2

(3.23)

p2
K2
T2 = — - &w2 —=
P*

(3.24)

As in the W2006 model, P, Tjj, and 5T- are given by:
dui

(3.25)

P =^
2 duk
Pt \ 2Sij - Si
3 dxk
* = i l ^ ± . duA
12 2 \ d x j
dxi /

2
n pkSi j
31

(3.26)
(3.27)
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but the turbulent eddy viscosity is computed from:

^

p a \k
m ax(aim , O.F2)

(3.28)

Each of the constants is a blend of an inner (1) and outer (2) constant, blended via

0 = F i 0 i + (1 - F i) 02

(3.29)

where 0 1 represents constant 1 and 0 2 represents constant 2. Additional functions are given
by

Fi

tanh(arg4),
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vt = — ,
P

F2

a

tanh(arg 2),

= y 2 WijWij,

argi

CDk^

arg2

Wij
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500v \ 4 p a 0>2k
f <k
J3*wd’ d 2w 1 , C D kwd 2

i d k d&>
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m oxj oxj

= max 2

(3.30)
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500v
J3*^d’ d2w

1 I dui

du j \

2

dxi /

where p is the density, vt is the turbulent kinematic viscosity, p is the dynamic viscosity, d
is the distance from the field point to the nearest wall, and a is the vorticity magnitude.
Table 3.5 provides a complete listing the closure coefficients contained within the
Menter SST turbulence model along with a brief explanation of the function of each
coefficient. Table 3.6 gives the standard value of each coefficient along with its upper
and lower bounds used in the uncertainty analysis. Similar to the SA and W2006 models,
the intervals over which the coefficients are bounded are taken from the previous work
by Schaefer et al. [39], who determined these values by consulting with the author of
this turbulence model (expert opinion) and based on the available data in the literature.
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Table 3.5. SST closure coefficient descriptions.
Coefficient

P

Description

& k 1, & k2

Blended and multiplied by ( k / u >) in k -equation; values chosen to match
empirical decay rate of k and v t as wall distance increases

& w1 ,

Blended and multiplied by ( k / u >) in ^-equation; values chosen to match
empirical decay rate of k and v t as wall distance increases

%v2

*/0 1 , f r */

J3*

K
ai

Blend of f r 1 and yS2 used in the calculation of for ^-equation; The
blended ratio approximates the time decay of homogeneous isotropic
turbulence experiments
Relates (r*y/k), which equals « 0.3 in the log layer. Multiplies
k -equation of the model

kw

in

Von Karman’s constant; involved in log layer calibration
Shear stress limiter used in turbulent eddy viscosity definition

Table 3.6. SST closure coefficient epistemic bounds used in UQ study.
Coefficient

Standard Value

Lower Bound

Upper Bound

&k 1
&k2
&w1
&w2
P*/frl
fr*/ 02
fr*
K
ai

0.85

0.7

1.0

0.8

1.0
1.2

-H
d

0.3
0.7
1.19
1.05
0.0784
0.38
0.31

0.856$
1.20 $
1.0870$
0.09$
0.41$
0.31$

0.7
1.0

1.31
1.45
0.1024
0.42
0.40

$ denotes Closure Coefficient varied in current work

Likewise, an initial full dimension sensitivity analysis of the CFD case was performed and
the set of closure coefficients contributing at least 95% uncertainty to any output quantity
of interest was retained in this reduced dimension UQ study.
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4. UNCERTAINTY QUANTIFICATION APPROACH

Uncertainties in computational models fall into two categories: aleatory and epistemic. Aleatory uncertainties represent inherent variations in a system, whereas epistemic
uncertainties arise due to lack of knowledge. In this work, all closure coefficients are treated
as epistemic uncertain variables due to the lack of knowledge in identifying their values
for each particular flow problem. As emphasized in the Introduction, this study is not an
investigation into the model form uncertainty that is due to the fundamental RANS-based
modeling assumptions including missing terms and unmodeled effects (spatial and temporal
turbulent scales). In this dissertation, the parametric uncertainty within each turbulence
model is investigated without actually changing the form of the model. Any reduction
in the uncertainty of the closure coefficients with more knowledge gained via validation
experiments are expected to improve the prediction capability of RANS models for the
simulation of canonical flow problems considered in this study.

Section 4.1 describes

the point-collocation non-intrusive polynomial chaos method utilized to propagate these
epistemic uncertainties through the model. Sobol indices are employed as a measure of
sensitivity and are described in Section 4.2. Lastly, a normalized weighted Sobol index is
introduced in Section 4.3 which provides a measure for the overall contribution of uncer
tainty from each uncertain variable to the QoI based on the sensitivity of that variable and
the magnitude of uncertainty in the solution.

4.1. PO IN T-CO LLO CA TIO N NONINTRUSIVE POLYNOM IAL CHAOS
Rather than resorting to Monte Carlo simulations for uncertainty quantification,
stochastic expansions based on point-collocation non-intrusive polynomial chaos (NIPC)
were employed to reduce computational expense. The strategy of point-collocation NIPC
is to create a surrogate model via least squares approach (i.e., polynomial response surface)

30
by using the CFD output obtained at a number of Latin Hypercube sample points for the
propagation of uncertainty. An explanation of point-collocation NIPC given by West et
al.[15] follows. With the polynomial chaos approach, a stochastic response function a*
(e.g., drag coefficient, pressure or skin friction coefficient at a given point in the flow field)
can be decomposed into separable deterministic and stochastic components within a series
expansion:
p
a*(x, £ ) * Y j ^ (£)a *(x )
/—
0

(4.1)

where or* is the deterministic component and V is the random variable basis functions
corresponding to the ith mode. a* is assumed to be a function of a deterministic vector x,
which includes the spatial coordinates and deterministic parameters of the problem, and of
the n-dimensional standard random variable vector %. In theory, the series in Eq. (4.1) is
infinite, but for practical implementation of the polynomial chaos expansions it is truncated
and a discrete sum is taken over a number of output modes, (P + 1). Further details
on polynomial chaos theory are given by Ghanem [42] and Eldred [43]. There are three
parameters that determine the number of samples required to generate the response surface:
the number of uncertain variables, n; the order of the response surface polynomial, p; and
the oversampling ratio, np. The total number of samples, N s, is then given by

N s — np • (P + 1) —np

(n + p)\
n \p !

(4.2)

The point-collocation NIPC method starts with replacing a stochastic response or random
function with its polynomial chaos expansion in Eq. (4.1). Then, N s vectors are chosen in
random space and the deterministic code (the CFD flow solver in this case) is evaluated at
these points; this is the left-hand side of Eq. (4.1). Finally a linear system of N s equations
is formulated and solved for the spectral modes of the random variables. This system is
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given by:
\ /

&*(x , f t)

T (f t )

T (f t )

^

a*(x, f t)

T t(ft)

T (f t)

TP (f t)

ai

«*( •% f t ^ s- i) )

T (€(NS-i))

^ P (€ (NS-i))

ap

T ( f (*.-i))

(f t)

ao

\

(4.3)

An oversampling ratio of i.0 yields the minimum number of samples required to
produce a response surface. Hosder et al. [44] demonstrated that an oversampling ratio
of np = 2.0 gives a better approximation to the statistics at each polynomial degree they
considered. For this reason, np = 2.0 was used for all of the UQ analyses in this work. Given
np > i.0, Eq. (4.3) is overdetermined and can be solved using a least squares approach.
In the current work, a polynomial order of two (p = 2) was used for all UQ analyses. A
summary of the computational cost for the UQ analysis of each case is included in Table 4.1.
A full dimension analysis was first performed for each turbulence model and for each flow
case. The closure coefficients that were found to provide at least 95% of the uncertainty
to any of the output quantities of interest were carried forward into the reduced dimension
analysis presented here. The purpose for this strategy is to more accurately model the
surrogate used in the NIPC method and therefore rank the contribution to QoI uncertainty
from the significant closure coefficients with a numerically more accurate surrogate model.
Due to the bounded nature of epistemic input uncertainties, Legendre polynomials
are used as the basis functions in this study. Although stochastic response surfaces created
with the NIPC approach allow the calculation of confidence intervals along with various
statistics of the output for probabilistic (aleatory) input, in this study, since all the uncertain
parameters are considered as epistemic uncertain variables, only the maximum and the
minimum of the response will be calculated from the response surface to determine the
epistemic interval for each uncertain output. An important note that should be mentioned
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Table 4.1.
analyses.

Number of CFD evaluations required for full and reduced dimensions UQ

Turbulence
Model

Full Dimension
n p np N s

RD for 2DZP
n p np N s

RD for 2DWMH
n p np N s

SA
W2006
SST

9

7
3
5

72

6

20

4

42

6

6

9

2
2
2

2
2
2

110

56
110

2
2
2

2
2
2

2
2
2

2
2
2

56
30
56

RD for ASWBLI
n p np N s
5
5
7

2
2
2

2
2
2

42
42
72

is that as additional information is gathered that could reduce the epistemic uncertainty of
the closure coefficients (e.g. experimental data), the uncertainty in the values of the QoIs
will also be reduced.

4.2. SOBOL INDEX
Sobol indices (global nonlinear sensitivity indices) were used to rank the relative
contributions of each closure coefficient to the total uncertainty in the output quantities of
interest. Sobol indices can be derived via Sobol decomposition, which is a variance-based
global sensitivity analysis method. This derivation utilizes the polynomial chaos expansion
coefficients calculated in Eq. (4.3). First, the total variance, D , can be written in terms of
the polynomial chaos expansion as shown in Eq. (4.4).
p
D = £ a ) ( t,x )
j =1

d ))

(4.4)

Then, as shown by Sudret [45] and Crestaux et al. [46], the total variance can be decomposed
as:

i=n
i=n-1
i=n- 2
D = ^ Di + ^
D ij +
^
Dij,k +----- + D i,2,...,n
i=1
1<i<j <n
1<i<j<k <n

(4.5)
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where the partial variances (Diu...,is) are given by:

D h,...,is =

Z
a 2p ^
ySe(i'i ,...,is}

,

1 < i\ < . . . < i s < n

(4.6)

Then the Sobol indices (S;rW-s) are defined as,

Sii~is

Dii,...,is
D

(4.7)

which satisfy the following equation:
i=n
i=n-1
i=n-2
Z Si + Z
Si,j +
Z
Si,j,k + • • • + Sl,2,...,n = LO
i=1
1<i<j <n
1<i<j<k<n

(4.8)

The Sobol indices provide a sensitivity measure due to individual contribution from each
input uncertain variable (Si), as well as the mixed contributions ( { Si j }, {S^

}, • • •). As

shown by Sudret [45] and Ghaffari et al. [47], the total (combined) effect ( S ^ ) of an
input parameter i is defined as the summation of the partial Sobol indices that include the
particular parameter:

STi = Z

~

Ll = { ( ^ ’ . . . Ps ) : 3 k , 1 < k < s , fk = 0

(4.9)

For example, with n = 3, the total contribution to the overall variance from the first uncertain
variable (i = 1) can be written as:

S t1 = <Sl + Si,2 + Si,3 + Si,2,3

(4.10)

These formulations show that the Sobol indices can be used to provide a relative ranking
of each input uncertainty to the overall variation in the output with the consideration of
nonlinear correlation between input variables and output quantities of interest.
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4.3. N O RM A LIZED W EIG H TE D SOBOL INDEX
In the numerical modeling of canonical flow problems considered in this dissertation,
it is desirable to determine which sources contribute most to the solution uncertainty and
their location in the flow field so that appropriate uncertainty mitigation efforts, such as the
planning of validation experiments to reduce model form uncertainty, can be established.
To that end, an effort was made to couple the output from the point-collocation NIPC and
the Sobol index approaches. This new metric shown in Eq. (4.11) is called the normalized
weighted Sobol index (NWSI). The NWSI can help identify the location and source for the
largest contribution to the solution uncertainty for flow field and surface quantities.

N W S Imk

Sm£
max (Smem)

(4.11)

This metric for the m th QoI is the product of the Sobol index for the k th uncertain variable
(Smk) and the magnitude of the uncertainty (i.e., the epistemic interval) from the pointcollocation NIPC result (em). This product is then normalized by the maximum value for
each of the quantities of interest. The method for determining the NWSI scales the Sobol
index results to display by the local uncertainty magnitude.
Additionally, the contribution from each uncertain variable can be condensed into
a single quantifiable metric in order to rank the contribution from all the variables over a
domain of interest. The following normalized integrated weighted Sobol index (NIWSI)
given in Eq. (4.12) does this by evaluating a weighted Sobol index metric along the domain.
In this equation, the values in the integrand are a specific uncertain variable's Sobol index
at a particular location and are weighted by the magnitude of the uncertainty at that same
location. This integral is evaluated numerically and is then normalized by the sum of n
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uncertain variable integrals.
JD{s mk (e )em(e )}de
N I W S I mk

£ [fD{Smi(8)em(6)}d6
]
m

(4.12)

i—1
where

N I W S I mk = Normalized integrated weighted Sobol index of the k th uncertain variable
th QoI
for the m th
Smk = Sobol index of the k th uncertain variable for the m th QoI
em = Uncertain bound for the m th QoI
0 = Variable of integration (such as the height of a pitot tube in a pitot rake)
D = Integration domain along 0 (such as the full span of a pitot rake)

An approach such as this enables ranking the extent to which an uncertain variable con
tributes to the output uncertainty over a domain of interest. This ranking can then be
compared to similar studies to establish a pattern of contributing uncertain factors.
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5. RESULTS AND DISCUSSION

This section will present the results from the uncertainty quantification analysis and
discuss the generalization that can be gleaned from comparing this set of canonical flow
cases. Section 5.1 will present the results from the individual flow cases by identifying the
major sources of uncertainty from each of the SA, W2006, and SST turbulence models.
Section 5.2 will then compare the results of the the three cases studied within this dissertation
as well as previous work relevant to this study.

5.1. TEST CASE RESULTS
This section will present the results of the three canonical flow cases. Section 5.1.1
will show the 2D Zero Pressure Gradient Flat Plate results. Section 5.1.2 will present the
findings from the 2D NASA Wall Mounted Hump case. Finally, Section 5.1.3 will present
the results from the Axisymmetric Shock Wave Boundary Layer Interaction case.
5.1.1. 2D Zero P ressure G rad ien t F lat Plate Case. The first case discussed is
the 2DZP case. Stochastic response surfaces were generated at each axial location along
the chord of the flat plate from x /c e [0 , 1] to inspect the uncertainty in the skin friction
coefficient (C f) and the momentum thickness Reynolds number (Ree). The minimum and
maximum values of these quantities were determined from the response surfaces and plotted
along with the baseline case and all the UQ training cases. Additionally, the uncertainty and
sensitivity of the log-law velocity variable (u+) is investigated at specific locations along
the chord.
The SA model is investigated first. In Figures 5.1a and 5.1b, a and k contribute
most to the uncertainty in skin friction coefficient. The major contributor alternates near the
leading edge, and then k becomes the dominant contributor for the majority of the chord.
The results of the momentum thickness Reynolds number is presented next in Figure 5.2.
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(a)

C
/ versus x/c.

(b) NWSI for C/ versus x/c.

Figure 5.1. Skin friction coefficient results for 2DZP (SA model).

Figure 5.2a shows that the uncertainty in Reg grows uniformly from the leading edge of the
flat plate to the trailing edge as the boundary layer grows across the chord. Figure 5.2b shows
that the largest source of parametric uncertainty in Ree is the log-layer constant, k , and is the
largest at the trailing edge. Figures 5.3a and 5.3b present the evolution of u + profiles along
the length of the chord from the leading edge to the 1/4 chord, 1/2 chord, 3/4 chord, and
the trailing edge. The closure coefficient that provides the most significant uncertainty to
u + is k . Uncertainties in a , cw2, and cv 1 spike near the intersection of the viscous sublayer
with the logarithmic region with the uncertainty in cv 1 extending throughout the logarithmic
region. An additional spike in uncertainty for a and c w2 occurs at the boundary layer edge.
Figures 5.4a and 5.4b show that the W2006 model closure coefficients that contribute
most to the uncertainty in skin friction coefficient are Cum, fi*, and a w. The coefficients
Ciim and fi* dominate the uncertainty at the plate’s leading edge and are responsible for
the large underpredictive uncertainty between x /c = 0.001 and 0.01. After this region,
provides the majority of the uncertainty throughout the remaining chord. Figure 5.5
shows the results of the momentum thickness Reynolds number using the W2006 turbulence
model. The uncertainty in Reg is shown in Figure 5.5a where the epistemic bounds grow
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Figure 5.2. Momentum thickness Reynolds number results for 2DZP (SA model).

along the length of the chord, though the magnitude of this uncertainty is less than the SA
model. It can also be seen that the uncertainty in the closure coefficients tends to lessen
the value of Ree. Figure 5.5b shows that uncertainty in Reg is dominated by the diffusion
constant, a w. Figures 5.6a and 5.6b present the evolution of u + along the length of the
chord starting from the leading edge to the 1/ 4 chord, 1/2 chord, 3/4 chord, and the trailing
edge for the W2006 turbulence model. The closure coefficient contributing most to the u+
uncertainty at the leading edge of the plate is Cum and begins at the transition from the
viscous sublayer to the logarithmic region; fi* also contributes to the uncertainty in this
region but to a lesser extent. After the leading edge, the uncertainty is dominated by
where the extent of uncertainty grows throughout the logarithmic region of the boundary
layer with maximum uncertainty at each station occurring at the boundary layer edge. Cum
and fi* contribute almost equally to the uncertainty with spikes observed at the viscous
sublayer to logarithmic region transition location and at the boundary layer edge.
The SST model closure coefficients that contribute the most uncertainty to the skin
friction coefficient solution are investigated in Figures 5.7a and 5.7b. Here, fi* dominates the
uncertainty contribution while a few of the remaining coefficients play minor roles at either
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0.25

0.5

0.75

x/c

(a) u+ versus y along the chord.

(b) NWSI for u+versus y along the chord.
Figure 5.3. u + results for 2DZP (SA model).

the leading-edge location (a\ an d (3*/(3\) or at the trailing edge (a w\ and (3*/(3\ ). The SST
turbulence model results of the momentum thickness Reynolds number is presented next
in Figure 5.8. Figure 5.8a shows that, like the results from the SA and W2006 turbulence
models, the uncertainty in Reg grows uniformly across the flat plate from the leading edge to
the trailing edge. The epistemic bounds are largest in this model compared to the previous
two and the closure coefficient uncertainty tends to increase the value of Reg. Figure 5.8b
shows that the dominate source of Reg uncertainty comes from [3* and is largest at the
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Figure 5.4. Skin friction coefficient results for 2DZP (W2006 model).

trailing edge. Figures 5.9a and 5.9b present the evolution of u + uncertainty along the chord
from the leading edge to the 1/4 chord, 1/2 chord, 3/4 chord, and the trailing edge for
the SST turbulence model. The closure coefficient that contributes most to the uncertainty
is fi* at every station. The large contribution to the uncertainty begins at the intersection
of the viscous sublayer with the logarithmic layer and continues to grow throughout the
logarithmic region. There exists a small spike in the contribution from a w1 at the viscous
sublayer to logarithmic transition and an additional spike from both

1 and fi*/fi1 at the

boundary layer edge. An important fact to note is the comparatively large uncertainty band
in the Cf, Reg, and u + prediction from the SST model that is nearly twice as large as the
SA and W2006 results. The significantly larger uncertainty intervals indicate the sensitive
nature of the SST model to the variation in its closure coefficients.
Following the qualitative analysis, a quantitative assessment of the level of contribu
tion of each coefficient to the overall uncertainty is performed. Table 5.1 lists the NIWSI for
the skin friction predictions for the closure coefficients of each model while Table 5.2 does
the same for the momentum thickness Reynolds number. Table 5.1 shows that k and <r are
the largest contributors to the output uncertainty using the SA turbulence model. Likewise,
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Figure 5.5. Momentum thickness Reynolds number results for 2DZP (W2006 model).

the largest contributor to the W2006 model uncertainty is <rw because of its contribution
over the majority of the chord. The largest source of uncertainty in the SST model for the
skin friction prediction is ft* which is clearly evident in Figure 5.7b. Table 5.2 shows that
the most significant source of uncertainty in Reg using the SA turbulence model is k . The
coefficiant, a w, provides the most uncertainty in Ree predicted from the W2006 model.
Finally, the most significant source of Reg uncertainty using the SST turbulence model is
ft*. The results from this NIWSI study matches the qualitative assessment which gives
validity to this novel approach.
Figure 5.10 shows the NIWSI for the u + results from each model. Figure 5.10a
shows that the coefficient, k , from the SA turbulence model is the largest contributor to the
uncertainty in u+. Likewise, Figure 5.10b shows that <rw provides the most u + uncertainty
in the W2006 model over the majority of the chord and even shows that uncertainty at
the leading edge comes from Cum. Finally, Figure 5.10c shows that the uncertainty in ft*
contributes most to the uncertainty in u + using the SST turbulence model. Comparison of
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(a) u+ versus y along the chord.
10l
0.8

101
1 0 '2 b-

0.6
10 - >

>0.4

(b) NWSI for u+versus y along the chord.
Figure 5.6. u + results for 2DZP (W2006 model).

these metrics with the qualitative assessments made earlier for the skin friction, momentum
thickness Reynolds number, and u+ finds complete agreement for the coefficients identified
as the main sources of output uncertainty.
5.1.2. 2D NASA W all-M ounted H um p Case. The second case investigated is the
2DWMH case. Polynomial response surfaces were generated at each axial location from
x /c e [0.6,2.0], and normalized weighted Sobol indices of each of the turbulence model
closure coefficients were calculated at each location. The minimum and maximum values
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Figure 5.7. Skin friction coefficient results for 2DZP (SST model).

Figure 5.8. Momentum thickness Reynolds number results for 2DZP (SST model).

of C f and Cp were determined from the response surfaces. Plots of C f and Cp versus
x /c contains data for the baseline case, the UQ training cases, the epistemic bounds, and
the experimental data from Greenblatt et al [31, 32, 33] in the separated flow region. The
analysis of the results for the attached region can be found in Erb and Hosder [48].
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x/c

(a) u+ versus y along the chord.

(b) NWSI for u+versus y along the chord.
Figure 5.9. u + results for 2DZP (SST model).

Figures 5.11a and 5.11b present the uncertainty in C f and the associated NWSI
information for the separated region of the flow using the SA turbulence.

The model

underpredicts the skin friction near the reattachment region, and the uncertainty of the
closure coefficients does not adequately capture this behavior. The largest contributions
to the uncertainty in this flow region are a and k with a spike from cw2 at the start of
separation and one from cw3 near the reattachment region. Figures 5.12a and 5.12b show
that the SA model alternates between underpredicting and overpredicting Cp in the separated

Figure 5.10. Normalized integrated weighted Sobol index for u+ results across flat plate.
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Table 5.1. Normalized integrated weighted Sobol index for 2DZP skin friction results.
SA Model
a
K
CV1
Ct3
Ct4
Cb1
Cw2

NIWSI

W2006 Model

0.1305"
0.74411
0.0424'v
3.30E-05V'
2.26E-05V"
0.0066v
0 .0762'"

J3*
Clim

NIWSI
0 .0 8 1 6 '"
0.1071"
0.81127

SST Model
&w\
p* / Pi
p* / Pi
p*
ai

NIWSI
0.1355"
0 .0 9 1 3 '"
0.0019'v
0.7692'
0.0019v

I-VII denotes ranking of significance for each model

Table 5.2. Normalized integrated weighted Sobol index for 2DZP momentum thickness
Reynolds number results.
SA Model
a
K
Cyl
Ct3
Ct4
Cbl
Cw2

NIWSI

W2006 Model

0.1489"
0.7109'
0.0464' v
3.47E-05V'
1.62E-05V"
0.0074v
0 .0863'"

J3*
Clim
(Tw

NIWSI
0 .0 9 8 0 '"
0.1256"
0.7764'

SST Model
&wl
p* / Pi
p* / Pi
p*
ai

NIWSI
0.1175"
0 .0 9 2 3 '"
0.0022IV
0.7863'
0.0017v

I-VII denotes ranking of significance for each model

region of the flow. The epistemic bounds of the coefficient uncertainties do not adequately
capture the experimental data either. In the separation bubble region, the coefficients that
contribute most to the uncertainty are a , k , and cw2. The coefficients, cm , along with the
aforementioned cw2, appear to contribute most to the uncertainty in the reattachment region.
The evolution of u /U m uncertainty versus y/c at various x/c locations inside the
separation bubble was also investigated. Figure 5.13a presents the experimental data and
epistemic uncertainty bounds of u /U m at locations along the separation bubble while
Figure 5.13b presents the NWSIs of the closure coefficients at these locations. The closure
coefficients that contribute most to the uncertainty are a , k , and cw2. The location where
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(a) Separated region C/ distribution.

(b) Separated region NWSI for C/ .

Figure 5.11. Skin friction coefficient results for 2DWMH (SA model).

the SA model begins to underpredict u /U ^ starts with the onset of the separation region.
This underprediction can be seen to begin at x / c = 0.80, near y / c = 0.05 and continues to
grow even beyond the reattachment point.
The ranking of SA model closure coefficients' contributions to the uncertainty for
the drag coefficient and separation bubble size is shown in Table 5.3. The drag coefficient
uncertainty is dominated by k with <r being the second largest contributing source. The
roles are reversed when analyzing the uncertainty in the separation bubble size where <r is
the largest contributing source while k being the second ranked source of uncertainty.
Next, the results for the W2006 model are presented. In Figures 5.14a and 5.14b,
the W2006 turbulence model begins to underpredict the skin friction coefficient in the
separation bubble region. The largest source of skin friction uncertainty comes from Cnm
with <rw and /3* following closely behind. The skin friction results do not appear to be
sensitive to the uncertainty in

. In Figures 5.15a and 5.15b, the W2006 model alternates

between underpredicting and overpredicting Cp in the separated region of the flow. The
epistemic bounds of the coefficient uncertainties do not adequately capture the experimental
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(a) Separated region Cp distribution.

(b) Separated region NWSI for Cp.

Figure 5.12. Pressure coefficient results for 2DWMH (SA model).

Table 5.3. Sobol indices of closure coefficients for Cp and separation bubble size for
2DWMH using the SA model.
Coefficient
a
K
Cv 1
3
Cb 1
Cw2

Cd

Separation Bubble Size

0.220411
0.67751
0.0617111
0.0007v/
0.0327IV
0.0069v

0.49961
0.175111
0.0370v/
0.0915v
0.0983IV
0.0984111

note: I-VI denotes ranking of significance

data. The coefficients that contribute the significant portion of uncertainty are Cum, <rw and
f3*. Much like the skin friction prediction, the pressure coefficient appears to be insensitive
to the uncertainty in

.

Figure 5.16a presents the experimental data and epistemic uncertainty bounds of
u /U M at locations along the separation bubble while Figure 5.16b presents the NWSIs of
the closure coefficients at these locations. As seen in these Figures, the closure coefficients
that contribute most to the solution uncertainty inside the separation bubble are Cnm and
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(a) u/Um versus y along separated flow region.

(b) NWSI for u/Um versus y along separated flow region.
Figure 5.13. Evolution of u /U M uncertainty vs. y inside separation bubble for 2DWMH
(SA model).

<rw. The contribution from f3* grows as the flow progresses through the separation bubble.
Despite a relatively large epistemic interval for the solution of u / U the W2006 model fails
to bound the experimental data for a large portion of the separated flow region. This is in
contrast to the SA model with tighter epistemic uncertainty bounds which is closer to the
experimental data.
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(a) Separated region C/ distribution.

(b) Separated region NWSI for C/ .

Figure 5.14. Skin friction coefficient results for 2DWMH (W2006 model).

Table 5.4 presents the sensitivity results for the drag coefficient and separation
bubble size when using the W2006 turbulence model. The table shows that <rw and Cum
share nearly equal contributions as the top sources for drag coefficient uncertainty; the third
largest contributor is yS*. The top source of separation bubble size uncertainty is Cnm with
yS* being the second largest contributor.
The results from the SST model are investigated in a manner similar to the previous
models. Figures. 5.17a and 5.17b show that, given the uncertainties in the SST turbulence
model, the model captures the experimental skin friction results fairly well. The experi-

Table 5.4. Sobol indices of closure coefficients for C d and separation bubble size for
2DWMH using the W2006 model.
Coefficient
yg*
Clim

Cd

Separation Bubble Size

0.1227111
0.437411
0.43901
0.0009IV

0.257611
0.66451
0.0737111
0.0042IV

note: I-IV denotes ranking of significance
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(a) Separated region Cp distribution.

(b) Separated region NWSI for Cp.

Figure 5.15. Pressure coefficient results for 2DWMH (W2006 model).

mental data is bounded by the epistemic uncertainties throughout the domain of interest.
These bounds, however, are larger than the bounds from the SA and W2006 models. The
coefficients that contribute to these large bounds are <rw2, k, and a i . To a lesser extent,
fi*/f i i and a wi also contribute to the output uncertainty. The pressure coefficient results
can be seen in Figures 5.18a and 5.18b. As with the skin friction coefficient, the pressure
coefficient results are captured within the epistemic bounds of uncertainty in the domain
of interest. Consistent with the uncertainty in skin friction coefficient and the observations
made for the 2DZP case, these bounds are larger in magnitude than the results of the SA
and W2006 models. The coefficients that contribute to these large bounds are a i , k , and
(r w2. Like the skin friction results, fi* / f i i and

i also contribute to the output uncertainty

but at a reduced level.
Figure 5.19a presents the experimental data and epistemic uncertainty bounds of
u/U<x at locations along the separation bubble while Figure 5.19b presents the NWSIs of
the SST model closure coefficients at these locations. As seen in the figures, the closure
coefficients that contribute most to the solution uncertainty inside the separation bubble are
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(a) u/Um versus y along separated flow region.

x/c

(b) NWSI for u/Um versus y along separated flow region.
Figure 5.16. Evolution of u /U M uncertainty vs. y inside separation bubble for 2DWMH
(W2006 model).

a 1, k , and <rw2. &wi is seen to be the largest contributor at the start of the separation bubble
but its contribution is reduced downstream. The epistemic interval for the solution of u /U
using the SST model bounds the experimental data fairly well inside the separated flow
region. The model only slightly underpredicts the data near the wall at the station where
x /c = 1.30.

53

(a) Separated region C/ distribution.

(b) Separated region NWSI for C/ .

Figure 5.17. Skin friction coefficient results for 2DWMH (SST model).

The contribution to the SST model output uncertainty in drag coefficient and sep
aration bubble size measurements are shown in Table 5.5. The largest contributor to drag
coefficient uncertainty is

2 with k trailing closely behind. The closure coefficients yS*|/31

and <rw1 also provide a notable amount of uncertainty. The top source of uncertainty in the
separation bubble size is nearly identical between <rw2, a 1, and k .

Table 5.5. Sobol indices of closure coefficients for C d and separation bubble size for
2DWMH using the SST model.
Coefficient

Cd

0.1257IV
2 0.33941
0.2027111
P IP
0.0033v/
p
K 0.304911
a 1 0.0239^
1

Separation Bubble Size
0.0829v
0.25191
0.1346IV
0.0364v/
0.2466111
0.247611

note: I-VI denotes ranking of significance
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(a) Separated region Cp distribution.

(b) Separated region NWSI for Cp.

Figure 5.18. Pressure coefficient results for 2DWMH (SST model).

Similar to the quantitative analyses made for the 2DZP case, a quantitative assess
ment of the level of contribution of each coefficient to the output uncertainty was performed
for the 2DWMH case. The NIWSI of each coefficient was determined for different QoIs.
Tables 5.6 and 5.7 shows the NIWSI for the skin friction and pressure coefficients, respec
tively. The first set of columns shows the ranking from the SA turbulence model. It can be
clearly seen that the k and <r are the largest sources of skin friction coefficient uncertainty
while the pressure coefficient uncertainty adds cw2 to the list of significant sources. The
main sources of both skin friction and pressure coefficient uncertainty from the W2006
model come from Cum, <rw, and /3*. Lastly, the uncertainty of the SST model predictions
of both skin friction and pressure coefficients come from k,

2, and a \ . The identified

sources of uncertainty for the three models using the NIWSI metric is consistent with the
qualitative assessment made earlier.
A similar quantitative comparison for the flow field uncertainty is performed by
calculating the NIWSI for the coefficients of each turbulence model and is shown in Fig
ure 5.20. Earlier it was determined that a , k , and cw2 contribute the most to the velocity
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(a) u/Um versus y along separated flow region.

x/c

(b) NWSI for u/Um versus y along separated flow region.
Figure 5.19. Evolution of u /U M uncertainty vs. y inside separation bubble for 2DWMH
(SST Model).

uncertainty. Figure 5.20a confirms that these three closure coefficients are the top contrib
utors. The W2006 model closure coefficients that are the most significant to the velocity
uncertainty are Cum, a w, and fi*, as seen in Figure 5.20b. Lastly, Figure 5.20c shows that
the uncertainty in the velocity prediction of the SST model is most influenced by a \, k , <rw\,
and <rw2. These findings confirm the qualitative assessment made earlier.
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Table 5.6. Normalized integrated weighted Sobol index for 2DWMH skin friction results.
SA Model

NIWSI
a 0.3262^
K 0.4059'
CV1 0.0066v/
Cw3 0.0850v
Cb1 0.0880/v
Cw2 0 .0 8 8 4 '"

W2006 Model
J3*
Clim
<Jk

NIWSI
0 .1 6 7 9 '"
0.6103'
0.2046"
0.0171/v

SST Model
^w1
&w2
P*/&2
P*
K
a1

NIWSI
0.0647v
0.2525"
0.1413'v
0.0328v'
0.2786'
0 .2 3 0 1 '"

I-VI denotes ranking of significance

Table 5.7. Normalized integrated weighted Sobol index for 2DWMH pressure coefficient
results.
SA Model

NIWSI
a 0.4302'
K 0 .2 2 4 3 '"
CV1 0.0067v
Cw3 0.0040v'
Cb1 0.1054'v
Cw2 0.2294"

W2006 Model
J3*
Clim
(Tw

NIWSI
0.185377
0.6619'
0 .1 4 9 5 '"
0.0032'v

SST Model
^w 1
&w2
P*/&2
{5*
K
a1

NIWSI
0.1146v
0.2209111
0.1281/v
0.0451'VI
0.2365"
0.2548'

I-VI denotes ranking of significance

5.1.3.

A xisym m etric Shock Wave B oundary Layer Interaction Case. The third

case included in this dissertation is an ASWBLI problem. This section will present selected
results of the uncertainty quantification and sensitivity analysis performed on shock wave
turbulent boundary layer interaction over the axisymmetric cylinder/flare configuration.
Section 5.1.3.1 will present the uncertainty analysis results for selected flow field quantities
of interest. Section 5.1.3.2 will discuss the uncertainty on surface quantities of interest along
with point and integrated quantities. The CFD results of the selected QoIs are compared to
the experimental results from Kussoy and Horstman [34] when available.
5.1.3.1. Flow field uncertainty analysis. Stochastic response surfaces of the flow
field quantities interest are generated normal to the cylinder center line at each of the four
locations investigated in the experiment. These locations are S = { - 6 , 5.5,10.3,15.5} cm

Figure 5.20. Normalized integrated weighted Sobol index across 2DWMH.

Normalized Integrated Weighted Sobol Index

Normalized Integrated Weighted Sobol Index

Normalized Integrated Weighted Sobol Index
o
cQ

io

o

o

o

b>

bo

Ux

58
where the location S = 0 cm corresponds to the vertex of the flare. The quantity, S, is
then measured along the surface of the wall. The normalizing quantity, marked with the
subscript to is taken upstream of the flare at S = - 6 cm and outside of the boundary layer.
The selected quantity of interest presented for the flow station investigation is the
static density ratio p / p TO. For brevity, only this single QoI is presented in this dissertation.
Other QoIs that were examined while studying this problem were the Mach number, the
normalized velocity, u/U&>, the static pressure ratio P/P&>, and the static temperature ratio
T /T to. For the results of these QoI please refer to the papers from Erb and Hosder [14,49,50].
The p / p m results for the SA model can be seen in Figure 5.21, which includes the
baseline density profiles obtained with the nominal values of the closure coefficients, the
epistemic uncertainty bounds, the training data used in the creation of the stochastic response
surfaces and the experimental data at each station. The same figure also includes the NWSI
profiles showing the contribution of each coefficient to the density ratio uncertainty at
each station. The SA turbulence model tends to underpredict the density near the wall
in the separated shear region.

The model then transitions to overpredicting and back

to underpredicting as the density is measured outward from the cylinder centerline and
downstream of the compression corner.

The NWSI plots show that the location with

the most uncertainty in density ratio is the station immediately after the shock in the
reattachment compression fan region (S = 5.5 cm). The coefficient, a , contributes most of
the uncertainty at this location with k and cw2 contributing approximately 38% and 28% of
the uncertainty as a respectively. A similar trend in the W2006 model results can be seen
in Figure 5.22 though the epistemic bounds in the W2006 model are larger when compared
to the SA model. The value of Cum at the station immediately after the compression corner
and in the reattachment compression fan region provides the largest source of uncertainty
while J3* provides approximately 38% as much uncertainty. The coefficient, a w, can also
be seen providing a significant amount of uncertainty especially in the downstream stations
and inside the shear layer. Like the SA and W2006 model predictions, the SST model
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Figure 5.21. Uncertainty (top row) and sensitivity (bottom row) results for the density
profiles at four stations for ASWBLI (SA model).

in Figure 5.23 transitions from under, to over, and back to underpredicting the density
ratio. The largest regions of uncertainty are located inside the shear layer of the flow.
The epistemic uncertainty bounds induced by the SST model constant uncertainties are the
largest between the three models studied. Like the previous models, it is located inside
the reattachment compression fan at S = 5.5 cm. The closure coefficient that contributes
the most to the overall uncertainty in the density result for the SST model is <rw\ with k
contributing approximately 40% the amount of a w\.
Following the qualitative assessment of the NWSI ranking for the static density ratio
at each station presented above, an effort was made for quantifying the overall uncertainty
of a specific closure coefficient at each measurement station for each model. The goal
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Figure 5.22. Uncertainty (top row) and sensitivity (bottom row) results for the density
profiles at four stations for ASWBLI (W2006 model).

was to condense the Sobol index plot into single quantifiable value in order to rank the
uncertainty contribution for each of the closure coefficients over a domain of interest. The
following NIWSI analysis was performed to rank the contribution of uncertainty from each
closure coefficient. In addition to density, the NIWSI distributions for the Mach number
and static pressure ratio, P/P<x>, from the Erb and Hosder [49] study are also included in this
section to provide a broader understanding into the closure coefficient uncertainty rankings
for different flow field variables.
The distribution of NIWSIs for each QoI at each station are presented in Figure 5.24
where stations {1,2,3,4} correspond to the measurement stations at S = {-6 .0 ,5 .5 ,1 0 .3 ,
15.5} cm respectively.

The ranking for the contribution of each closure coefficient to
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Figure 5.23. Uncertainty (top row) and sensitivity (bottom row) results for the density
profiles at four stations for ASWBLI (SST model).

the overall output uncertainty can easily be determined at each measurement station by
examining these plots. The SA model closure coefficients responsible for the majority of
the solution uncertainty for all flow field variables are a , k , and cw2. A comparison between
the qualitative estimation of the significance of these Sobol indices performed above is in
complete agreement with this quantitative assessment. The significant Sobol indices in
the W2006 model are Cum, fi*, and <rw while the largest contributors to the SST model
uncertainty are <rw\ and k . Again, comparing the quantitative analyses of the NIWSI to
the qualitative assessment performed with the profile data above shows that the original
assessment on the ranking of coefficients was correct.
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(c) SST turbulence model.
Figure 5.24. Normalized integrated weighted Sobol indices for flow field quantities of
interest in the ASWBLI.

Further investigation into the flow field quantities was desired as the four experimen
tal measurement stations do not sufficiently capture the complex physics in the separated
flow region at the apex of the flare. In an effort to fully investigate the uncertainty in these
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regions of interest, epistemic interval contours for each quantity of interest were created over
the full flow field for S e { - 6 ,10} cm and between the wall and the freestream including
the boundary layer and the shock wave.
The results for the Mach number investigation are presented in Figure 5.25. Ex
amining these figures indicates that the SA model predicts a smaller separation bubble just
upstream of the compression corner compared to the W2006 and SST models. The SST
model predicts the largest separation region between the three. The uncertainties in the
coefficients of each model can have a significant impact on the confidence of the solution.
The SST model in particular exhibits a large epistemic bound near the edge of the boundary
layer which then impacts the shock wave obtained with this model. All three models con
tain uncertainty at the shock-shock interaction location and continue into the slip line but
is largest for the SST model. The uncertainty range in the separation region is also largest
in the SST model prediction. An epistemic bound of nearly 2.5 in this region indicates
a significant sensitivity of Mach number to the closure coefficient uncertainty inside the
separation bubble. This uncertainty is smaller in the W2006 model (« 1.3) and the SA
model (« 0.8) but will still impact the prediction of the Mach number in this region.
The results of the normalized pressure are presented in Figure 5.26. Similar to the
Mach number, with the nominal coefficient values, the results are similar for each turbulence
model except for the separation bubble size just upstream of the compression corner. The
shock wave in the SST model begins slightly upstream of the W2006 model prediction
which locates it slightly upstream of the SA model. The real differences are seen when the
effects of the model coefficient uncertainties are studied and the epistemic boundaries are
investigated. The starting location of the separation compression fan varies significantly in
the SST model when compared to the SA and W2006 models. This is in direct comparison
to the separation bubble size. Additionally, there is a region of large uncertainty near the
wall in the reattachment compression fan region near v = 3-4 cm for all the models. This
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(a) Mach contours for the baseline case.

(b) Epistemic interval contours for Mach number.
Figure 5.25. Mach number uncertainty for the full flow field for ASWBLI.
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region exhibits an epistemic bound nearly twice as large in the SST model when compared
to the SA and W2006 models. The location of this large pocket of uncertainty corresponds
to the edge of the freestream boundary layer colliding with the shock wave.
Like the two previous quantities of interest, the density solutions between the three
models are similar and can be seen in Figure 5.27a, and the epistemic bound plots are shown
in Figure 5.27b. Throughout much of the freestream there exists little difference between
the three models. The epistemic bounds in the freestream boundary edge grow from the
SA to the W2006 and are largest in the SST model. Additionally, the density uncertainty in
the SST model is significantly larger for a significant region of the shock layer. This large
uncertain region forms along on the slip line originating from where the incoming boundary
layer impacts with the shock wave.
With the sensitivity analysis conducted over the full flow field, the Sobol indices for
the closure coefficients of each turbulence model are obtained and used to calculate their
individual NWSI. The NWSIs are then plotted as a function of their spatial position. For
the sake of brevity, only the most significant closure coefficients for each model have been
included in this particular study. Figures 5.28 - 5.33 display the NWSI of the significant
closure coefficients for each quantity of interest and for each model over the full flow field.
In Figures 5.28 and 5.29 the NWSI distribution of a and k coefficients of the SA
Model are presented, respectively. The primary location of the uncertainty in the Mach
number is the edge region of the boundary layer upstream of the shock and is primarily
due to a with k providing approximately 25% of the uncertainty as a . Additionally, the
value of a provides the most uncertainty in the separation bubble region while exhibiting
approximately 75% of the maximum uncertainty in this region. The value of a also provides
the most uncertainty in the static pressure and density ratios. The most uncertainty in P /P m
is in the reattachment compression fan region while the origin of the shock accounts for
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(a) Pressure contours for the baseline case.

(b) Epistemic interval contours for pressure.
Figure 5.26. Pressure ratio uncertainty for the full flow field for ASWBLI.
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(a) Density contours for the baseline case.

(b) Epistemic interval contours for density.
Figure 5.27. Density ratio uncertainty for the full flow field for ASWBLI.
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approximately 25% of the maximum uncertainty. The most uncertainty in p / p m is the
location of the slip line where the model increases the value of the turbulent eddy viscosity
and the diffusion of turbulence becomes significant.
In Figures 5.30 and 5.31 the NWSI for Cum and fi* of the W2006 model are
presented, respectively. The value of Cum is significant in the Mach number prediction
where it contributes nearly equal amounts of uncertainty at the boundary layer edge and
separation bubble. The value of J3* provides approximately 40% the amount of uncertainty
at the boundary layer edge and 30% in the separation bubble size when compared to Cum.
The largest amount of uncertainty in the pressure prediction comes from Cum and is located
in the reattachment compression fan region. The location of the separation shock contains
approximately 50% of the maximum uncertainty in the pressure prediction. The value of
J3* also contributes to the uncertainty at these locations but to a lesser extent. The slip line
is the location of the most uncertainty in the density ratio prediction and is dominated by
the value of Cum with J3* providing about 25% the amount of uncertainty.
Figures 5.32 and 5.33 presents the NWSI distributions for a w\ and a\ of the SST
model, respectively.

The Mach number contours show that value of a w\ significantly

impacts the prediction of the boundary layer edge, the separation bubble, and the slip line.
Figure 5.32b shows that the pressure prediction is most sensitive to the value of a w\ along
the reattachment compression shock. Lastly, the density prediction is most sensitive to the
value of a w\ along the slip line after the shock. While the value of k was shown to be
the second largest source of uncertainty in the SST model, a\ is shown in its place due to
the larger contributions it provides in the separation bubble and shock stand off location.
The value of a\ provides 30% of the maximum uncertainty in the separation bubble region
(Figure 5.33a) while providing 20% of the maximum uncertainty for the shock stand off
location. A study by Georgiadis et al. [51] found that the solution accuracy of shock wave
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Figure 5.28. NWSI for a in SA turbulence model for the ASWBLI.
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Figure 5.30. NWSI for CUm in W2006 turbulence model for the ASWBLI.
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Figure 5.31. NWSI for fi* in W2006 turbulence model for the ASWBLI
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boundary layer interaction flows was improved when an a 1 value that is larger than the
nominal one was used. This figure shows that a\ does play a significant role in determining
the origin of the separation shock wave for such a flow regime.
5.I.3.2. U ncertainty analysis for surface quantities. This section investigates the
uncertainty in surface properties of interest measured in the experiment conducted by
Kussoy and Horstman [34]. These quantities include the wall pressure ratio, Pw/P w,m and
the wall heat flux ratio, Qw/Q w,m. Note that the normalizing quantities, Pw,™ and Qw,&>,
are the wall pressure and surface heat flux at S = - 6 cm. An additional quantity, the
skin friction coefficient, C f, is also investigated despite not having experimental data for it.
Other quantities of interest studied include the separation bubble size and the drag coefficient
induced by both pressure and skin-friction. The UQ study for this section analyzes a range
of flow locations encompassing the flow measurement stations investigated in the previous
section. Particularly, stochastic response surfaces of the quantities of interest are obtained
over the surface, S e { - 6 ,20} cm and a UQ and sensitivity study is performed on the
turbulence model closure coefficients.
The first quantity of interest investigated is the wall pressure ratio, Pw/ P W,TO. The SA
results can be seen in Figure 5.34. In Figure 5.34a the SA model tends to slightly overpredict
this quantity immediately downstream of the shock in the reattachment compression zone.
The model then starts to underpredict this quantity near S = 7 cm. When one accounts for
the uncertainty in the experimental data, the solution uncertainties capture the experimental
data for S e { 2 ,10} cm. The NWSI plot in Figure 5.34b reveals that the coefficients
contributing the most to the uncertainty are a , k , and cw2 and are most significant as
the pressure rises along the reattachment compression region. The W2006 model was
investigated next in Figure 5.35. In Figure 5.35a the same overprediction is observed in the
wall pressure as seen in the SA model, though the W2006 model overpredicts the pressure
by a larger magnitude and does not capture the experimental data despite the experimental
uncertainties. Like the SA model, the uncertainty of the closure coefficients produces
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Figure 5.32. NWSI for <rw\ in SST turbulence model for the ASWBLI.
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Figure 5.33. NWSI for a i in SST turbulence model for the ASWBLI.
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Figure 5.34. Wall pressure uncertainty for ASWBLI (SA model).

results that are, on average, a larger overprediction compared to the baseline case. The
NWSI plot in Figure 5.35b shows that the greatest contributors to the uncertainty are Cum
and jS* and are most significant along the compression fan after the shock. There is an
additional spike of uncertainty inside the separation bubble location. The SST model, seen
in Figure 5.36, develops the largest epistemic bound (Figure 5.36a ) of the three models
but has the greatest propensity to capture the experimental data. The uncertainty in the
closure coefficients causes a distribution of wall pressure values with the mean close to
the baseline model prediction. The closure coefficients that contribute the most to the
uncertainty (Figure 5.36b) in the wall pressure value are a wi and k which is largest in the
compression fan region. Additionally, there is a spike in uncertainty inside the separation
bubble where a wi is the top contributor but a i is also seen to be significant.
The next quantity studied is the wall heat flux ratio, Q w

,TO. The SA results

are shown in Figure 5.37. In Figure 5.37a, the epistemic bounds of the heat flux uncer
tainty capture many of the experimental data points. It begins to fail near the end of the
reattachment compression fan starting from S = 9.0 cm where the model significantly un-
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Figure 5.35. Wall pressure uncertainty for ASWBLI (W2006 model).

Figure 5.36. Wall pressure uncertainty for ASWBLI (SST model).

derpredicts the wall heat flux. The uncertainty is dominated by a , cw2, and k coefficients
as evident from the NWSI plot in Figure 5.37b . The results from the W2006 model are
seen in Figure 5.38. In Figure 5.38a, the epistemic bounds of the wall heat flux are smaller
when compared to the SA model but fails to capture a majority of the experimental data.
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(a) QwIQw,Q distribution.

(b) NWSI distribution for Qw/ w,0

Figure 5.37. Wall heat flux uncertainty for ASWBLI (SA model).

The figure also shows that the uncertainty in the closure coefficients causes the model to
underpredict the wall heat flux at the start of the compression corner when compared to
the baseline W2006 solution; after about S = 10 cm the model begins to underpredict the
experimental data. Figure 5.38b shows that the coefficients responsible for the majority of
the uncertainty are Cnm, /3*,

, and a w. Lastly, the SST model results are represented in

Figure 5.39. Figure 5.39a shows that the uncertainty in the SST model coefficients provide
the largest epistemic bound of the wall heat flux measurement, and despite this, it still fails
to capture a majority of the experimental data. The model tends to overpredict the wall heat
flux at the beginning of the compression corner and displays a quite noticeable overshoot
of the measurement near S = 4 cm. The uncertainty in the wall heat flux measurement is
dominated by the contributions from a w1 and a 1 as seen in the NWSI plots in Figure 5.39b.
The last surface quantity investigated is the skin friction coefficient, C f. The results
from the SA model are seen in Figure 5.40. Figure 5.40a shows that the solution using
the standard closure coefficients is nearly the mean of the solution when accounting for
output uncertainty. Also, the magnitude of the epistemic uncertainty grows downstream
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Figure 5.38. Wall heat flux uncertainty for ASWBLI (W2006 model).

(a) QwIQw,Mdistribution.

(b) NWSI distribution for Qw /Q w > .

Figure 5.39. Wall heat flux uncertainty for ASWBLI (SST model).

of the flair vertex. Figure 5.40b shows that the coefficients responsible for this uncertainty
are k, a , and cvi . The W2006 model is investigated next in Figure 5.41. Figure 5.41a
shows that the epistemic bounds resulting from the coefficient uncertainties are tighter
when compared to the SA model, and the magnitude of the uncertainty remains consistent
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(a) Cf distribution.

(b) NWSI distribution for C f .

Figure 5.40. Skin friction uncertainty for ASWBLI (SA model).

throughout the compression ramp. In Figure 5.41b the significant coefficients involved in
the skin friction uncertainties are Cum, <rw1, and yS*. The SST model results are given
in Figure 5.42. Figure 5.42a shows that this model exhibits the largest epistemic bound
between the three models but is mainly centered around the baseline case. The uncertainty
in the model predictions can also be seen in both the separation and reattachment zones
where the bounds are seen to widen. Figure 5.42b shows that the coefficients contributing
the most to the uncertainty are a w1, a 1, and k .
Due to the interaction of the turbulent boundary layer with a strong shock wave,
a separated flow region is formed at the apex of the compression corner. As seen in the
results of the uncertainty in the closure coefficients, the size of this bubble can vary from
case to case and certainly from model to model. Table 5.8 shows that the SST model
is the most sensitive to the value of the closure coefficients in the separation bubble size
calculation. The W2006 model is slightly less sensitive while the SA model is the least. The
pressure induced drag coefficient, Cd p , also possesses uncertainty due to the uncertainty
of the closure coefficients. Table 5.8 reveals that the SST model prediction can vary by
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(a) Cf distribution.

(b) NWSI distribution for C f .

Figure 5.41. Skin friction uncertainty for ASWBLI (W2006 model).

S (cm)

(a)

Cf distribution.

(b) NWSI distribution for

Figure 5.42. Skin friction uncertainty for ASWBLI (SST model).

136 drag counts while the W2006 and SA models are slightly less sensitive with only a 78
and 55 drag count variation, respectively. The drag coefficient due to skin friction, Cd sf , is
also influenced by the closure coefficient uncertainty with the SA, W2006, and SST models
predicting an 85, 50, and 143 drag count variation, respectively.
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Table 5.8. Uncertainty results for the separation bubble size and the drag coefficients for
ASWBLI.
Turbulence
M odel

Separation B ubble Size
m ax
baseline min

SA
W 2006
SST

0.5469
0.8179
0.9379

0.4120
0.6405
0.1227

0.8572
1.6355
1.9430

baseline

(Pressure)
min
m ax

CDsf (Skin Friction)
baseline min
m ax

0.5779
0.5856
0.5815

0.5774
0.5837
0.5735

0.0419
0.0450
0.0454

0.5828
0.5915
0.5871

0.0367
0.0408
0.0372

0.0452
0.0458
0.0515

Table 5.9. Sobol indices of closure coefficients for SA turbulence model for selected QoIs
for the ASWBLI.
Separation
Bubble Size

Closure
Coefficient Pw/P w,^$

Cf $

a
K
CV1
Cb1
Cw2

*0.1664777 *0.420597
*0.655117
*0.3636177
0.04364/v
0.03937/v
0.00449v
0.01426v
*0.13027777 *0.16704777

Qw/ Qw,J$
*0.550027
*0.461787
*0.2288877 *0.11957777
*0.063117V 0.0064U
*0.05408v
0.0249977
*0.19213777 *0.2989977

Cn p

Cosf

*0.846587
0.0322977
0.01168^
0.04844777
*0.0647777

*0.10646777
*0.732437
*0.05243/v
0.00165v
*0.1108177

$ denotes Normalized Integrated Weighted Sobol Index
* denotes significant contribution to uncertainty
I-V denotes ranking of significance

The Sobol index for each closure coefficient in each model for each output quantity
of interest are in Tables 5.9 through 5.11. Seen in Table 5.9, a , k , and cw2 are the major
sources of uncertainty for point quantities in the SA model. Table 5.10 shows that Cnm, f5*,
and a w1 contribute the most to the uncertainty in the W2006 model. The SST model results
in Table 5.11 show that a w1, k , a \ , and a w2 are among the most significant contributors to
uncertainty. Included in these tables are the Normalized Integrated Weighted Sobol Indices
of the surface quantities. Similar to the flow field results, a single quantitative metric was
desired for ranking the contribution of each uncertain variable within the domain of interest
(S = 0 in Eq. 4.12). The ensuing NIWSI of each quantity is the result of integrating the
Sobol index plot for S e { - 6 ,20} cm. This quantitative ranking approach agrees with the
qualitative observations made earlier.
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Table 5.10. Sobol indices of closure coefficients for W2006 turbulence model for selected
QoIs for the ASWBLI.
Closure
Coefficient Pw / Pw,<x^

Qw/ Qw,oo^
*0.2162877 *0.2287977
*0.659607
*0.461007
0.01866y
*0.06551y
*0.06912777 *0.11997/y
0.0363177 *0.12470777

/3*
Clim
K
(Tw

Separation
Bubble Size

cf $
*0.13619777 *0.2159677
*0.3427777 *0.762457
0.005147y
0.01723y
*0.473767
*0.05497777
0.030027y 0.00167y

c n sf
^ P
*0.2052777 0.0461177
*0.832427
0.04385777
0.0101377 0.02824/y
0.01099777 *0.915637
0.00534y
0.01564y

$ denotes Normalized Integrated Weighted Sobol Index
* denotes significant contribution to uncertainty
I-V denotes ranking of significance

Table 5.11. Sobol indices of closure coefficients for Menter SST turbulence model for
selected QoIs for the ASWBLI.
Closure
Coefficient

P w/ P w,aJ$

P* / Pi
F / £2
j3*
K
a1

*0.633567
*0.07759777
0.01025V77
*0.06255/v
0.02157v/
*0.1463277
0.04816v

/2 w,ra$

CZ$

*0.691527
*0.581687
*0.05226/v
0.02458v/
0.01930V77 0.01041r a
*0.06244777 0.04597/v
0.04687v
0.03728v
0.03736v/ *0.1587477
*0.0902477 *0.14133777

Separation
Bubble Size
*0.618177
0.01375v
0.00836V77
0.01107v/
*0.06336777
*0.05782/v
*0.2814577

Cnp

,f
*0.608717
*0.801367
*0.13254777 0.00616v
0.00653V77 0.00397r a
*0.07061/v
0.00946777
0.03017v/
0.00453v/
*0.1650277 *0.1733077
0.04324v
0.00898/v

$ denotes Normalized Integrated Weighted Sobol Index
* denotes significant contribution to uncertainty
I-VII denotes ranking of significance

5.2. COM PARISON O F RESULTS
In this dissertation, besides the compilation of the summary of results for each
case, the comparison of the results between three cases are presented with the objective of
generalizing the results and identifying the most significant coefficients that are common
for each turbulence model in terms of their contribution to the output uncertainty. In this
section, comparison of the results obtained for the three validation cases are presented. The
scope of such comparison targets to consolidate several flow types ranging from low to high
speed and from attached to separated flow represented with the validation cases investigated
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in this work. While the turbulence models implemented in this dissertation are designed
primarily for attached low-speed flows, it is also understood that these models are often used
for the simulation of compressible flows which may include separated regions. As such,
this comparison aims to analyze how the turbulence model uncertainties originating from
closure coefficients compare in hypersonic (compressible) and low speed (incompressible)
flows which may contain separated flow regions. Section 5.2.1 will present the comparison
of results for the three canonical flow cases that were investigated in this study. Section 5.2.2
will provide a model-based explanation as to why many of the closure coefficient provide
a significant degree of uncertainty to the selected QoIs.

Section 5.2.3 will present a

comparison between findings of this study with the results of similar studies within the
same scope.
5.2.1. C om parisons of Test Cases. Several similarities are discovered while ex
amining the uncertainty contributions of SA model closure coefficients to specific QoIs.
Table 5.12 presents a list of significant closure coefficients in the SA model collected from
the three comparison studies. The main contributors to the uncertainty in velocity are k , a ,
and cw2. The ranking of the contributors to the skin friction coefficient uncertainty is shown
to be identical between the three cases studied and are, in order, k , a , and cw2. Similarly,
the coefficients responsible for the most surface pressure uncertainty for the 2DWMH and
ASWBLI cases are a , k , and cw2. The uncertainty in drag coefficient and the separation
bubble size for the 2DWMH and ASWBLI cases mainly come from coefficients k , a . The
wall heating uncertainty for the ASWBLI is primarily due to a and cw2.
When a similar comparison is performed for the W2006 model, a set of closure
coefficients are identified that contribute to the majority of solution uncertainty and is
shown in Table 5.13.

The uncertainty in velocity as well as the skin friction for all

three flow problems stem from the variation in a w, Cum, and y8 *. The surface pressure,
the drag coefficient, and separation bubble size for the 2DWMH and ASWBLI cases are
most sensitive to the uncertainty in a w, Cum, and y8 *. The wall heating uncertainty for
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the ASWBLI case comes primarily from Cnm and fi*. These results show that the top
contribution to the output uncertainty for all three flow problems and every QoI considered
in the study comes from either Cum or a w.
Lastly, the same comparison study with the results from the SST model (Table 5.14)
is performed. One fact to note is that this model exhibits more variation in the contributing
factors to the output uncertainty. The top contributor to the velocity uncertainty comes from
fi* for the 2DZP, from a\ for the 2DWMH, and from a w\ for the ASWBLI case while k ranks
second for both the 2DWMH and ASWBLI cases. The skin friction coefficient uncertainty
is shown to primarily come from fi* for the 2DZP, k for the 2DWMH, and a w\ for the
ASWBLI case. The surface pressure uncertainty comes from a\ and k for the 2DWMH and
from a w\ and k for the ASWBLI case. The top contributor to both the drag coefficient and
separation bubble size uncertainty for both the 2DWMH and ASWBLI cases stem from one
of the diffusion constants, a w2 for the 2DWMH case and a w\ for the ASWBLI case. The
wall heating sensitivity for the ASWBLI case comes from the variation in the a w\ value.
5.2.2. M odel-Based In terp retatio n of the Results. When the closure coefficients
that are significant to the uncertainty for each model are compared across the cases con
sidered in this study, several similarities can be found. In fact, the results of 2DZP and
2DWMH show strong similarities with what is obtained for the ASWBLI case which is
summarized in this dissertation and studied in detail by Erb and Hosder [14]. The majority
of the parametric uncertainty (i.e, related to closure coefficient uncertainty) for the con
sidered QoIs when using the SA turbulence model are found to come from the a , k , and
cw2 closure coefficients. When examined, the original formulation of the model exposes
the cause for why the diffusion constant, a , and the turbulent destruction slope control
coefficient, cw2, are driving factors for their large contribution. Spalart and Allmaras show
calibration curves for Cb\ , Cb2, and cw2 as functions of a in Figure 1 of Ref. [4]. The shallow
slopes of Cb\ and Cb2 reveal that these coefficients were insensitive to the value of a during
the original calibration process. Contrarily, the figure also shows that cw2 and a had nearly
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a one-to-one relationship during the calibration process. Thus, any modification of the two
coefficients beyond what the original dependence dictates would exceedingly alter the orig
inal constraints of the model. The Von Karman’s constant, k , is a fundamental turbulence
parameter that calibrates the slope of the log layer and directly influences the shear stress in
a boundary layer. Therefore, it is understood that this parameter will produce uncertainty
in the predictive capabilities of a model, especially while predicting skin friction.
The significance of the diffusion constant in the SA model, a , is also observed for its
counterparts in the W2006 model (<rw) and SST model (<rw1 and o-w2). These coefficients
influence the predicted boundary layer structure and momentum thickness, and, therefore,
sensitivity of the solution is clearly affected by the uncertainty in their exact values. The
rates of energy dissipation due to diffusion have an affect on the skin friction prediction
which in turn affects the boundary layer velocity profile and shock formation [52]. In fact,
for all three cases investigated, the diffusion parameter is shown to contribute a significant
amount of parametric uncertainty in the skin friction coefficient prediction for all three
turbulence models studied.
The W2006 model stress-limiter term, Cnm, is seen to significantly influence the
prediction capabilities of the model. The stress-limiter term was specifically included in
the updated model to adjust the dependence of eddy viscosity on turbulence properties
especially for supersonic and hypersonic flows [41]. This new term proposes a constitutive
relation between the Reynolds stresses and mean-flow properties. The solution of all three
cases studied, regardless of the speed regime, are shown to be sensitive to the value of the
shear stress limiter owing to the fact that it couples Qols, such as skin friction and pressure,
to the magnitude of the Reynolds stresses and turbulent production. For the particular case
of hypersonic flows, Wilcox even suggests that different formulations of the stress limiter
can have detrimental effects on shock-induced separation and boundary layer structure [41].
Georgiadis and Yoder [51] identified a deficiency in the SST model to accurately predict
shock wave turbulent boundary layer flow. They found that the baseline SST model typically
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Table 5.12. Summary of significant closure coefficients for the SA model.
U+, u / U n ,

M ach N um ber
2D Z P

^, &

2D W M H

&,

A SW B LI

&

,

,

Cw 2
K , Cfo\

K , Cw 2

Skin
Friction
^, &

,

Cw 2

K-, &, Cw 2 , Cfo\,
Cw3
^, &

,

Cw 2

Surface
Pressure

D rag
Coefficient

Separation
B ubble

W all
H eating

-

-

-

-

<T, K , Cw 2 , C b \ ,
Cw3

-

<T,

Cw 2 , Cb \

& , K , Cw 2 , C y \ ,
C b\

^ , ( T , Cv \ , Cb \
a, k

,

&

,

K , Cw 2 , C y\

&

,

Cw 2 , K

Note: Closure coefficients are listed in order of significance for each QoI. The 2DZP case investigates U +,
the 2DWMH case investigates u/U&, and the ASWBLI case investigates Mach number.

overestimates the size of the separated flow region and proposed increasing the value of the
proportionality constant (a\), or shear stress limiter, in the SST model. In their study of
a Mach 2.25 flow with an 8 degree compression corner, they found that raising the value
of a\ from the standard value of 0.31 to 0.355 results in a better prediction to the the
shock-induced separation bubble size. In a study by Tan and Jin [53], modified a\ values
in the SST model were explored using a Wilcox-type stress limiter, Cum, in supersonic
and hypersonic flow regimes. The conclusion of their study found that an optimum stress
limiter is not likely for all flow regimes and suggest that the value could be a function of
the flow variables. Furthermore, Holden et al. [28] found that altering the value of Cum
improved agreement between the CFD predicted values and experimental measurements.
In a recent paper, Erb and Hosder [50] showed that the prediction of a number of QoIs for
shock wave and turbulent boundary layer flow at Mach 2.85 using the Wilcox 2006 model
is most sensitive to the value of the stress limiter, Cum. This conclusion is consistent with
the findings of the current study. In the majority of QoIs studied in this dissertation, the
Wilcox stress limiter ranks as the top contributor to the model predictions showing that the
model is most sensitive to the value of Cum. Furthermore, the SST model predictions of
the separation bubble size and the surface QoI measurements in areas near the compression
corner have a strong sensitivity to the value of a\.
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Table 5.13. Summary of significant closure coefficients for the W2006 model.
U+, u / U * ,
M ach N u m b er
2D ZP

, Clim, ft

2D W M H

Clim,

A SW BLI

Clim, ft ,

, ft

Skin
F rictio n
, Clim, ft

S urface
P ressu re

D rag
C oefficient

S ep aratio n
B u b b le

W all
H eatin g

-

-

-

-

Clim, ft ,

-

Clim, &w , ft

Clim, f t ,

, Clim, ft

Clim, f t ,

, Clim, ft
Clim, ft ,

Clim,

, ft

Clim, f t ,
a w, K

,

Note: Closure coefficients are listed in order of significance for each QoI. The 2DZP case investigates U +,
the 2DWMH case investigates u / U * , and the ASWBLI case investigates Mach number.

Table 5.14. Summary of significant closure coefficients for the SST model.
U+, u / U *,
M ach N um ber

S k in
F ric tio n

S u rfa c e
P re s s u re

D ra g
C o e ffic ie n t

S e p a ra tio n
B u b b le

W all
H e a tin g

2D ZP

ft * , o-wu ft */f t i

ft * , a wi , ft */fti

-

-

-

-

2D W M H

^1

K , &w2, ^ 1
f t */f t2 , &wi
<rwi , k , $i

Q-i, K , U w2
ft*/ft2, &wi

^w 2, K
ft */ f t i , a wi

&w2, ^ 1 , K
ft */f t i , a wi

-

&w2, ft*/ft2

& w i, &
&w2, ft */ft2

Vw i ai
ft*, K

, K., U w2

a wi , f t */ft2
A SW BLI

& w 1 , %, &w2

& w i,

^i

f t* /f t2

, ^w 2

Note: Closure coefficients are listed in order of significance for each QoI. The 2DZP case investigates U +,
the 2DWMH case investigates u / U * , and the ASWBLI case investigates Mach number.

5.2.3. C om parison to Previous Relevant W ork. There have been a number of pre
vious studies conducted within the scope of this research (i.e., uncertainty and sensitivity
analyses of turbulence model closure coefficients) and this section will discuss the simi
larities between the results of the current study and previous relevant work. The previous
studies of interest include an Axisymmetric Transonic Bump (ATB) which is a validations
case on the TMR, an Axisymmetric Shock Wave Boundary Layer Interaction at M = 2.85
which is similar to the ASWBLI case presented here but was chosen to be a part of the
NASA’s 40% Challenge and CFD Prediction Error Assessment Workshop 2018 (40PC), an
RAE 2822 transonic airfoil (RAE2822), and a scramjet isolator (SJI).
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When the results of wall pressure are analyzed, several comparisons can be made.
The current ranking of the significant closure coefficients for the 2DWMH and the ASWBLI
cases match with the findings of the 40PC, ATB, and RAE2822 cases. When the SA
turbulence model is considered, the uncertainties in a , k , and cw2 are shown to provide the
largest source of wall pressure uncertainty for all five cases. Likewise, the largest source
of wall pressure uncertainty using the W2006 turbulence model is consistently Cum for all
five cases examined. Finally, the results from the SST model show that a w1 is among the
top contributors to wall pressure uncertainty (for all but the 40PC because the SST model
was not used in this study).
The skin friction prediction sensitivity can also be compared between the cases.
The 2DZP, 2DWMH, ASWBLI, 40PC, ATB, and SJI all show remarkable similarity with
respect to the largest source of uncertainty for this QoI. For all six cases analyzed, the largest
source of skin friction uncertainty for the SA turbulence model is consistently k , a , and cw2.
The W2006 uncertainty in skin friction prediction for all six cases include a w and Cum.
The sources of skin friction uncertainty in the SST model shows more variation compared
to the SA and W2006 models, however, in the five cases where the SST is employed (40PC
is excluded), the closure coefficient, <rw1, provides the largest parametric uncertainty.
The same sort of comparison can be made with respect to the total drag coefficient
uncertainty (including both pressure and viscous components). For this comparison the
2DWMH, ASWBLI, ATB, and the RAE2822 show significant similarity. The SA turbulence
model prediction uncertainty for the drag coefficient results come primarily from k and a
for all four cases. The uncertainty in drag coefficient prediction when the W2006 turbulence
model is employed comes from uncertainties in a w, Cum, and f3*. Like in the skin friction
prediction comparison, the SST model shows the most variation in the largest source of
uncertainty. The 2DWMH and ASWBLI both shows that a wi, k , and a w2 are among the
largest sources of drag coefficient uncertainty while the ATB and RAE2822 places J3*,
f3*/J31, and f3*/f32 among the top sources.
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The size of a separation bubble can also be compared between several cases. The
2DWMH, ASWBLI, and ATB each contain a separation bubble in their simulated flow
fields. The largest sources of separation bubble size uncertainty predicted with the SA
turbulence model are a , k , and cw2 for all three cases. Likewise, the uncertainty for all
three cases in the separation bubble size prediction using the W2006 model come from a w,
yS*, and Cum. The SST model again shows the largest variation when the most significant
sources of uncertainty for this quantity are identified, but all three cases incorporate a w\
and a\ among this grouping.
Finally, when the largest source of uncertainty in velocity and Mach number is
compared, similarities can also be observed. For this comparison, the 2DZP uses u+, the
2DWMH uses u/U m, the ASWBLI uses Mach number, and the 40PC uses u. The common
uncertainty sources for this QoI for the SA model are a , k , and cw2 for all four cases. The
sources for the W2006 turbulence model include a w, J3*, and Cum. Lastly, for the SST
turbulence model, the three cases studied (40PC excluded) all share a w\ as the common
contributor to the uncertainty.
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6 . CONCLUSIONS AND FU TURE W O RK

The previous section provided a detailed examination of the results obtained from
the study conducted for this dissertation. This section highlights the important results and
commonalities between the three case contained in this dissertation and provides suggestions
for future work of this scope. Section 6.1 presents the conclusions drawn from this work.
Recommendations for future are presented in Section 6.2.

6.1. CONCLUSIONS
The purpose of the studies presented in this dissertation was to show and compare the
results of an uncertainty analysis study for commonly used turbulence models in ReynoldsAveraged Navier-Stokes codes due to the epistemic uncertainty in closure coefficients for a
set of canonical flow problems. Sensitivity analysis was performed to rank the uncertainty
contribution of each coefficient to various output quantities of interest. In this work, the
effect of the epistemic uncertainties in closure coefficients on the prediction capability of
the models for aerodynamic flows from low speed attached to shock wave-boundary layer
interactions, which pose significant challenges in CFD and turbulence modeling research is
studied. The turbulence models implemented in this study include the Spalart-Allmaras One
Equation Model, the Wilcox (2006) k -w Two-Equation Model, and the Menter Shear-Stress
Transport Two-Equation Model.
Three canonical flow problems were studied with these turbulence models: 2D Zero
Pressure Gradient Flat Plate, a 2D NASA Wall Mounted Hump, and an Axisymmetric
Shock Wave Boundary Layer Interaction, and all are well documented turbulence model
validation cases taken the form the NASA TMR. The contributions to uncertainty from
each of the closure coefficients for each model were investigated and were also compared
between the three flow problems to create a set of generalized findings.
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The results of the current study identify a set of closure coefficients for the SA,
the W2006, and the Menter SST models that contribute most to the uncertainty in various
output quantities of interest. The SA turbulence model is found to be most sensitive to
the uncertainties in the diffusion constant (<r), the log layer calibration constant (k ), and
the turbulent destruction constant (cw2). The predictive capability of the W2006 model
is most sensitive to the uncertainties in a dissipation rate constant (<rw), the shear stress
limiter (Cum), and a turbulence-kinetic energy constant (J3*). Likewise, the SST turbulence
model was found to be most sensitive to the diffusion constants (<rw1 and 0 ^ 2), the log layer
calibration constant (k ), and the shear stress limiter (a1). Improved knowledge of the values
of these particular closure coefficients are expected to have the largest impact on reducing
the parametric uncertainty in various output quantities of interest obtained with RANS
simulations for different flow problems. Therefore, the results of this study are expected
to guide the efforts on improving the accuracy of RANS predictions through validation
experiments and data-driven modeling approaches for various flow problems by identifying
the coefficients for refinement.

6.2. FU TURE W O RK
The results contained within this dissertation are expected to provide insight for the
turbulence modeling research community into how the solutions uncertainties are affected
by the uncertainties in the SA, W2006, and SST turbulence model closure coefficients.
Experimental data collection efforts can be focused improving these turbulence models in
RANS simulations. Additionally, the NWSI method presented in this study provides a
mode of identifying the sources and regions with the highest degree of solution uncertainty.
The results can provide experimentalist with a guide for their data collection efforts. Ex
perimental time and equipment are expensive, so having a system in place to quantify the
regions with the most solution uncertainty will allow experimentalist to efficiently allocate
the available resources.
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Future uncertainty quantification and sensitivity analysis studies should also be
conducted. Several cases on the NASA TMR have potential to further this type of study
and provide knowledge to experimentalists, researchers, and design engineers regarding
the level and location of solution uncertainties.

The 2D Zero Pressure Gradient High

Mach Number Flat Plate Validation Case (2DZPH) is a study on high Mach number
flows and turbulent heat flux, which are two important consideration for a hypersonic
vehicle designer, but also includes the van Driest transformations, which are theoretical
correlations for the compressible skin friction coefficient and wall variables (law of the
wall estimations). The free shear flow of the Axisymmetric Hot Supersonic Jet (AHSSJ)
would be an important study to understand how the turbulence model closure coefficient
uncertainty effects high speed jets and turbulent heat flux. Though not on the TMR, a
study on turbulence model uncertainty for chemically reacting compressible flows and
combustion problems will be a valuable study for engine designers and could result in more
robust designs where combustion kinetic predictions are less sensitive to turbulence model
closure coefficient uncertainties.
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