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We study the phenomenology of Feshbach resonances in Bose-Einstein condensates
with 85Rb atoms in the presence of an external magnetic field, for which three-body
scattering can lead to the formation of dimers. In the process of three-body recom-
bination, the binding energy from the pair formation goes into the kinetic energy of
the pair and the third atom. Since this leads to expulsion of the atoms from the
trap, three-body recombination is the dominant loss mechanism in BECs. For a pair
of such atoms, we use a realistic r -space potential provided by JILA [1] to calculate
effective-range parameters describing the two-body interaction in the vicinity of a
Feshbach resonance. We then use this two-body parameterization to determine the
strength and range parameters for a separable-potential model of Yamaguchi form,
which is required in practice to perform realistic calculations of three-body recombi-
nation rates. A bound state analysis of individual closed channel potentials reveals
that there is no single state responsible for the 155 Gauss 85Rb Feshbach resonance,
implying an intrinsically-coupled problem. The results of this work have been used
by C. Newby [2] to calculate three-body recombination rates near this resonance.
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The recent development of experimental techniques in producing and controlling
Bose-Einstein condensates has created a plethora of new areas of research, as well as
exciting potential applications in quantum systems and quantum many-body physics.
A Bose-Einstein condensate, or BEC, is a novel state of matter that is characterized
by a quantum-mechanical phase transition in a collection of particles with integer spin
that occupy the same ground state near absolute zero temperature conditions. The
BEC is produced by cooling these particles to such low temperatures by a combination
of laser cooling and trapping, which is followed by evaporative cooling with either a
magnetic or optical trap. Such matter exhibits quantum-mechanical features at a
macroscopic scale, since an arbitrary number of such prepared atoms can in theory
be cooled to nano-Kelvin temperatures where their wavefunctions begin to overlap
until many atoms occupy the ground state in the external potential utilized to confine
the atoms.
Such a unique state had been predicted by Einstein and Bose in 1925, but had
not been experimentally realized in cold, dilute gases until fifteen years ago by three
independent groups. Leaders of two of the groups involved in the discovery, JILA (Eric
A. Cornell and Carl E. Wieman) and MIT (Wolfgang Ketterle), were awarded the
Nobel Prize in Physics for their discovery of the BEC in 1995, 70 years after the initial
prediction [3]. This discovery led to the development of a variety of cold quantum
gases (CQG) and has allowed many new areas of research to be possible in the regime
of quantum many-body systems. By now, almost all of the alkali-metal elements have
been used to produce BECs from a large collection of atoms at low temperatures. Such
cold quantum gases, or alkali-metal gases, are ideal due to the fact that their atomic
spectra have visible wavelengths, allowing for relative ease in utilizing lasers to trap
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such atoms in optical potentials, as well as cool them down to low temperatures. In
addition to using optical traps, atoms can also be confined by an external magnetic
field, which can also be applied to control interatomic interactions in the CQG via the
Feshbach resonance phenomenon. The idea behind the ability to tune properties of the
BEC has opened up many new subfields of research within condensed matter theory
and experiment, and holds very promising applications towards several technologies,
including quantum computation and the manipulation of ultracold molecules.
A crucial aspect in understanding the structure and dynamics of BECs involves
collision processes that occur between constituents of the CQG. Not only do the var-
ious types of collision processes affect the properties of the condensate, but they play
an essential role in the creation and maintenance of the condensate itself. A type of
collision of particular importance under investigation is known as three-body recom-
bination, in which three particles interact in such a way that a dimer is formed, with
both the dimer and the third particle leaving the BEC with an energy equal to the
dimer binding energy. The formation of such dimers, which drive the three-body re-
combination process, occurs for positive scattering lengths. It is this collision process
which is largely responsible for the depletion in the density of the condensate. Indeed,
three-body recombination is the dominating loss mechanism in prepared condensates
and can become catastrophic near a scattering resonance.
There has been great interest in developing methods to experimentally modify
the scattering length in order to efficiently allow for a wide range of atomic inter-
action strength studies. One form of control in such situations is the utilization of
magnetically-tunable Feshbach resonances, which can be used to control the effective
two-body interaction between two atoms in an ultracold quantum gas. In addition
to the hyperfine splitting, in the presence of an external magnetic field, atoms with
spin will also have energy splitting due to the Zeeman effect. Such a splitting lifts the
degeneracy of the atom’s various spin states, from which several channels are formed
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by coupling these spin states. From these, the lowest energy channel is known as the
“open channel” and the others are referred to as “closed channels.” When the kinetic
energy of a pair of colliding atoms is less than the first closed channel but matches
the bound-state energy of the closed channel, a Feshbach resonance occurs and is
characterized by a divergence in the scattering length as a function of the external
magnetic field. This is shown schematically in figure 1.1. There can also be multiple
bound states in a closed channel, as well as multiple closed channels.
Figure 1.1: A schematic representation of interatomic potentials near a Feshbach
resonance [6].
In figure 1.1, the channel potentials as a function of interatomic separation are dis-
played as solid lines. The asymptotic channel energies for the open and closed channel
are represented by the dashed lines. In 85Rb the asymptotic energy difference ∆ is
attributable to a combination of the zero-field atomic hyperfine splitting EHF and
Zeeman splitting of the hyperfine levels. In addition, the thick, short line represents
a bound state in the closed channel, which is almost degenerate with the the open-
channel threshold energy. Although such resonances are not very common, they are
relatively easily achieved with ultracold alkali elements such as rubidium-85, in which
3
the scattering length for the atoms suddenly goes from being immensely negative
(repulsive) to hugely positive (attractive).
To perform three-body Faddeev calculations, the two-body T matrix must be
known. Therefore, in order to perform practical three-body calculations, it is useful
to model the two-body interaction by a separable potential, which admits an algebraic
solution to the two-body T matrix. Through the parameterization of the two-body
interaction, the construction of such a potential in momentum space can be utilized
to perform realistic three-body calculations of recombination rates in 85Rb. The goal
of this thesis is to solve the five-channel scattering problem for 85Rb in the MF = −4
subspace, where a Feshbach resonance has been observed near 155 Gauss and, from
these solutions, construct a momentum-space separable potential that reproduces the
2-body scattering. The following entails an outline of the remaining thesis chapters.
Chapter 2: Exploring the 85Rb Atom-Atom Interaction
This chapter introduces several key aspects of the 85Rb atomic Hamiltonian, as
well as the formulation of the atom-atom interaction in the presence of a magnetic
field. This includes a description of the various eigenstates and energy splittings
between the several channels relative to the open channel. In addition, the Feshbach
resonance found at 155 Gauss is analyzed in terms of channel coupling. Finally, we
look for bound states responsible for the scattering length behavior near the 155 G
resonance.
Chapter 3: Separable-Potential Approximation
This chapter introduces some of the assumptions regarding the validity of modeling
atomic scattering in our work, as well as the Yamaguchi (dipole) form of the potential
model to be used in reproducing the 155 Gauss resonance. This includes a discussion
of a low-energy approximation, in which we consider only s-wave scattering and the
implementation of an effective-range expansion (ERE). In addition, we cover the
formulation and implementation of a separable-potential model in momentum space,
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which is ultimately used in approximating two channels. An overview of numerical
techniques utilized is given, as are the sensitivities associated with the stabilization
of ERE parameters and scaling factors used to fit the 155 Gauss resonance produced
from the realistic r -space 85Rb potentials provided by JILA [1]. Several results and
predictions are mentioned, and the applications of the two-body parameterization
towards three-body calculations of recombination rates are briefly discussed. Finally,
we discuss future calculations that could be done regarding the two-body interaction,




EXPLORING THE 85RB ATOM-ATOM INTERACTION
This chapter introduces several key aspects of 85Rb atom-atom interactions. A for-
mulation of this interaction includes a full description of the Hamiltonian for an atom
with nuclear and electronic spin in the presence of an external magnetic field. We cal-
culate the hyperfine splitting due to the interaction between the nuclear and electronic
spins as well as the Zeeman effect due to an external magnetic field, which mixes the
hyperfine states. We calculate the eigenvalues and eigenvectors of the hyperfine/Zee-
man coupled system. We also identify the five channels in the MF = −4 subspace,
where MF is defined as the sum of the total-spin projection quantum numbers of
both atoms. Additionally, we describe the five coupled time-independent Schrödinger
equations used to solve for the two-body scattering amplitude as a function of exter-
nal magnetic field. The Feshbach resonance found at 155 Gauss is reproduced in the
MF = −4 subspace, and an analysis of the bound states contributing to the resonance
is provided.
2.1 Single-Atom Description
This thesis studies the alkali atom, 85Rb. To describe the atom, one must take
into account both the nuclear spin I, with associated quantum number i, and the
electronic spin, S with its quantum number s. In the case of 85Rb, the nuclear spin
is 5/2 and the electronic spin is 1/2. The total spin F can be defined as F = I + S,
which is useful for finding the eigenstates of the interacting Hamiltonian. Therefore,
the quantum number f associated with F can be either 2 or 3 in the case of 85Rb.
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2.1.1 Single-Atom States
Due to the coupling of the nuclear and electronic spins, a single atom can have
multiple hyperfine energy states. These states can be defined in going from the non-
interacting spin basis |j1j2m1m2〉 to a coupled-spin basis |(j1j2)jm〉 via a unitary
transformation, in which j and m are defined as the total spin angular momentum
quantum numbers. The unitary matrix elements that perform the transformation are
known as the Clebsch-Gordan coefficients and the conditions m = m1 + m2 and |j1
- j2| ≤ j ≤ j1 + j2 must be satisfied. Hence, the total angular momentum states are







where the expansion coefficients 〈j1m1j2m2|jm〉 are the Clebsch-Gordan coefficients [4].
We then apply this transformation to 85Rb, where we define j1 as the nuclear spin i





where the mf quantum number is an integer ranging from −f to f . For this specific
case, the nuclear spin i = 5/2 and the electronic spin s = 1/2, thus allowing integer
values for f of 2 and 3. Because of this, mf can take on values ranging from −3 to 3
in integer steps.
2.1.2 Hamiltonian Components
The Hamiltonian for a single rubidium atom in an external magnetic field consists
of a hyperfine energy term and a Zeeman splitting term. We act on a state of definite
8




I · S, (2.3)
where EHF is calculated by multiplying Planck’s constant with the frequency splitting
between the ground-state hyperfine energy levels [5]; this value is listed in table A.1.
This hyperfine interaction splits the ground state of the 85Rb atom into eigenstates
with quantum numbers f and mf . The I · S product is diagonal in the coupled basis,
and can be calculated as
〈(is)f ′mf ′ | I · S |(is)fmf〉 (2.4)
using F = I + S, we have
F2 = I2 + 2I · S + S2 (2.5)
so that
I · S =
(




This allows us to find for expression (2.4)
δmfmf ′δff ′
f(f + 1)− i(i+ 1)− s(s+ 1)
2
(2.7)
Since an external magnetic field will be introduced, there is also a magnetic Zee-
man term in the Hamiltonian, which is dependent on the magnetic moment of the
atom, the atom’s electronic spin, and the magnetic field itself, namely,
Hmag = −gµBS ·B = −gµBB0ŝz, (2.8)
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where µB is the Bohr magneton, g is the electron spin g-factor, B is the magnetic field,
and B0ŝz is the z -component of the magnetic field, with ŝz having quantum numbers
±1/2. Since the magnitude of the magnetic moment is inversely proportional to
the mass of the charged particle, the nuclear contribution to the Zeeman term is
negligible in comparison. Hence, the nuclear Zeeman term is not included. The total
Hamiltonian is then given by summing the hyperfine and Zeeman terms, which are
respectively defined in equations (2.3) and (2.8). By dividing the total expression by




I · S + ρ0ŝz, (2.9)





Here, ŝz mixes the two f -states without changing a given m-substate. The effect
of ŝz applied to the states is found using standard Racah algebra expressed in terms
of Clebsch-Gordan coefficients and Racah W-coefficients. By having ŝz operate on
the states, one finds the matrix elements of the Zeeman term of the total Hamiltonian
for specified f and mf values take:





3(2f + 1)(2s+ 1)
2





where the bracketed component is a Wigner 6-J symbol [4].
Now that we have defined the Hamiltonian, we can proceed to obtain the eigen-
values and eigenfunctions of the system.
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2.1.3 Eigenvalues and Eigenvectors for 85Rb
The next step involves calculating the eigenvalues of the system; from now on, we
will define |fmf〉 as shorthand for |(is)fmf〉 for simplicity, given that i and s have
the same value for all interacting atoms in our system. We construct a Hamiltonian
matrix, Hmf , that takes into consideration the fact that the f = 2 and f = 3 states





where the Hij matrix elements are defined as
Hff ′ ≡ 〈fmf |Ĥ|f ′mf ′〉, (2.13)
and where H∗ij = Hij since the Hamiltonian is Hermitian and the matrix elements are
real.
A simple way to get out the eigenfunctions for this 2×2 system is to rewrite the
Hamiltonian matrix using the identity matrix and the Pauli matrices σ̂x and σ̂z. We
first write
Ĥ = k11̂ + k2σ̂z + k3σ̂x, (2.14)
where 1̂ is the identity operator, and σz and σx are the Pauli spin matrices in the z









Therefore, the eigenvalues satisfying the time-independent Schrödinger equation,
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Ĥ |ψ〉 = E |ψ〉, are found to be



































where the positive and negative subscripts refer to the higher and lower eigenvalues,
respectively.
2.2 Two-Atom Description
The hyperfine/Zeeman splitting energies can now be found by coupling the mixed
states of two rubidium-85 atoms. This is done by calculating the product state for
two rubidium atoms,
˜|f1mf1〉 ⊗ ˜|f2mf2〉, (2.19)
in which the numbered subscript identifies each rubidium atom, and where from the
previous section
˜|fnmfn〉+ = − sin(θ/2) |fnmfn〉+ cos(θ/2) |f̄nmfn〉 , (2.20)
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˜|fnmfn〉− = cos(θ/2) |fnmfn〉+ sin(θ/2) |f̄nmfn〉 , (2.21)
with f̄n defined as the complement of fn for rubidium atom n; i.e., if f = 2, then f̄
= 3 for a particular rubidium atom. The states will be explicitly symmetrized later.
We then define MF as the sum of the total-spin projection quantum numbers of
both atoms; that is, MF = mf1 + mf2 . By limiting ourselves to MF = −4, we can
ignore the mf ≥ 0 substates for all atoms. From the diagonalized spin-dependent
states, the energies associated with the splitting levels are calculated and arranged
from the coupling of two atoms by adding the previously-calculated eigenvalues from
equation (2.16) for each atom, as shown below
(
Ĥ1 + Ĥ2
)( ˜|f1mf1〉± ⊗ ˜|f2mf2〉±) = (λ1± + λ2±)( ˜|f1mf1〉± ⊗ ˜|f2mf2〉±) (2.22)
The energies then represent the various hyperfine/Zeeman energy configurations
available for two atoms, and of these, the lowest energy channel is referred to as the
open channel, from which all other channel energies are calculated relative to. In this
work we will be focusing on the MF = −4 subspace only. This subspace contains
one open channel and four closed channels. For a magnetic field of 175 Gauss, our
calculations reproduce the channel energies relative to the open channel between two
85Rb atoms calculated by Claussen [6] and given below. As a ratio of the ground-state
hyperfine splitting energy for 85Rb, the absolute open-channel energy is calculated to
be −1.06706, and used as the zero for the four closed-channel energies.
The aforementioned channel energies were calculated using a magnetic field of
B = 175 Gauss, giving a magnetic-to-hyperfine energy ratio of approximately ρ0 =
0.16154. Figure 2.1 displays the relative closed-channel energy separations plotted
with respect to the external magnetic-field strength from 0 to 1,500 Gauss.
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Table 2.1: Relative closed-channel energies in the two-atom 85Rb magnetic interaction
using a B -field value of 175 G.
Channel Label Coupled States Energy/EHF
o ˜|2,−2〉− ⊗ ˜|2,−2〉− ∆o = 0.000000
a ˜|2,−1〉− ⊗ ˜|3,−3〉+ ∆a = 0.840457
b ˜|2,−2〉+ ⊗ ˜|3,−2〉− ∆b = 0.900393
c ˜|3,−1〉+ ⊗ ˜|3,−3〉+ ∆c = 1.798790












Closed-channel energy separations Hrelative to the open channelL
Figure 2.1: Hyperfine Energy Splittings for Mf = −4, for 0 – 1500 G.
2.3 Atom-Atom Interaction
Now that we have a coupled basis for two non-interacting rubidium-85 atoms, the
next step is to include their interaction. The interaction between two alkali atoms
depends on the spin state of the two valence electrons, singlet (S = 0) or triplet (S
= 1). These singlet and triplet interatomic potentials describe the van der Waals
14
interactions between neutral atoms. The r -space potentials used here were provided












Rb Singlet and Triplet Potentials
Figure 2.2: Realistic r-space Singlet and Triplet Potentials [1].
To get the interaction between two atoms in the MF = −4 hyperfine/Zeeman
channels, we use projection operators:
V̂ (r) = VS(r)P̂S + VT (r)P̂T , (2.23)
where, by completeness, P̂T = 1̂ − P̂S. As we would ultimately like to solve the
Schrödinger equation while incorporating this potential, the elements of the singlet
projection operator matrix will need to be calculated. We begin by taking the di-
agonalized states ˜|fnmfn〉± and rewriting them in the form of equations (2.20) and
(2.21). Using Claussen’s notation [6], we have:
Atom 1: ˜|f1mf1〉± = A±1 |f1mf1〉+B±1 |f̄1mf1〉 (2.24)
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Atom 2: ˜|f2mf2〉± = C±2 |f2mf2〉+D±2 |f̄2mf2〉 , (2.25)
where A, B, C, and D are trigonometric functions of θ as defined in equation (2.17),
so the sinusoidal function used depends on whether the eigenvector |ψ〉+ or |ψ〉− is
used. Four terms result from carrying out the product between the two-atom states,˜|f1mf1〉± ⊗ ˜|f2mf2〉±:
(A±1 |f1mf1〉+B±1 |f̄1mf1〉)(C±2 |f2mf2〉+D±2 |f̄2mf2〉) (2.26)
We can now proceed to begin expanding each of these terms in terms of Clebsch-
Gordan coefficients to get the following forms for each of the aforementioned four
terms. We begin by rewriting the shorthand form of the states, in which i = 5/2 and
s = 1/2 are the quantum spin numbers for 85Rb:
First Term:
A±1C±2| (i1s1) f1mf1〉| (i2s2) f2mf2〉 (2.27)
Second Term:
A±1D±2| (i1s1) f1mf1〉| (i2s2) f̄2mf2〉 (2.28)
Third Term:
B±1C±2| (i1s1) f̄1mf1〉| (i2s2) f2mf2〉 (2.29)
Fourth Term:
B±1D±2| (i1s1) f̄1mf1〉| (i2s2) f̄2mf2〉 (2.30)
Now, we expand each in terms of Clebsch-Gordan coefficients; for the remainder
of this paper, we will focus on just the first term of this atom-atom coupling with










〈i2mi2s2ms2 |f2mf2〉 |i2mi2〉 |s2ms2〉 (2.32)
Since equations (2.31) and (2.32) are being multiplied, we notice that the product






〈s1ms1s2ms2|SmS〉 |(s1s2)SmS〉 . (2.33)
By applying the projection matrix operator P̂S, we know that non-zero values
are found only when it operates on a singlet, S = 0, state. By taking the scalar
product 〈O|P̂S|O〉, the only states of interest are those in which S = 0, courtesy of
this projection property. In addition to combining the aforementioned kets, we can
do the same with the kets containing information about the nuclear spin to get a form






〈i1mi1i2mi2 |F (mi1 +mi2)〉 |(i1i2)F (mi1 +mi2)〉 (2.34)
We now have a fully-expanded expression for each term resulting from the coupled-
state generalization ˜|f1mf1〉± ⊗ ˜|f2mf2〉±, given by multiplying equations (2.33) and
(2.34) with the calculated Clebsch-Gordan coefficients corresponding to the atomic
states defined by equations (2.31) and (2.32).
By calculating all allowed terms from this generalization and taking note that for
MF = −4, F will only have values of 4 and 5, we can calculate all 25 matrix elements
for the singlet projection operator matrix. Since the magnetic field is the only variable
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in getting out the projection matrices, we can tune the system for particular values
of the magnetic field. For a magnetic field of 175 Gauss, we calculate the singlet
projection matrix P̂S as
P̂S =

0.171318 −0.224738 −0.164193 −0.187488 −0.171318
−0.224738 0.294816 0.215391 0.24595 0.224738
−0.164193 0.215391 0.157364 0.17969 0.164193
−0.187488 0.24595 0.17969 0.205184 0.187488
−0.171318 0.224738 0.164193 0.187488 0.171318

(2.35)
with P̂T = 1̂ - P̂S.
2.4 Feshbach Resonance Analysis
For a scattering resonance to occur between two 85Rb atoms, the bound-state
energy of one of the closed channels is required to be equal to or very close to the total
energy of a colliding pair of atoms. The resonance is characterized by a divergence in
the scattering length as and occurs when the energy difference between two channels
is brought to zero by tuning the external magnetic field to B0. In order to achieve
such a resonance, it is required that any particular bound state exist in a channel
potential with a hyperfine/Zeeman energy that is higher than the total energy of the
two colliding atoms. Hence, in solving the five channel problem, the total energy can
be described as the difference between such aforementioned energies.
2.4.1 Channel Coupling
At least one open channel and one closed channel are required for a Feshbach
resonance to occur and, for Zeeman splitting, the m-substate determines the energy.
As already stated in section (2.2), several closed channels are required to properly
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characterize the resonant properties of the hyperfine/Zeeman splitting observed in
85Rb atoms. This requires that the total spin projection quantum number MF be
fixed, but not necessarily that the total spin quantum numbers between two atoms be
fixed, and its imposition determines whether any two particular channels can couple
to yield an energy associated with two different mixed quantum hyperfine states. As
with previous analysis of Feshbach resonances in rubidium atoms, we choose a total
spin projection value of MF = −4, which in turn constrains the total number of closed
hyperfine channels to four. From the main diagonals in the projection matrices, the












Closed-Channel Potentials at 222 Gauss
Figure 2.3: Closed-Channel Potentials
To find the scattering length as function of the magnetic field, we need to solve the
Schrödinger equation for two rubidium atoms. In the case of 85Rb, there are a total of
five hyperfine energy channels from the different configurations of atom spin states in
the MF = −4 space, as calculated in section (2.2). Additionally, the derived potential
projection matrices can be applied to a variety of potential forms in the attempt to
properly model a Feshbach resonance. Here, we utilize realistic rubidium singlet and
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triplet r-space potentials calculated by JILA [1] multiplied by the singlet and triplet
projection matrices, respectively. Since we have five channels, the projection matrices
corresponding to the singlet and triplet configurations of the atomic potential are of
the same dimensionality. To solve the Schrödinger equation, our Hamiltonian must
therefore be of the same dimensionality, due to an equivalent number of channels.
This results in five coupled ordinary differential equations of second order, given by
H~Ψ = E1~Ψ (2.36)
where the underlined components represent matrices, and 1 is a 5×5 identity matrix.
The 5-component vector ~Ψ comprises the five wavefunctions for the one open channel
and four closed channels. In terms of the potentials, the Hamiltonian matrix operator
for l = 0 is given as












1 + PSVS + PTVT + ∆ (2.37)
where ∆ is the diagonal Hyperfine/Zeeman channel energy splitting matrix, µ is the
usual two-body reduced mass, 1 is the identity matrix, PS and PT are respectively
the r -independent singlet and triplet projection matrices as calculated in section (2.3)
and VS, VT are the realistic r -space potentials provided by JILA [1]. Throughout this
project, we are only considering l = 0, or s-wave, scattering. This is a good ap-
proximation for 85Rb scattering since the wavenumber is orders of magnitude smaller
than unity at asymptotic radial distances; hence, low-energy scattering is justified
by considering only l = 0 contributions. We can go further and write out the five
differential equations that will need to be solved altogether due to the coupling of the
various channels.
By multiplying out the matrices, we arrive at the following equations, where the
singlet and triplet projection matrix elements are calculated as described in section
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(2.3). Defining ~Ψ=~u/r, the five coupled l = 0 Schrödinger equations become
(PS12VS + PT12VT )ua + (PS13VS + PT13VT )ub + (PS14VS + PT14VT )uc


















+ PS22VS + PT22VT
)
ua + (PS23VS + PT23VT )ub
+ (PS24VS + PT24VT )uc + (PS25VS + PT25VT )ud + (PS21VS + PT21VT )uo
= (E −∆a)ua
(2.39)







+ PS33VS + PT33VT
)
ub
+ (PS34VS + PT34VT )uc + (PS35VS + PT35VT )ud + (PS31VS + PT31VT )uo
= (E −∆b)ub
(2.40)








+ PS44VS + PT44VT
)
uc + (PS45VS + PT45VT )ud
= (E −∆c)uc
(2.41)








+ PS55VS + PT55VT
)




where the PS, PT subscripts specify the singlet and triplet projection matrix ele-
ments in the corresponding 5×5 matrices, and the u subscripts correspond to the
wavefunctions in either the open channel (channel o) or one of the four closed chan-
nels (channels a – d).
It is crucial to take note of the boundary conditions associated with the vari-
ous channel wavefunctions. For all channels, the wavefunction must be zero at r
= 0; that is, ui(r→0)→0. For energies less than the first closed-channel splitting,
the closed-channel wavefunction must decay exponentially at asymptotic radial dis-
tances, such that ui(r→ ∞)→e−κir, where i ε {a, b, c, d}. We solve this set of
coupled differential equations using COLSYS. Once we have solved for the channel
wavefunctions, we can extract the l = 0 phase shift from the wavefunction at asymp-
totic radial values. The scattering length as is then found from the leading-order
truncation of the effective-range expansion of the phase shift-dependent term in the
scattering-amplitude expression, given by








4 + . . . (2.43)
2.4.2 The 155 G Resonance via COLSYS
We now turn our attention towards solving for the open-channel wavefunction
using the COLSYS algorithm, developed by Ascher, Christiansen, and Russell [7].
COLSYS is a boundary-value ODE solver that employs spline collocation and is par-
ticularly useful in solving mixed-order systems. The method to approximate such
solutions employs collocation at Gaussian points, besides the appropriate input pa-
rameters. COLSYS requires several user-defined subroutines, where the functions
and the appropriate Jacobians must be defined.
To solve our set of equations with COLSYS, we map the set of five second-order
differential equations into ten first-order equations. In order to do this, two sets of
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functions are introduced, z (i) and f (i), where i ∈ {1,2,...,10} such that, for any set




The wavefunctions in the differential equations depend on position, so r is ra-
dial distance in equation (2.44). We associate the five odd z functions [z (1,3,5,7,9)]
with the channel wavefunctions (uo→d). These functions constitute the solution vector
which is calculated by COLSYS and can be called into the main program via the COL-
SYS subroutine APPSLN. The set of five even–numbered z functions [z (2,4,6,8,10)]







(for i even). (2.45)
The set of odd–numbered f functions are equated to the even–numbered z func-
tions, i.e.,
fi = zi+1 (for i odd), (2.46)
and the set of even f functions act as the second radial derivatives by equating them
to the right-hand-sides of equations (2.38 – 2.42).
Additionally, COLSYS requires several input numerical parameters. These include
ncomp, m(j ), aleft, aright, zeta(j ), ipar, ltol, tol, fixpnt, ispace, fspace, and iflag.
ncomp is the total number of differential equations which must be less than or equal
to 20. For our calculations, we have set ncomp to 10. m(j ) is the order of the j -th
differential equation, which in our case, m = 1 for all ten differential equations. aleft
is the left end of the interval, or the location of the left boundary condition, which
can be varied. aright is the right end of the interval, or the location of the right
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boundary condition, and can also be varied. zeta(j ) is the location of the boundary
j -th condition. For j = {1,2,...,6}, we set zeta(j ) equal to our left boundary condition,
and for j = {7,8,...,10} we set zeta(j ) equal to our right boundary condition.
ipar is an integer array with at least 11 dimensions. The first element, ipar(1) is
set to either 0 or 1, depending on whether the problem is linear or nonlinear. Here
we set ipar(1) = 0. ipar(2) is the number of collocation points per subinterval, which
we have set to 7, the maximum allotted number of points. ipar(3) is the number of
subintervals in our initial mesh; here, we set ipar(3) = 300. ipar(4) is the number of
tolerances associated with the function solutions and their derivatives, and is set to
10. ipar(5) equal to fsize, which is simply the dimension of fspace, and we set this
array element equal to the integer value fsize. Likewise, ipar(6) is equal to isize, the
dimension of ispace, where we set this array element equal to the integer value isize.
Calculations of fsize and isize are based on suggestions provided by COLSYS, and
these suggestion are provided below:
isize ≥ nmax× [3 + (ipar (2)ncomp) +mstar − nrec] (2.47)
fsize ≥ nmax× [4 + ipar (2) (1 + 2ncomp) +mstar (4 + 2ipar (2))]
+nmax× [(ipar (2)ncomp+mstar − nrec) (ipar (2)ncomp+mstar + 1)]
(2.48)
where mstar is equal to the sum of m(j ) values, from j = 1 to the value of ncomp.
nrec is equal to the number of right end boundary conditions, which we have set to
1 for our calculation. For our inputted parameters, we calculate isize and fsize to
be equal to nmax × 82 and nmax × 6730, respectively, where we choose a value
comparable to 10,000 for nmax.
ipar(7) is an output control, which allows the user to specify printouts by COL-
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SYS; here, we set ipar(7) to 1 for no printout. ipar(8) specifies the generation of
the variable mesh to be used in the COLSYS agorithm; we set ipar(8) equal to 0 so
that COLSYS generates a uniform initial mesh. ipar(9) is can be set to 0, 1, 2, 3,
or 4, depending on whether an initial guess for the solution vector is provided in the
user-supplied subroutine SOLUTN. ipar(10) specifies the regularity of the problem;
our set of differential equations is regular and linear, so we set ipar(10) equal to 0.
Finally, ipar(11) is equal to the number of fixed points in the mesh besides aleft and
aright ; since we only have an estimation for a left and right boundary condition, we
set this array element to 0. Additionally, this element is equal to the dimension of
fixpnt.
In addition, COLSYS allows for control over the tolerance of errors in its algo-
rithm. The input parameters corresponding to such tolerances are ltol and tol, where
ltol is an array of dimensionality equal to ipar(4) and tol is also an array of equal
dimension. Since we have set the number of tolerances to 10, we set ltol(j) = j, for
j ∈ {1,2,...,10}. All the elements in the error array tol are set to some particular
fixed value, where we choose some small value for more accurate calculations. To
produce figure 2.4, we set all elements of tol = 1 × 10−5. Finally, the integer value
iflag indicates the mode, or type, or return from COLSYS. We can choose iflag to
be of value 1 for normal return, 0 if the collocation matrix is singular, −1 in the
case of subintervals exceeding storing specifications, −2 if there is no convergence in
nonlinear iteration (which doesn’t apply to the 5-channel problem), or −3 for input
data errors.
Besides all the aforementioned input parameters, we need to supply COLSYS with
a set of input subroutines. These include FSUB, DFSUB, GSUB, DGSUB, and SO-
LUTN. FSUB evaluates the f function at any point in the interval being examined,
and DFSUB calculates the Jacobian associated with the f functions in the FSUB
subroutine at any point in the interval, i.e., ∂fi
∂zj
. The GSUB and DGSUB subroutines
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evaluate the i -th component of the function that must satisfy the boundary condi-
tions and i -th row of the Jacobian pertaining to the g function for some value of
i. In our case, since the channel wavefunctions themselves must satisfy the bound-
ary conditions, all g functions equal to their respective z functions, except for the
even z functions corresponding to the wavefunction derivatives, which we set equal to
what we expect at asymptotic radial distances. We do this by setting the g functions
corresponding to the closed channels (i ∈ {3,4,...,10}) to the appropriate wavefunc-
tion plus its derivative in terms of the asymptotic momentum (which is dependent
on both the channel energy and kinetic energy). Finally, we supply the SOLUTN
subroutine, which acts as an initial guess in solving for the solution vector, and is
required to evaluate the initial approximation of the boundary point function of the
solution function.
With the implementation of COLSYS to solve the coupled 5-channel problem, it
is finally possible to model a Feshbach resonance. From section (2.1), we saw that
for a particular value of the external magnetic field, we got mixing in the atomic
states, which yielded a particular set of values for the hyperfine/Zeeman splitting,
as well as the singlet and triplet projection operators. Once the 5-channel energies
and projection matrices were calculated, we utilized COLSYS to solve for the open-
channel wavefunctions as functions of radial distance in an interval ranging from aleft
to aright.
Now the only thing left to do is the implementation of a magnetic-field loop. We
construct the loop in our program by defining a variable grid, where we define the
lower and upper bounds on the loop, as well as the number of B -field increments in the
radial interval of interest, and finally the size of the increments, calculated by dividing
the B -field loop range by the number of increments. Once this is implemented, we
call the solution-vector subroutine supplied by COLSYS, known as APPSLN. The
first components of the solution vectors are set equal to the incoming and outgoing
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waves, wherein a subroutine is called to calculate the phase shift, and hence the
scattering length, as described above. For the generation of figure 2.4, the magnetic
field is varied from 140 G to 170 G, with a total of 300 increments. Depending on the
value of the left boundary aleft used, the Feshbach resonance was found to occur at
a magnetic-field value of either 155.2 or 155.35 Gauss. The resonance is shown as a
divergence in the scattering length in figure 2.4. Values of the scattering length and
effective range in the vicinity of the resonance were calculated using COLSYS and
equation (2.43), and are given in table 2.2.








The 155.2 G Feshbach Resonance
Figure 2.4: Feshbach resonance at approximately 155.2 Gauss
One way to characterize the “width” of this resonance is by finding the magnetic
field value at which a 45◦ line lies tangent to the scattering length curve on the
attractive side of the resonance, as shown in figure 2.5. This characterization yields
a width of about 2.15 G. In addition, the effective range r0 was plotted as a function
of magnetic field and is shown in figure 2.6.
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The 155.2 G Feshbach Resonance
Figure 2.5: Feshbach resonance 45◦ width, approximately equal to 2.15 Gauss








Effective Range r0 vs. B field
Figure 2.6: Effective range as a function of magnetic field
The left and right boundary conditions used to produce figure 2.4 were ultimately
set to 0.28 nm and 100 nm, respectively. Due to the singular nature of the potential
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Table 2.2: Scattering length and range parameters calculated with COLSYS























near the origin, the stability of the results is sensitive to the location of the left
boundary condition; one must take care not to set aleft too small, otherwise numerical
nonsense results, indicating computational demands beyond the machine capabilities.
This is due to the fact that the potential is singular as r → 0. In addition, setting
aleft too large results in a miscalculation, since the full singlet and triplet potential
wells are needed to perform a proper calculation of the scattering length as a function
of magnetic field. A numerical convergence plot for the location of the resonance is
shown in figure 2.7, where stability is quickly reached for aleft = 0.295.










Resonance Location Convergence with respect to aleft
Figure 2.7: Convergence plot for the resonance location as a function of aleft
The y-axis in figure 2.7 is a calculated convergence parameter η, given by
η = |Li+1 − Li|, (2.49)
where Li is the i
th calculated resonance location, starting at an aleft value of 0.305
nm and Li+1 is the next calculated resonance location at a value of aleft 0.005 nm
smaller. Hence, convergence is achieved as η goes to 0, at aleft = 0.295.
30
The scattering length conveniently parametrizes the interaction between two atoms
at low energy. When as is positive, this indicates an attractive interaction and at least
one bound state. Thus, the region in which as is larger than zero describes the side of
the Feshbach resonance at B0 where recombination causes disintegration of the BEC.
The other side of the resonance is characterized by the scattering length being less
than zero, for which there are no shallow bound states. Three-body recombination
involving deeply bound states can still occur, but it is a small effect in practice.
2.4.3 Bound State Analysis
In an attempt to understand the source of the Feshbach resonance in terms of
the various channels present, the bound-state energies for various bound states in
each of the five channels were calculated using Numerov’s algorithm, which can be
appropriately employed within Fortran or Mathematica to solve second-order partial
differential equations [8]; in particular, the Numerov algorithm was used to calculate
binding energies and phase shifts in a single channel. The l = 0 phase shift in equation
(2.43), δ0, can be extracted by considering the asymptotic solutions at low energy in
the presence of the rubidium-85 singlet or triplet potential. In general, Numerov’s
method is used to solve a second-order differential equation, y′′(x) = f(x), where the




















for which fn = f(xn) and yn = y(xn) are the function values at the positions xn
and h = xn− xn−1 is the uniform grid spacing, the distance between two consecutive
samples.
In addition, the value of the channel separation energy for each channel at multiple
values of the magnetic field was also calculated. By adding the separation energies
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to the WBS energies in each channel and plotting the total energies as a function
of magnetic field, it is possible to find the bound-state energies that cross zero at
a specific value of magnetic field. Figure 2.8 displays plots of the WBS energies in
each of the four closed channels across a range of magnetic field from 140 Gauss
to 200 Gauss, where we would expect to see a zero crossing near 155 Gauss. It is
important to note that the channel potentials used in solving for the bound-state
wavefunction via the Numerov algorithm involve only the diagonal contributions; all
mixing terms are ignored. Each channel, then, is approximated by using the diagonal
matrix elements of the singlet and triplet projection matrices, respectively multiplied
by the JILA singlet and triplet potential values, all as functions of interatomic radial
distance from 0.20 nm to 50 nm. Each fitted line corresponds to one of the four
closed channels of interest, and they are color coded in the following way: orange
represents the first closed channel a, green represents the second closed channel b,
















WBS Energies + HyperfineZeeman Splitting Energies
Figure 2.8: WBS energies in the closed channel potentials.
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Figure 2.8 shows that the weakly-bound states of all four closed channels cross
zero between 140 and 150 Gauss, and later between magnetic-field values of 170
and 200 Gauss. Clearly, there is no single bound state in any of the closed channel
potentials directly responsible for the 155 G Feshbach resonance, since none of the
WBS energies crosses zero at the resonance location. This strongly implies that the
problem is intrinsically coupled, and that several channels are ultimately required to
correctly reproduce the Feshbach resonance and the phenomenology of the two-body
physics.
Now that we have developed the atom-atom interaction in an external magnetic
field, calculated the 155 G resonance by solving the five-channel system via COLSYS,
and explored weakly-bound states in the various channels near the resonance, we
can work towards developing a separable-potential model in momentum space that
reproduces the phenomenology of the resonance. In the next chapter we examine the





This chapter introduces the low-energy approximation used in extracting scat-
tering lengths and ranges necessary to constrain the separable potentials to be used
to calculate three-body recombination processes. This includes an overview of the
effective-range expansion, as well as how phase shifts are used to extract a scattering
length, an effective range, and a shape parameter for both the singlet and triplet
potentials. From these ERE parameters, one can solve for the singlet and triplet
interaction ranges and strengths of a separable-potential model, which will be used
to reproduce the Feshbach resonance in a simple two-channel separable model. This
chapter also introduces the specific separable potential of Yamaguchi, a momentum-
space separable-potential model to be used in reproducing the 155 Gauss Feshbach
resonance. For this model we show that the Lippmann-Schwinger equation, central to
many-body collisional theory in quantum mechanics, can be algebraically solved for
the T matrix. Finally, the applications of the parameterization towards three-body
calculations of recombination rates is briefly discussed.
3.1 Low-Energy Approximation
In order to constrain the parameters of the separable potential, it is convenient
to perform an effective-range expansion of the two-body scattering amplitudes. We
begin with a description of how the phase shifts are calculated.
3.1.1 Phase-Shift Calculations
For the purposes of this project, we solve the l = 0 radial Schrödinger equation,
and from the values at asymptotic radial distances, we calculate phase shifts be-
tween incident and reflected wavefunctions in the open channel. Here, we define the
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asymptotic radial region where the separation is great enough that the potential is
negligible. It is at such asymptotic radial distances where the phase shift is extracted.
Asymptotically the l = 0 wavefunction uo is just a sum of sine and cosine functions.
Taking the values at the asymptotic points allows one to find the coefficients of the
trigonometric function from which the phase shift may be found. Specifically, let
uo(r1) = A sin(kr1) +B cos(kr1) (3.1)
uo(r2) = A sin(kr2) +B cos(kr2) (3.2)
Solving for the coefficients A and B, we get:
A =
uo(r1) cos(kr2)− uo(r2) cos(kr1)
sin(kr1) cos(kr2)− sin(kr2) cos(kr1)
(3.3)
B =
uo(r2) sin(kr1)− uo(r1) sin(kr2)












where E is the energy and µ is the reduced mass of the atomic system.








where A and B are the sinusoidal coefficients in the incident and reflected wavefunc-
tions associated with the open channel and given in equations (3.3) and (3.4).
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3.1.2 Effective-Range Expansion
The partial-wave expression for the scattering amplitude in terms of the phase









(−1)l(2l + 1)eiδl sin(δl)Pl(cos(θ)), (3.7)
where q is the momentum transfer, k is the relative momentum between rubidium
atoms, and δl is the phase shift. Since we are only considering low energies in this
project, the above expression for the scattering amplitude can be simplified by only








By taking the modulus squared of this expression, the differential cross section
can be found.
The kcot(δ0) term contains the pertinent physics. For low energies, one can per-
form an effective-range expansion of kcot(δ0) in powers of k
2:








4 + . . . , (3.9)
where as is the scattering length, r0 is the effective range, and s4 is the shape param-
eter. Attractive potentials have the property that the scattering length is positive.
Once the numerical method is programmed via Numerov’s algorithm, a loop can be
implemented to calculate values of kcot(δ), for several low energies and the effective-
range parameters are extracted. This is done for both singlet and triplet potentials.
By plotting kcot(δ) values with respect to k 2, we can apply the low-energy expansion
to get out the ERE parameters. Figure 3.1 displays a numerical fit to a plot of kcot(δ)
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with respect to k 2 using the singlet potential, and figure 3.2 displays a numerical ERE
fit using the triplet potential.
Plot Points
ERE Fit







Effective-Range Expansion: Singlet Fitting
Figure 3.1: Low-energy ERE singlet-fitted curve for kcot(δ) vs k 2
Plot Points
ERE Fit









Effective-Range Expansion: Triplet Fitting
Figure 3.2: Low-energy ERE triplet-fitted curve for kcot(δ) vs k 2
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We have examined the stability with respect to step size and loop limits. We found
stability to the fourth digit in the scattering length and effective range for both single
and triplet potentials. The shape parameter, however, was rather unstable due to
the sensitivity of fitting a fourth-order expansion to the momentum if all parameters
were allowed to float.
However, by fixing the scattering length and range, stable values of the shape
parameter were found, provided one went out to at least 0.1 nm−1 in momentum.
Alternatively, one could fit the two parameters of a separable potential using dipole
form factors and use the resulting prediction of the shape parameter. Both methods
gave similar values, as shown in tables 3.1 and 3.2. Hence, shape parameter values
extrapolated using fixed scattering lengths and effective ranges are compared below to
actual shape parameters derived from the expansion fit, for the appropriate scattering
energies corresponding to both atomic potentials. Agreement between theoretical and
experimental values of the shape parameter was found to be within one percent for
both singlet and triplet cases.
For a starting stepping radial distance of 0.15 nm, we calculate the following
values for both the singlet and triplet potentials, given in tables 3.1 and 3.2. Various
boundary conditions and stepping sizes were varied when testing numerical stability
for the singlet and triplet ERE parameters; these include the initial and asymptotic
radial distances for the wavefunctions, given by r and rmax respectively, the number
of radial increments nr, and the number of increments looping up to the energy E.
Fitted plots of kcot(δ) versus k 2 are shown in figures 3.3 – 3.5. We find that numerical
stability is achieved to five places in the scattering length and effective range for nr
> 500,000, nE > 50, 0.15 < r < 0.25, and 100 < rmax < 300.
Convergence plots were produced for the singlet and triplet scattering lengths,
effective ranges, and shape parameters. These are shown in figures 3.6-3.11, where η
now represents the magnitude of the difference between the calculated ERE parameter
39
Table 3.1: Singlet Low-Energy ERE Numbers
Parameter Symbol Singlet Value
Scattering length as 127.462 nm
Effective range r0 11.372 nm
Predicted shape parameter s4 28.996 nm
3
Calculated shape parameter s4 28.817 nm
3
Table 3.2: Triplet Low-Energy ERE Numbers
Parameter Symbol Triplet Value
Scattering length as -19.523 nm
Effective range r0 18.156 nm
Predicted shape parameter s4 71.820 nm
3
Calculated shape parameter s4 71.833 nm
3
and its corresponding stable value (given in tables 3.1 and 3.2). All convergence plots
have two lines; one demonstrates convergence of the ERE parameter to the final,
“stable” value with respect to the energy scale; the second line conveys convergence
to the stable ERE value with respect to the right boundary condition rmax. For the
energy convergence, the following numerical parameters were held constant: nr =
1, 000, 000, r = 0.15 nm, and nE = 50; as the energy was stepped down, ERE values
were calculated at rmax = 50 nm and then at rmax = 100 nm. For convergence
with respect to rmax, an energy scale of 1× 10−10 eV was used, for which the singlet
ERE values reached their stable values given in table 3.1. Numerical stability, as
well as excellent agreement between predicted and calculated shape parameters, were
achieved at energies around 1× 10−9 eV in the case of the triplet numbers.
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Plot Point
Fit for rmax = 100 nm
Fit for rmax = 200 nm







ERE Singlet Fitting: Varying rmax with nE=51 & nr=2 million
Figure 3.3: ERE singlet parameter fitting; singlet curve set 1
Plot Point
Fit for nr = 1 million
Fit for nr = 2 million







ERE Singlet Fitting: Varying nr with rmax=100 & nE=51
Figure 3.4: ERE singlet parameter fitting; singlet curve set 2
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Plot Point
Fit for r = 0.15
Fit for r = 0.25







ERE Triplet Fitting: Varying r with nE=51, rmax=100, & nr=1 million
Figure 3.5: ERE singlet parameter fitting; triplet curve set 1
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Figure 3.7: ERE singlet effective range convergence.
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Figure 3.9: ERE triplet scattering length convergence.
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Figure 3.11: ERE triplet shape parameter convergence.
3.2 Yamaguchi Model
To be useful to three-body scattering calculations, we would like to find an ana-
lytic form of the two-body T matrix. Since the scattering amplitude is proportional
to the T matrix, we can use a form of the scattering amplitude for two-body scatter-
ing problems that incorporates the T matrix. In this section, we will first derive the
T matrix. Then, single-channel and two-channel approximations will be formulated
from the Yamaguchi form for a separable potential, via the use of dipole form fac-
tors. Before this can be done, however, a time-independent formulation of scattering
processes is presented with an overview of the Lippmann-Schwinger equation.
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3.2.1 Lippmann-Schwinger Formalism
We can begin by assuming that the Hamiltonian can be written as a sum of the
kinetic-energy operator (the free-particle Hamiltonian) and a potential term,
H = H0 + V (3.10)
where H 0 = p
2/2m.
As usual, we also assume that the total wavefunction in a scattering process is
given as the sum of incidence and scattering, such that
|φtot〉 = |φinc〉+ |φscat〉 (3.11)
By substituting both assumptions into the time-independent Schrödinger equa-
tion, we obtain
(H0 + V )(|φinc〉+ |φscat〉) = E(|φinc〉+ |φscat〉) (3.12)
In the case of two-body elastic scattering, we have free-particle states at asymp-
totic radial distances, so the incident and scattered energies are equivalent. This
simplifies equation (3.12) to the form
V |φtot〉 = (E −H0)|φscat〉 (3.13)





In order to avoid a divergence when the energy is equal to the free-particle kinetic
energy in equation (3.14), an imaginary energy term +iε is added to the energy in the
denominator, which enforces the outgoing boundary condition. Then, replacing the
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modified form of equation (3.14) back into our definition of the total wavefunction,
we arrive at the form
|φtot〉 = |φinc〉+
1
E −H0 + ıε
V |φtot〉 (3.15)
This is the Lippmann-Schwinger equation, and it is independent of any particular
representation. Furthermore, we can define
G0(E) ≡
1
E −H0 + ıε
(3.16)
as the Green’s function, or two-body propagator. To obtain an integral equation for
scattering, we begin by evaluating the matrix element 〈r′|G0(E)|r〉, with an insertion







E − p2/2m+ ıε
〈p|r〉 (3.17)









E − h̄2q2/2m+ ıε
, (3.18)
where we have chosen our z -axis to point along (r−r’), since we are not constrained
by any axial dependence. Separating the integral into multiple integrals with angular















k2 − q2 + ıε
(3.19)
Using the method of residues, and taking note of the fact that the integrand has
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' k + iε′, (3.20)








in which the small, imaginary energy term goes to zero from positive values of ε,
and equation (3.21) refers to an outgoing spherical wave. Taking into consideration
the Green’s function derivation, the Lippmann-Schwinger equation can be compactly
expressed as
|φ+〉 = |φi〉+G0(E)V |φ+〉 (3.22)
To obtain a form of the Lippmann-Schwinger equation for the T matrix, we de-
fine the T matrix by V |φ+〉 = T |φi〉. Then, by multiplying the outgoing spherical
wavefunction by the potential and substituting in the T -matrix statement, we obtain
the generator form of the Lippmann-Schwinger equation:
T = V + V G0T (3.23)
In addition to equation (3.23), we will need an expression for the scattering ampli-
tude in terms of the T matrix. The scattering amplitude gives the differential cross
section and is written in the usual asymptotic form for φ+(r),




By assuming that the incident wavefunction is a plane wave, we can write the
Lippmann-Schwinger equation in the r space representation and solve for the scat-
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Since we are working with asymptotic scattering states, the scattering amplitude
is simplified by imposing |r|  |r′|. By defining k′ ≡ kr̂, we can simplify equation
(3.25) to





which can be written simply as [9]
f(θ, φ) = − m
2πh̄2
〈k′|V |φ+〉 = − m
2πh̄2
〈k′|T |k〉 (3.27)
This gives us an expression connecting the T matrix to the scattering amplitude,
from which an ERE can be performed to extract the scattering length and effective
range.
3.2.2 Single-Channel Approximation





where λn is the potential strength, |gn〉 and 〈gn| are the potential form factors, and
NR is the rank of the potential. Here, we are defining λn as the inverse of λm in
Harms’ separable expansion [10], and we propose that the T matrix may be written
in the same separable form, in which our ansatz is given by:





Along with the Green’s function from section (3.2.1), we can use this separable
expansion in the Schrödinger equation,
G−10 (E)|χn〉 = V |χn〉 (3.30)
We will start by assuming that a particular non-degenerate energy corresponds to
a bound state, E = −B, so that
G−10 (−B)|χB〉 = V |χB〉 (3.31)
From this we define the form factors as [11]
|gB〉 = G−10 (−B)|χB〉 (3.32)
with the orthonormality condition
〈gn|G0(−B)|gm〉 = −δnm (3.33)
so that
V G0(−B)|gB〉 = λB|gB〉 (3.34)
Hence, we can generalize the bound-state condition to a system of rank n:
V G0(−B)|gn〉 = λn|gn〉 (3.35)
where V is a central potential. Because of this, the form factors are angularly inde-
pendent.
With an expression for the form factors, we can show that the potential in terms
of a separable expansion satisfies the Schrödinger equation by substituting equation
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(3.28) into equation (3.35):
λn|gn〉 = V G0(−B)|gn〉 = −
∑
mn
λm|gm〉〈gm|G0(−B)|gn〉 = λn|gn〉. (3.36)
Now we can proceed to simplify to the rank 1 case. The Lippmann-Schwinger
equation in momentum space for rank 1 is:
〈q′|T (E)|q〉 = 〈q′|V |q〉+ 〈q′|V G0(E)T (E)|q〉



























Therefore, by solving for h(q;E) and substituting back into equation (3.37), we arrive
at
〈q′|T (E)|q〉 = −g(q′)τ(E)g(q), (3.40)
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where






Therefore, T (E) is completely factorable for the potential in equation (3.28) [12].
This algebraic solution for the T matrix satisfies our ansatz in equation (3.29).
With an expression for the T matrix in terms of form factors, we employ a rank-1
momentum-space form in terms of an interaction range term β:
〈p|g〉 = g(p) = 1
1 + p2/β2
(3.42)
This analytic expression for the form factor is known as the dipole/Yamaguchi
form factor. The choice of using a particular separable form for the potential is
arbitrary since various other models could have been used to obtain similar results;
however, the Yamaguchi model describes the system with a given bound state very
well [11]. To know the normalization for the form factor in equation (3.42), we
employ the condition given in equation (3.33) at the binding energy B and solve for









with the normalized form factors then defined as
g′(k) = N 1/2g(k) (3.44)











From the fact that τ(E) is singular when E = −B, we can solve for a binding
energy expression as a function of the form factor parameters for the potential strength
λ and interaction range β:





where λ is less than zero, yielding a real value for the binding energy.
From Shepard and McNeil’s analytical treatment of a rank-1 separable Yamaguchi
two-body potential [11], performing an effective-range expansion gives the scattering











By inverting the scattering length and effective-range equations in equation (3.48),
we can derive expressions for the the singlet and triplet γ and β parameters in terms
of the singlet and triplet low-energy ERE parameters calculated in tables 3.1 and 3.2.
Hence, once we have calculated all the necessary parameters, we can finally proceed
towards applying such fitted parameters in a coupled-channel Feshbach resonance
code by incorporating the potential-projection matrices along with the developed
separable-potential model. The fitted parameters appear below in tables 3.3 and 3.4
for the singlet and triplet potentials, respectively.
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Table 3.3: Singlet Yamaguchi Parameters
Parameter Symbol Singlet Value
Binding energy parameter γs 0.008230 nm
−1
Interaction range βs 0.252894 nm
−1
Yamaguchi potential strength λs -2.64337 × 10−7 nm2
Table 3.4: Triplet Yamaguchi Parameters
Parameter Symbol Triplet Value
Binding energy parameter γt -0.038157 nm
−1
Interaction range βt 0.217192 nm
−1
Yamaguchi potential strength λt -1.96166 × 10−7 nm2
3.2.3 Two-Channel Approximation
Now that we have a basic form for a separable potential, we would like to apply it
towards our problem, which involves multiple channels. To ultimately perform three-
body calculations of recombination rates, two channels were used in order to reproduce
the appropriate phenomenology, the open channel and the second closed channel
(channel b). The strengths for the singlet and triplet potentials have already been
calculated; however, the various closed channels present are different admixtures of
the singlet and triplet potentials due to the projection matrices and varying channel-
energy separations from the open channel, so two different form-factor strengths are
needed that correspond to the two channels that we will ultimately be utilizing for
our separable-potential model.
In addition to form-factor strengths for the open channel and closed channel, we
also require interaction ranges for both channels. From tables 3.3 and 3.4, we notice
that the interaction ranges for the singlet and triplet potentials are within about 15
percent of each other, so we simply take the average of the two values, and use the
average for both the open- and closed-channel interaction ranges. The form-factor in
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equation (3.42) is now extended to incorporate two channels by being given a matrix
representation, where the actual form factors corresponding to the open and closed






The open- and closed-channel strengths are similarly represented in a general
matrix form, with the open and closed strengths along the diagonals, and cross terms





Using the Green’s function from section (3.2.1) as the two-atom particle prop-
agator, we can solve for the T matrix algebraically. Once we obtain an analytic
expression for the scattering length, we can merely loop over the magnetic field, re-
calculate all the energy values for the open and closed channels in the 2-channel
model, and plot the scattering length as a function of magnetic field to compare with
the plots produced by the full 5-channel code using the r -space JILA potential.
To obtain an analytic expression for the scattering length however, we need to
calculate the T matrix and then collapse the matrix with the form factors to obtain
an expression for the scattering amplitude via equation (3.27). Then, using the
effective-range expansion that is valid for s-wave scattering (low energy), we expand
the scattering amplitude in terms of the momentum squared, and invert the terms
that are independent of momentum to finally solve for the scattering length.
To use the singlet and triplet potential strengths with our separable-potential
model, we had to truncate the projection matrix elements to a 2×2 matrix contain-
ing elements corresponding to the open channel o and (second) closed channel b only.
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The truncated singlet and triplet projection matrices are then multiplied by the cor-
responding Yamaguchi potential strengths from tables 3.3 and 3.4 in order to obtain
our Yamaguchi potential-strength matrix:
λ = λsPs + λtPt (3.51)
Once enough scattering-length values were calculated across the range of magnetic-
field values where the resonance is expected to occur, they were plotted against
magnetic-field value. The calculated values of λ and β unfortunately did not yield
a Feshbach resonance at the right location. This is not surprising because the Yam-
aguchi potential only describes the ground state where we previously showed from our
bound state analysis that this is an intrinsically-coupled problem, and reproducing
the Feshbach resonance requires multiple channels.





where λcc and βcc are the actual closed-channel strength and interaction range. The
scaling factors, given in table 3.5, are multiplied with the closed-channel potential
strength and interaction range so that the second-channel strength and range used
in the separable model are given by λc and βc, as in equation (3.52). The potential
parameters and scaling factors were then used by C. Newby [2] to calculate the three-
body recombination rates using the Faddeev equation. The scaling factors reported in
table 3.5 reproduce the resonance location to a fraction of a Gauss and are numerically
accurate to five places; truncating an additional significant figure shifts the reproduced
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resonance location more than 1 Gauss.
Table 3.5: Closed-Channel Scaling Factors
Parameter Symbol Value
Strength Scaling Factor xλc 4.44178
Range Scaling Factor xβc 5.85500
Indeed, the λc, βc expected from fitting to the appropriate binding energy are
very close to that obtained from fitting the Feshbach resonance, and were found to
reproduce a decent fit for the resonance calculated by COLSYS. The comparison is
shown graphically in figure 3.12, for which the resonance location only differed by a
fraction of a Gauss.
COLSYS Plot
Yamaguchi Fit










Feshbach Resonance using Yamaguchi Model
Figure 3.12: 2-channel approximation of a resonance
Several different scaling factors for xλc and xβc were also tried in approximating
the 155 Gauss resonance. For applications to three-body recombination calculations,
emphasis was placed in finding a good fit when approaching the resonance from higher
values of the magnetic field where the scattering length is positive. Figures 3.13 –
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3.17 display comparisons between COLSYS and the 2-channel Yamaguchi separable
potential for five different sets of scaling factors, respectively.
COLSYS Plot
Yamaguchi Fit










Figure 3.13: 2-channel approximation with xλc=4.70500 and xβc=5.72505
COLSYS Plot
Yamaguchi Fit
























Figure 3.15: 2-channel approximation with xλc=4.55052 and xβc=5.80000
COLSYS Plot
Yamaguchi Fit
























Figure 3.17: 2-channel approximation with xλc=4.35545 and xβc=5.90000
In addition, when the single-channel binding energy, given in equation (3.47), is
plotted with the scaled closed-channel parameters, we notice that the energy is quite
close to ∆b. As a function of magnetic field, both parameters are plotted in figure
3.18. This is useful because emphasis can be placed on the second closed channel for
future work. These results, obtained in figure 3.18 by correctly scaling the closed-
channel strength and interaction range, suggest that the second closed channel is
required to reproduce the correct results in future coupled-channel treatments of the
problem, where multiple closed channels may be used to approximate the two-body











Db & Γ Hnm-1L
Binding Energy Γ and Db vs. B-Field
Figure 3.18: Comparison between the single-channel binding energy γ and the channel
energy separation ∆b
Finally, we can take the Fourier transform of the Yamaguchi potential with the
scaled parameters in order to calculate an r -space form for the pseudopotential. The
configuration-space form for this potential is given by the Hulthen potential [13],





and admits only one bound state with binding energy B. Here, βc is the scaled
interaction range parameter for the closed channel given in equation (3.52) and γ is
the scaled Yamaguchi binding energy parameter, calculated from equation (3.47). As
a function of radial distance, the Hulthen potential is shown in figure 3.19.
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Figure 3.19: Scaled Yamaguchi Potential in r space.
Using the closed-channel parameters and the values from table 3.5, γ is calculated
to be 4.812 nm−1. A plot of the wavefunction from this bound state is shown in figure
3.20, where we observe expected asymptotic exponential decay for the bound state.
u(r)
Vr-spaceHrL








Bound-state wavefunction & Hulthen potential
Figure 3.20: Hulthen bound state wavefunction with asymptotic decay
62
3.3 Applications and Future Work
There is still much work that could be done in the future regarding the parameteri-
zation and modeling of Feshbach resonances using separable potentials. In particular,
it would be relatively straightforward to incorporate all five channels and still pro-
vide an analytic expression for the scattering amplitude that could be used in a full
coupled-channels treatment of the three-body recombination. In this way, one could
explore new resonances that might arise due to other closed channels. One could
also look for possible off-diagonal (mixed) channel contributions to the Feshbach res-
onance. Another area for exploration is to try different separable forms such as the
delta shell, Gaussian, or other potentials that may yield a better phenomenology. For
example, adopting a more complicated form factor could allow for both the deep and
shallow bound states to be modeled. Currently, the Faddeev three-body equation is
limited to only two channels, so the benefit of adding more channels would be limited.
3.3.1 WBS Energies via COLSYS
Besides using the Numerov algorithm to solve the Schrödinger equation, it is also
possible to use COLSYS to calculate energies corresponding to weakly-bound states.
The advantage of using COLSYS is that multiple-coupled channels can be examined
to solve for bound-state solutions. Moreover, one has the freedom to specify which
channels to include in the coupled-channel calculations, as well as the number of
channels.
In order to have COLSYS calculate bound-state energies, two additional z func-
tions are required, z (11) and z (12). In the SOLUTN subroutine, z (11) serves as the
user-supplied guess for the initial form of the wavefunction and z (12) is a guess for
the value of γ as defined in equation (3.46). The subroutines FSUB, DFSUB, GSUB,
and DGSUB are then all extended to incorporate these two new functions. In FSUB,
f (11) is equated to z (1)2 as the differential equation for the normalization function.
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In addition, the differential equation used for the eigenvalue is set up by having f (12)
equal to 0. The Jacobian for all the new f functions in FSUB is then calculated in
DFSUB, just as in section (2.4.2). GSUB is extended to include the γ binding ener-
gies, as well as the normalization conditions at the radial boundary conditions, where
z (11) must be equal to 0 at the left radial boundary, aleft, and equal to 1 at the right
radial boundary, aright. Finally, DGSUB is modified to include the two additional
equations as well.
In addition to modifying the COLSYS subroutines, we also have to change several
numerical parameters. In particular, ncomp and ipar(4) are now equal to 12 to match
the fact that we are working with 12 differential equations. ipar(1) must be set to
1, since the problem has now become nonlinear, and ipar(9) is set to 1 in order to
use the SOLUTN guess to control initial z values. The radial boundary conditions
aleft and aright are held at 0.28 and 50 nm, respectively. Once all the parameters
necessary to calculate bound states are set, exponential forms for the SOLUTN guess
are used, given by equations (3.54 – 3.56),








z(11) = 1− e−r/r0 ,
z(12) = γguess,
(3.56)
where r0 = 5a∞.
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3.3.2 COLSYS Solutions
After including the extensions and modifications in section (3.3.1), we used COL-
SYS to calculate and plot several bound state solutions with all five channels cou-
pled, for various values of γ and guesses in the SOLUTN subroutine. Unfortunately,
COLSYS is quite sensitive to several of the numerical parameters, so various different
bound states were found when looping the program with respect to the magnetic field.
The open- and closed-channel wavefunction solutions, along with their corresponding
convergences, are shown below in figures 3.21 – 3.28 for a variety of magnetic field















COLSYS WBS wavefunction solutions
Figure 3.21: 5 channel wavefunctions (B = 164 G; γ = 6.7004778 nm−1)
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COLSYS WBS wavefunction solutions
Figure 3.23: 5 channel wavefunctions (B = 158 G; γ = 4.8936123 nm−1)
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COLSYS WBS wavefunction solutions
Figure 3.25: 5 channel wavefunctions (B = 165 G; γ = 3.6983061 nm−1)
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COLSYS WBS wavefunction solutions
Figure 3.27: 5 channel wavefunctions (B = 159 G; γ = 1.3716195 nm−1)
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Figure 3.28: COLSYS convergence (B = 159 G; γ = 1.3716195 nm−1)
For future work, COLSYS could also be modified in order to have more control
over its convergence algorithms. In addition, more sophisticated forms for the initial
guess in SOLUTN could be utilized; for example, WBS solutions using the Numerov
algorithm could be used as an input in the guess subroutine. Finally, instead of
using all five channels, it might be possible to use only two closed channels with
the open channel and still accurately reproduce the Feshbach phenomenology, since
the difference in hyperfine/Zeeman splitting energies between channels a and b is
relatively small near 155 G, as is the difference in splitting energies between channels
c and d. Provided that the correct numerical conditions are met with COLSYS
in a coupled-channels treatment, a magnetic field loop over the region of positive
scattering length (155 – 165 G) could be used to find a WBS energy crossing zero at
the location of the Feshbach resonance near 155.2 Gauss. Such an analysis could be
used to further explore the source of the resonance, as well as provide greater insight
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APPENDIX - OTHER FEATURES AND DISCOVERIES
All fundamental constants and parameters utilized to produce all figures and cal-
culated parameterizations are taken from NIST and the PDG, in which the latest
values published were used. The value used for the frequency splitting between the
ground-state energy levels in 85Rb was taken from Penselin, et al. [5] These constants
appear below in table A.1 [14].
Table A.1: 2008 PDG/NIST fundamental and atomic constants used for all calcula-
tions.
Quantity Symbol Value
speed of light in vacuum c 2.99792458 × 1017 nm s−1
Planck constant, reduced h̄ 6.58211899 × 10−16 eV s
electron charge magnitude e 1.602176487 × 10−19 C
conversion constant h̄c 197.3269631 MeV fm
unified atomic mass unit u 931.494028 MeV/c2
fine structure constant α 0.0072973525376
Bohr radius a∞ 0.052917720859 nm
Bohr magneton µB 5.7883817555 × 10−5 eV T−1
electron magnetic dipole moment µe/µB 1.00115965218111
Boltzmann constant kB 1.3806504 × 10−23 J K−1
Hartree energy Eh 27.21138385289668 eV
Rb-85 mass mRb−85 84.911789738 (amu)
Rb-85 ground-state hyperfine splitting E HF/h 3.035732439 GHz
In addition to the resonance found at approximately 155.2 Gauss, several other
resonances have been found from looping the COLSYS program between 0 and 1,500
Gauss at increments of a tenth of Gauss; these appear in figure A.1. In particular, a
resonance at approximately 226 Gauss is being predicted, shown in figure A.2, and
is consistent with previous predictions [6]. A third resonance is predicted to occur
around 535 Gauss, as shown in figure A.3. Finally, a fourth resonance is found at
approximately 1245.5 Gauss; this resonance is shown in figure A.4.
73









Figure A.1: Other resonances predicted to occur between 0 – 1,500 G









Predicted 226.1 G Feshbach Resonance
Figure A.2: Predicted Feshbach resonance at approximately 226.1 Gauss
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Predicted 535.5 G Feshbach Resonance
Figure A.3: Predicted Feshbach resonance at approximately 535.5 Gauss








Predicted 1245.5 G Feshbach Resonance
Figure A.4: Predicted Feshbach resonance at approximately 1245.5 Gauss
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