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Abstract— In the last decade much research effort has been
dedicated to deal with the issues of wireless multimedia com-
munication, in particular, the bandwidth limitation (capacity)
and channel impairment (intersymbol interference - ISI) experi-
enced by wireless communication systems in the transmission of
multimedia data such as, digital images/video. To overcome the
problem of ISI caused by multipath propagation in a wireless
environment, various channel coding and equalization schemes
have been developed. We have recently proposed a new scheme
for blind channel equalization. In this paper, we test this scheme
for wireless image transmission. Simulation results show that
the low complexity of implementation and the fast convergence
rate are the major advantages of employing the new scheme for
multimedia applications. It is also shown, from perceptual-based
analysis as well as objective measurements using peak signal-to-
noise ratio (PSNR) of the recovered image, that the recently-
proposed blind adaptive equalization algorithm outperforms
existing methods.
I. INTRODUCTION
Over the past decade, the demand for multimedia applica-
tions and services over wireless networks such as 3G mobile
communication systems has grown considerably. Reported
studies into next-generation (NG) wireless/ mobile networks
[1] have shown a significant trend towards personalized mobile
communications - ubiquitous computing - and a stronger need
for wireless multimedia-equipped devices. This has stimu-
lated a significant increase in the amount of wireless data
transmitted due to multimedia content, causing a major shift
from traditional wired telephony-oriented services, which have
predominantly supported the transmission of voice data.
The processing of digital video, images, and audio signals
using sophisticated and quite complex algorithms (codecs)
are at the heart of many modern communication products,
from personal digital assistants (PDAs) to video-capable cell
phones. Understanding the characteristics of wireless digital
communication systems designed for the transmission of mul-
timedia signals is essential for developers of the systems that
target multimedia applications.
One of the main issues with mobile multimedia commu-
nication, however, is the degradation in both communication
channel performance, system latency, and acceptable quality
of multimedia data received on wireless terminals/ devices.
This is mainly due to the inherent characteristics of wireless
communication systems - the time-varying nature of wireless
channel conditions and propagation environments [2].
Despite the ongoing development of key communication
technologies to deal with multimedia applications, such as
adaptive compression [3] and adaptive modulation and coding
[4], the transmission of multimedia data over wireless commu-
nication channels still introduces significant bottlenecks. This
is mainly due to the fact that representing multimedia data
such as digital audio/ images/ video requires a large amount of
information, leading to high bandwidth, computation energy,
and communication energy requirements.
The communication bandwidth available to wireless/mobile
systems for the transmission of multimedia data, and the
processing capabilities of the communication system/devices,
are often severely limited. Mobile radio channels must, there-
fore, transmit user information in a highly compressed form,
while making efficient use of available frequency spectrum
and communication power.
As a result, new ways of ’adaptively’ compressing, mod-
ulating, encoding and transmitting multimedia data (by dy-
namically controlling communication parameters to suit vari-
ations in channel conditions, computational requirements, and
available processing resources) have emerged [5], [6], [7], [8].
Furthermore, due to the demand for high data rate transmission
of multimedia signals over video-capable wireless networks,
channel equalization has become essential in dealing with
the problems associated with intersymbol interference (ISI).
On the other hand, space-time coding (STC) and orthogonal
frequency division multiplexing (OFDM) have emerged as
powerful techniques to minimize the system bit error rate, and
hence opened the way towards increasing data rates to support
multimedia applications as we have shown in [9].
Blind equalization has been extensively used in commu-
nication systems to remove the ISI produced by dispersive
channels [10], and has become increasingly important where
full bandwidth utilization of the channel is necessary. It is
well known that conventional equalization techniques rely
on the transmission of training signals which leads to a
reduction in channel bandwidth and allocated resources. The
main advantage of using a ’blind’ system is apparent where
the use of training signals is both unrealistic and costly to
implement.
The Constant Modulus Algorithm (CMA) that was origi-
nally proposed in [11], has attracted the main research effort
as a suitable blind wireless channel equalizer - due to its
robustness over the violation of perfect blind equalization
(PBE) conditions [12]. To achieve the low complexity require-
ment of the CMA algorithm, recent studies associated with
the fractionally-spaced equalization constant modulus (FSE-
CM) algorithm have lead to the development of the dithered
signed-error constant modulus algorithm (DSE-CMA) [13]. In
this scheme, the input signal to the equalizer is dithered by
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Fig. 1. Transmitter block for T/2 baseband communication system.
a non-subtractive sinusoidally-distributed signal before a sign
operation is applied.
In this paper, we investigate the characteristics and system
performance of a wireless multimedia communication system
using the DSE-CMA blind equalization technique in the
application of compressed images. The framework developed
can be extended to study the transmission of other types of
multimedia signals such as, high rate digital video. Empirical
results obtained are used to determine subjective (perceptual-
based) quality issues, without the need for an extensive nu-
merical analysis; as is often required in most research studies.
II. SYSTEM MODEL
Fig. 1 and Fig. 2 depict a multirate model of a baseband
communication system comprising of a transmitter and re-
ceiver part, where subscript n denotes baud-spaced quantities
and subscript k represents T/2 fractionally-spaced quantities.
Through this system, a sequence of formatted multimedia
data symbolized as xn with T symbol period is transmitted
through the T/2-spaced channel c of a length Nc. In many
communication systems, even in the absence of noise the
effects of filtering and channel-induced distortion lead to
intersymbol interference (ISI). Therefore, in addition to the
white Gaussian noise the received signal is also corrupted by
ISI. These distorted signals can only be removed by employing
an equalizer in the receiver. Following the figures, the system
output of the equalization may be expressed as:
yn = rH(n)f(n) + wH(n)f(n)
= xH(n)C f(n) + wH(n)f(n), (1)
where x(n) = [xn, xn−1, · · · , xn−Nx+1]t denotes a finite-
length source symbol vector of a length Nx = (Nc +
Nf − 1)/2, while f is representing a column vector of
fractionally-spaced equalizer coefficients with a length Nf .
A column vector r(n) and w(n) be the symbol of time-
decimated of Nf received samples and white Gaussian noise,
respectively. A Hermitian operator is denoted by (.)H , and
matrix transposition is symbolized by (.)t. The matrix C
symbolizes a Nx × Nf time-decimated channel convolution,
defined as follows:


c1 c0
.
.
.
.
.
. c1 c0
cNc−1 cNc−2
.
.
.
.
.
.
.
.
. c1 c0
cNc−1 cNc−2
.
.
.
.
.
.
.
.
.
cNc−1 cNc−2


.
(2)
Parameter
Updating
Algorithm
Multimedia
reformating
and data
decompression
Output
files/data
rk yn
  2Equalizerfk
Fig. 2. Receiver block with a linear equalizer for T/2 baseband
communication system.
III. A BLIND ADAPTIVE ALGORITHM
Most of the blind adaptive equalizers update their coefficient
vectors utilizing the stochastic gradient descent minimization
method, which has also been used in this paper. The equalizer
coefficients are updated according to the following algorithm:
f(n + 1) = f(n) + µr(n)ψcma(yn), (3)
where µ is a small constant called the step-size, and ψcma(yn)
is the CMA error function.
A complex-valued error function of CMA is described in
[11] as:
ψcma(yn) = y∗n(γ− | yn |2), (4)
where γ is a dispersion constant defined as
γ = E [|x(n)|4]/E [|x(n)|2]. (5)
The objective that the equalizer minimizes the CM cost
function (under a perfect blind equalization (PBE) condition
[12]) is to remove all the linear distortion incurred by the
channel such that the the output of the original source symbols
are recovered for some system delay δ (0 ≤ δ ≤ Nx − 1) and
phase shift θ (θ ∈ [0, 2π]). Hence, the filter output for perfect
equalization becomes
yn = ejθxn−δ. (6)
Recently, advanced studies of blind channel equalizers has
moved towards the achievement of complexity reduction.
Primarily, it is motivated by a requirement for low cost im-
plementation of blind systems. One way to reduce complexity
is by transforming the error function in eq. (4) into a sign
function. It can be clearly shown, that the multiplication of
every regressor element with the error function becomes a
multiplication with +1 and -1 only. However, in order to
preserve information lost in the quantization process a small
perturbation random signal is added - known as dithering [14].
Thus the error function in eq. (4) for the complex-valued case
is modified to:
ψdse-cma(yn) = α sign (ψrcma(yn) + νrn(α)) +
jα sign
(
ψicma(yn) + ν
i
n(α)
)
, (7)
where α is a dither amplitude selected large enough to satisfy
α ≥ max{|ψrcma(yn)|, |ψicma(yn)|}, νrn(α) and νin(α) are real-
valued i.i.d process sinusoidally distributed in (−α, α) [13],
where the superscripts r and i refer to the real and imaginary
components, respectively.
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In order to guarantee that the sinusoidally-distributed
dithered signed-error CMA (DSE-CMA) algorithm resembles
the behavior of the CMA, the theorems of the average transient
behavior DSE-CMA in [14] will be imposed, in which α
is selected in accordance with the values of {αc, αZF, αOE}.
These parameters are constellation and modulation dependent.
The choice of α > max{αc, αZF} guarantees the zero-forcing
solutions of the equalizer to be in the vicinity of CMA minima,
while selections of α > αOE ensure the mean trajectory within
Fα. The convex hull Fα is formed by the hyper planes
Bα := {f :| rHf |= ψ−1cma(α) for r ∈ R} in the absence
of channel noise, where R is the set of all possible received
vector r. The reader is referred to [15] for the complete design
guidelines of α.
IV. MODELING OF MULTIMEDIA DATA
To enable the simulation of multimedia data over the
multirate communication model, a process for converting mul-
timedia signals from various data sources (such as, compressed
audio/ image/ video files), which may be stored on a PC,
has been developed. This has been integrated together with
the DSE-CMA blind equalization scheme, to form the overall
multimedia communication framework. Figure 3 depicts the
general structure of the conversion process.
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Fig. 3. Framework for wireless multimedia communication using DSE-CMA.
The principal idea behind the multimedia data model de-
veloped is to first consider the source file (digitized version
of the original multimedia signal with N-bit resolution) as a
vector array containing integer quantization levels. For digital
audio, these correspond to sampled amplitude values, and for
digital image and video coding they correspond directly to
pixel values [16]. Before the multimedia data can be processed
by the multirate communication model, the source data is
converted into a matrix array containing N bit-words which
correspond to the sample/ pixel levels. Thus, a bitstream
representing the original multimedia data is created.
Our research framework includes the simulation of a ’data
compression’ block for system development along with in-
vestigating new adaptive compression algorithms. A channel
encoder to convert the bitstream to the required baseband
modulated data symbols xn as specified by the multirate model
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Fig. 4. Frequency responses of Channel A and Channel B with path
loss exponent (p = 2.8) and (p = 4), respectively.
has been implemented. In the receiver path, the reverse is
performed on the modified data symbols yn produced by
the DSE-CMA equalizer. Whereby, the data symbols are first
converted back to a bitstream by the channel decoder, and
are subsequently reconstructed (via the de-compressor) to the
original multimedia data format applied to the system.
V. SIMULATION RESULTS
To evaluate the performance of the DSE-CMA equalization
algorithm in the application of multimedia data, a test image
is transmitted over various wireless communication channels
using the geometrically-based hyperbolically distributed scat-
terers (GBHDS) channel model in [18]. Two kind of channels
simulating urban environments are used, where Channel A is
generated with a path loss exponent (p = 2.8) and Channel B
is generated with a path loss exponent (p = 4). The frequency
and phase responses of the channels are depicted in Figure
4. It can be clearly seen that both model frequency selective
fading channels, with a very deep null produced by Channel A.
These kind of channels obviously give rise to ISI as expected
for multipath propagation in wireless environments, which
deteriorate the received signal significantly.
A standard version of the 512 × 512 size gray scale Lena
image with 8 bits/pixel resolution 1 was used as the multimedia
source data. However, due to practical computational limita-
tions, the image was resized to 128 × 128 using ’bilinear’
interpolation. The re-sized Lena image used for transmission
is shown in Fig. 5. The overall communication framework was
configured for QPSK baseband modulation. The remaining
parameters of the fractionally-spaced equalizer were set as
follows: Nf = 16 and α = 1. The dither amplitude α was
set to be large enough to guarantee the existence of the zero-
forcing solutions of the equalizers.
Figure 6 shows the recovered image from the output of the
channel with p = 2.8, where there was no equalizer used at
the input of the receiver. It was simulated with a SNR = 50 dB.
As expected, this results an image which is severely distorted.
Through visual inspection we can confirm that even in the
1located at http://www.dsp.ece.rice.edu/wakin/images/lena512
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Fig. 5. Lena image source file (8-bit gray scale) after resizing to
128× 128.
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Fig. 6. Received Lena image file (8-bit gray scale) after passing
it through the GBHDS channel (p = 2.8) without employing an
equalizer, SNR = 50 dB.
absence of noise, channel-induced distortion leads to ISI and
corruption of the original image.
In order to determine the effectiveness of the proposed
DSE-CMA technique, the multirate model was configured
and simulated for a SNR = 20 dB over a GBHDS channel
(p = 2.8) using a blind adaptive equalizer based on two
schemes. In the first scheme, we used the uniformly-distributed
dithered signed-error CMA, and in the second case we em-
ployed our proposed sinusoidally-distributed dithered signed-
error CMA algorithm. Fig. 7 and Fig. 8 show the signifi-
cant improvement obtained in using a sinusoidally-distributed
DSE-CMA algorithm as opposed to the uniformly-distributed
DSE-CMA method. This is due to the faster convergence
rate of sinusoidally-distributed DSE-CMA as compared to
uniformaly-distributed DSE-CMA [17].
Clearly, for different channel conditions the results obtained
are similar. Fig. 9 and Fig. 10 show the equalized images
recovered after employing the two algorithms, both simulated
using the GBHDS channel model (p = 4). Under the condition
when the thermal noise heavily corrupts the channel, Fig. 11
shows the degradation in user perceived quality of the received
images. However, it can be seen that the equalizer is very
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Fig. 7. Equalized Lena image file after passing it through the GBHDS
channel (p = 2.8), SNR = 20 dB with blind adaptive equalization
utilizing sinusoidally-distributed DSE-CMA.
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Fig. 8. Equalized Lena image file after passing it through the GBHDS
channel (p = 2.8), SNR = 20 dB with blind adaptive equalization
utilizing uniformly-distributed DSE-CMA.
efficient in removing the effect of ISI.
Further analysis was performed using an objective perfor-
mance metric such as, the peak signal-to-noise ratio (PSNR),
commonly used in image processing literature [3]. The PSNR
performance curves of the received images, transmitted over
various wireless GBHDS channels using the two blind equal-
ization schemes, are plotted against different values of SNR.
Each value of the PSNR for certain SNR values was averaged
over 100 realizations. It can be seen in Fig. 12, that the
sinusoidally-distributed DSE-CMA algorithm outperforms the
uniformly-distributed DSE-CMA algorithm in both cases.
VI. CONCLUSION
In this paper, we presented a multimedia communication
framework to investigate the characteristics of DSE-CMA
blind equalization in the transmission of compressed images
over wireless communication channels. Simulation results
(based on both user-perceived quality and the PSNR perfor-
mance metric) showed that the recently-proposed DSE-CMA
algorithm outperforms existing blind equalization techniques.
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channel (p = 4), SNR = 20 dB with blind adaptive equalization
utilizing sinusoidally-distributed DSE-CMA.
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