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INTRODUÇÃO 
Um dos ~6picos mais impor~antes da EsLatistica Multiva-
riada~ é apresen~ado com o titulo de AnAlise Discriminante ou 
Discriminação e Classif'icação. cujo interesse principal é alocar 
um individuo(objeto) ou um grupo deles em Uma das categorias. 
grupos ou populaç~es concorrentes. Também, os critérios de 
discriminação adotados, frequen~emente, são utilizados para a 
redução de dimens~o do problema estatistico. 
A cl as:=.: i f i caç~o consi st.e na 
ou grupo ao qual per t.ence o novo 
consideração as suas caracterist.icas 
identific:::..ção 
individuo, 
observadas. 
da categor-ia 
levando em 
Quando tais 
caracteristicas são mediçe5es numéricas a designação aos grupos é 
chamada discriminaç&o e a combinação das mediç~es recebe o nome de 
!'unção discriminant.e. Mais especif'icamente. na discriminaç:ão 
tenta-se descrever de maneira gráf'ica (em duas ou três dimensões) 
ou algebricamente mediante funç~es chamadas discriminantes, os 
aspectos dif'erenciais dos individuas ou objet.os de várias 
populaç~e~. ~ando a(s) funçãoC~es) de discriminação s~o lineares 
o que se 
escolhidas 
i mport.ant...e. 
t.em são combinações das variáveis originais que. 
convenientement.e. podem providenciar inf"ormação 
Também, t...ais: combinaçê':íes simplif"icam a estrut.ur-a da 
mat.riz de covariâncias: f'acilit.ando a int.erpretaç~o dos dados_ 
Em muit.os casos assume-se a existência de um número 
r i ni to de populações a uma das quais pertence o i ndi vi duo. sendo 
que cada populaç~o é carac~erizada pela dist.ribuição de probabili-
dade de suas medidas e uma observação é um valor amos~ral de uma 
dessas populações. Por t..ant.o. o i ndi vi duo a ser classificado é 
considerado como uma observação aleat.6ria de uma das populações. 
1 
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Cabe no~ar que em algumas siluaç~es, as dis~ribuiç~es de 
pr-obabilidade das populaç~es s;~o consideradas conhecidas de ini 
cio. em outras si~uações a forma da dislribuiç~o de probabilidade 
das popul açeles é conheci da mas. os par âme~ros s:ío desconheci dos:, 
en~:ío, ~omam-s:e amostras dessas populações para estimar as quan~i­
dades desconhecidas. 
Os métodos mais u~ilizados em problemas prá~icos de dis-
criminaç~o e classificação são o de Fisher CFisher, 1936), o dera 
zão de verossimilhanças e o de Bayes CAnderson,f958 ), que produ-
zem funç2Ses de discriminação lineares: Ccaso homoscedâs:lico) ou 
quadrá~icas (caso het.eros:cedást.ico) nas: mediçeles do individuo a 
ser classificado. 
No cont..ext.o do pr·oblema de discriminação e classificação 
e "tomando a idéia de Flury (Fl.ury, 1983), o obje"Livo do present.e 
'Lrabalho é pPopor- um novo método de discriminação baseado na 
comparação das matrizes de covariâncias para duas populações 
mult.ivariadas de dimensão p, que co~duz a uma função discriminante 
a partir da qual pode-se esLabelece~ uma regra de classi~icaç~o. 
O mét.odo proposto semp~e fornece duas combinaçe5es 
lineares das component.es do i ndi vi duo a cl as si f i c ar , que podem 
ser utilizadas: em r-epr-es:enLações: grá.f"icas: e r-edução de dimensão do 
problema. toda vez que as maLr-izes de covariâncias enLre as duas 
populaç~es Iorem diferen~es. 
A conclusão do presenLe Lrabalho é que, comparado com o 
mét.odo de classificação por quocient.e de verossimilhanças, no caso 
de populaç~es com dist.ribuiç~es de probabilidade normais· de 
dimens~o p=3 o mét.odo proposto apresent.a vanLagems e desvantagens, 
e, em p=2 eles parecem ser equi valent.es. As populaç~es !"oram 
simuladas pelo método Monte Carlo. 
Sugere-se que o método propost.o seja usado como 
complementar, que poderia ajudar numa melhor classif"icação e num 
mel~or ent.endimento do problema. 
O Lrabalho es:Lá dividido em 4 capitulas. O capitulo 1 
contém os resultados: de uma pesquisa bibliogrâfica sobre regras de 
classificação e as :funções de discriminação em populaçt:ies 
homoscedâst.icas. Al~m disso. apresentamos o novo cri t.ério de 
classificação baseado nas estruturas de covariâncias das 
populações concorrent.es. O problema de discriminação e a nova 
propost.a para populaçães normais heteroscedást.icas 
apresentados no capit.ulo a. No capit.ulo 3, usando amost.ras de 
populações normais de dimens:?ío p=2 e p=3 geradas por processo de 
simulação Monte Carlo e com um exemplo de aplicação, avalia-se o 
desempenho do método de discriminação proposto. As conclus~es 
obt-idas do est-udo de simulação e do exemplo são apresent.adas no 
capi t.ul o 4. 
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CAPITULO 1 
O PROBLEMA GERAL DA DISCRIMINAÇÃO 
1 . 1 I NTRODUÇÃO 
Sejam n,.. n as duas populaç~es ou classes de objeLos 
2 
X' <g>=(X<g) •.....• x' 9'). 
..... '!o. "i' 
g=1,2 um ve~o~ alea~6rio com valo~es 
dos individues de cada uma das populaç~es. ~P con~endo medições 
e 
em 
Os 
·valores observados de x<g> di:ferem de uma classe à ouLra e aLravés 
de suas medidas cons~ruiremos uma regra para classificar um novo 
i ndi vi duo )! de IRP em uma das duas popul açe:ies _ 
Na cons:t..rução de uma f" unção de di ser i mi nação. a 
suposição de igualdade das matrizes de covariâ.ncias das populaçe5es 
concorrent.es(homoscedast.icidade) é uma suposição muit.o fort.e e às 
vezes n~o sat.isfeit..a nas aplicaçt'Ses práticas. 
Sob a suposição de homoscesdasLicidade obtém-se uma 
funç~o linear, no ent..ant..o, quando a s·úposiç~o de homogeneldade de 
mat.rizes de cova~iâncias não pode ser ~ei~a(het..eroscedast..icidade). 
a função discriminant..e contém t..ermo quad~ático. 
li 
1.2 Regras de Boa Classificação 
Em principio, independen~emen~e da 
homoscedasticidade ou heteroscedasticidade das 
condição 
matrizes 
de 
de 
covariàncias das duas populace:5es, nos problemas de classificação 
es'lamos sujeitos aos possiveis: erros de classif"icação, ist.o é, 
alocar um individuo a certa população quando na realidade per-tence 
a uma outra população. Portanto, na construção do procedimento de 
classificação procur-amos aquele que minimiza o custo esperado de 
má classificação. 
Podemos pensar de uma observação como um ponto no espaço 
de dimensão p. Dividimos t.al espaço em duas: regiões disjuntas R 
• 
~ pertence a R é 
• 
observação e R CR u R =IRP ) . Se a 
• ' • 
classificada como procedente de n:1 e se pert.ence a R
2
• como 
procedente de n 
•• 
ou seja: 
Alocar n em Tig se 
com R U R= IRP 
n E R g=1,2 (1) 
~ 
e R í'IR=0 
• 2 ' . 
A~ e n estão caracterizadas pelas f"unç~es 
• 
de densidade 
populaç5es n 
• 
f" (:~t:) e f" C:it). respecl.i vament.e. 
1 ..... 2 ..... 
Em t-odo processo de cl as si li cação t..emos: assoei ado o 
cust..o. dado que, quando alocamos um objet..o em 
pert..ence a n2 ou alocamos em n2 
n 
• 
dado que pr acede 
sendo que ele 
de n • est..amos 
' 
comet..endo um erro que t..em um det..erminado cust..o. Tais cust..os podem 
ser medidos em qualquer unidade porque o que importa é o quociente 
ent..r-e eles. 
5 
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Clarament.e, um bom procediment.c de classificação é 
aquele que minimiza o cus~o de mà classificação. 
Nós inicia~emos agora o procediment.o do problema de 
discriminaç~o e classificação envolvendo duas 
populaç~es, para o qual necessi~amos da not.aç~o: 
cat.egorias: ou 
g~ 1,2 
t· C x) 
g -
R 
g 
R 
CC i/j) 
PCi/j, RJ 
i ~1." 
q =PCX E TI J 
9 - 9 
rCj,RJ 
i;< j ( ê) 
Funç~es de densidade de probabilidade 
correspondent.e à populaç~o n . g 
Regiões de classificação correspondenle 
à população n . g 
Denot.a uma regra 
part.icular. 
de 
Cust.o de classificar 
clas:sificação 
erradament.e a 
observaç~o ~ da população n em n .. ~ ·~ 
Probabilidade condicional de clas:s:if'icar 
uma observação de 
regra R. 
n. em 
J 
n .. 
' 
segundo a 
Probabilidade a priori de obt.er uma obser 
v ação da população n . 
9 
Risco ou perda esperada 
observação da 
da em n .. 
' 
6 
população n. é 
J 
quando uma 
classifica 
,, ' 
PC~ ser classificado co~reLamente)=PCg/g,R)=J f uudx. g-
P(~ ser classificado 
onde. dx =dlt doe .. dK 
• • p 
PC z/t, R) =1 - PC t/t, R) 
rC1,R)= CCz/i)PCz/t,FO 
R 
g 
i ncorretamente)=PC i/j, R)'=f f" .<:-t)dX. 
' ,-
R 
' 
p 
= n 
' i=f 
PCt/z,R)=1 - PCz/z,R) 
(3) 
r C z, R) =CC t/2) PCt/z, R) 
DEFINIÇÃO 1.1 O custo esperado de má classificação 
CCEM) da regra R é definido como a soma dos produLos da 
probabilidade de uma observação pert..encer a uma determinada 
população pela perda esperada da mesma. Ou seja: 
----------------------------------------------------------
CEM= q rC1,R) + q rCê,R) 
• 2 
= q CC 2/:L) PC 2/1, R) +q CC t/z) PC t/2, R) q 1 - 2 2 
(4) 
----------------------------------------------------------
O procedimento que minimiza (4) é chamado Procediment..o 
de Bayes par-a e dados. Todo pr-ocedi ment..o de 
Bayes 
.admi ss1 vel , ist..o é, na classe de procedimenl.os R n~o e~s~e out..r-o 
melhor que ele. 
7 
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DEFINIÇÃO 1.2 A P~obabilidade total de má classifica-
cação CPTMD da ~eg~a R é definida como: 
--------------------------------------------------------------
PTM = PC~ se~ classificado inco~retamente em nt ou n2 ) 
+ q Pa/2. R> 
2 
(5) 
---------------------------------------------------------------
1.3 PROCEDIMENTOS DE CLASSIFICAÇÃO EM UMA DE DUAS 
POPULAÇOES 
CONHECIDAS 
COM DISTRIBUIÇOES DE PROBABILIDADES 
~ando as dis~~ibuiç~es de p~obabilidade são conhecidas 
devemos usar- tal informação na construção das regras 
cl as si fi cação. 
Vamos vol tal~ ao problema de escolher as regiões: R :i e R2 
t---r.ao<"~s,--qrrae o CEM ( 4) seja nú ni ma.. 
Dada a regra R. de (4) ~emas: 
a 
" 
CEM =CC 2/t) PC 2/t, RJ q +CC t/z) PC t/2, R) q 
• 2 
CC 2/t) IR f Ut:>d~ + q CC ~uz) IR f "nd:H: 
t- z z-
2 • 
= q 
• • 
CEM ""qt CCz/t) {1 - JR/t<~>d:Jt} + q 2 CCt/2) JR/'~<~>d:~t 
CEM 
= qt CC2/tJ+q2 CC:uz) JR:tf2<~>dK- q 1 CCz/t) JR:lf1<!:>dK 
= q CCZ/1) + I fq CCt/2) f (K) 
.t [z z .... 
R 
• 
q CC 2/:l) f C K) ]ct" 
. . -
(6) 
A expressão CôJ é minimizada quando a região Rt é 
escolhida de ~al maneira que: 
---------------------------------------------------------
~ e R , se e só se 
• 
q CCvzJ f Cn) - q CCZ/tJ f CxJ < O 
2 2 ..... :l :l ...... 
ou equivalentemente: 
r C3.!J 
2 -
(7) 
---------------------------------------------------------
Assim, a regra que minimiza o cu~l.o esperado de m..á 
clas:s:ificaç~o é dada pelo seguin~e teorema: 
g 
TEOREMA 1*1 -Se q e q são as probabilidades a priori 
• 2 
da se retirar uma observação da população n~ com densidade r;~) e 
da populaç~o n2 com densidade 
uma observação de n como de 
r c :~e). 
2 -
e se o cttst.o de cl as si f i c ar 
• 
n é CC2/t) 
2 
e uma obser vaç~o de 
como de n é CC :t/2) • ent~o as 
• 
regieíes de clas:sificaç:ã:o 
de!' 1 ni das por : 
R f c~) q. CC :t/2) 
' 
-
' f' c 1t) 
;, 
CC Z/t) 
2 
-
q, 
R t· ( ~) q2 CC :i/2) 
' -2 f' ( M) < CC Z/1) 
2 
-
q, 
minimizam o custo esperado de má cl as si fi cação. 
R 
' 
e 
Outro procedimento que conduz ao resultado (7). é aquele 
que aloca ~ no grupo com maior pr-obabilidade a posterior-i. onde 
consider-am-se custos C(i./j) uni t..ár i os, 
Sejam 
PCTI ,··JD 
' -
PCTI /X) 
2 -
Probabilidade a posterior-i da observação X 
-
pertencer à população n . 
• 
Probabilidade a posterior! da observação ~ 
pertencer à população n2. 
10 
E pela Regra de Bayes, 'Lemos: 
Pcn /XJ = 
g -
PCY. e n ) PCX 
g 
2 PCX e n 2 - g 
g=1 
q r ( ~> 
g g -
) 
/ X e n ) 
-
g g=1.2 
PCX / X e n ) g 
CB) 
Para um valor observado u minimizaremos: a probabilidade 
t.ot.al de má clas:sit'icaç:ão alocando-o na população que apr-es:ent.a 
maior probabilidade a post.eriori.Ou seja: 
--------------------------------------------------
Al cear )t em n quando: 
< 
q, f (~) 
' -
q f (:1-t} + q f (:>tl 1 :i...... 2 2 "-' 
q, f (Jt) ,_ 
caso c:on'Lrário, alocar 
> 
q
1
f"em+q Iuü 
:i..... 2 z ...... 
---------------------------------------------------
(9) 
Apres:ent.a-se t.ambém a regra que está baseada na máxima 
verossimilhança, segundo a apresent.ação t'ei t.a por HARDI A. KENT E 
BIBBY Ci979.), mediant.e a def'inio;:;;:o 1.4-. Previament-e definiremos o 
c:onceit.o de f'unç~o de verossimilhanç~. 
DEFINIÇ2W l. 3 Seja X ••...• X uma amos:t.ra aleat-6r~ia d~· 
-:t.. '"'':"', 
t.amanho n da população n cuja função de densidade de probabilidade 
onde e é o vet.or 
-
de par- ãmet.r os:_ A :função de 
ver-os si mi 1 hança para t..oda a amos 'L r a de fi rti da por: 
Lce.x •... 
- _, 
,Y. )= n f"CR. ,$) 
""n i= 1 -L .... 
é uma :função do parâmetro €· 
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DEFINIÇÃO 1.4 Sejam n
1 
e n2 duas populações p variadas 
com 'funções de densidade f" (:tt) e 'f (K) a regra de discriminação 
1 ~ 2 ~ 
baseada na màxima verossimilhança aloca ~ para uma das populações 
ni ou n2 para a qual 
seja: 
H tem maior função de ver os: si mi 1 hança, ou 
-
---------------------------------------------------
Alocar H em n quando 
- . 
L <:i~:) ~ L <:ttl 
1~ 2-
ou seja, quando 
I C :tt) 
' -
1 
I (H:) 
z -
caso con~rário. alocar em n2 
---------------------------------------------------
(10) 
Observamos que a regra CiO) é equivalente à regra que 
minimiza o CEM com cus~os e probabilidades a prior-i iguais. 
Em algumas si t.uações as ca~egor-ias ou populações estão 
especi f" i cadas de ant..em!lio. no sent.i do de que as di st.r i bui ções de 
probalilidade são completamente conhecidas. Em outros casos, só a 
forma das distribuições de probabilidade são conhecidas e têm-se 
que estimar os parâmetros populacionais, 
resultados amostrais de tais pop.ulaçeles. 
para o que usamos 
Ant..es de ~azer a apresentação da nova proposta de classificação, 
é conveniente :fazer uma recordação da regra de discriminaç~o 
linear propos~a por Fisher Ct936~. e apresen~aremos também a regra 
de discriminação para populaç5es normais homoscedás~icas. 
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1 . 4 Ml::TODO DE FI SHER PARA DUAS POPULAÇOES. 
1.4.1 PARAMETROS CONHECIDOS 
Considere [] e n duas: popul aç.(5es em IRP e 
• 2 X' 1 g>=CX 'g>,x (g>,_ ... ,X' 9) um vetor aleatório de n e ~ 
"" • 2 p g-g 
t·unçe5es de densidade de probabilidade associados 
" 
n g = t. 2. g 
A técnica de Fisr....er Ct936J consiste em deter-minar a 
combinaç~o linear das coordenadas: de n que maximiza o quadrado da 
distância entre as médias: das combinaç~es dos dois grupos relativa 
à sua v ar i ãnci a. 
Sejam: 
= EC:(9 )= 
( g) 
m 
• 
( g) 
m 
p 
Valor esperado da 
variável aleatória 
~.quando X e n . g 
(11) 
V = E(X - M )(X - M )' mat.r i z de cevar i ânci as da 
g ..... "'9 .... "'9 
população n 
g 
com V =V =V positiva deiinida. 
• 2 
g=:t,2. 
A regra de clas:s:iiicaç!!o de Fis:her CLachen.br'U.Ch, 1975; 
Johnson e Wichern, 198:= ) é : 
Alücar x na população n quando: 
" < 
- M) 
-2 
' 
2 
CM 
-· 
caso contrário alocar em n 
2 
13 
- M) 
" o -2 
(12) 
1.4.c PARAMETROS DESCONHECIDOS 
Sejam: 
s ~ 
g 
• Y. g> 
-n 
9 
<g> 
.. ,X, ) 
1 
I) - 1 
9 
'" 
amostr-a aleatória 
i.= 1, ... , n 
s 
de n 
9 
(13) 
vet.or- de médias par a a amostr-a 
do grupo g. 
viesado de M . 
-9 
e est.imador n~o 
estimado; não viesado de V 
g 
Cn - 1J s + (n - 1J s 
s 1 1 = 
" 1 
Substituindo 
+ n 
2 
z 
2 
M -• 
-z 
z Matr-iz de covariâ.ncias 
amost.ral combinada.Es:t.i-
ma dor da matriz V. 
V por- -(1) -(2) ~ , X e S em C12), 
obtemos a seguinte regr-a de cl as si f' i cação amostr- al : 
------------------------------------------------------------
Alocar- ~ em n quando : 
- 1 
!.cX'11+ X'2 >) ·s-~c:t:t>_ X'2 >) 
2 - -
caso contrário, alocar em n 
2 
" o 
(14) 
------------------------------------------------------------
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CLASSI FI CAÇÃO EM DUAS POPULAÇOES MULTI VARI ADAS 
HOMOSCEDÃST!CAS 
Vamos aplica~ as regra~ ap~esen~adas em C1.2) no caso de 
se lerem duas populações no!'"mai s mul t.i variadas homoscedásti c as:, 
onde M 
-g 
positiva 
Cg:::ct,2J é o 
definida, 
popul açe:>es:. 
vetor de médias da g-6si ma 
é a mat.riz de covariâncias 
população 
comum às 
e V, 
duas 
Segundo a r-egra de alocação que minimiza o cuslo esperado 
de má classif-icação, TEOREMA 1.1. a regi!!io de clas:s:if'icaç~o em n1 • 
ou seja em R, é o conjunto dos ~para o qual: 
' 
p 
[ ~ )2 \V\ f ( ~ > 2fr 
' - - p 
r [ ~,) 2 lVI <~> 2-
' 
2 H (~ exp 
' 
2 H exp 
> q
2 
CC f./2) 
q:t. CCz/.t) 
-
c~ 
-
M )'V- 1 (lt l-1 ) } -
-· -· 
M J'V-J.C~ M ) } -
-z -2 
C15) 
Tomando logari t.mo e f"azendo s:implificaç:ões chega-se a: 
------------------------------------------------------------
:=.: ln 
CC 1/2:)1 
C(-:L/1..) 
(16) 
--------------------------------------------------------------
Onde o pr-imeir-o 'Ler-mo do lado esquerdo da desigualdade 
C16) recebe o nome de F~nção Linear Discriminante. 
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L .. L< 
Quando os parâme-tros são desconhecidos, c' que geralmente 
acont.ece nas aplicaç~es pr·~t-icas., uLilizamos. (13) para est.imar as. 
quant..idades M, 
-· 
M e V e 
-· classi~icação amost..ral. 
apresent.amos a seguint.e regra 
------------------------------------------------------------
Alocar- N. em n quando: 
' 
caso cont...r-ário, cl.ass:ificaJ~ em n2 
[ 
q 2 CC vz)] 1 n _.::__,c7c -2-/-,~) q1 
C17) 
------------------------------------------------------------
A expreoss~o : 
recebe o nome de FUNÇÃO DE CLASSIFICAÇÃO AHOSTRAL DE 
ANDERSON. 
Anderson Ct958J apresent.a o seguint.e t...eorema: 
15 
L; 
TEOREMA l.Z - Seja' 
com a notaç~o em C13J: 
-cg> X :média da amostra de n 
- g 
NC M , V). 
-g 
S :matriz de covariâncias: amostral de n . 
g 9 
Então a distribuição de: 
!.c xm + X'2 )J • s- 1 c X<1 >- X(2 )J 
. -
quando n __...... 00 e n __, 00 é 
• 2 
N[ ~ 2 a•) X n "· se e • 
N(-; 2 a') X n " . se E 2 
onde 2 " =(M - MJ'V-:tCM- ~,)· sendo a chamada dist.ân-_, 
-· 
_, 
cia de Mahalanobis. 
Considerando x<2:, • v -1( x<u 
- -
Anderson 
Ct973), dá a dis~ribuiç~o das express~es: 
2 (W-a /2)/a 2 (W+a /ê:)/a 
Onde conclui que são NC0.1J. 
17 
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1.6 CRITBRIO DE CLASSIFICAÇÃO BASEADO NA ESTRUTURA DE 
COVARIANCIAS DAS POPULAÇOES CONCORRENTES 
A função de discriminaç~o mais conhecida apresenLada na 
secçã:o C 1 . 4.) es~á baseada no pressuposLo de estrut-uras de 
covariàncias iguais. No present.e it.em, apresenta-se uma propost.a 
baseada na est.rut.ura de covariâncias diferent.es: das populações 
concorrentes. 
o ent.endiment.o das dif'erenças: das de 
cavar i ânci as pode ser consegui do analisando-se as combinações 
lineares das variáveis ~(g>, g=l,ê: com quociente extremo de 
variâncias:, isto é, analisando aquelas combinações lineares 
dei i ni das com os aut.ovet.ores assoei ados aos aut.oval ores máximo e 
minirno da matriz V-~ CFb.ay, 1983). Ver-se-á que a comparação 
• 2 
das mat.rizes de covariãncias analisando certas combinações 
lineares. • pr-opor-o.::: i ema mui to mais i nf·cr-maç:(Ses que a simples: dee:i são 
de igualdade ou n~o das: matr-izes V e V .CF~'LII"y.i985J. 
• z 
1.6.1 OBTENÇÃO DAS COMBINAÇOES LINEARES VIA COMPARAÇÃO 
DAS MATRIZES DE COVARIANCIAS 
O t..est..e da União e Int..er-seção introduzido por Roy (1957) 
é usado para à obtenção das componentes principais generalizadas 
(F~ury.t983). Tais componentes são de muit..a utilidade para a nova 
proposta de discriminação. razão pela qual será descrito a seguir. 
O teste de Roy est..á baseado na seguinte consideração: 
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Sejam ~.< 1 l ..... X ' 2 > 1 ó i i d d ' ' ·- = vet.ores a eat r os. n epen en~.,emen ... e 
dist.ribuidos com vetores de médias M e 
-· 
M e 
-2 
mat..rizes: de 
covariâncias. V e V respect.i v.ament..e. onde as matrizes são 
• 2 
positivas definidas. 
Dado que o int..eres:s:e construir uma regra de 
di ser i mi naç:ã:o baseada 
melhor veriíicar se a 
nas estruturas de covariâncias V e V é 
• 2 
suposição V ~v é adequada. I st.o pode ser 
• 2 
t·ei t.o t.est.ando a hi p6t.ese: 
----------------
v 
2 
H: V ~ V 
• • 2 
----------------
C18) 
A solução de C18) pode-se simplificar analisando o 
c:omport.ament.o das variâncias das combinaçt5es: 1 i !"leoar es 
variáveis aleat.órias originais. Port..ant.o. se definirmos: 
---------------------------------------------------------
V a E IRP 
----------------------------------------------------------
<g> 
ent.ão, Y C a' M 
- -· 
a 'V a) 
·-
g = 1,Z 
(19) 
das 
Para as variâncias das combinaçê5es lineares de C19) 
pode-se construir a seguinte hipótese: 
a'Va=a'Va 
.1."'-' 2"" 
V a e !RP (~0) 
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I :.ll 
Pelo P1· ir1t::i pio da União e 1 nt.er~eção de koy( t 957) a 
hip6t..ese H
0 
de (18) pode ser esc:rit.<1 como a. ir·J"I . .-er·sécção do 
conjunto das hip6t..eses univari~das de (20). ou seja: 
ou 
H : V = V < -"'=> a'Va = a'Va, V a e IRP 
o • 2 :l"'-" - 2"'-" 
As matrizes V e V são iguais quando 
• 2 
max 
a E [P.P [ 
"'V z" lj 
a'V a 
·-
= 1 
min 
a E IRP [ 
a'Y 2 " ] 
a'V a 
·-
(21) 
= 1 
CZ2) 
ou seja. t..emos que est..udar- os extremos da funç~o HCa): 
HCa) = a E [R? 
a·v a ~ ~~ (23) 
Dado que a função H(~)=HCc~) para t,odo c e IR (c;o!O), sem 
perda de generalidade podemos impor a • V a=l 
·-
e maximizar a função: 
HCa) = a'V a- À Ca'Va 1) 
~ .... z- 1 .... 
onde À é mult..íplicador de Lagrange. 
Mas, a solução do problema conduz 
aut..ovalores e auLoveLores da mat..riz V-1 V 
• 2 
ao 
à obtenção dos 
EnLão 
-1 
sem perda de generalidade. os aut-ovalores da mat.riz 
V V podem ser-
1 • 
represent-ados 
autovetores associados por Q~· 
por- 'A. :.! 
t 
c . . . Q . 
2 p 
..... -~ e os 
Se À é aut.oval or de v-\; associado ao aut.ovetor "a", com 
1 • 
a' V a=l , tem-se: 
- ·-
a.•Va="J.... 
z-
A equaçllío C 24-) 
(24) 
mostra que, se o veto1~ ''a'' satislaz a 
( V -"A. V )=O então a 2 • • razão de variâncias das combinações lineares 
'v<~) .,._. • vi2> a .. = a .. 
...... ...... ..... ..... 
é ":\", logo vale: 
c v -?-~ v J /31 = o 
z :1. 1 ..... 
r;' v " - À "'v " = o h;;:l zl-.:::t :th::t :t~-.;1 
c; v .c, À c; v,c, = 1 
• 
(25) 
com 
y(Ü 
= !2' x<ü y(2) ~ (2' x(2> 
t 
·- • ·-
sendo combinações 1 i neares: com maior 
quocient.e de variâncias. 
O passo seguinte é procurar as combinações lineares que 
t.êm o maior quociente de variâncias entre todas as combinaçf:Ses 
lineares 
que: 
y(2) 
• 
a'X 1:ll 
- -
a. X12) 
- -
n~o cor-relacionadas est.~o e que 
respect.i vament.e. Ou seja. deve-se maximizar 
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y<:ll 
·, com 
HC a) t.al 
HCa) = 
a·v a 
·-
a•v a ,_ 
com as restrições: 
(i) a'Va = 1 ,_ 
razão das: variâncias 
V a e [RP 
Ciii) CovCa'X(2 }.Y( 2 >)= a' V r:?
1
= O 
...... ..... 1 2 lo.;; 
Usando mult.iplicador-es de Lagr-ange e a condição 
a'CV -À V )f3 =0, s6 se tem que maximizar: 
..... 2 11~1 
onde o 
H Ca)=a'V a - À.(a'V a-1)-2v Ca'V r.J -0) 
2 ..... 2- ~ 1"" 1 "-' 11..::"1 
ve~or de derivadas 
â H Ca) 
parciais é : 
z 
= 2 V a- 2: À. V a -ê:vVr.? 
2- 1- 1 11..::"1 a a 
(26) 
(27) 
(28) 
e o vetor- ''~" que maximiza C2.7) deve sat.isf'azer â equaç::!ío Cê.8) 
igual a zero. Dêpois: de algums cálculos chega-se a : 
CV-\.V)a=O 
2 ' (29) 
A e-quação C 29) mostra que os novos val ore~; " À " e "a" 
-
procurados sat.isf'aze-m ;;. 
ant.erior- À e Q,- Dado 
não 
À e 
2 
• 
satisfazem (i i) e 
(!
2 
que salisLazem 
mesma equação (V -"AV )=O 2 • • que 
que À e seu correspondente 
• (iii) de (26) os candidatos 
( v _.,._ v ) " = o 
2 2 1 ~2 
e se tem 
y (1) = 
2 
= o 
y <2> = ,.,x<2> 
z ~--:::2 ...... 
a solução 
autovet.or 
óbvios são 
(30) 
Que são o segundo p.aT de c:ombi nações 1 i neares com maior 
quoci ent.e de 
cor-relacionadas 
var- i ânci as 
com y<il e 
• 
entre 
y <2l_ 
• 
todas combinações não 
O processo de obtenç~o das combinaçaes linear-es continua 
e pode-se assumir que os pr-imeiros q pares de combinações 
lineares C1 ~ q < p) podem ser def'inidas como: 
onde {!. ... é o i-ésimo .autovetor da matriz 
associado ao aut.ovalor "A , sat.isfazendo a: 
CV -)<._ 
2 
{ V ar C y_a)) ' « 1 )) 
Var( y(2)) 
' 
« 2 >> 
{ 
CovC 
Co v C 
' 
v ) Q, = o 
' • 
=Q' v~= 1 
' . ' 
=~·v~= À. 
' 2 ' ' 
= c· v c = o 
' • J 
= (l' v " = o 
.... t 2 ~J 
(31) 
---------------------------------------------------------
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Agora desejam-s~ as (q+tJ-ésimas combinações lineares com 
quoc:i ent.e máximo de var i ânci as ent.re todas as c:ombi n.açe5es 1 i neares 
. x'" a . 
y(2) 
. . 
' 
e . x'» a . que est~o n~o c:orrelacionadas Y'." com 
' 
1 <i. :'5 q. sujeito a a •v a=1 
- ·-
ou seja, maximizar: 
-------~--------------------------------------------------
HCa) = 
a•v a 
·- razão das vari.ânc:ias 
VaelRP 
a'Va = 1 
·-
i i) (t> u) CovCa'X .Y. )=;o a'V n. =O 
...... ...... ... ~ -:~..!-.:: ... 
iiiJ 
( 3<") 
Pela condi ç:~o CV -),_.V)<> =O 
2 ... 1 t-::1.. 
de C31). Ciii) de C32) pode ser 
omi t..i da e só se vai maY...i rni zar a funç:~o : 
q 
H CaJ=a'Va- ~~Ca'V.a- 1) -2 'C'v.a'VQ. 
q-tf ...... ...... 2"" ..... 1'"'"' l t... 1 1.. 
t=1 
(33) 
com e v multiplicadores de Lagrange. 
O vetor de derivadas parciais igual a zero é : 
{J H C a) 
q>< 
= 2 V a - 2 )... V a -2 
z..... t'"'"' ôa 
q 
L vi.V1 [!.i. = O 
t =1 
(34) 
Pré-multiplicando (34) per Q'. Cl .:S: j ::S q, i. ;o! j) e pelas 
' condiçe:Jes C i i) e Ciii) de C32) ,os dois primeiros termos 
desaparecem, e por « ê: >> de C31J a úl "li ma soma também 
desaparece. 
ê4 
Dado que (!,'V~ ""1 Cpor « 1 » de C31) conclui-se que 1 1~1 v.=O. De J 
~al manei~a que-a equação (34) conduz à 
CV - À V )a "" O (35) 
2 ' 
a qual mostra que "À" e "a" p~ocur-ados sat.isfazem à 
mesma equação C 29) que as sol uçe'les p~évi as À e 1'-l. C 1 :5i:5:q) . Dado 
' c:, 
que os "q'' maiores autovalores e seus: aut.ovet.ores associados não 
sat.isfazem às condiçeles Cii) e Ciii) de C3Z) pela suposição << 1 » 
de (31), os 
def'inimos: as 
segui nt..es candidatos s:ã:o À q+< 
C qH) -és: i mas: combinações: 1 i neares: 
com os quais 
-------------------------------------------------------
y<1> ~~· x<1> 
q+:L 1-.:q+:L ..._. 
sat.islazendo a 
« 1 )) 
{ 
Vare 
Vare 
(( 2 )) 
{ 
CovC 
Co v( 
_," v " -À h::q+t zk::q+t q+t 
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= o 
(36) 
1 :o:; t < q 
Dado que 
pode-se 
V e V são matrizes si mét.r i c as defini das 
' 2 posi "li vas cont.i nuar com o procedi ment.o e no úl t.imo passo 
À 
p 
lineares 
f!. p 
condiçe5es de 
usados. para definir 
y<2)=q·x<2) 
p ~p .... 
y { u::~· X (f.} 
p J..;;p ..... 
(31) com 1 5: i :S:p 
.&.s úl t. i mas combinações 
sat.isf'azendo às mesmas 
Os resul Lados ant.eriores,sã:o r-esumidos no teorema 
ap~esent.ado a seguir CFtury, !983). 
TEOREMA 1.3. -Dados os vetores: aleat..6rios x<:n 
independent..es, com parâmet..ros de locação e dispersão M 
respect.ivament..e, e sendo que V 
' de~inem-se as combinações lineares 
y(~) 
= 1.2.~ x<1> 
' -
' 
< 
y~2) 
= (l' x<z> 
c -, 
-
' 
v 
2 
,; p 
-· s~o posit..ivas 
usando os aut..ovel.ores B=C f.J , •••• _ •• ~) da mat..riz 
"'• p 
Ent.ão : 
1 o o 
I o = 1 o p 
o o 1 
= I , 
" 
1\ = 
com 
À 
' 
o 
o 
o o 
}. 
2 
o 
o 
e V g=l,ê 
g 
definidas. 
f~ i-ésimo autovalor de v-"iy , isto é, 
' ' 2 1 i neares. Y • (.t_) = (Y Ctl. _ ...•.• y c 1 ) • y • c2 l = (Y (2 ) •.. _ •. 
.... i. ? ...... -i 
as combinações 
• y <2) 
? 
est..ão não correlacionadas em ambos os grupos. 
26 
ii) (Y_<sl.Y< 2) 
' ' 
maior quociente 
é 
de 
o i-é-simo par- d~ combi naç:~e5: 1 i near-es 
com v ar i .ãnci as de todas; a~ combi naçêSes. 
1 i neares não correl.ac::i on.ad.as com ;,.s; anter1 ores_ 
As combinaç~es 1 i near-es < ,_ 
denorninam.:....se Componentes Pr- i nci pais Generalizadas_ C F~ ur·y, t 983) _ 
p 
Dado que a nossa atenção e-s.t-á no cas.o V ser· 
1 
difer-ente 
de V 
2 
ent~o. a soluç~o de (22) conduz à escolha das combinações 
lineares (Y(f}.Y( 2 }) e (Ya\Y' 2 )) com 
i 1 p p 
quocient-es: 
e À • 
p r-espectivamente. Us:ar·emos -L ais: combi naçê"ies: 
v ar- i ânci as ), f. 
1 i ne.a.r-es para 
pr-opor um novo c: r i tér i o de di ser i mi nação. 
No caso V =-V 
1 z 
as combinações: 1 i near es n~o são de 
u~ilidade para a construção da r-egra de discriminação, porque 
autovalores da mat.ri z y-'iy valem um. 
• 2 
t.al s:it.uação todos os 
mesma observação é válida no caso de proporcionalidade entre V 
1 
v. 
2 
Nas aplicaçBes práticas a igualdade entre v 
t 
v 
2 
em 
A 
e 
facilmente avaliac:la com o maior e _menor autovalor-es da m.at.:riz 
s-~ 
' 2 
27 
1.6.2 UMA PROPOSTA DE DISCRIMINAÇÃO 
Mesmo que os resul t.ados apresent.ados em (1. !L 1) nã:o 
sejam essencialmente novos. eles: s1ío pouco conheci dos: em 
aplicações práticas. 
As combinações.: lineares e não 
correlacionadas em ambos os grupos, e para compreender as 
di~erenças entre V e 
• 
v 
2 
é mais f'àcil .&.l"lalisar as variância5=.: 
de t.ais combinações. 
Segundo a demonst.raç~o do TEOREMA 1.3 , toda informaç~o 
a respei t.o das diferenças em variabilidade ent.re os vetores X(il 
e X ,., á est expressa nos aut.ovalores ar-ast.ados do valor 
J 
um, daí o interesse especial nas combinaç~es lineares: 
e não nas g ~1.2 k ;;o!i 
est.abel ecer as dif'erenç:as ent.re V f 
t..odas as combi naçê5es 1 i near es que 
per t.o de um. 
i.==1. p (37) 
que n~o cont.r i buam par a 
e V 
2 
• isto é, descart.am-se 
t.êm quoci ent.e de v ar i ânci as 
Em mui t.as: aplicaçi:Ses pr-ât..icas t.em-se observado que os 
aut-ovalores ext.remos dif'e-rem marcadament-e de " um "• sendo qUê os 
out.ro~ e~tão próximo~ de '' um ", CF!'l.l.r"y. t985:J. De um modo geral, 
se alguns: aut.ovalores af"ast..am-se de ''um", os que mais o f'azem s~o 
os: e:>...'i...remos. 
combinaç~ês lineares com QUOCIENTES DE VARIANCIAS EXTREMOS. sendo 
as combinaçeles: 
28 
------------------------------------------------------------------
POPULAÇÃO QUOCIENTE DE VARIANCIAS 
Máximo Minimo 
------------------------------------------------------------------
Um y, t>=cr x (1) y ( 1) " Q'Xm 
. ·-
p p-
(38) 
y'2)=cz·x'2) y '2) 
" 
{!" x<2l 
. ·-
p p-Dois 
------------------------------------------------------------------
r-espect.i vament.e. 
Segundo as suposi çe5es iniciais par a 
parâme~ros populacionais das combinaç~es de (38) são 
população Um: 
E(Y< 1>)= Q' Ecx'") " ~Z: M 
• . -
-· 
E(Y' ü)= [}' EQ(") = [}' M 
p p p 
-· 
Yar(Y'ü)-= ~Z: v Q, " 1 
' • 
Var-(Y < ~))= Q' v Qp " 1 p p • 
Cov(Y< 1 l , Y' 1)= ~Z: v Qp = o • p 
' 
população Dois:: 
E(Y'Zl)" Q' E(X'Z>) " ~Z; M 
• . - -z 
E(Y'")= Q' E(X'2 ') = [J' M p p - p -z 
< Zl f!; v fl À. Vac(Y )" " 
• z 
-· • 
Yar(Y' 2>)= Q' v fl " )\ p p z -p p 
Cov(Y' 2 >. y(2))= ~Z: v Qp = o 
' 
p z 
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e X
(2} 
• 
-
os 
(39) 
Para si mpl i f' i c: ar o desenvolvimento poster i ar- cons:i der e-se 
a not.ação: 
y 
-
r'•'=[<"'] y ( gl 
? 
(" Q, 'M I;! = = 
-· 
IJ'M ? ..... :lo. 
( 2 ) Q, 'M I;! = = 
-· 
Qp~2 
e ~em-se a sit.uação: 
= 
[ 
y (. ') mcr.x 
y '9) 
m\.n 
(" 11, 
«) 
11 2 
( 2) 
11, 
( 2 ) 
112 
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o 
1 
o 
À 
p 
E 
E IR2 
(40) 
E IR2 
] 
] 
duas populações bivariadas 
parâmetros: de locação_ w I! 
<Z> 
I! 
f"unçe5t:s de densidade de probabilidade 
n e n 
• • 
dispersão 
-r /Y.) e 
com parâmetros de 
L e com 
2 
Deseja-se usar ~al informação para classificar o 
i ndi vi duo ~ e IRP. As outras s:uposi çl:3es com res:pei to aos cus: tos de 
má classificação e as probabilidades: a priori são as mesmas: que as 
dadas para C1.2J do capitulo 1. 
As regie5es de classificação que minimizam o custo 
esperado de mâ classificação, são dadas pelo 
e são 
pr~or~ 
TEOREMA 1. 4.- Se q
1 
das popul açties n e n 
• z 
com funçties 
as pr obabi 1 i dades a 
de densidade f
1
Cl) e 
f·/';(.) • e s:e o custo de cl as si t'i c ar- uma observação de n como de 
• 
TI
2 
é CC 2/1) e uma obser-vação de 
então as regiões de class:it'icação R 
• 
R 
1 
R 
2 < 
n como de n é CCuz), 
e 
z 1 
R defini das: por-: 
• 
q CC t/zJ 
z 
q CC2/t) 
1 
q CC 1/2.) 
2 
q CC 2./t) 
1 
minimizam o custo esperado de má classificação. 
De onde obtemos a seguinte regra: 
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-----------------------------------------------
·~ ., alocado em n se 
i 
r c ;t) qz CC 1/2) 1 > 
r .ex) q1 CC 2/1) (41) 
caso cont.rário é alocado em n 
2 
-----------------------------------------------
onde y é o vet.or t.rans~ormado segundo: 
y E [R2 
e 1!. s~o os aut.ovet.ores assoei ados aos aut.ovalor-es p 
máxi mo e mi ni mo À 
1 
e À p 
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da mat.r-iz 
CAPITULO 2 
PROBLEMA DE DI SCRI Ml NAÇÃO NO CASO NORMAL 
HETEROSCEDASTICO 
2.1 INTRODUÇÃO 
Quando o conj unt.o de var i ãnci as e cavar i ânc:i as de uma 
população normal mul 'li variada n:ão é o mesmo que o conj unt.o de 
variãncias e covar·iâncias da out.ra população normal mult.ivariada, 
pode-se aplicar a t.eoria apresent.ada para matrizes de covariâncias: 
iguais;, só que ln(í~ Cn)/f" (~))é uma f'ur1ç~o quadrát.ica. 1 ~ 2 ..... 
Neste capit.ulo serão apresentados, o procediment.o usado 
até agora e a nova p1~opost.a de dis:cr·iminação cons:i der ando as 
populações TI e n norma! s mul t..i var·i .adas: com di :ferenl.es est.rut.uras 
' 2 
de covariâncias. ist.o é, NCM , V) e NCM , V), onde M é c vet.or de 
"'11 "'22 "'9 
médias da população g, e V posit..iva deíinida, a correspondent.e 
g 
mat.riz de covariãncias, g=1.2. 
A densidade de n é: g 
= f ( :lt. 
g -
M , V) 
-g g 
1 
=-----
g = 1.2 
E foi visto no capi tulc 1 
{-; C){ - M )} 
-g 
(1) 
as regiões R e R que 
< 2 
minimizam o custo esperado de má cla~sificaç~o s~o encontradas de 
acordo com o quc,c1ente de densidades. 
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2.2 CONS>RUÇÃO DA REGRA DE CLASSlFICAÇÃO QUADRATICA 
Neste caso as r-egiêSes R
1 
e R
2 
que minimizam o cust..o 
esperado de má classificação consideram a razão: 
f ( :11!} 
. -
f (~) 
z-
p/2 ~/2 
czm IV
2
1 exp --C<t- M J'V Cn { 1 -· 2: - -1 1 ,._ 
p/2 1/Z { t -t 
c 2m 1 V 1 exp --C~ - M ) • V c" -
1 2""'"'"'22'"-
+ ~c :lo! 
7 -
pelo teorema 1 de C1.1J a regi~o R está definida por: 
' 
R ' 
' 
IVzl.t./z 
Aplicando o logaritmo tem-se: 
CC t/2)] 
CC 2/1) 
• -C~ 
7 -
- M )} 
-7 
-1 1 -1 
- MJ'V C'K.- MJ +-Cu- MJ~V Cx- MJ 
""11 -:12-22 -z 
> ln [ qz CC 1/7.)] 
q CCZ/1) 
' 
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(3) 
ou. equivalentemente: 
1 -1 
-- 'lt'CV -
2 - 1 
onde C ~ ln [ 
+ c ~ ln 
] -
CC ~/2)J 
CC2/~)j (4) 
e com o resultado ob~ido, formula-~e o ~eguinte teorema: 
TEOREMA Z.l Se n. g = 1,Z t.em a den~idade ClJ, as g 
regiae~ que minimizam o custo e~perado de má cla~sificação são 
dadas pelos 
desigualdades: 
R o 
2 
valor-es de 
-· + 1('(V M-1 -1 
que satisfazem 
+ c 
seguintes 
CC 1/Z)J 
CC2/:t) 
[ 
q 2 CC u2)) 
+ C < ln CC ) q 2/:1 
1 
De onde surge dirst.ament.e a regra de classificação para 
as duas popul açe:5es normais mul ~i varri adas com di ferent...e est...rut...ur-a 
de covariâncias, que é a seguint...e ; 
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-----------------------------------------------------------
Alocar ~ na população n se : 
' 
' -· 'H. -c v -
2 ~ ' 
caso con~rário alocar 'H. em nz 
+ c ~ ln 
(5) 
------------------------------------------------------------------
Para ob~er o resul~ado anterior foi suposto que as duas 
distribuições normais lêm parâmetros conhecidos. Mas, em mui las 
aplicações desta t.eor i a. os parâmet.ros não são conheci dos e têm 
que ser estimados com base nos resultados amostrais das populaçe5es 
n e n . Substituindo assim, 
' 
2 
_,., 
s M x· .s em M . v . 
~ 
' 
2 ~. ~2 
' 
expresse5es C13) do capit.ulo 
as quantidades amostrais: 
respectivament..e,conforme v 
2 
1. lemos ent.ão, a regra 
-<;.) 
X • ~ 
as 
de 
classificação 
dis:t.ribuição 
quadrá.t.rica amost.ral para populaçe5es COD) 
normal e diferent.es mat..rizes de vari âncias e 
covariâncias, que é a seguinte: 
-------------------------------------------------------------
A 
R 
' 
com 
' 
2 
+ c 
CC t/2)} 
CC 2/t) 
(6) 
----------------------------------------------------------------
Que será cham.a.da de Regr-a de Cl as si fi caç::;'o Quadrá li c a 
Amos~ral de Anderson. 
36 
2. 3 CONSTRUÇÃO DE UM NOVO M!:TOD::J DE DISCRIMINAÇÃO 
2. 3.1 PARAMETROS CONHECIDOS 
Consider-ando os mesmos supost.os iniciais de haver duas 
populaç2Ses 
covar-iãncias 
normais mult.ivariadas n e n com est.rut.ura 
' 2 
dif'erent.es e usando os resul 'lados apres:ent.ados 
itens (1.6.1) e (1.6.2) do caplt.ulo ant.erior, ist.o é, t.em-se: 
o vetor X • (g>= cx<g}.x( 9},. . ,x<gl) g = <,2 
~ 
' ~ ? 
sob n ~em dist.rJbuição N CM , V) e 
' 
p "":l i 
sob n tem dist.ribuição N CM , V) 
2 p ""2 2 
de 
nos 
E quer-se estabelecer um cri t.ério para classif'icar um individuo 
com medi çeses 1t e [RP como pertencente a n ou 
' pr-opost.os os seguint.es passos: 
Transformar as variáveis 
n. 
2 
Ent.ão, 
normais 
mullivariadas em univariadas at.ravés das combinações linear-es: 
g :::: J.,2 
são 
E -tomar· aquelas com quocient.es exlremos de val~iãncias, 
que são: 
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y ~ 1 ) 
max 
f!. x<u 
·-y(iJ ~ = 
E IR' 
y ( 1) 
m•n 
Q x<t> 
p~ 
y ( 2 ) [ Q X< z) max .~ y<Zl ~ = IR' - E y ( ~) (! X< z > 
m•n v· 
com d .' 'b. ~ NC "',~) 1 s .... r 1 Ul çves 1-J ~ 7. ~ 1 N c <Z>,L:) 2 /;f 2 e 
respect.ivamenle, onde: 
'" 
' 2 , l '" "• ' 2 ' "• f! = f! = "' '2> ~'z 1'2 
l 
1 o j lÀ: () E, = =I E2 = z À o 1 p 
máximo e minimo autovalores da mat.riz v-\, 
t 2 
(7) 
j 
e 
autovetores associados a~ e~ conforme o teorema 1.3. 
i p 
38 
tem distribuição N (um. L =I ) 
2 c j_ 2 
sob n. e dist.ribuiç~o N C1-J<2 ). I:) sob n • o vetor ~ e {R:p· serâ 
1 2 .. 2 2 
bem alocado em n e n , sempre que ,'! o f"or em uma das duas 
< z ·-
populaç~es transformadas. 
Mas. a densidade transformada f é: g 
1 
exp 
C2n)P_/21L li/2 
g 
{-; cr -
E as: regie:ies: R e R que minimizam o custo esperado de 
< z 
má classificação consideram a razão: 
R' 
< 
E pelo teorema 1.4 t.em-se: 
q
1 
CC 2/:t) 
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(8) 
Aplicando logarit.mo: 
----------------------------------------------------------------
R : ' ;( (]z- ~-·) • (J (:1) ~ -· <Z':> - - + -
' 
z z X X zf!, z !! 
' 
( <1>, (1) (Zl, ~-1 <Z>) l~z I ( q CC 1/Z)l ' ln z 
'5 '5 - 1:: ' "-2 1:: .. - Tf";T ~ ln z z q CC Z/:1.) 
' 
(9) 
R: ' :ccr.- ~-·) x · n.l! "' :f: -1 <ZJ) - + -z z z X z ~ 
1 (~(1),~ "' f:! (2), 7::: ~1 ~ <Z)) 
1 I "' I ( q 2 CC 1/2)l ln z 
-
.. Tf:l < ln z z q CCz/1) 
' ' 
-----------------------------------------------------------------
Resul'Lado que pode ser expresso na f'orma do seguinte teorema: 
TEOREMA 2. 2 - Se n , g = 1. 2 t.em densidades C7J, as 
g 
regiões R e R que minimizam o custo 
' z 
esperado são dadas 
valores t qt,Je sat.isfazem às seguint.es desigualdades: 
R: 
' 
1 -t.., (1) -1 (2),. 
x'<I - ~ JX + x'CI ~: - ~ 1!. ) + d 
z z 7. 7. 2 
> l [ q='2;C_,C-;:<:-:/-;-z,-) ] 
- n -q CCZ/t) 
' 
[ 
q CC 1/Z)] 
R : t • (! - z -~) + '(J <1>- ~ -1 <Z>) + d < 1 n -="";=c;cc:-:-;-,-
z z X z z X X zi:!, 2 i:! q CC2/1) 
t 
onde: ' I I ' c (:l), (:lJ <ZJ, .,..-:1 (2)) d= zlní::z- z ~ ~-h!, ..:..zb!. 
40 
pel.os 
de onde surge a proposta de cl.assi fi cação para duas 
populaç~es nOrmais com diferente estrutura de covariàn.cias, que é 
a seguinte: 
-------------------------------------------------------------
Alocar ~ na população n
1 
quando: 
caso contrário alocar em n 
z 
(10) 
-------------------------------------------------------------
com y = 
-
2.3.2 PARAMETROS DESCONHECIDOS 
Para apresentar os result..ados em (2. 3.1) !"oi admitido 
que as duas di st.ri bui ç~es t.em parâmet.ro!:: conheci do!::. -mas. em 
mui t.as aplicações prát.i c as os. parâmet.ros 'têm que ser es'ti mados com 
base nos resultados amostrais das: populaçe::ies n e n. 1 2 
Sejam: 
X c ~l • X u\. "' dist.ribuição NC M • V ) ... • X com e 
-· 
-2 -n< 
-· ' 
X <Z>, X <2> • . • X< 2~ com distribuição NCM , V) 
-· 
-2 -n2 ...... 2 2 
a partir das quais obt.êm-se as amost.ras:: 
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y ( 1> 
-· . 
y'Z\ 
-· 
onde: 
y (1} •• 
-· 
.Ycfl com dist..ribuiç!:lo NCum,í:,) " 
""Tl1 '= 
yCZl,. 
-· 
y_<gl= 
-· 
• Y < 21 com dist.ribuição 
-nz 
[ b'x'•' I ~f-t i.=1,. e IR 2 b'X<gl ""'? ........ ..• ,n 
g=1,2 
g (11) 
autovetores: associados: aos autovalores 
r e r da matriz s-~ . s e foram obt.idas 
' p ' 2 • 
con.f"ol"me C13) do capitulo 1. 
Fazendo 
....... , 1 ) ~r o ( é;x"' ] E IR2 1: = = }o,. Y.(1} ~ . 
-p 
C12) 
..... { 'l. \ ( b'X'Zl 1 Y"""l. \ .... i....... ""l. 1: = = t:-.' Y._(2> E IR 
-p-
( 1 ~ ] :E o = 12 ' o 
~ [ r : J :Ez • o o p 
~ 
• In(rrp) ' (-{1)'-(i) -(2)" ...... -1-(2)) d = - - YY-Y'LY 2 2 .... .... ..... 2 ..... 
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Tem-se agora, a seguin~e propos~a de classificaç~o 
amos:t..ral para populaç25es normais mult..ivariadas: com diferent-e· 
est.rutura de covariâncias:: 
R 
1 
R 
z 
Alocar uma observação ~ na população n quando: 
- 1 
' • :ter.-
e em n quando: 
z 
' z ;t'CJ·-
fqCCuz)) 
d :=::: lnl qzCC2/1)j 
1 
A [ q CC uz)] 
d < 1 n ---,"2'-c,--,---,-,, q CC2/1) 
1 
2.3.3 AVALIAÇÃO DO PROCEDIMENTO DE DISCRIMINAÇÃO 
(13) 
Dado que é impor~an~e conhecer o desempenho da funç~o de 
discriminação proposta em (2.3.1), apr_l9's:ent.amos: a seguir as 
tentativas lei tas que conduzem à obtençiro da sua dist.ribuiçZio com 
a finalidade de avaliar- a probabilidade to~al de mà classificação. 
Têm-se os seguintes resultados CRao e Hitra ,1971): 
LEMA 9.1.2- Seja Y - N ( IJ., I). Ent~o a esta ti sti c a 
p -
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2 L em dist.ri-buição ;r Ck ,6) se e s6 se: 
TEOREMA 9. <:. 1 
i) A2 = A 
ii)b e ir( A), E = b~b 
- --
Seja y 
-
NC,LJ,:D, 
p -
singular. Então a estatistica 
onde 
2 tem distribuição x Ck,ó) se e só s:e: 
i)í: A !: A :i: "" I: A Z: ou equivalentemente 
CL AJ 9 = CL AJ 2 
ii) 't1 [L CA~;C_ + E.J) e~ CE A!:) 
pode 
iii)CA~ + EJ•E CA~ + ~) =~-A~+ 2 ~-~+E 
em tal caso: 
k = trC A !:) 
ó = CE+A~J-LALCE+A~J 
onde g(D). é o espaço gerado pelas colunas: da matriz D. 
Agora considerando as duas populações 
ser 
nor-mais 
trans~ormadas com 
deseja-se encontrar 
parâmetros li. 
<2> e L conheci dos, 
< 
a distribuição da variável 
(2),~-1 (2:) 1 ('' ") -~:: .t...,l::f - n ,.._,..._ 
• ' p 
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~ 
aleatória: 
(14) 
r 1 o ] [ 1/À o 1 -1 -1 1 A ~ :>: - :>: " 1 2 l o 1 o 1/./1. j p 
r 
}, - 1 1 1 o À ~ 1 
l }, 1 j o p À p 
B "'-1 (i.) .. -f_ {:l) ~ - - f.-J + 
·- I' ~ 
' - 2 -
[ -1 o ] [ "' ] r 1/À. ~/J [ (2} ] 11, + 1 1'1 ~ o -1 "' L o <2> 11, 1'2 p 
[ "' ] [ /-1 ( 2)/?-.. ] [ ( 2> r "' ] -1'1 1-J. / ~ -11 1 1 1 1 ' ~ + " (1} ( 2) ), ( 2} ), 
"' -11. /-1 / ~ /-1 ~~ ' -/-12 2 p 2 p 
'4' ~ -4 , .. ' ~(Z}' .,.-::.,G!} E ~ td, ... , L ... k'; .... , - 1 n ().~ "J., ) 
1 -. "' ~ ? 
aplicando os: :--es:~lt.:::.des: acima, não se ver-if"ic.am as supcsiç:êJes do 
t-eorema 9.2.1. pois: 
[ '<1T o A2 ~ ;< A r ,, 1 r o p L }, p 
B-B ~ E 
e não se pode conc:l ui r que U 'L em di st.r i bui ç:ãc 
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L A 
2 
:;: 
z 
:F..: A 
z 
w· ,zl., ) 
... td , .... z : 
<:A L~ 
z z 
(À.-1)
2 o]["" 
01. C\.- 1) 2 ot. 
p 
Com.LALAL~LAL2 .z 2 2 z 
o 
À 
p 
o 
] ~ [ 
o 
""- - 1 
p 
~ .. (\. - 1)2 
' ' 
o 
) = [ 
\.CX.-1) 
' ' 
o 
2 
lambém não se pode concluir que U t.em dist.ribuição x. 
Cont.inuando com o est.udo para t.enlar obt-er a distribuição 
de U t·az-s-e a seguinle dee:ompos:iç:ão: 
U = U + U - 1 nO. ""- ) 
t. 2 1. p 
u = 
z 
+ 2 
+ 2 
onde: 
(15) 
(2:) ' -1 (2) 
-(!L(! 
z 
Para se obterem os valores médios e as: variãncias e 
cavar i ânci as 'lem-s.e: 
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"· 
sob n, Se y NC w " ) /..1. .~ • 
• - - . 
i) A = [ :. : ] ==> 
i i) B 
- [' -· ") J 
- -. /é ~ 
E 
(1)' -1 (1) 
= /é >: /é = c 
• 
t..em-se que, s:ob n : 
• 
enlão com: 
Az= A ( "' ] -J-1 • ==> B E 'e( A) 
'" -J-1 
z [ "' ] "' (2}) J-1, B'B J-1, . J-12 = 
'" J-12 
----------------------------------------------------------
----------------------------------------------------------
agora, s:e: 
i) 
ii) 
-1 [ ur. o ] A • ==) = :;: = 
2 o f/À 
p 
[ 2 o ) i/l>~ Az= ' "' A o f/À 2 
p 
( < Z> À l B L:-tJ-1.(2);::; 1-lt / f E &A) = 2 CZl À J-1 /, 2 p 
B·B = [~:~r + [~:~r 
(;.,'2)) 2 
(2:>',-f (2} 
E = -/é ~. /é ~ -·-;, 
' 
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~ B'B 
e por C i) e C i 1) não se pode cone! ui I' que. 
tenha distr-ibuiç;::ío x_z. 
Mas, sob n ' y - NC(! 
<2> L ) • fazendo: 
' 2 2 
[ 1 o ] ., A -1 B .,. -i (i) 1- ; L ; ; -- (!. 1 o i ' . 
E = &J,w, &J, 
,, 
[ '·· o ][ '· o ][ À o l [ Àg o í.: A ~A 2: ' ' 1 = J = 2 2 2 o À o ).. o ).. o .,._. p p p p 
( ,_, o ] :C A E ' = 2 2 o À2 
p 
==> :C A L A L 
"' 
:C A :c 
2 2 2 2 2 
"'· 
com esse res:ul t.aclo, sob n, 2 ainda não se pode 
u 
' 
tem dist.r-ibuição x
2
. 
Agora, se: 
-[ u/.. :/J i) A 1 o p 
[ '2) /À ) B :z-1 (2)_ I'' 1 - 2 l;t -
, . /2)/À. 
2 p 
E = •2>,z:-J. (2) 
-(! 2 (! 
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sob n . 
• 
] 
u 
2 
dizer que 
L 
z 
o 
1 
o 
" p 
] = 
L: CAi:!,<Z>+ 
z 
vemos que 
= -["' 
o 
b) - 2 [ 
o ] 
" 
p 
o Jr "'] ( ~ ~h) + 
1/À. L "z 
p 
" 
o J[ < z) À ' 1-J.i / 1 ( z ' o 
" 
/À 
p ~'z p 
'e C L C Ay. (i!:)+ b)) E' :ecz: A L: ) 
z ~ z 2 
por CiJ e CiiJ lem-se que sob n : 
2 
( Z) ' J p. /{\. 
1 1. = o 
', 7. \ ; p /f\. 
z p 
] =O -
------------------------------------------------------
------------------------------------------------------
Resumindo: 
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sob n
1 
sob n 
2 
·U = Y''i'-1Y ~ Y'C-'i'-1 ' 1 l) 
- 1 - ·-1 - + !'" •• - .... 1 ~ 
t...em dist.ribuição ;t2 C2:,0) 
(1),')-1 (1) 
+ 1.! -1 1.! 
mas, não se conseguem obt.er as dist.ribuiç~es de 
y • L-~y + 2 Y'C-í::-1 m) + (1), z-:l '" 
-
1 
-
- 1 1.! 1.! 1 (! 
Y'L:-~Y 2 Y ·c -z-~~<.zl) + <2l. z-j, <2> + 1:! ,1.! 
-
·-
- z 
sob n
1 
e n
2
• r·espec:t..i vament..e. 
(16) 
e 
Pelo expost.o, é muito d.if"ícil avaliar a probabilidade 
tot-al de má classificaç~o CPTM) da regra propost.a. 
:::>.3.4 ESTIMAÇÃO DA PROBABILIDADE TOTAL DE 
CLASSI FI CAÇÃO 
MA 
Mas no ent.ant.o. par-a dar- pr-osseguimen'Lo ao estudo de 
avaliaç~o. serão usados os válor-es amos:'Lr-ais s1.. s'l. 
c--~5- ym y (2) • ~1 2' .... ' - na do desempenho da I unção 
c:lassif"icadora amost.ral, calculando a Razão de Er-ro Real.C.Johnson 
e kl(chern,t9$E). 
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A Raz~o de Erro Real CRER), é d~!f.inida como: 
RER - q.IR f,C:r_) dy + q2 IR f} :r_) 
R 
< 
2 < 
e R s~o as regi~es de 
2 
dy 
classit'icaç~o 
(17) 
amostr.al 
const.rui das através das amostr·as de tamanho n 
< " 
n das 
2 
A A 
populaçf:les, usando es"Li mar os parâmetros 
na express~o(Q). 
Abaixo se fará. uma apresentação resumida dos est.imadores da Razão 
de Erro Aparente . 
2:.3.4.1 Prime i r-o Esti mador C Mét.odo de Re-substi tui ç:?ío) 
Exist.e um t.ipo de avaliação da !'unção de classilicação 
que não depende da forma das populações de origem, mas pode ser 
calculado para qualque!- procedimento de classif"icação. e é chamado 
Razão de Erro Aparente CREA). 
A REA é def"inida como a f"ração de- observaç6es das 
amostras que são mal classif"icadas pela !"unção de classilicação 
amost.ral. 
subesti mar 
grandes. 
Est.e estimador é ~ácil de calcular, mas tende a 
a RER, a menos que n e n , 
< 2 
tamanhos amostrais sejam 
Tomam-se n 
' 
observações de n e n obser vaç:ões 
' 2 
de n . 
2 
constrói -se a !"unção de classif"icação amost.ral e avalia-se cada 
observaç~o das amosLras na funç~o. Obt.ém-se ent.~o, a seguint.e 
tabela: 
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POPULAÇÃO 
VERDADEIRA 
n 
' 
n 
2 
onde: 
n 
<c 
n 
im 
o 
n-
o 
n-
o 
n = 2m 
de 1 t.ens: 
de itens 
DECI SÃO ESTA TI STI CA 
f1 
' 
n 
ic 
n -
2 
de 
de 
n 
n 
' n 
n = 
<m 
n 
2c 
n 
2 
n-
' 
2c 
TOTAL 
n n 
i c 
' 
n 
2 
clas:s:ificados: corret.ament..e em 
clas:s:if'icados: incorret.amente 
' 
(18) 
n 
' 
em n 
2 
n n- de 1 t.ens: de n classificados: corretamen'Les em n 
>c 2 2 
o de it..ens: de n class:ilicados: i ncor r eL'ól.ment.e n n n- em 
2m 2 2 
A Razão de Erro Aparent.e é definida por: 
n + n 
REA = :tm Zrn (19) 
n + n 
' 2 
2.3.4.2 Segundo Est.imador CMét.odo H) 
Um outro estiw~dor da Razão de Erro Real CRER) é obt.ido 
di vi di ndo-s:e as amos:t.ras em dois: subconjunt.os:. As duas 
sub-amostras do prime i r o subccmjunt.o são usadas: para cons:t.rui r a 
função de discriminação amos:t.ral, enquant.o que as sub-amos:t.ras do 
segundo subconjunto s:~o usadas para avaliar a função. 
Nes:t.e caso. o estimador da Razão de Erro Real é 
determinado pela proporção de membr-os do segundo subconjunt.o mal 
classiíicados, Csubconjun~o que serve para a avaliação). 
procedi ment.o apresen~a dois det·ei t.os pr i nci pais 
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Es~e 
• 
-requer amostras grandes. 
-não são usadas todas as observações das amost.ras para 
const.rui r a func;:ão, e nessa situação per dom-se 
i mport.ant.es. 
Resumindo, se n = n + n 
:l :U 1.7. 
n + 
H 
discriminação, 
construi da. 
n 
21 
" 
s§:o 
n + 
'" 
n = n + n 
2 21 Z2 
t.lsados 
n são 
22 
para 
usados 
construi r a 
para avaliar 
i ní o r mações 
função de 
a função 
2.3.4.3 Terceiro Est.imador Cf.fét.odo 'U modificado) 
Este procedimenlo foi proposto por Lachenbr-uch e Nicizey, 
C 1968) e consi st.e em t.omar amost-ras de t.amanhos n e n , de n e 1 2 1 
n respec1...i vame>nt.e: 
7. 
i) 
observação desse grupo e construindo a 
amost.ral com as n - 1 e n observações. 
' z 
'l'J, 
' função discriminante 
ii) Classifica-se a observação que é retirada da amostra 
de n segr.mdo a função conslruida no -~t..em Ci). 
' 
i i i) Repet.em-se os passos 
observaçôes de n sejam classificadas. 
' 
(i) e (ii) at.é que t.odas as 
i v) Repet..eu-se o mesmo procediment-o com as observaçBes 
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n o ele 
zm 
por-; 
Seja n o 1m 
n . Então, 
2 
A 
n 
tm 
o 
n- de obs:ervaçties mal cl as si f i c a das de n e 1 
as estima ti v as de PC 1/Z) e PC Z/t.) s~o dadas 
A 
n 
2m 
?Cz/t.) =--- ?Ct./2) =---
n 
2 
e o estimador- da Razão de Er-r-o Real CRER) é: 
n + n t.m 2m (20) 
n + n 
1 2 
O desempenhe da Função de Di ser- i mi nação propos:t.a nes:t.e 
capitulo ser-á avaliada com a Raz:;to de Erro Aparente calculada pelo 
Mét.odo de Re-subst.itução. por se!~ o mais conhecido. í.ácil de 
tr·abalhar- e supondo que par-a amost,r-as grandes pr-opor·ciona uma boa 
est..imat.iva da p!-obabilidade t.o'lal de má classif'icaç:ão. 
CAPITULO 3 
O DESEMPENHO DO NOVO METODO: SIMULAÇÃO E EXEMPLO 
3.1. Introdução 
No present..e capitulo apr-esenta-se um estudo simulado com 
respei t.o ao cri t..ério de discriminação proposto no 1 tem C2. 3) do 
caPitulo anterior e uma aplicação prática com dados: de Ftury e 
Riedwyl.Ct983.), com a finalidade de mos-trar· a viabilidade do 
mét.odo. 
Ha primeira par-t.e será apresent.ado um estudo baseado em 
simulaçe5es de Monte Car 1 o onde, com as amostras ger-adas 
construiu-se a I--egra de c:l.assif"icaçãu amoslr-&1 C13) do c.:..pit.ulo 2. 
Tais amostras. al~m de se classif-icar-em com este método. 
também são classificadas com (6) do capitulo anterior- cuja f"6rmula 
consta no pacote estat..islico Stalislical Analysis Syslem CSAS). O 
gerador de núme~os aleatórios é o que es~á implemen~ada na 
computador 
C 'Uni.ca.m.p:J _ 
VAX 785/11 VMS da 1.../n.ivt:=r-sidade Estctd'Uct~ de Campinas 
Para um melhor- ent.endiment-o do t.r-abalho .na s:eção C3. 2) 
t·ar -se-á uma apresent.ação da geração das: amos.t.ras: das: popul açtses:. 
Na par-te t·inal do capít.ulo serão apresentados os 
resultados obtidos da aplicaç~o-
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3.2 SJMULAÇOES 
3. 2. 1 GERAÇÃO DAS DUAS POPULAÇOES NORMAl S DE DIMENSÃO P 
Existem vários geradores de númel'OS 
pseudo-aleat.6r-ios.. Por f'acilidade e dada a sua ampla divulgaç'à:c 
usamos: o gerador- RANDU i mpl ement.ado no VAX 785,...11,. o qual gera 
números pseudo-aleatórios de módulo Z91-1 que é do t..i po: 
g =!.::gCmodn0 
n+:1 n 
sugerido por- Lehmer. Tal algoritmo aparece no artigo de 
Pci:yne, Rabune e Boeyo C t 969) . 
O res:ul t..ado de uma chamada a RANDU 
inter-valo (0,1). 
é um número uni forme no 
Nos programas n.:? 1 e n.:? 2 do apêndice C em 1 i nguagem 
FORTRANJ, depois da ger-ação das variáveis uniformes, pseudo 
aleatórias, usou-se o método pr·opost.o por Box-H'll.ller-(1958), que é 
uma t.ransf'orm.ação direta de var-iáveis uni!"ürmes independentes no 
intervalo CO, i), para variáveis nor-mais independent-es com média 
zero e v ar i ânci a um. Est-e pr-ocedi ment-a inicial de ger-ação de 
amos"Lras de populações nol"'m.ais p.ad!"'e:iés é igual em ambos os grupos 
pal"'a qualquer número de variáveis até se chegar às variáveis 
cor-relacionadas. usando as t.rans:formaçêSes que serão apresentadas a 
seguir e que são mui"Lo conhecidas na literatura estat1s"Lica. 
1) A geração de vetores aleatórios normais padronizados 
de dimensão p C2 ou 3) é leita sob a seguinte suposiç~o : 
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'"' z . 
- '• 
-NC,P.I 
" 
<g' z. • . 
" 
) g=t.2 .n 
" 
onde cada 
(1) 
criando-se assim as mal.rizes de dados amosl.rais de ordem n *P• g 
que se~á denoLada por: 
z· <g> = C <gl <g) z ' z • . 
-:l -2. 
'g> 
.z ) 
"''r'". 
g 
g:t,Z 
A geraç~o de v::triáveis i ndepender'!"les em cada 
população. com vet-or de médias dif'erentes de zero e mat.tiz de 
covariâncias 
l.ransf"ormaç~o 
onde: 
com 
<g> 
w. 
., 
<g> 
w. 
., 
' 9' a 
' 
'9' a 
p 
di f'er·ent..e da ident....idade 
~ o<gl ..,. {9) + 
-. ., 
N CA'9>,o<g> 
p -
A<gl g=1,2 
-
o'g}, ) 
'.' o v 
' 
o 
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f'ei l.a 
o 
v'g> 
p 
al.ravés da 
(<':) 
(3) 
pxp 
3)Depois é inLroduzida a esLruLura de correlaç~es enLre 
as variáveis segundo a transformaç~o : 
( g> 
X 
_, = 
<g) 
w. 
-, 
g=1,2 • i =1 •...• n 
9 
(4) 
onde R(g> é um operador· que produz uma rotação no plano 
e no espaço tridimensional segundo p. seja 2 ou 3. 
Cabe lembrar que 
Criam-se 
g=1,2 com 
N C M 
? -g 
V ) com 
g 
V = R(9b(91/9 >• R(g), 
g 
as maLrizes de dados 
<g > Cx. • .. 
" 
<g) 
,X ). 
'" 
( 5) 
- !g> 
-Cx , ... 
-· 
Nas presentes simulaçe::ies f'oi usada, para o caso p=2 a matriz de 
rotação: 
[ cosa -sena. ] ( g> R< g > = s:enet COSO!. 
e para p=3 a matriz: (6) 
[ co~a -sena o r, R< gl 
= sena cosa o 
o o 1 
dando origem 
'" 
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v = 
g 
[v~~osza. Cv -< 
o 
• • + v sen a. 
2 2 
v
2
)sena cosa 
Cv 2 - v
2 )sencx coso ]'9 ' 
2t. 2 2 2 2 
v s:en a + v cos a 
< 2 
• • Cv - v )seno. cosa 
< 2 2 2 2 2 
v sen a + v cos a 
< • 
o 
~ ] 'g> 
se 
1 
A transformação usada é a mesma ou diferent-e 
p=3 
nos 
gr-upos, dando origem a amost.r·as: com a mesma ou dif'er·ente es'Lrulura 
de covariâncias. 
Nas. simulaçt:1es com p=3 s6 foram criadas: estruturas de 
cor· relações entr-e as duas: pr-imeiras: componentes de 
Não obs:t.ante com a mesma idéia poderiam 
t.er sido criadas correlaç~es entre as outras ou entre t.odas elas.O 
i mpur-tanle é ger-al~ duas amostr-as preveni ent.es de di st.r i buiçt5es 
nor-mais com est.rut.ura de covariâncias dif'erent.es. 
4) Para a execução inicial dos: progr-amas 
parâmetros de entrada são os seguintes: 
~ 
.. ~ .. 
n "' 100. 
2 
,n 
g 
t.amanho do g-ésimo grupo. Nestas s:i mul açtíes: n 1 
{p) 
, v , são os elementos da mat.riz D<gl_ 
p 
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os 
= 
Cgl tgl 
a , ..... , a 
• p 
s?:lo os el ement.os. do vetor de médias Atgl ~ . 
que nas simulaç~es foram fixados come nulos. 
<g) 
a ,são os ângulos que produzem as reLações nos grupos um e 
dois criando assim carrelaç~es entre as variàveis. 
5) Depois de cada simulação de Monte Carla e usando a teoria 
desenvolvida t.emos a seguint.es mat.rizes de dados: 
' g , 
• 
n ' g 
'g, 
• • 
" 2 g 
contendo as observaçe5es amost..rais 
< SP 
·" <p 
' g, 
·" n p 
9 
com as p mediçe5es. 
g = 1,2 
p = 2 cu 3 
Com os dados cont..i das em ~<gl obt..emos os vet..ores de 
médias e as mat.rizes: de covariâncias amost..rais 
f-órmulas C13) do capitulo 1 ,chegando a obter 
s 
2 
6)Nest.e ponto i nt..roduzi mos nos programas o n-1 
segundo as 
e 
s 
' 
e 
a 
subrout..ina F02AEF da bi bl i o1-.,eca -NAG.CNumerical Algorit.hns 
Groups). 
Fara clareza faz-se uma descrição resumida da subrotina 
FOGAEF Que calcula todos 
ou seja da mat.riz B-1A 
os aut..oval ores e aut..ovelares de Ab=Ã.Bb, 
- ~ 
usando a redução de HotJ.seho~der e o 
algori t..mo QL. CWi ~ktn.son,.J. H, & Rei.nsch,C., 1971). 
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Dado que a matriz é n:ic:J ::oimétrica., o problema 
reduz-se primeiro à obtenção de autovalores e aut..ove'lores de uma 
matriz simét..rica , usando o método de Cholesky para decompor B em 
onde L é triangular inferior. 
como A b = À B b 
- -
(7) 
L-.tAL-1 'L'b = :>-~L- 18 b implica 
CL -.tAL -i, )(L' b ) = ÀL' b 
então, os autovalores de C7) s~o os de 
onde c = L'b P=L-
1 AL-i' (8) 
O mét.odo de Househol.der· é usado para t..ridiagonalis:ar a 
mat..riz P simétrica e obter" os seus: aut.ov.aloT"es com o algor·i t.mo 
QL. 
Um autovetor associado à matriz simétrica P es:t.á 
relacionado com a autovetor 9 da matriz original -< B A mediante 
c =L'b (9) 
Dado que o autovetor c é obtido com o algoritmo QL e 
normalizado segundo s's = 1 ,en~~o os aut.ovalores do problema 
original obtidos: r es: ol vendo o sistema C9), onde b 
normalizado segundo b' B b = 1 Ou seja, o uso da subrotina 
FOGAEF permi t.e calcular os aut.oval ores e autovet.ores da matriz 
com A = S e B=S 
z < 
onde S-i é a inversa da mal r i z 
< 
de covari.ancias da amostra do grupo um. 
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A notação usada será r 1 •......• r P 
para os auloval ores 
da matriz e b , .... ,b para os autovetores associados. 
"'1 . -p 
r e r 
3. 2. ê GERAÇÃO DE DUAS POPULAÇOES NORMAl S DE DIMENSÃO 
DOIS 
b e b assoei ados aos: aut.ov~1.l ores 
-- 1._ "'f> 
constroem-se as combinações: lineares: de int.eresse,não 
• p 
definidas por (11) do cor-relacionadas: em ambos grupos 
capit.ulo ant.erior : 
-----------------------------------------------------
~r • (g) ~ c b ,b ) • lt~g) i =t,. .. .n ,g=-t.2 
"-i 
-· 
-p _, 9 
= c 
<g> <g>) b ,b E IRP yii ,y\.2 ~t ~z 
-----------------------------------------------------
criando assim as matrizes de dados de ordem n * 2 g 
t g} 
Y,. 
f q} 
y 12 
)J ( g) 
= 
( g> 
)'21 
( g> 
y22 
. . . ... . . . . 
( g> ( g) 
Yn 1 y" 2 
g g 
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(10) 
( g t ( g., ( g ~ b b 
• • • •• .. .. <p 
" 
p< 
)t<g> 'g > 'g> b b . . . •• .. 22 2p 12 p2 )f(g) 
= ..... . . . . . . . 
' g > ' g > 'g > b b • . .. •• n 1 n 2 n gp 1p pp g g 
é evidente que 
--------------------------------------------
"' N c '" I ) y i! 
' 
2 
~ 
i =1 •. ,n c 11) g 
(2;) H c 
(2) 
:>: ) y 
' 
z f.! 2 
~ 
---------------------------------------------
3.2.3 CONSTRUÇÃO DA FUNÇÃO DISCRIMINANTE AMOSTRAL 
Com os dados cont.i dos nas mat.r i zes 
função discriminant-e .amcs'lral. 
Obtêm-se as est.atist.icas: 
1 
-{'t '; y 1 
' 1 
-' ,_ ~. ~ 11 ... 11 y ..
= = " y22 n1 J 21 
1 
- y< t., 
. . . . . . 
z ( f. } 
'1> 
" " Jn 
' 
Jn z 1 1 • 
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L 
i 
L 
z 
y ( z) 
' 
y ( 2 ) 
z 
1 
n 
z 
'Z> 
Yn 1 
z 
'Z> 
Yn Z 
z 
1 
1 
1 
1 
necessárias para cal c:ul ar a função di ser imi nant.e amost.ral. 
Foram cal c:ul ados previ amenle: 
a). -Termo independente: 
XINDT f <ZJ, i-t f <Z) 
...... ?. ..... 
1 nC r r J 
' p 
bJ.-vet.or dos coeficientes do lermo linear 
-2(1 ym -
z-
c).-Mat.riz do lermo quadrático: 
I -
z 
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d).-E logo a Função Disc~iminanle Amostra!: 
-------------------------------------------------------
C1Z) 
-------------------------------------------------------
e). -Assumindo cust-os de má cl as: si li cação e pr-obabi l,_i"dades a 
p:r-iori iguais. 
Ent.ão. o individuo que ~em as mediçe:ies 
classif'icado como: 
--------------------------------------------------------
do gr-upo um, se < o ou 
(13) 
do grupo dois. se 
,~, 
D(y'") 
' 
> o 
--------------------------------------------------------
Ou seja, para as n e n obser vaçt'5es: de cada si mul.aç~o • 
1 2 
<~( 9), subst.i t.uimos os valor-es de cada observação t..rans!"ormada 
., 
ô5 
<g> y. = 
. ' 
-
E IR2 
na funçâo C12J, obtendo-se assim a t.abela C18) do capit.ulo 2. 
Com tais valorc-1s calculou-se a proporção itens 
_.lassificados incorret.amente,~ ou seja, a Razãç> de Erro Aparente 
REAJ com o Método dE> Re-subst..i t.uçâo . 
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3.2.4 AVALIAÇÃO DA FUNÇÃO DE DISCRIMINAÇÃO AMOSTRAL E 
APRESENTAÇÃO DOS RESULTADOS EXPERIMENTAIS 
Par-a f'azer- um melhor julgament.o da Função de 
Di~criminação Amost.ral (12) do llem anter-ior, ajust.a-se aos 
conjuntos de dados norma! s p-vari ados conli dos nas: mat.r i ze:;: ;(.{w e 
't~<z>, a ~êlodologia implement.ada no :S"'TATISTICAL ANALYSIS SISTEM 
CSAS ) , r-es:ident..e no compu'Lador- VAX/UNICAMP. Port.ant.o, ant.es de 
f:s.zer· a avaliação. é convenient-e apr·es:ent.ar um r·esumo de l.':ll 
metodologia.CProgramas n~ 3 e nQ 4 do apêndice). 
Com os dados cont-idos em e form.a-se s6 um 
ar-quivo que con+...ém as var-iáveis medidas e uma vari âvel 
classif'icador-a ident.if'icando os grupos. 
O ''PRCX:: DISCRIM'' do SAS ajusta uma função dis:criminant.e para 
cl as si f· i c ar- obser-vaç:i:i:o .-m um dos grupos:, assumindo 
dist.ribuição normal com igual ou dif'er-ent.e est..r-u'lura de 
covar-iâncias nos grupos. 
C..pci onal ment.e pedi mos um t..est.e de homogeneidade par- a as 
mat.r-izes de covariâncias. e se a hipó~ese de igualdade é 
r-ejeit-ada, a classif"icação é f"ei t.a com a !'unção de Discriminação 
Quad:r-á.t.ica Amo:.t.r-al de Ander-son·. ou s:eja. com a r-egr-a -C6) do 
capit.ulo 2, em caso cont..rário com a Funç~o de Discr-iminação Linear-
propos:t.a por- Fis:l'ler·-r-egr-a C14) do capit.ulo 1. 
67 
" 
Com o método proposto, seja acei t.ando ou rejei t.ando o 
teste de homogeneidade de variancias, trabalhou-se com C12). só 
que, é .de se esperar que no caso de homoscedast.icidade a dado que 
consideramos 
discriminação. 
médias iguais. vai ser quase impossi vel a 
Em cada simulação de Monte Carla, foram geradas duas 
matrizes de dados amost-rais normais de dimensão dois e t.rés 
respectivamente, sobre o que 
consi der aç:e:E?s: 
devem ser feitas as seguin'les 
Dado que, o que interessa é a diferença entre os ângulos 
e nâ:o o quadrant-e em que est.ão localizadas as amostras, e tendo 
confirmado isso at.ravés de simulações Cver quadro A1 do apéndic.:e), 
então para facilitar o t-rabalho, foi lixado o ângulo de rot.ação do 
o primeiro grupo em O , e só foram feit.as rot.aç5es no segundo grupo, 
com àngulos de rolaç~o de 0° a 90°. 
Tais condiçBes iniciais para a criaç~o dos grupos est.ao 
apresent.adas nas c:ol unas '"PARÂMETROS DE ENTRADA'' dos quadros 3. iA 
at.é 3. 7A para p = 2 e em 3.1B até 3. 78 
exemplo, para p '"" 2, na execução 02A 
população v = v = 1 , a = 0°, e na 
' z 
f1 
' 
= 1 a = 45° 
' ' 
ou seja. que as duas amostras 
populações com dislribuiçôes circulares. 
quando p = 3. Por 
t.emos o segui nt.e-: na 
populaç:ão 
:foram 
Ent.:ão, 
n , v 
z ' 
ret.iradas 
~ v 
z 
de 
simularam-se 
amost.ras de populações es:féricas, esféricas versus elipt.icas. 
el i pi:..i c as versus e li pli c as com vários ângulos entre os respect.i vos 
eixos pr i nçj. pais. 
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" 
Com a finalidade de avaliar- mais es:pecificament..e a 
validade do cr-it.ér-ió de dis:cri.minaç~c pr-oposto, s:upos:tamemt.e 
baseado na diferenças das mat.r-izes: de covariâncias:, as amostras 
c r- i adas: procedem de popul açê:Ses com vetores de médl as iguais a 
zero. Ent.~o. nas simulações supõe-se que as: di st.r-1 bui ções: es:t.~o 
cent.radas no vet.or Q) e qualquer dif"erença ent.re elas es:t..á 
"'?, ..'l 
contida nas mat.rizes de covariãncias. 
Para mai 01~ aproximação de si t.uaçt:Ses: pl'át.i c as reais, em 
alguns casos:, foram feit.as sirnulaçães com variâncias: iguais e em 
outros com variâncias diferent.es. 
Dado que ser-ia imposs1 vel esboçarem-se t.odas 
combinações de mal r izes- de cevar iânci as, t.r-abal hou-se com algumas: 
delas, de t.al maneira que caract.eri zem si t.uaçe5es de i nt.et'esse. 
Por- exemplo, nas: execuçõe~ 01A-02A, m.dnt.êm-s:e as duas 
populações com distr-ibuições circulares, ent.ret.anto, nas: execuçe5es 
07A, OSA, 09A, per-"lurbaram-se as var-i.â.ncias sob independência em 
ambas populações, e nas execuçeJes 03A. 10A, 11A, 14-A, impôe-se 
est.rut.ura de correlações no segundt:1 grupo e mant.êm-se 
independência no primeiro. 
Com os dados das amos:t.ras geradas sob as condiç~es 
dadas, foram feitos os cálculos expostos nas secçaes 3.2 e 3.3 do 
presente capitulo, obtendo-se os resul t.ados apresen"lados nas 
colunas "TESTE DE HOMOGENEIDADE .. "PROPOSTA DE DISCRIMINAÇÃO", 
"CORRELAÇÃO AMOSTRAL", e "SAS" dos quadros 3.1A até 3.4B em p = ê 
e p "' 3. 
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L! 
C~be ressalt.ar que em cada execução o t..est..e de homogeneidade para 
.as mat.ri:zes de covariã~cias, conduz à rejeição ou aceitação 
igualdade das mat.r·izes o qual na cal una "TESTE DE 
HO!'.j1.)8ENEIDADE" dos quadr-os 3.1A até 3. 48. 
Para clareza da int.er-pret.ac!io das t.abelas: 3.1A até 
3. 4b.1, t·az-s:e, como exemplo, uma pequena des:criç:!i::o das: tabelas 
3. 1 A e 3. 1 A. 1. 
Na t.abela 3.1A apres:ent.am-s:e quat.ro execuçe5es onde em 
t.odas: elas a prime i r a população é eslér- i c a; em t.anto que na 
segunda população, as: duas prime i r-as execuç5es: são es:f'"éricas:, e 
tem-se itYlroduzido est.rulur-a de correlações na t.erceira execução, 
e na quarta execução, as var-iáveis são independent.es:. 
Segundo o t.es:te par-a as mat.r-izes: de covariãncias. do Proc Discr-im, 
nas duas pr- i mêi r as e:>.!:ecuções é .aceita a hi p6tese de homogeneidade 
e nas ter-ceira e quarta execuçõe~ ~al hipó~ese é rejei~ada. 
Para as mesmas execuç~es, na part.e i nf'er i or da t.abel a 
apr-esenta-se o númer-o de element.os mal classilicados em cada gr-upo 
(n , n
2 
). 
<rn m 
segundo a p!'oposLa e o SAS; com t.ais valores 
calculam-se as e::;timativas das probabilidades de má classif'icação 
(REA). Também most..ram-se os a-utoValores máximo e -mini mo da matriz 
s-1-s . 
• z 
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Enlrelanlo, a labela 3.1A.1 refere-se exclusivamente à 
execução 01A, onde a parte superior· conl~m o número da observaç~o 
mal classificada segundo ambos os mét.odos e a parte inferior 
conlém as observações mal classificadas. por um dos mélodos.. Ou 
seja, que das G2 observações. mal classificadas pela pt'"oposla e 
82 observações mal classificadas com c SAS, (parte A+B ou part.e 
A+C), 70 observaçties foram erradament.e classificadas pelos dois 
mét.odos, (parte A). 
As concluse5es. das resultados exper i ment..:d .s serã'o 
apr.esentadas no úl Li mo capi lul o. 
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TABI:LA f'll.3. tA 
E'5Tl NATIVA$ DAS f-ROBAEil LIIJADI.'S DI. NA 
CLASSIFICAÇÃO CRE."A.) OBTIDAS COM O NOVO HCTODO DE CLASSJFICAÇ7.\0 
PROPOSTO E COHPAkADAS COM AS OBT 1 DAS PELO SAS 
EXE 
01A 
03A 
04A 
. ? ARANI.TROS DI.' ENTRADA 
Pop um ?op dois 
v v Ci ~ v v 
" ' , ' 
, 
CORREUÇÃO 
AHO~LR.A.L 
---~~-
TESTE 
DE 
HONOGENElDADl.' 
V =V 
' 2 
------ -----+-----------+--·--------.... 
1 
1 
4 
4 
1 
1 
4 
4 
o 1 
o 1 
o 2 
o ,, c" 
1 o 
1 45 
4 45 
4 90 
0.071 0.089 
0.071 0.019 
O. 071 -O. !:::.189 
0.071 -0.089 
Aceitar-
Rejeitar 
Rejeit-ar-
---1------------------------ 1------------1-----~----
PROPOSTA DE DlSCRlHlNAÇA:O SAS 
----------------
------------------------ -----------------
EXE REA n n Auloval ores r /r REA n n 
<m zm 
' 
p fm 2m 
r ,.. 00 
' 
p 
------· 
01A 46 35 57 1 -33 1 . 09 1 26 41 42: 40 
02A 43. 5 31 56 1 . 27 1 . 14 1 11 42. 6 42 43 
03A 31 Q 42 20 1 ?..7 O. 285 4. 56 31. o 42 ::~o 
04A 32. 5 46 19 1 29 O. ?-:79 ••• 64 32. 5 46 19 
Fonte : $i.,-n:utaç:e5es com. o Programa. n'='1. CVer p.&gs.. 80, 81). 
72 
TAI:iLLA l'f 3. é' A 
E$Tll1ATIVAS DAS ?kO&ABILl!JADE$ [][' 
C:LASSJ F1 CAÇÃO ( REA:J 081'1 DAS COH O NOVO Nf::.10DO DE Cl.ASS'J FI CAÇÃO 
PkOF'OSTO E COM? ARADAS COJ-t AS OBTl DAS PELO SAS 
EXE 
05A 
06A 
07A 
08A 
EXE 
. 05A 
06A 
07A 
OBA 
PARAJ1ETROS DE ENTRADA 
-----------------------------
Pop um. Pop dois 
-----------------------------
v v • 
" 
v v 
" ' 
2 
' 
2 
-·---· 
1 1 o E~ o. 5 o 
1 1 o 
" '··
O. 5 GO 
3 o. 5 o 3 O. 5 o 
3 o. 5 o 3 O. 5 90 
----·---·--· 
CORRELAÇÃO 
AHOSTRAL 
A( 1) A ( z , p p 
1,)_ 0~(1 o. 089 
O. 071 O. 851 
O. 071 O. 089 
O. 07j -O. 089 
TESTE 
DE 
HOMOGENEIDADE 
v o V 
' 
2 
Rejei 'L;·i[" 
Reje.í lar 
AcE.•i lar 
:Rejeitar 
---------·-
PROf-'OSlA DE DlSCR.lHlNAÇl\.0 SAS 
-----------------
------------------------- -----------------
REA n n Au-lov::d oJ~es r / .. r REA n n 1m ?.m 
' 
p 1m Zm 
,.. r C-.;) 
' 
p 
24 21 27 5.325 o~?-:;.> 
- ..... ' ...... 19.54 24 21 27 
28.5 25 32 4-. 4-61 0.325 13.72 28.5 25 32 
46.0 35 57 1. 328 1. 092 1. 22 41.5 42 40 
9.5 8 11 41.2.30 0.035 1171.32 9.5 8 11 
--· 
C VeJ' pãgs. 8C~, 83) 
T3 
TABELA lf 3. 3A 
ES'Z'lltAT IVA$ DAS f-'ROBAl:tlLIDADES DE 11A 
CLASS/ FI CAÇÃO é RE:AJ 087'1 DAS C0/1 O NOVO !1E;TODO DE CLASSIFICAÇÃO 
?k.OPOSTO E COHPARADAS' COH AS OBTl DAS PELO SAS' 
PARAHETROS DE ENTRADA TESTE 
-----------------------------
CORRELAÇÃO DE 
EXE Pop 
""' 
Pcp doi.s· Al10STRAL HOJ10GENE1DADE 
-----------------------------
..... ( 1 ) A ( 2} 
v ~v v v 
" 
v v 
" 
p p 
. 
< 2 1 z < 2 
09A 3 0.5 o o. ~j 3 o O. 0?1 0.089 Rejeitar 
lOA 3 0.5 o O. ~:i 3 45 O. 0?1 -0.9d4 Rejeitar 
11 A 8 0.05 o 8 0.05 B~"' 0.0?1 -0.93 Rej e i. tar-
12A 8 0.05 o 8 0.0'3 90 O. O?j -.089 Rejeitar 
~-·· ~ 
l-'R.Ol-'057" A DE Dl O:X::Rl Nl NAÇÃO SA$ 
EXE REA n n Autov:ü o1·es ,~ /r- REA n n 1m Zm 
' 
p 1m zm 
)"· ,. c~~~) 
1 p 
----------
09J:.. 8 8 8 39.645 0.03? 1083. 2.1 8 8 8 
10A 13.5 11 16 22.06tl 0.066 335.35 13.5 11 16 
11A 0.0 o o 0:~1983. 5 O. 0001 314.0*106 0.0 o o 
12A 0.0 o o 29308.4 O. 0001 586.2*10 6 0.0 o o 
TABELA tf' 3. 4A 
EST!HATIVAS DAS PROBABILIDADES DE 11Ã 
CLASSiriCAÇÃO CREA:J OBTIDAS C0/1 O NOVO !1E;TODO DE CLASS/riCAÇliO 
PROPOSTO E COHPARADAS C0/1 AS OBTIDAS PELO SAS 
EXE 
13A 
14A 
15A 
1BA 
PARAHETROS DE ENTRADA 
------------------------------
Pup Wh Pop dois 
-----------------------------
. 
v v 
'" 
v v 
"' ' • ' 
2 
2 0.5 o 8 0.05 o 
2 0.5 o 8 0.05 45 
2 0.5 o 8 0.05 f-50 
2 0.5 o 8 0.05 90 
I· 
TESTE 
COPJ<ELAÇÃO DE 
ANOSTRAL HOHOGENEI DA 
...... ( 1 ) "'<2) v p p ~v 
' • 
o. 0?1 0.089 Rejei 'Lar-
o. 071 0.999 Rejeitar-
O. 0'11 0.999 Rejeitar-
o. 071 -0.089 Rejei'L.ar-
Fonte : Sl.m.-ul.ações com. o Prc5rama. n°1. C Ver pág. 84) . 
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DE 
TABELA tf'3. IB 
E:ST/ HA1'1 V AS DAS PR.OBAEJILZDADES DL" l-lÃ 
CLASSIFICAÇÃO ( RE:A) OBTZ DAS COH O NOVO 1-frC.TODO DE: CLASSIFICAÇÃO 
PROPOSTO E: COHPARADAS COH AS OBTIDAS PELO SA$ 
PARAJ1ETP..05 DE: ENTRADA COP.RELAÇÃO TE:S"f'E: 
---------------------------------- AMOSTRA L DE pop. 'W7'. pop. dois 
A ( f) ~- ( 2 } HOHOGENEI 
v v v a v v v a p p 
' 
z • ' 
z • 
018 1 1 1 o 1 1 1 o 0.043 0.062 Aceitar 
' 
02B 1 1 1 o 1 1 1 45 0.043 -0.013 Ar:eilar 
03B 8 4 2 o 8 4 2 BO 0.043 --0. 518 Rejei L3J' 
04-B 8 4 2 o 
" 
4 2 90 0.043 -0.062 Rejei tal' 
-I -- . 
---------· ----
PROPOSTA DE DISCR.l Nl NAÇÃO SAS 
----------------- ------------------------- -----------------
EXE REA n n Autovalores 
1m Zm 
" 
,. 
' 
p 
,-,1 ~ 42 35 48 1 . 3151 0.7C58 .............. 1 
028 40 52 28 1. 3êB 0.7050 
03B 30 34 26 3.121 0.2560 
04B 28.5 31 ê:ô 3.603 0.2199 
o_, Fonte : Si.nnúaçties com. o Proeram.a n --
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c /r REA n n 
' 
p 1m Zm 
(%) 
----
1. 88 45 45 45 
1.88 41.5 42 41 
12.19 30.5 34 27 
16.39 25.5 25 25 
C Ver pág. 85J. 
EST1l1ATIVAS DAS PROBABILIDADES m: /'lÃ 
CLASSZFZCAÇ~O CREA) OBTIDAS COH O NOVO Hf:.TODO DE CLASSlf'JCAÇA.O 
PROPOSTO E COHPAP..ADAS COM AS' OBTIDAS PElD SAS 
PARAHETROS DE ENTRADA CORRELAÇÃO TEStE 
----------------------------------
AMOSTRA L DE' pop. um. pop. dois 
.... { 2 ) HOHOGENEI .... ' f ) 
v y v a y y v a p p 
' 
z • ' 
z • 
-------
05B 1 1 1 0- 2 1.5 0.5 45 0.043 0.268 Rejei 'L.<1r 
06B 1 1 1 o 2 1 r:· -~ 0.5 60 0.043 0.205 Rej e i 'lar 
07B 6 4 2 o 4 4 4 o 0.043 O.Otiê Rejeitar 
08B 6 4 2 o 4 4 4 90 0.043 -0.062 Rejeitar-
----------·-
PROPOSTA DE DISCRlHZNAÇ"tí.O SAS 
-----------------
------------------------- ------------------
EXE 
05B 
068 
078 
08B 
REA 
31 
30. 
28. 
29. 
n 
5 
o 
5 
o 
n 
'm Zm 
·-
33 30 
32 28 
19 38 
20 38 
Autova1 or-es 
,. r 
' 
p 
---------
3. 4.22. O. 2800 
3. 464 O. 2806 
4. 79-4. O. 3648 
4. 769 o. 3875 
Fonte : Sl.m:ul.ações co,"{t o Proeran"UX n°ê.. 
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c /c REA n n 
' 
p •m zm 
c~.-;;) 
----------··--
1""' G. 22 26. 5 23 30 
12. 34 26. 5 23 30 
13. 14 29. 5 21 38 
12. 31 28. o 26 30 
cver pág. 86, 87). 
TABELA tf3.3B 
ES'TJ HATl VA$ DAS Pk.OBABI LJ DADES NÃ 
CLA55I F I CAÇÃCK' REA) OBll DA$ COH O NOVO 11eTODO lJE CLASSl ri CAÇ7~0 
PROPOSTO E COHPARAJJA.Ç' COH AS OBTIDAS ?ELO .S"A$ 
-------------
09B 
108 
11B 
12B 
--I 
PARAHETROS DE ENTRADA 
pap. um_ 
v 
1 
2 
2 
s 
8 
v v a 
z • 
0.5 1.5 
0.5 1.5 
0.05 2.0 
0.05 2. o 
o 
o 
o 
o 
pop. dois 
v v v (':( 
1 7.: 3 
8 0.05 1. 5 o 
8 O.O~i 1.5 45 
8 0.05 2. o [JQ 
8 o. o~:; 2.0 90 
CORRELAÇÃO 
AHOSTRAL 
TESTE 
DE 
HOHO~.:ENEJ 
0.043 O. 0622 F~ej e i L:::.r 
O. Ot:l-3 O. 999 P.t',•J ~J- t :o~J' 
0.043 
1
.). 043 ~o. 062 RejeJ tar· 
------------·-··--····· 
l-'F<Of'OSTA lJE DI SCkl NI NAÇ'ft.O SAS 
---------------- ------------------r--------- -----------------
EXE REA n n AuLov:cJ._l ores.~ ,. /·r- REA n n 
<m 2m 
' 
p <m zm 
r y· c ~f,;) 
' 
p 
-------
09B 7.5 12 3 14.10f_i o_ 0090 1567.3 6 10 2 
10B 2 ~ .o 4 1 117. 76~i O. 0011 107059.4 2 4 o 
11B o o () 1693ti. E5 0.0001 338. ?~do: I o o o 
128 0.5 o 1 2E~:i. 876 0.0006 752. ô:~HO I 0.5 o I 
---
Font._e P o, : SLmuZ.a:çê'5es com o ro,gr-aJl'.a n c.. C ver págs. 88J 
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TABeLA tf'3. 48 
ESTl HATIVAS DAS PR.OBABlLlDADl.'$ DE: HÃ 
CLASSJF!C.AÇÃO CRE'A) OBTIDAS COH O NOVO Ht:.TODO DE CLA'5SIFICAÇZ.O 
PROPOSTO E COHPARADAS COJ1 AS OBTIDAS PELO SAS 
138 
148 
15B 
168 
17B 
18B 
EXE 
13B 
14-B 
15B 
' 
16B 
178 
18B 
?ARAHETROS DE: ENTRADA CORRELAÇÃO TESTE 
----------------------------------
AHOSTRAL DE 
pop. um. pop. doiB 
A { 1 ) A. ( z ) HOHOGENE'l 
v v v a v v v a p p 
• 2 • • z 3 
-------
----~----
3 0.5 0.05 o 3 0.5 0.05 o O. 043 O. 062<:~ .4.c:ei t.::~.r-
3 0.5 0.05 o 3 o ,. -~ 0.05 9 0.043 O. 0688r Rejejt.ar-
3 o "' -~ 0.05 o 3 " "' ,_, . -..) 0.05 89 0.043 0.92?2 Rej e i lar· 
3 0.5 0.05 o 3 0.5 0.05 39 0.043 0.9427 F~!O!jei lar 
3 o ç:• -~ 0.05 o 3 0.5 0.05 45 0.043 0.9448 f~ejei t..ar 
3 0.5 0.05 o 3 0.5 O. 05 90 0.043 -o. (.'!.':i22. Rej e i t.:-·H' 
---·---------- -------
----------- ----·--·--·- ---- --·--·-·--------- --·----·-·- ------
Pf.:CJPOSl'A DE DISCR.l Nl NAÇAO SAS 
--·--------- ------- ----------- .. ---- --------------- ------~-~--------I 
REA n n Aulovalores. r· /J~ REA n n 
'm >m ' 
p <m 2m 
1~ r 
• p 
42 35 49 1.361 O. 7C.~58 1. 87 45 45 4"' _, 
34 44 24 2.311 0.3506 6.59 38 44 32 
17.5 23 1 é: 8.919 0.0879 101- 48 1 f!. 5 23 14 
13 16 10 13. 794 O. 05Ef7 ;:~-43. 28 13.5 16 ;u 
12.5 1.5 10 16. 92tl 0.0462 3Ei6. 34 12. 15 09 
07 06 08 31.819 0.0245 1298.76 8.5 09 08 
I -----
Fonte : Sl.r:ot-uLaçõe.:s- ccmt o Frot;r-ama. O, n _, 
--
C ver pág. 89) _ 
79 
QUADRO 3.1A.1 OBSERVAÇDES MAL CLASSIFICADAS NA EXECUÇÃO 01A 
=~================================================================ 
segundo a PROPOSTA e o SAS (A) 
obs: de n class:ific:ad.a em n obs: de n c:las:s:ific.ada em n 
' 
2 2 
' 
------------------------------------------------------------------
02: 37 82 97 102: 125 156 183 
04 38 84 104 126 159 184 
13 39 85 106 129 161 185 
14 48 87 107 130 1ei3 188 
16 50 89 111 135 1ô5 190 
17 55 90 112 143 166 191 
21 59 92 114 145 167 192 
30 67 93 115 149 1l"i9 197 
34 76 96 117 152 172 200 
36 78 97 121 155 180 
==================~=============================================== 
PROPOSTA (B) SAS (C) 
de nem n de n em n de TI em n de n em n 
' 2 2 i i 2 2 1 
41 101 160 5 99 131 
44 105 162 8 
75 116 164 12 
95 119 174 ê5 
127 175 35 
138 176 45 
140 179 46 
144 195 56 
147 62 
148 79 
TOTAL DE MAL CLASSIFICADAS 
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QUADRO 3. 1 A. 2 OBSEJ<VAÇOES MAL CLASSI FICA!JAS NA EXECUÇI\0 04A 
~================================================================= 
~~gundo a PROPOSTA é o SAS (A) 
obs de n clas;sific:ada em n obs; de n classificada em n 
1 2 2 1 
------------------------------------------------------------------
02 20 4.3 65 82 103 146 
03 22 46 71 87 104- 150 
06 23 47 73 90 115 153 
08 28 48 74 93 118 159 
10 31 50 76 97 120 161 
11 33 52 77 100 124 166 
12 35 54 ?8 131 184 
14 36 56 ?9 134 186 
16 37 61 90 137 196 
17 38 6'" ~ 81 139 
================================================================== 
PROPOSTA (8) SAS (C) 
de n êm n de n 6.-m n de n em n 
1 2 1 2 2 1 
TOTAL DE MAL CLA-~FICADAS 
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QUADRO 3,2A.1 OBSERVAÇtiES MAL CLASSIFICADAS NA EXECUÇÃO 05A 
================================================================== 
segundo a PROPOSTA e o SAS (A) 
obs d€' n cla.ssif"icada em n obs de n classificada em n 
• 2 2 • 
02 56 100 101 133 174 
14 6B 111 142 1B1 
17 63 113 144 182 
27 74 116 146 183 
29 76 117 152 190 
37 77 119 155 194 
38 78 121 158 200 
47 80 126 162 
48 87 127 169 
50 98 128 170 
================================================================== 
PROPOSTA (B) SAS (C) 
de nem n 
• 2 
de n em n de n em n de n em n 
2 • • 2 2 • 
{ 
PROPOSTA = A + B 
TOTAL DE MAL CLASSIFICADAS 
SA~ = A + C 
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QUADRO 3. é2A. ;~ Ol<SERVAÇe:;Es MAL CLASSlFlCAL>AS NA EXECUÇÃO 07A 
segundo a PROPOSTA e o S~S (A) 
obs de n classificada em n obs de n e:la!::s.:ificad.a em n 
1 2 2 1 
------------------------------------------------------------------
02 37 s2 98 102 125 169 194 
04 38 84 104 126 161 185 
13 39 85 106 129 163 188 
14 48 87 107 130 165 190 
16 50 89 111 135 166 191 
17 55 90 112 143 167 192 
21 59 92 114 145 169 197 
30 67 93 1113 id-9 172 200 
34 76 96 117 152 180 
36 78 97 121 156 183 
================================================================== 
PROPOSTA (8) SAS (C) 
de nem n de n em n de n em n de n em n 
::. 2 2 1 1 2 2 1 
41 101 155 05 99 131 
44 105 160 08 153 
75 116 152 12 
96 119 164 25 
127 174 35 
138 175 45 
140 176 46 
144 179 56 
147 195 sa 
148 79 
TOTAL DE MAL CLASSIFICADAS 
{ 
PROPOSTA 
SAS = A + C 
= A + B 
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QUADRO 3, 4A.1 OBSERVAÇõES MAL CLASSIFICADAS NA EXECUÇÃO 14A 
:================================================================= 
segundo .a PROPOSTA e o SAS (A) 
ob:: de nf classificada em n2 obs de n cl as: si fi c::ad.:1. em 11 2 1 
04 
13 
24 
49 
51 
66 
99 
158 
PROPOSTA (B) SAS (C) 
de nem n 
i z 
de n em n de n em n de n em n 
.2 1 1 z 2 i 
{ 
PROPOSTA = A + B 
TOTAL DE MAL CLASSIFICADAS 
SAS =A ..... C 
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QUADRO 3.1B.1 OBSERVAÇOES MAL CLASSIFICADAS NA EXECUÇÃO OH! 
=~=========~===~====~::=====================~=~==========~~~~~~~== 
segundo a PROPOSTA e o SAS (A) 
------------------------------------------------------------------
cbs de n cl a_ssi f" i cada em n 
' 2 
obs de Tl classi"fic:ada ~m n 
2 ' 
------------------------------------------------------------------
01 42 ?5 103 131 1!';!'; 198 
7 4"'' ·~ 79 105 134. 167 
12 55 84 100 137 181 
15 59 88 108 139 182 
18 60 89 109 143 184 
19 61 98 110 150 1 .-,,_~ eco 
23 62 113 j 51 187 
25 67 134 1 r-~:::. 188 
33 68 126 160 191 
41 70 127 162 195 
PROPOSTA (B) SAS (C) 
------------------------------------------------------------------
de n em n de n em n de n em n de n em n 
' 
2 2 
' ' 
2 2 
' 
------------------------------------------------------------------
8 101 149 6 64 10? 174 
14 102 156 24 69 115 176 
22 114. 165 28 73 123 197 
1'9 116 172: 36 77 128 199 
32 120 175 39 82 14-tl. 
35 122 183 44 8? 145 
48 125 189 46 91 146 
82 140 200 49 93 164 
83 141 54 99 171 
147 63 173 
------------------------------------------------------------------
TOTAL DE MP.L CLASSI FI CP.DAS 
{ 
PROPOSTA 
SAS = 
= A + B 
/>. -+ c 
QUADJ.!:O 3.2B.1 OBSERVAÇOES MAL CLAS'SIFICAIJAS NA EXECUÇ/\0 O~m 
segundo a PROPOSTA e o SAS (A) 
obs de n classificada em n 
1 2 
obs de n classificada em n 
2 1 
------------------------------------------------------------------
4 64 109 168 196 
7 ee 111 168:. 19? 
8 69 113 173 
10 70 126 178 
11 ?6 129 1.8é.:: 
28 77 1 -~::. 18.4-
46 81 143 18~'i 
48 91 148 188 
68 155 191 
63 163 194 
PEOPOSTA (B) SAS (C) 
• 
------------------------------------------------------------------
de nem n de n em n de n em n de n em n 
1 z 2 1 1 z 2 1 
6 ?8 104 21 118 
13 87 119 27 1Bô 
17 88 121 44 167 
23 9~i 1 31 80 159. 
2:6 96 152 89 160 
31 15::~ 1B3 
33 159 187 
43 ll':õB 192 
46 
74 
= A + B 
TOTAL DE MP.L CLASS1 FI CADAS 
A + C 
86 
QUADI<O 3. 28. 2 - OBSERVAÇOES MAL CLASSJ FI CADAS NA EXECUÇÃO 078 
=========================~==~=~~===~=~============~======~====~=== 
segundo .a PROPúSTA e o SAS (A) 
ob:s; de n cl.as:sit'icad;,:. em n obs de n class:ií'icada em n 
1 2 2 1 
1 59 101 ~123 156 1B6 
3 60 102: 124 160 187 
18 61 103 125 165 189 
25 67 105 127 166 191.:3 
36 78 1 ()[:; 133 170 198 
37 83 108 134 172: 199 
40 84 110 139 175 200 
50 98 1 H~i 141 1 7[3 
51 12:0 144 :1.80 
:.."i'? J ê:ê. :146 Hll 
====================~=========================~===================~ 
PROPOSTA (B) 
de nem n de n em n 
1 2 z 1 
1!5 162 
SAS (C) 
de n em n 
20 
41 
65 
1 2 
TOTAL DE MAL CLASSIFICADAS 
de n em n 
2 1 
151 
QUADRO 3. 38. 1 OBSERVAÇõES MAL CLASSIFICADAS NA EXECUÇliO 09B 
segundo a PROPOSTA e o SAS (A) 
------------------------------------------------------------------
obs de n classi~icada em n 
< z 
obs de n classi~icada em n 
z < 
------------------------------------------------------------------
29 146 
32 154 
39 
41 
49 
56 
?5 
Ç_<O 
97 
Si8 
~=;==================~=:================================~~=~===:=== 
PROPOSTA (B) SAS (C) 
------------------------------------------------------------------
de nem n 
< ' 
de n em n 
z 1 
de n em n 
< ' 
de n em n 
2 1 
------------------------------------------------------------------
87 119 
94 
------------------------------------------------------------------
TOTAL DE MAL CLA..SSI FI CAD~.S 
{ 
PROPOSTA 
SAS = 
= A + B 
A + C 
88 
QUAUJ<O 3. 4B.1 OBSERVAÇDES MAL CLASSIFICADAS NA EXECUÇÃO 188 
' ==;========================~=========~===~======~=~====~====~=~~~~ 
~~egundc a PROPOSTA e o SAS (A) 
----------------------------------------------------------------------
ob:; de fl clas;S;ificada em n 
1 2 
ot)S; de n class.if"icada em n 
" ' 
-------------------------------------~-----------------------------
15 11 g 
45 144 
5:1. 14-6 
57 154 
59 159 
78 166 
169 
18;:: 
======================~====~================================;===== 
PROPOSTA (B) SAS (C) 
------------------------------------------------------------------
de nem n 
' 2 
de n em n 
2 ' 
de n em n 
' z 
------------------------------------------------------------------
12 
25 
67 
------------------------------------------------------------------
TOTAL DE MAL CLA:.SI FI CADAS 
{ 
PROPOSTA 
SAS = 
= A + B 
A + C 
3.3 EXEMPLO DE APLICAÇÃO 
3.3.1 INTRODUÇÃO 
Como .aplicação da t.écnica, usaram-se dados de 
discriminação de not.as de 1000 Francos Suiços ver-dadeiros e 
íalsos, já ut-ilizadas em análise efet.uada por F~"tJ.ry e ~iedwyl. 
C 1983), rel ac:i onados:, nos quadro 3. C1 e 3. C2. 
A seguir .ap:~es.enta-se a descrição dos dados usados para 
cons'Lruir a runç~o de dis:c:riminaç~o amost.ral, além de :fazer a 
:,._vali aç:ãú corr·es:pon.d(:.>nl.e pelo cálculo da Razão de Erro Apal~ent.e. 
Faz-se t.ambém, uma comparaç::ío da est.imat.iva da probabilidade de má 
classificaç~o com a obtida pelo SAS. 
Os programas usados f"oram: Programa n~ 5 e Programa n~ 6 
€!-Ser i tos em 1 i nguagem F'ORTRAN e SAS respect.i vamente e estão no 
apêndice. 
banco. 
DESCRIÇÃO-DOS ·DADOS 
Têm-se as mediçe5es de seis variáveis em êOO no'las de 
100 das quais são ver-dadeiras Cvém de n) e as oulr-as: 100 
1 
s;:;:o f'al s:as (vêm de n:;;?. 
As variáveis medidas foram: 
90 
X : Compr i mtõ.•nlo da~; not.ds; de banco. 
l 
X : Largura do lado esquerdo das not.as. 
z 
X : Largura do lado dire!Lo . 
• 
X : Largura da margem infet·ior . 
• 
X : Largura da margem superior. 
o 
ComprimenLo da diagonal medida desde o canto 
inferior e~querdo at.é o canLo superior direito. 
onde: 
g = ... 
n = n = 100 
:! 2 
i= !,2, .... , n 
g 
é o vetor que contém as: medi c;:êJe-s da i -és: i ma nota no 
g-ési mo gr-upo, resul t.ando nas matrizes: de dados que 
ficam no quadro 3.C1 e 3.C2. 
91 
' . 
Abbildung 1 • 
... 
QUADRO 3. C1 
-----------------------------------------------------------------
MEDIDAS DE NOTAS DE BANCO 
IYIEIR[>AIIT>IEO IRI:IS 
------------------------------------------------------------------
X X X X X X G~OBS 
' 
2 3 • ~ " 
------------------------------------------------------------------
214-.8 131. o 131. 1 09.0 09.7 141. o 1001 
214.6 129.7 129.7 08.1 09.5 141.7 1002 
214.8 129.7 129.7 08.7 09.6 142.2 1003 
214.8 129.7 129.6 07.5 1 o. 4- 142.0 1004 
215.0 129.6 129.7 10.4 07.7 141.8 1005 
215.7 130.8 130.5 09.0 10. 1 141. 4 1006 
2:15.5 129.5 129.7 07.9 09.6 141. 6 1007 
214.5 129.6 129.2 07.2 10. o 141. 7 1008 
2:14.9 129.4 129.7 08.2 11. o 141.9 1009 
.215.2 130.4 130.3 09.2 10. o 140.7 1010 
215.3 130. tl- 130.3 07.9 11. 7 141.8 11,)11 
.215.1 129.5 129.6 07.7 10.5 142.2 1012 
215.2 130.8 129.6 07.9 10.8 141. 4 1013 
214. 7 129.7 129.7 07.7 10.9 141.7 1014 
215.1 129. g 129.7 07.7 10.8 141.8 1016 
214.5 129.8 129.9 09.3 08.5 141. 6 1016 
214.6 129.9 130.1 08.2 09.8 141.7 1017 
215.0 129.9 129. 7 09.0 09.0 141. g 101B 
215.2 129.6 129.6 07.4 11.5 14-1.5 1019 
214.7 130.2 129. g 08.6 10. o 141.9 1020 
2:15.0 129.9 129.3 08.4 10. o 141.4 1021 
ê15. 6 130.5 130. o 08.1 10.3 141. 6 1022 
216.3 130.6 130. o 08.4 10.8 14-1.5 1023 
215.7 130. ê: 130. o 08.7 10. o 141.6 1024 
215.1 129.7 129. g 07.4 10. B 141. 1 1025 
215.3 130.4 130.4 08.0 11. o 142.3 1026 
215.5 130.2 130.1 08.1 09.8 142.4 1027 
215.1 130.3 130.3 09.8 09.5 141. g 1028 
215.1 130. o 130. o 07.4 10.5 14-1.8 1029 
------------------------------------------------------------------
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D 1Yl C .l'l M l!' 
QUADRO 3.C! Cconl.) 
------------------------------------------------------------------
MEDIDAS DE NOTAS DE BANCO 
WJE!R[)Ã\[)IEU !RÃIS 
----------------------------------------------------------------~-
X X Y. X X X G-OBS 
' 
2 • • • 6 
------------------------------------------------------------------
<:.::14.. 8 129.7 129.3 08.3 09.0 142. o 1030 
Z15.Z 130.1 1Z9. 8 07.9 10.7 14-1.8 1031 
214.8 139.7 129.7 08.6 09.1 142.3 1032 
215.0 130. o 129.6 07. 7 10.5 140.7 1033 
é~15. ô 130.4 130.1 08.4 10.3 141. o 1034-
<"::15. 9 130.4 130. o 08.9 10.6 141.4 1035 
214.6 130.2 130.2 09.4 09.7 1111. 8 1036 
215.5 130.3 130. o 08.4 09.7 141.8 1037 
ê:15.3 129.9 129.4 07.9 10. o 142.0 1038 
215.3 130.3 130.1 09.5 09.3 142.1 1039 
21:':!. g 130.3 129. o 08.1 09.7 141.3 1040 
;::1 t.l. 4 1 ;-~g- 8 129.2 08.9 09.4- 142.3 1 041 
214.8 130.1 129.6 08.8 09.9 140.9 1042 
214.9 12R6 129.4 09.3 09.3 141.7 1043 
Zl4.9 130.4 1Z9. 7 09.0 09.8 140.9 1044 
214.8 129.4 129.1 08.2 10.2 141. o 1045 
214.3 129.5 129.4 08.3 10.2 141.8 1046 
214.8 129.9 129.7 08.3 10.2 141.5 1047 
214.8 129.9 129.7 07.3 10.9 142.0 1048 
214.6 129.7 129.8 07.9 10.3 141. 1 1049 
214-.5 129. o 129.6 07.8 09.8 14Z.O 1050 
é214. 6 129.8 129.4- 07.2 10. o 141.3 1051 
215.3 130. ô 130. o 09.5 09.7 141. 1 1052: 
214.5 130. 1 130.0 07.8 10.9 140.9 1063 
216.4 130.2 130.2 0?.6 10. g 141.6 1064 
214.5 129.4 12:9. 5 07.9 10. o 141.4 1055 
215.2 129.7 1Z9. 4 09.2 09.4 142. o 1056 
216.7 130. o 129.4 09.2 10.4 141.2 1057 
215.0 129.6 129.4 08.8 09.0 141. I 1058 
------------------------------------------------------------------
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QUADRO 3. C! Cconl.) 
-----------------------------------------------------------------
MEDIDAS DE NOTAS DE BANCO 
WIEIRIDA\IDIEDIRA\$ 
------------------------------------------------------------------
X X X X X X G-OBS 
' 
2 9 • • 6 
------------------------------------------------------------------
215.1 130.1 129.9 07.9 11. o 141.3 1059 
.21 5. 1 130. o 129.8 08.2 10.3 141.4 1060 
215.1 129.6 129.3 08.3 09.9 141.6 1061 
215.3 12:9. 7 129.4 07.5 10.5 141- 5 1062 
215.4 129.8 129.4 08.0 10.6 141.5 1063 
214.5 130.0 129.5 08.0 10.8 141. 4 1064-
215.0 130. o 129.8 08.6 10.6 141. 5 1065 
í.:::15. 2 130.6 130. o 08.8 10.6 140.8 1066 
214.6 129.5 129.2 07.7 10.3 141.3 1067 
214.8 129.7 129.3 09.1 09.5 141. 5 1068 
215.1 129.6 129.8 08.6 09.8 141.8 1069 
214.9 130.2 130.2 08.0 11.2 139.6 1070 
?.=:13. 8 129.8 129.5 08.4 11. 1 140.9 1071 
<::1 5. 2 12:9. 9 129.5 08.2 10. 3 141.4 1072 
215.0 129.6 130.2 08.7 10. o 14-1.2 1073 
214.4 129.9 129.6 07.5 10.5 141.8 1074 
215.2 129. g 129.7 07.2 10.6 142. 1 1076 
214.1 129.6 129.3 07.6 10.7 14.1. 7 1076 
2:14.9 129.9 130.1 08.8 10. o 141.2 1077 
214.6 129.8 129.4 07.4 10.6 141. o 1078 
215.2 130.6 129.8 07.9 10.9 140.9 1079 
2:14.5 129.9 129.4 07.9 10. o 141.8 1080 
215.1 129.7 129.7 08.6 10.3 140.6 1081 
214.9 129.8 129.6 07.5 10.3 141. o 1082 
215.2: 129.7 129.1 09.0 09.7 141.9 1083 
215.2 130.1 129. g 07.G 10.8 141.3 1084 
216.4 130.7 130.2 09.0 11.1 141.2 1085 
215.1 129.9 129.6 08.9 10. a 141.5 1086 
215.2 129.9 129.7 08.7 09.5 141.6 1087 
------------------------------------------------------------------
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X X 
' 
2 
QUADRO 3.C1 Ccon~.) 
MEDIDAS DE NOTAS DE BANCO 
IY!EIR[)A\[)!EO IRkS 
X X X 
• • 5 
X G-OBS 
6 
------------------------------------------------------------------
2:15.0 
214.9 
Z15.0 
2:14.7 
216.4. 
214.9 
2:14.5 
214.7 
215.6 
215.0 
214.4 
215. 1 
2:14.7 
Font..e 
G 
OBS 
129.6 129.2 08.4 10.2 
130.3 1Z9. 9 07.4 11.2 
1Z9.9 129.7 08.0 10.5 
129.7 129.3 08.6 09.6 
130. o 129.9 08.6 09.7 
129.4 129.5 08.2 09.9 
129.5 129.3 07.4 10.7 
129.6 129.5 08.3 10. o 
129. g 129.9 09.0 09.5 
130.4 130. o 09.1 10. z 
129.7 129.5 08.0 10.3 
130. o 129.8 09.1 10.2 
130. o 129.4 07.8 10. o 
Flw-y Ct983). 
Gr-upo de not..as ver-dadeir-as C1). 
Número de obser-vação dent..r-o de cada grupo. 
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14Z.1 1088 
14.1.6 1089 
142.0 1090 
141. o 1091 
141.4 1092 
141.5 1093 
141.5 1094 
142. o 1095 
141.7 1096 
141. 1 1097 
141.2 1098 
141.6 1099 
141.2 1100 
QUADRO 3.C2 
-----------------------------------------------------------------
MEDIDAS DE NOTAS DE BANCO 
IFAIILSIIIS 
------------------------------------------------------------------
X X X X X X G-OBS 
' 
2 •• • 
, 6 
------------------------------------------------------------------
214.4 130. 1 130.3 09.7 11.7 139.8 2001 
214.9 130.5 130.2 11. o 11.5 139.5 2002 
214.9 130.3 130.1 08.7 11.7 140.2 G003 
2:15.0 130.4 130.6 o9.9 10.9 140.3 2004 
214.7 130.2 130.3 11.8 10.9 139.7 2005 
215.0 130.2 130.2 10.6 10.7 139.9 2006 
215.3 130.3 130.1 09.3 12. 1 140.2 2007 
é:14-. 8 130.1 130.4 09.8 11.6 139.9 2008 
215.0 130.2 129. g 10. o 11. g 139.4 2009 
215.2 130.6 130.8 10.4 11.2 140.3 2010 
215.2 130.4 130.3 08.0 11.5 139.2 2011 
215.1 130.5 130.3 10.6 11- 6 140.1 2012 
2:15.4 130.7 131- 1 09.7 11. 8 140.6 2013 
<~14. g 130. 4- 129. g 11. 4 11. o 1::!9. g 2014 
215.1 130.3 130. o 10.6 10.8 139.7 2015 
216.6 130. 4- 130. o 08.2 11.2 139.2 2016 
214.7 130.6 130.1 11.8 10.5 139.8 2017 
214. 7 130.4 130.1 12:. 1 10. 4- 139.9 2018 
2:14.8 130.5 130.2 11.0 11. o 140.0 2019 
214.4 130.2 129.9 10.1 12. o 139.2 2020 
214.8 130.3 130.4 10. 1 12. 1 139.6 2021 
215.1 130.6 130.3 1.2. 3 10. 2: 139.15 2:02:2 
215.3 130.8 131. 1 11.15 10.15 140.2 2023 
215.1 130.7 130.4 10.6 11.2 139.7 2024 
214.7 130.5 130.5 09.9 10.3 140.1 2025 
214.9 130. o 130.3 10.2 11.4 139.6 2028 
215.0 130.4 130.4 09.4 11.6 140.2 2027 
215.5 130.7 130.3 10.2 11.8 140. o 2028 
215.1 130.2 130.2 10. 1 11.3 140.3 2029 
-----------------------------------------------------~------------
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QUADRO 3.C2 Ccunt.) 
-------------------------------------------------------------------
MEDIDAS DE NOTAS DE BANCO 
[F A\!LSA\5' 
------------------------------------------------------------------
X X X Y. Y. Y. G-OBS 
i 2 • • 
, 
" 
------------------------------------------------------------------
.2:14.5 130. a 130.6 09.8 12. 1 139.9 2030 
214.::~ 130.2 130. o 10.? 10. ~ 139.8 2031 
214.5 130.2 139.8 12.3 11. 2 139.2 2032 
.2:14.9 130.5 130.2 10.6 11. 5 139.9 2033 
214.6 130.Z 130.4- 10.5 11. 8 139.7 2034. 
;::~14.. 2 130.0 130.2 11. o 11.2 139.5 2035 
214.8 130.1 130.1 11- 9 11.1 139.5 2036 
214.6 129.8 130.2 10.7 11.1 139.4 2037 
214.9 130.7 130.3 09.3 11. 2 138.3 2038 
214.6 130.4 130.4 11.3 10.8 139.8 2039 
~=:14.5 130.5 130.2 11. 8 10.2 139_ 6 2040 
214-.8 130.2 130.3 10. o 11.9 139.3 2041 
214 .. 7 130.0 128.4 10.2 11. o 139.2 2042 
214.6 130.2 130.4 11. 2 10.7 139.9 2043 
215.0 130.5 130.4 10.6 11.1 139.9 204.4 
214.5 129.8 129.8 11. 4 10. o 139.3 2045 
214.9 130.6 130.4 11. 9 10.5 139.8 20d6 
216.0 130.5 130.4 11. 4 10.7 139.9 2047 
215.3 130.6 130.3 09.3 11.3 138.1 2048 
214.7 130.2 130.1 10.7 11. o 139.4 20dQ 
214.9 129. g 130. o 09.9 12.3 139.4 2050 
21d.9 130.3 12:9. 9 11.9 10.6 139.8 2051 
2:14.6 129.9 129.7 11. g 10. 1 139. o 2052 
214.6 129.7 129.3 10. 4. 11. o 139.3 2053 
214-.5 130.1 130.1 12. 1 10.3 139.4 2084 
214.6 130.3 130. o 11. o 11.5 139.5 2055 
215.1 130. o 130.3 11_("j 10.5 139.7 2:056 
214.2 129.7 129.6 10.3 11. 4 139.6 2057 
2:14-.4 130.1 130. o 11.3 10.7 139.2 2058 
------------------------------------------------------------------
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MEDIDAS DE NOTAS DE BANCO 
IFI\\fLSA\S 
------------------------------------------------------------------
X X X X X X G-OBS 
' 
2 • • " 
6 
------------------------------------------------------------------
2:14.8 130.4 130.6 18.6 10.0 139.3 8069 
214.6 130.6 130.1 08.1 18.1 137. g 8060 
215.6 130.1 189.7 07.4 12.2 138.4 2061 
814.9 130.5 130.1 09.9 10.8 138.1 8068 
814.6 130.1 130. o 11.6 10.6 139.5 8063 
214.7 130. 1 130.2 11.6 10.9 139.1 8064 
214.3 130.3 130. o 11.4 10.5 139.8 2065 
215.1 130.3 130.6 10.3 12. o 139.7 2066 
216.3 130.7 130.4 10. o 10.1 138.8 2067 
2:15.6 130.4 130.1 09.6 11. 2: 138.6 8068 
214.8 129.9 129.8 09.6 12. o 139.6 2069 
214.9 130. o 189. 9. 11.4 10.9 139.7 8070 
213.9 130.7 130.6 08.7 11. 5 137.8 2071 
ê-.::14. 2 130.6 130.4 18. o 10.2 139.6 8078 
214.8 l:ólO. 5 130.3 11.8 10.5 139.4 2073 
214.8 129.6 130. o 10.4 11. ô 139.2 8074 
214.8 130.1 130. o 11.4 10.5 139.6 2075 
214.9 130.4 130.2 11.9 10.7 139. o 2076 
214.3 130.1 130.1 11.6 10.5 139.7 2077 
814.5 130.4 130. o 09.9 18. o 139.6 8078 
214.8 130.5 130.3 10.2 12.1 139.1 2079 
214.5 130.8 130.4 08.8 11.8 137.8 8080 
215.0 130.4 130.1 11. 4 10.7 139.1 2081 
814.8 130.6 130.6 08.0 11. 4 138.7 8082 
815.0 130.5 130.1 11. o 11. 4 139.3 2:083 
214.6 130.6 130.4 10. 1 11. 4 139.3 2084 
214.7 130.2 130.1 10.7 11.1 139.5 2:085 
214.7 130.4 130. o 11. 5 10.7 139.4 2086 
214.5 130.4 130. o 08.0 12.2 138.5 2087 
------------------------------------------------------------------
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QliAl>RO 3.C2 Cc:onl..) 
------------------------------------------------------------------
MEDIDAS DE NOTAS DE BANCO 
[Fii\ILS/i\S 
------------------------------------------------------------------
X X X X X X G-OBS 
' 
2 • • • 
6 
------------------~-----------------------------------------------
E!14.8 130. o 129.7 11.4 10.6 139.2 2088 
.214.8 129.9 130.2 09.6 11. 9 139.4 ê089 
21.d..ts 130.3 130.2 12. o 09.1 139.2: 2090 
215.1 130.ê: 129.8 10.2 12. o 139.4 2091 
215.4 130.5 130.6 08.8 11. o 138.6 2092 
214.7 130.3 130.2 10.8 11. 1 139.2 2093 
215.0 130.5 130.3 09.6 11. o 138.5 2094. 
.214.9 130.3 130.5 11 - e_:; 10.6 139.8 2095 
2:15.0 130.4 130.3 09.9 12. 1 139.6 2096 
215.1 130.3 129.9 10.3 11. 5 139.7 2097 
C:14.8 130.3 130.4 10.6 11.1 140.0 2098 
é:14. 7 t::..::;o. 7 130.8 11. 2 11. e 139. 4. 2099 
214.3 129. g 129.9 10.2 11. 5 139.6 ~~100 
-----------------------------------------------------------------
FONTE F l. -ur-y C 1 983J 
G Grupo de no~as falsas C2). 
OBS Número de ob:;;ervaçães dentro de cada grupo. 
99 
3.3.3 RESULTADOS OBTIOOS._ 
Consider-ame;,s as duas amost.r.:.::s.s os seus 
parâme'Lros popul acionais: s:~o desconheci dos:. As: medi das: des.-cr· i ti vas 
que sã'o as es:t.imat.ivas: dos parâmet.ros: M, 
-· 
V e V obt.i das 
1 • 
at.ravés: dos: dados: do quadro 3.C1 e 3.C2 são as: s:eguint..es: 
0.150372 
0.058198 
0.0574-95 
0.057130 
0.014246 
0.005045 
214.9690 
129.9430 
129. 7200 
8.3050 
10.1710 
141.5150 
214.8230 
.1 :.:;o_ :::;ooo 
130.1930 
10.5300 
11.1330 
139.4500 
Mat.riz de ccvar-iâncias: da amos:t.ra um: CS) 
' 
0.058198 0.057495 0.057130 0.014246 
0.132603 0.085952 0.055548 0.048035 
0.085952 0.1264-20 0.068179 0.029673 
0.056648 0.058179 0.413206 -0.260460 
0.048035 0.029673 -0 . .2:60460 0.415009 
-0.0.44810 -0.023472 0.000628 -0.076023 
100 
C14) 
0.005045 
~o. 04-4810 
~0.023472 
0.000628 
-0.076023 
0.200688 
Matriz de cova r i ânci as. da amos.t.1·a dois.: (c: ., ~-z 
0.124498 O. 031!':502 0.02:4.045 -0.100596 0.019448 0.011619 
0.031602 0.064790 0.046783 -o. o24.041 -o. 01191e -0.004.967 
0.024.045 0.046783 0.088727 -0.018574 0.000134 0.034221 
-0.100596 -0.024041 -0.018574 1. 281313 -0.490192 0.238489 
0.019448 -0.011918 0.000134 -0.490192 0.404455 -0.022071 
0.011619 -0.004987 o. 034221 0.238489 -0.022071 0.311162 
Com a sub-rotina F02AEF obtemos oc..· aut.ov.alore~ e 
que ~ão os. s:eguinles: 
r = o. 283892 r = O. 545285 
" 
, 
,. = ()_ D06826 r = 1 05C638 
• 
3 
r = 1. 678315 r = 6. 120406 
z 
' (15) 
b b b '-' b b 
-6 _, 
-· -· 
-z 
-· 
-0.390511 -1.340457 2.002322 -1. 389171 -0.062965 0.977541 
-1. 194453 3.372635 1. 341897 1. 030241 0.109882 0.660427 
-0.361893 -2.581479 -1.650547 1. 910784 1. 334965 0.426138 
-0.510676 -0.248463 -0.043216 -0.362239 -o. 4B9081 -2.237451 
-0.836594 0.023098 -o. 746921 -1.320852 0.623342 -1.538391 
0.587390 0.626593 0.580347 0.164-213 1. 93ti7C.'1 -1.059888 
As. combi naçe:5es com máximo e m1 Tli mo quocien-Le 
var-i â.ncias sl"ro, r-espec-Lí vamen-Le: 
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Yíg>= 0.9775Xígl1" 0.6604Xtgl+ 0.42ô1X{gl 
max 1 2 3 
y ( gl 
mi.n 
- 2. 2374X<gl_ 1. 5384X<gl_ 1. 0599X(g> 
4 ~ 6 
::; -O. 3905X <gl_ 
' 
1. 1844X <gl_ O. 3ô19X <gl 
z • 
C15) 
Com as quais obtém-se a amost-r-a de dados tr-ansf'or-mados 
bivariados: 
[ y' g> ] ' " 1 '. .. ,n i. ma~ g 'g' y .. " -, y { g) g o 1.2 
:.m:.n 
n " T1 
' 
z 
apre~ent.adcs no 3. D1 e 3. D2 r-es:pec'li vamente. 
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QUADRO 3. D1 
------------------------------------------------------------------
TRABALHO DE APLICAÇÃO 
DADOS TRANSFORMADOS DAS HOTAS DE BANCO 
W!E[R[DA\!DIED[RA\$ C 1) 
----·--------------------------------------------------------------
Y' GRUPO 
mo.x mcn 
------------------------------------------------------------------
167. 85476? -217,688538 1 
167.783569 -214.512863 1 
165.952850 -214.687378 1 
167.576447 -214.825089 1 
1 65. 62~55t::i5 -21 4. 1 59653 1 
1 E.i?. 307 495 -217.683624 1 
168.930983 -214. 66574.1 1 
167. 57 ti371 -214.717728 1 
165.135437 -215.460205 1 
1 66 _ •;n 7587 -217.367889 1 
166. llt28Ç)Q -217.519119 1 
166.924316 -214-.771698 1 
168.031525 -21 7- :.~04062 1 
1 66. ti22!3E-l9 -215.518875 1 
167.193527 -21 5- 771 591 1 
166.763922 ~214.4-644-47 1 
167.400879 -.215.198563 1 
166.850.220 -214.831818 1 
166.962891 -216.024719 1 
1 66. 1 9E.i899 -215.777710 1 
1 t17. 01 3763 -215.510956 1 
168.292557 -216.695526 1 
166.730927 -217.328094- 1 
167.311234 -21 6. 431 671 1 
169.559814 -216.863037 1 
166.508682 -.21 6. 727081 1 
166.170654 -216. 9'54691 1 
164. G08661 -216.392639 1 
------------------------------------------------------------------
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QUADRO 3.01 Cconl.) 
------------------------------------------------------------------
TRABALHO DE Al'LlCAÇZ.O 
DADOS TRANSFORMAOOS DAS NOTAS DE BANCO 
W!E[R!DÁHDJEO!RÃ\$ C 1) 
------------------------------------------------------------------
y y GRUPO , 
mcn 
------------------------------------------------------------------
1 t58. 5201 57 -215.695413 1 
167.812378 -213.953873 1 
167.172318 -ê1eJ.104ê:33 1 
166.839788 -21 .4 . 1 59.271 1 
168. 746628 -21 6. 21 09t58 1 
168.233826 -217.117950 1 
166. 480316 -21 7. 4 70.24.5 1 
165. 004501 -216.063622 1 
168. 102554 -215.951370 1 
167.832458 -215.056503 1 
1 f.56. 023331 -216.4-4G69.2 1 
1 E:i?. 31 3!338 -.215. 105148 1 
1 t.'i5. 1 68991 -214.345734 1 
1ôô. 867060 -21 6. 1 94656 1 
1 65. tl05707 -214.84754-9 1 
166.911850 -216.646652 1 
1 6f3. 96661 4 -215.063385 1 
165.600052 -214.677261 1 
166.798798 -215. (1351 01 1 
167.429443 -215. 416:::<~6 1 
167.678896 -215.468628 1 
167. 1.)72693 -213.523056 1 
169.390259 -214.717361 1 
1 ti6. 385925 -217.204559 1 
167.443253 -216.54-8111 1 
168.179855 -216.578064 1 
167.398743 -214. 5354.9.2 1 
165. 61694-3 -214.940506 1 
------------------------------------------------------------------
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QUADRO 3.01 Cconl.) 
------------------------------------------------------------------
TRABALHO DE APLICAÇÃO 
DADOS TRANSFORMADOS DAS NOTAS DE BANCO 
WIEIR~>A\[)IEOIRAIS C 1) 
------------------------------------------------------------------
y y GRUPO 
mox mcn 
------------------------------------------------------------------
165.613373 -216.800583 1 
167.819672 -214.732727 1 
1 t5?. 1 9563ê -216.6460112 1 
167.376617 -215.999237 1 
167. 1,)78995 -214-.9394-53 1 
168..356079 -.215.326317 1 
167.247314- -215. 82;"-:::815 1 
166.34-0546 -215.972504 1 
165.816376 -21(:).356689 1 
166.787781 -217. 7371 !:57 1 
1 f57. i:.::l2f564 2 -21d.793015 1 
1 65. 7831 4-2 -215.074402 1 
166.562698 -21 5. 0724-t:i4 1 
168.4563F.::i6 -218.012863 1 
1 611. 697Lil 7 -2.16.209213 1 
167.280487 -215.B10272 1 
166. ?39929 -215.74-9008 1 
167.375626 -215.108932 1 
168. 399704- -215.211746 1 
1 66- .330994 -214.802017 1 
166.573914 -2:16.083176 1 
168.337708 -215. -d976B1 1 
168.087218 -217.277939 1 
167.360153 -214.90062:0 1 
167.088776 -2:16 . .278900 1 
168.953949 -215.487335 1 
165. 581055 -215.039520 1 
167.591064 -216.517776 1 
------------------------------------------------------------------
Font..e 
TRA!)ALHO DE APLl CAÇ1\0 
DADOS TRANSFORMADOS DAS NOTAS DE BANCO 
1\'IEII:ID/MliEDII:A\S C D 
y y 
max mcn 
165.493927 -218.292557 
165.707001 -21 f). 0224 91 
167.265701 -215.351227 
1 65. 723434· -214.872!374 
167.721283 -216.601257 
166.574103 ' -215.517288 
166.566266 -214.804932 
167.964294 -215.803833 
167.166382 -214.702515 
167.315399 -214.854095 
166.195435 -214.704330 
165.964752 -215. 574271 
166. 214172. -217.171082 
167.025818 ·-215. 274307 
165.410736 -216.316467 
168.383606 -215.360489 
GRUPO 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
Dados da mat..riz 3. C1 t.ransÍormados segundo a proposta 
C1 ôJ. 
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QUADRO 3.D2 
------------------------------------------------------------------
TRABALHO DE APLICAÇÃO 
DADOS TRANSFORMADOS DAS NOTAS DE BANCO 
!FP..\U..SA!.S C2) 
------------------------------------------------------------------
y y GRUPO 
max 
------------------------------------------------------------------
163.157333 -218. 903381 2 
1 61 . 584-656 -220.212997 2 
165.506454 -218.519470 2 
1 64- 3231 0~5 -218.743744 2 
160.154694 -219.601868 2 
163.186005 -218.785233 2 
163.939651 -2:19.316742 2 
163.668939 -218. 920761 2 
163.084503 -219.667847 2 
163. 155685 -219.639435 2 
168.884766 -218.891037 2 
1 ~;8. 08G778 -219.770584 2 
1 f:_i3. 870270 -21EJ.913818 ~ <~ 
160.841034 -219.53602ô 2 
163.322693 -219.078510 2 
169.064240 -218.750'?78 2 
160.842G72 -219.613922 2 
160.087524 -2':19.385818 2 
161.726151 -219.461960 2 
162:.332367 -219.685715 2 
__ 162. 424698 -219.991013 2 
160.874008 -219.964340 2 
1 61 . 857 4E..i8 -220.195587 2 
163.365692 -219.978577 2 
165. 1882:78 -218.326363 2 
163.134811 -219.101028 2 
164.385696 -219.060364 2 
163.14-4333 -220.271133 2 
------------------------------------------------------------------
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QUADf~O 3. 02 C cont. ) 
------------------------------------------------------------------
TRABALHO DE APLICAÇÃO 
DADOS TRANSFORMADOS DAS NOTAS DE BANCO 
[F A\ILS.A\S C i2:) 
------------------------------------------------------------------
y 
max 
y GRUPO 
mcn 
------------------------------------------------------------------
163.0554.96 
162.503906 
162.606400 
158.695831 
1 62. 0556!:)6 
161.623688 
161.031677 
159.781769 
162_ 221680 
167.2:96356 
161.398209 
161 . 29'/5G2 
103.165405 
163.695123 
161.537720 
162.853973 
162.185455 
160.942612 
161.679382 
167.679474 
1 62:. 694 794 
162.439606 
160.377609 
161.352051 
162.703125 
160.377686 
160.976318 
161.476501 
-218.835907 
-21 9- 497391 
-218.391999 
-220.14.2838 
-219.773788 
-219.668019 
-219.091446 
-219.785019 
-218.830627 
-220.073807 
-219.44.0155 
-219. 31 904(5 
-219.793228 
-218.59754.9 
-219.007797 
-219.550583 
-218.142776 
-219.851654 
-219.624.496 
-220.311737 
-21 9. 227631 
-219.590210 
-219.396027 
-218.780334 
-218.207352 
-21 9. 159424 
-219.745529 
-219.082428 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
------------------------------------------------------------------
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QUAURO 3.D2 Ccont.) 
-------------------------------------------------------------------
TRABALHO DE APLICAÇÃO 
DADOS TRANSFORMADOS DAS NOTAS DE BANCO 
lf ÃI!LSI\IS C 2) 
------------------------------------------------------------------
y y GRUPO 
mox mw 
------------------------------------------------------------------
161.836365 -218.325790 2 
161.623932 -219.127792 2 
1 60. 764-700 -219.827696 2_ 
' 
168.576157 -220.139877 2 
169. 965501 -21 9. 220901 2 
167.4813938 -219.349854 2 
161.207794- -219. 04-8141 2 
161.129471 -219.696533 2 
161.106247 -218.858917 2 
1 6ê::. 403534- -220.140320 2 
1 68. 3035.89 -219.800217 2 
1 ti[j. 708069 -2:19.893433 2 
163.177383 -218.957108 2 
160.942657 -21 g. 092041 2 
167.814957 -219.Q93896 -~ ~ 
160.709054 -219.495865 2 
161.383911 -21 g. 640851 2 
162.313873 -218.980057 2 
162.676966 -218.932755 2 
161.265564 -220.177643 2 
160.675;2:93 -218.817108 2 
162.628342 -219.662796 2 
162.820358 -2:20.536483 2 
168.885867 -21G.590d-24 2 
162.333389 -219.866394 2 
169.4374.69 -::>10 ::>0::>~..1~ ........ ~.~__. ..................... 2 
162.005585 -220.219680 2 
1 63. 7661 04- -219.742386 2 
------------------------------------------------------------------
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QUADRO 3.02 Cconl.) 
------------------------------------------------------------------
TRABALHO DE APLICAÇÃO 
DADOS TRANSFORMADOS DAS NOTAS DE BANCO 
[F 11\!LSA\S C 2) 
-------·-----------------------------------------------------------
mo.x 
y 
m\.n 
GRUPO y 
------------------------------------------------------------------
162.434967 -219.25254.8 2 
1 t;1. 455811 -21 9. 587921 2 
167.737701 -2:19.50592:0 2 
161.751129 -219.023331 2 
163. 713684- -21-9.135681 2 
161.365723 -218.893539 2 
162.538300 -2:19.856506 2 
168. 88934-3 -219.539856 2 
162.637848 -219.635483 2 
166.686493 -219.743:371 2 
161.304520 -21 º· 4-5-9-930 2 
1 E53. 0961 60 -220.050247 2 
1!:52. 874-451 -219.468689 2 
162.420395 -219.174850 2 
1 61 - 8968!:l1 -220.500793 2 
162. 157974 -21 8- tJ861 72 2 
------------------------------------------------------------------
Fonte Dados da mat.riz 3. C2 t.ransiormados segundo a propost.a 
(16). 
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De~ta rnaneir·a, sob a suposição de normalidade da~ 
variãveis originais, obtemo:;. as variáveis normais bivariadas, 
cujos parâme-tr-os !'oram apresenLados na secç:;;::o C2. 3.1) do c:~pit.ulo 
2. 
Com O"'' dados amostrais t-ransformados que .:-st.ão r1os 
quadros 
L, por: 
2 
3. D1 
[ 
3.02, es+...i mam-se os; 
167.0185 ] :>: 215.7292 < 
:C 
parãmen+...ros 
[ 1 o ] o 1 
6.1204 o 
= 
[ 163.0435 
-219.4238 ] 2 [ o 0.2839 J 
0no. ~-. ) = 1 nCr r· ) 0.5625 
< p < o 
A função de discriminação amostra! é port...ant-o: 
com: 
( 17) 
Supondo probabilidades a :::::us:t.os de m6 ·-
classificação iguais, tem-se: 
------------------------------------------------------------------
= 0.83ôôY 2 - 2.5224Y 2 .- 280.7682Y - 1114.366Y 
ma.x m~n mc.x m~n 
99504. 
(18) 
------------------------------------------------------------------
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função que é propo~ta para c L::: .. ::;; si fi c ar uma nova not.a 
com mediçtJes 
entre !E. e :t" ~= 
6 
11: e IR , 
= 
como verdadeira ou fals:a, onde 
] b b E IR 6 • "'1 -p 2 ;{: E [R 
A avaliaç::ão de C18), cr-ia Razão de Erro Aparente CREA) 
para es"Limar a Probabilidade To"Lal de Má Classilicação, já 
apre:.entado na :.ecção Cê. 3. 3) do capi t..ulo 2, onde cada c.,bs:ervação 
t. r ans f o r m.ada dos qu.ad!~ os:c 3. Dl e 3. D2 Ioi av .. üiada em (18), i=-t.o 
tf:. foram re-clas:s:ificadas: pelo método proposto. 
Paralelamente, foi feit.a a di5crimin.aç::ío pelo "PRO::: 
DI SC:RI M" do SAS e t.êm-s:e os: seguintes resul L::.dos: 
--------------------------------------------·-----·--- ·-----·· 
GRUPO 
VERDADEIRO 
DECISÃO ESTAT!STICA 
----------------------------------------------
n 
' 
n 
2 n, n 2 
TOTAIS 
-------------------------------------------------------------
n 
' f1 
2 
100 
o 
o 
100 
99 
o 
1 
100 
100 
100 
-------------------------------------------------------------
TOTAIS 100 100 gg 101 200 
-------------------------------------------------------------
(1 9) 
Segundo C 1 9) pode-se dizer que par a os conj un"los: de 
dados dos quadros 3.C1 e 3.C2 • esLe méLodo é tão bom quant.o a 
Regr-a de Classif'icaç:ão Quadr-ática de Ander-son com a que classifica 
o SAS, sendo que o método propos.-t..o leva vantagem, já que os 
conjunt.os de notas de banco de dimens~o 6 ~e r-eduzem à dimensão 2:, 
onde a inler-pr-elaç:~o é mais Licil, além da represent.aç!:lo gráfica. 
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Par-a m;--dor de-t..alhes ver os quadr(,s, Aé:, ./.\3, Atl, C! A5 do 
apêndice. 
Pode-se perguntar se os resultados serão semelhantes se 
as transformações: são obtidas: com os: aut-ovetores da matriz 
em 1 ugar dos autovetores de Aplicando o mét-odo par a 
-'c, s .: . 
2 ' 
t.em-se: 
b 
~, 
-o. 395134 
-0. 26E:.i953 
-0. 172250 
O. 804406 
o. 6~1 s:<~~? .... ~~~· 
o. 4294-20 
r-= 0.163388 
6 
r = 0.949989 
• 
r = 1. 833902 
2 
r= 0.595836 , 
r = 1. 102748 
3 
r= 3.522463 
' 
e autovet-ores amostrais associados: 
b b b b 
~. ~. ~. ~, 
" 
048603 1. 353993 ~- -2. 102674 -1. 815269 
-0. 084819 -1. 004152 -1 . 4-09150 4. 567278 
-1 030465 -1. 862397 1. 733269 -3. 4.95882 
(' o. 362086 O. 353066 o. 045382 -0. 336-460 
-0. 403970 1 . 2874.03 o. 784356 O. 031280 
-1 493403 -o. 150308 -o. 609433 o. 848543 
C::om as variáveis transformadas: 
y' 9 )= -0.7329X{g>_ 2.2ti18X{gl_ 0.6792X' 9> 
TT\CI.Y. 1 2 9 
+O. 95e5x 19>+ 1. 5701X' 91+ 1. 1024X<gl 
4 , 6 
Yi.g> = -0.3851X'g>_ 
mi n 1 
-0. 9044X { g>-
4 
O. 2669X <g>_ O. 1 723X 'g> 
2 • 
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O. 4284X ' 9) 
6 
b 
~a 
-0. 7-~:;.o::::on ~~~~~ 
-2:. 
"'" --·
777 
-0. 679210 
-0. 998486 
-1 570138 
1 102427 
Nest..e caso a label.:?J. de cla~sificação foi: 
-------------------------------------------------------------------
DECISÃO ESTAT!STICA 
---------------------------------------------------
GRUPO 
VERDADEIRO 
}A..ÉTOOO PROPOSTO 
n 
' 
n 
2 
n 
' 
SAS 
n 
2 
TOTAIS 
------------------------------------------------------------------
n 
' f1 
2 
gg 
1 
1 
gg 
99 1 100 
o 100 100 
------------------------------------------------------------------
. TOTAIS 100 100 99 101 200 
------------------------------------------------------------------
onde da pr-obabilidade total de ma 
class:if"icação !"oi de 1}-0. 
Por·t.anto par-a o conjunlc:. dê dado~ do exêmplo de 
~-:1pl i cação, v&-se que os; r-e sul ta dos obt..i dos. com os autovet..or-es da 
matriz bem semelhantes aos obt..i dos: com os aut..ovelor-t=s da 
matriz 
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CAPITULO <I 
CONCLUSDES DOS RESULTAlXlS EXI·E~IMI!:NTAIS E 
DO EXEMPLO DE APLICAÇÃO 
Nos problema~ qu-::- envolvem regr-as de cla~s.ificação é de 
t·undament.al impor~t.ãncia avaliar~ o erro de m4 classif'icaç:ão 
forneci da por uma função di ser· i mi n.<J.nt...e. Neste es.ludo alét!l do2-
di se: r i mi n.:Lnt e). também foi :.,v;-d i a da 
medi .ar:d: .. e si mul aç:(Jes. de l'rionte r.:: ar l c e um exemplo d~· ap] i caçãc::. 
s:egundo a apreseni..açcto do capitulo ant.er i m'. 
Agor'h as. cor1clusões: de t.:tis; simul.açõ!S's: para os case,:::. em 
duas e t.r-ê::.: dimens:i3es. separadamen-te. e também as. corresporident.es 
ao E~xemplo propost.o. 
Com p ~ 2 observou-se que: 
1). -Quando ac:ei t.amos a h i pó tese de homcgenei d~-.de das 
mat.rizes de covariâncias V e V 
" z 
Segundo o nove cri t.ério de disc:~iminaç~c. os autovalores. 
da matriz S-1S est.ão próximos do valor "um", e as est.im~-tl-i vas das: 
' , 
pr-obabilidades de má clãss:if"icaçâo, ou seja, as Razões de Erro 
Apar-ent..e est~o próximos de O. 5, como pode ser obseJ-vado n.as 
colunas "PROPOSTA DE DISCRIMINAÇAO'' das execuçf5es OlA, 02A, 07A. 
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Na S.ltUt'iç:ãc, eY:po::-~t.~1 par.:-c: c_-bt"'--'! c-~~ r(·;-·.ult~do-:. d~c:':. culun.:.:. 
''."~.i'-1S", o p::tr:ote E-~~tatls.tie:o SAS, ll~--'1 ~~ F-'t.!rH,:::io Dis.c::J'lnlinaJJL'-~ ck· 
com qu.::d também se de 
Ap(::os.ar- das regiôes de má classificação geJ~actas: com os:. 
mesmas:, como pode ser· 
obs;E" .. r vado nos: quadros 3. 1 A 1 , 3.2A.2 em ger-".1 h.i uma alta 
porcentagem de el em<:.·ntos comun~. m.::tl c:l as si f-icados . em ambo~. os 
mé-todos, a qual li c a e:-<pr--:::~ssa n::.. parte (A) dus quadros aJYLes 
e (C), portanto ;~s: Razões de Er·t'O Apar-ente sao muito par-ecidas. 
C;--J.be mencion.8.r- ainda que, hip6tese de 
homO<Jeneidade é aceita, a tr-anlormação Pl'oposta muda a esl!'Utura 
inicial d:::.-,:; dados em duas distr-ibuições normais: bivar-iadas com 
n~tl' i zes de covar i ânci as iguais à i denti da de, como pode ser vi st.o 
nos gJ'àli c: os 1 e 2. 
2). -Qur-..ndo a hi pót.esE.> dE- homogf2"nei da de das; matr-izes é 
r-eje.:i t&da; 
A r-eferida trans.formaç:ão muda a es.t.rul.ura inicial dos. 
dados da seguin"le maneira: O primeir-o grupo tra!"'lst'oJ~ma-se num 
conjunto com matr-iz_ de covariâncias: identidade e o segundo. se 
transforma em um conjunto com ma"lriz de covariâncias- diagonal, 
cuja primeil'a var-iitvel "lem como vari!'il'lci~"i. o máximo autovalor- e a 
s-egunda, o rrünimo autovalor- C ver· gr-álico 3 e ti)_ 
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regr-a propu~. t ~-:, est..i mat.i v;':l.S 
pr obabi 1 i cl:-:tde::c; decr-escem apr-oxi mad:-smenle 
de -3~~% no quadro 3.1A até 1% nc' quadl"U .3.4A. s:e-ndo que temo~ nos 
quadJ~os :._:;_ 2A e 3. 3A. 26% e 10% r·t.·spc-c:ti vamente, dependendo da 
relaç:ão existente entre os. autovalores m.&ximo e minimo que em 
geral afastam-se da ''unidade''. 
Nes:t . .a ::c;l t.u.ação, para obter os res:ul Lados das colunas 
"SAS" dos quadros apresenlados, o sistema es-LaListico SAS usa a 
Funçao Quadr-~tic:.:a Am<.:JsLral de AndeJ~s.on, e obse,~vou-se enLdo que as 
Razões de Erl~o Aparent-e são semelhantes <.'i..s gerada::. com C12) do 
capi-Lulo 3, ou seja, com a pr-oposta deste t-rabalho. 
Como er·a de esperar-, as r·egiõe:. de m.8. cl;'issific:aç:.;:o são 
as mesmas em ambos os méLodos. como podt-:- ser observado nus quadro~ 
3.1A.2 3. 2A.1, 3. 4A.1. onde nos subconjunLos (B) e (C) não há 
nto"nhum eJ. emen"Lo. 
Caso pr::-3 obsel·vou-s.e que: 
3). ~Toda VêZ que a hipó"tes;e de homogeneidade en"lre V e 
' 
V é acei "La~ 
2 
Os autovalores máximo e rninimo d:":~. matriz 
próximos da unidade e as estimativas das pr-obabilidades de má 
clss:sif"icaç:ão pl'OXimas de O. 5 como pode ser obser-vado nas colunas 
"PROPOSTA DE DISCRIMINAÇAO" das execuções 01B. 028, 13B. 
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• 
col\Jnets Funç:âo 
<>8:o r:hfr:>rent8s, como pode sc~r visto no qurtdro 3.1R.l, mas tos:'m uma 
.c>.lt;.;. porcPnt..<-<.S)8rn de-> elemnntos comuns parte (A) dos quadros. o o 
númc->rn dP observaç:éles da~ p':trt.eO:., (H) E-' (C) s~o quast? iguais dando 
nriçrnm 6 }(azC'ivs dr> Erro /\J:Flrcntç· mui 1.o próxima:--. 
ITI~-tl. r i ZE'5 V •:O· 
' 
de Qj_ ser i mi nação Quadrá Li c a Amos L r· al de Anderson di se: r i rni na mel hcw 
que a proposta. resultado que !:>e obt.ém comparando as Razões de 
Erro Aparente r·espectl vas. 
1::'3B, 1BB e 1flE-l, >:?St-e mét.ç,do cJas~-:_ifica melhor. Tamb(-)ffi f1á '::>ituaç:õp:: 
ck., c:J as si f i cat: âu, 
como pode st?r obsE'JVado nos resultados da:-:. &xec:uçbes 118, 12B. 
Nesta si t.uação, a t-ransformação usada muda a eslrutur'i:l 
inic:ial dos dados em duas distribuições normais bivariadas com as 
mesmas caracterislicas que no caso p=2, como se pode observar no 
gráfico 5. 
1 Hl 
f'or outro lado cons1 der ando· -~e o conj untc1 dt: dados de 
exemplo apr esent.ado, podemo~ dizer· que és'-~ m~t.. ode:..• c.:l as. si fi(:;.;:. t. à(' 
bem c.:omo a fun-:;.:ão di :.c: r· i nu t'l.<tl"lt. e qu;""dr .dt i c a d..:~ AndeJ~son, com a 
poss: i bi li dad,.,. de se pocler escul her a matriz S-
1S ou s-s.s melhor' 
t z z 1 
condi c i onacla, devendo-se fi c ar com aquel :1. que conduz a menoJ'es 
es.limalivas das probabilidades. de má clas.s.if"ic:ação, como s:e pode 
obs.er·var no:~ t'es.ult.ados: obtidos no llem (3.3) do cap1lulo 3. Além 
diss:o, os dois conjunlos: de dados. de di mens:ão seis: apr·es.enlados 
nos quadr-os: 3. C1 e 3. C2 f'or·am tr-ansformados: em out.r-os: conjuntos de 
dime-ns.ão dois:, quadr·os. 3. Dl e 3. D2. onde .:1. visualizaç;:io Ql'áfica c:~ 
bem mais f.ácil.(ver· o gráfir...:u G). 
0.3-S: expos.i ç:ões fei t.as até aqui pode-se dizer de manei r· a 
mais; ger·al, baseados nos r·es.ullados. apl~e-se-nl;":!.dos que: 
No caso de se terem amostr;":!.s; de duas populações 
bival~iad;":!.s, a regr-a de clas.siíicaç:iio conduz à.s me-smas estimalivas 
das probabilidades de má (:lass.if"icaçáo que o SAS, ou seja, os do1s 
mélodos discriminam igualmente sempre que hipótese 
No entanto, QU3.!·:dc o r:.úmero de vari:!veis medid2.S em 
ambos os grupo:. é lrés, há :situaç:e5es nas quais os métodos conduzem 
a estimativas um pouco diler-ent.es para as probabilid-':ldes de mà 
cl ass:i f" i caç;i;1o. 
119 
V€•-s.e que nos ca~~o:::. es. tud.:tdu~:.o, existe um decré::..ci wo 
significativo na estimativa de probabilidade de mâ classificaçKo e 
os métodos se apr·o>~i rnam quando o~~ afastamentos entr..:: as matr· i zes 
de covariâncias vai-se acentuando, ou seja, quando a diferença 
entre os autovalores máximo e m1nimo vai aumentando. 
Consedere-se o presente trabalho como uma primeira tenta 
t.i va de abordagem do pl~oblema de-! discriminaq;z:i:o e classificação, 
por outro ponto de vista, para duas populaç~es multivariadas com 
estrututUI'as de covar·iâncias diferente~.. e que ainda existem 
incógnitas por· responder, Uil como a generalização para mais de 
duas populações. 
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c ------------
c 
.... 
C PROGRAMA PARA GERAR Al-fOSTRAS DE DUAS POPUl.AGOES 
'1 
c -----------------------------------------------
"' c NORMAIS DE DIMENSAO DOIS E FA7FR DISCRIMINACAO. 
t 
c - ·-- ---------- --·----- -------------------------------
c GEF~A DUAS AMOSTRAS COM DISTRIBUI GAO NORMAL BI VARIADA 
C CALCULA OS VETORES DE MEDIAS AS MATRIZES DE COVARIANCIAS 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
u.:;A A SUBRUTI N/>. F'Oé:;/\EF D/\ HAG PAR/\ OBTF:F:: OS 
.AUTOVALORES E AU10VE10F.?F·:S DI>. HATF~I Z I NVERC S1) *S::~ 
REAL I ZA AS TJ.U~N.:;FOF~Mt\C~>OES DAS V AF~I A VEI S GEf~.t,DP.S u~.:;ANTX) 
OS AUTOVALORES E /\UTOVETOF~ES DA MATEI Z I NVEk'c Sl ) *::;;~~. 
REALIZA OS CALCUL.OS PARA A FUNGAO DE DISCRIMINAGAO PROPOSTA 
N 
RECLASSI FICA COM A F'UN~t\0 DE J)I SCRI Ml NAGAO PROPOSTA OS 
ELEHENTOS AMOSTRAIS GEF::/•D:)S NO I NI CIO DO PROSRAMA. 
L'lOUBLE PRECI SI ON R, RR, V1 , \!2, SOM/\X , SOMt\ Y , SOMAZ. X HED, Y MED. ZMED, ;;~ME:Dt 
D()LJBLE PRECI SI ON SOMt\Xé:, SOM/~ Y <=~, SOMAZC:~, VARX , VM::Y , VAR~~, VAF::z;:~, V N::X >: 
D()LJBLE PRECI SI ON t\, B , VECP 
DOUBLE PRECI SI OH Zl , W, Wl , W1 T, Wl SOM, W2SOM, '+ll M, Wê~M, VlMED, V AF::Y Y 
OOU.BLE PRECISION P2,DIF,RES,DIFL,SW!1,SWiê..TLl,TQA 
DOUBLE PRECISION DISC,AV,VEC,DL,E 
DIMENSION XC2,300), YC(-_::,300) ,ZU·:.,300), TETAC10) ,L1C300) 
DI MENSI ON RC 2. êD , F.i'RC é:, 2, 2) • Vl C l 0) , V2:C l 0) , A1 C 1 0) , A2C 1 0) 
DI MENSI ON SO.MAXC t-~). SOMAYC 2), SOMAZC 2), XMEDC 2), YMEDC 2), 2MED~ 2) 
DI MENSI ON ZMEDAC 2, t=_::) , NT AC 2) , X TC 300, 2) • Y TC 300. 2) • ZTC 300, 2) 
DI MENSI OH SOMAX2C c3. 2) , SOMAY2C 2, t:D. SOMA7ê:C 2. ê.). ZTTC 2. 300, 2) 
DIMENSION VA'RXC2,2),VARYC2,2),VARZC2,2),VARZZC2,2,2),VARYYC2,2,2) 
DIMENSION AC2,2:J,BC2,2),VARXXC2,2.,2),L2C1,300) 
DIMENSION VECC2,2),AVC2),DLC2),ECê.) 
DIMENSION Z1C300,2),W1C300,2:J,WC2,300,2),W1TC2,300) 
DI MENSI ON W1 SOMe 2) , W1 MC 2) , W2t-K 2.) . WMF.DC 2, 2) 
DI MENSI ON SWI 1 C 2, 2) , SWI <~C 2, 2) , Pt?.C 2) , DI FC 2, 2) 
I .1 I 
c 
c 
c 
lJl MENSl ON TU/\C 3UU) , Dl FIJ (:J • r:t:>•, ~::,(~0, ê.::> , Tl..l \ . '<)\.') 
DI MENSJ ON Dl SCC 300. éD , I N!X. .~00, ;:~) , T0/\1 C 300) , VECPC r~,(' J 
P 1\RI\METROS 1 l·H CI Al S D/\ SI MULN:1NJ 
TY PE :K, ' ENTRE COJ,! O NUMERO DE POPULACOES' 
' 
ACCEPT *,NP 
TYPE M,'ENTRE ,COM O NUMERO DE SIMULAGOES MONTE CARLO' 1 
ACCEPT *,NMC 
TYPE *•'ENTRE COM DUAS SEMENTES' 
ACCEPT *, Sl , Sê~ 
C ENTRADA 00 TAMANHO DE AMOSTRA E PARAMETROS DE CADA POPULAC?AO 
c 
DO 1=1 ,NP 
... 
TYPE *• 'ENTRE COM O 1/:;MANHO C NTA) DA AMOSTRA Dt\ POPULAC/~o·, 1 7 
ACCEPT M,NTACl) 
TY PE *. ' ENTRE COM OS PARAMETROS Vi , Vê. DA POPULt\Gf.O' , I 
ACCEPT M,V1CI),V2:Cl) 
t ype *, ' ENTRE CO:M OS ? J\R.M&ETROS A1 , Aê. DA POPULAG/:;0' , I 
accept M,A1Cl),A2:CI) 
TYPE *•'ENTRE COM O VALOR DE TETACRAD) DA POPULAGAO',I 
ACCEPT *,TETACI) 
END DO 
c 
C COMECJANOO A SIMULA~ÃO 
c 
c 
001000 IMC=l,NMC 
DO 5 1=1,2 
VARZZCI.J.K)=O.O 
VARXXCI,J,K)=O.O 
VARYYCI,J,K)=O.O 
5 CONTIHUE 
C AMOSTRANOO NTA UNIDADES DE CADA POPULAG.A.O 
7 
c 
00 500 IP=l,NP 
C GEJ.:f.NDO OS V!-:J ur:L: /~l.f·./\'JOPl tC lJZ o, 1) 
c 
c 
c 
NT:;;:NT/\C I PJ 
00 ITA=l,NT 
DO I =-1, 2 
X C I , 1 TA) =O. O 
Y C I , 1 TA) =O. O 
ZC I , 1 TA) =O. O 
X TC I TA, I ) =O. O 
Y TC I TA, I) =O. O 
ZTC I TA. I) :::O. O 
END 00 
END DO 
00 I T.6.=1 , NT 
L1CI TA) =1 
L2C 1 , I TI\) ='1 
CALL RANDUC Sl , s:~. U1 ) 
CALL RANDUC Sl , Sê, Ui~) 
XC 1 , I TA) =SQRTC -2:. 0*1\l..CX..:;( U1)) MCOSC 6. 283185307*U2) 
XC 2, I TA) =SQ.~TC -2. O*ALOS{ U1)) *Sl NC 6. 28318530?*U;:~) 
C DETERt-H NAGAO [)~) VETOr": Y ::-oD*X -tA 
c 
c 
Y C 1 , 1 T t\) = V1 C I P) *X C 1 , I T /\) + Al C I P) *Le::'X 1 , I TA) 
YC2,ITA)=V2CIP)*XC2,ITA)+A2CIP)*L2C1,ITA) 
END D~ 
C DETERMINAGAO DO VETOR Z=R*Y 
C DADO QUE TEMOS fXHS GRUPOS PRECISAMOS GUARDAR EM DUAS 
C MATRIZES: ZTTC I P, I TA, I) 
SENO=SINCTETACIP)) 
COSENO=COSCTETACIP)) 
RC 1 • 1 ) =COSENO 
J..:c 1 • 2) =-1 . O*SEJ~o 
RC 2,1) =SENO 
RC2,2)=COSENO 
00 I =1, 2 
I. . .1 I 
c 
JJO I lA 1 ,ln 
L. C l , 1 TI\) ' O . P 
DO K~·-1, 2 
ZC 1 ,1 T.ld <·::X I .I TA) +J.::'( J , l<) 'J(Y( K ,1 TI\) 
END DO 
ZTTC I P , I TA, I ) :::ZC I , 1 TA) 
END DO 
END DO 
DO l=1,ê: 
DO 1TA=1,NT 
X TC I TA , I ) :.-:X C I , I TA) 
YTCITA.I)=-,YCI ,ITA) 
ZTC I TA, I ) =ZC I • I 'I/\) 
END DC1 
END DO 
DO 1=1,2 
00 J =1. 2 
RRCIP.l,J)=RCI,J) 
END DO 
END IX) 
C CALCULO DOS VETORES DE MEDIAS DE X ,Y ,z EM CADA GRUPO 
c 
DO I =1. 2 
SOMAX(J)=O.O 
XME[X I) =0. O 
SOMAYCI)=O.O 
YMEDC I) =0. O 
SOMAZCI)=O.O 
ZMEDC I) =0. O 
DO ITA=i,NT 
SOMAXC I) =SO'l•fAXC I) +XC I , I TA) *L1 C I TA) 
SOMAYC I) =SOMAYC I) +YC 1 , I TA) *Ll C I TA) 
SOMA2Cl)=SOMAZCI)+ZCI,ITA)*L1CITA) 
END DO 
X MEDC I) o=SOMt-.X C I ) /( 1 . OMNT) 
Y MEDC I ) =SOt.U~ 'I C I ) /C 1 . O*NT) 
ZMEDC I) =SOMAZC I)/( 1 . O*NT) 
c 
::::MEIJJ\C I • l r·) -. /1·1FI>, 1 ) 
END [)() 
C CALCULANf.JO AS MATRIZES· DE COV tü;>l ANCI AS DAS VARI AVEI S ORI GI N/\1 S 
c 
C a) ZERANf.Ã.'1 AS MATRIZES DE COVA~l ANCI AS 
c 
c 
c 
c 
DC:> I :::1 • 2: 
DO J=-1.2 
VARXC I •. D =0. O 
VAPYCI •• 1)~-,o. O 
VARZC I •. D =O. O 
END I:X) 
END DO 
b) CALCULANfX.i AS MA TRI ZES DE SOMA DE QUA.DR.t>.D::>S 
00 I =1. 2 
DO J==I.2 
SOMAX2Cl.J)=0.0 
SOMAY2CI.J)=0.0 
SOM..l\Z2C I • J) =--0. O 
DO K::.~l. l.JT 
SOJI.iAX2CI .J)=-:SOMAX2Cl.J)+XCI .K)*XTCK.J) 
SOMAY2Cl.J)=SOMAY2Cl.J)+YC1.K)MYTCK.J) 
SOM.6.Z2C I • J) =SOMI-\22( I. J) +ZC I • K) *ZTC K. J) 
END D::> 
SOMAX2C J, I) =SOMt~X2C I • .J) 
SOMAY2C J. I) =SOM.6.YE~C I • J) 
SOMAZêCJ.I)=SOMAZêCI.J) 
END DO 
END DO 
C c)CALCULO DAS MATRIZES DE COVARIANCIAS OOS VETORES X Y E Z 
c 
DO I =1. 2 
DO J=I. 2 
VARXC I • J) =C SOMAX2C I • J) -1. OttNT*XMEDC I) ttXMEIX J)) /C 1 . OttC NT-1)) 
VARYC I. J) =C SOMAY2C I. J) -1. OttNTttYMEDC I )ttYl-fEIXJ))/C 1. OttCNT·-1)) 
c 
VARXCJ,J):VARXCI,J) 
VARYCJ,J)=VARYCJ ,J) 
VARZC J, I) :-:VARZC I, .D 
END 00 
DO J=-1,2 
VARXXCIP,l,J)=VARXCI,J) 
VARYYCIP,I,J)=VARYCI,J) 
VARZZCIP.I,J)=VARZCJ,J) 
END DO 
END L)O 
~ 
500 CONTINUE 
c 
C CALCULANDO OS AUTOVALORES E AUTOVECTORES 
C DA MA TRI 2 I NVC VAF::ZC 1 ) *-VARZC C:~) 
C USANLX) A SUBROUTI NA DA NAG 
c 
DO 540 I=1,2 
00 540 J=l ,2 
BC I , J) =VAk'ZL.::C 1 , I , .D 
/.>.C I , J) '-" V ARZZC 2 , I , J) 
540 CONTI J..SUE 
N=2 
I A=<:: 
IV=2 
IFAIL=l 
CALL F02AEFCA,IA,B.IB.N.AV,VEC,IV,DL,E.IFAIL) 
TYPE *-,'VOLTOU DA SUBROUTINA' 
IF CIFAIL.EQ.O) THEN 
TYPE *.,• AUTOVALORES• 
TYPE *.,AVCê.) 
TYPE * . . • 
TYPE *,AVC1) 
WRI TEC 90 , 9!::1) C A VC I ) • I :::1 , N) 
TYPE 95,CAVCI),I=l,N) 
WRI TEC 90. 97) C C VECC I • J) , _T =1 , N) , I =1 , N) 
I. .1 I 
cr · 
-· ( 
96 
c 
IY F'E 97, C C VEC<: J •. T) , J- 1 , !·D , J ,_ l , l·.U 
FOh'l·1/'.TC 1 é..::HO EI CiEHV 1\LUI:::::~ · l H, ê::F1 8. (-;) 
FORMA TC 1 3HO El c;:,ENVECTm~s ·· C 1 H , (.~( i~ X , Fl 8. tD ) ) 
ELSE 
TYPE 9t.'i, I FAl L 
WRl TEC 90, 9r5) I F AI L 
FORMATC 25HO EF~F~OR I J.J F02AEF I FAI L: , I 2) 
STOP 
END IF 
C CALCULANDC) AS COMBl NACOES LINEARES USANDO OS AUTOVETORES 
C: OBTEN -SE AS V ARI 1'4 VEI S DE I NTEF:~E~SSE 
c 
c 
c 
c 
REDEFI Nll-.IL'O A MATI-~1 ::-:: DE AU10VETORES 
VECPC1 ,1)=VECC1,2) 
VECPC2.1)=VECC2,2) 
VECPCl ,2)=VECC1,1) 
TYPE *• • MATRIZ AUTOVETORES ORDEHAf)()S' 
D() I ==1 , 2 
TYPE *,CVECPCI,J),J=1,2) 
END LX) 
00 5~.10 l p ::-:1 • 2 
NT=l.JTAC I P) 
DO 510 l=1,NT 
DO 510 J=1,2 
21 C I , J) =0. O 
WCIP,I,.J)==O.O 
Z1Cl ,J)=Zl!CIP,I ,J) 
WlCl,.J)=O.O 
510 CONTINUE 
DO 511 I :::1 , NT 
00 511 J=1. 2 
DO K=l, é~ 
W1CI ,.D=WlCI ,J)+Z1CI ,K)MVECPCK,J) 
END 00 
I. .1.1 
WC I P , I , _J) ~' W l C 1 , J ) 
Wl TC J • I) =Wl C I , .l) 
!::.11 1 CONTI NUF 
c 
c CALCULANLX) OS VETORES DE MEDI AS DAS VAJ.c:li..VEI S TPt\NSF'O~:~ii·.DAS 
00 520 I=l,?. 
W1SOMCI)=0.0 
W1 MC I ) =O. O 
DO I TA==l , hiT 
Wl SOMC I) =\1?1 SOMC I) +Wl TC I , I TA) *L1 C I TA) 
END 00 
Wl MC 1) =W1 SOMC 1) /( 1. O*H.f J 
WMEDC I. I P) ::-:Wl MC I) 
~320 CONTI NUE 
~60 CONTINUE 
c 
C CALCULANDO A FUNCÂO DISCRIMINANTE 
7 
c 
c 
c 
[X) 595 I =1 • 2 
SWI 1 C I •. D =O. O 
SWI ê.C I , .D =O. O 
595 COHTINUE 
SWI1C1,1)=SWI1C1,1)+1.0 
SWI 1 C 2. 2) =SWI 1 C 2, ê) +1 . O 
SWI êC 1 • 1 ) =SWI ê:C 1 , 1) +1 : 0./ AVC ê:) 
SWI 2C 2. 2) =SWI 2C 2, 2) + 1 . 0/·A VC 1 ) 
DO 59f5 I =1 , 2 
DO 596 J==1,2 
DIFCI ,J)=O. O 
DI FC I , J) =DI FC I • J) +SWI 1 C I , J) -S\'ll ê:C I , J) 
596 CONTINUE 
c 
C b)Calculando os termos constantes da fungao 
c 
DO I =1. 2 
I. .1.1 
c 
c 
\\'1 Ml :1 ) =--\ 1 • (' 
W2t-K 1) :.:o. u 
Wl MC 1 ) = WMETX I , 1 ) 
W2MC I ) = Wt-~ELX 1 I i::) 
ENP UO 
XINDl~O.O 
XI ND2!=-=0. O 
DO I =:1 , <~ 
P2Cl)=0.0 
DI FLC 1 ) =-·O. O 
uo J '=1 • <:! 
Pé~( J ) '"'P<~C I ) -+ SI,I:'I i?. C I • J) *\I;';:~MC J) 
END fY) 
DI FLC I) ==W1 Jo.K I) -Pi?.C I) 
XI NDl =XI ND1 +W1 MC I) *Wl MC I) 
XI Na~~=-~XI ND2+ W<:':MC I ~HEP2( I) 
END DO 
XX=/:.VC1)*AVC2) 
XI HDT=XI ND1 -XI ND2-LOC..:;( XX) 
C: c)C::tlc:ulando os termo~• qu~"lclr·at.ic:o e linear 
DO 600 IP=1,2 
NT=NTACIP) 
DO 1=1 ,NT 
00 J=l. 2 
WlCI,J)=O.O 
W1TCJ,I)=O.o· 
W1 C I , J) = WC I P , I • J) 
W1 TC J. J) ::::Wl C I , J) 
END DO 
END DO 
00 I=l,NT 
DI SCC I , I P) =O. O 
TQACI)=O.O 
TLICI)=O.O 
oo J=l.a 
c 
RESC l , J) "-(~.O 
DO J<=:l , 2 
RESCl,JJ=-RE:SCl,JJ+W1Cl,KJ*!JlFCK,J) 
END IX> 
END DO 
END [X) 
D8 I ::::1, NT 
DO .J '"1 , 2 
TQACI)::oTQACl)+RESCI ,J)l<:Wl TCJ ,I) 
END DO 
END 00 
!JO I=-1 ,HT 
DO J=1,a 
TLI C I) =TLI C l) + Wl C I , J) ~DI FLC J) 
END LX) 
END DO 
C cDObt.encao da funfraO de dis:c:rimir:::1gao 
c usando os: r·esul t;:J.clos ant.eri ores: 
DO 1::.-:l,NT 
J)I SCC I , 1 P) =TQAC I ) -;:~~TLI C l) + Y.l NDT 
1 F'C Dl SC( I , I P). LE. CU THEN 
1ND::I,JP)=1 
ELSE 
END IF 
END DO 
600 CONTINUE 
1 000 CONTI NUE 
STOP 
END 
I ND~ I , I P) ==2 
c I-'RCY3RAM!:. PAI<~/\ GEJ:'M·: /ü-10~-~nu~::; IJF: fX)l ~; l'OPUL/-l.ÇOES I~Ol<t--1/.d S 
c: ----- ------ ---·- ---- -- -~ .... -~~ -- -~~ ..... -- -~ -- - ·- -- -~ ... - -~-- . - - ---- -- -- -~ .. - -~ .. -.- --~- . .,~ 
c DE DIMENSÃO TRES 
c ------------------~-~- --~-~ -- ·- -- -· .. ----~-~- -- ·- -- ---- .. ------ .. -~~ -- ------ -·--
C GERA DUAS AMOSTRI-l-S DE DI MEHSAO TRES. 
c 
C CALCULA OS VETORES DE MEDI AS E AS MATRIZES DE C:OVARI /~NC:l AS 
C PARA AS AMOSTRAS GERAD/~S. 
C USA A SUBROTINA FO..:~AEF' DA m BLI OTECA DA NAG PAF:~A OBTER OS 
c 
C AUTOVALORES E 1\UTOVETOJ:,:ES Dll 10/~'fPl Z l HVC Sl )~S::~ 
c 
C REALIZA OS CALCULOS CONDUCEJ._fTES A OBTENCAO D.t-. FUNCAO 
C DI SCRI MI NANTE. 
c 
C REC::LASSl F'I CA /\S OBSERV/\C:OES AMO:S'TRAl S SEGUND(J A PROPOSTA DE 
C DISCRIMINACAO. 
c 
DOUBLE PRECISION A,B,SI,R,V,DL,AUTOVE 
OOUBLE PRECI SI ON Z1 , W, \ll1 , W1 T, \1:'1 SOM, W2SOM, W1 M, W2H, WMED 
DOUBLE PREC:I SI ON P2, DI F , RES, DI FL , S\llll , SWI 2, TLI , TQA 
DOUBLE PRECISION DISC 
DIMENSION XC3,300), YC3,300) ,ZC3,300), TETAC10) ,L1C30CU 
di mer-:si cr1 L2C 1 , 3C>C>) • A1 C 1 0) , A2C 1 ()) • A:-3C 1 ()) 
DI MENSI ON RRC 3, 3) , RRRC 2, 3, 3) ,\Vl C 1 0) , V2C 1 0) • V3C 1 0) 
DI MENSI ON SOMAX C 3) , SOMAY C3) , SOMAZC 3) , X ME[)( 3) , Y JI.1EIX 3) , ZMEDC 3) 
DIMENSION ZMEDAC3,2),NTAC2),XTC300,3),YTC300,3).2TC300,3) 
DIMENSION SOMAX2C3,3),SOMAY2C3,3),SOMA22C3,3),2TTC2,300,3) 
DI MENSI ON VARXC 3, 3), V/~RYC 3, 3), VARZC 3, 3), VARZZC 2:,3, 3) 
DIMENSION AC3,3),BC3,3),RC3),VC3,3),AUTOVEC3,2) 
DI MENSI ON 21 C 300, :=o , W1 C 300, éD • WC 2, 300, 2) , W1 TC 2. 300) 
DI MENSI ON Wl SOMC 2) , Wl MC 2) , W2MC 2) , WMELX 2, 2) , P2C 2) 
DI MENSI ON SWI 1 C 2, 2) , SWI 2C 2, 2) , DI F'Q( 2, 2) , RESC 300, 2) 
DIMENSION TQAC300),DIFLC2),TLIC300) 
DIMENSION DISCC300,2),INDICAC300,2) 
C EN"f.lú\P/1 PF F/\l:IIMF<"J };\J::· l Nl U /\J :,; 
c: 
"" TY PE *I . ENTRE COM o NUMF:f>O DE PO!--'ULACOF:::;. 
1 
ACCEPT *, Nl::-
..... 
TY PE *, ' ENTRE COH O HUt-iFRO DE Sl MlJLACt"JES MONTE CAF~LO' 
r 
ACCEPT M,NMC 
TYPE *• 'EI~TRE COM DlJAS SEME:t-JTES' 
ACC.:EPT *. S1 • =2 
c.: 
C ENTRADA 00 TAMANHO DE AMOSTRA E PAF::AMETROS DE CADA POPUI .. AÇÃO 
~DO I =1, NP 
TYPE *, 'ENTRE COM O TAMANHO C NTAJ DA AMOSH~/\ Dt~ POPULAÇ/~o· ,1 
ACCEPT -*,NTACI) 
TY PE *. ' ENTRE COM OS PAF:-:/~METROS V1 • Vê~ • V3 DA POPUL.AG/~0' , I 
7 
ACCEPT x,V1CI),V2Cl),V3CI) 
... 
TY PE *, ' ENTRE COM OS P /~R/-!.METROS Al , A2, k3 D/>. POPULACAO' , I 
~ 
ACC:EPT *,A1CIJ,A2CIJ,A3Cl) 
"' TY PE *, ' EI~TF?.E COM O VALOR DE TET AC RADJ DA POPULAGAO' • I 
7 
ACCEPT *,TETACI) 
END [){.J 
.... 
C: C:OMEC:!~NDO I\ SI MULAC:f:lO 
c 
c 
) 1 
DO 1000 lMC=l,NMC 
D::> 5 J=-1,3 
DO 5 K=1,3 
VARZZCI,J,KJ=O.O 
5 CONTINUE 
..... 
C AMOSTRANDO NTA UNIDADES DE CADA POPULACAO 
c 
DO 500 IP=1,NP 
NT==NTACIP) 
C GERANDO OS VETOF~ES ALEATORI OS NC O .1 ) 
DO ITA=l,NT 
DO I =1 • :.=J 
X C I • I TA) =O. O 
, 
c: 
Y C 1 , 1 TA> c O. O 
/C 1 , I T/\) "'0. O 
X TC I T 1\ , 1 ) ~'O . O 
Y TC I TA , 1 ) ":(). O 
ZTC I TA, 1 ) ::0. O 
END [)..') 
END [yj 
D<) I TA=1, NT 
L1 C I TA) :::1 
L2C 1 , I TA) =1 
C/~LL RANDUC Sl , Sê, tu ) 
CALL RANDUC S1 , s::~, u;=~) 
CALL F~ANDUC Sl , sç~, U3) 
CALL f:.c\NDUC S1 , S:=:~, U4) 
XC 1 ,I TA) =SQRTC -é~. O~ALO~>C Ul)) •COSC G. 283185307*Uê:;) 
XC 2 ,I TA) =SQPTC -C:~. 0*/~LO::iC Ul)) *SI NC O. 283185307*U2) 
XC 3 ,l TA) =S~n'C -2. 0*/\LO:X U3)) *COSC F.:L êf;318tl:::·K>7*U4) 
C DE'l ERMI NACAO fX) VETOF~ Y ==D*X 
c: 
c 
YC 1 , I TA) =Y1 C I F') *XC l , I TA) +Al C I P) *L;::c 1 , I TA) 
YC 2, I TA) =Vi~C I f·') *XC ê~, J TA) +A2C 1 PJ :ML2C 1 , I TA) 
YC3,ITA)=V3CIP)MXC3,ITA)+A3ClP)*L2C1,ITA) 
END DO 
.... 
C DETERMI NAÇ.b.O D() VETOR Z=F(*Y 
c: 
SENO=SINCTETACIP)) 
COSENO=COSCTETACIP)) 
RRC1,1)=COSENO 
RRC1,2)=-1*SENO 
RRC 1 , 3) =·O. O 
RRC2,1)=SENO 
RRC é~, 2) =COSENO 
RRCê,3)==0.0 
RRC3,1)=0.0 
RRC3,2)=0.0 
RRC3,3)=1.0 
c 
DO l '-'1. 3 
DO 1 TA==l, NT 
::?.:C 1 I I TA) =--0. o 
J)O K=::l , 3 
ZCI,IT/\)="ZCI ,IT/\)-tP~'(l,J<)>xYCK,lT/\) 
END DO 
ZTTC I P, I TI>., J) ::Z( 1 , I TA) 
END DO 
END DO 
DO l ==1, 3 
DO J~:1, 3 
RRRCIP,J,J)~RkCI ,J) 
END IX) 
END [Y.J 
DO IT.A=1 ,N1 
IX.1 I =1 • 3 
XTCITt~.I)=XCl,IT/l.) 
Y TC I TA • I ) -== Y C I , I T /~) 
ZTC l T f:,.. I ) ::-Z( I I I T Á) 
END fX) 
END 00 
C CALCULO OOS VETOr~E:S DE MEDI AS DE X , Y • Z PAR/.\ C A DI~ AMOSTRA 
c 
c 
SOMAXCI)==O.O 
XMEDC I) =0. O 
SOMAYCI)==O.O 
YMEDC I) =0. O 
SOMAZCIJ=O.O 
ZMEDC I) =0. O 
00 ITA=1,NT 
SOMAXCI) =SOMAXC I) +XC I, I Tt\)*Ll C I TA) 
SOMAYCI)=SOMAYCIJ+YCl,ITA)*L1CITA) 
SOMAZC I) ==SOMAZC I) +ZC I , I TA) *L1 C I TA) 
END DO 
XMEDC I) =SOMAXC I)/( 1. O*NTJ 
c: 
:-~MEIX 1) =~SoHAZC I) /C 1 . (Hd-/"f) 
ZMEDAC 1 , 1 F') ::-:ZMEIX I J 
END 00 
C CALCULAND~> AS MATRIZES DE COVARl ANCI AS PAF~A AS AMOSTRAS 
c 
c 
c 
c 
c 
c 
.<:1) ZERAt·JDO AS Ml-lTRJ ZES DE C:OVARI AI-ICI AS 
D() I =:1, 3 
DO J ==1, 3 • 
VARY.C I, J) ::().O 
V ARY C I , J J ==O. O 
VARZCl,J)::.:O.O 
END 00 
END DO 
b) CALCULt-.NrYJ AS M/\TRI ZES DE SOMP. DE QUAm~AD:::JS 
DO J~l ,3 
SOHAXaC I , J) ==0. O 
SOH:Wi~C I • .J) =0. O 
SOMAZ2CI,J)=0.0 
END DO 
END DO 
00 J:.::I ,3 
DO K=l,NT 
SOM.b.X2C I, J) =SOMAX2C I, J) +XC I, K)*XTC K, J) 
SOMA Y i?.C I , J) =SOMA Y 2C I , J) + Y C I • K) *Y TC K • J) 
SOMAZê.CI,J)=SOMAZ2C1,J)+ZCl,K)*ZTCK,J) 
END DO 
SOMAX2C .J. I) =SOMAXêC I. J) 
SOMAYêC J, I) =SOMAYêC I •. D 
SOMAZ2C J , I ) =SOMA::::êC I , J) 
END 00 
END DO 
c 
c 
c) CALCULO D.t\;-.: Hh TU ZE~; DE COVI\fi:l JdK:I f.~; 
LY.) I =1 , 3 
L)O J "'1, 3 
V.t~RXC I , J) =C SOMhX<~C 1 , _J) -.1 . O~NT~XMElX 1) ~Xt-1ELX: J)) /( 1. O~orr-1) J 
VARYC I , J) =C SOMAY2C 1 , J) --1. O~NT~Y t-iEDC 1) *YMEDC J)) /( 1. O*C HT-1)) 
VARZCl,J)="'CSOM.l~ZêCI ,.1)··1. O*NT*ZMEfXl)'MZMElX:J))/(1. O*CNT··1)) 
VARXCJ,J)=VARXCl,J) 
VAF~YC .J, I) =VAF~YC I, J) 
VARZCJ,I)=VARZCl,J) 
END D:) 
DO J ""1, :~ 
VARZ.(;C I P,l, J) ==V/<.RLC I, J) 
END LX) 
END DD 
500 CONTINUE 
c 
N 
C REDEFI NI NDC) /~S MATRIZES DE COVARI ANCI AS DAS DtJ/>.S POF->lJL/\COES 
' c 
DO :-5~'30 I ::::.1 , 3 
DO 5~)0 J=1, 3 
BC I, J) =VARZZC 1 ,1, .D 
ACI ,J)=VARZZCé:,I ,.l) 
5~50 CONTI NUE 
c 
C CALCULAHDC."l OS AUTOVALORES E AUTOVETm~ES DA MATRIZ I HVC B) *A 
C USANDO 1->. SUBROUTI NA DA NAG 
c 
N=3 
TY PE *, 'BC I , J) ' 
DC) I =1, N 
TYPE *,CBCI,J),J=1,N) 
END 00 
TY PE *, ' AC I , J) ' 
DO I =1, N 
TYPE *,CACI,J),J=i,N) 
END DO 
IA=3 
J. Vco3 
l FM L: 1 
CALL FOí~AEFC h ,1 A, B, I H, N, F', V, .[ V, DL, E, I FI\ I L) 
TYPE *• 'VOLTOU D/-\ SURPLJTl N/\' 
lF~IFAlL.EQ.O) 1HEN 
WRlTEC80,S:6JCRCl) ,J::l,N) 
TYPE 9'5, C RC J) , I ~-,1 , N) 
WRI TEC 80, 97) C C VC I , .J) , J :c 1 , N) , I ::-:J. , N) 
TYPE 97,CCVC1 ,J),J=l,N),J=l,N) 
95 FO.RMIITC 1 ;:;HO El GENVALUEf;/1 H, 3F1 1::3. tU 
97 FORMATC 13HO EJ GF:l·NEC:TORS/C 1 H. ~K t:-:X, F15. (;))) 
ELSE 
TYPE 96,IFhlL 
WRI TEC 80, 9tU l F'Jü L 
9ti FORMATC 2::3HO EPPOP I J..J FOi?./>,EF J F /~I L:: , l é~) 
STOP 
c 
c 
END lF 
XX :::RC 3~HtF~C 1) 
DO 1 =--=1 • 3 
AUTOVECI,l)=VCI ,3) 
AUlOVECI,2J:::VCI,1) 
END D:J 
TYPE *· 'M/l.TRIZ ORDENADA DE AUTOVETORES' 
TYPE *• C AUTOVEC I, .D, J =1, 2) 
END [X) 
C C.P.! .CULf.NfX) AS COMBI Nl\C:OES LI NEA~!ES USANDO OS AUTOVETORES 
C OBTEN-SE AS VARIAVEIS DE INTERESSE 
c 
DO ;-::oo I P:.=l , é.! 
NT::cNTACIP) 
DO 11 O I =l , NT 
DO .J=-1,3 
Z1Cl,J):::O.O 
Z1 C I , J) =ZTTC I P, I , J) 
DU 1 J O J = 1 , é.~ 
WC 1 P, I , J) ::O. O 
Wl l" I , J) ""Ü. O 
[X) Ko-;,J , 3 
WlCI ,J)=-W1Cl,J)-+:~:1CI ,K)*AUTOVECK,J) 
END rx) 
WC1P,I,JJ~W1CI,J) 
Wl T( J , I) =Wl C I , J) 
11 O CONTI NUE 
Lú 1 c:~o r =1 • F-
WlSO:MCI):::o.o 
W1 MC I) =0. O 
DO I TA=-1 , HT 
Wl SOMC 1 ) =Wl SOMC I ) -+ Wl TC I • I "I J~) *Ll C I TA) 
END [X) 
W1 MC T) =\\'1 SOMC I)/( 1. O*N'f) 
'A!ME!)( I , I P) =W1 MC I) 
1 20 CONTJ NUE 
200 CON1INUE 
TYPE ;~10 
t:~l O FOF::MAT( /, 1 OX , 'OS VETORES DE MEDI AS TRAJ,(SFORMI\fX.1S SAO: ' , .-") 
c 
c 
c 
c 
c 
c: 
595 
[X) I =cl • é: 
TYPE ;t,CWMETXI ,lP) ,IP=l ,<::>:) 
END [X) 
OBTENCJ.\0 DA F'UNC:/4.0 DI SCRI MI NANTE 
a) I nve-l'S.:":i das mat.J' i z~~s de cevar i anci a~; das combinaçõeS; 
segundo o objetivo pr-oposto. 
do 595 1=1,2 
do 59~-'l J=1. 2 
swi 1 C i • j) ""O 
s wi ac i • j ) =O 
continue 
SWI1C1 ,1)=swi1C1 ,1)+1. O 
SWI1C2,2)=swi1C2,2)+1.0 
c 
c 
c 
I "J.:.) ; ' I ::...J , (-': 
I 1] !-'-F- J , J) :·.di f qC i , J :·• + :::;1\'J .i C l • .J) -SWI 2C I • J) 
CONl l t-Jl Jf. 
b)C.-tl; u}.,ndc., u-.. t•·r·nt<:,·: ~>,n:~l~\lll("~ ... d;1 func.:i'o ,. 
[lr .. ) l :-:..1 • 2 
W1 MC l) =-0. O 
W2MC I) "'·0. O 
W1 MC 1) =WMElX 1 • 1 ) 
W2MC l ) = WMELK I • ;;-:) 
END DD 
XI ND1 =·0. O 
LK) 1 :::1 , 2 
P2:CI):.:O.O 
DI F'LC I) ==0. O 
DO J"'1,2 
P2Cl)=P2ClJ+SWI2Cl ,J)*W2MCJ) 
END LX) 
DI FLC I) ~Wl MC I)- P<~C I) 
XlND1=XIND1+W1MCl)*W1MCI) 
END DO 
C T.:~rmo i ndE•pE!ndent E> t·oLal 
c 
XI NDT==XI NDl -XI NDí=.::--AL03C XX) 
c 
TYPE ~.'TERMOS INDEPENDENTES' 
TYPE ~.XINDT,XINDl ,XIHD2,/\LCX..;(XX) 
C c)Calculando os leJ'mos qu~d!-~'lticos e linear· 
DO 300 IP:.:1,2 
NT.::NTACIP) 
00 1 "'1, NT 
I. .1. I 
c 
1 l-.!L'l '. N I , i. t' \ I 1 
I X) l ·. l , r: 
Wl C 1 • .l) "· <..'. (' 
W.lT(.l,l):·('.(' 
W 1 C 1 , .l ) : · Wl 1 F , l , 1 J 
\1?1 ·r c _r • r "1 = \\' 1 c 1 • .11 
E~ND Lú 
I.:":ND fX) 
DO I ~:1, J-rl 
DJ SCX J , T P J ,, O. O 
TQAC 1 ) :: r). O 
TLl C 1) ~·:O. '··' 
[X) J =1 • ;?. 
RESCI ,J)==-0. O 
RESC 1 , J) =<RESC I , .T) + Wl C I , lU *DI F'QC K, J) 
END [K_) 
EHD LX) 
TLl C 1 ) =~ TLI C I ) + W .1 C I , J) *DI F'LC J) 
TQAC l) =TQhC 1) + J.~ESC l , .l) :).1\\'l TC J , I) 
END LX) 
DO I=1,NT 
DI SCC I , I P) =TQJ-\C I) -ê~·xTLI C I) +XI NDT 
I FC DI SCC 1 , I f') . LE. 0) THEt~ 
I NDI CAC I , I P) =1 
ELSE 
1 NDI CAC I , I P) ,..,.2 
END IF 
END DO 
300 CONTINUE 
1 000 CONTI NUE 
800 CONTINUE 
STOF 
END 
OPTI ONS LS==80; 
1 I TLE '/:..NALJ SE DI SCEI MI NM·fn::' ; 
Dt~T A SI MUL; 
TI TLEé.:: ' DALX)S Sl l-1ULJ-~.OOS EM DUAS V ARI Ã VEI S' ; 
INFILE SIMOOlA.DAT; 
I NPUT X1 5-1!:"3 X2 t:~0·-30 ESPEC 4? ; 
I F ES!-'EC:==J "I HEN TIPO== • PRIMEI F~A POPULAÇt\0' ; 
ELSE TJ PO=-= ' SEGUNDA POPULA.Ç.t~O' ; 
J..t,BEL X 1 =""' f-' f' I l·1U F.:;,. V M'"=:I Ã. VE!. NOF.:MAL • ; 
Xé:=o-• SEGUNDA V/\F:J i\VEL HORM/,L'; 
ESPEC :::' POPULJ\Çl\0 DE PFXK.:EI)EJ--iÇ/i' ; 
PF:OC:: PPI J-.n; 
PF-:C:C DI SCPI J-.j Sl HPLE LI STF;F:F.:o PCX)L=·TEST; 
CL/-,S:?; "J l PO; 
\1/-,P V·1 -V;:> • 
., .-,.~... .,...... .li. I..~. 
.14? 
.1 I 
PF.:o:.::a.: /.\J-.1/~ N~~ 4 
OPTIONS LS=80~ 
TI TLE 'AHALl SF: DI SCRI MI l-.!J>.HTE' ~ 
DATA SIMUL; 
TI 1LE;~ 'DADOS SI MUL/-\IX..1S EM TEf:..:::~: VARI ÃVEI S' õ 
I NFI LE Sl M001 P. D/.\"J ; 
I F ESF-'EC:=1 "fHEN TJ PO:::-:' PF:1 MEl fU~ POPULAÇÃO' ; 
Xê=·' SE(;,UND/\ V/\PI J,VEL NOF::MAL' ; 
X3::' TER'CEl R/~ V b.F:::I lNEL NORMt\L, ; 
ESPEC ='POPULAÇÃO DE FF::OC:EDENÇt\' ; 
J--'ROC PRJ NT; 
PROC DI SCf.::I M Sl t-1PLF Ll :=:.·r E:F:FO: PC.X)L:::: TEST; 
CLASS TIPO; 
VAR Xl-X3; 
148 
c ------ -----
c 
c 
C PROGRAMt\ P J\RA CALCUL/\P o:; VEJOr<E:::> DE MEDI /..\S, w~TJ.?.I ::~E:~; DE 
c ---------------------------------------------------------
c 
C: CCNARI AHCI AS D::x::; DN.JOS C:ONSI DERArXx:.~ HA APLI CACAO. 
c ------------------------------------------------
c 
C t~RQUI VO FOR01 O. D/\T CONTEM AS MEDI COE::; DAS NOTAS VEEF~DADEI F-:J,~::. 
c: 
c 
c 
c 
c 
c 
c: 
c 
c 
c 
c 
c 
c 
CALCULA OS JüJTOVALORES E /~UTOVETORF-.~S D.b. MJ\TRI Z 1 NYC Sl ) ~~:::·:~:..~. 
F:~EALI ZA TF.:ANSF'ORMl~COES COM OS J\UTOYETOF~ES ASSOCI Af.Y.JS /J.OS 
AUTO\/ALORES MAX I MO E MI NI MO DA M/\ TF~I Z I NVC Sl ) *S2-
F;:ECLASSI FI C/\ AS OBSERVACOES AMOS'Il2AI S A VALI AHDC)AS 1-.IA 
FUNCt\0 PROPOST/.\ 
doubl e preci si on x1 med. x2med, y1 med. yé~med, somaqx1 , somaqxé: 
rloubl E~ preci si on v;-.1r· xj , vai' x2, a, b, r, v, autovc 
doubl e pr·ecí si on sv.ti 1 , swi 2, di fq ,11 , quay1 , quad1~y1 
double precision quay2,quadry2.sl,s2,difl,vliny1.vliny2 
di mensi em xl C 1 00. fD • xl te ('i. 1 00) • xê~C 100, 6) , xêlC ô ,1 00) 
di mensi un soma>~l C f;) • som;,J.x2C tO • xl m~~dc f5) , x2m~~dc 6) • 11 C 1 00) 
dim~nsion Y1C100,2). Y~!.ClOO,<:O, Yl TC<~.100), Y<~TC2,100) 
di mensí on somayl C 2) • somayê:C i.?.) , y1 lllE!C:K 2) • y<?.medC 2) 
di mensí on somaqxl C f5. f;). sc:)maq:>-~2C 6, 6) 
di mensi on var-xl C 6, tD. val~x2C f;. f;) , AC 7. ?) , BC"'?, 7), RC ?) , DLC f:i) 
di mensi em VC 7, 7) ,aut,oveC ô, 2) 
di mensi c:m swi 1 C 2, 2) • swi 2( 2. 2) , di fq( 2. 2) 
di mensi on s:1 C 2) , sê:C 2) , di f 1 C 2) • vl i 1"1)'1 C 1 00) • vl i ny2C 1 00) 
dln•~-·lhl, 'n 1 nd.1 t .ü t 1 ()(>J, i r1di c;"i.;:;c 1 (l(1J 
ti :i nu.::on~. :i 011 dj ~.r: -r :i rnl C 1 ()()) , d.i ~~c: r- i mê:=C 1 00) 
c 
C LEUDO o:~; Jü.:QUI Vo:=-; DE DAD0S 
c 
c 
c 
C: 
c 
do I =1, 1 OU 
readC10,*)CX1CI,J),J=1,6) 
end do 
do 1 ~1 ,1 00 
l~e:-i.dC50,M)(X2CI ,J) ,J=1,(;) 
end do 
do I ==1 , 1 00 
L1 C 1) =1 
do .J==J ,U 
Xlt.CJ ,I)==X1CI ,J) 
X2HJ. J)=X2Cl ,J) 
~~nd du 
t:-:ond do 
··~ CALCULANL"l\) o;:; VETOF.-:ES DE MEDI AS 
c 
[l() I =1 , 6 
SOMAX1 C I) ==O 
X1 MEDC I) =O 
SOMAX2C I) =-=0 
XCMELX I) =C~ 
end do 
do I =1 , t~ 
[1-:) J=l ,1 00 
SOHf.X1 C I) =SOMAX1 C I) +X1 TC I. J)*L1 C J) 
SOHAX2C I) =SOMt~X2C I) +X2TC I. J) *Ll C J) 
END Ll...") 
X1 METX I) =SOMAX1 C I)/( 1. 0M1 00) 
X 2t-1EDC I ) ==SOMAX 2C I ) /C 1 . (}*1 00) 
END D') 
I. .l I 
c 
c: a)Z:er·ando a~. :n;~.t,r1ze!:'~ de cov;~J·i~~nci:-1::-. 
c: 
c 
c 
c: 
do i =1, b 
do j ""'1 , t; 
va1·x1 C i, j) ==0. O 
v <":!r xC:>.C i , j ) ==O . O 
end do 
E~nd do 
b)Cal cul ando a mat.r i z ~~om<":!. dE~ quadr·ados 
00 I =1. O 
[1() .J =:1 • o 
SOl-1AQ.X 1 C I • .T) ==O. O 
SOMAQ,Xê:C I • J) "'0. O 
do 1 '-'1. ô 
do J ~I,. F3 
D<) K=-1, 100 
SOM.b.QX1 C 1 , J) ==SOl•1A(2Xl C I , .D +X1 t.C I , K) -MX1 C K, J) 
SOMAQX2C I, J) ==SOMA(1.~2C I, J) +Xê~tC I , KJ -*X2C K, .J) 
END D:J 
SOMAQX1 C J, I) ==SOMAQ.X1 C I, J) 
SOMAQ){2C J, I) =SOMAQ.X2C I. J) 
END 00 
END DO 
C c) CALCULAND:J AS MATRIZES DE COVARIANCIAS 
c 
DO I =1. f; 
DO J=I,O 
VARX1CI ,J)=CSOMJ\(1X1CI ,.D-1. 0*100*X1ME[J(l)*X1ME[J(J))/C1. (HE99. 0) 
VARX2C I •. D =CSOMAQ~2C I. J) -1. 0*1 00-MX2t-1ED::: I )-MX2MEDC J))/(1. 0*99. 0) 
VARX1CJ,I)=VARX1CI,J) 
VARX2CJ,l)=VARX2Cl,J) 
END DO 
!·')-,!]) I' 1 
c 
c: P/~RA USAIO:: /\ SUBF:-~OU11 HA FOr::AEF DA NAG 
c 
fJO 550 I = 1 • t; 
ACl.J)=VARX2Cl.J) 
BCl,J)=VARX1Cl .J) 
5~;0 COJ·HI HUE 
c 
C CALCULANDO OS 1-\UTOV ALORES E AUTOVETORES DA MI>.TRI :?.: 
C I NVC V.t\RX1) *VARX~::: USJ\ND;:) /:o SUBROUTHJA DA NAG 
95 
97 
N=êi 
TYPE *•"BCI,J)' 
DO I =1, N 
TYPE *,CBCI.J).J=1,N) 
END DO 
TYPE *•"A(l.J)" 
00 1=1.N 
END [X) 
TY PE *, ' LEU OS DJ\DC>S' 
I A=? 
T~=? 
.... "-' . 
IV=7 
IFAI L=-1 
CALL FOt=~AEFC A • I A • B • I B • N , R , V , I V , DL • E • I F AI L) 
TYPE *,'VOLTOU DA SUBRUTINA" 
IFCIFAIL.EQ.O) THEN 
WRITEC33.95)CRCI),I=1,N) 
TYPE 95,CRCI),l=1,N) 
WRI TEC 33, 97) C C VC I • J) , J == 1 , N) , I =1 • N) 
TYPE 97,CCVCI ,J) ,J=l,N) ,I=1.N) 
FORMKfC :12HO EI GENVALUES/1 H, 0Fl8. 6) 
FORMP.TC 13HO EI GENVECTORS./( 1 H, ô( 2X • F15. 6))) 
ELSE 
TYPE 96,IFAIL 
c 
c 
c 
c 
c 
c: 
c 
c 
c: 
c 
STOP 
END IF 
XX =-R( 6) *RC l) 
DO I o-::1, f; 
AUTOVEC I , 1) =VC I • tD 
AU10VECI,2)~VCI,1) 
END IX) 
CALCULANI>:) t>.S COMBI NN~:"•OES LI J-JEI-\RES OBTEM-SE AS 
VARl AVEI S DE I NTEF.:ESE USt~ND~) OS .t-.UTOVETORES 
Mt~XI MO E MINI HO 
LX) I o-ol , 1 00 
[)(.) _I =1 • 2 
Y 1 C I , J) ==O_ O 
Y2c 1 . _u =~o. o 
END [X) 
END IX) 
D~ I =1 ,100 
00 J=l. ·~ 
Y1Cl ,J)=Y1CI ,J)+X1Cl ,K)*/ . üJTOVECK,J) 
END DC> 
END 00 
END DO 
C Calculando as ma'll'izes t.Panspost.as das v.al'i:--i.veis 'lr-ansfor-madas: 
c 
do I =1 ,1 00 
do J=1,2 
Yi TC J. I) =Yi C I • J) 
Y 2TC J • I ) = Y 2C I , J) 
END [)() 
.1 I 
c 
c 
c 
c 
c 
Calculando o vr::~t or de nv:~dl ;-1~. d.'l~. 
~ransformadas(Y) 
do 1=1,2 
somay1 C I) :-=0. O 
yl medC I) ==0. O 
:;;omayZCI):-:0.0 
yê:mer.:K I ) =-=0. O 
do J ~--1 , 1 00 
soma;,ri C I) :·:::,omay:l C I)-+ l" 1 TC 1 , J) *L1 C J) 
SOMA.Yc~C I) ==SOM/-1.Yr?.C I) +Yé:TC I •. D *L1 C J) 
end do 
y1 medC i) =somayl C I)./( 1 . 0*1 00) 
y2medCi)=somay2Cl)/C1.0*100) 
end do 
c: 
Inversa das ma~rizes de covariancias das combinagoes 
segundo o nosso obje~ivo 
C: 
do 59'.:i I =1 • 2 
do '5f3~3 j =' 1 • r=:: 
s \·'li 1 C i , j) =O. O 
swi 2C i, j) =0. O 
59~3 cont..i nue 
c 
swi 1 ( 1 ,1) ==swi 1 C 1 ,1) +i _ O 
swi1C2,ê:)=swi2C2,2)+1. O 
swi 2C 1 • 1) =s\·.fi t=~c 1 ,1) +1 . o...-·Rc 0) 
swi i?.C 2. 2) =swi 2C 2. 2) +1 . 0./RC 1) 
do 220 1=1,2 
do 220 j=1,2 
di f qC i • j ) =O. O 
' difqCi,j)=difq(i,j)+swi1Ci,j)-swi2Ci,j) 
220 cont..inue 
c 
I. _l I 
C CI4LC:ULAHIX> A FUHC:/.-0 DI SC:RI ~H N/\NTF. 
C aJ Calculando o Tel'rtiO quadr~"itic.:(l e:~m y 
c 
do 1 ~1 ,1 00 
do J =1 • é~ 
quayl C 1 , J) ;::(>.O 
quay<~C I , J) =O. O 
do K=-'1. 2 
, ·quay:ICI ,J)=quay1Cl.J)+y1CI ,K)*difqCK,J) 
quay2CI ,J)=quay<~CI ,J)+y2CI ,k)*difqCK,J) 
end do 
end do 
do i =1 ,1 00 
quadrylCIJ;::O_O 
quadry2CI)=0.0 
do j ==1 • ;~ 
quadry1 C I) =quadr-y1 C I) +quay1 C I , J) *Yl 'LC J. I) 
quadr· yê( I ) ::::qw::tdl~ y2C I ) +qw:~.y2C 1 • J) -*Y2L( J , I ) 
ee?nd do 
end do 
C: 
c b)Calculando c' TE?rmo Linear- em y da Func.ao Dis:cr·iminant,e 
.-1,-.. T ::1 :::> 
...... _. .... ~ . ~ 
s:1CI)=0.0 
s2CI) =-0. O 
difl(I)=O.O 
do J=1,2 
sl C I) =5;1 C I) +sv.1i 1 C I • J) *Yl medC J) 
S;ê:( I) =s2C I) +swi 2C I , J) *Y2medC J) 
•.?.-nd do 
diflCIJ=diflCIJ+S;1CIJ-s2C1J 
end do 
t-ype *• • Calculou o vet-or di f·erenga • 
do I =1, 2 
t. ype *. di f 1 C I ) 
·- T 
1 .l I 
(.: 
c 
c 
do 1 ~- 1 • 1 0( • 
vl i nyfX I) "O. O 
do J ==1 , (:~ 
vlin)~CJ)~vliny1Cl)+2*ylCl,J)*diflCJ) 
vliny2Cl)=vliny2CIJ+2*y2Cl,J)*diflCJ) 
end do 
end do 
i nd1 ='0. O 
ind2.==0.0 
i nci~=O. O 
i ndl =-'i nd1 +yl nv~~dc 1) *sl c 1) + y1 medC 2) *s1 C ê) 
J ndC:~=-'i ndê2+yi~medC 1) *sac 1) +yé:medC 2) *sac 2) 
JndL~ind1-ind2-logCxx) 
lype *•'TERMO INDEPENDENTE' 
lype *,indl.indl,ind2,logCxxJ 
C f) Cal cul ande) :-1 F'unc:~'io Di ~~c:J~ i mi nanle e rec:l assj_ fi c:;:tndo os 
c 
c 
Elementos das ;"Jno~_;tr ;-.15 
di ser· i ml C I) =--0. O 
di ser· i mac I) =O. o 
di s.C:l' i ml C I) =di sei~ i ml (I) +quadryl C I) -vl i nyl C I) +i ndt. 
disc:rim2CJ):=discrim2Cl)+quadry2CI)-vliny2CI)+indt. 
i f( di ser i ml C i). 1 e~. ()) lht:~ll 
i ndi c:al (i) =1 
indica1Ci)=2 
'-=md if 
ifCdisc:rim2Ci).le.0) t.hen 
i ndi ca2C i) =1 
else 
indi ca2C i) =ê 
c· 
c 
·- ·nd i f 
t•nd do 
C: J I-1PF~:r Ml NLXJ E GER/ü~[X) OS P.ESUI.~T/\L'U:-:-:· 
c 
type 10 
wr i LeC 33, 1 ()) 
1 O for·mat C/ ,1 '.:")x, • m:~t-T i 7.: de cov;~~~ i anci as da amost-ra um •) 
do I :.:1. ô 
lype 1~5.Cvarx1Ci ,j) ,j=::1,t5) 
• wr i l eC 33. 1 5) C v .-~r- x1 C i , J ) • J :' 1 , (i) 
1 5 t· cw ma t C /. E'b~ • ti C f 1 U. O , :v~)) 
.;;~nd do 
type 20 
wr i t.:~c 33. E~O) 
•=~o f"cwrn;;:tt.C/,l!Sx, 'm.7:ttr·i2 de c::ov:,j_J'ianc:ias da amc,s.tr~a dc,is.') 
do I =--1 , t; 
2'3 
lype 25,Cvarx2Ci ,j),j=1,6) 
f o r- m~,j_ t C / • 1 5x • OC f 1 O. f~; • 3:>0 ) 
end do 
lypt:~ 31 
Wl' i t.E:~C 33, 31) 
31 for·mat.c . ...-,1~-ix, 'mat.r·iz dado~• t...ransformados da=• amost.J'as um E> doi~;') 
35 
3() 
32 
do 1 =-=1 ,1 00 
type 35,Cy1Ci,j),j=1,2),Cy2Ci,j),j=1,2) 
v.fr i t.eC 34. 35) C y1 C i • j) , j =1 • 2) • C y2C i • j) • j ::::1 • 2) 
f· o r· ma t C ./ , 1 Ox • 1 OOC f 1 :_=-;. E5 , 2x) J 
end do 
t.ype 30 
wr i t.eC 33. 30) 
t·~)l'maLc . ...-,15x, 'v!:-"lol'es dE~ medias d:~s V3J'iaveis 
do I =1. 2 
type 32,y1medCIJ,y2medCI) 
v1r .. i t€!-C 33. 3C) ).'1 medC I) • )'é~tnt=:-dC I) 
f"ormat.C ,.,.. , 2( 3X, f1 ~;.f;)) 
end do 
stop 
t:~nd 
"lr·ansfor·m:~das •) 
DI SCR_~-~!_!:J~Ç~O C~_?~~ Q PRO:::: DI SCf~J M ÇJ?J.~i)­
NO'IAS DE BANCO VERDADEIRAS E FALSAS 
OPTI ONS LS:o-,80 ~ 
TI TLE • AN ALI SE . DI SCRI MI N ANTE • ~ 
• 
DATA SIMUL~ 
TI TLE2 'MEDI Dt~s Dt<S NOT.4.S DE BANco• ~ 
I NFI LE FLUEY. Dt\T~ 
I NPUT X1 X2 X3 Xt! X'.:3 Xfj ESf'EC 41 OBS 11<~-- 44 ~ 
I F ESPEC==1 THEN TIPO:.-:-' PRl :MEl RA POPULAÇ7-i:O' ; 
ELTE TlPO:-:'SEGUNDA POPULAÇÃO'; 
LABEL Xl='COMPRIHENTO DAS NOTAS'; 
X2=' LARGURA D:J L.4.D-:) ESQUERDí)' ; 
X3= 'LAF~GUF~A D:J L..4.!):j DEREI TO' ; 
X 4 =: ' LA.k(.:.~UP t. DA. M..&.f.::GEM I HFEk:l OR ' ; 
X 6 =· ' CO MP'. ]),t, DI AG. MED DE~..:DE O CI E /.,TE Cl D' ; 
ESPEC =' POPULt\ÇÃO DE PF.':O~:EDENÇA' ~ 
OBS == ' NOMERO DE OBSERV AÇÃC1' ; 
PROC PRINT; 
PROC DISCRIM SIMPLE LISTERR POOL=TEST; 
CLASS TIPO; 
VAR X1-Xô; 
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QUADh~O A1 
QBTr~~ÇÃQ Dfi AUTQYAlo~QRf~;:; E R/~~Ã{) IJ~ rJ'SR~? ['.PAj::'EJ_"TE Plili.-•\ L\f_.f'ERfi:.tf.D:~;,; 
PARAMETROS D~ ENTR~QA~ 
DIF 
ENT 
ANG 
J.5 
15 
15 
45 
00 
90 
90 
90 
90 
180 
180 
PARÂMETROS DE ENTt:::JdJA RESULTALJO::)S AMOSTP.Al S 
POP. UH POF-'. D:)I S 
v v e v v A REA n n MAX MIN 
1 2. 1 ;.r tm Zm 
-------------------------------------------------------------·-
3 0.5 () (). ~' 1 F' 
3 O~ 5 1 ~1 
O.~; uo 
3 0.5 90 O.~-; 10~ 
3 O. 5 1.80 0.5 195 
3 0.5 o 0.5 
3 ().~i 4'3 
3 0.~ 90 ()_ '5 
3 0.5 60 ()_~i 3 1 ;:~o 
3 (_1 ,,, 120 O. '.:5 
3 0.5 o 3 90 
3 0.5 90 O. !:3 1 E~O 
3 0.5 270 0.5 300 
3 0.5 180 O.~; 270 
3 0.5 o o. !:) 180 
3 0.5 180 0.5 3 360 
0.090 
0.090 
O. 09(.J 
0.090 
0.090 
0.135 
O. 13'~' 
0.135 
O. 1 8~3 
O. 18~3 
0.4!:10 
0.480 
0.480 
0.480 
O. 09'5 
o. 09'.5 
7 
7 
? 
7 
7 
11 
11 
11 
14 
1 tl 
32 
32 
32 
8 
:11 
11 
11 
11 
11 
10 
16 
16 
64 
64 
64 
64 
11 
11 
37. tsBO 
37.b80 
22.000 
2é~. o6o 
1 é~. ~i04 
12. 504 
1 427 
1 42? 
1. 427 
39.640 
39.645 
O. (l38 
0.03b 
O. Obt5 
O.OUb 
o_ oe_;t; 
(' 11 f) 
0.115 
1 016 
1 01 fi 
1 010 
1 01 () 
0.03? 
o. o::r? 
FONTE Si tnul ;'iç:~es 
Dif Enl Ang IJi ferenç:a enlre ângulos das duas populações_ 
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OlJAI>"O Ai~ 
Ht..Ol DAS DA:::, NOTAS VERDADEIRAS E F'Al.~-AS 
DJSCRlNlNANJ'L ANALYSJS TESTE HONOGENE11T 
OF kiJTHlN COVARIANCE NATRZCES 
----------
NOTATlON r 
f' 
N 
·----------------------- ----------· 
NUHBEk OF GROUf'S 
NUHBEk OF VAklABLES 
TOTAl NUHBLR OF OBSERVATIONS 
NC 1) -- NLJNBEk OF 0/:iSERYATIONS IN THE 1 'Th' GkOUPS 
I N( I)/-?. n 1 k1 1 TH 1 N ss HATRI x c 1 ~) 
v =-- -- -- -· . ------ - -- - - -- -- .... - -- ---- .. -- -- .. - .. ·-- -· - ... 
I ,:..n,~>l T;'T1 :::c:~ J..·!ATI.-•J v ,N--··ê ' ... .,..~.,.·~·····"-· ~-- .... 'I.J I. oi , •• .t """ 
! t 
R.HO = f. O -- SUN--- ------------
;:> 
cr--~3p-t 
N( J_) - 1 N-}-~ 6( l-'+1 ~)( J<-1) 
DF 0.5 (K -t)(f-' +t)P 
UNDEl< NUZ.L HYPOTHESJS: --é: RHO LN [ ) ' 
15 Dl STkiBLlTED Al-'PkOXJ NATF.LY AS CHJ -SQUARE( DF_-, 
TEST CHJ -SQ!.JAR.E V ALUE 121.76518909 
l·l"lTH êt DF PROB > 0.0001 
Sl.nce t.h€.• c.hi.-!Squa:re valu~"' ü: ~ignijica.nt at. the O. 1000 
level, the wi thin c:otJariance 'fr'.r.::t.trices wi ll be u.sed in the 
discriminant function 
1 f;() 
QUAIH~O A3 
Velares de médias das variàveis transformadas 
y(1) = r 1 6? . 01 84 ~,(j 1 
L-::>1 r-:; ~?:'"->ql .-:,..-, J ........ ·-··· ............. ao 
[ 
(). 83601 é~:l 33:1 
0.0000000000 
r 163. 0434?i:: 1 
l-219. 42383(_: J 
[ 1 t'7. 0184~;(" ] lr_.(-1 ~(=~:~.--· ~~13:2324.r=!.4,:;,] 
-215. 7291 88 .-: '=' r-
r 1 40. ::qgl 25 l 
L 557.183050 J 
I NDT (Ter· mo i t-,ch::!pend~~nt.e) 
-99~)04. 
J 01 
QUAm.:o liA 
OBSEkV AÇDf·:S DAS AMOSl f..! AS l>E NOTAS Vl<RJJAIJF:I RAS 
E FALSAS AVAL( AI>AS NA FUNÇ.I\0 DE I >I SCRl MI NAÇ.í'~O 
PROPOSTA 
GRUPO NúMERO OBSERVAÇÃO 
VERDJ\-
rx: v) DECJ S7\0 ESTA Tl STI C:A 
.... 
DEJRO 
---·------· ------- ~· ---- ---------·-·---~-- .. ·---~----------------·----------------------------- .. -----~--- .. 
1 
1 
1 
l 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
:l. 
1 
1 
1 
1 
1 
1 
1 
1 
001 
o~·,::.' ~--
003 
OOtl. 
00~5 
()\)ti 
Oü? 
008 
Q(!Çl 
01 (i 
Ol:l 
012 
013 
01 4 
01 5 
016 
01 7 
018 
019 
020 
021 
022 
023 
Oi.~4 
oc:-:5 
-- S!-
f3(). 
T?. 
r?(). 
S33. 
SJ. 
8('. 
'?~. 
~)1 
.1 tl. 
9. 
7'?. 
J [";_ 
~,~, ~ 
49. 
se;. 
t.l'::i. 
75. 
4<~. 
4?. 
~35. 
,.,., .... ";<' 
c- t -
14. 
-- 33. 
46. 
3Ci1 ?S~'~ Per-tence.· à por_,ul ~-1ç~o 
O'i"O'?O<:: Pe!~t.enc:e {1. }:10J..)l.J} ;:tç: :; r:) 
fJ9b.l 1 4 Per·tenc:e à popuJ :~ç:~-1() 
;:-:3.1184 Per·tence à popul :-1ç:ii-:::, 
t~()9f~(J() Per-tence à popul aç::-:to 
r:~ 4- 5'.:3f.:s~~j Per·t,er1c:e à população 
.l ·:;é:~;j ~; Pel'lenc::e à popul :-1ç:;-io 
[~i/} fj(.;;~:~:~ Per·lenc:e d popuJ aç::-ic' 
~:~,r 1 1 çe Pür 'L-If~n c e á popul aç::--:io 
1 ~;u~n (i f-"o::~r· t_.Ú'nc::e ::;. po::..,pul a;: 8'r.:.., 
f;f;SM ~)9 P~~~- t.er1ce à popul aç;c;:-o 
280ff/8 Per t_.ence à popuJ. aç:Eo 
B97653 PEJJ~ t_enc:e à população 
11 é'i0é.:4 PeJ~tence à popul aç ;:r o 
ê.~78ê~94 PeJ~t.ence à população 
7<~769é~ Pert.ence à populaç;io 
O'f1 OBri Pert-ence à população 
3<=.~1 9::33 Pel'lenc:e à J:.,o;:.,ul :"j,ç:~"io 
629009 Pertence à população 
:~~~t:.:;~Jô5 Per-tence à população 
969963 Per-tence à popul aç;io 
67!5718 Per-tence à população 
5ô4(i07 Pertence à popul aç~io 
44448~3 PE.·l~tence à. popuJ aç:-io 
'1!:)1 476 Pel'lenc:e à. população 
.. 
.. 
--
-· 
-
-
--
-
--
.. 
= 
-· 
= 
-· 
-
.. 
= 
= 
= 
-
= 
;:: 
= 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
J. .1. l 
GRUPO 
.VERDJ,-
DEIEO 
1 
1 
1 
l 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
QUADRO A4 
OBSERVAÇOES DAS AMOSHU8 l>E NO'J AS VEJ.!DADEJ ~AS 
E FALSA.'S: AVALIADAS NA FUNÇÃO DE DISCRIMINAÇÃO 
PRC>f'OSTA 
------------··--·-------------·-----------------------------------
NúMERO OBS'EF.:V AÇl~O [K y) ·-~ DECISÃO ESTAT!STICA 
-------·-- ------------------ ------~------------------------------------------------------
·026 -- -··r-· é.r.:l.43J t) Pert..ence f-j. popul ;-:1çã(, -· l c..:J. 
O é~? 4-5. ê~4Gé:t:~·3 Pertence ~~ populaç:ão - 1 
02:8 ·- '?.?. ~31::329!:.16 Per·tence à popul ar; ão 1 
o~:::g ~:!3. 766?24- Pe1~1~ence à popul a.ç?:Lo 
.. 1 
030 -104. f.33f)~~'31 Pertence :~ popul aç:::'-=ío -- 1 
()31 40. 94869;=~ Pertence à população - 1 
0"32 96. g•;JtJ445 Pel~t.ence :;_ população -
,-,~~~=~ :r7. f3U7319 Per·t.ence à 1=-,opul aç ?-i c' =- 1 .___._._. 
()3t1 19. ;=~36.1 fiO Pel~tE?nce .8. popul aç::-io 
(>35 1.1 5fi::.~ô1 o Per·t.ence f "i. população -
03f.:.1 35. ~; . ..-- 4 t51 ':)9 Pel-lel'1Ce ,a_ popul açãc, -- 1 
037' 4-4. 9420~i1 Pe-1~ to.::-:-ncE? à popul ;~çâo 
.. 1 
038 69. 3;~9063 Per·t.ence ;-:t popul ;~ç~.fo -· 1 
039 58. 1ogo6::.; PeJ~t.enc!O:~ !:t popul aç:i"~o -- 1 
040 67. 7112t10 PeJ~t.ence à popu1 aç:ão 
:= 1 
011-1 85. 7488(-~~3 Pe,~t-ence à população = 1 
042 38. 390926 Per"le-nce à população = 1 
043 '?1 ~7:04(536 Per-t..ence ;~ população - 1 
04-4 - [~8~ ;::70?00 Pe-r-"lence à popul aç: ãc' -· 1 
045 Gt-1. 5~341 ::~8 Pet~-Lence à população = 1 
046 76. 82:14.34 Per·t.enr.::e à população -- 1 
047 5~~- 32~1270 Pel~t.ence à população 1 
048 58. 9!:381 t58 Pel~t.ence à população -· 1 
049 - ~;?. 62187(:~ Pet~t.ence à população = 1 
050 -119. 942833 Pertence à população == 1 
16:3 
l I 
QUADRO Ali 
OHSE.KVAÇOES DAS AMOSTRAS l>E NOTAS VEI<DADEl RAS 
E FALSAS A VALI AD/\S NA FUNÇ/\0 l>E DI SCRI MI NAÇ7~0 
PROPOSTA 
------·~·--- ----·---------- -~·-------···· --- ----~· ______ .. ____ - ------·-------------------------~------------
GRUPO N úHEf.:O OBSEF::V AÇ'AO 
DEJRO 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
----------- --····· 
051 
052 
0'.:.33 
0'.:.'4 
o~;~; 
O'jô 
0':~? 
058 
05Ç) 
060 
061 
t,)62 
Oéi3 
0(54 
065 
066 
Of:;7 
Oéi8 
069 
0?0 
071 
0?2 
073 
074 
075 
rx :z) 
.. 
't '? 4 t) ~:; t,.ltj J 
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