This paper introduces a new, fast and accurate algorithm for solving problems in the area of compressed sensing, and more generally, in the area of signal and image reconstruction from indirect measurements. This algorithm is inspired by recent progress in the development of novel first-order methods in convex optimization, most notably Nesterov's smoothing technique. In particular, there is a crucial property that makes these methods extremely efficient for solving compressed sensing problems. Numerical experiments show the promising performance of our method to solve problems which involve the recovery of signals spanning a large dynamic range.
INTRODUCTION
Compressed sensing (CS) [3, 2, 4 ] is a new sampling theory based on the revelation that one can exploit sparsity or compressibility when acquiring signals of general interest, and that one can design nonadaptive sampling techniques that condense the information in a compressible signal into a small amount of data. There are early indications showing that this revelation may change the way engineers think about signal acquisition in areas ranging from analog-to-digital conversion, digital optics, magnetic resonance imaging, and seismics.
In compressed sensing, one acquires a signal x ∈ R n by collecting data of the form b = Ax+n : x is the signal of interest (more precisely, its coefficient sequence in a representation where it is assumed to be fairly sparse), A is an m × n "sampling" matrix, and n is a noise term. A standard approach in CS attempts to reconstruct x by solving min
where 2 is an estimated upper bound on the noise power. The choice of the regularizing function f depends on prior assumptions about the signal x of interest : if x is (approximately) sparse, an appropriate convex function is the 1 norm (as advocated by the CS theory), if x is a piecewise constant object, the total-variation (TV) norm provides accurate recovery results, and so on.
Solving large-scale problems such as (1) (think of the unknown as a mega-pixel image) is challenging. Although, one cannot review the vast literature on this subject, the majority of the algorithms that have been proposed are unable to solve these problems accurately with low computational complexity. On the one hand, interiorpoint methods are accurate but problematic because they need to solve large systems of linear equations along the way (the Newton step). On the other hand, newly introduced techniques based upon iterative thresholding, see [5, 1, 6] and the many earlier references therein converge slowly in the sense that they require a very large number of iterations when high accuracy is required. This is important as in many applications of interest, the signals exhibit a wide dynamic range.
In this paper, we build upon the recent work of Nesterov [8] , which develops a series of first-order methods with improved convergence rates, by adapting these ideas to develop algorithms for solving signal recovery problems. These novel algorithms show a lot of promise ; they are fast, accurate and seem robust in the sense that their performance does not depend on the fine tuning of various controlling parameters.
FAST FIRST-ORDER ALGORITHMS

General formulation
Consider the saddle point problem
where x ∈ R n , u ∈ R p and W ∈ R p×n . We will refer to Q p and Q d as the primal and dual feasible sets. Put f (x) = max u∈Q d u, W x ; the function f is convex but generally nonsmooth. If W = I and Q d = {u : u ∞ ≤ 1}, then f (x) = x 1 and (2) is the CS recovery problem if we set Q p = {x : b − Ax 2 < }.
TV minimization can also be cast as (2) . In [8] , Nesterov proposed to substitute f by the smooth approximation
where 
is the optimal solution of (3), and that ∇f μ is Lipschitz with constant
Nesterov's algorithm minimizes f μ over Q p by iteratively estimating three sequences {x k }, {y k } and {z k } while smoothing the feasible set Q p . The algorithm depends on two scalar sequences {α k } and {τ k } discussed below, and takes the following form :
Stop when a given criterion is valid.
In this algorithm the function p p (x) is a prox-function for the primal feasible set Q p with strong convexity parameter σ p . At step k, y k is the current guess at the optimal solution. If we only performed the second step of the algorithm with y k−1 instead of x k , we would obtain a standard first-order technique. The novelty is that the sequence z k "keeps in mind" the previous iterations, and the point x k at which the gradient of f μ is evaluated happens to be a subtle average between z k and y k . It has been shown in [8] that if α k = 1/2(k +1) and τ k = 2/(k +3), then the algorithm converges to x = Argmin x∈Qp f μ (x) with the convergence rate
The decay is far better than what is achievable via standard gradient-based optimization techniques (k
vs. k −1 ).
The choice of the primal set prox-function
A good primal prox-function is a smooth function that is likely to have some positive effect near the solution. In the setting of (1), a suitable smoothing proxfunction may be
for some x 0 ∈ R n , e.g. an initial guess of the solution. Notice that the bound on the error at iteration k in (4) is proportional to p p (x ) ; choosing x 0 wisely (a good first guess) can make p p (x ) small ; when nothing is known about the solution as in our later experiments, a natural choice may be x 0 = A * b.
Projecting onto Q p
When m < n, the feasible set is unbounded which is a departure from Nesterov's algorithm. Now applying the algorithm above requires computing the projection onto Q p to estimate y k and z k . After an appropriate change of variables, the minimization problems in steps 2 and 3 can be recast as
The constraint x ∈ Q p can be relaxed as follows with an appropriate choice of λ : min x γ+λ 2 b − Ax
The solution is then given by
where β = γ + λ. Hence, we need to solve a positive definite system of the form (I + βA * A)Δx = Δb. Note that the eigenvalues of this system are of the form 1 + βλ(A * A), where λ(A * A) are the eigenvalues of A * A.
Random matrices. When A ∈ R m×n , m < n, is a random matrix with i.i.d. entries with mean zero and variance 1, it is well known that the nonzero eigenvalues of A * A/n are all very near the interval
. As a consequence, apart from many eigenvalues at 1, the eigenvalues of I + βA * A are highly clustered. In this case, choosing β = γ + max {0, A * A(b − Ac) 2 / − γ − 1} is close to the optimal value and, hence, steps 2 and 3 can be performed with only a few Conjugate Gradients (CG) iterations. To drive this point home, Table 1 reports the results of a simple experiment in which A is a random Gaussian matrix with n = 256 and a varying value of m. The value of β is set to 0.01/ A * A , the vectors b and c are random, and CG iterations are applied to compute an approximate solution x CG to (7) . Each x CG is compared to the true solution x obtained by solving the system with a direct solver. The results demonstrate that for random measurement matrices, steps 2 and 3 can be computed with a handful of CG iterations with excellent accuracy.
Projections. In a wide range of CS applications, the matrix A is a projection onto a subspace of R n as when the Fourier, the Hadamard or the noiselet transforms are subsampled. Steps 2 and 3 become trivial since one has an explicit formula
.
In practice, the computational cost of this step is just the cost of applying A * A ; e.g. two FFTs when A is a partial DFT.
Nesterov and Continuation
In the spirit of the fixed continuation technique introduced in [6] , the nature of the algorithm makes it amenable to some sort of continuation. We discuss two possibilities.
In
Step 2 and 3 of the proposed algorithm, updating y k and z k is similar to a projected gradient step. For instance, y k is of the form
where P Qp is the projector onto Q p . As L μ ∝ μ −1 , the step size scales like μ. Thus the algorithm converges faster when μ is larger. For 1 minimization, ∇f μ = 1/μW * P {x| x ∞≤μ} (W x k ) . The parameter μ is thus equivalent to a threshold, and the accuracy on each entry of the final estimate will also scale like μ. High accuracy requires a small value of μ. To overcome this tradeoff between speed and accuracy, we propose a kind of continuation scheme. The idea is to apply Nesterov's algorithm sequentially with a decreasing sequence {μ t }.
Initialize μ 0 and x 0 = xμ 0 . For t ≥ 1, 1. Apply Nesterov's algorithm with μ = μt and x 0 = xμ t−1 2. Decrease the value of μ : μ t+1 = ρμt with ρ < 1 Stop when the desired value of μ is reached.
Above, x 0 is the point defining the prox-function, see (5) , and x μt is the computed solution for μ = μ t . As μ t decreases, this algorithm sequentially computes tighter approximations x μt to x. Numerical results are given in Section 3.2.
NUMERICAL EXPERIMENTS
We apply the algorithm discussed above to the classical 1 norm and 2D total-variation norm minimization problems. Both these examples assume incomplete data.
Recovery of signals with wide dynamic range
We assume that x is sparse and that A is a partial Fourier transform (this models the problem of recovering a signal with a sparse spectrum from data sampled at a rate much lower than the Nyquist rate) and use 1 minimization to recover x from b. The number of entries of x is n = 65, 536, the number of measurements is m = n/4 and only n/100 655 entries of x are nonzero. The amplitudes of the nonzero components are selected at random ; the lowest value is equal to 1 and the highest is equal to 10 d where d = 1, · · · , 4. Note that when d = 3, 4, the signals exhibit a large dynamic range (DR), which is challenging for most numerical methods. The stopping criterion is 1 − f μ (x k+1 )/f μ (x k ) < 10 −6 . As discussed earlier, the parameter μ is of paramount importance as it fixes the accuracy of the smooth approximation. The lower this parameter, the closer x μ to x . When minimizing the 1 norm, one can check that the entries of x μ will differ from those of x by an amount which is on the order of μ. In our experiment, the std. of the additive Gaussian noise is σ = 0.01 and we set μ = 30σ as this gives a good balance between speed and accuracy (the lowest nonzero entry of x has an amplitude equal to 1). The 2 norm error on the residual has been set to = σ m 2 + 2 √ 2m. Figure 1 presents the results of an experiment when the DR is 10 4 (40dB) and Table 2 reports on experiments corresponding to various values of the DR. Each value in Table 2 is an average computed from 25 random trials.
The results highlight that whatever the DR, the error on the nonzero entries is at most on the order of μ. Hence, the algorithm achieves very high accuracy whenever needed, as in the case of high DR. Since μ is smaller than the smallest entry, the consequence is that all the spikes (all the nonzero components) are correctly detected. As expected, the higher the DR, the higher the number of iterations. However, the number of iterations is still remarkably small. For a DR of 40dB, the algorithm returns a highly accurate solution in just about 1,200 FFTs.
TV Minimization
The total-variation norm of a 2D digital object x ij is given by 
Then minimizing the TV norm can be cast as a saddle point problem since x T V = max u∈Q d W x, u , where Q d is the family u = {u ij } with u ij ∈ R 2 and u i,j 2 ≤ 1 for each pair (i, j).
We apply the algorithm to solve a TV minimization problem from incomplete frequency data. Here, we collect noisy Fourier coefficients about the 256 × 256 classical Logan-Shepp phantom ; these m = 5357 samples lie on radial lines just as in [3] . The level of the additive noise is σ = 0.01 ; = m 2 + 2 √ 2mσ.
With μ = 10 −7 , it takes 1092 iterations to reach convergence 1 . Applying a continuation technique with a sequence of μ's equal to {μ 0 , μ 0 /2, · · · , 10 −7 }, with μ 0 = A * b T V /n 10 −4 , lowers the iteration count ; convergence is reached in 512 steps. The SNR is equal to 58.2 dB without continuation and equal to 66.4 dB with continuation. These preliminary results show that continuation with Nesterov's algorithm can definitely improve the overall speed of convergence. 1 . convergence is reached when 1 − fμ(x k+1 )/fμ(x k ) < 10 −6 
