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ABSTRACT 
A semiautomatic method for definition of cardiac chamber borders 
from two-dimensional echocardiograms has been developed which incorpor-
ates spline interpolation to produce a smooth curve with moderate oper-
ator involvement. This research compares the semiautomatic border 
definition (SBD) method to the currently used manual border definition 
(MBD) method according to the following criteria: time requirements, 
storage requirements, reproducibility, and accuracy. 
A paired t-test showed the mean contour generation time over mul-
tiple observers, patients, trials and cardiac contours to be signifi-
cantly greater for SBO than for MBO (p=O). The mean number of stored 
+ border points for SBO was 9 - 3.84. Manual contours each required 64 
stored border points to maintain contour integrity. Reproducibility of 
6 cardiac contours was compared via a sign test analysis of variances 
of 64 radial or hemichordal lengths recorded from contours generated 
over multiple observers, trials and patients. SBD produced signifi-
cantly more reproducible contours for the short axis view at the mitral 
valve level at end-diastole (p=O) and at end-systole (p=O) and for the 
apical four-chamber view at end-diastole (p=O). There was no signifi-
cant difference in reproducibility between methods for the apical four-
chamber view at end-systole (p=.136) and the apical two-chamber vie~1 at 
end-diastole (p=.784). Only the apical two-chamber view at end-systole 
proved to be significantly more reproducible using MBD (p=.046). Ac-
curacy of methods was compared by generating contours from black-on-
white phantom images for which the true border coordinates were known. 
A mean absolute radial difference was calculated from 64 radial mea-
surements taken from each contour and a paired t-test comparing these 
values between methods showed SBO to be significantly more accurate 
than MBO (p=O). 
Time requirements for SBO are highly machine dependent and may be 
significantly reduced with upgraded hardware. Subjectively, SBO 
appears to be less tedious and less fatiguing for the operator. For 
these reasons and because it has been shown to produce more accurate 
and equally reproducible or more reproducible contours than MBO, SBO 
appears to be the preferred method for two-dimensional echocardio-
graphic contour generation. 
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Off-line computerized analysis of two-dimensional echocardiograms 
has been shown to produce clinically meaningful quantitative measures 
of several cardiac parameters(1-3). Chamber volumes and ejection 
fractions may be calculated using area and linear measurements from 
several cardiac planes. These parameters are relevant in the evalu-
ation of cardiac function. Regional wall motion and thickening indices 
are determined by using segmental areas, chordal lengths, or radial 
lengths. These indices playa potentially significant role in the iden-
tification and categorization of left ventricular myocardial infarction 
sites(l). 
In order to obtain area or radial measurements the cardiac chamber 
border must be defined. Several border definition algorithms, incor-
porating various degrees of operator involvement, have been devised for 
this purpose. 
Automatic border definition systems generally process two-dimen-
sional echocardiographic images to present a more identifiable border 
via spatial and temporal averaging or integration of pixel intensities, 
frequently in conjunction with dynamic grey-level range expansion(4-6). 
Borders are identified through grey-level thresholding or convolution 
techniques(4,5). Clinical use of these techniques is presently severely 
limited by their inability to recognize imaging artifacts, non-wall 
cardiac structures, and areas of echo drop-out, necessitating operator 
correction which takes time and reintroduces the subjectivity that 
automated border definition proposes to alleviate. 
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Most computerized cardiac contouring systems in clinical use today 
utilize magnetic bitpad or light pen systems which oblige the tech-
nician or echocardiographer to trace the cardiac chamber borders man-
ually. Manual tracing allows good definition of chamber borders, but 
is slow and tedious, requires a relatively large amount of computer 
memory to store border coordinates, and is subject to drawing inac-
curacies that may affect radial or segmental area measurements. 
Studies have shown that most of the present border definition sys-
tems allow accurate and reproducible measurement of chamber areas and 
volumes, with only an insignificant amount of variability(7,8). However, 
errors and/or variability in border definition have a more dramatic ef-
fect on measurements of segmental areas, chordal lengths, and radial 
lengths because the percent of error at a given point of the border is 
much greater for segmental area or length measurements than for the 
total area of the contour. Neither automatic nor manual border defini-
tion systems have proven totally adequate for regional wall motion and 
thickening studies which incorporate these measurements. Automatic 
systems are currently impractical because they require manual correc-
tion and they do not generally offer significantly greater reproduci-
bility than other less complex methods. Manual border definition (MBD) 
tends to introduce high frequency noise into the contour which may af-
fect the resulting measurements. This dilemma has provided the impetus 
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for the current effort to develop a timely, convenient technique for 
border definition that minimizes point variability and maximizes repro-
ducibility. 
A semiautomatic border definition (SBO) system has been developed 
which permits an echocardiographer or technician to identify several 
representative border points (RBPs) between which the computer generates 
a smooth curve using linear interpolation. The operator can add or 
change points until he judges the resulting contour to be acceptable. 
This approach has the following possible advantages over the previously 
described border definition systems: 
1. Contour generation is less tedious and may be less time consuming 
than current methods. 
2. Contour storage requirements are considerably reduced since only a 
few operator-defined points need to be stored. For manual and 
automatic border definition systems a large number of points must 
be stored to maintain the integrity of the contour. 
3. Drawing error may be reduced from that of MBD systems since only a 
few points need be entered rather than all border points, and high 
frequency noise is eliminated. 
The SSO system developed for this research accomplishes linear 
interpolation through the use of the cubic spline function. The cubic 
spline appears to be the method of choice for this application since it 
generates a smooth curve free of high frequency noise that interpolates 
to all data points and is relatively easy to compute. 
The purpose of this thesis is to compare the clinically current 
MBD method to the new SBO method according to the following criteria: 
1. Time required to generate an acceptable contour. 
2. Number of cartesian coordinate pairs necessary for storage of 
contours. 
4 
3. Accuracy of contours made from computer-generated images for which 
the true border coordinates are known. 
4. Reproducibility of contours over multiple trials and observers. 
I I . 
METHODS 
Derivation of the Cubic Spline 
Given an arbitrary number of data points which are represented as 
cartesian coordinates and are in ascending order with respect to the 
x-axis (Figure 1a), a curve may be interpolated through said data points 
using a spline function of any degree. The spline function S(x) con-
sists of a series of polynomials which are unique on each subinterval, 
and are piecewise continuous. The formal definition of the spline 
function is as follows: 
Let the interval I = a,b be divided into n-1 subintervals a = a1< 
a2 ... < an-1 < an = b not necessarily equidistant. A spl ine S(x) of 
degree m is a function defined on I which: 
1. Coincides with a polynomial of degree m on each subinterval Ii = 
[a i _1 ,a i ] i = 2, ... ,n. 
2. Has continuous derivatives up to order m-1 where ai i = 1, ... ,n 
are called the nodes or knots of the spline and represent the 
x-projections of the data points(9). In this presentation the 
nodes will have coordinates (ai'Yi) where S(a i ) = Yi i = 1, ... ,n 
for n data points. 
The simplest spline consists of first order polynomials and this 









Figure 1. Spline Interpolation through arbitrary data points 
a. Arbitrary number of data points,{a., y.} 
in ascending order with respect to'the'x 
axis. 
b. First order spline interpolation throu9h 
all data points. 
c. Third order spline interpolation through all 
data points. 
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illustrated in Figure lb. A first order spline becomes smoother as the 
subintervals become very small, but both first and second order splines 
are subject to irregularities and sudden changes of slope at the nodes 
since neither has a second derivative. The third order or cubic spline 
has two continuous derivatives and thus can be constrained such that the 
changes of slope of adjoining pieced polynomials are equal at their com-
mon node, thus producing a smooth continuous curve without nodal irreg-
ularities (Figure lc). A single high-order polynomial could also gen-
erally be found to fit all the data points, but it would most likely 
produce a curve rendered deficient of useful information by the violent 
oscillations attendant with its high order. The cubic spline alleviates 
this dilemma by employing polynomials of the smallest degree necessary 
to assure the continuity of the resulting function. Thus the cubic 
spline is a function of maximal smoothness(9). 
The cubic spline algorithm used in the present research is derived 
as follows: 
Since S(x) is a piecewise cubic function, its first derivative 
S'(x) must be piecewise quadratic and its second derivative S"(X) must 
be piecewise linear and piecewise continuous (Figure 2). It follows 
that the general equation of the second derivative on any subinterval 
Ii can be represented by the two-point equation of a line. From the 
general equation 
Y - Yl = Y2 - Yl (x - xl) 
x2 - xl 
S It (x) 
a. 





Figure 2. Derivatives of the cubic spline function 
a. The second derivative of the cubic spline 
function shown in Figure lc. The resulting 
function SII(X) is piecewise linear and piece-
wise continuous. 
b. The first derivative of the cubic spline 
function shown in Figure lc. The resulting 
function SI(X) is piecewise quadratic and 
piecewise continuous. 
c. The cubic spline through all data points is 
piecewise cubic and continuous. 
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substitution of the points (ai,S"(a i )) and (ai_l,S"(a i _l )) yields 
StI(a.) - S"(a. ) (x - a. ,) S"(x) - S"(a. )::; ___ 1 ____ .. __ 1-_ 1-
1 - 1 
a. - a. 1 1 1-
Setting M. ::; SII(a.) for i l, ... ,n and adding ~1. 1 to both sides gives 




S"(X) 1 1-a. a. , -
1 1-
which reduces algebraically to 
S" (x) ::; 
Mi _l (a i - x) 
a. - a. 1 
1 1 -
(x a. ,) + M. 1 - 1- 1-
'I 
+ M. (x - a. 1) 1 1 -
a. - a. 1 1 1 -
Setting h. ::; a. - a. 1 for i ::; 2, ... ,n, which is the length of one 
1 1 1 -
subinterval, yields 
S"(X) 
It follows that S(x) can be obtained by two simple integrations of 
eq. ( , ) : 
2 
) 
M. , (a. - x) 
1 - 1 S'(x)::; S"(x)dx::; -=-;---
i 
and continuing 
3 ( M. 1 (a. - x) 
S(x) = ) S' (x)dx = 1- _l~_ + 
2 
+ 
~1. (x - a. ,) 
1 1 - + c. 
1 
c.x + d. 
1 1 
where ci and di are integration constants. 
Setting c.x + d. 
1 1 
C. (a. - x) + D. (x 
- a. 1) 1 1 1 1-
= (D. - C.)x + C.a. D. a. 1 1 1 1 1 1 1-
= C. (a. - x) + D. (x a. 1) 1 1 1 1 -
yields 
S(x) 
M. 1 (a. - x) 3 + M
1
. (x - a. ) 3 
1- 1 1-1 + C.(a. - x) + D.(x - a. 1) 
= 1 1 1 1-
i 
which allows derivation of Ci and Di by substituting the known values 
for x and S(x) (i.e.,(a.,S(a.)) and (a. 1,S(a. 1))) at the nodes a. 
1 1 1- 1- 1 
and ai - l into eq.(2). Letting Yi = S(a i ) for i = l, ... ,n results in 






2 (y. 1 - M. 1 h. ) 
1 - 1 - 1 
2 (y. - M. h. ) 





Thus substituting eqs. (3) and (4) into eq.(2) yields the general formula 
for the cubic spline: 
S(x) 
M. 1 (a. - X)3 
1- 1 + 
+ 
3 M. (x-a. l ) 1 1 - + 
2 (y. 1 - M. h. )(a. - x) 
1- 1- 1 1 
----:--
i 
2 (y. - M.h. )(x - a. 1) 
1 1 1 1 -
11 
(5) 
The above equation will produce a unique polynomial for each subinterval 
I. where a. is the x-projection of any data point and y. is the y-
1 1 1 
projection of that point. The only remaining stumbling block in the 
calculation involves the determination of the value of Mi for 
i = l, ... ,n. This is done as follows: 
Since it is known that at the nodes of the cubic spline function 
the slope S'(a i ) must have the same value when approached from either 
side (Figure 2b), calculation of S' (a i -) and S'(a i +) will yield two 
unique equations for SI(a) that must be equal. First taking the 
derivative of eq.(5) gives 
2 2 
S ' (x) = - ~1 i _ 1 ( a i-x) + M i (x - a i - 1) + y i M. - M. 1 h 1 1 - . 
1 --....,...---
Then setting x = a. for the subi nterva 1 I. 
1 1 
= [a. 1 ,a.] produces 
1 - 1 
h. h. y. - y. 1 
1 1 1 1 -S' (a i -) = ~ Mi _l + ~i + 
and setting x a i for the subinterval 1i+l = [ai,a i+l ] produces 
S'(a.+) 
1 
hi+l M + Yi+l - Yi 
i + 1 . 1 1+ 
(6) 
(7) 
Equating eqs.(6) and (7) over the interval I results in n - 2 linear 
equations of the following form: 
hi M. 1 + hi + hi+l M. 
"6 1- 1 + hi +l M. 1 1+ 
for 2, ... , n 
- Yi - Yi-l 
In the present application of the algorithm, all constants are abbre-
viated for ease of manipulation as follows: 
0· = Yi - Yi-l for = 2, ... ,n 
1 
lJ. = 1 - A. 
1 1 
for 2, ... ,n-l 






6 (oi+l - 0i) 
i+l 
6 (y i + 1 - Y i ) y. - y. 1) - 1 1-
i+l i+l 
substitution of the abbreviations of eqs.(9) can be made to yield a 





Figure 3, which can be easily solved using simple Gaussian Elimination 
without pivoting in a total of 3(n-1) additions and multiplications and 
(2n-l) divisions(10). It should be noted that the first and last rows 
of the matrix in Figure 3 represent two additional conditions derived 
from the assumption that S"(x) ::: 0 for all x < a or x > b. Therefore 
MO = Mn+l ::: 0 (10). 
The cubic spline function that has been described up to this point 
has diverse applications and for the purposes of this presentation it 
will be identified as the standard cubic spline. The remaining con-
ditions necessary for the implementation of this algorithm are more 
application-specific and will be discussed in the following section. 
Application of the Cubic Spline to Two-dimensional 
Border Defini 
In the present application experienced echocardiographers and 
echocardiographic technicians are attempting to identify and define via 
single point indicators the epicardial and endocardial boundaries of the 
heart chambers, most prominently of the left ventricle, from stop-
frames of real-time videotaped two-dimensional echocardiograms. Figure 
4 shows three left-ventricular cross sections from a two-dimensional 
echocardiogram which demonstrate the general shapes and configurations 
of points through which a continuous contour must be generated. Note 
that the smooth curve approximating algorithm must be able to produce a 
closed curve (Figures 4a and 4b) with no irregularities at the start-
ing/ending point, and must be easily modified to produce an open curve 
(Figures 4c,4d,4e, and 4f). The curve must be generated through a set 
of points which have a circular or banana-shaped orientation and are 
2 Al r-1 
d1 1 d2 iJ2 2 A 2 ~'2 
113 2 t13 
d3 
2 An-2 . d 
2 A ~1n_2 n-2 ~n-l n-l 
r4 d n-l 
Jln 2 n-l d t·1 n 
Figure 3. Tridiagonal matrix of simultaneous linear equations \'/hose 
solution ~ i = 1, ... ,n represents the second derivative 
of the spline function S(x) at the nodes {a. ,y.} i 
1, ... ,n, where the constants A., W. and d. ~reldetermined 
fro m e q s. (9). 1 1 1 
Figure 4. Three left ventricular cross-sections from a two-
dimensional echocardiogram. 
a. Two-dimensional echocardiographic short-axis view 
demonstrating appropriate placement of representative 
border points. 
b. Parametric spline function interpolated through the 
points in (a). 
c. Two-dimensional echocardiographic apical four-chamber 
view demonstrating appropriate placement of re-
presentative border points. 
d. Parametric spline function interpolated through the 
points in (c). 
e. Two-dimensional echocardiographic apical two-chamber 
view demonstrating appropriate placement of re-
presentative border points. 
f. Parametric spline function generated through the 









therefore not in ascending order with respect to the x-axis. Finally, 
it must interpolate to an arbitrary number of data points which are 
arbitrarily spaced and must be free of irregularities and undulations 
in segments where a large change of slope or curvature occurs from 
point to point (Figures 4e and 4f). The correctly applied cubic spline 
can meet these constraints efficiently to produce a curve judged most 
visually acceptable by medical personnel(ll). 
The SBO system allows an operator to enter, change or delete 
data points in random order. The points must therefore be sorted into 
a circular format, accomplished in the present application by calcu-
lating the geometric centroid of all data points, translating them into 
polar coordinates, and arranging them in ascending order by angle via 
a simple bubble sort(12). A smooth curve may be generated through the 
circular configuration using a parameterization of the standard cubic 
spline which is derived as follows(13): 
A new parameter Zi(ai'Yi) is defined for i ~ 1, ... ,n where, in 
terms of the previous section, a. and y. are the cartesian coordinates 
1 1 
of any data point. 
Zl ~ 0 
Z. is calculated as follows: 
1 
Zi Zi_l + di for i = 2, ... ,n 




2 (y. - y. 1) 1 1-
Using this formula Zi simply becomes the distance in chordal lengths 
from (a l 'Yl) to (a i ,y;). 
23 
In the production of the smooth curve in Figure 2c, only data 
points on the x and y plane were involved in the calculation, and only 
one pass through the spline algorithm was required to generate all S(x) 
over the interval I. In a parametric spline two sets of transformed 
data points are generated, {Z.,a.} and {Z.,y.}. Passing the first set 
1 1 1 1 
{Zi,a i } into the standard cubic spline algorithm yields the function 
S (z) = x and passing the second set {Z.,y.} into same yields the 
ll
function Sy(z) S(x), for which of course Zl S z S Zn" Given the 
appropriate end conditions (to be described presently) plotting the 
resulting x and S(x) coordinates produces the curves in Figure 4. Note 
that the only major differences between the standard cubic spline and 
the parametric spline are: 
1. Definition of data points. 
2. Number of passes through the algorithm (number of spline functions 
that must be generated). 
Note that in the derivation of the standard cubic spline amonq the 
necessary constants to be determined Al' dl , ~n' and dn, are undefinable 
(Eq.9) given the interval I =[a,b], since there is no data point in-
formation outside that interval. Therefore, certain end conditions must 
be incorporated into the spline algorithm in order to determine the 
behavior of the resulting function at the endpoints of the interval. 
Several end conditions are possible, the simplest employing the assumption 
that S"(a) = S"(b) = O. These end conditions produce the natural cubic 
spline, which can be seen from Figure 2c to behave linearly near the 
endpoints. This type of spline has been employed in the present research 
to produce the curves in Figures 4d and 4f, which are open-ended and are 
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more naturally linear near the endpoints due to the shape of the left 
ventricular silhouette in the given cross-sectional views. The 
natural cubic spline is easily derived from the standard cubic spline 
algorithm by setting Al = dl )J M = M = 0 (9) The same end n 1 n . 
conditions may be applied to a parametric spline, which has been done 
in the present application. 
In Figure 4b, the circular closed curve was actually produced 
using a natural cubic parametric spline with two minor modifications. 
The curve was closed by introducing a new data point (an+l'Yn+l) 
where an+l = al and Yn+l = Yl and calculating the parametric spline 
for the new interval I = [a,b] where a = al and b = an+l = a. Figures 
5a and 5b illustrate the original ordering of n data points and the new 
ordering of n+l data points to obtain the closed curve. 
In order to avoid irregularities in curvature at the starting/end-
ing point of the curve two additional new data points were created, 
(ao'Yo) and (a n+2,yn+2), where aO = an' Yo Yn' an+2 a2, and 
Y
n
+2 = Y2 (Figure 5c)(14). The information at nodes aO and an+2 may 
then be used to determine S"(a l ) and S"(a n), or Ml and Mn in the terms 
of the standard cubic spline derivation (pg. 5). The natural cubic 
parametric spline is then calculated over the interval I = [a,b] where 
a = al and b = an+l and the curve shown in Figure 5c results. 
Implementation of Border Definition Techniques 
Both the manual and semi-automatic contouring systems were devel-
oped on the Diasonics Cardio Revue Center, a commercially available 
computerized echocardiographic quantification system consisting of a 
Z80A 64k byte microprocessor, 256 x 256 pixel monitor, magnetic bitpad 
Figure 5. Ordering of data points and resulting qualitative curves 
a. An example of n=7 data points which have been sorted into 
ascending order by angle with respect to their geometric 
center of mass (left) and the resulting parametric cubic 
spline calculated from n=7 data points (right). 
b. Ordering of n+l=8 data points which have been sorted into 
ascending order by angle with respect to the geometric 
center of mass of the first n data points, where a1 = 
an+1 and Yl = Yn+l (left) and the resu1ting parametric 
cubic spl ine calculated for n+l data" points (right). 
c. Ordering of n+2 data points which have been sorted into 
ascending order by angle where aO = an' YO = Yn' a1 = 
an+1, Yl = Yn+l' a2 = an+2, and Y2 = Yn+2 (left) and the 
resulting curve calculated for {ai'YiJ for i = l, ..• ,n+l 
where Ml and Mn are determined from the information pro-
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and pen, 2 5-1/4 inch floppy disc drives, a 5 megabyte winchester disc 
drive, an Epson printer, and a 1/2 inch videotape JVC BR - 6400U video-
cassette recorder. All clinical software was written in UCSO Pascal. 
Oiasonics commercial software included a system for MBD and 
quantification via two-dimensional echocardiograms. This system was 
modified and incorporated into the present project along with the 
newly-developed SBO method. 
MBO is accomplished by tracing the presumed chamber outline with 
the pen and bitpad. When the pen touches the bitpad a cursor appears 
on the monitor and when pressure is applied a line is drawn on the mon-
itor from the most recent previous pressure point to the current point. 
The coordinates of the current point are added to the contour buffer. 
If the current point is within a small radius of the previous point, 
no line is drawn and no coordinates are recorded, thus preventing 
storage of redundant data. Bitpad coordinates are calibrated to screen 
coordinates. If the observer wishes to erase he can do so by pressing 
"erase" in the command section of the bitpad and the points will be 
erased from the monitor and removed from the contour buffer starting 
with the most recent point and continuing backward until the pen is 
removed from the "erase" command. The contour is completed by pressing 
the "end outline" command. 
In the present implementation of SBO the observer enters several 
RBPs via the pen and bitpad. The experienced observer can exercise 
informed RBP placement and spacing in order to avoid contour regener-
ation. The observer may enter points in random order and may erase a 
point at anytime by pressing the "erase" command and then pressing the 
28 
point to be erased. When satisfied with the placement of the RBPs, the 
observer presses the lI end outline" command. The software then utilizes 
the cubic spline algorithm previously described to generate a smooth 
parametric curve through all points. If the resulting contour needs 
correction the observer can add, delete, or change RBPs and the contour 
will be regenerated. 
Production and Selection of Images and Contours 
In the present research stop-frame images from real-time two-
dimensional echocardiographic clinical studies and computer-generated 
phantom images were used to compare border definition techniques. 
Five fair to very good quality clinical studies were chosen for 
analysis. All five clinical studies were considered by an experienced 
echocardiographer to display a mild to severe structural and/or func-
tional abnormality of the left ventricle. These were chosen in order 
to provide a representative sample of possible left ventricular shapes. 
Clinical studies were performed by experienced echocardiographic tech-
nicians using a Diasonics C-3400R or CV-3400R Phased Array Ultrasono-
graph using standard echocardiographic imaging techniques as described 
by Hagan et al .(15). Studies were recorded on half-inch videotape 
using a JVC BR- 6400U videocassette in order to save operator time. 
After transfer, each patient study included only three tomograph-
ic cardiac planes: parasternal short axis at the mitral valve level 
(SAM), apical four-chamber (A4CH), and api cal two-chamber (A2CH). 
These are the cardiac views of interest in the attainment of regional 
wall motion and thickening indices for which accuracy and reproduci-
bility of radial or segmental area measurements of the left ventricle 
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are a primary concern. The transducer and plane orientation as well as 
a stop-frame of the resulting image are demonstrated for SAM in Figure 
6, for A4CH in Figure 7, and for A2CH in Figure 8. 
For each echocardiographic plane it is possible to generate sev-
eral contours, each representing a particular chamber, layer of the 
heart wall, and phase in the cardiac cycle. For the purposes of this 
study two contours were selected as representative left ventricular 
outlines for each of the three cardiac planes mentioned above: the 
endocardial border at end-diastole, where end-diastole was defined by 
the ECG R-wave, and the endocardial border at end-systole, where end-
systole was defined as the point of smallest left ventricular silhouette 
before mitral valve opening(16). Thus a total of six cardiac contours 
were generated for each echocardiographic patient study. In order to 
minimize variability a specific stop-frame was specified for each 
contour to be generated. 
A black-on-white phantom image was generated with the aid of a 
Siemens Gammasonics Oigitron 1 digital image frame buffer and a Suma-
graphics magnetic pen and bitpad, interfaced to a Vax 11-750 VMS 
Computer. This image simulated a probable left-ventricular outline of 
a parasternal short axis echocardiographic plane (Figure 9). The car-
tesian coordinates of the phantom image outline were transferred from 
the Vax to the Cardio Revue Center by hand and were calibrated to 
correct for the differing aspect ratios of the Digitron and CRC 
monitors. The phantom image itself was transferred from the Oigitron 
to a 1/2 inch videotape (via the Cardio Revue Center videocassette 
recorder previously specified), where multiple frames were recorded for 
Figure 6. Parasternal short axis echocardiographic plane 
a. Stop frame from a real time two-dimensional echocardiogram 
parasternal short axis view at the mitral valve level at 
end-diastole, illustrating the right ventricle (RV), septum 
(S), mitral valve orifice (MVO), and posterior wall of 
the left ventricle (PW). 
b. Transducer and plane orientation used to obtain stop 
frame in Figure 6a. 
Fi gure 6a. 
Fi gure 6b. 
Figure 7. Apical four chamber echocardiographic plane 
a. Stop frame from a real time two-dimensiona.l echocardio-
gram apical four-chamber view at end-diastole, illustrat-
ing the r;9ht ventricle (RV), ri~ht atrium (RA), left 
ventricle (LV), and left atrium (LA). 
b. Transducer and plane orientation used to obtain the stop 




Fi 9 ure 8b. 
Figure 9. Black-on-white image simulating probable left ventricular out-line from the parasternal short 
axis echocardiographic plane. 
Figure 8. Apical two chamber echocardiographic plane 
a. Stop frame from a real time two-dimensional echocardio-
gram apical two-chamber view at end-diastole, illustrat-
ing the left ventricle (LV), left atrium (LA), and mitral 
valve (MV). 
b. Transducer and plane orientation used to obtain the stop 
frame in Figure 8a. 
prolonged image visualization without stop-framing. 
Quantification of Contours 
For contours generated from echocardiographic clinical studies 
three types of measurements were obtained and recorded for future 
analysis: 
1. Time required for contour generation. 
2. Number of RBP's required to generate an acceptable contour as 
determined by the operator (SBO method only). 
3. Sixty-four radial or hemichordal measurements. 
The computer system clock was used to time contour generation. 
In the ~1BO method this was accomplished by reading the system clock 
when the operator typed a keystroke to enter the contour generation 
mode. The clock was read again when the operator signaled completion 
of the contour by pressing the "end outline" bitpad command. The 
difference between the two times was recorded in units of seconds. 
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In the SBO method the system clock was read upon the operator's 
keystroke to enter contour generation mode, but not again when the 
operator pressed "end outline," since in the SBO method this command 
signals the completion of RBP entry rather than of contour generation. 
Instead, the second reading of the system clock for the SBO method 
occurred when the operator signaled through a keystroke that the com-
puter-generated contour was acceptable. Alternative keystrokes enabled 
the operator to make changes or start the contour over in which cases 
the timing continued without interruption until an acceptable contour 
was generated. The difference between the two times was recorded in 
units of seconds, as for the MBO method. 
For short axis views the center of mass was calculated by summing 
the coordinate values for each contour and dividing each sum by the 
total number of coordinate pairs. Radial measurements were then made 
from the centroid at 64 angles equally spaced over 360 degrees (Figure 
10). The measurements were recorded in units of pixels and no correc-
tion was made for aspect ratio. 
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For apical views the operator was asked to define apex and midbase 
markers (Figure lla). An axis was then constructed between the two 
markers and the point distinguishing the apical from the middle thirds 
was located (Figure llb). At this point a second axis was constructed 
perpendicular to the first and the midpoint of the chord formed by the 
intersection of this axis with the contour was located (Figure llc). A 
third axis was constructed from the midbase marker to the midpoint and 
all other axes were discarded (Figure lld). Twenty one points were 
then defined on the axis which equally subdivided its total length. 
Hemichordal measurements were obtained by constructing a ray starting 
from each point of the subdivided axis perpendicular to that axis and 
determining the length of the hemichord formed by the intersection of 
the ray with the contour. This calculation was performed on both sides 
of the axis. The remaining third of the 64 measurements were made 
radially from the midpoint to the apical outline at equally spaced 
angles over 180 degrees. Figure lle demonstrates the configuration of 
all 64 linear measurements for apical views(16). Measurements from 
apical views were recorded in ascending circular order starting at the 
lower left and ending at the lower right. 
Only one type of measurement was recorded for contours generated 
Figure 10. Radial measurements representing the distance 
from the geometric center of mass to the 
chamber border at 64 equidistant angles were 
used to quantify parasternal short axis con-
tours. 
Figure 11. Hemichordal measurement of an apical view. 
a. Left ventricular outline from an apical view 
with apex and midbase markers. 
b. Axis between apex and midbase with point 
separating the apical from the middle third. 
c. A second axis constructed perpendicular to 
the first with midpoint of chord formed by 
intersection with the contour. 
d. Third axis constructed from midbase to 
midpoint. 
e. Sixty four hemichordal measurements. 










from phantom images. This measurement is best described as a radial 
difference taken between the true border and the computer generated 
contour. Sixty four radial differences were calculated for each 
contour as described below. 
Since the 'true border coordinates of the phantom image outline 
were known, the true radial lengths were calculated for this outline 
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in the manner previously described for the short axis echocardiographic 
views (pg.38). When the operator generated a contour representing the 
phantom outline using either border definition technique, the 64 
radial lengths were calculated using the centroid of the true border. 
The 64 measurements to be used in the analysis were then the absolute 
radial differences at each angle between the true radial lengths and the 
operator-defined radial lengths (Figure 12). 
Three experienced observers generated all 6 cardiac contours for 
each of the selected patient studies over several trials. Both the MBD 
and the SBD methods were applied to each cardiac contour in random or-
der, producing a total of 12 contours per patient study per trial. 
Left ventricular endocardial borders were identified using the leading 
edge-to-leading edge techniques described by Wyatt et al.(17). Pap-
illary muscles were included within the confines of the left ventricu-
lar borders(16). Darkening of the room and real-time and slow-motion 
playback were used for better visualization of two-dimensional echo-
cardiographic images. Two observers completed five trials within a 
period of one to two months and one observer completed three trials in 
a period of two months. 
Seven observers generated contours from the phantom image using 
both border definition methods over ten trials. For each trial both 
T. 
True O~tline i Operator-defined Outline 
for i = 1, ... ,64 
Absolute Radial Difference = 10. - T·I 1 1 
Figure 12. Sixty-four absolute radial differences calculated for 
contours generated from the phantom image. This was 
accomplished by taking the difference between the true 
radial length and the radial length calculated from 
the operator-defined contour at each of 64 equidistant 
angles. 
border definition methods were applied in random order. Observers had 
varying levels of experience. Each observer was given approximately 
one half hour to practice before any data was recorded and all ten 
trials were generally performed in one sitting. 
Analysis of Data 
Data from all studies was hand-entered into the Tandem computer 
where analysis programs were executed in Fortran. All clinical data 
for each of the 6 cardiac contours were analyzed separately. 
Contour generation times from clinical studies were categorized 
into cells by observer, patient, trial, cardiac contour, and border 
definition method. Figures 13, 14, and 15 show frequency histograms 
of contour generation times from each of the 6 cardiac contours 
studied. Abnormally large time values (over 500 seconds) were con-
sidered the result of operator distraction and were eliminated from 
the analysis in order to prevent skewing of the data. A paired t-test 
was performed between methods over all cells. 
Mean number of RBP's was determined over all patients, trials, and 
observers for each of the 6 cardiac contours. 
In order to compare reproducibility of border definition methods 
radial or hemichordal length data from each cardiac contour was sep-
arated into cells by patient, observer, angle, and method. Two thirds 
of the data cells contained five trials and one third contained three 
trials. The variance of each cell was calculated and the cells were 
paired by border definition method so that a paired sign test (Figure 
16), for which the variances served as the paired variates, could be 
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Figure 15. Contour generation times for apical two-chamber view. 
a. Contour generation times for apical two-
chamber view at end-systole. 
b. Contour generation times for apical 
two-chamber view at end-diastole. 
SIGN TEST 
Group 1 Group 2 
= 
* i values of d are less than 0 
* n - i values of d are greater than 0 
* values of d equal to 0 are ignored 
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Figure 16. Nonparametric test to determine whether there is a signi-
ficant difference between two means in a paired experiment. 
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error in trapping contour coordinates, were eliminated from the analysis. 
In the analysis of the phantom data a value representative of the 
accuracy of the entire observer-defined contour with respect to the 
true outline was determined by averaging the absolute values of all 64 
radial differences associated with a given contour. The resulting mean 
absolute radial differences were paired by border definition method 
over all observers and over all trials and analyzed via a standard 
paired t-test. T-statistics were also determined for the first five 
trials and second five trials separately in order to determine whether 
there existed a learning curve that could affect the distribution. 
I I I. 
RESULTS 
Time Requirements 
The mean contour generation time for all six cardiac contours was 
shown by the paired t-test to be significantly greater for the SBD 
method. The validity of this result is questionable, since the fre-
quency histograms in Figures 13, 14, and 15 show that the distribution 
of times is not normal for either border definition method. The 
histograms do, however, indicate that the MBO distributions peak closer 
to zero seconds than do the SBD distributions. The median value over 
all contours for the MBO method was 27 seconds with a low of 7 seconds 
and a high of 245 seconds, while the median for the SBO method was 67 
seconds with a low of 30 seconds and a high of 492 seconds. Median, 
low and high values for each of the six· cardiac contours are outlined 
in Table 1. 
Storage Requirements 
No SBO contour required less than 6 or more than 22 RBPs. The 
mean number of RBPs required to generate an acceptable border over all 
cardiac contours was 9 with a standard deviation of + 3.B. The mean 
number of RBPs calculated for each cardiac contour along with the 
associated standard deviations can be seen in Table 2. 
TABLE 1 
Contour Generation Times for Manual and 
Semiautomatic Border Definition Methods 
Times in units of seconds 
cardiac MBD SBD 
contour median low high median, low high 
SAM end-systole 31 8 225 54 30 269 
SAM end-diastole 32 10 245 59 41 382 
A4CH end-systole 21 7 197 67 40 348 
A4CH end-diastole 24 9 157 71 52 232 
A2CH end-systole 24 8 199 72 47 260 
A2CH end-diastole 26 8 141 78 54 492 
~, 
TABLE 2 
Mean Number of Representative Border Points Used for 
Contour Generation by the Semiautomatic Border Definition Method 
mean number of 
cardiac contour representative border points sd 
SAM end-systole 7.52 2.58 
SAM end-diastole 8.05 4.27 
A4CH end-systole 8.86 2.68 
A4CH end-diastole 9.35 2.84 
A2CH end-systole 9.78 6.22 
A2CH end-diastole 10.37 6.22 
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Reproducibility 
Reproducibility of the MBD and SBD methods was compared via a sign 
test of radial or hemichordal measurements as previously described. 
The sign test results are outlined in Table 3. It can be seen that the 
SBD method produced left ventricular contours that were significantly 
more reproducible in both of the SAM contours and in the A4CH view at 
end-systole and A2CH at end-diastole. Of the remaining apical contours 
two, A4CH at end-systole and A2CH at end-diastole, showed no significant 
difference in reproducibility between methods. Only one out of the six 
cardiac contours, A2CH at end-diastole, proved to be significantly 
more reproducible when generated by MBD. 
Table 4 shows the mean variance for each contour and border def-
inition method in units of pixels squared. It is important to note that 
the mean variance of radial measurements from the A4CH at end-diastole 
was significantly larger for the SBD method than for the MBD method. 
This apparent contradiction to the results of the sign test is explained 
by the nonparametric nature of the measurements. A few aberrantly large 
variances, possibly undetected computer errors, will significantly skew 
the mean, but this phenomenon does not affect the outcome of the sign 
test. 
Accuracy 
The results of the paired t-test on phantom data are shown in 
Table 5. It can be seen that all three combinations of trials showed 
the mean 'mean absolute radial difference' to be significantly less 
for the SBD technique. A more significant difference was indicated 
during the second half of the learning curve over the ten trials than 
during the first half. 
TABLE 3 
Sign Test Analysis Comparing Variances of Radial or Hemichordal 
Lengths Between Manual and Semiautomatic Border Definition Methods 
cardiac 
contour i* n-i* n z p 
SAM end-systole 281 675 956 -12.74 .000 
SAM end-diastole 231 701 932 -15.39 .000 
A4CH end-systole 497 451 948 1.49 .136 
A4CH end-diastole 409 546 955 -4.43 .000 
A2CH end-systole 464 405 869 2.00 .046 
A2CH end-diastole 437 447 884 -.336 .784 
* i = number of cells for which the MBD variance was less than 
the SBD variance 
* n-i = number of cells for which the MBD variance was greater 
than the SBO variance 
TABLE 4 
Mean Variances of Radial or Hemichordal Measurements 
for Manual and Semiautomatic Border Definition Methods 
cardiac 
contour MBD(pixel s )2 SBD(pixel s )2 
SAM end-systole 2.149 1.907 
SAM end-diastole 4.518 1.229 
A4CH end-systole 1.730 1.815 
A4CH end-diastole 1.736 4.127 
A2CH end-systole 6.317 4.127 
A2CH end-diastole 4.426 4.824 
TABLE 5 
Results of Paired T-Test Comparing Mean Absolute Radial 
Differences Between Manual and Semiautomatic Border Definition Methods 
Trials t df p 
1 - 5 4.68 34 .000 
6 - 10 5.77 34 .000 
1 - 10 7.39 69 .000 
IV. 
DISCUSSION 
Several factors are involved in the production of accurate and re-
producible quantitative measurements from two-dimensional echocardio-
graphic images. These include echocardiographic technique, image 
quality, border identification technique, time constraints, quantifi-
cation method, experience level of operators, and border definition 
method. 
In the present research,echocardiographic technique and experience 
level of operators are assumed to be optimal. 
Image quality of the patient studies used in this research .was mod-
erate to very good. However, images may have been slightly degraded by 
transfer to a second videotape and by repeated and prolonged freezing 
of the frames selected for contour generation. An attempt was made to 
include images and cardiac views of the quality and type that would be 
most likely candidates for quantification, especially of regional wall 
motion and thickening indices. 
It is projected that images of improved quality may ameliorate the 
reproducibility of SBO contours more than that of MBD contours. This 
theory is evidenced by the results of the phantom study which indicate 
that when border identification error is eliminated, SBD produces a more 
accurate border than does MBD. Additionally, the inherent discrepancy 
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in border visualization between short axis and apical views may explain 
the comparatively average performance of SBD in three out of the four 
apical contours. Short axis views are in general more easily 
visualized than apical views and are subject to less echo dropout. 
Apical views are frequently clouded or even clipped at the apex and the 
endocardium is poorly visualized or unidentifiable along the lateral 
wall of the left ventricle. 
Image quality is affected by a number of variables. Among these 
are type and configuration of transducer, dynamic range of the system, 
levels of time variable gain, depth of penetration, line density of the 
sector, frame rate of the recording system, pulse repetition rate, 
quality and condition of the videotape, and echocardiographic technique. 
Most of these factors are not under the control of echocardiographers 
or echocardiographic technicians, but improvement of image quality is a 
continuing effort among designers of ultrasonic instruments. At present, 
however, further studies comparing the reproducibility of the SBO and 
~1BD methods using optimum quality images are needed in order to sub-
stantiate the theory that the superiority of SBO is ameliorated with im-
proved image quality. 
Other factors associated with the difference in comparative repro-
ducibility between short axis and apical contours may be related to the 
shapes of the left ventricular outlines. Subjectively, observers "found 
it to be a more natural motion to draw the open-ended banana shape of 
the apical views than to draw the closed circular shape of the short 
axis views. Alternatively, the spline algorithm is naturally suited to 
circular shapes and requires a minimum number of RBPs to produce an 
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acceptable contour. Apical views require more RBPs for contour gener-
ation and this factor combined with the increased ambiguity of border 
visualization in these views may result in greater potential error in 
the SBO method. 
Border identification is one of the most significant difficulties 
in the generation of accurate and reproducible two-dimensional echo-
cardiographic contours. Studies have shown that the leading edge-to-
leading edge technique used in the present research produces the most 
accurate linear and cross-sectional measurements of myocardial thick-
ness(1?). However, for adequate border visualization real-time and 
slow-motion playback must be carefully applied to each segment of the 
projected border, and special attention directed toward distinguishing 
the papillary muscles from the actual myocardium. This process is slow 
and tedious regardless of border definition method employed. Thus the 
accuracy and reproducibility of contours is greatly affected by the 
time constraints and self-discipline of the operator of the echocardio-
graphic quantification system. There is little motivation for most 
observers to seek maximum accuracy in border definition since there is 
no means by which accuracy of resulting contours can be evaluated. 
Thus time requirements and ease of use become key factors in the gen-
eration of accurate and reproducible contours. 
SBO was considered to be much less tedious than MBO by participants 
in the present research. Comparison of time requirements between meth-
ods showed SBO to be significantly more time consuming than MBO. How-
ever, contour generation time using SBO ;s highly machine-dependent, 
since the spline algorithm requires multiple real number calculations 
for which speed of completion is directly related to microprocessor 
capacity. Spline calculation on the Cardio Revue Center requires 
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35-45 seconds, depending upon the number of RBPs utilized, for each 
contour generation. Thus anywhere from 30% to 90% of each SBO contour 
generation time from the present data can be considered operator-waiting 
time. SBO contour generation times may be further increased by 
operator distraction during the waiting period when the operator1s 
attention is not directly required by the computer. 
Spline calculation time could be potentially reduced to zero 
through implementation of SBO on a system with a high-capacity l6-bit 
microprocessor (i.e. MC68000). Implementation of the spline algorithm 
in machine code or assembly language could also reduce time requirements. 
This improvement would enable SBD contour generation times to rival 
those of the MBD method. Further studies on a high capacity micro-
processor-based system are needed to substantiate this theory. 
Accuracy and reproducibility of contours is somewhat dependent 
upon quantification method. Regional left ventricular wall motion is 
evaluated through calculation of percent segmental area shrinkage or 
percent radial or hemichordal shortening from end-diastole to end-
systole. Studies have shown that the area shrinkage method is more 
reproducible and demonstrates more predictive accuracy in the identifi-
cation of regional wall abnormalities and possible infarct sites(3,19). 
A satisfactory algorithm for quantitation of regional left ventricular 
wall thickening via segmental areas has not yet been presented. Wall 
thickening can, however, be quantified via linear measurements as 
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described by Moreno et al.(16). Since radial or hemichordal measurements 
do provide clinically meaningful indices of left ventricular wall 
motion and thickening(16) and since they are much better suited to the 
limited real number capacity of the available microprocessor, these 
measurements were considered the most suitable means of quantifying 
contour accuracy and reproducibility in the present research. 
Linear measurement calculation for both border definition methods 
was affected by aspect ratio. Since measurements were determined in 
pixels with no attempt to correct for the monitor's approximate 3/4 
(horizontal/vertical) aspect ratio, measurements taken at angles nearly 
vertical were magnified compared to measurements taken at angles more 
nearly horizontal. This aberration in measurement was not relevant to 
the analysis of the clinical studies, since the sign test used to com-
pare variances between methods only compared cells described by the 
same angle. In the phantom studies the affect of the aspect ratio may 
have been more pertinent, since a single value was generated to repre-
sent all 64 radial measurements from each contour. Consequently, 
drawing errors at various angles were weighted differently in terms 
of severity. Since a large sample size was used it is projected that 
angular weighting of measurements was random enough to have little 
effect on the outcome of the phantom study. 
A hardware limitation in the accurate calculation of linear meas-
urements using the Cardio Revue Center was the resolution of the monitor. 
The present display screen consists of a 256 x 256 pixel grid which 
offers limited resolution of real number measurements. A 512 x 512 
pixel grid would present a visually more acceptable contour and would 
allow more precise calculation of radial measurements. 
A final topic of discussion involves the number of RBPs necessary 
to generate an acceptable contour as determined by the observer. Num-
ber of RBPs appears to be highly observer-dependent. In the present 
research observers were not instructed to use a minimum number of 
62 
border points, since increased attention to this aspect of semiautomatic 
contouring tends to increase contour generation time. Of the three 
observers who generated contours from the five clinical studies, 
observer had a low RBP number of 6 and a high of 12, observer 2 had 
a low of 6 and a high of 15, and observer 3 had a low of 8 and a high 
of 22. A projected theory is that informed placement of the minimum 
required number of RBPs minimizes error by minimizing subjective judge-
ments made by observers. Again, more studies are needed to compare 
reproducibility of contours where RBP number is the only variable in 
order to lend evidence concerning this theory. 
v. 
CONCLUSIONS 
The semiautomatic two-dimensional echocardiographic contouring 
system appears to have the following advantages over the manual con-
touring system presently in clinical use: 
1. Short axis contours generated using SBD are significantly more 
reproducible and the majority of apical contours appear equally as 
reproducible as those generated via MBD. 
2. SBD contours require an experimental mean of 9 and a maximum of 
22 cartesian coordinate pairs for contour storage with maximum 
preservation of integrity while MBD contours require 64 or more 
coordinate pairs. 
3. SBD has the potential to be as timely as MBD or even more timely. 
4. SBD contours are more accurate than MBO contours when the border 
is well defined. 
5. SBO appears to be less tedious and less fatiguing for the operator 
than MBD. 
Because of these advantages and because it has an even greater 
potential in the future as hardware modifications are implemented and 
image quality is improved, SBD appears to be a viable alternative to 
MBD for two-dimensional echocardiogram contour generation at the present 
time. Future developments in automated border definition may eliminate 
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the necessity for manual or semiautomatic methods and it is a likely 
possibility that spline interpolation could be used in conjunction with 
automated point recognition techniques to produce the least subjective 
and most accurate contour of any of the current methods. Thus the 
algorithm designed for this study has significant potential in the 
realm of two-dimensional echocardiographic border definition. 
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