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For the class of stably dissipative Lotka–Volterra systems we prove
that the rank of its defining matrix, which is the dimension of the
associated invariant foliation, is completely determined by the sys-
tem’s graph.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In his work “Leçons sur la Théorie Mathématique de la Lutte pour la Vie” [17] Volterra began the








, i = 1, . . . , n, (1)
where xi(t) ≥ 0 represents the density of population i in time t and ri its intrinsic rate of growth or
decay. Each coefficient aij represents the effect of population j on population i. If aij > 0 this means
that population i benefits from population j. A = (aij) is said to be the interactionmatrix of the system
(1). This system of differential equations is usually referred to as the Lotka–Volterra equations.
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For two-dimensional systems we can completely analyze the dynamics of (1) (see, for example,
[5]). However we are far from being capable of doing the same for higher dimensional Lotka–Volterra
systems, in spite of some important results [11,16,2,21].
There is a close relation between studying the dynamical properties of a Lotka–Volterra system
and the algebraic properties of its interaction matrix, and depending on that these systems can be
classified in tree main classes: cooperative or competitive; conservative; and dissipative.
For the cooperative and competitive systems, overall results were obtained by Smale [14] and Hirsch
[3,4], among others, for example, Zeeman [18–20], van Den Driessche and Zeeman [1], Hofbauer and
So [6], Smith [15] and Karakostas and Gyori [7].
Concerning the conservative systems, the initial investigations are attributed to Volterra, who also
defined the class of dissipative systems [17] looking for a generalization of the predator–prey system.




where XA,q(x) = x∗A(x−q). The symbol ‘∗’ denotes point-wisemultiplication of vectors inRn.We say
that system (2), thematrixA, or the vector fieldXA,q, are dissipative iff there is a positive diagonalmatrix
D such that Q(x) = xTADx  0 for every x ∈ Rn. Notice this condition is equivalent to xTD−1Ax ≤ 0,
because
xTD−1Ax = (D−1x)TAD(D−1x) = Q(D−1x) ≤ 0 .




xi − qi log xi
di
, (3)






(xi − qi)(xj − qj) = (x − q)TD−1A(x − q) ≤ 0. (4)
Since h function is proper, XA,q determines a complete semi-flow φ
t
A,q : Rn+ ←↩, defined for all t  0.
LetA,q denote the forward limit set of (2), i.e., the set of all accumulationpoints ofφ
t
A,q(x) as t → +∞,
sometimes referred to as the system’s attractor. By La Salle’s theorem [8] we know that for dissipative
systems A,q ⊆ { h˙ = 0 }.
The notion of stably dissipative is due to Redheffer et al., who in a series of papers in the 80s
[12,13,11,9,10] studied the asymptotic stability of this class of systems, using the term stably admissible
systems. Redheffer et al. designated by admissible the matrices that Volterra had initially classified
as dissipative [17]. We now give the precise definition of stably dissipative system. Given a matrix
A ∈ Matn×n(R) we say that another real matrix A˜ ∈ Matn×n(R) is a perturbation of A iff
a˜ij = 0 ⇔ aij = 0.
We say that a given matrix A, XA,q, or (2), is stably dissipative iff any sufficiently small perturbation A˜
of A is dissipative, i.e.,
∃  > 0 : max
i,j
|aij − a˜ij| <  ⇒ A˜ is dissipative.
From the interaction matrix A we can construct a graph GA having as vertices the n species{1, . . . , n}. See Definition 3.1 below. An edge is drawn connecting the vertices i and jwhenever aij = 0
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or aji = 0. Redheffer et al. [12,13,11,9,10] have characterized the class of stably dissipative systems
and its attractorA,q in terms of the graphGA. In particular, they describe a simple reduction algorithm,
running on the graph GA, that ‘deduces’ every restriction of the form A,q ⊆ {x : xi = qi}, 1  i  n,
that holds for every stably dissipative system with interaction graph GA. To start this algorithm they
use the following





wi wj = 0 ⇒ aii wi = 0, ∀ i = 1, . . . , n .
Since by La Salle’s theorem
A,q ⊆





(xi − qi) (xj − qj) = 0
⎫⎬⎭ ,
it follows thatA,q ⊆ {x : xi = qi} for every i = 1, . . . , n such that aii < 0. A vertex i is colored black,•, to state that A,q ⊆ {x : xi = qi} holds. Similarly, a cross is drawn at a vertex i, ⊕, to state that
A,q ⊆ {x : XiA,q(x) = 0}, which means {xi = const} is an invariant foliation under φtA,q : A,q ←↩.
All other vertices are colored white, ◦. Before starting their procedure, as aii  0 for all i, they color
in black every vertex i ∈ {1, . . . , n} such that aii < 0, and in white all other vertices. This should be
interpreted as a collection of statements about the attractor A,q. The reduction procedure consists of
the following rules, corresponding to valid inference rules:
(a) If j is a • or ⊕-vertex and all of its neighbors are •, except for one vertex l, then color l as •.
(b) If j is a • or⊕-vertex and all of its neighbors are • or⊕, except for one vertex l, then draw⊕ at
the vertex l.
(c) If j is a ◦-vertex and all of is neighbors are • or ⊕, then draw ⊕ at the vertex j.
Redheffer et al. define the reduced graph of the system, R(A), as the graph obtained from GA by suc-
cessive applications of the reduction rules (a), (b) and (c) until they can no longer be applied. In [11]
Redheffer andWalter proved the following result, which in a sense states that the previous algorithm
on GA cannot be improved.
Theorem 1.2. Given a stably dissipative matrix A,
(a) IfR(A) has only •-vertices then A is nonsingular, the stationary point q is unique and every solution of
(2) converges, as t → ∞, to q.
(b) IfR(A) has only • and ⊕-vertices, but not all •, then A is singular, the stationary point q is not unique,
and every solution of (2) has a limit, as t → ∞, that depends on the initial condition.
(c) IfR(A) has at least one ◦-vertex then there exists a stably dissipative matrix A˜, with GA˜ = GA, such that
the system (2) associated with A˜ has a nonconstant periodic solution.
In a very recent paper, Zhao and Luo [21] gave necessary and sufficient conditions for a matrix to
be stably dissipative, see Proposition 3.5.
The previous theorem tells us that when R(A) has only •-vertices, then the matrix A has always
maximal rank, rank(A) = n. In caseR(A) has only • and ⊕-vertices, then rank of the matrix A equals
the dimension of an invariant foliation. This led us to establish that the rank of any stably dissipative
matrix only depends on its graph. In particular the same is true for the dimension of the invariant
foliation of any stably dissipative system. See Theorem 4.2 and Corollary 4.3.
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2. Dissipative systems and invariant foliations
Assume the Lotka–VolterrafieldXA,q(x) = x∗A(x−q), defined in (2), is associatedwith adissipative
matrix Awith rank(A) = k. LetW be a (n − k) × nmatrix whose rows form a basis of
Ker(AT ) = { x ∈ Rn : xTA = 0 } .
Define the map g : Rn+ → Rn−k , g(x) = W log x, where log x = (log x1, . . . , log xn)T . Denoting
by Dx = diag(x1, . . . , xn) the diagonal matrix, the Jacobian matrix of g, Dgx = W D−1x , has maximal
rank n − k. Hence g : Rn+ → Rn−k is a submersion.
We denote byFA the pre-image foliation,whose leaves are the pre-images g
−1(c) of g. By a classical
theorem on Differential Geometry, each non-empty pre-image g−1(c) is a submanifold of dimension
k. Recall that the dimension of a foliation is the common dimension of its leaves. A foliation F is said
to be invariant under a vector field X if X(x) ∈ TxF for every x, where TxF denotes the tangent space
at x to the unique leaf of F through x. This condition is equivalent to say that the flow of X preserves
the leaves of F .
Proposition 2.1. If A is dissipative then the foliation FA is XA,q-invariant with dim(FA) = rank(A).
Proof. We have
Dgx(XA,q(x)) = Dgx(DxA(x − q))
= WD−1x DxA(x − q)
= WA(x − q) = 0 ,
becauseWA = 0. Hence XA,q(x) ∈ TxFA and FA is XA,q-invariant. 
Defining the symmetric and skew-symmetric parts of a matrix A by
Asym = A + A
T
2




the following decompositions hold
A = Asym + Askew and AT = Asym − Askew .
The following lemma is a simple but key observation
Lemma 2.2. Given a dissipative matrix A,
Ker(A) = Ker(AT ) = Ker(Asym) ∩ Ker(Askew).
Proof. It is obvious that Ker(A) ⊇ Ker(Asym) ∩ Ker(Askew). On the other hand, if v ∈ Ker(A) then
Av = 0, and hence vTAsymv = vTAv = 0. Since Asym ≤ 0, it follows that v ∈ Ker(Asym). Observing that
Askew = A − Asym, we have v ∈ Ker(Askew). Thus v ∈ Ker(Asym) ∩ Ker(Askew). We have proved that
Ker(A) = Ker(Asym) ∩ Ker(Askew). 
Define
EA,q = { x ∈ Rn+ : A(x − q) = 0 } (5)
to be the affine space of equilibrium points of XA,q.
Theorem 2.3. Given a dissipative matrix A, each leaf of FA intersects transversely EA,q in a single point.
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Proof. Let V be a k×nmatrix whose rows form a basis of Ker(A)⊥, the space generated by the rows of
A. With this notion, A(x− q) = 0 is equivalent to V(x− q) = 0. LetW be the (n− k)× nmatrix used




⎤⎦. By Lemma 2.2, Ker(AT ) = Ker(A), and this implies that U is nonsingular. The intersection
of a leaf g−1(c) of FA with the equilibria set EA,q is described by the system
x ∈ g−1(c) ∩ EA,q ⇔
⎧⎨⎩W log x = cV(x − q) = 0 .
Substituting u = log x, this system becomes equivalent to⎧⎨⎩Wu = cV(eu − q) = 0 .
In order to see that each leaf of FA intersects the equilibria set EA,q at a single point, it is enough to see




′ − q) = 0
imply u = u′. By themean value theorem for every i ∈ {1, . . . , n} there is some u˜i ∈ [ui, u′i] such that
eui − eu′i = eu˜i(ui − u′i),
which in vector notation is to say that
eu − eu′ = Deu˜(u − u′) = eu˜ ∗ (u − u′).
Hence⎧⎨⎩W(u − u
′) = 0
V(eu − eu′) = 0 ⇔
⎧⎨⎩W(u − u
′) = 0




⎤⎦(u − u′) = 0 ⇔ U
⎡⎣ I 0
0 Deu˜









3. Stably dissipative systems
Definition 3.1. Given a dissipativematrix Awe define its graph as GA = (VA,AA), withVA = V• ∪V◦,
V• = { 1  i  n : aii < 0 } and V◦ = { 1  i  n : aii = 0 }. A pair (i, j), with i = j, is an edge in
AA iff aij = 0 or aji = 0.
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Consider a simple graph G = (V,A) whose vertices are colored in black and white, meaning there
is a decomposition V= V• ∪ V◦ of the vertex set. We shall say that a vertex in V◦ is a ◦-vertex, while
a vertex in V• is a •-vertex. Such graphs will be referred as black and white graphs.
In [11] Redheffer and Walter gave the following important property of stably dissipative matrices
in terms of their associated graph.
Lemma 3.2. If A is a stably dissipative matrix then every cycle of GA has at least one strong link (•−•).
Proof. Theproof is by contradiction, for otherwisewe couldperturbA into anondissipativematrix. 
Definition 3.3. A black and white graph G is called stably dissipative iff every cycle of G contains at
least a strong link, i.e., an edge between •-vertices (•−•).
The name ‘stably dissipative’ stems from theusewe shallmake of this class of graphs to characterize
stably dissipative matrices. See Proposition 3.5 below.
Letus say that adissipativematrixA ∈ Matn×n(R) isalmost skew-symmetric iffaij = −ajiwhenever
aii = 0 or ajj = 0, and the quadratic form Q(xk)k∈V• =
∑
i,j∈V• aij xi xj is negative definite.
Proposition 3.4. Given a dissipative matrix A ∈ Matn×n(R), there is a positive diagonal matrix D such
that aij dj = −aji di whenever aii = 0 or ajj = 0, and for every xk ∈ Rwith k ∈ V•, ∑i,j∈V• aijdixixj  0.
Proof. LetDbe apositive diagonalmatrix such that for all x ∈ Rn,Q(x) = ∑i,j aijdixixj  0. Assuming
aii = 0, choose a vector x ∈ Rn with xi = 0 and xk = 0 for every k = i, j. Then for every xj ∈ R,
(aijdj + ajidi) xj + ajjdj x2j = Q(x)  0 ,
which implies that aijdj + ajidi = 0, and everything else follows. 
Recently, Zhao and Luo [21] gave a complete characterization of stably dissipative matrices.
Proposition 3.5. Given A ∈ Matn×n(R), A is stably dissipative iff GA is a stably dissipative graph and
there is a positive diagonal matrix D such that AD is almost skew-symmetric.
Proof. We outline the proof. Assuming A is stably dissipative, by Lemma 3.2, GA is stably dissipative.
TakeadiagonalmatrixD > 0according to Lemma1.1,which implies thatQ(xk)k∈V• =
∑
i,j∈V• aijdixixj
is negative definite. By Proposition 3.4, AD is almost skew-symmetric.
Conversely, assumeGA is stablydissipative, assumeAD is almost skew-symmetric, and take A˜ = (a˜ij)
some close enough perturbation of A. Let G˜A be the partial graph of GA obtained by removing every
strong link (•−•). BecauseGA is stably dissipative, the graph G˜A has no cycles.Wepartition the vertex set
{1, . . . , n} as follows: LetV0 be a setwith an endpoint in each connected component of G˜A. Recursively,
define Vk to be the set of all vertices such that there is an edge of G˜A connecting it to a vertex in Vk−1.
By construction, we have a map i → i′, associated with this partition, such that i′ ∈ Vk−1 for every
i ∈ Vk with k  1, and G˜A has an edge connecting i with i′. Then we consider the diagonal matrix
D˜ = diag(d˜j) whose coefficients are recursively defined by d˜i = di if i ∈ V0, and
d˜i = −d˜i′ a˜ii′
a˜i′i
for i ∈ Vk with k  1 .
It follows by induction in k that d˜i > 0 for every i ∈ Vk . For k = 0 this is automatic. Assuming this
holds in Vk−1, for any i ∈ Vk we have d˜i′ > 0, which implies that d˜i > 0 because a˜ii′ and a˜i′i have
opposite signs. The diagonal matrix D˜ is close to D because A˜ is near A. Therefore, by continuity, the
quadratic form Q˜(xk)k∈V• =
∑
i,j∈V• a˜ijd˜ixixj is negative definite. On the other hand, by definition of
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d˜i, d˜i a˜ii′ + d˜i′ a˜i′i = 0. Since every ◦−◦ and ◦−• connection links iwith i′ for some i /∈ V0, this implies
that for every (xi) ∈ Rn, ∑ni,j=1 a˜ijd˜ixixj  0. Hence A˜ is dissipative, which proves that A is stably
dissipative. 
4. Main results
Definition 4.1. Givena stablydissipative graphG,wedenoteby SD(G) the set of all dissipativematrices
Awith GA = G.
Our main theorem is
Theorem 4.2. Given a stably dissipative graph G, every matrix A ∈ SD(G) has the same rank.
By this theoremwe candefine the rank of a stably dissipative graphG, denoted hereafter by rank(G),
as the rank of any matrix in SD(G). Together with Proposition 2.1, this implies that
Corollary 4.3. Given a stably dissipative graph G, for every matrix A ∈ SD(G), any stably dissipative
Lotka–Volterra system with matrix A has an invariant foliation of dimension = rank(G).
Definition 4.4. We shall say that a graph G has constant rank iff every matrix A ∈ SD(G) has the same
rank.
With this terminology, Theorem 4.2 just states that every stably dissipative graph has constant
rank.
5. Simplified reduction algorithm
Asbefore, letA,q denote the forward limit set of (2), i.e., the set of all accumulationpoints ofφ
t
A,q(x)
as t → +∞.We say that a species i ∈ {1, . . . , n} is strongly dissipative iffA,q ⊂ { x ∈ Rn+ : xi = qi },
or equivalently limt→+∞ φtA,q,i(x) = qi, for all x ∈ Rn+. Similarly, we say that a species i ∈ {1, . . . , n}
isweakly dissipative iff limt→+∞ φtA,q,i(x) exists, for all x ∈ Rn+. With this terminology, the algorithm
of Redheffer et al., described in Section 1, is about the determination of all ‘strongly’ and ‘weakly
dissipative’ species of the stably dissipative system (2). Since the algorithm runs on the graph GA, the
conclusions drawn from the reduction procedure hold for all stably dissipative systems that share the
same graph GA.
The following proposition is a slight improvement on item (b) of Theorem 1.2.
Proposition 5.1. IfR(A) has only • and⊕-vertices then the system has an invariant foliation with a single
globally attractive stationary point in each leaf.
Proof. Combine Theorem 1.2(b) with Proposition 2.3. 
In [12] Redheffer and Zhou make the following remark:
Remark 5.2. Let A be dissipative and let every vertex ◦ in GA be replaced arbitrarily by ⊕. Then A is
nonsingular iff, by algebraic manipulations, every vertex can then be replaced by •.
We shall explain this remark in terms of a simpler reduction algorithm. Denote by EA,q the set of
all equilibria of (2), EA,q = { x ∈ Rn+ : A (x − q) = 0 }. Let us say that a species i ∈ {1, . . . , n}
is a restriction to the equilibria of XA,q whenever EA,q ⊂ { x ∈ Rn+ : xi = qi }. Notice that every
strongly dissipative species is also a restriction to the equilibria of XA,q. Think of coloring i as black
as the statement that i is a restriction to the equilibria of XA,q. Notice that at the beginning of the
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reductionalgorithm,described inSection1, theweaker interpretation thatall blackvertices correspond
to restrictions to the equilibria is also valid. If we simply do not write ⊕-vertices, but consider every
◦-vertex as a ⊕-vertex, then the reduction rules (b) and (c) can be discarded, while the first rule, (a),
becomes
(R) If all neighbors of a vertex j are •-vertices, except for one vertex k, then we can color k as a
•-vertex.
The idea implicit in the remark above is that (R) is a valid inference rule for theweaker interpretation
of the coloring statements above. Assuming that every ◦-vertex is a ⊕-vertex amounts to looking for
restrictions on the equilibria set EA,q instead of the attractor A,q. Let us still call reduced graph to the
graph, denoted byR∗(G), obtained from G by successively applying rule (R) alone until it can no longer
be applied. The previous considerations show that
Proposition 5.3. Given a stably dissipative matrix A, every •-vertex of R∗(GA) is a restriction to the
equilibria of XA,q.
We shall writeR∗(G) = {•} to express that all vertices ofR∗(G) are •-vertices.
Corollary 5.4. If G is a stably dissipative graph such that R∗(G) = {•} then every matrix A ∈ SD(G) is
nonsingular. In particular G has constant rank.
Proof. Given A ∈ SD(G), by Proposition 5.3 we have EA,q = {q}, which automatically implies that A is
nonsingular. 
In fact, the converse statement of this corollary holds by Remark 5.2.
Proposition 5.5. Let A be a stably dissipative matrix. If A is nonsingular thenR∗(GA) = {•}.
6. Proofs
We call any extreme ◦-vertex of G a ◦-endpoint of G.
Lemma 6.1. If a stably dissipative graph G has no ◦-endpoints thenR∗(G) = {•}.
Proof. LetG bea stablydissipative graphwithno◦-endpoints. Assume, by contradiction, thatR∗(G) ={•}. We shall construct a cycle in R∗(G) with no •−• edges. Since every ◦-vertex of R∗(G) is also a ◦-
vertex ofG, thiswill contradict the assumption thatG is stably dissipative. In the following construction
we always refer to the vertex coloring of R∗(G). Take j0 to be any ◦-vertex. Then, given jk take a
neighboring vertex jk+1 to be another ◦-vertex, if possible, or a •-vertex otherwise. While the path is
simple (no vertex repetitions) it cannot end at some ◦-endpoint, and it cannot contain any •−• edge
because whenever we arrive to a •-vertex from a ◦-one we can always escape to another ◦-vertex. In
fact, no •-vertex can be linked to a single ◦-vertex since otherwise we could reduce it to a •-vertex by
applying rule (R). By finiteness this recursively defined path must eventually close, hence producing a
cycle with no •−• edges. 
Given a stably dissipative graph G and some ◦-endpoint i ∈ V◦, we define the trimmed graph Ti(G)
as follows: Let i′ ∈ Vbe the unique vertex connected to i by some edge of G. Then Ti(G) is the partial
graph obtained from G by removing every edge incident with i′ except with i. See an example in Fig. 1.
The trimming operation preserves the stable dissipativeness of graph, i.e., Ti(G) is stably dissipative
wheneverG is. This follows byDefinition 3.3 because Ti(G) is obtained by removing some edges fromG.
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Fig. 1. A graph G and it’s trimmed graph Ti(G).
Similarly we define the trimmed matrix Ti(A) as follows: Annihilate every entry of row i
′, except for
ai′i and ai′i′ , and annihilate every entry of column i′, except for aii′ and ai′i′ .
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
· 0 · ∗ ·
0 0 0 aii′ ·
· 0 · ∗ ·
∗ ai′i ∗ ai′i′ ∗




· 0 · 0 ·
0 0 0 aii′ ·
· 0 · 0 ·
0 ai′i 0 ai′i′ 0
· 0 · 0 ·
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The ‘∗’ above represent entries of A that are annihilated in Ti(A).
Lemma 6.2. Let i ∈ V◦ be some ◦-endpoint of a stably dissipative graph G.
If A ∈ SD(G) then Ti(A) ∈ SD(Ti(G)) and rank(Ti(A)) = rank(A).
Proof. Take A ∈ SD(G) and let A′ = Ti(A), where i is some ◦-endpoint. Denote, respectively, by colj




j the jth column and the jth
row of the trimmedmatrix. Since i is a ◦-endpoint, aii′ is the only nonzero entry in rowi, and ai′i is the
only nonzero entry in coli. Then the trimmed matrix A
′ is obtained from A by applying the following
Gauss elimination rules, either simultaneously or in some arbitrary order
row′j := rowj −
aji′
aii′
rowi j = i′ ,
col′j := colj −
ai′j
ai′i
coli j = i′ .
Because Gauss elimination preserves thematrix rankwe have rank(A′) = rank(A). To finish the proof,
it is enough to see now that A′ is stably dissipative. We use Proposition 3.5 for this purpose. First,
GA′ = Ti(G) is stably dissipative as observed above. Let D be a positive diagonal matrix such that AD
is almost skew-symmetric. In view of Proposition 3.5, we only need to prove that A′ D is also almost
skew-symmetric. Notice that G and Ti(G) share the same black andwhite vertices. If a
′
kk = 0 or a′jj = 0
then also akk = 0 or ajj = 0. Hence, because AD is almost skew-symmetric, akj dj = −ajk dk . Looking
at the Gauss elimination rules above, we have a′kj = akj and a′jk = ajk , or else a′kj = a′jk = 0. In
either case we have a′kj dj = −a′jk dk . Finally, we need to see that Q ′(x)∈V• =
∑
k,j∈V• a′kjdjxkxj is
a negative definite quadratic form. If i′ is a ◦-vertex then Q ′(x)∈V• =
∑
k,j∈V• akjdj xkxj is negative
definite because AD is almost skew-symmetric. Otherwise, if i′ is a •-vertex, given a nonzero vector
(x)∈V• we define (x′)∈V• letting x′ = x for  = i′, while x′i′ = 0. Then














since (x)∈V• = 0 implies that either xi′ = 0 or else (x′)∈V• = 0. This proves that Q ′ is negative
definite. 
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Table 1
Some graph trimming examples.




As a simple corollary of the previous lemma we obtain
Lemma 6.3 (Trimming lemma). Let i ∈ V◦ be some ◦-endpoint of a stably dissipative graph G. If Ti(G)
has constant rank then so has G, and rank(G) = rank(Ti(G)).
We can now prove Theorem 4.2.
Proof. Definerecursivelya sequenceofgraphsG0, G1, . . . , Gm,withG0 = G, andwhereGi+1 = Tji(Gi)
for some◦-endpoint ji ofGi. This sequencewill endat somegraphGmwithno◦-endpoint. By Lemma6.1
wehaveR∗(Gm) = {•}. The connected components ofGm are either reducible to•-vertices by iteration
of rule (R), or else composed by◦-vertices alone. Since the◦-components cannot be trimmed anymore,
they must be either formed of a single ◦-vertex, or else a single ◦−◦ edge. By Corollary 5.4, Gm has
constant rank. Finally, applying inductively Lemma 6.3 we see that all graphs Gi have constant rank.
Hence G, in particular, has constant rank. 
Remark 6.4. The previous proof gives a simple recipe to compute the rank of a graph. Trim G while
possible. In the end, discard the single ◦-vertex components and count the remaining vertices. See
some examples in Table 1.
7. Trimming effect on dynamics
In this last section we use an example to describe the effect of trimming a stably dissipative matrix




x˙1 = x1((x2 − 1) + (x7 − 1))
x˙2 = x2(−2(x1 − 1) + (x3 − 1))
x˙3 = −x3(x2 − 1)
x˙4 = x4((x5 − 1) − (x7 − 1))
x˙5 = x5(−2(x4 − 1) + (x6 − 1))
x˙6 = −x6(x5 − 1)
x˙7 = x7(−(x1 − 1) + (x4 − 1) − (x7 − 1)),




0 1 0 0 0 0 1
−2 0 1 0 0 0 0
0 −1 0 0 0 0 0
0 0 0 0 1 0 −1
0 0 0 −2 0 1 0
0 0 0 0 −1 0 0
−1 0 0 1 0 0 −1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and fixed point q = (1, 1, 1, 1, 1, 1, 1). E has associated graph GA represented in Fig. 2.
The null space, Ker(A), is generated by the vector (1, 0, 2, 1, 0, 2, 0). Hence the foliation F , with
leaves Fc given by
Fc = {x ∈ R7 : log x1 + 2 log x3 + log x4 + 2 log x6 = c} ,
is an invariant foliation with dimension 6 in R7. The system’s phase portrait is represented in Fig. 3,
being the attractor a 3-plan transversal to F given by
 = {x ∈ R7 : x1 = x4, x2 = x5, x3 = x6, x7 = 1} .
The intersection of each leaf Fc with  is a surface Sc given by
Sc = Fc ∩  =
{




which is foliated into invariant curves by the level sets of h, defined in (3). Note that Sc corresponds to
an invariant leaf of the conservative system with graph ◦−◦−◦.
With the first trim on G we get the graph T6(G) represented in Fig. 4.
This corresponds to annihilate the entries (4, 5) and (5, 4) of the original matrix A. Notice that
the components x5 and x6 of the system are independent of the rest. Hence the dynamics of this new
system is the product of two independent LV systems represented in Fig. 5.
The five dimensional system on the left of Fig. 5 has a straight line of equilibria. Moreover it leaves
invariant a foliation of dimension four with a single globally attractive fixed point on each leaf. The
right-hand side system is a typical conservative predator–prey.
Now we have two different possibilities of trimming the graph T6(G): we can either choose the ◦-
endpoint 3 or else 4. In the first case we get the graph T3(T6(G)) represented in Fig. 6, whose dynamics
is illustrated in Fig. 7.
The three dimensional system in the middle of Fig. 7 has a straight line of equilibria. Moreover it
leaves invariant a foliation of dimension two with a single globally attractive fixed point on each leaf.
The left and right-hand side systems are typical conservative predator–preys.
In the second case we get the graph T4(T6(G)) represented in Fig. 8, whose dynamics is depicted in
Fig. 9.
Fig. 2. Associated graph of matrix A, G(A).
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Fig. 3. Phase portrait of a system E.
Fig. 4. The trimmed graph of G, T6(G).
Fig. 5. Representation of the system’s dynamics associated to the graph T6(G).
Fig. 6. The trimmed graph T3(T6(G)) of T6(G).
Fig. 7. Representation of the system’s dynamics associated to the graph T3(T6(G)).
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Fig. 8. The trimmed graph T4(T6(G)) of T6(G).
x x
Fig. 9. Representation of the system’s dynamics associated to the graph T4(T6(G)).
Fig. 10. The trimmed graph T1(T4(T6(G))) of T4(T6(G)).
x x
Fig. 11. Representation of the system’s dynamics associated to the graph T1(T4(T6(G))).
Here, the left-hand side three dimensional system is conservative, leaving invariant a foliation of
dimension two transversal to a straight line of equilibria. The middle and right-hand side systems are
typical predator–prey, respectively, dissipative and conservative.
Trimming T4(T6(G)) choosing the ◦-endpoint 1 we get the graph T1(T4(T6(G))) represented in Fig.
10, whose dynamics is a product of three predator–prey systems, illustrated in Fig. 11, with a one di-
mensional system consisting of equilibria.
Notice that by trimming T3(T6(G)) we obtain an isomorphic graph to the one in Fig. 10.
Acknowledgment
Thefirst authorwaspartially supportedby Fundaçãopara a Ciência e Tecnologia through theproject
"Randomness in Deterministic Dynamical Systems and Applications" (PTDC/MAT/105448/2008).
References
[1] P. van denDriessche,M.L. Zeeman, Three-dimensional competitive Lotka–Volterra systemswith no periodic orbits, SIAM J. Appl.
Math. 58 (1998) 227–234.
[2] P. Duarte, R.L. Fernandes, W.M. Oliva, Dynamics of the attractor in the Lotka–Volterra, J. Differ. Equ. 149 (1998) 143–189.
2586 P. Duarte, T. Peixe / Linear Algebra and its Applications 437 (2012) 2573–2586
[3] M.W. Hirsch, Systems of differential equations which are competitive or cooperative: I. Limit sets, SIAM J. Math. Anal. 13 (1982)
167–179.
[4] M.W. Hirsch, Systems of differential equations which are competitive or cooperative: III. Competing species, Nonlinearity 1
(1988) 51–71.
[5] J. Hofbauer, K. Sigmund, Evolutionary Games and Population Dynamics, Cambridge University Press, Cambridge, 1998.
[6] J. Hofbauer, J.W.H. So, Multiple limit cycles for three dimensional competitive Lotka–Volterra systems, Appl. Math. Lett. 7 (1994)
65–70.
[7] G. Karakostas, I. Gyori, Global stability in job systems, J. Math. Anal. Appl. 131 (1988) 85–96.
[8] J. LaSalle, Stably theory for ordinary differential equations, J. Differ. Equ. 4 (1968) 57–65.
[9] R. Redheffer, Volterra multipliers I, SIAM J. Alg. Disc. Math. 6 (1985) 592–611.
[10] R. Redheffer, A new class of Volterra differential equations for which the solution are globally asymptotically stable, J. Differ.
Equ. 82 (1989) 251–268.
[11] R. Redheffer,W.Walter, Solution of the stability problem for a class of generalized Volterra prey–predator systems, J. Differ. Equ.
52 (1984) 245–263.
[12] R. Redheffer, Z. Zhou, Global asymptotic stability for a class of many-variable Volterra prey–predator system, Nonlinear Anal.:
Theory Methods Appl. 5 (1981) 1309–1329.
[13] R. Redheffer, Z. Zhou, A class of matrix connected with Volterra prey–predator equation, SIAM J. Alg. Disc. Math. 3 (1982)
122–134.
[14] S. Smale, On the differential equations of species in competition, J. Math. Biol. 3 (1976) 5–7.
[15] H.L. Smith, On the asymptotic behavior of a class of deterministic models of cooperating species, SIAM J. Appl. Math. 46 (1986)
368–375.
[16] Y. Takeuchi, Global Dynamical Properties of Lotka–Volterra Systems, World Scientific, Singapore, 1996.
[17] V. Volterra, Leçons sur la Théorie Mathématique de la Lutte pour la Vie, Gauthier-Villars et Cie, Paris, 1931.
[18] M.L. Zeeman, Hopf bifurcations in competitive three dimensional Lotka–Volterra systems, Dyn. Stab. Syst. 8 (1993) 189–216.
[19] M.L. Zeeman, Extinction in competitive Lotka–Volterra systems, Proc. Am. Math. Soc. 123 (1995) 87–96.
[20] M.L. Zeeman, On diverted periodic orbits in three-dimensional competitive Lotka–Volterra systems, in: M. Martelli, K. Cooke,
E. Cumberbatch, B. Tang, H. Thieme (Eds.), Differential Equations and Applications to Biology and to Industry, World Scientific,
Singapore, 1995
[21] X. Zhao, J. Luo, Classification and dynamics of stably dissipative Lotka–Volterra systems, Int. J. Nonlinear Mech. 45 (2010) 603–
607.
