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Re´sume´
L’Ambient Intelligence est une nouvelle approche multi-disciplinaire des sciences
informatique, qui vise le de´veloppement d’environnements intelligents dans le
but d’ame´liorer la vie des individus. Les progre`s dans le domaine des techno-
logies de l’information et l’e´volution dans les diffe´rents domaines en sciences
informatiques de ces dernie`res de´cennies ont multiplie´ et diversifie´ les ressources
informatiques.
Aujourd’hui, l’informatique est omnipre´sente, dissimule´e dans des objets uti-
lise´s au quotidien en nous assistant silencieusement. Ce phe´nome`ne est de´fini
par les concepts de Disappearing Computer et de Ubiquitous et Pervasive Com-
puting. Les progre`s dans les domaines d’interactions homme-machine, d’Intel-
ligence Artificielle, la robotique, les re´seaux, etc, ont facilite´ la communication
entre l’utilisateur et le syste`me, et ont rendu la machine de plus en plus auto-
nome
Tous ces facteurs ont mene´ a` l’e´mergence de l’Ambient Intelligence. Ce nou-
veau concept est une jonction de presque tous les domaines des sciences in-
formatiques. L’Ambient Intelligence enrichi l’environnement avec des capteurs,
des actionneurs et un syste`me intelligent, lui permettant de percevoir le monde
re´el et d’agir pour ame´liorer la vie des individus. L’environnement intelligent
observe, apprend et s’adapte a` l’individu pour l’assister de manie`re approprie´e
et efficace dans sa vie quotidienne.
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Introduction
L’Ambient Intelligence est une nouvelle approche multi-disciplinaire des sciences
informatiques qui vise le de´veloppement d’environnements intelligents dont le
but est d’ame´liorer la vie de ses utilisateurs. Les conditions de son apparition
sont particulie`res et la technologie est encore me´connue du grand public.
Les progre`s dans le domaine des technologies de l’information et l’e´volution
dans les diffe´rents domaines en sciences informatiques de ces dernie`res de´cennies
ont multiplie´ les ressources informatiques et de communication. Le nombre d’or-
dinateur par foyer a augmente´ significativement, et la miniaturisation des mi-
croprocesseurs a e´largi la diversification des pe´riphe´riques avec un syste`me em-
barque´.
Des nouveaux concepts ont vu le jour tels que le Disappearing Computer,
l’Ubiquitous Computing, le Context-Awareness, le Machine Learning, l’inter-
action homme-machine multimodale, etc. Les ordinateurs sont de plus en plus
puissants, quelque soit leur taille. Aujourd’hui, l’informatique est omnipre´sente,
dissimule´e dans des objets utilise´s au quotidien en nous assistant silencieuse-
ment. De plus, son utilisation exige de moins en moins d’effort cognitif au point
que nous n’en avons plus conscience.
Tous ces facteurs ont mene´ a` l’e´mergence de l’Ambient Intelligence. Ce nou-
veau concept est une contribution de presque tous les domaines des sciences
informatiques. L’Ambient Intelligence enrichi l’environnement pour le rendre
au service des utilisateurs. Un re´seau de capteurs et d’actionneurs est dissimule´
dans l’environnement intelligent, lui permettant de percevoir le monde re´el et
d’agir en vue d’ame´liorer la vie des individus.
Ce me´moire a pour objectif d’analyser l’Ambient Intelligence depuis les pre-
miers concepts jusqu’a` ses applications dans la socie´te´ en passant par ses as-
pects les plus techniques. E´tant donne´ que ce concept est une approche multi-
disciplinaire, l’analyse en profondeur de chaque domaine des sciences informa-
tiques implique´s de´passerait les limites du me´moire. Cependant, nous fournis-
sons donc un e´tat de l’art suffisamment complet pour expliquer les diffe´rents
types de technologies de l’Ambient Intelligence au lecteur informaticien.
La structure du me´moire s’inspire de plusieurs articles de Juan Augusto
dont un handbook qu’il a co-e´crit [6, 35, 4, 7, 5, 30], et d’autres sources plus
spe´cialise´es dans certains domaines informatiques viennent comple´ter les diffe´rentes
parties.
De`s lors, l’analyse de l’Ambient Intelligence se structure de la fac¸on suivante :
L’introduction de l’Ambient Intelligence au chapitre 1 fournit les concepts de
base ne´cessaires pour comprendre ses objectifs. Le concept e´tant relativement
re´cent, il n’existe pas encore une de´finition standard revendique´e, mais l’ap-
proche est caracte´rise´e par les diffe´rents domaines des sciences informatiques.
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La de´composition des roˆles au chapitre 2 donne une vue d’ensemble sur
son approche. La description des roˆles permet de comprendre le processus de
l’Ambient Intelligence dans sa globalite´.
Le chapitre 3 de´finit l’architecture logicielle de manie`re ge´ne´rale. L’Ambient
Intelligence a besoin d’un Middleware pour fonctionner efficacement dans son
environnement, nous y de´crivons les caracte´ristiques attendues de cette techno-
logie.
Beaucoup de techniques d’Intelligence Artificielle ont leur utilite´ pour que
le syste`me puisse s’adapter a` l’utilisateur. Nous en pre´sentons quelques-unes au
chapitre 4 qui repre´sentent la me´thodologie du raisonnement.
L’Ambient Intelligence ne vise pas uniquement la maison de l’utilisateur.
Des exemples d’imple´mentations dans diffe´rents domaines d’applications sont
explicite´s au chapitre 5.
Avant de conclure, nous discutons des proble`mes qui peuvent actuellement
empeˆcher l’adoption de l’Ambient Intelligence dans le chapitre 6. Nous de´crivons
aussi les installations interactives, une approche voisine de l’Ambient Intelligence






L’Ambient Intelligence est ne´e d’une contribution de plusieurs domaines
en sciences informatiques dont elle inte`gre certaines de leurs proprie´te´s. E´tant
donne´ son caracte`re composite, il est donc difficile d’e´tablir une seule et unique
de´finition. Par ailleurs, on trouve plusieurs fac¸ons de la de´finir dans la litte´rature
scientifique. Cependant, l’Ambient Intelligence est conside´re´e comme un concept
a` part entie`re que nous spe´cifions a` la section 1.1. Il convient aussi d’expliquer
se´pare´ment les diffe´rentes contributions a` la section 1.2 -bien qu’elles soient par-




L’Ambient Intelligence vise le de´veloppement des ”environnements intelli-
gents” [8] au service des utilisateurs. Autrement dit, cela consiste a` augmenter
l’environnement physique par des technologies e´lectroniques, informatiques et
me´caniques dans le but d’aider intelligemment et efficacement les individus, en
exigeant le minimum d’intervention humaine.
De`s lors, un environnement intelligent peut se distinguer d’un environnement
ordinaire par les e´le´ments a` l’inte´rieur de celui-ci qui incluent :
des objets utilise´s dans le quotidien qui sont dote´s d’un syste`me embarque´ ;
plusieurs capteurs qui re´coltent diffe´rents types d’information du monde
physique en continu ;
des actionneurs qui sont re´partis a` travers l’environnement, preˆts a` modi-
fier son e´tat ;
le tout e´tant relie´ et coordonne´ par un syste`me informatique intelligent, ca-
pable d’adapter l’environnement de manie`re autonome au comportement
de l’utilisateur pour anticiper et re´pondre a` ses besoins.
De plus, a` tout moment l’utilisateur peut interagir de fac¸on naturelle (e.g. par
la voix ou les gestes) avec le syste`me.
La priorite´ de l’Ambient Intelligence est d’ame´liorer la vie de l’utilisateur,
en intervenant intelligemment et efficacement uniquement lorsque la situation le
requie`re. Pour intervenir intelligemment, le syste`me doit non seulement perce-
voir l’environnement et apprendre le comportement de l’individu, afin de recon-
naitre des contextes sur base des informations recueillies ; mais aussi prendre les
de´cisions sur les actions, qui sont soit exe´cute´es imme´diatement, soit planifie´es,
toujours dans l’inte´reˆt de l’individu. On dit alors que l’environnement intelligent
est sensible et pro-actif.
1.1.2 De´finition
La description au point pre´ce´dent re´ve`le la difficulte´ a` de´terminer une seule
de´finition a` l’Ambient Intelligence. En effet, ce concept couvre plusieurs do-
maines des sciences informatiques dont les plus pertinents, illustre´s a` la figure
1.1, incluent [4, 15, 5] : les re´seaux (Middlewares inclus), les capteurs et ac-
tionneurs, l’intelligence artificielle, l’interaction homme-machine, le ”Pervasive
Computing” et ”Ubiquitous Computing”. De`s lors, l’Ambient Intelligence est
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paradigme qui demande une collaboration entre toutes ces technologies et ne
doit pas eˆtre confondu avec uniquement l’une ou l’autre d’entre-elles.
L’Ambient Intelligence de´signe donc une approche multi-disciplinaire qui
e´tudie le de´veloppement de l’environnement intelligent dont le but est de fournir
des services aux individus qui y re´sident. Nous empruntons la de´finition de
l’Ambient Intelligent a` Augusto et utilise´e par Cook [4, 15] :
”A digital environment that proactively, but sensibly, supports people
in their daily lives.”
Par ailleurs, nous distinguons l’ ”environnement intelligent” (ou ”Smart Envi-
ronment”), de l’ ”Ambient Intelligence” dans le sens ou`, selon Augusto [8], le pre-
mier terme de´signe l’infrastructure physique (capteurs, actionneurs et re´seaux)
supportant le syste`me.
Fig. 1.1 – Lien entre l’Ambient Intelligence et les autres domaines en Sciences Infor-
matiques.[5]
1.1.3 Fonctionnalite´s attendues
Cook a confronte´ diffe´rentes de´finitions de l’Ambient Intelligence pour en
de´celer les principales proprie´te´s : sensible, re´actif, adaptif, transparent, ubiqui-
taire et intelligent.[15] Selon Cook, les proprie´te´s du sensible, re´actif et adaptif,
s’apparentent au ”context-aware computing”, un concept ne´cessaire a` l’Ambient
Intelligence pour percevoir et comprendre le monde re´el. De plus, la transpa-
rence dans un environnement intelligent se rapporte au concept du ”disappearing
computer”, lui-meˆme lie´ au concept de ”Ubiquitous Computing”. Ces derniers
concepts apporte´s par Weiser[43] sont de´finis a` la section suivante. Enfin, il
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est e´vident que la proprie´te´ du intelligent de´signe le domaine de l’Intelligence
Artificielle, un aspect indispensable.
L’Ambient Intelligence de´compose l’interaction entre l’environnement et le
syste`me selon 3 grandes taˆches : percevoir, raisonner et agir. Tout d’abord,
l’environnement physique et le re´sident sont perc¸us via les capteurs de mesures,
de vision (e.g. camera) et d’audio (e.g. micro, pie´zoe´lectrique) qui envoient les
donne´es au syste`me. Les premie`res phases du syste`me consistent a` repre´senter
les donne´es rec¸ues sous forme d’informations et de connaissances de l’e´tat de
l’environnement afin d’eˆtre en mesure d’infe´rer.
Ensuite, au cours du raisonnement, le contexte et les entite´s de l’environne-
ment sont mode´lise´s et infe´re´s via des me´thodes d’IA et de Machine Learning
pour reconnaitre le comportement de l’individu et de´terminer les re´actions pos-
sibles du syste`me. La prise de de´cision est aussi une e´tape non-triviale et peut
s’effectuer avec les me´thodes pre´ce´dentes , ou en utilisant, par exemple, des tech-
niques de simulation avec des syste`mes Multi-Agent, puis s’ache`ve au processus
de planification.
Enfin, avant d’agir, les actions sont ge´ne´ralement planifie´es via un processus
complexe. Ce traitement doit eˆtre capable de prendre les meilleures de´cisions en
combinant plusieurs processus, comme :
examiner les taˆches en cours et de´ja` planifie´es ;
de´cider du meilleur moment pour exe´cuter des actions ;
conside´rer les e´ve`nements inattendus pour maintenir la re´activite´ du syste`me.
prendre en compte les taˆches de´ja` planifie´es ; de´cider du meilleur moment
pour exe´cuter des actions ; tout en conside´rant les e´ve`nements inattendus pour
maintenir la re´activite´ du syste`me. L’analyse de ces roˆles est propose´e au cha-
pitre suivant 2 ou` nous re´sumons le fonctionnement a` travers des me´thodes d’IA
[35].
1.2 Concepts lie´s a` l’Ambient Intelligence
Comme mentionne´ pre´ce´demment, l’Ambient Intelligence se base sur les
concepts de Disappearing computer et Ubiquitous/Pervasive Computing. Le Context-
awareness est fondamental dans un environnement intelligent, Smart Environ-
ment, qui est le sie`ge du Ambient Intelligence. La description de ces concepts
permet de comprendre l’origine de cette approche.
1.2.1 Disappearing Computer
Le Disappearing Computer est un concept de´fini par Mark Weiser dans [44].
Bien que ce dernier n’en fournit pas une de´finition formelle, la communaute´
scientifique, dont Cook et al. [15], utilise sa ce´le`bre citation :
”The most profound technologies are those that disappear. They weave
themselves into the fabric of everyday life until they are indistingui-
shable from it”.[44]
Toujours selon Mark Weiser, la technologie informatique devient invisible si, non
seulement elle s’inte`gre et se fond dans notre environnement, mais aussi qu’elle
est simple a` manipuler et a` s’y habituer au point que l’individu l’utilise sans en
avoir conscience. Par ”simple”, nous entendons que l’utilisateur atteint son but
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ou obtient l’information de´sire´e sans effort de concentration et d’actions pour
accomplir la taˆche. La technologie se fond alors dans l’environnement et ame´liore
le quotidien de l’individu de fac¸on transparente. De`s lors, l’ide´e du ”Disappearing
Computer” ne se limite pas uniquement a` une e´volution technologique, mais est
aussi lie´e a` la psychologie de l’individu et son acceptation.
Il est e´vident que l’infrastructure physique de l’Ambient Intelligence doit eˆtre
discre`te pour ne pas troubler les habitudes de l’utilisateur. De plus, les progre`s
en Interaction Homme-Machine contribuent favorablement a` cet objectif : non
seulement les interactions deviennent de plus en plus proche du naturelle, mais
aussi, l’utilisateur peut de plus en plus se passer des pe´riphe´riques et interfaces
fastidieux (Desktop OS, e´cran, clavier et souris).
1.2.2 Ubiquitous/Pervasive computing
Le concept pre´ce´dent a mene´ Weiser et ses colle`gues au PARC (Palo Alto
Research Centre) a` e´laborer les concepts de Ubiquitous et Pervasive Computing.
Ces domaines se basent le phe´nome`ne de diversification et prolife´ration de la
technologie. En effet, le PC traditionnel e´volue vers des syste`mes informatiques
mobiles, embarque´s et distribue´s. Ces dispositifs se re´pandent discre`tement dans
notre environnement et nous les utilisons, parfois, sans en prendre conscience.
Certains scientifiques conside`rent ces termes interchangeables. Cook, Au-
gusto et al. [15, 4] les diffe´rencient par leurs de´finitions dans le dictionnaire
Oxford et ajoutent que IBM a attribue´ le terme ”Pervasive Computing” comme
autre appellation du ”Ubiquitous Computing”. Bien que ces 2 notions partagent
des e´le´ments cle´s, l’article [19] de Dillon rappelle la diffe´rence de leur signi-
fication. Le concept Ubiquitous Computing de´signe ”l’informatique partout”
par l’abondance des ressources disponibles dans l’environnement, la possibi-
lite´ de communication entre les diffe´rents pe´riphe´riques mobiles et fixes. Alors
que le concept Pervasive Computing de´signe l’ensemble des outils, des sup-
ports re´partis partout dans l’environnement pour permettre l’acce`s aux res-
sources. Donc, nous conside´rons que Ubiquitous et Pervasive Computing sont
comple´mentaires. Le premier ne´cessite que l’information soit omnipre´sente, tan-
dis que le second rend l’information disponible partout.
De`s lors, dans la suite, nous utiliserons le terme Ubiquitous/pervasive afin
noter la combinaison des deux notions. L’Ambient Intelligence ajoute l’aspect
intelligence a` ces notions.
Remarques : Mark Weiser est conside´re´ comme le pe`re de l’Ubiquitous Com-
puting, concept qu’il a introduit en 1988 [45]. Il voyait de´ja` un futur ou` les
ordinateurs ne se limiteraient pas au PC, mais sont re´duits, invisibles, inter-
connecte´s et embarque´s dans diffe´rents objets de notre environnement, de´finissant
ainsi le Ubiquitous Computing. Dans son article ”The Computer for the 21st
Century” [44] datant de 1991, s’appuyant sur son concept de ”Disappearing
Computer”, il y de´crit ses pre´visions sur l’e´volution des ordinateurs et des fu-
tures utilisations, qui se concre´tisent en effet progressivement a` notre e´poque. En
91, il existait de´ja` des ordinateurs embarque´s (et invisibles) dans des objets de
l’environnement comme par exemple des interrupteurs de lampes, des thermo-
stats etc. Mais pour envisager un re´seau Ubiquitous Computing, ces ordinateurs
doivent se re´pandre d’avantage a` travers les objets et eˆtre inter-connecte´s.
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Weiser et ses colle`gues mettent aussi en e´vidence deux facteurs cruciaux
du Ubiquitous Computing : la localisation et l’e´chelle. D’une part, ces derniers
doivent eˆtre conscients de leur position pour, par exemple, adapter leur com-
portement selon la pie`ce ou` ils se trouvent. D’autre part, ils doivent eˆtre de
diffe´rentes tailles, chacune servant a` une taˆches particulie`re, pour ainsi multi-
plier le nombre de dispositifs, voire une centaine au sein d’une meˆme pie`ce. Bien
entendu, les e´quipements et les caˆbles sont camoufle´s afin que l’utilisateur uti-
lisent les ordinateurs sans s’en apercevoir. Weiser insiste sur le fait que l’Ubiqui-
tous Computing consiste en uniquement un ensemble d’ordinateurs embarque´s
inter-connecte´s sans ne´cessairement une intelligence artificielle re´volutionnaire.
Ses expe´riences du ubiquitous computing se faisaient sur des ”tablet”, des ta-
bleaux partage´s, etc, d’ou` il en a tire´ cette conclusion : ” Prototype tabs, pads
and boards are just the beginning of ubiquitous computing. The real power of the
concept emerges from the interaction of all of them. ” [44]
1.2.3 Context-Awareness et Entite´
Le contexte ne semble pas avoir de de´finition officielle ; nous proposons donc
la plus utilise´e [26, 38, 39] qui donne aussi la de´finition d’une entite´ dans l’en-
vironnement, terme que nous utiliserons souvent. Un contexte est de´finit par
”any information that can be used to characterize the situation
of an entity. Entities can be considered to be persons, places, or any
object that is considered relevant to the interaction between a user
and an application, including the user and applications themselves.”
De plus, 2 types de contexte peuvent eˆtre distingue´s [26]. :
le contexte interne, repre´sente l’e´tat de l’utilisateur comme son e´motion,
ses relations sociales.
le context externe, repre´sente l’e´tat de l’environnement comme la tempo-
ralite´, la localisation.
Cependant, nous verrons que d’autres informations de contexte plus com-
plexe peuvent eˆtre construite par fusion de donne´es des capteurs, comme par
exemple l’intention de l’utilisateur.
1.2.4 Smart Environments
Cook de´crit les Smart Environments comme l’Ambient Intelligence, mais en
mettant l’accent sur la technologie et l’infrastructure utilise´e [16]. Tout comme
Augusto [8, 7], nous distinguons les significations de Ambient Intelligence et
Smart Environment, ou` ce dernier de´signe l’environnement enrichi par des cap-
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Les re´centes avance´es technologiques ont permis la miniaturisation, la diver-
sification et la multiplication des syste`mes informatiques embarque´s. De nos
jours, ces syste`mes sont re´pandus autour de nous, depuis la simple montre
(Smart Watch) ou la paire de lunettes (e.g. Google-Glass), a` la maison (Smart
Home), en passant par les te´le´phones (Smart Phone), te´le´visions (Smart TV),
appareils e´lectrome´nagers, voitures, etc. Les chercheurs de´finissent cette situa-
tion par les concepts de Pervasive et Ubiquitous Computing.
De plus, l’e´volution dans les diffe´rents domaines en sciences informatiques
tend a` rendre ces syste`mes de plus en plus autonomes, intelligents et simple a`
utiliser. Des applications permettent d’automatiser le comportement de un ou
plusieurs appareils qui contribuent a` ame´liorer le quotidien des utilisateurs, avec
ou sans intervention humaine. En outre, l’interface homme-machine devient plus
adapte´ et plus proche du comportement humain. Par exemple, un ordinateur
peut eˆtre controˆle´ par les gestes ou la parole, puis re´pondre oralement, ou via
un affichage e´pure´ sur un e´cran tactile qui peut eˆtre incruste´ dans n’importe
quel objet de l’environnement.
De`s lors, les progre`s en domotique, Pervasive-Ubiquitous Computing, Intel-
ligence Artificielle, re´seaux et middleware, Interface Homme-Machine, et
de´veloppement des capteurs ont donne´ naissance aux environnements intelli-
gents et l’Ambient Intelligence. Le syste`me intelligent peut eˆtre conside´re´ comme
un majordome qui prend soin de cet environnement et offre ses services au
re´sident. Concre`tement, pour agir intelligemment, ce majordome (agent intel-
ligent) doit surveiller l’environnement, pour ensuite raisonner pour prendre la
meilleure de´cision dans l’inte´reˆt du re´sident, ce processus est repre´sente´ a` la
figure 2.1.
Dans ce chapitre, nous de´finissons les principaux roˆles de l’Ambient In-
telligence. Comme l’humain, l’Ambient Intelligence est dote´ de sens, des cap-
teurs, pour percevoir son environnement avec toutes les entite´s physiques qu’il
contient. La section 2.1 de´crit l’usage des capteurs. Le syste`me doit servir l’utili-
sateur selon ses ordres, la section 2.2 de´crit l’interaction entre eux. Le raisonne-
ment intervenant a` plusieurs niveaux du syste`me, la section 2.3 donne un aperc¸u
des me´thodes utilise´es sans pre´tention technique. Enfin, suite aux de´cisions du
syste`me, l’e´tat de l’environnement peut eˆtre modifie´ par des actionneurs dont
des exemples sont pre´sente´s a` la section 2.4.
2.1 Perception de l’environnement
L’Ambient Intelligence perc¸oit l’environnement via des capteurs typiquement
assez petits pour eˆtre cache´s et re´partis dans l’environnement. Les capteurs
sont primordiaux pour e´tablir le lien entre l’Ambient Intelligence et le monde
physique, e´tant donne´ que l’intelligence artificielle utilise les donne´es sensorielles
du monde re´el [15].
Les capteurs pre´le`vent en continu des mesures sur l’e´tat de l’environne-
ment et l’utilisateur. Des capteurs sont conc¸us pour la mesure de pression,
force, l’humidite´, la tempe´rature, les radiations, les vibrations, le son (capteur
pie´zoe´lectrique), la lumie`re (capteur optique), la proprie´te´ des fluides, la phy-
siologie (couple´ a` un moniteur de sante´ par exemple) [15, 29]. En plus de ces
pre´le`vements, les capteurs de vision (e.g. la came´ra) permettent au syste`me de
voir l’environnement via l’analyse des images acquises. Le domaine du Computer
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Fig. 2.1 – Processus de l’Ambient Intelligence avec les principales technologies de
raisonnement [9].
Vision fournit des techniques d’analyse d’image ou de flux d’images, la recon-
naissance d’objets et de sce`nes [35], et donc des outils pre´cieux dans le cadre
du Context-Awareness. Il est notamment possible de reconnaitre des e´motions
humaines par la reconnaissance d’expression faciale.
2.2 Interaction Homme-Machine
L’interaction Homme-Machine est un important domaine en sciences infor-
matiques et un des aspects fondamentaux de l’Ambient Intelligence. Toutefois,
l’interaction entre l’utilisateur et le Smart Environment est partage´e entre deux
points de vue [8] . D’une part, l’Ambient Intelligence tend a` re´duire l’interac-
tion humain-machine explicite. De`s lors, le syste`me est suffisamment intelligent
pour pre´dire les besoins de l’utilisateur, graˆce a` la reconnaissance de situation
(Context-Awareness), et agir en conse´quence. L’Ambient Intelligence dispose
d’une panoplie de techniques d’intelligence artificielle pour raisonner et prendre
des de´cisions, comme nous le verrons au point suivant. D’autre part, certains
utilisateurs souhaitent aussi interagir directement avec le syste`me. De`s lors, les
recherches et de´veloppements en HCI permettent de rendre la communication
plus proche du naturel.
Butz [13] met en e´vidence la diffe´rence entre les paradigmes PC et Ambient
Intelligence concernant les pe´riphe´riques Input/Output. Avec le paradigme PC,
la varie´te´ des pe´riphe´riques traditionnels, comme l’e´cran, le clavier et la sou-
ris, est limite´e et leur utilisation est standardise´e. Alors que dans le domaine
de l’AmI, la varie´te´ des pe´riphe´riques est plus large et l’e´ventail d’interactions
possibles est bien plus importante. En effet, l’utilisateur peut interagir avec
l’environnement intelligent en utilisant tout son corps et ses sens [13]. Notons
aussi la pre´sence des capteurs qui peuvent avoir une influence dans l’interaction.
Par conse´quent, le Smart Environment doit reconnaitre des contextes a` partir
d’un large flux d’informations lie´es a` l’interaction, ce qui rend plus complexe les
processus de de´veloppement et d’e´valuation en Ambient Intelligence que nous
e´voquerons au chapitre 6.
Face a` cette situation, Lo´pez-Co´zar et Callejas proposent dans [26] d’em-
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ployer les ”Multimodal Dialogue Systems”. Ce type de syste`me fournit plusieurs
moyens d’interaction entre l’humain et l’ordinateur via plusieurs technologies
Input/Output. Par exemple, l’utilisateur peut communiquer avec le syste`me via
plusieurs modalite´s d’Input comme la reconnaissance vocale, la reconnaissance
des gestes, de l’expression faciale, de lecture sur les le`vres en plus des interfaces
traditionnelles (e´cran tactile par exemple). Ensuite, le syste`me peut re´pondre
via plusieurs modalite´s d’Output, comme par exemple la ge´ne´ration de texte en
langage naturel ou la synthe`se vocale couple´e a` la technologie Text-To-Speech
(TTS), ou encore la ge´ne´ration de graphique, sons, retour tactile/haptique.
Les modalite´s de dialogue peuvent eˆtre choisies par l’utilisateur ou le syste`me.
Le premier peut parame´trer ses pre´fe´rences, comme par exemple la langue, la
modalite´ de communication (par exemple, vocale ou par e´crit), le type de voix
(fe´minin ou masculin), etc, et donc le syste`me utilisera son profil dans les ap-
plications. Tandis que le syste`me peut ge´ne´rer un mode`le de l’utilisateur a` la
vole´e pendant l’exe´cution en analysant son comportement. Cette me´thode, ap-
pele´e ”online user modelling”, permet au syste`me de choisir les modalite´s de
Input/Output de manie`re approprie´e et cohe´rente, selon le besoin et le contexte.
En outre, plusieurs modalite´s de dialogue peuvent eˆtre combine´es afin d’ame´liorer
l’efficacite´ de la communication. Par exemple, la combinaison de plusieurs mo-
dalite´s d’Input aident a` ame´liorer le mode`le de l’interaction. En effet, les in-
formations obtenues des diffe´rentes modalite´s d’Input, soit se comple`tent et
enrichissent le mode`le, soit ont de la redondance et augmentent la pre´cision et
la fiabilite´ du mode`le. De plus, les multiples modalite´s de dialogue donnent au
syste`me une grande capacite´ d’adaptation, ce qui permet notamment de faciliter
l’acce`s a` des personnes avec un handicap. De`s lors, le syste`me est capable de
s’adapter aux conditions de l’environnement comme la lumie`re, l’acoustique et
le besoin d’intimite´.
Des Multimodal Dialogue Systems ont e´te´ conc¸us pour de nombreuses appli-
cations, comme par exemple en robotique ou en domotique (le syste`me GENIO
par exemple [20]). Cependant, l’identification et le tracking individuel, lorsque
plusieurs utilisateurs cohabitent dans le meˆme Smart Environment, restent un
challenge que nous discuterons au dernier chapitre 6. Les me´thodes de la gestion
du dialogue, incluant la mode´lisation et le traitement des donne´es en Input, les
strate´gies d’interaction et la ge´ne´ration de re´ponse, seront de´taille´es au chapitre
4.
2.3 Raisonnement
Cette section fournit juste la description du raisonnement a` diffe´rents ni-
veaux du syste`me d’Ambient Intelligence. L’aspect plus technique concernant
les me´thodes et techniques d’intelligence artificielle et de Machine Learning, est
pre´sente´e au chapitre 4.
Le challenge du de´veloppement de l’intelligence de l’Ambient Intelligence est
de s’assurer que ce dernier sera capable, une fois sorti du laboratoire, d’affronter
les incertitudes de la vie dans le monde re´el [8]. Pour ce faire, le Smart Environ-
ment doit eˆtre capable de de´tecter les situations et y re´pondre ade´quatement.
Toujours selon Augusto et al. [8], le Smart Environment est conside´re´ comme
re´ellement intelligent s’il est capable de : ”(a) learn habits, preferences and needs
of the occupants, (b) correctly diagnose situations, (c) be aware of where and
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when the events of interest occur, (d) integrate mobile elements like robots, and
(e) provide a structured way to analyze, decide and react over that environment.”
Rappelons que l’Ambient Intelligence inclut le concept de Context-Awareness ;
donc, si nous analysons a` n’importe quel moment le Smart Environment, Au-
gusto [4] sugge`re que celui-ci doit re´pondre aux fameux ”5 Ws” (Who, Where,
When, What, Why), un principe de conception :
— Who : Vise l’identification des entite´s pertinentes au sein de l’environ-
nement. Par exemple, l’utilisateur, un animal ou un robot, ainsi que les
relations sociales.
— Where : Concerne la track de l’utilisateur pour pouvoir le localiser dans
l’environnement, voire aussi a` l’exte´rieur. Ses de´placements sont aussi des
renseignements utiles. Donc toute information spatiale.
— When : Concerne l’ordonnancement des activite´s, des e´ve`nements, leur
fre´quence, dure´e, etc. La dimension du temps est fondamentale pour la
compre´hension et la pre´diction des activite´s. Donc toute information tem-
porelle.
— What : Concerne la reconnaissance d’activite´. L’Ambient Intelligence est
capable de reconnaitre un sce´nario pendant le de´roulement de l’activite´ en
utilisant une logique spatio-temporelle.
— Why : Car l’Ambient Intelligence est en mesure de comprendre les in-
tentions du re´sident et est capable d’anticiper ses besoins. Le syste`me
progresse pour toujours mieux servir l’utilisateur graˆce a` l’apprentissage
et l’analyse de contexte.
Les re´ponses a` ces questions permettent d’e´tablir des informations contex-
tuelles comple`tes a` partir des donne´es obtenues par les capteurs. De`s lors, ces
informations permettent au syste`me de raisonner pour prendre la de´cision d’agir
dans le meilleur inte´reˆt de l’utilisateur, afin de comprendre l’acheminement des
informations vers le ”cerveau” du syste`me jusqu’a` l’action qu’il va entreprendre.
Ramos et al. [35] pre´sentent les e´tapes de raisonnement essentielles a` l’Ambient
Intelligence, ainsi que des exemples de techniques d’Intelligence Artificielle. Nous
les re´sumons ci-dessous en mentionnant aussi les techniques d’Intelligence Arti-
ficielle liste´es par Cook et al [15].
2.3.1 Interpre´tation de l’e´tat de l’environnement
Comme vu pre´ce´demment, l’ensemble des capteurs fournissent un grand vo-
lume de donne´es brutes. Les signaux sont souvent traite´s directement au niveau
du capteur, alors que les donne´es brutes peuvent eˆtre traite´es a` partir d’une
couche ”Middleware” (chapitre 3.2). Des me´thodes de raisonnement permettent
de pre´-traiter certains types de donne´e complexe, par exemple la reconnaissance
vocale qui traite les donne´es audio brutes pour fournir de l’information sur les
sons capte´s. La reconnaissance faciale fait partie du domaine du Computer Vi-
sion qui permet d’automatiser la vision. Cette science fournit des techniques
de traitement d’image et de flux d’images acquises via un capteur de vision. Le
Computer Vision inclut aussi des domaines comme la reconnaissance d’e´motion,
d’objet, l’analyse de sce`ne, de mouvement, etc.
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2.3.2 Repre´sentation de l’information et la connaissance
associe´e a` l’environnement
Des techniques de raisonnement sont utilise´es pour re´soudre les proble`mes
de comple´tude et d’incertitude sur les donne´es rec¸ues, comme par exemple [37]
les Bayesian Networks, fuzzy logic, rough sets. La repre´sentation de la connais-
sance est un des aspects les plus importants en Ambient Intelligence, en utilisant
des techniques telles que information retrieval, text mining, les ontologies et le
web se´mantique. De plus [15], les donne´es poursuivent un traitement, via data-
mining par exemple, pour identifier des patterns afin de construire un mode`le
du comportement de l’utilisateur. Ce dernier peut eˆtre construit, par exemple,
avec le mode`le hie´rarchique, Markov, ou encore par apprentissage de re`gles fuzzy
logic a` partir des actions de l’utilisateur. Il est possible de construire le mode`le
depuis les donne´es vide´os par la recherche de intertransaction association rules.
De meˆme avec les donne´es audio, le speech detection aide a` ge´ne´rer des relations
sociales entre individus. De`s lors, le mode`le construit a` partir de l’identifica-
tion de patterns permet d’identifier des changements de comportement ou des
anomalies. De cette manie`re, les connaissances sur l’utilisateur se pre´cisent et
permet au Smart Environment de s’adapter.
2.3.3 Mode´lisation, simulation et repre´sentation des en-
tite´s dans l’environnement
Le Multi Agent System (MAS) permet de mode´liser efficacement l’environ-
nement (e.g. les pie`ces d’une maison) et les entite´s (e.g. les individus, la voiture,
...). Cette technique aide non seulement a` mode´liser le monde re´el, mais aussi
l’aspect social, ce qui fournit une base pour effectuer des simulations. En outre
[15], la mode´lisation des activite´s de l’utilisateur, via par exemple des tech-
niques de Machine Learning, donne la capacite´ de reconnaitre et pre´dire les
activite´s pour anticiper les besoins de l’utilisateur et l’assister dans ses taˆches
quotidiennes.
2.3.4 Planification des de´cisions ou des actions
L’Intelligence Artificielle est tre`s pre´sente dans les proble`mes de planification
afin de trouver les solutions pour atteindre un but pre´cis [37, 10]. Diffe´rente
strate´gies de planification et d’exe´cution des taˆches existent :
— online ou offline : les plans sont e´labore´s, respectivement, pendant ou avant
l’exe´cution.
— deliberative : planifie et exe´cute le plan sans tenir compte d’e´ve`nements
inattendus.
— reactive : re´agit aux e´ve`nements inattendus.
— hybride : combine deliberative et reactive selon des politiques.
La planification est souvent accompagne´e de techniques d’optimisation avec des
algorithmes de recherche comme par exemple : les algorithmes ge´ne´tiques, al-
gorithme de la fourmilie`re, taboo search, simulated annealing, et particle swarm
intelligence. D’autres techniques peuvent eˆtre utilise´es [15, 37], voici quelques
exemples succincts de leur application : la logique temporelle (aborde´e au cha-
pitre 4.1) associe´e a` un syste`me de re`gles a permis de ramener un environnement
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juge´ instable (de´tection d’une situation hasardeuse) a` un e´tat stable ; les re´seaux
neuronaux avec reinforcement learning arrivent a` controˆler de manie`re optimale
un ensemble de lampes et ventilateurs ; me´thode d’apprentissage de fuzzy rules
base´ sur l’observation permet d’automatiser les habitudes de l’utilisateur ; hie-
rarchical task network (HTN) re´alise un objectif donne´ en organisant les plans
et les se´quences d’actions, tout en envisageant les alternatives, pour atteindre
son but.
2.3.5 Apprentissage sur l’environnement et ses aspects as-
socie´s
Le Smart Environment apprend, via principalement des techniques de Ma-
chine Learning, en observant l’utilisateur. Cela permet au syste`me d’agir dans
l’inte´reˆt de l’utilisateur sans l’importuner avec des interventions qu’il ne sou-
haite pas. De`s lors, avec la reconnaissance d’action a` partir des nombreuses
informations de contexte re´colte´es par diffe´rents types capteurs, le mode`le des
activite´s augmente son catalogue et s’affine par des techniques de Machine Lear-
ning comme [10, 37] les naive bayesain classifiers ou l’apprentissage de descrip-
tions logiques d’activite´ via un arbre de de´cision [15]. D’autres me´thodes per-
mettent de reconnaitre une activite´ en utilisant des probabilite´s de se´quence
d’e´ve`nements provoque´s par les capteurs, calcule´es via [10] les mode`les de Mar-
kov, dynamic Bayes Network et conditional random fields.
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Fig. 2.2 – L’Ambient Intelligence du point de vue de l’Intelligence Artificielle.[35]
2.4 Action sur l’environnement
Suite au raisonnement, le syste`me a pris la de´cision d’agir sur l’environne-
ment. L’exe´cution des actions affecte aussi les utilisateurs. Cooks, Augusto et al
[15, 35] e´voquent la pre´sence des robots qui communiquent aussi bien avec les
humains que l’environnement intelligent. Les progre`s en robotique ame´liorent
de plus en plus la capacite´ du robot a` agir de manie`re autonome. Les robots
assistent l’Ambient Intelligence et l’utilisateur dans les taˆches a` accomplir. Il
existe de´ja` des robots assistants dans les maisons de repos qui sont capables de
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Actuellement, l’Ambient Intelligence manque encore d’outils et de standards
pour concevoir ce type de syste`me. Cependant, les progre`s dans les diffe´rents do-
maines des Sciences Informatiques e´voluent dans le sens du Ubiquitous/Pervasive
Computing ; il y a donc bon espoir. La difficulte´ a` concevoir un syste`me Ambient
Intelligence est d’autant plus grande que le nombre de nouvelles technologies ne
cesse de croitre. La conception du syste`me, comme le reste du processus de
de´veloppement, doit concentrer toute son attention sur l’utilisateur.
De plus, une des caracte´ristiques fondamentales a` satisfaire est le Context-
Awareness. De`s lors, l’architecture doit prendre en compte toutes entite´s de
l’environnement qui entourent et interagissent avec l’utilisateur, ce qui peut in-
clure les personnes, les animaux, le mobilier, les voitures, les objets connecte´s, les
pe´riphe´riques mobiles, en passant par tous les types capteurs, et bien entendu,
l’utilisateur et le syste`me lui-meˆme. En d’autres mots, tout e´le´ment permettant
de caracte´riser la situation afin de construire un contexte.
En 2007, Augusto [4] a propose´ un mode`le d’architecture que nous explo-
rons a` la section 3.1. Les capteurs ge´ne`rent un flux conside´rable de donne´es
he´te´roge`nes. Le Middleware joue un roˆle crucial dans le traitement de ces donne´es
pour permettre aux composants logicielles d’interpre´ter et raisonner sur des in-
formations de contexte. La section 3.2 discute des caracte´ristiques de la couche
Middleware. La dernie`re section pre´sente des exemples qui mettent en pratique
l’architecture et le Middleware dans certains sce´narios.
3.1 Architecture basique du syste`me Ambient
Intelligence
Actuellement, la conception de syste`mes Ambient Intelligence manque de
convention standard. Nous de´crivons ici un formalisme basique propose´ par Au-
gusto [4] qui est suffisant pour de´crire plusieurs sce´narios. De`s lors, Augusto
de´finit formellement un syste`me Ambient Intelligence de la fac¸on suivante :
Un syste`me Ambient Intelligence est de´fini par un triplet :










E repre´sente l’environnement avec tous les objets physiques qu’il peut
reconnaitre, par exemple une porte, un e´vier, une table, etc. La description
est de´taille´e selon les besoins.
IC spe´cifie les contraintes d’interaction entre les e´le´ments de E et de I. Ces
contraintes sont de´finis par un quadruplet IC = 〈S,A,C, IR〉 ou`
22
S est l’ensemble des capteurs ou` chaque capteur est repre´sente´ par
une fonction qui renvoie soit un boole´en, soit un nombre re´el, selon
le type de capteur (par exemple un bouton on/off ou un thermostat).
Bien que des capteurs audio et vide´o ne´cessitent des fonctions plus
sophistique´es e´tant donne´ la complexite´ de leurs input, ils seront
conside´re´s comme de simple type de capteur.
A est l’ensemble des actionneurs qui agissent me´caniquement sur l’en-
vironnement. Par exemple un interrupteur de soufflerie.
C est l’ensemble des contextes d’inte´reˆt ou` chaque contexte cor-
respond a` une proposition boole´enne de´crivant une situation par-
ticulie`re. Les propositions satisfont le concept de Context-Awareness
et elles de´crivent donc l’e´tat des capteurs, les utilisateurs, les ob-
jets implique´s, la localisation, le temps, et toute autre information
pertinente au contexte.
IR est l’ensemble des re`gles d’interaction, e´crites dans un langage
logique, de pre´fe´rence spatio-temporelle. Ces propositions s’appa-
rentent a` une causalite´ qui met en relation les e´le´ments des autres
ensembles et qui de´finissent l’effet de ces relations.
I est l’ensemble des interacteurs, i.e. les entite´s physiques qui interagissent
avec le syste`me. Par exemple, des individus, des animaux, des robots. Si
un interacteur ne peut pas eˆtre identifie´, il est conside´re´ comme anonyme,
ou bien il peut eˆtre assigne´ a` un groupe spe´cifique, par exemple le groupe
des aides soignants.
Augusto fournit un exemple de syste`me Ambient Intelligence abstrait, illustre´
a` la figure 3.1. Les e´le´ments de la de´finition y sont repre´sente´s. L’environnement
appartient a` la couche physique et contient 3 actionneurs, 2 capteurs, 4 objets
physiques, et un individu. A` la couche logique se trouvent les contextes d’inte´reˆt
et les re`gles d’interaction. Les 2 couches sont relie´es par les re`gles d’interaction
qui, d’une part, associent les e´le´ments dans l’environnement a` des contextes
spe´cifiques, d’autre part, lorsque les conditions sont re´unies, appliquent les ef-
fets sur l’environnement.
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Fig. 3.1 – Exemple d’un syste`me abstrait de Ambient Intelligence.[4]
Prenons l’exemple d’une SmartHome habite´e par une personne avec une
sante´ fragile. L’environnement E repre´sente la maison dont les pie`ces contenant
des capteurs et des actionneurs sont prises en charge par le syste`me. Des ob-
jets tels que les portes, les meubles, et d’autres peuvent eˆtre conside´re´s par
le syste`me. L’habitant est, bien entendu, un interacteur I identifie´ de manie`re
unique. De meˆme, les intervenants externes, comme les aides soignants, sont
assigne´s a` un groupe spe´cifique avec un nume´ro de te´le´phone comme proprie´te´
d’interacteur.
Dans les conditions d’interaction IC, l’ensemble des capteurs C contient des
capteurs de mouvement dans les pie`ces et a` l’entre´e de la maison, un de´tecteur
de fume´e, un de´tecteur de mise en marche a` la cuisinie`re, un capteur de pression
au lit. L’ensemble des actionneurs comporte un interrupteur sur la cuisinie`re,
sur la te´le´vision, un syste`me d’ouverture de porte a` l’entre´e de la maison, un
syste`me d’appel te´le´phonique automatique.
Le coeur du syste`me ge`re les contextes C, par exemple ”l’habitant est dans
son lit”, ”la cuisinie`re est allume´e”, ”une personne est a` l’entre´e de la maison”, ou
encore ”un aide soignant a e´te´ contacte´”. Les re`gles d’interaction IR permettent
la dynamique du syste`me avec des re`gles logiques comme ”Si l’habitant est
dans son lit depuis 20 minutes et la cuisinie`re est allume´e depuis 30 minutes et
qu’il n’a aucune re´action malgre´ les notifications, alors e´teindre la cuisinie`re et
appeler le service d’aide soignant”.
En outre, le cycle du syste`me Ambient Intelligence consiste a` faire circuler
les informations obtenues depuis les capteurs jusqu’au centre logique ou` elle sera
traite´e par diffe´rentes me´thodes d’Intelligence Artificielle, pour ensuite de´cider
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s’il est ne´cessaire d’intervenir dans l’environnement via les actionneurs. Ces
e´tapes de raisonnement ont e´te´ mentionne´es au chapitre 2.
La figure 3.2 re´sume le cheminement de l’information dans le syste`me en
rapport avec l’activite´ de l’utilisateur. Typiquement, les capteurs dans l’envi-
ronnement se de´clenchent a` cause de l’activite´ de l’habitant et transmettent
les donne´es au moteur de raisonnement. Ce dernier rassemble les donne´es pour
identifier le contexte, analyser l’activite´ et enrichir la base de connaissance. Les
informations comme la fre´quence des activite´s et les de´cisions qui ont de´ja` e´te´
prises sont utiles pour continuer a` apprendre sur l’environnement. De`s lors, le
raisonnement s’affine et ame´liore les prises de de´cision sur les actions qui vont
affecter l’environnement.
Fig. 3.2 – Flux de l’information et architecture ge´ne´rale d’un syste`me Ambient In-
telligence.[6]
3.2 Middleware
L’environnement peut compter un grand nombre de pe´riphe´riques (dont les
capteurs et actionneurs) relie´s en re´seaux, ce qui repre´sente un e´norme flux
d’information a` canaliser en temps re´el vers le syste`me principal. Si des cap-
teurs sont de´faillants, les donne´es qu’ils fournissent pourraient eˆtre corrompues,
bruite´es voire meˆme manquantes. Par ailleurs, le syste`me doit eˆtre capable de
comprendre et traiter l’information depuis l’ensemble des donne´es en input, qui
est tre`s he´te´roge`ne e´tant donne´ les diffe´rents types de capteur et protocoles de
communication dans l’environnement. [15, 7]
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Pour faire face a` cette situation, une couche Middleware joue un roˆle impor-
tant pour interconnecter les capteurs, les actionneurs et les composants logiciels
des couches supe´rieures. Le Middleware offre une connexion transparente entre
les pe´riphe´riques en re´seau dans l’environnement et les services et applications
qui assistent l’utilisateur. La figure 3.1 illustre l’architecture de l’Ambient Intel-
ligence en pre´sence de la couche Middleware.
De`s lors, les donne´es provenant des capteurs sont filtre´es, fusionne´es et
converties dans un format pre´de´fini, compris par les applications [8]. La couche
Middleware cache les de´tails d’imple´mentations de toutes les entite´s physiques
et logiques branche´es au Middleware, et fournit un standard de communication
[26]. Par exemple, les composants logiciels peuvent interagir avec les pe´riphe´riques
via le protocole de communication EIB (European Installation Bus) ou SNMP
(Simple Network Management Protocol). Par ailleurs, le syste`me d’interaction
Mutlimodal Dialogue System, pre´sente´ au chapitre 2, passe par la couche Midd-
leware pour interagir avec les interfaces, capteurs et actionneurs du monde phy-
sique sans connaitre leurs spe´cificite´s techniques.
De plus, le Middleware permet d’ajouter ou retirer un pe´riphe´rique du re´seau
pendant que le syste`me est en cours d’exe´cution, ce qui ajoute un aspect dy-
namique a` l’environnement. Par ailleurs, cette couche permet de simplifier le
de´veloppement de nouveaux services, graˆce au niveau d’abstraction qu’il offre
sur toute la complexite´ de l’environnement du Ambient Intelligence.
Fig. 3.3 – Architecture basique de l’Ambient Intelligence avec le Middleware.[8]
Selon Schiele et al., un Middleware conc¸u pour le Pervasive/Ubiquitous Com-
puting, et donc utile a` l’Ambient Intelligence, doit offrir 3 principaux services
[38] :
Interaction spontane´e : les applications interagissent entre elles et avec
un ensemble de pe´riphe´riques he´te´roge`nes et sont en constante e´volution.
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Elles doivent donc toujours eˆtre en mesure de de´tecter et communiquer
avec les pe´riphe´riques disponibles.
Gestion de contexte : les applications ont besoin de connaitre l’e´tat de l’en-
vironnement via les informations provenant des capteurs. C’est au Midd-
leware de cacher la complexite´ de l’acquisition, la fusion et la mode´lisation
des donne´es produites par les diffe´rents capteurs e´ventuellement inacces-
sibles ou de´faillants.
Adaptation de l’application : e´tant donne´ l’he´te´roge´ne´ite´ et la dynamique
des syste`mes Ambient Intelligence, les applications doivent pouvoir s’adap-
ter aux proprie´te´s de l’environnement, aux capacite´s disponibles et au
contexte des utilisateurs.
Ces 3 services peuvent eˆtre conside´re´s comme des principes de conception
du Middleware. Nous re´sumons leurs descriptions [38].
3.2.1 Interaction spontane´e
Ce service concerne une majorite´ de Middleware conventionnel. Dans le cadre
du Pervasive/Ubiquitous computing, les applications peuvent eˆtre distribue´es a`
travers un large panel de pe´riphe´riques diffe´rents, du Smartphone ou tableau
interactif a` un serveur dans une infrastructure fixe. Cependant, le Middleware
ne connait pas d’avance les pe´riphe´riques sur lesquels il peut tourner et avec
lesquels il va communiquer. Face a` cette situation, le Middleware doit satisfaire
3 exigences.
Premie`rement, les pe´riphe´riques doivent pouvoir communiquer entre eux en
toute circonstance. Pour qu’ils puissent coope´rer, il faut d’une part, une in-
terope´rabilite´ entre eux, d’autre part, les applications doivent utiliser des abs-
tractions de communication. L’interope´rabilite´ peut se re´soudre via l’utilisation
de protocole standard, par exemple UPNP. Une autre solution plus flexible est
que le Middleware utilise une me´thode de ne´gociation des protocoles, et ainsi
pouvoir permuter entre diffe´rentes technologies de communication dynamique-
ment (me´canisme vertical handoffs, utilise´ par les Middleware BASE ou Jini
base´ sur Java par exemple). Une autre approche consiste a` introduire des ’in-
teraction bridges’ dans le syste`me qui lient des technologies diffe´rentes. Enfin,
les abstractions de communication sont souvent utilise´es dans le de´veloppement
d’application distribue´e, avec des Middlewares re´pute´s comme CORBA, Java
RMI, Microsoft’s .NET Remoting.
Deuxie`mement, le Middleware doit eˆtre capable d’eˆtre exe´cute´ sur des pla-
teformes diffe´rentes (hardware et software). Une solution est de de´velopper le
Middleware en utilisant un environnement d’exe´cution inde´pendant vis-a`-vis de
la plateforme, par exemple la machine virtuelle Java. De plus, le syste`me doit
eˆtre assez flexible pour pouvoir eˆtre exe´cute´ sur une plateforme avec le mi-
nimum de ressources hardware, mais aussi eˆtre en mesure d’exploiter plus de
ressources lorsqu’elles sont abondantes. De`s lors, deux approches sont possibles :
soit de´velopper plusieurs Middleware destine´s a` diffe´rentes classes de support
(e.g. minimumCORBA) ; soit rendre le syste`me modulaire et extensible comme
par exemple Universally Interoperable Core (UIC) ou BASE.
Troisie`mement, un service de me´diation dynamique doit eˆtre continuellement
disponible pour mettre en relation diffe´rents pe´riphe´riques dynamiquement. Le
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me´diateur est un me´canisme de de´couverte de service qui se base sur deux ap-
proches. La premie`re, ’Peer-based Discovery’, demande aux pe´riphe´riques clients
de diffuser une requeˆte sur le re´seau et attend une re´ponse des fournisseurs
du service de´sire´. Inversement, ces derniers peuvent pe´riodiquement diffuser un
message pour notifier de leurs services. Cette solution est simple et flexible,
cependant, elle surcharge les communications et consomme de l’e´nergie. La
dernie`re approche, ’Mediator-based Discovery’, consiste a` de´signer un pe´riphe´rique,
le me´diateur, qui maintient un registre des services disponibles sur le re´seau pour
mettre en relation le client avec le fournisseur de service. Ce dernier a enregistre´
son service aupre`s du me´diateur et reste disponible. Cette solution diminue le
risque de surcharge de communication, mais rend l’ensemble des applications
tre`s de´pendantes du me´diateur dans un environnement hautement dynamique.
3.2.2 Gestion de contexte
E´tant donne´ que le syste`me Ambient Intelligence est Context-Aware, les
applications ne´cessitent toutes les informations qui caracte´risent la situation
de l’utilisateur, son environnement et ses relations avec les autres entite´s (per-
sonnes, animaux, emplacements, objets, application utilise´e), autrement dit, le
contexte. Ces applications pourront alors s’adapter en conse´quence et fournir
des services approprie´s. La gestion de contexte consiste a` effectuer 3 taˆches ma-
jeures : l’acquisition et la fusion des donne´es ; la mode´lisation et la distribution
des informations ; l’approvisionnement et l’acce`s au contexte.
L’acquisition des donne´es des capteurs doit prendre en compte deux diffi-
culte´s : la pre´cision et la fraicheur des donne´es. Tout d’abord, les valeurs me-
sure´es peuvent ne pas correspondre pre´cise´ment a` la re´alite´ et peuvent meˆme
eˆtre errone´es. Ge´ne´ralement, on conside`re un intervalle de valeur avec l’appli-
cation d’une fonction de distribution. Ensuite, apre`s une lecture d’un capteur,
la valeur pre´leve´e reste exploitable pendant une certaine pe´riode de temps. Il
est possible de re´duire la fre´quence de rafraichissement de certaines donne´es si
nous connaissons la manie`re dont la valeur e´volue dans le monde physique, ce
qui nous permet d’estimer sa de´viation au cours du temps.
De plus, la fusion (combinaison) de capteurs permet d’ame´liorer la pre´cision
des informations. L’ajout d’informations supple´mentaires, a` partir d’autres tech-
nologies de capteur, diminue les probabilite´s d’erreur. Et meˆme s’il s’agit de plu-
sieurs mesures de la meˆme technologie de capteur qui sont combine´es, l’informa-
tion gagne en pre´cision (par exemple, plusieurs perspectives d’une information
visuelle).
La seconde taˆche est indispensable au raisonnement et a` l’interpre´tation des
donne´es par les applications distribue´es. Une interface standardise´e, non seule-
ment, cache la repre´sentation interne de l’information de contexte, mais aussi
facilite le partage et l’utilisation des donne´es par les services distribue´s. Cepen-
dant, les donne´es de contexte doivent eˆtre e´galement standardise´es. Il existe
beaucoup de fac¸on de mode´liser le contexte. Schiele et al. citent par exemple le
mode`le le plus simple par paire de ’nom-valeur’, mais qui ne´cessite que toutes
les applications distribue´es connaissent le nom des concepts et l’interpre´tation
de l’information. Ou encore, le mode`le Oriente´ Objet qui permet de mode´liser
des hie´rarchies et de les e´tendre, mais ne permet pas d’ajouter des relations
entre des concepts. Les ontologies apportent plus de valeur au mode`le et per-
mettent de raisonner sur les contextes, mais restent un domaine complexe. Enfin,
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les donne´es sont accessibles aux services distribue´s, en e´tant he´berge´es sur un
serveur qui re´pertorient par des services d’annuaire.
Avec cette dernie`re taˆche, les informations de contexte sont accessibles via
un service de contexte, qui est en fait la re´alisation de l’interface de contexte. Les
applications peuvent effectuer des requeˆtes pour acce´der a` des informations de
contexte, d’une fac¸on similaire a` une base de donne´es. Par exemple, les requeˆtes
peuvent concerner des identifiants pour acce´der directement a` une information
de contexte, ou une localisation (par exemple, la position d’un objet ou la liste
des objets a` tel emplacement), ou encore le temps pour acce´der a` un contexte
archive´ ou a` une pre´diction. En outre, des applications peuvent s’enregistrer
pour uniquement recevoir une notification de`s qu’un contexte est modifie´.
3.2.3 Adaptation d’application
La puissance de calcul du Pervasive/Ubiquitous Computing se de´voile dans la
coordination de plusieurs pe´riphe´riques, ou` les capacite´s uniques de chacun sont
inte´gre´es pour re´aliser des taˆches complexes. Pris se´pare´ment, un pe´riphe´rique
seul ne sait re´aliser que des tre`s petites taˆches. Cependant, la coordination
des pe´riphe´riques dans un environnement hautement dynamique est complexe.
En effet, non seulement l’ensemble des pe´riphe´riques peut-eˆtre diffe´rent d’un
environnement a` un autre, mais aussi il est susceptible de changer a` n’importe
quel moment au sein d’un meˆme environnement. De plus, meˆme si l’ensemble
des pe´riphe´riques est fixe´ dans un environnement, l’utilisateur pourrait vouloir
exe´cuter une meˆme taˆche avec des pe´riphe´riques diffe´rents.
De`s lors, la coordination des pe´riphe´riques doit se focaliser sur l’utilisateur
et son environnement. Ensuite, la coordination doit eˆtre capable de s’adapter
aux changements de l’environnement. Le Middleware peut ge´rer la coordination
par deux approches alternatives : l’adaptation inter-application et l’adaptation
intra-application.
Le premier consiste a` coordonner un ensemble d’applications pour exe´cuter
la taˆche a` travers un ensemble de pe´riphe´riques. Les applications ne sont pas
distribue´es, ne se connaissent pas, mais peuvent communiquer indirectement
par un interme´diaire ou par un me´canisme classique de fichiers partage´s. Le
Middleware compose un ensemble d’applications a` exe´cuter qu’il peut adapter
s’il de´tecte des changements.
La seconde approche consiste a` coordonner l’exe´cution d’une seule applica-
tion distribue´e a` travers un ensemble de pe´riphe´riques. Cette solution ne´cessite
la disponibilite´ de certaines fonctionnalite´s selon les crite`res d’exigence de l’ap-
plication. Contrairement a` la premie`re approche qui be´ne´ficie d’un certain de
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Ce chapitre n’a pas pour but de de´tailler l’ensemble de toutes les techniques
d’Intelligence Artificielle utilisables en Ambient Intelligence. Plusieurs d’entre-
elles sont cite´es au chapitre 2.3, sans eˆtre exhaustif. Par ailleurs, une technique
peut eˆtre utilise´e plusieurs fois dans diffe´rentes taˆches de l’Ambient Intelligence.
Par exemple, en Machine Learning, les Hidden Markov Models (HMM) peuvent
eˆtre employe´s aussi bien pour identifier des comportements en temps-re´el que
pour la reconnaissance vocale [22, 37]. Nous de´crivons ici quelques exemples de
me´thodes d’Intelligence Artificielle et de Machine Learning exploite´es dans des
e´tapes cle´s du processus de l’Ambient Intelligence.
4.1 Reconnaissance du Contexte
L’Ambient Intelligence doit pouvoir re´pondre de manie`re approprie´e a` une
situation particulie`re impliquant l’utilisateur. La reconnaissance du contexte est
une e´tape cle´ pour de´duire le comportement de l’individu, faire des pre´dictions
et de´tecter un sce´nario anormal. Pour ce faire, il est ne´cessaire que le concepteur
repre´sente les contextes dans un langage compris par la machine pour pouvoir
raisonner.
A` ce stade, quelques hypothe`ses sont e´mises pour faciliter la compre´hension
des me´thodes suivantes. Tout d’abord, nous faisons abstraction du processus
qui traite les donne´es brutes fournies directement par les capteurs. Guesgen
et Marsland [22] sugge`re d’encoder ces donne´es dans des ”Tokens” ou` chacun
repre´sente un e´ve`nement ou une action atomique. Chaque Token pris se´pare´ment
donne seulement une indication qui laisse plusieurs interpre´tations possibles.
Cependant, la jonction de plusieurs Tokens produit plus d’information avec du
sens. Par ailleurs, nous supposons un me´canisme de raisonnement qui de´tecte si
le comportement est ”anormal” ou non.
Guesgen et Marsland [22] proposent quelques me´thodes de raisonnement
utiles pour de´crire l’aspect Context-Awareness de l’Ambient Intelligence. Ces
me´thodes, pre´sente´es ci dessous, permettent de de´terminer les comportements
de l’individu a` partir de ses activite´s.
4.1.1 Raisonnement Spatio-Temporel
Le comportement humain est naturellement de´crit par un sce´nario qui in-
clut des informations temporelles et spatiales. L’aspect temporel de´signe, par
exemple, une pe´riode de l’anne´e, d’une journe´e, le moment ou` se de´roule un
e´ve`nement, l’intervalle de temps entre deux actions, etc. L’aspect spatial comple`te
la description du sce´nario avec des informations comme l’emplacement des pie`ces
dans la maison, dans quelle pie`ce se trouve la personne, quels objets se trouvent
dans son voisinage, ou` se de´roule l’e´ve`nement anormal, etc. En outre, chaque
e´ve`nement peut eˆtre mis en relation sur base de la temporalite´ et de l’espace,
afin d’obtenir plus de connaissance sur le comportement.
Le raisonnement Spatio-Temporel, dans le cadre de l’Ambient Intelligence,
favorise une approche qualitative plutoˆt que quantitative, selon Guesgen et
Marsland. En effet, un raisonnement base´ sur des faits impre´cis pour de´crire
un comportement est suffisant pour qualifier celui-ci de normal ou anormal.
Par exemple, une situation spe´cifie´e par ”un repas est pre´pare´ dans la cuisine
a` midi” suffit au raisonnement qui ne de´tecte pas une situation anormale ; en
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effet, il n’est pas ne´cessaire de de´terminer la quantite´ des ingre´dients du repas,
les coordonne´es de l’individu et l’heure exacte a` la seconde pre`s.
Le principe du raisonnement Spatio-Temporel consiste a` e´tablir des rela-
tions de base entre des objets de´finis par des zones ou des intervalles de temps,
et d’infe´rer de nouvelles relations a` partir d’un ensemble de re`gles. Guesgen
et Marsland fournissent quelques langages permettant de mode´liser les deux
aspects du raisonnement :
Raisonnement Temporel
Dans le domaine de la logique temporelle, deux approchent sont pertinentes
en Ambient Intelligence : la logique temporelle de Allen et le Point Algebra. Cook
et al. mentionne aussi l’approche de Allen qui a fait ses preuves pour infe´rer des
pre´dictions et de´tecter des comportements anormaux [15].
La logique temporelle de Allen spe´cifie des e´ve`nements par des intervalles
de temps et les relations entre eux. Treize relations atomiques, illustre´es a` la
figure 4.1, permettent d’e´tablir l’interde´pendance entre les intervalles de temps
de deux e´ve`nements distincts. Une table de composition (figure 4.2) fournit les
relations possibles entre deux intervalles de temps, I1 et I3, tel que I1 est en
relation avec un autre intervalle I2 et I2 est en relation avec un autre intervalle
I3. De`s lors, l’algorithme de Allen utilise cette table pour infe´rer des re´seaux de
relations. Cette approche permet d’exprimer l’incertitude lorsque l’infe´rence pro-
duit plusieurs relations possibles entre des e´ve`nements. Cependant, l’incertitude
est potentiellement re´solue plus tard lorsque d’autres informations deviennent
accessibles.
La seconde approche, le Point Algebra de Vilain et Kautz, ne de´finit pas
des intervalles mais plutoˆt des points dans le temps. Ces points sont relie´s par
trois relations binaires illustre´es a` la figure 4.3. Par ailleurs, il reste possible
d’exprimer des intervalles de temps en utilisant les relations entre les points de
de´but et fin concernant une activite´. En conse´quence, les relations peuvent aussi
s’appliquer a` des intervalles de temps en terme de points, appele´s ”pointisable
interval relations”.
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Fig. 4.1 – Relations atomiques de la logique temporelle de Allen [22].
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Fig. 4.2 – Table de Composition de Allen. De´termine les relations possibles entre les
objets O1 et O3, e´tant donne´ un objet O2 et les relations r1 (colonne) et r2 (ligne)
telles que O1 {r1}O2 et O2 {r2}O3 [22].
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Fig. 4.3 – Les 3 relations entre 2 points du Point Algebra [22].
Raisonnement Spatial
Les logiques pre´ce´dentes peuvent eˆtre adapte´es au raisonnement Spatial.
Dans la logique de Allen, un intervalle de temps devient un objet unidimension-
nel. Tout comme le Point Algebra, un point de temps devient une localisation
dans l’espace. L’axe du temps qui e´tait conside´re´ pre´ce´demment, devient un
axe horizontal d’espace ou` les relations sont interpre´te´es comme des positions
relatives entre deux objets. Par exemple, si O1 de´signe l’espace occupe´ par un
objet et O2 de´signe l’espace occupe´ par un individu : la relation O1 < O2 signifie
que le objet est a` gauche de l’individu. De plus, la table de composition reste
applicable pour raisonner.
Une extension de la logique de Allen permet de repre´senter les relations
spatiales entre des objets dans un plan carte´sien a` 3 dimensions. De`s lors, la
relation entre deux objets est de´finie par un triplet de relations, ou` chacune d’elle
spe´cifie les positions relatives sur un axe distinct dans l’espace (axe vertical,
horizontal et de profondeur).
Toujours dans [22], Guesgen et Marsland souligne la pertinence des aspects
topologiques de l’espace pour de´crire le comportement d’un individu en Am-
bient Intelligence. De`s lors, ils proposent une logique spe´cialise´e dans le raison-
nement sur les espaces topologiques [46] : le Region Connection Calculus (RCC)
[25]. Cette approche est base´e sur une relation binaire, re´flexive et syme´trique
C(X,Y ), appele´e connection relation, qui doit satisfaire les axiomes suivants
[22] :
1. For each region X : C(X,X)
2. For each pair of regions X, Y : C(X,Y ) −→ C(Y,X)
La connection relation permet de de´river 8 relations binaires importantes
qui forment l’ensemble ”Jointly Exhaustive and Pairwise Disjoint (JEPD)”
[25]. Cet ensemble particulier stipule que toute paire de re´gions doit corres-
pondre a` exactement une des relations contenues dans l’ensemble JEPD, a` sa-
voir {DC,EC,PO,EQ, TPP,NTPP, TPPi,NTPPi} illustre´ a` la figure 4.4.
L’infe´rence se base sur le meˆme me´canisme que Allen, en utilisant une table de
composition transitive.
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Fig. 4.4 – Illustration de l’ensemble des 8 relations RCC [22].
4.1.2 Situation Calculus
Le Situation Calculus est une approche symbolique de l’Intelligence Arti-
ficielle. Dans le cadre du Context-Awareness, cela signifie que les actions, les
e´ve`nements, et leurs ramifications sont repre´sente´s explicitement [22]. Cette ap-
proche de´crit des changements de situation en terme d’e´tat par des formules en
logique de premier ordre. Chaque action exe´cute´e peut potentiellement modifier
les e´tats, et ainsi modifier la situation. Concre`tement, un premier axiome de´finit
une action possible qui peut modifier la situation courante, et un second axiome
spe´cifie l’effet de cette action et met a` jour la situation.
Par exemple [22], dans une situation s, il est possible de chauffer une bouilloire
si elle n’est pas vide. Si la bouilloire chauffe alors elle aura pour effet de modifier
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l’e´tat de l’eau et d’e´voluer vers une nouvelle situation ou` l’eau de la bouilloire
est chaude. Ce sce´nario peut se de´crire formellement de la manie`re suivante :
Possibility axiom : Kettle(K)∧¬Empty(K, s)⇒ Poss(Heat(K, s))
Effect axiom : Poss(Heat(K, s))⇒ Hot(K,Result(Heat(k, s)))
Dans les formules, les fonctions et les pre´dicats qui peuvent modifier leur
e´tat sont appele´s fluents, par exemple les pre´dicats Empty et Hot, et la fonction
Heat. A` l’inverse, les atemporals ou eternals de´signent les fonctions et pre´dicats
qui ne changent pas de valeur, par exemple Kettle. L’exe´cution d’une action
possible a pour effet de modifier l’e´tat des fluents, ce qui est de´fini par l’axiome
d’effet. Cependant, il n’est pas possible d’affirmer que les fluents non-concerne´s
par l’action ne sont pas modifie´s. Le proble`me, appele´ le frame problem, est
que l’axiome d’effet ne permet pas de raisonner sur les actions sans effets. Une
solution consiste a` ajouter des frame axioms, par exemple :
Frame axiom : Door(D)∧¬Open(D, s)⇒ ¬Open(D,Result(Heat(K, s)))
En ge´ne´ral, cette approche est utilise´e pour infe´rer sur les actions pos-
sibles pour accomplir l’effet de´sire´, comme la planification de taˆches. Afin de
de´terminer un comportement humain, le raisonnement est inverse´. De`s lors, le
raisonnement vise a` trouver la conse´quence d’une se´rie d’actions exe´cute´es pour
y associer un symbole de´terminant une activite´. Une solution consiste a` utiliser
une base de donne´es pour associer une se´quence d’action a` une interpre´tation
d’activite´.
Cependant, une meˆme activite´ peut eˆtre re´alise´e de plusieurs fac¸ons diffe´rentes.
La se´quence d’action peut varier, voire meˆme entrelace´e avec d’autres actions
propre a` une seconde activite´. Par ailleurs, bien qu’il soit possible d’inte´grer des
re´fe´rences de temps ou d’espace aux axiomes, les calculs ne permettent pas de
raisonner comme avec la logique temporelle de Allen ou le RCC.
4.2 Apprentissage
Les me´thodes de reconnaissance de contexte pre´sente´es a` la section 4.1
pre´sentent une lacune. En effet, le concepteur doit pouvoir cre´er un ensemble
de re`gles suffisamment raisonnable pour prendre en compte toutes les formes
de comportement anormale. Cependant, tous les comportements humains ne
sauraient eˆtre envisage´s a` l’avance. De`s lors, un syste`me d’apprentissage per-
met a` l’Ambient Intelligence d’apprendre des nouveaux comportements et ainsi
s’adapter a` l’utilisateur.
Comme a` la section pre´ce´dente, nous supposons un processus qui encode
les donne´es brutes en Tokens, qui repre´sentent des e´ve`nements particuliers. Les
me´thodes pre´sente´es dans [22] sont introduites ici.
4.2.1 Identification de Patterns via Data Mining
Lorsque des e´ve`nements se produisent dans l’environnement, provoque´s par
l’activite´ de l’utilisateur, les capteurs de´clenchent un flux de Tokens. Ces Tokens
peuvent eˆtre assemble´s en des se´quences de´limite´es par une feneˆtre de temps.
Une se´quence, appele´e aussi String, peut avoir une longueur variable qui de´pend
du nombre d’e´ve`nements ge´ne´re´s pendant la feneˆtre de temps (par exemple, il y
a ge´ne´ralement plus d’e´ve`nements ge´ne´re´s en journe´e que pendant la nuit). De`s
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lors, le Data Mining est exe´cute´ sur les Strings qui seront traite´es comme des
”transactions” se´pare´es. Par ailleurs, le choix d’une taille ade´quate de la feneˆtre
de temps est une ope´ration non-triviale qui ne´cessite des techniques telles que
la Cross-Validation [28].
Pour identifier un comportement particulier de l’utilisateur, l’ide´e est de
repe´rer un ensemble de Tokens qui apparait fre´quemment parmi les Strings,
autrement dit un pattern. De ce fait, l’ope´ration de Market Basket Analysis
en Data Mining consiste a` extraire ces patterns. Le FP-Tree est une me´thode
qui applique le minage des patterns avec une fre´quence d’apparition, appele´e
”support”, supe´rieure a` un seuil pre´de´fini. Cette technique consiste a` construire
un arbre a` partir de l’ensemble des donne´es extraites. Chaque noeud correspond
a` un e´le´ment avec un support, et les noeuds avec le plus grand support sont
dispose´s au sommet de l’arbre. L’acce`s au noeud se fait rapidement via une
table contenant l’index des e´le´ments diffe´rents.
La technique de minage de pattern fre´quents vise aussi a` identifier les plus
grandes se´quences re´pe´te´es, ce qui est inte´ressant pour de´terminer des comporte-
ments plus complexes. Cependant, la me´thode pre´sente quelques difficulte´s face
a` des situations complique´es. D’une part, lorsque plusieurs taˆches distinctes s’ef-
fectuent en meˆme, les se´quences de Tokens s’entrelacent et rendent l’identifica-
tion de comportement plus difficile. De plus, une certaine action peut intervenir
dans plusieurs comportements diffe´rents. D’autre part, l’ordre des actions dans
une se´quence peut le´ge`rement varier pour un meˆme comportement. Parfois, lors-
qu’un certain pattern se re´pe`te souvent dans une feneˆtre de temps particulie`re,
l’ordre des Tokens a moins d’importance pour l’identification du comportement.
Cependant, la temporalite´ des se´quences reste important pour distinguer plu-
sieurs comportements diffe´rents.
4.2.2 Mode`les Graphiques
Les mode`les graphiques sont tre`s populaires en Machine Learning. En com-
binant la the´orie des graphes et des probabilite´s, les mode`les graphiques four-
nissent un framework pour repre´senter un grand nombre d’algorithmes de Ma-
chine Learning tels que [10, 37] le Kalman Filter, les Hidden Markov Models
(HMM), ou encore les Bayesian Networks. Le graphe d’un mode`le est repre´sente´
par des noeuds lie´s ou non par des areˆtes. Lorsque deux noeuds ne sont pas lie´s
par une areˆte, ils sont conditionnellement inde´pendants. Le graphe peut eˆtre
oriente´, ou non-oriente´ et dans ce cas, les mode`les repre´sente´s sont des Markov
Random Fields.
Supposons que des comportements forme´s par des ensembles de Tokens ont
e´te´ pre´alablement identifie´s par des techniques comme le Data Mining. Une
approche inte´ressante des mode`les graphiques consiste a` identifier ces compor-
tements en temps-re´el, i.e. directement depuis les Tokens dans le flux. Cette
approche peut eˆtre repre´sente´e par une sous-classe des mode`les graphiques, les
Dynamic Bayesian Networks qui incluent les Hidden Markov Models.
Dans le graphe des HMM pour une Smart Home, les Tokens repre´sentent
l’ensemble des noeuds des observations, et l’ensemble des noeuds d’e´tat corres-
pond aux e´tats d’e´le´ments physiques qui ont de´clenche´ ces observations. Par
exemple, un capteur qui a de´tecte´ une arrive´e d’eau au robinet produit un To-
ken repre´sentant cette observation. Les e´tats possibles, qui peuvent de´clencher
cette observation, pourraient eˆtre l’ouverture d’un robinet ou une fuite d’eau.
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Cependant, les HMM sont limite´s et ne´cessitent d’eˆtre e´tendus. Le parcours
du graphe implique un ordre temporelle des diffe´rentes actions pour passer d’un
e´tat a` un autre. De`s lors, 2 proble`mes se pre´sentent : d’une part, l’ordre dans une
se´quence d’actions pour de´finir un comportement peut varier ; d’autre part, au
cours d’une activite´, les observations non-connecte´es a` cette activite´ peuvent eˆtre
ignore´es. Une solution possible au proble`me d’ordre est le Conditional Random
Field .
Par ailleurs, il est possible de repre´senter des activite´s plus complexes en
modifiant la structure du HMM normal en Hierarchical HMM. De cette manie`re,
chaque e´tat peut repre´senter une activite´ comple`te par sa propre Hierarchical
HMM. De plus, pour ame´liorer l’identification et la pre´diction de comportement,
Guesgen et Marsland proposent de mettre en compe´tition un ensemble de HMM
ou` chacun reconnait un comportement particulier, et celui qui obtient la meilleur
probabilite´ de correspondance avec un groupe de Tokens est choisi. Si aucun
n’obtient une bonne correspondance, un nouveau mode`le doit eˆtre ajoute´ et
entraine´ sur cette donne´e, ou bien une alerte se de´clenche.
4.2.3 De´tection de Nouveaute´ et l’Habitude
La de´tection de Nouveaute´ (Novelty Detection) fournit une me´thode de Ma-
chine Learning pour classer le comportement de l’utilisateur comme ”normal”
ou ”nouveau”. Dans une premie`re phase, l’algorithme s’entraine sur un ensemble
de comportements normaux typiques fournis pour l’entrainement. Ensuite, l’al-
gorithme est en mesure de classer les actions perc¸ues comme normales ou non.
Diffe´rentes me´thodes existent comme le multi-layer Perceptron-based novelty
filter ou les me´thodes base´es sur les Support Vector Machines.
Guesgen et Marsland introduisent un mode`le simple calque´ sur le phe´nome`ne
biologique de l’ ”habitude” pour mettre en pratique la de´tection de nouveaute´.
De`s lors, chez les organismes biologique, l’habitude  consists of a reduction in
response rate to a stimulus that is presented repeatedly without ill effect  [22].
Cette capacite´ permet d’apprendre a` ignorer des stimulus inutiles pour se concen-
trer sur ce qui importe. L’habitude peut eˆtre caracte´rise´e par une e´chelle de
valeur de re´actions a` un stimuli ou` plus la valeur est faible, plus on est habitue´
au stimuli. Si un nouveau stimuli apparait, les re´actions augmentent tre`s rapi-
dement jusqu’a` un seuil critique, puis de´croissent exponentiellement si le stimuli
est fre´quent.
Du point de vue de l’Ambient Intelligence, on conside`re un algorithme qui
classe des comportements selon un ensemble de crite`res. Par exemple, le Re´seau
Neural que l’on adapte au mode`le d’habitude en modifiant les outputs de fac¸on
classer les inputs fre´quents comme habituels (normales) et les plus rares comme
inhabituels (nouveau). Ensuite, le syste`me s’entraine avec des donne´es com-
munes sur le quotidien d’un individu. Apre`s l’entrainement, les outputs concer-
nant l’habitude sont capables de´terminer si un comportement en input est
normal ou nouveau. D’autres informations peuvent s’ajouter pour augmenter
les conditions de la normalite´. Par exemple, un comportement est soit a e´te´
connu dans le passe´ mais n’a pas fait d’apparition re´cente, soit est typique et
comple`tement normal. Ces informations sont prises en compte par deux proces-
sus d’habitude : Le premier apprend lentement, son niveau de re´action diminue
progressivement a` chaque apparition d’input et ne change pas si l’input devient
rare. Le second apprend rapidement, son niveau de re´action chute a` chaque ap-
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parition d’input, mais l’input est vite oublie´ s’il devient rare et le niveau de
re´action grimpe au seuil critique.
Afin de prendre en compte l’aspect temporel et spatial, des banques de lear-
ners peuvent eˆtre entraine´es pour se spe´cialiser dans les combinaisons d’espaces
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Les possibilite´s d’application en Ambient Intelligence sont nombreuses. L’ob-
jectif de ces applications est de nous fournir la meilleure assistance possible dans
nos vies.
En the´orie, on attend d’un environnement intelligent qu’il montre toutes les
fonctionnalite´s pre´sente´es dans les pre´ce´dents chapitres (voir 1.1.3). Cependant
en ge´ne´ral, le de´veloppement de solution Ambient Intelligence est souvent dirige´
par la demande des utilisateurs, des industries et des organisations gouverne-
mentales. Et donc, les imple´mentations pre´sentent souvent un sous-ensemble
de fonctionnalite´s de l’Ambient Intelligence selon le domaine d’application. Si-
gnalons que plusieurs grandes socie´te´s (Philips, Siemens, Nokia, VTT, Micro-
soft, . . .) ont apporte´ une contribution physique a` l’Ambient Intelligence avec le
de´veloppement de technologies pour les Smart Environment [4].
Les domaines d’application que nous pre´sentons ici sont notamment recense´s
par Augusto, Cook et al [4, 7, 15] avec quelques exemples. Tous les domaines
d’application ne pourraient eˆtre re´pertorie´es ici e´tant donne´ la multitude de
configurations possibles de l’Ambient Intelligence. En effet, l’ensemble des cas
possibles a` e´tudier est e´norme e´tant donne´ que le de´veloppement d’une solution
dans un domaine particulier implique des choix concernant l’ensemble des cap-
teurs et actionneurs, l’inge´nierie de l’architecture, les techniques d’Intelligence
Artificielles, les interfaces d’interaction utilisateur-syste`me, etc.
Nous re´sumons donc a` travers les sections suivantes les domaines d’applica-
tion possibles liste´es par Augusto, Cook et al avec quelques exemples d’imple´mentation.
Une premie`re solution d’Ambient Intelligence taille´e pour le domicile de l’indi-
vidu est pre´sente´e a` la section 5.1. D’autres solutions se soucient de la sante´ a`
la section 5.2 de l’utilisateur et meˆme de sa se´curite´ en environnement exte´rieur
comme les transports a` la section 5.3. La section 5.4 montre que l’utilisateur
peut vivre une nouvelle expe´rience depuis la salle de classe, jusqu’a` son lieu
de travail, pre´sente´ a` la section 5.5. Enfin, tous les domaines d’application ne
peuvent eˆtre cite´s, la section 5.6 termine ce chapitre avec quelques exemple de
cas particuliers.
5.1 Smart Homes
Les Smart Homes sont les environnements intelligents les plus en vogue dans
la production de solution Ambient Intelligence [7]. Des capteurs et des action-
neurs sont disperse´s a` l’inte´rieur de la maison et inte´gre´s dans des e´le´ments
e´lectrodomestiques dans le but d’aider les occupants. De`s lors , les capteurs col-
lectent des informations sur les occupants pour analyser leurs comportements
afin d’agir automatiquement dans leur inte´reˆt. L’apport de cette technologie
vise trois avantages majeurs [15] :
— l’augmentation de la se´curite´ (par exemple, intervenir lorsque une situation
anormale ou dangereuse est de´tecte´e) ;
— le confort (par exemple, pre´dire les besoins dans les habitudes du quotidien
et agir pour le bien-eˆtre) ;
— l’e´conomie d’e´nergie (par exemple, controˆler automatiquement les res-
sources d’eau et d’e´lectricite´).
Cook et al [15] donnent un aperc¸u de plusieurs projets dans ce domaine dont
voici quelques exemples.
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Le projet ALADIN (Ambient Lighting Assistance for an Ageing Population)
[27] vise a` augmenter le confort et le bien-eˆtre des personnes aˆge´es en adaptant
l’e´clairage selon plusieurs parame`tres (par exemple, la tempe´rature des couleurs,
l’intensite´, la distribution). A` partir des donne´es psycho-physiologiques de la
personne enregistre´e par les capteurs, le syste`me teste des parame`tres d’e´clairage
avec diffe´rentes valeurs et les adapte via des algorithmes d’optimisation (par
exemple, recuit simule´ ou algorithme ge´ne´tique, fuzzy logic, re´seaux neuronaux)
afin de de´terminer les valeurs les plus approprie´es a` l’utilisateur. Ce syste`me
d’e´clairage intelligent, qui inclut aussi des applications de biofeedback et de
conseils, permet d’ame´liorer le cycle du sommeil de l’utilisateur et donc son
mode de vie.
Un autre exemple de projet de Smart Home, appele´ MavHome [17], consiste
a` fournir de l’intelligence a` une maison. De`s lors, la maison est capable d’agir
sur l’environnement via des controˆleurs e´lectriques sur base des informations
de son e´tat collecte´es par des capteurs. Concre`tement, des techniques de Data
Mining traitent le flux d’informations provenant des capteurs pour identifier
des patterns correspondant a` des activite´s. De plus, un algorithme base´ sur
la compression (Active LeZi, base´ sur LZ78 [18]) calcule les futures actions les
plus probables. Enfin, un mode`le de Markov hie´rarchique est ge´ne´re´ sur base des
re´sultats pre´ce´dents et des informations contextuelles comme l’e´tat des capteurs,
la date et l’heure des activite´s. Ce mode`le peut s’affiner avec plus d’informations
sur le contexte des activite´s et permet de pre´dire les prochaines actions pour
les automatiser. Cook et al ont constate´ une diminution de 76% des actions
quotidiennes sur base de donne´es collecte´es sur un habitant volontaire pendant
un mois [15].
5.2 Services de sante´
Un des principaux domaines vise´ par l’Ambient Intelligence concerne la
sante´. Des Smart Homes sont de´die´s a` ame´liorer la qualite´ de vie et aider les
personnes aˆge´es ou avec un handicap. Certains patients ou personnes aˆge´es ont
la possibilite´ de rester chez eux graˆce a` un syste`me de monitoring de leur sante´
et profiter des services de te´le´soins [7]. Le syste`me peut alors eˆtre connecte´ a` un
hoˆpital pour qu’un me´decin puisse observer l’e´volution de la sante´ d’un patient
et appeler les urgences s’il de´tecte une situation grave.
Cook, Augusto et al donnent les avantages d’une application Ambient In-
telligence pour le monitoring et l’assistance de soin a` domicile. D’autre part,
ils montrent comment les hoˆpitaux peuvent ame´liorer l’efficacite´ et la suˆrete´ de
leurs services [15, 7].
5.2.1 Monitoring et assistance de soins
Cette classe d’application contribue a` un programme europe´en appele´ Am-
bient Assisted Living (AAL) [1] qui vise a` aider les personnes aˆge´es a` poursuivre
leur existence dans l’environnement de leur choix en ame´liorant leur qualite´ de
vie et leur autonomie graˆce aux innovations en ICT [7, 8]. Certaines socie´te´s
prennent aussi cette initiative.
Cook et al [15] expliquent cet investissement par, d’une part, l’e´volution
de´mographique ou` il y a des plus en plus de personnes aˆge´es, et d’autre part
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leur envie de vivre le plus longtemps possible chez eux. Les syste`mes de moni-
toring et d’assistance de soins leur permettraient de garder leur inde´pendance
tout en ame´liorant leur qualite´ de vie. De plus, l’installation du syste`me et de
modification de la maison non seulement est plus rentable par rapport au couˆt
des services de soins a` domicile, mais aussi e´vite les hospitalisations, contribuant
ainsi a` des e´conomies budge´taires.
Il en est de meˆme pour les individus souffrant d’un handicap physique ou
mental. L’environnement intelligent peut alors fournir des services qui leur per-
mettent de se passer des aides soignants a` domicile tout en veillant a` sa sante´,
sa se´curite´ et son bien-eˆtre. Si le syste`me de´tecte une situation anormale ou
dangereuse, par exemple un four qui chauffe depuis un certain moment alors
que l’occupant dort, il peut soit intervenir automatiquement, soit alerter l’occu-
pant ou un service d’urgence. Une application de rappel peut avertir l’individu
si le syste`me de´tecte l’oubli d’une prise de me´dicament. Ou encore, l’environ-
nement intelligent reconnait les activite´s de l’utilisateur et peut interagir avec
celui-ci pour lui rappeler une e´tape ou la se´quence d’actions dans la taˆche qu’il
veut effectuer. Une autre application est capable de suivre les de´placements de
l’individu et lui fournir un trajet vers un endroit suˆr si il se perd.
5.2.2 Hoˆpitaux
Les applications d’Ambient Intelligence peuvent ame´liorer les services dans
les hoˆpitaux aussi bien pour le bien-eˆtre des patients que pour l’efficacite´ des pro-
fessionnels. Les patients peuvent be´ne´ficier des technologies e´voque´es pre´ce´demment
qui sont adapte´es a` leur chambre et a` des zones de l’hoˆpital. De cette fac¸on, le
suivi du patient est assure´ par les syste`mes de monitoring de sante´ et des cap-
teurs dispose´s dans sa chambre permettent d’e´valuer ses progre`s (par exemple,
apre`s une chirurgie). Cela ame´liore l’efficacite´ des professionnels qui peuvent
surveiller l’e´tat des patients et intervenir plus rapidement en cas de besoin. Des
solutions d’Ambient Intelligence peuvent augmenter la se´curite´ de l’hoˆpital par
exemple en permettant de retreindre l’acce`s a` certaines pie`ces ou e´quipements
pour certains patients ou membres du personnel [7].
L’environnement intelligent d’un Smart Hospital peut aussi aider a` ame´liorer
l’efficacite´ de l’hoˆpital par une planification et un guide des tourne´es des me´decins
[32]. Le syste`me est configure´ pour connaitre le plan de l’hoˆpital et la topologie
des salles d’examen, des chambres, des couloirs, des ascenseurs, etc. Les patients
et le personnel soignant sont identifie´s et localise´s dans l’hoˆpital par des cap-
teurs (par exemple, des dispositifs IR ou a` ultrason [33]). Lors des tourne´es,
les me´decins sont guide´s par un affichage ou des messages audio a` travers une
route optimise´e qui peut se mettre a` jour s’il y a une variation dans les condi-
tions (par exemple, l’e´tat d’un patient qui s’aggrave). Lorsqu’il y a une urgence
pour un patient, le syste`me avertit le me´decin le plus proche et lui planifie le
trajet le plus rapide et adapte l’environnement sur son chemin (par exemple,
en appelant automatiquement un ascenseur a` son e´tage). Le syste`me peut eˆtre
couple´ au monitoring de sante´ pour rentrer en compte dans la planification des
tourne´es.
Par ailleurs, d’autres technologies de l’Ambient Intelligence s’orientent vers
le divertissement et la relaxation des patients. Cook et al donne l’exemple d’un
hoˆpital a` Chicago ou` un pavillon a e´te´ construit spe´cialement pour supporter
une application d’Ambient Intelligence dans le but d’ame´liorer l’expe´rience du
44
patient [15]. Les patients disposent d’une carte RFID qui les identifie et retient
leurs pre´fe´rences. Lorsqu’un patient se rend dans certaines pie`ces, des projec-
tions d’images sur les murs, plafond ou salles d’examens ainsi que l’e´clairage
s’adaptent selon ses pre´fe´rences pour l’aider a` apaiser son anxie´te´. Les images
projete´es peuvent aussi l’aider a` comprendre la proce´dure de l’examen. Par
exemple, si un enfant doit retenir sa respiration, un avatar mime le geste.
5.3 Transports
Il existe de´ja` des syste`mes de transport intelligents qui utilisent des tech-
nologies comme les services par satellite, la navigation GPS, l’identification de
ve´hicule, le traitement d’image, etc, afin d’ame´liorer l’expe´rience de l’utilisateur.
[7].
Cook et al [15] fournissent des exemples d’application en Ambient Intelli-
gence pour le transport tel que le projet I-VAITS (In-Vehicle Ambient Intelli-
gent Transport System) [34]. Le but de ce projet est d’ame´liorer le confort et
la se´curite´ des voitures avec le concept de Ambient Intelligence pour ve´hicules
en inte´grant des capteurs et actionneurs qui communiquent avec le syste`me de
raisonnement. Le syste`me permet d’analyser l’environnement inte´rieur (l’e´tat de
la voiture et des informations sur les conditions physiologiques et physiques du
conducteur) et exte´rieur (conditions de la route, du trafic). De`s lors, le conduc-
teur est assiste´ par le syste`me qui analyse les risques (accidents, alte´ration de
l’e´tat du conducteur) et exe´cute des actions approprie´es a` la situation.
Un autre exemple est le syste`me construit par Pentland et Nissan Cambridge
Basic Research qui est similaire au projet pre´ce´dent. L’e´tat du conducteur (po-
sition et mouvement des mains et pieds) est constamment surveille´ pour que le
syste`me de´tecte tre`s rapidement les actions de conduite via un Hidden Markov
Model et re´agisse de manie`re optimale a` la situation en temps-re´el.
Enfin, les services d’urgence peuvent profiter de l’Ambient Intelligence pour
les aider a` localiser et a` planifier la route pour atteindre efficacement le lieu de
l’accident en association avec des syste`mes de gestion de trafic et de traitement
d’image pour analyser les conditions de conduite ou l’e´tat de la route (par
exemple, la pre´sence d’objets ou pie´tons sur la route).
5.4 E´ducation
Une application de l’Ambient Intelligence dans l’e´ducation est la Smart
Classroom. La Smart Classroom vise a` ame´liorer l’expe´rience d’enseignement
a` l’inte´rieur ou a` l’exte´rieur de la classe [7].
Par exemple, l’universite´ de Tsinghua a de´veloppe´ la Open Class Room,
base´e sur un syste`me multi-agent, qui est e´quipe´e de technologies comme le
tableau blanc interactif, des came´ras et des microphones [15, 3]. L’enseignant
peut e´crire sur le tableau nume´rique avec un stylet comme sur un tableau blanc
traditionnel. Les came´ras et les microphones permettent respectivement la re-
connaissance de mouvement et la reconnaissance vocale ce qui permet d’inter-
agir avec le tableau pour attirer l’attention ou pour afficher des informations
supple´mentaires. Les e´tudiants peuvent suivre une lec¸on dans la Smart Class-
room et par vide´o a` distance en direct ou en diffe´re´.
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De plus, les e´tudiants a` distance peuvent interagir vocalement avec un assis-
tant virtuel via la reconnaissance et la synthe`se vocale. Celui-ci peut aussi ge´rer
la liste des e´tudiants connecte´s a` la classe virtuelle et alerter lorsqu’il reconnait
une action d’un e´tudiant distant (par exemple, le fait qu’un e´tudiant quitte la
classe). Le syste`me peut reconnaitre des contextes, via les capteurs audio et
vide´o, et s’adapter en conse´quence pour ame´liorer l’expe´rience de la lec¸on a` dis-
tance. Par exemple, l’image cadre l’enseignant, le tableau et le reste de la classe
lorsque celui-ci parle, alors que l’image s’agrandit sur le tableau quand il e´crit.
5.5 Lieux de travail
L’Ambient Intelligence fournit un support pour ame´liorer l’efficacite´ et le
rendement des employe´s sur le lieu de travail (workplace) [15, 36]. Un environne-
ment de travail intelligent, comme le Smart Office, doit alors fournir des fonction-
nalite´s typiques a` l’Ambient Intelligence telles que les capacite´s a` adapter l’en-
vironnement aux besoins des utilisateurs ; faciliter la prise de de´cision sur base
d’observations passe´es ; assister et automatiser des taˆches quotidiennes ; faciliter
l’interaction par la reconnaissance vocale et de geste. Ramos et al de´finissent les
Smart Offices en re´sumant les fonctionnalite´s attendues [36] :
”Smart Offices contribute to reduce the decision-cycle offering,
for instance, connectivity where-ever the user is, aggregating the
knowledge and information sources. Smart offices handle several de-
vices that support everyday tasks. Smart offices may anticipate user
intentions, doing tasks on his behalf, facilitating other tasks, etc.”
Le projet Monica SmartOffice consiste a` ame´liorer l’environnement avec plu-
sieurs capteurs (des came´ras et des microphones) et actionneurs (un projecteur
vide´o et des hauts-parleurs) [15, 36]. Le syste`me observe les utilisateurs par re-
connaissance faciale, vocale et leurs gestes pour identifier leurs activite´s et ainsi
anticiper les besoins et afficher les informations utiles et ne´cessaires.
En dehors du Smart Office, le secteur de la production est concerne´ aussi
par l’Ambient Intelligence [15, 7]. Par exemple, l’efficience du processus de pro-
duction dans une usine peut eˆtre ame´liore´e par son environnement intelligent
en fonction de l’offre et de la demande. Des capteurs sont dispose´s a` diffe´rentes
sections de la chaine de production pour fournir des donne´es sur le processus
de fabrication au syste`me. Ce dernier raisonne sur ces donne´es en combinaison
avec les informations sur l’e´volution de la demande pour aider et conseiller la
socie´te´ sur les de´cisions a` prendre.
Un exemple de solution Ambient Intelligence dans ce domaine est le syste`me
MOSE qui peut suivre et ame´liorer le travail de production et les activite´s des
employe´s via des capteurs RFID. Le syste`me peut localiser chaque produit por-
tant un tag RFID dans l’environnement et suivre le processus de production par
les employe´s disposant de lecteur RFID. De`s lors, le syste`me peut guider les tra-
vailleurs dans les taˆches a` effectuer sur chaque produit. De plus, les informations
collecte´es peuvent pre´cieuses pour la socie´te´ sur le plan e´conomique.
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5.6 Autres applications
D’autres domaines d’application de l’Ambient Intelligence peuvent eˆtre en-
visage´s mais la liste fournie dans ce chapitre ne se veut pas exhaustive. Augusto
et al citent aussi le domaine du divertissement et le supermarche´ intelligent.
D’autre part, un muse´e enrichi par l’Ambient Intelligence peut offrir une nou-
velle expe´rience aux visiteurs du muse´e intelligent.
5.6.1 Divertissement
Augusto et al mentionne que l’Ambient Intelligence peut contribuer au di-
vertissement dans les maisons [7]. L’e´volution des jeux ludiques de ces dernie`res
anne´es permet d’utiliser aussi plusieurs modalite´s d’interactions. L’expe´rience
du joueur peut eˆtre augmente´e par exemple en associant les plateformes de jeu
modernes aux re´seaux de l’environnement intelligent de la maison pour augmen-
ter l’immersion du joueur.
5.6.2 Supermarche´ intelligent
Les supermarche´s sont aussi inte´resse´s par l’Ambient Intelligence pour ame´liorer
l’expe´rience des clients [7]. Le supermarche´ du future, de´crit par Wahlster [42],
implique une interaction multimodale ”homme-objet”, un paradigme re´cent en
interaction. En effet, dans ce type de solution d’Ambient Intelligence, les clients
peuvent communiquer avec les objets de l’e´talage vocalement, par les gestes et
par haptique et obtenir un feedback visuel avec des informations projete´es sur
un e´cran. Par ailleurs, le syste`me peut analyser leurs comportements dans le
magasin, par exemple la manie`re dont le client choisit son article.
5.6.3 Guide de muse´e intelligent
Le muse´e est un environnement riche en information et inte´ressant pour les
technologies de l’Ambient Intelligence pour procurer une expe´rience personna-
lise´e aux visiteurs. Un agent intelligent peut jouer le roˆle d’un guide pour accom-
pagner l’utilisateur pendant sa visite et lui fournir des informations pertinentes
sur l’objet qu’il observe.
Par exemple, le projet ARTIZT (Ambient Intelligence Real-Time locating
system museum guIde over Zigbee Technology) est un syste`me de guide de muse´e
qui utilise des techniques de l’Ambient Intelligence [21]. Des capteurs permettent
au syste`me de localiser et de suivre le visiteur dans le muse´e. Connaissant la
position des objets dans l’environnement, le syste`me est capable de reconnaitre
un contexte qui implique la localisation du visiteur, le the`me de la salle, les
objets autour du visiteur et les distances entre eux. De`s lors, l’action du syste`me
consiste a` envoyer des informations utiles et personnalise´es sur la Tablet du
visiteur (fournie a` l’entre´e du muse´e) selon sa localisation et les objets d’inte´reˆt
a` sa porte´e.
Pour de´tecter continuellement et avec pre´cision la localisation du visiteur,
ARTIZT utilise un re´seau de capteurs sans fils qui connecte les tablets des utili-
sateurs a` un syste`me de localisation. Une fois la localisation connue, l’application
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Un des plus grands de´fis a` relever pour l’Ambient Intelligence est de faire
accepter cette nouvelle forme de technologie a` la socie´te´ [8]. E´tant donne´ que les
environnements intelligents sont te´moins et assistants de la vie des utilisateurs,
il est ne´cessaire d’en examiner les risques. Les proble`mes de se´curite´ et de vie
prive´e sont des sujets d’actualite´ dont l’Ambient Intelligence doit tenir compte
pendant son de´veloppement et sont discute´s a` la section 6.1.
Les installations interactives sont des environnements plutoˆt similaires a`
l’Ambient Intelligence. Nous pre´sentons l’une d’entre-elles : The Experience
Cylinder. Un projet d’environnement virtuel peut simuler des techniques de
l’Ambient Intelligence pour reconnaitre le comportement de l’utilisateur. Nous
explorons une solution possible a` la section 6.2.
6.1 Implication dans la socie´te´
Le chapitre 5 montre que l’Ambient Intelligence peut ame´liorer la vie de l’uti-
lisateur dans plusieurs espaces de vie comme la maison, les transports, le lieu de
travail, etc. Malgre´ les nombreuses technologies re´parties dans l’environnement,
le syste`me reste discret et assiste silencieusement l’utilisateur dans ses taˆches
quotidiennes. Cependant, l’Ambient Intelligence reste un syste`me informatique
qui n’est pas infaillible et est expose´ aux meˆmes proble`mes que l’informatique
actuelle. Augusto ajoute qu’il est meˆme peu probable que le syste`me fonctionne
parfaitement e´tant donne´ la complexite´ de l’environnement [5].
De plus, l’environnement intelligent peut de´ranger l’utilisateur si par exemple :
le syste`me effectue une action inde´sirable ; ne´cessite une intervention corrective
de l’utilisateur ; partage des informations personnelles, voire donne l’acce`s aux
capteurs et aux donne´es collecte´es, a` des partis tiers [15]. D’autre part, certains
types de capteur tre`s efficaces, comme la came´ra, sont tre`s conteste´s par les
utilisateurs [5]. Selon Cook, Augusto, et al, les environnements intelligents ont
un impact sur la pre´servation de la vie prive´e et la fiabilite´ de la se´curite´ des
informations personnelles [15, 5, 7].
6.1.1 Vie prive´e
L’Ambient Intelligence doit collecter beaucoup d’informations sur la vie de
son utilisateur (ses pre´fe´rences, habitudes, activite´s, relations sociales, etc) pour
eˆtre capable de pre´dire ses besoins et permettre a` l’environnement d’agir de
manie`re adapte´e et approprie´e. On peut conside´rer que l’efficacite´ des services
offerts par l’Ambient Intelligence est proportionnel au degre´ d’intimite´ que l’uti-
lisateur conce`de a` partager.
Cette approche a un impact sur la vie prive´e qui peut incommoder les gens
qui doivent faire confiance a` cette technologie. La protection de la vie prive´e
est d’une importance primordiale a` prendre en compte dans la conception de
l’environnement intelligent pour augmenter l’acceptation des gens.
Par exemple, le choix des capteurs est un e´le´ment important en ce qui
concerne la vie prive´e dans la question de la vie prive´e. Certains types de cap-
teur (par exemple, la came´ra) sont plus efficaces pour collecter des informations
contextuelles qui seront utiles dans la suite du processus. Cependant, d’une part,
l’installation de came´ra dans certains lieux (par exemple, la salle de bain) peut
incommoder l’utilisateur qui a le sentiment d’eˆtre surveille´ a` la ”Big Brother” ;
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d’autre part, ce type de capteur alimente la collection de donne´es avec plus
d’informations personnelles que ne´cessaire.
De`s lors, d’autres types de capteur ”plus suˆrs” peuvent remplacer l’utilisa-
tion de ces capteurs performants comme la came´ra, qui sont alors re´serve´s a`
des situations qui impliquent moins la vie prive´e. Cependant, la combinaison de
plusieurs capteurs suˆrs permet quand meˆme de ge´ne´rer des informations per-
sonnelles tre`s de´taille´es et donc pre´sente autant de risque pour la la vie prive´e.
A` cote´ de cela, il y a un certain degre´ d’acceptation de partage de la vie
prive´e qui de´pend de l’individu selon ses valeurs et sa culture. Par exemple,
certains ne voient aucun inconve´nient a` partager des informations personnelles,
et d’autres conce`dent une partie de leur vie prive´e en contre partie des avantages
des services fournis.
Augusto sugge`re de concevoir le syste`me en environnement intelligent avec la
capacite´ de s’adapter aux diffe´rents besoins de vie prive´e des utilisateurs [7]. Ou
alors, selon la situation et le but de l’utilisateur, le syste`me analyse la ne´cessite´
et la quantite´ d’informations personnelles a` collecter pour accomplir l’objectif
de l’utilisateur [15].
6.1.2 Se´curite´
E´tant donne´ la sensibilite´ des informations manipule´es dans les processus de
l’Ambient Intelligence, la se´curite´ du syste`me doit eˆtre rigoureusement e´tudie´e
lors de la conception. Le re´seau des capteurs doit assurer la fiabilite´ et la se´curite´
des capteurs (l’installation, la gestion d’erreur) et des communications (canal
prote´ge´) [15]. Il est ne´cessaire aussi de prote´ger les donne´es par des techniques
de chiffrement tout en tenant compte des ressources utilise´es.
En effet, les me´thodes de raisonnement minent la collection de donne´es col-
lecte´es depuis les capteurs afin d’identifier et de reconnaitre nos comportements
[5]. Une ”fuite” de cette base de connaissance peut nous exposer a` des risques
si les informations tombent entre de mauvaises mains.
Par ailleurs, il est important de de´terminer la visibilite´ et les autorisations
d’acce`s aux informations lorsque plusieurs parties prenantes sont implique´s dans
l’environnement intelligent [7]. Par exemple, dans des espaces publiques comme
les bureaux, les hoˆpitaux, les muse´es, etc. enrichis par l’Ambient Intelligence, les
personnes et les organisations sont implique´es, mais il y aussi d’autres acteurs
comme les administrateurs du syste`me et les ope´rateurs des capteurs.
De plus, dans les environnements intelligents publiques, l’exploitation des
ressources communes doit eˆtre ge´re´e. Par exemple, Augusto [7] mentionne les
”free riders”, des utilisateurs qui profitent gratuitement des ressources publiques
de manie`re excessive et qui peuvent donc limiter la disponibilite´s des services
aux autres utilisateurs. Des me´canismes sont ne´cessaires pour donner la prio-
rite´ d’acce`s aux ressources a` un groupe re´duit lorsqu’une situation importante
l’exige.
6.2 Ambient Intelligence et Installations Inter-
actives
Les installations interactives sont des espaces ferme´s contenant des capteurs
et des pe´riphe´riques d’affichage et de sons. Ces installations de´finissent des en-
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vironnements tre`s re´actifs ou` l’interaction est naturelle graˆce notamment a` des
capteurs de sons et de de´tection de mouvement (ge´ne´ralement des came´ras).
L’infrastructure permet de construire une re´alite´ virtuelle ou` l’utilisateur vit
une expe´rience tre`s immersive.
Il existe plusieurs de´finitions de ce concept selon l’orientation des projets. Par
exemple, le populaire CaveUT [23] est de´fini comme une ”installation de re´alite´
virtuelle immersive” alors que le projet KidsRoom est un ”espace interactif et
immersif base´ sur la perception” [11]. Ces environnements se caracte´risent par
un environnement tre`s re´actif ou` l’utilisateur perc¸oit distinctement les re´ponses
a` ses comportements [24]. Pour cela, les capteurs peuvent mesurer de nombreux
aspects de l’utilisateur comme sa taille, sa posture, ses mouvements, sa position,
son visage, sa voix, etc.
Les installations interactives partagent plusieurs caracte´ristiques communes
avec l’Ambient Intelligence. Nous pouvons simuler des environnements re´els
comme un muse´e dans une installation interactive ou` l’utilisateur peut interagir
avec les objets virtuels et de´clencher certaines actions par son comportement.
De plus, il est possible d’augmenter les possibilite´s de re´action en utilisant des
techniques d’Intelligence Artificielle. D’une certaine manie`re, nous pouvons tes-
ter des techniques de l’Ambient Intelligence utilise´es pour des environnements
intelligents en re´alite´ virtuelle.
Nous pre´sentons une installation interactive, The Experience Cylinder, de´veloppe´e
au Danemark . Ce projet peut eˆtre conside´re´ comme une ”sandbox” e´tant donne´
la multitude d’applications possibles a` de´velopper dans cet environnement im-
mersif. Par exemple, dans la suite nous pre´sentons un projet de story-board in-
teractif et immersif qui peut eˆtre enrichi en Intelligence Artificielle pour s’adap-
ter automatiquement au comportement de l’utilisateur.
6.2.1 The Experience Cylinder
”The Experience Cylinder” est un projet interdisciplinaire ne´ en 2010-2011
de la collaboration entre l’Universite´ de Roskilde et le muse´e des bateaux vikings
a` Roskilde (Roskilde Viking Ship Museum) [2].
Ce projet est une installation interactive ame´nage´e dans le laboratoire ”Ex-
perience Lab”, dans le de´partement CBIT (Communication Business and IT)
de l’Universite´ de Roskilde. Afin de procurer la meilleure expe´rience interactive
a` l’utilisateur, l’installation (figure 6.1) est constitue´e d’un e´cran cylindrique
forme´ par un rideau de trois me`tres de hauteur et de six me`tres de diame`tre.
L’affichage en 360 degre´s a` l’inte´rieur du cylindre est compose´ par six projec-
teurs place´s au plafond de manie`re strate´gique de fac¸on a` juxtaposer les six
images projete´es. Six enceintes entourent le cylindre de l’exte´rieur afin de four-
nir un son directionnel. Un pe´riphe´rique de capture de mouvement, la Kinect de
Microsoft, est fixe´ au plafond et positionne´ au centre du cylindre afin de scanner
le maximum d’espace au sein du cylindre. Enfin, le tout est relie´ a` une seule
station de travail. Bien entendu, l’ordinateur comporte aussi un clavier et une
souris pour utiliser le syste`me d’exploitation, Microsoft Windows 7.
Le but premier de ce projet e´tait de raconter l’histoire du voyage du drakkar
viking ”The Sea Stallion” [40], en 2007-2008, depuis Roskilde jusqu’a` Dublin et
son retour (le projet ”Havhingsten”) . L’installation du cylindre a fourni une
plateforme interactive originale permettant a` l’utilisateur de revivre ce pe´riple.
Ainsi, l’utilisateur est entoure´ des images et vide´os du voyage, et peut interagir
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avec son environnement en se de´plac¸ant a` l’inte´rieur du cylindre car un compor-
tement est attache´ a` chaque me´dia. Par exemple, une vide´o se de´clenche lorsque
l’utilisateur s’en approche, une image s’agrandit, un bruitage de la mer traverse
le cylindre, etc.
Par la suite, d’autres projets informatiques ont e´te´ re´alise´s par des e´tudiants
dans le cadre de leur me´moire, comme le de´veloppement par exemple de jeux
vide´o immersifs en 3D ; ou encore l’application RUC 3D (Roskilde University
Center), une reproduction en 3D du campus de l’Universite´ de Roskilde ou`
l’utilisateur peut s’y balader virtuellement ; et prochainement : VALS (Virtually
augmented physical learning spaces), qui propose notamment une simulation des
salles de classe et d’e´tude de l’Universite´ [41].
Le de´veloppement du cylindre d’expe´rience implique de nombreux de´fis tech-
niques. En effet, pour que les six images projete´es donnent l’illusion d’une seule
image continue sur un e´cran 360 degre´s, il est non seulement ne´cessaire de
re´gler minutieusement la position des projecteurs, mais il faut aussi ajuster
la re´solution d’affichage globale et corriger la concavite´ de chaque image. De
plus, les applications doivent tenir compte de l’angle de vue de l’utilisateur par
rapport a` sa position dans le cylindre. A ces difficulte´s viennent s’ajouter notam-
ment la programmation du son 3D, le calcul de la position exacte de l’utilisateur,
comment de´placer facilement ce type d’installation, trouver le financement,...
De`s lors, ce laboratoire d’expe´rience implique, en plus d’e´tudiants, de nom-
breux professionnels de diverses disciplines : des professeurs en communication,
des chercheurs en sciences informatiques, des designers graphistes, des program-
meurs, des inge´nieurs du son, des architectes,... dans le but de de´velopper,
d’ame´liorer et d’e´tendre les domaines d’utilisation.
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Fig. 6.1 – Infrastructure de l’installation du Experience Cylinder. [2]
6.2.2 Le projet Havhingsten
L’objectif du projet Havhingsten est de pre´senter interactivement le voyage
du drakkar The Sea Stallion effectue´ en 2007-2008 ainsi que le contexte histo-
rique de l’e`re des vikings au Danemark et en Irlande. Les nombreuses photos,
vide´os et les sons capture´s pendant le voyage sont expose´s a` la fac¸on d’une
story-board qui est projete´e sur les parois a` l’inte´rieur du cylindre (Experience
Cylinder) [2]. Afin de rendre l’expe´rience plus immersive, des effets de son et
des animations sont joue´s en arrie`re plan pour simuler les conditions en mer
pendant ce voyage.
Les objets (images, vide´os, informations historiques) sont affiche´s chronolo-
giquement de sorte que l’utilisateur peut revivre le voyage en suivant un circuit
dans le sens horloger a` l’inte´rieur du cylindre. Le visiteur se tient au de´part du
circuit (depuis le port de Roskilde) a` la position de 0 degre´ ; apre`s un parcours
de 180 degre´s, il se trouve au port de Dublin ; enfin, sa visite s’ache`ve sur le
retour du drakkar au port de Roskilde en effectuant les derniers 180 degre´s.
Lors de son passage, les objets affiche´s en face de lui s’animent en re´ponse
a` ses mouvements. Par exemple, une vide´o se de´clenche, un groupe d’images
s’agrandit, un texte se de´roule. De plus, les effets sonores et visuels en arrie`re
plan simulent les re´elles conditions me´te´orologiques de la traverse´e en lien avec
les images situe´es a` la position du visiteur.
De plus, pendant sa visite, l’utilisateur peut obtenir des informations supple´mentaires
sur la trame en face de lui en s’approchant de l’objet affiche´. Cela a pour effet de
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de´clencher une modification de l’arrangement des objets pour laisser place a` de
nouvelles informations. Un sce´nario d’exemple : si l’utilisateur s’approche d’une
image ou` on voit un des marins qui hisse la voile sur le drakkar, alors l’image
s’agrandit et un cadre de texte se de´ploie en fournissant des informations sur la
fabrication de la voile a` l’e´poque des Vikings.
6.2.3 Imple´mentation
Le projet est de´veloppe´ en C++ et est base´ sur OpenFrameworks [31]. Ce
dernier est un framework open-source e´crit en C++ fournissant les fondations
de base et les outils ne´cessaires afin de de´velopper facilement des applications
interactives. Le framework est disponible sous forme de projet de programmation
pour l’IDE CodeBlocks (utilise´ pour notre application) ou Visual Studio 2010.
En re´sume´, OpenFrameworks fournit une large bibliothe`que d’objets gra-
phiques et de fonctions pour aider le de´veloppeur dans ses cre´ations. Il y a 4
types de fonctions principales que nous pouvons remplir avec nos instructions :
setup() Cette fonction n’est exe´cute´e qu’une fois a` l’initialisation du programme.
C’est ici que nous e´crivons nos variables d’environnement et parame`tres a`
initialiser (par exemple, la taille de notre feneˆtre).
update() et draw() Ces fonctions sont exe´cute´es en boucle a` la vitesse de
l’horloge du processeur et permettent respectivement de mettre a` jour
l’e´tat de notre programme, puis de dessiner nos objets.
KeyPressed(int key), ... Une se´rie de fonctions permettent de ge´rer les pe´riphe´riques
en Input et les e´ve`nements. Par exemple, KeyPressed permet de coder les
instructions a` effectuer lorsqu’une certaine touche du clavier est presse´e
(l’argument de´finit un identifiant d’une touche).
Par de´faut, le framework ge`re uniquement les pe´riphe´riques e´cran, clavier et
souris, mais plusieurs plugins sont de´veloppe´s par la communaute´ de openFra-
meworks pour la compatibilite´ avec d’autres pe´riphe´riques.
L’application Havhingsten utilise des plugins pour exploiter les donne´es col-
lecte´es par la Kinect et un module qui ge`re l’affichage pour abstraire la confi-
guration complexe des 6 projecteurs. En plus des routines de base pour son
exe´cution, le programme inte`gre essentiellement : un ensemble d’algorithmes
pour controˆler l’animation des objets ; une large bibliothe`que de fichiers avec
diffe´rents formats (textes, photos, vide´os et sons du voyage) ; un ensemble de
structures de donne´e pour repre´senter les objets ; et un fichier au format XML
qui encode la configuration du programme.
6.2.4 Me´thodes de raisonnement
Les installations interactives sont principalement caracte´rise´es par un envi-
ronnement virtuel et immersif qui re´pond en temps-re´el au comportement de
l’utilisateur. Nous pouvons augmenter l’expe´rience immersive par des techniques
d’Intelligence Artificielles dans le but de personnaliser l’expe´rience de l’utilisa-
teur.
Par exemple, dans le projet Havhingsten, nous pourrions envisager une ani-
mation ou` l’environnement s’adapte a` l’utilisateur selon ses pre´fe´rences pour
certains aspects de la visite. L’environnement pourrait se me´tamorphoser pour
pre´senter uniquement des informations qui inte´ressent l’utilisateur. Pour ce faire,
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l’environnement doit eˆtre en mesure de reconnaitre le comportement de l’utili-
sateur et enregistrer ses activite´s.
Sce´nario
Pour illustrer cette approche, nous nous inspirons des recherches de Chris-
tiansen sur l’e´laboration du iiCHR (interactive installation Constraint Handling
Rules) [14], une extension du CHR base´ sur Prolog qui permet d’infe´rer des
bases de connaissances dans des installations interactives. Son article illustre
l’utilisation du iiCHR dans le sce´nario d’un muse´e d’art interactif qui fournit un
service pour conseiller les visiteurs de manie`re personnalise´e en analysant leurs
pre´fe´rences.
Tout d’abord, pour pouvoir reconnaitre ce qui inte´resse l’individu, nous ajou-
tons un syste`me de ”tag” a` la repre´sentation des donne´es des objets afin d’iden-
tifier un ensemble d’aspects communs entre eux. De`s lors, chaque objet peut
posse´der un ou plusieurs tags. Par exemple, les images qui illustrent l’amarrage
du drakkar dans les diffe´rentes e´tapes du voyage portent le tag ”amarrage”.
Ensuite, le comportement de l’utilisateur est analyse´ afin d’e´tablir des contextes
sur base de sa position et du temps. La position de l’utilisateur permet non
seulement de de´terminer l’objet qu’il regarde, mais aussi l’inte´reˆt qu’il porte a`
l’objet selon la distance qui les se´pare (i.e. s’il s’approche ou non de l’objet).
Pendant que l’utilisateur s’approche d’un objet, le temps est chronome´tre´. De
plus, chaque tag posse`de un compteur qui est incre´mente´ par le nombre de visite.
De`s lors, les informations obtenues sont directement infe´re´es pour e´tablir un
degre´ d’affinite´ a` chaque tag qui rentre alors en compe´tition pendant un temps
limite´. Le re´sultat modifie l’affichage avec des nouveaux objets puise´s dans la
bibliothe`que de me´dia du voyage qui portent le tag vainqueur.
Proposition de solution
Nous pouvons re´aliser cette approche de raisonnement avec Prolog. La dif-
ficulte´ est la compatibilite´ entre Prolog et l’application en C++. SWI-Prolog
nous fournit une documentation pour utiliser un moteur logique Prolog au sein
d’un programme en C, ce qui nous permet de construire une interface en C++
qui simplifie les appels Prolog. Nous proposons donc une interface C++/Prolog
afin d’eˆtre en mesure de construire des pre´dicats, d’effectuer des requeˆtes Prolog
et d’extraire les solutions depuis le code e´crit en C++.
Voici un exemple tre`s simple de son utilisation ou` nous calculons le maximum
entre deux valeurs :
PLQuery q("max", 3); // cre´e un pre´dicat "max" d’arite´ 3
int nb1 = 2;
int nb2 = 5;
int sol = 0;
q.add_arg(nb1); // ajoute le premier argument
q.add_arg(nb2); // ajoute le second argument
q.add_arg(PLVar()); // ajoute le troisie`me argument
PLEngine::executeQuery(q); // envoie la reque^te Prolog max(2,5,X)
q.get_solution(&sol); // re´cupe`re la solution
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De`s lors, nous pouvons utiliser ce moteur de raisonnement au sein de l’ap-
plication Havhingsten en adaptant le code source du programme et en cre´ant
les re`gles Prolog approprie´e. Cependant, la taˆche est complexe e´tant donne´ le
framework qui impose une boucle d’exe´cution principale. De plus, bien que l’in-
terface C++/Prolog autorise de nouvelles fonctionnalite´s, elle est limite´e et ne
permet d’exe´cuter pas des requeˆtes Prolog complexes.
Une autre solution possible a` explorer est l’utilisation d’un Middleware, mais
alors il faut abandonner openFramework qui facilite la programmation de l’in-
teraction. Un service serait alors de´die´ au raisonnement par cette me´thode.
Cette approche permet aussi de greffer d’autres services pour effectuer d’autres
traitements et notamment de faciliter la communication avec les pe´riphe´riques.
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Conclusion
Les concepts essentiels tels que le Disappearing Computer, l’Ubiquitous/Pervasive
Computing, et le Context-Awareness permettent de comprendre l’e´mergence de
l’Ambient Intelligence depuis diffe´rents domaines des sciences informatiques.
De`s lors, les re´seaux de capteurs et d’actionneur fournissent la capacite´ de sen-
tir et d’agir sur l’environnement. Les apports dans le domaine des interactions
homme-machine facilitent la communication avec l’utilisateur. Les technologies
re´seaux et Middleware sont des membres indispensables pour faciliter le traite-
ment du flux des informations. Sans les techniques d’Intelligence Artificielle et
de Machine Learning, l’Ambient Intelligence n’aurait pas la capacite´ d’agir de
manie`re approprie´e et de pre´dire les besoins pour assister dans les taˆches.
Le processus principal de l’Ambient Intelligence consiste a` : sentir, raisonner,
agir. Les capteurs re´coltent toutes des donne´es sur l’e´tat de l’environnement.
Ces donne´es brutes sont d’abord traite´es a` la couche Middleware pour en retirer
des informations contextuelles. Ces dernie`res sont mine´es pour identifier des
activite´s et ensuite traite´es par des techniques d’Intelligence Artificielle et de
Machine Learning. Ces traitements permettent de reconnaitre l’activite´ avec
une base de connaissances et de pre´dire les futures actions a` de´cider et planifier.
L’environnement est donc preˆt a` agir, via des robots par exemple, pour aider
l’utilisateur sans son intervention. Ce dernier peut aussi interagir avec le syste`me
par les gestes ou vocalement.
Les taˆches de´crites pre´ce´demment facilitent la conception de l’architecture
par un mode`le qui met en relation les technologies de l’Ambient Intelligence.
La plupart des Middleware actuels suffisent a` cette approche et facilitent la
communication entre le syste`me et les diffe´rents capteurs en traitant le large
flux de donne´es. Le Middleware donne un aspect dynamique au syste`me ou` des
pe´riphe´riques ou des services peuvent s’ajouter, se retirer ou se remplacer.
Les techniques en Intelligence Artificielle et Machine Learning ont pour ob-
jectifs de reconnaitre le contexte, identifier des activite´s pour reconnaitre des
taˆches et pre´dire les actions a` prendre. Le raisonnement est complexe e´tant
donne´ la multitude de situations possibles a` reconnaitre ou a` apprendre. De
plus, certains comportements sont habituels alors que parfois d’autres sont anor-
maux. Un me´canisme est ne´cessaire pour discerner le type de comportement que
le syste`me doit prendre en compte.
Il existe beaucoup de domaines d’application du Ambient Intelligence, en
espace ferme´ ou ouvert. Les environnements intelligents peuvent aider les uti-
lisateurs aussi bien chez eux que dans les transports et sur le lieu de travail.
L’Ambient Intelligence peut ame´liorer la qualite´ de vie des personnes aˆge´es et
des personnes infirmes, qui peuvent alors vivre sans de´pendre d’une assistance
de sante´.
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Pour conclure, l’Ambient Intelligence doit tenir compte des risques pour la
vie prive´e et la se´curite´. En effet, le syste`me s’inte`gre dans notre intimite´ et
enregistre nos comportements. Les impacts sur notre vie prive´e sont tre`s impor-
tants et exigent un syste`me fiable et se´curise´. Enfin, un autre type d’approche
semblable a` l’Ambient Intelligence vise les installations interactives. Nous avons
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