SUMMARY Inoue et al. introduced an automaton on a twodimensional tape, which decides acceptance or rejection of an input tape by scanning the tape from various sides by various automata which move one way, and investigated the accepting power of such an automaton. This paper continues the investigation of this type of automata, especially, ∨-type automata (obtained by combining four three-way two-dimensional deterministic finite automata (tr2-dfa's) in "or" fashion) and ∧-type automata (obtained by combining four tr2-dfa's in "and" fashion). We first investigate a relationship between the accepting powers of ∨-type automata and ∧-type automata, and show that they are incomparable. Then, we investigate a hierarchy of the accepting powers based on the number of tr2-dfa's combined. Finally, we briefly describe a relationship between the accepting powers of automata obtained by combining three-way two-dimensional deterministic and nondeterministic finite automata. key words: two-dimensional tape, three-way deterministic finite automata, rotated inputs
Introduction
During the past, many automata on a two-dimensional tape have been introduced [1] , [2] , [5] - [12] . Among those automata, there are ones which scan an input tape one way (e.g., from the top to the bottom [11] , or from the upper left to the lower right [2] ).
In the pattern-recognition process, designers often use a strategy of recognizing an input pattern depending on the features extracted by scanning the input pattern from various sides. Reflecting this strategy, Inoue et al. [3] , [4] introduced an automaton on a two-dimensional tape, which decides acceptance or rejection of an input tape by scanning the tape from various sides by various automata which move one way, and investigated the accepting power of such an automaton. Inoue et al. [3] (resp., [4] ) investigated the accepting power of automata which consist of four one-way parallel/sequential array automata [11] (resp., four three-way two-dimensional finite automata [6] ), say M 1 , M 2 , M 3 , and M 4 , and which accept an input tape x if and only if x, x R , (x R ) R , and ((x R ) R ) R are accepted by M 1 , M 2 , M 3 , and M 4 , respectively, where for any tape x, x R is the tape obtained by rotating x clockwise 90
• . This paper continues the investigation of this type of automata, especially, ∨-type automata (obtained by combin- a) E-mail: inoue@csse.yamaguchi-u.ac.jp ing four three-way two-dimensional deterministic finite automata (tr2-dfa's) [6] in "or" fashion) and ∧-type automata (obtained by combining four tr2-dfa's in "and" fashion). The paper has five sections in addition to this Introduction. Section 2 gives definitions and notations necessary for this paper. Section 3 investigates a relationship between the accepting powers of ∨-type automata and ∧-type automata, and shows that they are incomparable. Section 4 investigates a hierarchy of the accepting powers based on the number of tr2-dfa's combined. Section 5 briefly describes a relationship between the accepting powers of automata obtained by combining three-way two-dimensional deterministic and nondeterministic finite automata. Section 6 concludes this paper by giving open problems.
Definitions and Notations
Let Σ be a finite set of symbols. A two-dimensional tape over Σ is a two-dimensional rectangular array of elements of Σ. The set of all two-dimensional tapes over Σ is denoted by Σ (2) . Given a tape x in Σ (2) , we let l 1 (x) be the number of rows of x, and l 2 (x) be the number of columns of x. If 1 ≤ i ≤ l 1 (x) and 1 ≤ j ≤ l 2 (x), we let x(i, j) denote the symbol in x with coordinates (i, j). Furthermore, we define x[(i, j), (i , j )], only when 1 ≤ i ≤ i ≤ l 1 (x) and 1 ≤ j ≤ j ≤ l 2 (x), as the two-dimensional tape z satisfying the following:
For a tape x with l 1 (x) = m and l 2 (x) = n, m, n ≥ 1, we denote by x R the tape obtained by rotating x clockwise by 90
• (see Fig. 1 ).
We often denote the tapes ( respectively. It is obvious that (
. We now recall two-dimensional automata with rotated inputs [3] , [4] . 
}, where for any automaton A on a two-dimensional tape, T (A) denotes the set of all two-dimensional tapes accepted by A. Similarly, by using M i , 1 ≤ i ≤ 4, we can define various two-dimensional automata such as 
We call a type of automata described above "∧-type".
Similarly, we introduce a type (∨-type) of automata on a two-dimensional tape. 
, and so on. For example, B 2 is a two-dimensional automaton which consists of M 1 , M 2 , and M 3 , and which accepts an input tape
We briefly recall a two-dimensional finite automaton (2-fa) [1] . As shown in Fig. 2 , a 2-fa M has a read-only twodimensional input tape with boundary symbols #, and a finite control. A position is assigned to each cell of the input tape as shown in Fig. 2 .
The action of M is similar to that of the onedimensional two-way finite automaton, which has a readonly input tape with endmarkers, except that the input head of M can move right, left, up, or down. M starts in its initial state with the input head on the upper left-hand corner of an input tape x. We say that M accepts the tape x if M eventually halts in an accepting state. We denote by T (M) the set of all two-dimensional tapes accepted by M. A three-way two-dimensional finite automaton (tr2-fa) is a 2-fa whose input tape head can move, left, right, or down, but not up. Determinism and nondeterminism for 2-fa's and tr2-fa's are defined as usual. We denote by tr2-dfa (tr2-nfa) a three-way two-dimensional deterministic (nondeterministic) finite automaton.
In this paper, we are concerned with tr2-dfa's whose input tapes are restricted to square ones. Let X i , 1 ≤ i ≤ 4, be a class of automata on a two-dimensional tape. Then, for each θ ∈ {∧, ∨}, let
, . . . , are defined similarly. Below, by D (N), we denote the class of tr2-dfa's (tr2-nfa's) whose input tapes are restricted to square ones.
A configuration of a 2-fa M on a two-dimensional tape x is of the form ((i, j), q), where (i, j), 0 ≤ i ≤ l 1 (x) + 1 and 0 ≤ j ≤ l 2 (x) + 1, is a position of the input head, and q is a state of the finite control. For any set S , |S | denotes the number of elements of S .
A Relationship between ∨-and ∧-Types of tr2-dfa's
This section investigates a relationship between the accepting powers of ∨-and ∧-types of tr2-dfa's.
Proof. Let
. Suppose to the contrary that there exists an automaton
, and (iii) the other part of t(w) consists of 0's.
For each w ∈ W(n), t(w) is in T 1 , and thus t(w) is accepted by M, which implies that t(w)
Since |W(n)| = 2 n , it follows that there exists some i,
For each w ∈ V 1 (n), let accomp(w) be a fixed accepting computation of M 1 on t(w), and let con f (w) be the configuration of M 1 on t(w) just after the input head has passed the top row of t(w) in accomp(w). Let c(n) be the number of possible configurations of M 1 just after the input head has passed the top rows of t(w)'s for w's in V 1 (n). Since c(n) ≤ k 1 (n +4), where k 1 is the number of states of the finite control of M 1 , we have |V 1 (n)| > c(n) for large n. Therefore, for such a large n, it follows that there exist two different tapes w 1 and w 2 in V 1 (n) such that con f (w 1 ) = con f (w 2 ). Let z be the twodimensional tape with n+2 rows and n+2 columns such that (i) the top row of z is the same as the top row of t(w 1 ), and (ii)
It is easy to see that by combining accomp(w 1 ) and accomp(w 2 ), we could construct an accepting computation of M 1 on z, and thus z would be accepted by M 1 , which implies that z would be accepted by M. This contradicts the fact that z T 1 . In the same way, for each of the cases |V 2 (n)| ≥ 2 n−2 , |V 3 (n)| ≥ 2 n−2 , and |V 4 (n)| ≥ 2 n−2 , we can induce a contradiction. This completes the proof of "
, where each M i is a tr2-dfa. Let W(n) and t(w) (with w ∈ W(n)) be defined in the same way as in the proof of Theorem 3.
For each w ∈ W(n), t(w) is not in T 2 , and thus t(w) is not accepted by M, which implies that t(w)
T
Let con f (w) be the configuration of M 1 just after the input head has passed the top row of t(w), and C(n) = {con f (w) | w ∈ V 1 (n)}. Since |C(n)| ≤ k 1 (n + 4), where k 1 is the number of states of the finite control of M 1 , we have |V 1 (n)| > |C(n)| for large n. Therefore, for such a large n, it follows that there exist two different tapes w 1 and w 2 in V 1 (n) such that con f (w 1 ) = con f (w 2 ). Consider the two-dimensional tape z with n + 2 rows and n + 2 columns such that (i) the top row of z is the same as the top row of t(w 1 ), and (ii) z[(2, 1), (n + 2, n + 2)] = t(w 2 )[(2, 1), (n + 2, n + 2)]. Since con f (w 1 ) = con f (w 2 ) and t(w 2 ) T (M 1 ), it follows that z would not be accepted by M 1 , which implies that z would not be accepted by M. This contradicts the fact that z ∈ T 2 . In the same way, for each of the cases |V 2 (n)| ≥ 2 n−2 , |V 3 (n)| ≥ 2 n−2 , and |V 4 (n)| ≥ 2 n−2 , we can induce a contradiction. This completes the proof of "
. From this and from Theorems 3.1 and 3.2, we can get the following corollary:
A Hierarchy Based on the Number of Automata Combined
This section investigates a hierarchy of the accepting powers based on the number of tr2-dfa's combined.
Theorem 4.1: There exists a set contained in
( Figure 3 shows a tape in is accepted by a tr2-dfa M which acts as follows. When an input tape x with l 1 (x) = l 2 (x) = n is presented to M , it checks along the first row of x that, x(1, j) = 2 for some 3 ≤ j ≤ n − 1, and x(1, j ) ∈ {0, 1} for each 1 ≤ j < j (see Fig. 4 ). If M succeeds in this check, then from x(1, j), M moves one cell down every one left move until it reaches a left boundary symbol , and checks that the symbol x( j, 1) just to the right of this left boundary symbol is '1'. After that, M moves one cell to the right. At this time, M is on the symbol x( j, 2). Then M goes down along the second column of x until it meets a symbol '2', say x(s, 2), for the first time. When M meets this symbol '2', M moves to the right along the s-th row of x until it reaches a right boundary symbol , and checks that the symbol x(s, n) just to the left of this right boundary symbol is '1'. After that, M returns to the symbol x(s, 1) along the s-th row of x. From x(s, 1), M moves one cell down every one right move until it reaches a bottom boundary symbol , and enters an accepting state only if the symbol just above this bottom boundary symbol is '1'. It is obvious that M accepts T RRR 3 .
Suppose to the contrary that there exists an automaton
be the number of states of the finite control of a tr2-dfa
For each x ∈ W(n), and for each i (1 ≤ i ≤ 3), let con f i (x) ∆ = the configuration of M i just after the input head has passed the first rows of tapes with 2n rows and 2n columns whose top rows are x, and 3 (n)| for some large n. For such n, there must be different two tapes w, w ∈ W(n) such that con f 1 (w) = con f 1 (w ), con f 2 (w) = con f 2 (w ), and con f 3 (w) = con f 3 (w ). Suppose that w(1, 2n − j + 1) = 1 and w (1, 2n − j + 1) = 0 for some 3 ≤ j ≤ n.
Consider a tape z ∈ {0, 1, 2} (2) with l 1 (z) = l 2 (z) = 2n such that
, and (iii) the other part of z consists of 0's.
( Figure 5 shows the tape z.)
Then, consider the three tapes z , z , z ∈ {0, 1, 2} (2) with ( Figures 6, 7 , and 8 show tapes z , z , and z , respectively.) As easily seen, z ∈ T 3 , and so
(1) The case of "z ∈ T (M 1 )":
From the assertion that con f 1 (w) = con f 1 (w ), and from the observation that (a) the first row of z is w, (b) the first row of z is w , and (c) z and z are the same except the first rows, it follows that we could construct an accepting computation of M 1 on z , and thus z would be accepted by M, which contradicts the fact that z T 3 . (2) The case of "z R ∈ T (M 2 )": From the assertion that con f 2 (w) = con f 2 (w ), and from the observation that (a) the first row of z R is (w RRR ) R = w, (b) the first row of z R is (w RRR ) R = w , and (c) z R and z R are the same except the first rows, it follows that we could construct an accepting computation of M 2 on z R , and thus z would be accepted by M, which contradicts the fact that z T 3 . (3) The case of "z RR ∈ T (M 3 )": From the assertion that con f 3 (w) = con f 3 (w ), and from the observation that (a) the first row of z RR is (w RR ) RR = w, (b) the first row of z RR is (w RR ) RR = w , and (c) z RR and z RR are the same except the first rows, it follows that we could construct an accepting computation of M 3 on z RR , and thus z would be accepted by M, which contradicts the fact that z T 3 .
Since we induced a contradiction for each case to be considered, we can conclude that not
Proof. Let From (1) through (3), we induced that z (resp., z R , z RR ) would be accepted by M 1 (resp., M 2 , M 3 ), and thus z would be accepted by M, which contradicts the fact that z T 4 . This completes the proof of "
Proof. Let (Figure 14 shows a tape in T 5 .)
It is an easy exercise to show that
On the other hand, by using the same technique as in the proof of Theorem 4.1 (resp., Theorem 4.2), we can show that
Theorem 4.4:
There exists a set in
Proof. Let T 6 = T RRR 5 , where T 5 is the set described in the proof of Theorem 4. From Theorems 4.1, 4.2, 4.3, and 4.4, we can get the following corollary, which means that the increase of the number of tr2-dfa's combined strengthens the accepting power of automata with rotated inputs..
Corollary 4.1: For each
Proof. As stated before, we have
) follows from Theorem 4.2 (Theorem 4.1).
A Relationship between Determinism and Nondeterminism
This section briefly describes a relationship among the accepting powers of automata obtained by combining tr2-dfa's and tr2-nfa's. Let D 1 denote the class of deterministic 2-fa's. 
