Abstract. Compared with harmonic Bergman spaces, this paper introduces a new function space which is called the pluriharmonic Hardy space h 2 (T 2 ). We character (semi-) commuting Toeplitz operators on h 2 (T 2 ) with bounded pluriharmonic symbols. Interestingly, these results are quite different from the corresponding properties of Toeplitz operators on Hardy spaces, Bergman spaces and harmonic Bergman spaces. Our method for Toeplitz operators on h 2 (T 2 ) gives new insight into the study of commuting Toeplitz operators on harmonic Bergman spaces.
Introduction
Let D = {ξ ∈ C : |ξ| < 1} be the unit disk in the complex plane C and T be its boundary. The bidisk D 2 and the torus T 2 are the subsets of C 2 which are Cartesian products of two copies D and T, respectively. Let dσ be the normalized Haar measure on T 2 , the Hardy space H 2 (T 2 ) is the closure of the analytic polynomials in L 2 (T 2 , dσ). Let dA denote the normalized area measure on D, the harmonic Bergman space b 2 is the closed subspace of the Lebesgue space L 2 (D, dA) consisting of all harmonic functions on D. One can check the relation 
is a Hilbert with the inner product
F (z)G(z)dσ(z).
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It is easy to vertify {z
is an orthonormal basis of h 2 (T 2 ).
Let ∂ i denote
. Recall that a complex-valued f ∈ C 2 (D 2 ) is said to be pluriharmonic if ∂ i∂j f = 0, i, j = 1, 2.
If f ∈ h 2 (T 2 ), the Poisson integral of f is pluriharmonic in D 2 .
Definition 1.2. For f ∈ L 2 (T 2 ), the Toeplitz operator T f with symbol f is densely defined on the pluriharmonic Hardy space h 2 (T 2 ) by
for all polynomials h, where Q is the orthogonal projection from L 2 (T 2 ) onto h 2 (T 2 ).
On the harmonic Bergman space b 2 (D), B. R. Choe and Y. J. Lee [3] proved that two Toeplitz operators with holomorphic symbols commute if and only if a nontrivial linear combination of the symbols is constant, this result has been extended to various domains such as the polydisk ( [5] ) and the unit ball ( [11] ). In [3, 4] [4] showed that the answer to the first question is yes under some additional noncyclictiy hypothesis, and whether the noncyclicity hypotheses can be removed or not remains open. We will be concerned with these two similar questions on h 2 (T 2 ). (1.1) and (1.2) show that h 2 (T 2 ) and b 2 (D) have similar structures. In particular, L 2 a is isometrically identified with a closed subspace of H 2 (T 2 )(see [9] ), by (1.1), thus b 2 (D) is isometrically identified with a closed subspace of h 2 (T 2 ). Our results for Toeplitz operators on h 2 (T 2 ) may offer some insight into the study of similar questions for Toeplitz operators on b 2 (D). On the pluriharmonic Hardy space h 2 (T 2 ), Liu and the second author [12] obtained a characterization of (semi-) commuting Toeplitz operators with holomorphic symbols. For completeness, we will state these results as follows. In order to state these results, we need some notations. Let P be the projection from This paper is organized in the following way. In section 2, we present some preliminaries. By making use of matrix representation, we give some new characterization of Theorem 1.3, Theorem 1.4 and Theorem 1.5 in section 3. Using these results, we completely characterize (semi-)commuting Toeplitz operators with bounded pluriharmonic harmonic symbols in section 4 and section 5, respectively.
Preliminaries

Integral representation.
Recall that the Hardy space H 2 (T) is a reproducing kernel Hilbert space, with the kernel
the normalized reproducing kernel. Clearly, the reproducing kernel of H 2 (D 2 ) at the point λ with coordinates (λ 1 , λ 2 ) in D 2 is given by
Thus the normalized reproducing kernel
, the Poisson integral of f is given by 
, the Hardy projection P has the integral representation
, we can write the projection P − as the integral operator
The above integral formulas for P and P − show that P and P − can be extend to L 1 (T 2 ). By (2.3) and (2.4), we have
In addition, the reproducing kernel K λ has the following nice property [6, Theorem 1.3]:
. Each point evaluation is easily verified to be a bounded linear functional on h 2 (T 2 ), the Riesz representation theorem tells us that there exists a unique func-
, there is a simple relation between R λ and K λ :
Thus each R λ is real-valued and the formula (2.7) leads us to the following integral representation of the projection Q:
we see from (2.9) that the projection Q can be rewritten as
Using the boundedness of P i and P
, one can easily verify the following facts:
• P 1 commutes with P 2 , and P = P 1 P 2 .
• P − 1 commutes with P − 2 , and P
, the Toeplitz operator T f and the small Hankel operator Γ f with symbol f are densely defined on the Hardy space
: f (0) = 0 , the Toeplitz operator T φ has the following operator matrix representation: 10) where the operator S φ is an operator on
Note that the star need no longer be the adjoint (but would of course coincide with the adjoint in case the operator Γφ is itself bounded).
The following lemma shows relation between Toeplitz operators T ϕ and Hankel operators Γ ϕ . It is quite useful in studying products of Toeplitz operators.
, then the following identity holds.
Proof. To prove the above identity we use the matrix representations of operators T f , T g and T f g under the decomposition
, computing the product of the matrices of T f and T g gives
On the other hand,
Comparison of the two matrix representations of T h gives (2.12).
Proof. Since the small Hankel operator with an analytic symbol is the zero operator, (2.12) implies T h = T f T g . By [6, Theorem 3.1], we have that f g = h.
Remark. It is well-known that T ϕ satisfies the following characteristic relation
But this relation does not extend to the Toeplitz operator T ϕ as the following example shows. Since T *
Although our main concern is with bounded operators, we will need to make use of densely defined unbounded operators. Let H be a Hilbert space. Suppose A 1 and A 2 are densely defined operators in H, we say that A 1 = A 2 if
for each p ∈ domA 1 domA 2 . Let x and y be two nonzero vectors in H, x ⊗ y is the operator of rank one defined by (x ⊗ y)f = f, y x for f ∈ H.
Some Lemmas
denotes h is a function of one variable z 1 . Similarly, h = h(z 2 ) denotes h is a function of one variable z 2 . We denote the semicommutator and commutator of two Toeplitz operators T f and T g by
The following lemma will be used in the proof of Theorem 1.7.
Proof. Sinceψk λ 1 ∈ L 2 (T), we havē
An easy computation gives
2)
The second equality follows from that P = P 1 P 2 = P 2 P 1 and
, the third equality follows from (2.6), the fourth equality follows from (3.1). Thus
3)
The second equality follows from (2.9), the seventh equality follows from (3.2).
On the other hand, we get
The third equality follows from (2.9).
So combining (3.3) with (3.4), we have
Remark. Although T ϕ Tψ and Tψ T ϕ may not be bounded, the integral formula (2.2) of their Berezin transform still make sense. In the following four lemmas, u denotes a polynomial in
Lemma 3.2. If ϕ and ψ are functions in H 2 (T 2 ), the following equalities hold.
Proof. An easy computation gives
The third equality follows from the fact that ϕu ∈ H 2 (T 2 ). Using the integral representations of P (see (2.3)) and Q (see (2.9)), we have
The fifth equality follows from the fact that ϕ(K z − 1) ∈ H 2 0 (T 2 ). An easy computation gives
The third equality follows from the fact that ϕv ∈ H 2 0 (T 2 ).
Using the integral representation of P (see (2. 3)), we get
The fifth equality follows from the fact that ϕK z ∈ H 2 (T 2 ).
The following three lemmas play an important role in understanding (semi)commutativity of Toeplitz operators on h 2 (T 2 ). 
Proof. (a) ⇔ (b):
We use the matrix representations of T ϕ T ψ (see (2.13)) and T ϕψ (see (2.10) ) to obtain
that is
Using the matrix representations of Tψ Tφ and T ϕψ , we have
Observe that SψSφv =(Q − P )ψ(Q − P )ϕv 
Before stating Lemma 3.4, we recall that for h ∈ L 2 (T), the Hankel operator H h is defined on H 2 (T) as follows:
where I 2 is the identity operator on L 2 (T). We define H * h by
Clearly H h and H * h are densely defined. 
By Lemma 3.2,
Thus T ϕ Tψ = T ϕψ and T ϕ Tψ + Γ * ϕ Γψ = T ϕψ are equivalent. (c) ⇔ (e): By the matrix representations of Tψ T ϕ and T ϕψ , we have
Moreover, Lemma 3.2 implies that
Hence Tψ T ϕ = T ϕψ and SψS ϕ + ΓψΓ * ϕ = S ϕψ are equivalent.
(d) ⇒ (f ): Authors prove this result for bounded symbols in [14, Theorem 1] . For the sake of reader's convenience, we will prove it again without the condition of bounded symobls.
Write
Let α, β, k, l ∈ Z + and without loss of generality we assume k ≥ l,
Using the similar method discussed in [8] , we have
and
(3.16) Furthermore, (3.15) and (3.16) imply that
it follows that
holds on H 2 (T). We calculate the Berezin transform of
we have lim
it follows that ϕ l+1 ψ k+1 = 0 a.e. on T.
Theeqrefore either ϕ l+1 (z 2 ) = 0 for all l ≥ 0 or ψ k+1 (z 2 ) = 0 for all k ≥ 0. In this case, either ϕ or ψ is constant with respect to variable z 1 . Using the same argument as before, so either ϕ or ψ is constant with respect to variable z 2 . Lemma 3.5. Let ϕ, ψ ∈ H 2 (T 2 ).Then the following conditions are equivalent. By (3.9), TφTψ = T ψϕ and TψTφ = T ψϕ , that is TφTψ = TψTφ. Using (3.8), we have SφSψ = S ψϕ and SψSφ = S ψϕ , so SφSψ = SψSφ. It follows that Tφ Tψ = Tψ Tφ and ΓφTψ + SφΓψ = ΓψTφ + SψΓφ are equivalent.
(a) ⇔ (c): By (3.11), we have ( T ϕ T ψ R η )(z) = ( Tψ TφR z )(η), and similarly ( T ψ T ϕ R η )(z) = ( Tφ TψR z )(η), so T ϕ T ψ = T ψ T ϕ and Tφ Tψ = Tψ Tφ are equivalent. (c)(2): a nontrivial linear combination of f + and g + is constant, f − = f − (z 2 ), g − = g − (z 2 ).
Since (a)(3), (b)(3), (c)(1) and (c)(2) are similar, one only need consider case (a)(3). For (a)(3), without loss of generality, we may assume that there exist constants δ and η such that f − = δg − + η. Therefore, (5.8) entails that
(5.12)
We can apply Lemma 3.4 to (5.12), if f + − δg + is constant, then (III) would hold, if g − is constant or g − = g − (z 2 ), then (I) would hold.
Conversely, it is easy to show that a nontrivial linear combination of f and g is constant implies T f T g = T g T f . Since
by Theorem 1.6, we obtain that (I) and (II) are true. Theorem 1.7 has the following consequence. Proof. The Toeplitz operator T f is normal if and only if T f and Tf commute. By Theorem 1.7 this is the case if and only if there are constants α and β, not both zero, such that αf + βf is constant.
