The purpose of this article is twofold The first goal is to present important issues in designing fault-tolerant systems for autonomous robots. The second is to present the fault-tolerance capabilities we implemented on our autonomous robot. Our approach is characterized by a distributed network of concurrently running processes. To tolerate hardware failures, a set of fault-tolerance processes is written for each component. These 
Introduction
Fault-tolerant behavior is important for autonomous mobile robots, whether their task is grand or mundane. Building autonomous mobile robots capable of performing tasks in environments that are either too dangerous or unsuitable for humans has been a long-term goal of the field. For example, research is under way to develop autonomous systems capable of exploring planets (Angle & Brooks, 1990; Bares & Whittaker, 1990) or oceans (Stuart, 1988;  Payton, Keirsey, Kimple, Krozel, & Rosenblatt, 1992 Figure 1 , is a small autonomous robot, designed and built under the supervision of Professor Rodney Brooks in the Artificial Intelligence Laboratory at MIT (Angle & Brooks, 1990) . It is perhaps the most sophisticated and complex robot for its size, measuring 35 cm long, standing 15 cm high, and weighing 2.8 kg. It has six legs, each with 3 degrees of freedom (DOF) . Despite its small size, Hannibal currently has 19 actuators and more than 60 sensors of five different types, all connected via a local network to eight on-board computers. The robot's control organization is behavior-based (Brooks, 1986) . It is programmed in the behavior language, a front end for the subsumption architecture (Brooks, 19901. The following types of sensors are mounted on Hannibal: ' . Leg Siewiorek and Johnson (1981) and Gray (1990) , use this approach to achieve robustness. Replication of processors has been used to achieve fault tolerance in a few robotics applications (Kabuka, Harjadi, & Younis, 1990; Lin & Lee, 1991 (Ferrell, 1993) (Fig. 5) . (Fig. 6) . The ground-contact virtual sensor uses information from the shoulder potentiometer, the ankle displacement potentiometer, and the vertical load strain gauge. Each sensor value is passed through a filter. The filter outputs true if the value satisfies its condition for ground contact, and false otherwise.
The filtered results are sent to a decision process that combines them to determine Figure 7 The (Fig. 9) . They accomplish this by inhibiting the pain parameter. If a failed sensor exhibits normal behavior, the sensor's behavior agrees with the modeled behavior again. Consequently, the sensor-monitoring process inhibits the pain parameter. Similarly, if a failed sensor exhibits normal behavior, the sensor behaves in consensus with other functional sensors again. Consequently, a sensor's consensus monitoring process also inhibits the pain parameter. Eventually, the sensor-monitoring process and consensus monitoring process lower the sensor's pain level below threshold. Once this occurs, the sensor's injury process tells the virtual sensors that the sensor is working. The virtual sensors respond by reincorpo- Figure 9 Both the sensor-monitoring processes and the consensus monitoring processes assist in reintegrating repaired sensors.
rating the repaired sensor in computing their output. Hence, the influence of the repaired sensor is reintegrated into the control system. Figure 10 presents sensor, and shoulder position sensor all appear broken to the monitoring processes (Fig. 11) . Once a global failure occurs, it is irrelevant whether the local sensors appear broken because the leg is not usable anyway. affect the robot's gait. To prevent this, the output of the ground-contact virtual sensor defaults to ground-contact = true for all broken legs (Fig. 12) (Fig. 13) . Each leg-injury agent receives messages from its corresponding low-level potentiometer injury agent every 0.1 second. If a message indicates the potentiometer is broken, the corresponding leg-injury agent excites the appropriate leg-pain level. The leg-pain level automatically decays every 3 seconds. If a leg-pain energy level rises above the 1 e s i on threshold, the corresponding leg-injury agent activates the lesion behavior, which in turn disables the leg and adopts a gait that is stable without the use of the damaged leg (Fig. 14) . The lesion behavior is described in my earlier report (Ferrell, 1993) . 7.5.4 Reintegration If the broken leg is repaired or the leg was wrongly determined to be broken, high-level agents reintegrate the leg. This is accomplished by occasionally testing the leg to see whether it is again functional. Leg reintegration is performed by the lesion mechanism. After the leg-pain level rises above the 1 e s i on threshold, the leg-injury agent is prevented from exciting the leg-pain level. Consequently, the leg-pain level decays slowly back toward zero. When the leg-pain level lowers to the retry threshold value, the system tries to use the leg and the leg-injury agent is allowed to increase the leg-pain level (Fig. 15) The system occasionally retnes to use the leg. 
Results
The results of the tests just described are presented in Figure 16 . 
