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The stabilization of constraints through such techniques as Baumg-
arte stabilization has been used in the simulation community for
some time. This and a number of control problems can be viewed as
either extending, or modifying, a vector ﬁeld off of some manifold.
Generally these approaches required the equations to have a special
structure. Motivated by numerical simulation there has recently
been newprogress on doing this stabilization in numerically robust
ways for larger classes of systems. In this paper we point out how
earlier linear time invariant results do not immediately apply to the
linear time varying case and then analyze the linear time varying
case.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Differential algebraic equations F(x′, x, t) = 0 aremixed systems of differential and algebraic equa-
tions and are often called DAEs [4]. Generally the term DAE is used when Fx′ is identically singular.
DAEs occur in a wide variety of problems from component based simulation, to constrained optimal
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control, to mechanical systems. Under reasonably general assumptions the DAE may be thought of as
deﬁning a differential equation on amanifold called the solution manifold. Because of the importance
of DAEs there has been an extensive study of their numerical solution. Traditional methods such as
backward differentiation and some Runge-Kuttamethods can be applied but they require the problem
to have low index (deﬁned later) and special structure. Another approach is to try and convert the DAE
into an ODE of some sort. Some of these approaches try to preserve the constraints and stay on the
manifold [1,11]. Such approaches can be successful but generally carry a high computational cost and
are somewhat less useful for control purposes.
The other approach is to try and get an ODEwhose solutions contain those of the DAE.We call such
anODEacompletionof theDAE. This canbedone inanumberofways. If all constraints are explicit, then
one can differentiate them and get an ODE. For more general systems, one can generate a completion
using a least squares solution [6]. This is the basis for the direct integration methods. However, these
methods can exhibit constraint drift, that is the numerical solution canmove off the solutionmanifold.
In the caseof explicit constraints, suchas in somemechanicsproblems, itwas realized some timeagoby
Baumgarte [3] that if one used a stabilized differentiation, then the additional dynamics are stable and
the new solutionsmove towards the solutionmanifold. There are numerical concernswith Baumgarte
[2] but it is frequently used in practice. The state of the art on completions has remained this way for
some time.
Recently, an investigation has begun into rigorously examining stabilized completions of DAEs. The
goal is tounderstandwhat typesofdynamics are createdbydifferent algorithmsand,most importantly,
how to modify the algorithms to create user desired dynamics. By combining the ideas of stabilized
differentiation, the least squares approach of [10], and some of the machinery developed in [11] for a
typeof generalDAE integrator, considerableprogresshasbeenmade. In [12,13] the linear time invariant
case has been carefully developed. In this paper we point out that some of the linear time invariant
results do not immediately apply to the linear time varying case. We then give the ﬁrst examination
of the linear time varying case.
It should be noted that what we are doing here is quite different from the type of regularization
that occurs with approaches such as singular perturbations. With singular perturbations there is a
parameter  and with  = 0 one has a DAE. With  > 0 there is an ODE and there is some type of
convergence as  → 0+. But with  > 0 you not only have new solutions but all solutions of the DAE
are also changed. Here we generate an ODE for which the DAE solutions are unchanged. It is only off
the manifold that there is any change in the vector ﬁeld. It completes the vector ﬁeld without any
perturbations of the original DAE vector ﬁeld.
If a DAEhas index higher than one, then somedifferentiation is involved in its solution and there are
always hidden constraints. Differentiating computed quantities leads to unacceptable error growth in
most cases. The only thing that can be safely differentiated are the equations that deﬁne the DAE. This
has led to numerical approaches based on what is called the derivative array. We modify the usual
presentation to set up what follows. Let D = d
dt
+ λ be a differential operator where λ is a smooth
scalar, perhaps constant, function of t such that λ(t) 0 for all t  0. Then the derivative array of a
DAE, F(x′, x, t) = 0, is the system
F(x′, x, t)=0 (1a)
DF(x′, x, t)=0 (1b)
...
... (1c)
DkF(x′, x, t)=0 (1d)
Letting w = [x′′ , . . . , x(k+1)], we refer to (1) more simply as
G(x′,w, x, t, λ) = 0 (2)
As a set of Eq. (2) is equivalent to G(x′,w, x, t, 0) = 0 since they differ by an invertible block lower
triangular matrix Θ on the left. Eq. (2) is underdetermined in the sense that w may no be uniquely
determined. However, since (1) is overdetermined for a given x, t forwhich x is not a value of a solution
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of the DAE at time t, the construction of any completion must discard some part of (1). Different
completions will come from different algorithms [7] and different choices of λ. In practice some parts
of F are often differentiated a different number of times than others but that does not affect the theory
[6]. We assume that there is a value of k, the smallest value of which is called the index of (1d), such
that [Gx′ Gw Gx] has full row rank, [Gx′ Gw] has constant rank, and the ﬁrst n = size(x) columns of[Gx′ Gw] are linearly independent and linearly independent of the remaining columns [Gx′ Gw]. This
last assumption is referred to as one-fullness. These conditions, along with consistency, characterize
the solvability of a large class of DAEs [8]. These assumptions will be used throughout this paper. See
(A1)–(A4) in the next section.
The system (1) is overdetermined in terms of x, t so the solutions of the DAE live only on a subman-
ifold called the solution manifold. Some numerical methods work on that submanifold [1]. We focus
here on getting completions. There are an inﬁnite number of ways to solve (1) and get a completion
of (1a). Once obtained, the completion can be integrated by an appropriate ODE solver. If (1) is to be
solved numerically to generate the completion, it is important that this be done in such a manner
that the resulting vector ﬁeld is smooth. If there are explicit constraints and enough structure to the
equations a procedure such as Baumgarte can be used. This does not work with (1a) in general. The
ﬁrst general approach used was the solution of (2) with λ = 0 using a generalized Gauss Newton
which gave a least squares solution called the least squares completion (LSC). This method has been
implemented and used to solve a number of problems [6,7,10]. However, the extra dynamics of the
completion, which can have a major impact, had not been examined until very recently. Recently an
investigation has begun of what these extra dynamics are and also to determine if it was possible to
alter the completion process in a numerically robust manner so that they had the desirable behavior.
The ﬁrst case of extra dynamics to be examined was the linear time invariant problem
F(x′, x, t) = Ax′ + Bx − f (3)
with A, B constant and f dependent only on t. λ was assumed constant. In [12,13] it was shown that
for the LSC with λ = 0, that the additional eigenvalues were zero and there was a Jordan block for
this eigenvalue of size equal to the index of the DAE. This meant that for a higher index problem, the
new dynamics were polynomial of degree one less than the index and one could experience severe
numerical drift off the desired solution. If one took a constant λ /= 0 and formed the least squares
completion, which we sometimes denote λ LSC, then the eigenvalues of the new dynamics were −λ
as desired but again there were index sized Jordan blocks so that instead of just modes like e−λt
there were modes like tm−1e−λt . Thus error could build before eventually being damped. Utilizing
some ideas from [11] an alternative algorithm was derived for generating numerically a completion
for which the new eigenvalue −λ is semi-simple [13].
As soon as we move to the linear time varying case, the situation is more complex. Example 1
given below shows that a least squares completion may introduce exponentially unstable dynamics
and not just polynomial dynamics. Example 2 given later also shows that stabilization may require
taking λ sufﬁciently large and not just positive. This paper will analyze this more complicated linear
time varying case.
Example 1. Let α,β be parameters in the index one DAE
x′1 = βx1 (4a)
0 = eαt(x1 − x2) (4b)
Eq. (4) is solvable with solutions x1 = eβtc, x2 = x1 for all values of α. Here c is an arbitrary constant.
The least squares completion is
x′1 = βx1 (5a)
x′2 = −αx2 + (α + β)x1 (5b)
The eigenvalues of the system (5) are {β ,−α}. Note that β comes from the dynamics of the DAE but
−α is from the additional dynamics of the LSC.
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2. Linear time variable systems
In analyzing the linear time varying case we will make use of some of the notation and machinery
from [11]. For the reader unfamiliar with this work we note that the theory is based on global smooth
coordinate changes, pointwise numerical calculations referred to as local operations, and results show-
ing that the desired information is obtained about the global system independent of the local choices.
The results in [11] are aimed at general canonical forms and the development of DAE integrators. Our
use of these ideas for stabilizing completions is new.
2.1. Stabilized LSC
Suppose that we have a linear time variable DAE in the form
Ax′ + Bx = f (6)
where A, B are sufﬁciently smooth matrix valued functions of t and f is a sufﬁciently smooth vector
valued function of t. We omit the variable t unless necessary for clarity. All the matrices involved
will be assumed time variable unless otherwise speciﬁed. Similarly, full rank or invertible, will mean
pointwise full rank or pointwise invertible when time variable matrices are concerned.
The derivative array (1) for (6) can be written as
Jw¯ = −Fx + g (7)
where w¯ = (x′,w) and
J =
⎡⎢⎢⎢⎢⎢⎢⎣
A 0 0 0 · · · 0
DA + B A 0 0 · · · 0
D2A + 2DB 2DA + B A 0 · · · 0
D3A + 3D2B 3D2A + 3DB 3DA + B A · · · 0
...
. . .
...
⎤⎥⎥⎥⎥⎥⎥⎦ ,
F =
⎡⎢⎢⎢⎢⎢⎢⎣
B
DB
D2B
...
DkB
⎤⎥⎥⎥⎥⎥⎥⎦ , g =
⎡⎢⎢⎢⎢⎢⎢⎣
f
Df
D2f
...
Dkf
⎤⎥⎥⎥⎥⎥⎥⎦ (8)
with DmX = D(Dm−1(X)) for any matrix X . In particular, DmX is not the operator product of Dm and
the multiplication operator X rather it is Dm applied to X .
Now consider the following operators
S = [0 I(k+1)n](k+1)n×(k+2)n , K = [I(k+1)n 0](k+1)n×(k+2)n , V = [In 0]n×(k+1)n
Let J˜, F˜ , g˜ denote the same matrices as (8) with one extra stabilized differentiation (row). We then
have the following relationships
K˜ J = JK (9)
KF˜ = F (10)
Kg˜ = g (11)
SF˜ = DF (12)
Sg˜ = Dg (13)
The next lemma gives a key identity.
Lemma 1. Given the notation (8) and the identities (9)–(13) we have
S˜J = DJK + FV + JS (14)
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Proof. Note that
S˜J =
⎡⎢⎢⎢⎢⎣
DA + B A 0 0 · · · 0
D2A + 2DB 2DA + B A 0 · · · 0
D3A + 3D2B 3D2A + 3DB 3DA + B A · · · 0
...
. . .
...
⎤⎥⎥⎥⎥⎦ (15)
and
DJK =
⎡⎢⎢⎢⎢⎣
DA 0 0 0 · · · 0
D2A + DB DA 0 0 · · · 0
D3A + 2D2B 2D2A + DB DA 0 · · · 0
...
. . .
...
⎤⎥⎥⎥⎥⎦ (16)
Their difference gives
S˜J − DJK =
⎡⎢⎢⎢⎢⎣
B A 0 0 · · · 0
DB DA + B A 0 · · · 0
D2B D2A + 2DB 2DA + B A · · · 0
...
. . .
...
⎤⎥⎥⎥⎥⎦ (17)
On the other hand
FV =
⎡⎢⎢⎢⎢⎣
DB 0 0 0 · · · 0
D2B 0 0 0 · · · 0
D3B 0 0 0 · · · 0
...
...
...
...
. . .
...
⎤⎥⎥⎥⎥⎦ (18)
and
JS =
⎡⎢⎢⎢⎢⎣
0 A 0 0 · · · 0
0 DA + B A 0 · · · 0
0 D2A + 2DB 2DA + B A · · · 0
...
. . .
...
⎤⎥⎥⎥⎥⎦ (19)
Eq. (14) now follows. Note that DJK = J′K + λJK . 
A system of algebraic equations
H
[
x1
x2
]
= b
is called 1-fullwith respect to x1 if x1 is uniquely determined for any consistent b.
We suppose that G built according to (2) for some k and k + 1 satisﬁes the following assumptions
in some neighborhood of the solutions:
(A1) Sufﬁcient smoothness of G.
(A2) G = 0 is consistent as an algebraic equation.
(A3) J = [Gx′ Gw] is 1-full with respect to x′ and has constant rank independent of (x′,w, x, t).
(A4) [Gx′ Gw Gx] has full row rank independent of (x′,w, x, t).
Recall G(x′,w, x, t, λ) = (λ, . . . , λ(k))G(x′,w, x, t, 0) and  is invertible. Thus as long as λ is as-
sumed sufﬁciently smooth, (A1)–(A4) holding for one choice of λ implies they hold for all choices
of λ.
If the derivative array G(x′,w, x, t, 0) satisﬁes the conditions A(1)–A(4) in a neighborhood, then
the DAE (6) is geometrically solvable with the solution manifold Sk , where Sk = {(t, x)|G(w¯, x, t) =
0, for some w¯}. The smallest possible integer k is called the index of the DAE [4].
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In order to understand the structure of the DAE, it is important to have some sort of canonical
form, ideally, one that is equivalent to solvability. The results we need are summed up in the following
lemma from Sections 3.2 and 3.3 of [11], see also [5].
Lemma 2. Suppose the linear time variable DAE (6) is solvablewith index k and A(t) is identically singular.
Then
1. There exists pointwise nonsingular smooth matrix functions P and Q such that
PAQ =
[
Id W
0 N
]
, PBQ − PAQ ′ =
[
0 0
0 Ia
]
In other words, left multiplication by P(t) and the coordinate change given by x = Q(t)y transform
(6) to[
Id W
0 N
]
y′ +
[
0 0
0 Ia
]
y = P(t)f (t) (20)
The system Ny′2 + y2 = f2 is uniquely solvable and has only one solution for sufﬁciently smooth f2.
2. Let Ĵk be the Jacobian of (20) with k differentiations. Suppose that Ĵk has constant rank. Then
corank(̂Ji) = dim(N) = a for i k.
3. Let Jk be the Jacobian of (6) with k differentiations. Then Jk = P̂ĴkQ̂ where P̂, Q̂ are some pointwise
nonsingular matrix functions. Consequently, corank(Ji) = a for i k provided that Jk has constant
rank.
Note that N in (20) does not have to have constant rank. It is only the derivative array coefﬁ-
cient matrices that needs to have constant rank. An example where N can not be made strictly upper
triangular is found in [4].
For the remainder of this paper, N(H) will denote the nullspace of H and R(H) will denote the
range of H. R and N without () are matrices. Now suppose that the derivative array (7) satisﬁes our
basic assumptions (A1)–(A4) for k. Then, there exists a smooth matrix function Z2 of full column rank
satisfying ZT2 J = 0. Equivalently, the columns of the matrix Z2 form a basis for R(J)⊥. Suppose that
rank(Z2) = a. Since both ZT2 and [J F] have full row rank, ZT2F also has full row rank, which will
also be a. Note that ZT2 (Fx − g) = 0 characterizes the solution manifold of the DAE. Thus N(ZT2F) is
independent of λ. Z2 and F can depend on λ. Let T2 be a matrix function whose columns form a basis
for N(ZT2F). T2 is chosen independent of λ. The columns of T2 set up a time varying coordinate system
for the solution manifold. Since the dimension of the solution manifold is constant as a function of t
by assumption, in local coordinates wemust get an ODE. Thus rank(AT2) = rank(T2) = d. Let Z1,0 be a
matrix whose d columns form a basis for R(AT2). Note that by the previous lemmawe have a + d = n.
Deﬁne ZT1 =
[
ZT1,0 0 · · · 0
]
. Note that Z1 is also independent of λ.
Lemma 3. The matrix function
[
ZT1,0A
ZT2F
]
is pointwise invertible.
Proof. Suppose that[
ZT1,0A
ZT2F
]
v = 0
for some vector v at some value of t. Then, we have ZT1,0Av = 0 and ZT2Fv = 0. But ZT2Fv = 0 implies
v ∈ N(ZT2F) = R(T2) by definition. Therefore, v = T2z for some vector z. Then ZT1,0AT2z = 0, which
implies AT2z = 0. But AT2 has full column rank and thus z = 0 and hence v = 0. 
Wewill now calculate the LSC of (6) deﬁned by the derivative array (7). Suppose that G0 is a matrix
that satisﬁes
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G0˜J = [I 0 · · · 0 ] (21a)
G0Z˜2 = 0 (21b)
where Z˜2 is a matrix of maximal rank with Z˜
T
2 J˜ = 0. Then, by [13], the LSC we are looking for is given
by
x′ = G0(−F˜x + g˜) (22)
We determine such a G0 by ﬁrst using equation (21a) and then equation (21b).
Consider the matrix
G0 = D
[
ZT1K + C1ZT2K
(ZT2 )
′K + ZT2 S + C2ZT2K
]
. (23)
We claim that suitable matrices C1, C2,D exist such that G0 satisﬁes the conditions (21b). Note that
since corank(˜J) = corank(J), ZT2K is amatrix ofmaximal rank satisfying (ZT2K )˜J = 0. Therefore, we can
choose Z˜T2 = ZT2K . Using Lemma 1 and the fact that ZT2 J = 0, we have
(ZT1K + C1ZT2K )˜J = ZT1 K˜ J + C1ZT2 K˜ J
= ZT1 JK + C1ZT2 JK
= ZT1 JK =
[
ZT1,0A 0 · · · 0
]
(24)
and
((ZT2 )
′K + ZT2 S + C2ZT2K )˜J = (ZT2 )′K˜ J + ZT2 (J′K + λJK + FV + JS) + C2ZT2 K˜ J
= (ZT2 )′K˜ J + ZT2 J′K + ZT2FV
= (ZT2 )′JK + ZT2 J′K + ZT2FV
= (ZT2 J)′K + ZT2FV
= ZT2FV =
[
ZT2F 0 · · · 0
]
(25)
Thus we get
G0˜J = D
[
ZT1K + C1ZT2K
(ZT2 )
′K + ZT2 S + C2ZT2K
]
J˜ = D
[
ZT1,0A 0 · · · 0
ZT2F 0 · · · 0
]
. (26)
Since
[
ZT1,0A
ZT2F
]
is pointwise invertible, the choice
D =
[
ZT1,0A
ZT2F
]−1
(27)
gives us the ﬁrst condition (21a).
We now substitute into (21b) to ﬁnd C1, C2. So suppose that G0Z˜2 = 0. Then,
(ZT1K + C1ZT2K )˜Z2 = 0 (28a)
((ZT2 )
′K + ZT2 S + C2ZT2K )˜Z2 = 0 (28b)
Then we get
C1 = −(ZT1KZ˜2)(ZT2K(ZT2K)T )−1
= −(ZT1K(ZT2K)T )(ZT2K(ZT2K)T )−1
= −(ZT1 Z2)(ZT2 Z2)−1 = −ZT1 (ZT2 )† (29)
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and
C2 = −((ZT2 )′K + ZT2 S)(ZT2K)T (ZT2K(ZT2K)T )−1
= −(ZT2 )′Z2(ZT2 Z2)−1 + ZT2 SKTZ2(ZT2 Z2)−1 (30)
= −(ZT2 )′(ZT2 )† + ZT2 SKT (ZT2 )† (31)
where † denotes theMoore–Penrose generalized inverse [9]. Therefore,G0 is thematrixwe are looking
for with C1, C2,D deﬁned in (27), (29), and (31).
We can now calculate the LSC using (22). We have
(ZT1K + C1ZT2K)F˜ = ZT1F + C1ZT2F (32)
= ZT1,0B + C1(ZT2F),
(ZT1K + C1ZT2K)g˜ = ZT1 g + C1ZT2 g (33)
= ZT1,0f + C1(ZT2 g),
((ZT2 )
′K + ZT2 S + C2ZT2K)F˜ = (ZT2 )′KF˜ + ZT2 SF˜ + C2ZT2KF˜
= (ZT2 )′F + ZT2 (DF) + C2ZT2F
= (ZT2 )′F + ZT2 (F ′ + λF) + C2ZT2F
= (C2 + λI)(ZT2F) + (ZT2F)′, (34)
and
((ZT2 )
′K + ZT2 S + C2ZT2K)g˜ = (C2 + λI)(ZT2 g) + (ZT2 g)′. (35)
Therefore the LSC becomes
x′ = G0(−F˜x + g˜) = D
[
ZT1K + C1ZT2K
(ZT2 )
′K + ZT2 S + C2ZT2K
]
(−F˜x + g˜) (36)
=
[
ZT1,0A
ZT2F
]−1 (
−
[
C1(Z
T
2F) + ZT1,0B
(C2 + λI)(ZT2F) + (ZT2F)′
]
x +
[
C1(Z
T
2 g) + ZT1,0f
(C2 + λI)(ZT2 g) + (ZT2 g)′
])
(37)
which simpliﬁes to
ZT1,0(Ax
′ + Bx − f ) = −C1(ZT2Fx − ZT2 g) (38a)
(ZT2Fx − ZT2 g)′ = −(C2 + λI)(ZT2Fx − ZT2 g). (38b)
Note that in (38) we have ZT2Fx − ZT2 g = 0 for solutions of the original DAE.
The formulation (38) is easier to work with in proofs. It is equivalent to the ordinary differential
equation
ZT1,0(Ax
′ + Bx − f ) = −C1(ZT2Fx − ZT2 g) (39a)
(ZT2F)x′ + (ZT2F)′x − (ZT2 g)′ = −(C2 + λI)(ZT2Fx − ZT2 g) (39b)
F ′ can be computed by using a slightly larger derivative array and Z′2 can be computed by generating
Z2 using a differential equation as in (85). This is discussed later.
Lemma 4. The LSC given by (38) is independent of which Z1,0, Z2 are used.
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Proof. Suppose that Ẑ1,0, Ẑ2 are twomatrices with the same properties as Z1,0, Z2. Since their columns
constitute a basis for the same subspaces, there exists nonsingular matrices P(t) and Q(t) such that
ẐT1,0 = PZT1,0 (40)
ẐT2 = QZT2 (41)
P,Q are as smooth as the Z matrices are. Then we get
ẐT1 =
[
PZT1,0 0 · · · 0
]
= PZT1 (42)
so that
Ĉ1 = −ẐT1 Ẑ2(̂ZT2 Ẑ2)−1
= (−PZT1 )(Z2QT )(QZT2 Z2QT )−1
= −PZT1 Z2(ZT2 Z2)−1Q−1
= PC1Q−1, (43)
and
Ĉ2 = −(QZT2 )′(Z2QT )(QZT2 Z2QT )−1 + (QZT2 )SKT (Z2QT )(QZT2 Z2QT )−1
= −(Q ′ZT2 + Q(ZT2 )′)Z2(ZT2 Z2)−1Q−1 + QZT2 SKTZ2(ZT2 Z2)−1Q−1
= −Q ′ZT2 Z2(ZT2 Z2)−1Q−1 − Q(ZT2 )′Z2(ZT2 Z2)−1Q−1
+QZT2 SKTZ2(ZT2 Z2)−1Q−1
= −Q ′Q−1 + Q [−(ZT2 )′Z2(ZT2 Z2)−1 + ZT2 SKTZ2(ZT2 Z2)−1]Q−1
= −Q ′Q−1 + QC2Q−1
(44)
The corresponding completion (38) reads
ẐT1,0(Ax
′ + Bx − f ) = −Ĉ1(̂ZT2Fx − ẐT2 g) (45a)
(̂ZT2Fx − ẐT2 g)′ = −(Ĉ2 + λI)(̂ZT2Fx − ẐT2 g) (45b)
which implies
PZT1,0(Ax
′ + Bx − f ) = −PC1Q−1(QZT2Fx − QZT2 g) (46a)
(QZT2Fx − QZT2 g)′ = −(−Q ′Q−1 + QC2Q−1 + λI)(QZT2Fx − QZT2 g) (46b)
Then
PZT1,0(Ax
′ + Bx − f ) = −PC1(ZT2Fx − ZT2 g) (47a)
Q ′(ZT2Fx − ZT2 g) + Q(ZT2Fx − ZT2 g)′ = Q ′(ZT2Fx − ZT2 g) − Q(C2 + λI)(ZT2Fx − ZT2 g) (47b)
which implies
PZT1,0(Ax
′ + Bx − f ) = −PC1(ZT2Fx − ZT2 g) (48a)
Q(ZT2Fx − ZT2 g)′ = −Q(C2 + λI)(ZT2Fx − ZT2 g) (48b)
and ﬁnally (38) since P and Q are pointwise nonsingular. 
Lemma 4 is important since it tells us that for purposes of analysis we may use any convenient
choice of Z matrices.
I. Okay et al. / Linear Algebra and its Applications 431 (2009) 1422–1438 1431
Two things complicate the analysis of (38). One is the Ci. The other is that some matrices depend
on λ including the Ci. As the next two Lemmas explain we can either reduce the dependence on λ or
we can bound the Ci but we cannot do both.
Lemma 5. It is possible to choose Z1, Z2 so that the only terms that depend on λ are C2 + λI and C1. In
particular, ZT2F , and ZT2 g do not depend on λ.
Proof. We already know that Z1 is independent of λ. Let X be a matrix from the LSC of the λ = 0 case.
Then there is an invertible matrix Q(λ) such that F = Q(λ)F , J = Q(λ)J, and g = Q(λ)g¯. Then we
can take Z2 = Q−TZ2. Then ZT2F = ZT2Q−1QF = ZT2F . A similar calculation shows that ZT2 g = ZT2 g¯.
Lemma 6. There exists Z1, Z2 such that‖Z1‖ = ‖Z2‖ = 1, and‖C1‖ 1, ‖C2‖ 1 in the spectral norm. In
addition Z1, Z2 have orthonormal rows and columns respectively so that they are also bounded independent
of λ.
Proof. We can choose a Z2 to have orthonormal columns so that Z
T
2 Z2 = In. If ZT2 does not have this
property, then by the theory behind Gram-Schmidt, there exists a pointwise nonsingular R such that
RZT2 does. Now, let Q(t) be the solution of the ODE
X′ = −X(ZT2 )′Z2, X(t0) = I
Then Q(t) is smooth and pointwise nonsingular. Moreover, similar to page 67 of [11], we have
(QQT )′ = Q ′QT + QQ ′T
= −(Q(ZT2 )′Z2)QT − Q(Q(ZT2 )′Z2)T
= −Q(ZT2 )′Z2QT − QZT2 (ZT2 )′TQT
= −Q
(
(ZT2 )
′Z2 + ZT2 (Z′2)
)
QT
= −Q(ZT2 Z2)′QT
= 0 (49)
since ZT2 Z2= I. Therefore,QQT is constant andQ is point-wise unitary by the initial conditionQ(t0)= I.
Let ẐT2 = QZT2 . Then, using ZT2 Z2 = I = QQT , we get
Ĥ1 = (̂ZT2 )′Ẑ2(̂ZT2 Ẑ2)−1
= (QZT2 )′(QZT2 )T (QZT2 Z2QT )−1
= (Q ′ZT2 + Q(ZT2 )′)Z2QT (I)
= (−Q(ZT2 )′Z2ZT2 + Q(ZT2 )′)Z2QT
= −Q(ZT2 )′Z2ZT2 Z2QT + Q(ZT2 )′Z2QT
= −Q(ZT2 )′Z2QT + Q(ZT2 )′Z2QT
= 0 (50)
and
Ĥ2 = (QZT2 )SKT (QZT2 )T ((QZT2 )(QZT2 )T )−1
= (QZT2 )SKT (QZT2 )T
= QZT2 SKTZ2QT . (51)
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Then,
‖Ĉ2‖ = ‖Ĥ1 + Ĥ2‖ = ‖Ĥ2‖
= ‖QZT2 SKTZTQT‖
 ‖Q‖‖ZT2‖‖S‖‖KT‖‖Z2‖‖QT‖ = 1 (52)
since ‖Q‖ = ‖ZT2‖ = ‖S‖ = ‖K‖ = 1. Similarly, let ẐT1,0 have an orthonormal set of rows, and ẐT2 be
as calculated above. Then, ẐT1 Ẑ1 = I and
‖Ĉ1‖ = ‖ẐT1 Ẑ2(̂ZT2 Ẑ2)−1‖ 1.  (53)
Suppose x is a solution of the completion. Let ZT2Fx − ZT2 g = . Then x = xs + (ZT2F)† where xs is
a solution of ZT2Fx − ZT2 g = 0. Thus the question of whether a solution of the completion converges to
the solution manifold of the DAE boils down to whether or not (ZT2F)† → 0. Note that we are saying
xs(t) is a point on the solutionmanifold for each t and not that xs is a solution of the DAE. See Example
3.
Let σ(H) denote the smallest singular value of a matrix H. Let
σ(ZT2F) = σλ(t) (54)
since σ can depend on λ. If Lemma 5 holds, then σλ(t) does not depend on λ. Note that ‖ZT2Fx −
ZT2 g‖ K0eγλ(t) for some K0, γλ. Provided that limt→∞ eγλ(t)/σλ = 0 we get that solutions of the
completion converge to the solutionmanifold. This happens inmost simple examples but the theoret-
ical problems are one reason in the next section we design an alternative stabilized completion with
more terms independent of λwhich makes the analysis easier.
For purposes of showing convergence any of our formulations can be used since
Lemma 7. Using the conclusions of Lemma 5, for any smooth choices of Z˜1, Z˜2 we have that
(˜ZT2 F˜)†(˜ZT2 F˜x − Z˜T2 g˜) = (ZT2F)†(ZT2Fx − ZT2 g¯).
Proof. All possible choices of Z˜T2 are given by RZ
T
2D
−1. Then
(˜ZT2 F˜)† = (RZT2D−1DF)† = (RZT2F)† = (ZT2F)†R−1.
The result now follows. 
Theorem 1. Let M(t) = {a ∈ Rn such that (ZT2F)(t)a − (ZT2 g)(t) = 0}. Let y = y(t) be an arbitrary
solution of the LSC (38). Suppose that we have a smooth kλ(t) such that
e−kλ(t)  σλ(t) (55)
Suppose that λ is such that λ(t) 1 + k′λ(t). Let λ¯(t) =
∫ t
0 λ(τ)dτ. Then
d(y(t),M(t)) a0e−λ¯(t)+t+kλ(t) (56)
where d(y(t),M(t))= inf{‖y(t) − a‖ such that a ∈ M(t)}. In particular, if ∫∞0 −λ(τ) + 1 + k′(τ )dτ= −∞, then limt→∞ d(y(t),M(t))=0.
Before proving Theorem 1 note that if kλ in (55) can be taken as a constant, then we can take λ as
a sufﬁciently large constant.
Proof. Suppose we are using the Z from Lemma 6. Let y be an arbitrary solution of the LSC (38) so that
by (38b),  = ZT2Fy − ZT2 g is a solution of the ODE
z′ = −(C2 + λI)z
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Then there is a constant a0 so that ‖‖ a0e
∫ t
0 ‖C2(τ )‖−λ(τ)dτ . Therefore, by (52), we get
‖‖ = ‖ZT2Fy − ZT2 g‖ a0e−λ¯(t)+t (57)
where λ¯(t) = ∫ t0 λ(τ)dτ . Combining this with (55), we get for t  0 that
‖(ZT2F)†‖ a0e−λ¯(t)+tekλ(t)
and Theorem 1 now follows. 
Example 2. Consider the purely algebraic DAE
e−2tx = f (t) (58)
where f is a differentiable function. Note that the solutionmanifold for this DAE is x(t) = e2t f (t). Here
σλ(t) = e−2t . We now calculate the stabilized LSC. One differentiation in the stabilized sense gives
0 = e−2tx − f (59)
0 = e−2tx′ − 2e−2tx + λe−2tx − f ′ − λf
= e−2tx′ + (λ − 2)e−2tx − f ′ − λf (60)
Therefore the LSC is described by[
0 0
e−2t 0
]T [
0 0
e−2t 0
] [
x′
x
′′
]
=
[
0 0
e−2t 0
]T (
−
[
e−2t
(λ − 2)e−2t
]
x +
[
f
f ′ + λf
])
which simpliﬁes to[
e−4t 0
0 0
] [
x′
x
′′
]
= −
[
(λ − 2)e−4t
0
]
x +
[
e−2t(f ′ + λf )
0
]
(61)
The ﬁrst row of (61) gives us the stabilized LSC as
x′ = −(λ − 2)x + e2t(f ′ + λf ) (62)
The difference  between the x of (62) and the unique solution e2t f satisﬁes ′ = −(λ − 2) and 
goes to zero if λ is large enough. In particular, we need
∫∞
0 2 − λ dτ = −∞. If λ is constant, then
λ > 2.
Theorem 1 says that the solutions of the completion may converge to the solution manifold if λ is
taken large enough and certain assumptions hold. It does not say that the solutions of the completion
converge to a solution of the DAE. As the next example shows, that will require, in general, taking an
even larger λ.
Example 3. Consider the index one DAE
x′1 = −x1 + eαtx2 (63a)
0 = x2 (63b)
whose stabilized LSC is
x′1 = −x1 + eαtx2 (64a)
x′2 = −λx2 (64b)
Suppose that λ is a constant and α  0. The solutions of (63) are xT = [e−tc, 0] so thatM(t) is just the
constant subspace spanned by [1 0]T . On the other hand, the solutions of (64) are
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x2 = e−λtc2, x1 =
{
c1e
−t + c2 11+α−λ e(α−λ)t if 1 + α − λ /= 0
c1e
−t + c2te−t if 1 + α − λ = 0
We see that limt→∞ d(y(t),M(t)) = 0 for every solution y of the completion if and only if λ > 0.
However, for every solution y of the completion, there is a solution x of the DAE so that limt→∞(y(t) −
x(t)) = 0 if and only if λ > α. Note that if we had et2 instead of eαt , then λ would have to be time
varying.
We now turn to determining when the solutions of the completion can be guaranteed to converge
to solutions of the DAE. In the next section we present an alternative completion that is easier to
analyze. Thus rather than giving a detailed, and highly technical, and overly conservative result, we
shall carefully describe one approach that can be used for many problems of interest. Examples 2 and
3 show that the choice for λ is highly dependent on the size of the coefﬁcients.
Let
δλ(t) = σ(D−1) = σ
⎛⎝⎡⎣ZT1,0A
ZT2F
⎤⎦⎞⎠ . (65)
We have δλ(t) > 0 by assumption for all t  0 but δλ(t) is not necessarily bounded away from zero.
Now, note that the system
ZT1,0(Ax
′ + Bx − f ) = 0 (66a)
ZT2Fx − ZT2 g = 0 (66b)
has the same solutions as the original DAE. On the other hand, we have calculated the LSC as
ZT1,0(Ax
′ + Bx − f ) = −C1(ZT2Fx − ZT2 g) (67a)
(ZT2Fx − ZT2 g)′ = −(C2 + λI)(ZT2Fx − ZT2 g). (67b)
A solution of (66) also satisﬁes (67). Therefore, the difference z = y − x between a solution y of (67)
and a solution x of the DAE, which will satisfy (66), satisﬁes the equation
ZT1,0(Az
′ + Bz) = −C1(ZT2Fz) (68a)
(ZT2Fz)′ = −(C2 + λI)(ZT2Fz) (68b)
Let z˜ = D−1z so that
z˜1 = ZT10Az, (69a)
z˜2 = ZT2Fz (69b)
Then, (68) becomes
z˜′1 + U1z˜1 = −U2z˜2 − C1z˜2 (70a)
z˜′2 = −(C2 + λI)z˜2 (70b)
where
U = (−(ZT1,0A)′ + ZT1,0B)D (71a)
U1 = U [I 0]T (71b)
U2 = U [0 I]T . (71c)
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Suppose that Φ(t) is a fundamental matrix solution of z′1 = −U1z1. Then
z˜1(t) = Φ(t)
(
Φ−1(0)z˜1(0) +
∫ t
0
Φ−1(τ )r(τ )dτ
)
(72)
where r = −(U2 + C1)z˜2. Suppose that we can choose λ as large as we want and thereby make z˜2 go
to zero as fast as we want. For example, if Lemma 6 holds, we can do this. Pick λ so that∣∣∣∣∫ ∞
0
Φ−1(τ )r(τ )dτ
∣∣∣∣ < ∞ (73)
Let
z˜1(0) = −Φ(0)
∫ ∞
0
Φ−1(τ )r(τ )dτ (74)
Suppose that
lim
t→∞ Φ(t)
∫ ∞
t
Φ−1(τ )r(τ )dτ = 0. (75)
Under the assumptions (73), (74), and (75) we have that z˜ → 0. The remaining step is to show, if
possible, that Dz˜ → 0.
In the constant coefﬁcient case, we had proved that the additional dynamics consisted of a polyno-
mial times an exponential, and themanifoldwas asymptotically stable for any positive realλ. However,
as we have just showed through analysis and examples, this is not the case for time variable systems.
λ has to satisfy certain assumptions. Also, even when the stability is obtained, we don’t have as clear
a description of the additional dynamics as in the constant coefﬁcient case. Moreover, selecting an
appropriate λ that will provide the stability can involve technical difﬁculties since it depends on D(t)
and U(t). These difﬁculties motivate us to consider the alternative stabilized completion, which we
will analyze in the next section.
3. Alternative stabilized LSC
In this section we will obtain a stabilized completion using the alternative construction of [13] for
linear time invariant systems. While the alternative stabilized completion is computationally more
expensive than the stabilized LSC, we will show that it has better stability properties for time vari-
able systems and can overcome some of the difﬁculties presented in the last section. However, the
smoothness of the components will now be an issue.
In this construction the matrices are independent of λ and the stability analysis is much easier
since we can pick λ separately. In particular σλ in (65) only depends on t and λ can always be picked
large enough for convergence of the completion to the solution manifold of the DAE.
Since thematrixD is invertible, (66) with λ = 0 is an index one DAEwith the same solutions as the
original DAE. Therefore any completions of this new system will also be a completion of the original
DAE. Because (66) is semi-explicit index one, all we need is to differentiate the constraint equation
(66b) once. However, to preserve the stability, we will differentiate it in the stabilized sense, which
then gives us the following completion
Z
T
1,0(Ax
′ + Bx − f ) = 0 (76a)
(Z
T
2Fx − ZT2g)′ = −λ(ZT2Fx − ZT2 g¯) (76b)
where the Z means that we use matrices from the λ = 0 case of (66). Or, in a more explicit form, (76)
is
Z
T
1,0Ax
′ = −ZT1,0Bx + ZT1,0f (77a)
Z
T
2Fx′ = [−λZT2F − (ZT2F)′]x + λ(ZT2 g¯) + (ZT2 g¯)′ (77b)
Note that (76) is a special case of (38) with C1 = 0 and C2 = 0. We will now examine the stability
of this new system. Using then the notation following (68) but with Ci = 0 and thematrices from (76)
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we have D,U1,U2 all independent of λ. Since the only appearance of λ is the explicit appearance in
(76b) we have that we can pick λ so that (73), (74), and (75) hold. We have then the following result.
Theorem 2. It is possible to pick λ sufﬁciently large so that for every solution of (76) there is a solution y
of the original DAE (6) such that limt→∞ ‖x(t) − y(t)‖ = 0. The limit can be made exponentially fast. If
there exists constants ai,βi such that ‖U‖ a1eβ1t , σ(D−1) a2eβ2t , then λ can be chosen constant.
The completion (76) theoretically has all the desired properties. However it is not as efﬁcient as the
completion (38) numerically. Showing the completion was smooth, we used smooth quantities Z1, Z2.
However, calculating this smooth vector ﬁeld does not require smooth Z1, Z2 which greatly simpliﬁes
the numerics. We will address this question at the end of the section. The completion (76) can be
interpreted as a special LSC technique in the following way. Let
R =
⎡⎢⎢⎢⎢⎢⎢⎣
ZT1K
ZT2K
ZT3
ZT4
⎤⎥⎥⎥⎥⎥⎥⎦
where ZT1 , Z
T
2 are deﬁned as before, Z
T
3 = (ZT2 )′K + ZT2 S + λZT2K , and ZT4 are extra rows to make R
square. We will show that we can choose ZT4 in such a way that R is nonsingular. We will calculate the
LSC obtained from
R̂Jw = R(−F̂x + gˆ) (78)
where Ĵ, F̂ , gˆ, are calculated with λ = 0 from J,F , g. Note that the LSC of (78) can also be obtained as
the ﬁrst block row of (R̂J)†R(−F̂x + gˆ). Then [R̂J, R(−F̂x + gˆ)] is⎡⎢⎢⎢⎢⎢⎢⎣
ZT1,0A 0 0 · · · 0 0 ZT1,0(−Bx + f )
0 0 0 · · · 0 0 ZT2 (−Fx + g)
ZT2F 0 0 · · · 0 0 −(ZT2F)′x − λ(ZT2F)x + (ZT2 g)′ + λ(ZT2 g)
0 R1 R2 · · · · · · · · · · · ·
⎤⎥⎥⎥⎥⎥⎥⎦ .
(79)
Note that since
⎡⎣ZT1,0A
ZT2F
⎤⎦ =
⎡⎣ZT1K
ZT3
⎤⎦ J˜VT , and is invertible, and since ZT2K (˜JVT ) = 0, the rowsof ZT1K , ZT2K ,
ZT3 are linearly independent. Also, since J˜V
T has n columns, we have
n = rank
⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎣
ZT1K
ZT2K
ZT3
⎤⎥⎥⎥⎦ J˜VT
⎞⎟⎟⎟⎠ rank(˜JVT ) n
Therefore,
corank(˜JVT ) = (k + 2)n − rank(˜JVT ) = (k + 1)n = dim(ZT2K) + dim(ZT4 )
This implies that we can choose Z4 such that both R is invertible and Z
T
4 (˜JV
T ) = R0 = 0. In this special
circumstance we have from [9] that[
X 0
Y Z
]†
=
⎡⎣ X† 0
−X†YZ† Z†
⎤⎦
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so that the Moore–Penrose inverse of the block lower triangular matrix is also block lower triangular
matrix. Thus the ﬁrst block row gives the LSC
x′ =
⎡⎣ZT1,0A
ZT2F
⎤⎦−1 ⎛⎝−
⎡⎣ ZT1,0B
λ(ZT2F) + (ZT2F)′
⎤⎦ x +
⎡⎣ ZT1,0f
λ(ZT2 g) + (ZT2 g)′
⎤⎦⎞⎠ (80)
which is equivalent to
ZT1,0(Ax
′ + Bx − f ) = 0 (81)
(ZT2Fx − ZT2 g)′ = −λI(ZT2Fx − ZT2 g) (82)
which is the same as (76b).
We now return to the question of calculating the vector ﬁeld smoothly. In particular, we need to
explain how (82) can be used to calculate a smooth vector ﬁeld given Z2 is computed numerically. We
will construct an initial value ODE system whose solutions are Z2.
Given a smooth Jacobian J(t) with constant rank, suppose that we want to ﬁnd a smooth Z2 as in
the hypothesis. For a ﬁxed t0 ∈ I, by the singular decomposition theorem, there exist constant unitary
matrices U0 and V0 such that
UT0 J(t0)V0 =
[
Σ0 0
0 0
]
(83)
whereΣ0 is nonsingular. Then, by [11, Theorem 3.9], the constant matrices U0 and V0 can be extended
to smooth matrix functions U(t) = [̂Z(t) Z(t)] and V(t) = [̂T(t) T(t)] such that
[̂
Z(t) Z(t)
]T
J(t)
[̂
T(t) T(t)
] = [Σ(t) 0
0 0
]
(84)
with
[̂
Z(t0) Z(t0)
] = U0, [̂T(t0) T(t0)] = V0. Moreover, the columns of Ẑ(t) and Z(t) span the
range and corange of J(t) respectively. In otherwords, thematrix function Z(t)has the sameproperties,
which are described just before Lemma 3, as the Z2(t)we are trying to calculate.
Now consider the following ordinary differential equation⎡⎣Ẑ(t)T J(t)
T(t)T
⎤⎦ T ′(t) = −
⎡⎣Ẑ(t)T J′(t)T(t)
0
⎤⎦ (85a)
⎡⎣T̂(t)T J(t)T
Z(t)T
⎤⎦ Z′(t) = −
⎡⎣T̂(t)T J′(t)TZ(t)
0
⎤⎦ (85b)
⎡⎣T(t)T
T̂(t)T
⎤⎦ T̂ ′(t) = − [T ′(t)T T̂(t)
0
]
(85c)
[
Z(t)T
Ẑ(t)T
]
Ẑ′(t) = −
[
Z′(t)T Ẑ(t)
0
]
(85d)
with initial conditions
[̂
Z(t0) Z(t0)
] = U0 and [̂T(t0) T(t0)] = V0. A straightforward calculation
shows that the matrices in (84) satisfy this ODE and the initial conditions (see Corollary 3.10 in [11]).
Thus by the uniqueness of the solutions, ZT2 (t) = Z(t) can be calculated as part of the solution of this
ODE. This solution also provides Z′2.
Dealing with (82), rewritten as
ZT2 (Fx − g)′ − (Z′2)T (Fx − g) = −λZT2 (Fx − g), (86)
numerically, we are faced with the problem that instead of Z2(t) = Z(t) we only can get Z2(t) =
Z(t)W(t)with some non-smooth unitaryW(t) if we do notwant to solve (85) for reasons of efﬁciency.
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The same applies to T̂(t) which must be replaced by T̂(t)Ŵ(t) with some non-smooth unitary Ŵ(t).
The question now is how we can handle the quantity (Z′2)T in (86). Note that (85b) is equivalent to[
Ŵ(t)T T̂(t)T J(t)T
W(t)TZ(t)T
]
Z′(t)W(t) = −
[
Ŵ(t)T T̂(t)T J′(t)TZ(t)W(t)
0
]
Hence,weareable to computeZ′(t)W(t) since J′ is available fromdifferentiating theoriginal equations.
Evaluating the coefﬁcient functions in (86) at a point t, we actually get
(Z(t)W(t))T (F(t)x − g(t))′ − (Z′(t)W(t))T (F(t)x − g(t))
= −λ(Z(t)W(t))T (F(t)x − g(t)). (87)
Obviously we can simply remove the factorW(t)T . This means that, although wemay work with non-
smooth coefﬁcient functions in (87), the equation (87) behaves as it would have smooth coefﬁcient
functions. In particular we can solve the ODE system consisting of (81) and (82) numerically without
integrating (3).
4. Conclusions
Wehave examined stabilizeddynamics of completions of linear timevaryingDAEs. Twoapproaches
have been presented. One is the least squares completion of a derivative array constructed using stabi-
lized differentiation. The other is based on an index one system constructed from the derivative array.
The relationship between the two approaches is determined. Conditions under which the solution
manifold is attracting are determined. Various numerical issues in implementing these approaches
are discussed. Several examples are given to illustrate some of the subtleties involved.
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