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Abstract
We discuss the wall-crossing of the BPS bound states of a non-compact
holomorphic D4-brane with D2 and D0-branes on the conifold. We use the
Kontsevich-Soibelman wall-crossing formula and analyze the BPS degeneracy in
various chambers. In particular we obtain a relation between BPS degeneracies
in two limiting attractor chambers related by a flop transition. Our result is
consistent with known results and predicts BPS degeneracies in all chambers.
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1 Introduction and conclusion
Theories with extended supersymmetry have a special class of quantum states called
BPS states. Their degeneracy (or index) is piecewise constant in the moduli space
due to supersymmetry, but discretely changes when the moduli cross the “walls of
marginal stability.” Since these walls are codimension one, the moduli space can be
divided into chambers surrounded by marginal stability walls, and the degeneracy is
exactly constant in each chamber.
Recently, there has been remarkable progress in the study of these wall-crossing
phenomena of BPS states, especially in string theory on a Calabi-Yau three-fold. In
the small string coupling regime, the BPS states are described by wrapped D-branes
on supersymmetric cycles in the Calabi-Yau manifold. The wall-crossing of the BPS
wrapped D-branes were studied from various points of view including the relation
among statistical models, quiver gauge theory and the Donaldson-Thomas invariant
[1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12], M-theory viewpoints [13, 14], topological strings
[15, 16], and many others [17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29].
The wall-crossing in string theory on a Calabi-Yau manifold was also studied from
the four-dimensional N = 2 supergravity point of view. The appearance or disappear-
ance of BPS states in the spectrum is related to the existence of the multi-centered BPS
solutions in four-dimensional supergravity [30, 31]. For example, for a two-centered
BPS black hole, the distance between centers is changed in order to keep the BPS
condition, if we move the moduli fields at spatial infinity. When the moduli at infinity
cross the walls of marginal stability, the two-centered black hole ceases to exist due
to the divergent distance. For some work on the wall-crossing phenomena from the
supergravity viewpoint, see e.g., [32, 33].
Furthermore in [34] (see also [35]), Kontsevich and Soibelman proposed a mathe-
matical wall-crossing formula which tells us how the degeneracy of BPS states changes
at the walls of marginal stability.3 By using this formula, we can learn the BPS de-
generacy in various chambers in the moduli space. For BPS states in N = 2 gauge
theory, the physical meaning of this formula was studied in [36, 37, 38, 39].
In this paper, we study the wall-crossing phenomena of D4-D2-D0 bound states
on the resolved conifold by using the Kontsevich-Soibelman wall-crossing formula (KS
formula), inspired by the work [4] in which the wall-crossing of D6-D2-D0 bound states
on the conifold was analyzed. The resolved conifold is a non-compact Calabi-Yau three-
fold which has one compact two-cycle and no compact four-cycle. We introduce one
D4-brane on a non-compact four-cycle of the conifold and evaluate the BPS degeneracy
3Primitive and semi-primitive wall-crossing formulae were already proposed in [31] by supergravity
analysis.
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Figure 1: Toric web diagrams of the conifolds and our D4-branes. The two figures are
related by a flop transition.
of the D2-D0 bound states on the D4-brane. By changing the Ka¨hler moduli z of the
conifold, which are the size and the B-field for the compact two-cycle, various walls
of marginal stability are crossed. Using the KS formula, we evaluate the partition
functions in all the chambers in the moduli space.
In particular, there are two limits in the moduli space where all BPS states are
realized in the field theory on D4-brane. We call them “attractor chamber” because
they include attractor moduli of single-centered black holes. These two attractor
chambers are related to each other by a topology-changing process called a “flop”
transition of the conifold, which involves the changing of the intersection number of
the four-cycle wrapped by the D4-brane and the compact two-cycle in the conifold.
In the language of toric web diagrams, the flop transition can be shown as in Fig. 1.
Suppose that we move the Ka¨hler parameter z from Im z = +∞ to Im z = −∞. When
Im z = 0, the size of the compact two-cycle becomes zero and the topology of the
conifold changes. However, no singularity occurs in the theory here if we fix Re z 6∈ Z.
Two moduli regions of Im z > 0 and Im z < 0 correspond to the left and right pictures
in Fig 1, respectively. The attractor chambers previously mentioned are Im z = ±∞,
which is shown by supergravity analysis. According to this observation, we study the
wall-crossing of the partition function through the flop transition. By using the KS
formula, we derive the relation between the partition functions in the two attractor
chambers. This result is completely consistent with known facts [40, 41, 42] about the
partition function of the field theory on D4-branes.
Our result indicates that there is a structure of an infinite dimensional Lie algebra
(affine SU(2) in this case, see eq. (24) for example) in the problem of BPS indices,
which was also suggested in [43]. Actually the character of the affine Lie algebra
appears in the instanton counting problem [44, 41]. More detailed analysis in this
direction is an interesting future problem.
Another interesting future problem will be similar analyses in other local Calabi-
3
Yau manifolds. Various kinds of topology changes of D4-branes will appear in these
problems. Making a statistical model, like crystals in the D6-D4-D2-D0 system, will be
another interesting direction. The representation of the D4 partition function in terms
of a sum over Young diagrams is well-known. Another example of such a statistical
model is one in [45].
This paper is organized as follows. In Section 2 we consider the wall-crossing of
D4-D2-D0 bound states on the resolved conifold and identify the walls of marginal
stability. In Section 3 the wall-crossing formula for the partition function in our setup
is derived by using the KS formula. In Section 4 the partition function in the attractor
chamber is evaluated. We relate it to the partition function of the field theory on a
D4-brane, by using the attractor mechanism in four-dimensional supergravity. The
result is consistent with the wall-crossing formula derived in the previous section and
the flop transition of the conifold.
2 Local Calabi-Yau and walls of marginal stability
In this section, we will set up the notation, and identify the locations of the walls of
marginal stability. We will follow the notation of [4] and [31] unless otherwise stated.
We consider the wall-crossing of D4-D2-D0 bound states on the resolved conifold
O(−1) ⊕ O(−1) → P1 which is realized as the local limit of a compact Calabi-Yau
three-fold. The BPS states we consider are composed of one non-compact D4-brane
and an arbitrary number of D2-D0 states on it. We first put the D4-brane on a non-
compact supersymmetric cycle O(−1) → P1 in the conifold. However if we consider
a flop transition of the conifold, the topology of the four-cycle is changed. After the
flop, the D4 brane is wrapped on the whole fiber directions and localized on the rigid
P
1. We will discuss this transition in section 4.
The charges of these BPS states are expressed in terms of even-forms as γ =
D + l2β − l0dV , where D ∈ H2(X), β ∈ H4(X) and dV ∈ H6(X). D represents the
D4-brane charge while l2 and l0 denote the D2 and D0 charges respectively. We use
the normalization of∫
P ∧ β = 1,
∫
P ′ ∧ β = 0,
∫
dV = 1 (1)
where H2(X) ∋ P is the basis of the compact harmonic 2-form, H2(X) ∋ P ′ is dual to
the large four-cycle and H4(X) ∋ β is dual to the compact 2-cycle. We can set D to
satisfy D · P ′2 = 2c > 0 without loss of generality. One also finds D · β = −1 because
the D4-brane is wrapped on the 4-cycle O(−1)→ P1 (see Figure 1).
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We can write the complexified Ka¨hler parameter of the conifold as t = zP+ΛeiϕP ′
where z denotes the Ka¨hler parameter for the rigid P1. The second term denotes the
Ka¨hler parameter for other non-compact cycles, and the local limit Λ → +∞ should
be taken in the final result [4]. So the moduli space we are interested in is the complex
one-dimensional space of z. In the moduli region Im z > 0, our D4-brane is wrapped
on O(−1)→ P1, while in the region Im z < 0 it stretches along the fiber directions and
is localized on P1. Since our Calabi-Yau manifold is non-compact, the central charge
of the BPS state with charge γ = D + l2β − l0dV is evaluated as
Z(γ) = −
∫
X
γ ∧ e−t ∼ −cΛ2e2iϕ (2)
up to a real positive prefactor.4
Now let us turn to the walls of marginal stability and their locations. The marginal
stability walls are defined as a codimension one subspace in the moduli space where
the BPS states can decay into other BPS states. Such a decay can occur only if the
phases of the central charges of all the BPS states involved in the decay are the same.
Suppose that the state with charge γ splits into states with γ2 = a+Dh + βh − nhdV
and γ1 = γ − γ2. The central charge of the state with γ2 is
Z(γ2) ∼
a
6
Λe3iϕ −
1
2
∫ (
zP + Λeiϕ
)2
∧ Dh −MhΛe
iϕ +mhz + nh, (3)
where Mh = βh ·P
′ and mh = βh ·P. We can identify the walls of marginal stability of
this D4-D2-D0 system as a subspace in the moduli space where argZ(γ2) = argZ(γ)
is satisfied. By physical observation, we can assume a = 0 and Dh = 0 or D. We
set Dh = 0 without loss of generality. Furthermore, when Mh 6= 0, we have Z(γ2) ∼
−MhΛeiϕ and Z(γ) ∼ −cΛ2e2iϕ, which are never aligned in the non-compact limit. So
we do not need to consider these walls.
Therefore, we only consider the case
γ = D + l2β − l0dV −→ (γ2 = mβ − ndV ) + (γ1 = γ − γ1) . (4)
The walls of marginal stability for these decay channels can be read off by comparing
phases of Z(γ) ∼ −1/2Λ2e2iϕ and Z(γ2) = mz + n. Namely, the locations of the walls
are given by
ϕ =
1
2
arg (−mz − n) + pik, k ∈ Z. (5)
Note here that this condition is independent of the total D2/D0 charges l2 and l0.
Furthermore, one finds that we only have to consider the walls of m = 0,±1 because
4This prefactor is now irrelevant because, as is shown below, we only need to evaluate the phase
of the central charge in order to identify the walls of marginal stability.
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Figure 2: Walls on the z-plane with fixed ϕ. On the upper half plane, the walls W−1n
(green) are relevant, while the walls W+1n (blue) are relevant on the lower half plane.
We consider here the path z = 1/2 + ia, a ∈ R (red vertical line at the center).
the only non-vanishing degeneracies of D2-D0 bound states on the resolved conifold
are known to be [46, 47]
Ω(±β + ndV ) = 1, Ω(ndV ) = −2. (6)
We can therefore classify the relevant walls of marginal stability into
Wm=−1n = {(z, ϕ) : ϕ =
1
2
arg(z − n) + pik}, (7)
Wm=+1n = {(z, ϕ) : ϕ =
1
2
arg(−z − n) + pik}, (8)
Wm=0n = {(z,
pi
2
)}. (9)
In the next section, we will consider how the BPS indices change when the moduli
cross these walls.
3 Wall-crossing formula
We here briefly review the so-called Kontsevich-Soibelman wall-crossing formula (KS
formula) [34] and study the change in the partition function of the D4-D2-D0 bound
states under the wall-crossing.
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The KS formula tells us that when the Calabi-Yau moduli t cross the walls of
marginal stability, the degeneracy Ω(γ; t) changes but the product
A =
−→∏
γ=nγ1+mγ2, m>0,n>0
UΩ(γ;t)γ (10)
in the decreasing order of argZ(γ) is unchanged. Here Uγ = exp
∑∞
n=1
1
n2
enγ is defined
in terms of generators eγ of an infinite-dimensional Lie algebra with the commutation
relation
[eγ1 , eγ2 ] = (−1)
〈γ1,γ2〉 〈γ1, γ2〉 eγ1+γ2 . (11)
The ordering of the product in eq. (10) does depend on the moduli t. The degeneracy
Ω(γ, t) also depends on the moduli t. However, A is independent of the moduli. Thus,
the moduli dependence of Ω(γ; t) can be read off from the invariance of A at the
marginal stability walls.
When crossing the wall Wmn defined in eq. (7)-(9) where the decay γ → γ1 + γ2
can occur, the sign of argZ(γ) − argZ(γ2) is changed. Correspondingly, the order
of (
∏
γ U
Ω(γ)
γ ) and (
∏∞
j=1 U
Ω(jγ2)
jγ2
) is reversed in A.5 Recalling the invariance of the
product A under the wall-crossing, we find the following equation(∏
γ
UΩ(γ)γ
)(
∞∏
j=1
U
Ω(jγ2)
jγ2
)
=
(
∞∏
j=1
U
Ω˜(jγ2)
jγ2
)(∏
γ
U Ω˜(γ)γ
)
. (12)
Here Ω(γ) and Ω˜(γ) denote the BPS degeneracy before wall-crossing and after wall-
crossing, respectively. From this equation, we can read off the relation between Ω and
Ω˜. First, by comparing the coefficients of ejγ2 in eq. (12), one finds
Ω˜(jγ2) = Ω(jγ2). (13)
Next let us expand
(∏
γ U
Ω(γ)
γ
)
and collect the terms eγ with γ = D + l2β − l0dV .
Then one obtains (∏
γ
UΩ(γ)γ
)
= 1 +
∑
γ
Ω(γ)eγ + . . . . (14)
5To be more precise, all charge combinations of the form kγ + jγ2 (k, j = 0, 1, 2, · · · ) are involved
in the wall-crossing at Wm
n
. However, since we are only interested in the degeneracy of the BPS states
that have only one D4 brane charge, it is sufficient to consider only the charges of k = 0 and k = 1.
Furthermore, for the charge of k = 1, we only need to consider the case j = 0 when the product over
γ = D + l2β − l0dV is taken into account. Thus we finally obtain eq. (12).
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Thus eq. (12) with eq. (13) reads
∑
γ
Ω˜(γ)eγ =
(
∞∏
j=1
U
−Ω(jγ2)
jγ2
)∑
γ
Ω(γ)eγ
(
∞∏
j=1
U
Ω(jγ2)
jγ2
)
=
∑
γ
Ω(γ)eγ ◦
∞∏
j=1
◦(1 + (−1)j〈γ2,γ〉ejγ2)
◦j〈γ2,γ〉Ω(jγ2), (15)
where ◦ denotes the commutative product defined as
eγ1 ◦ eγ2 := eγ1+γ2 . (16)
Eq. (15) gives the simple expression of the wall-crossing formula for the partition
functions. Indeed, by defining the partition functions as
Z(u, v) =
∑
ℓ2,ℓ0
Ω(D + l2β − l0dV )u
ℓ0vℓ2 , Z˜(u, v) =
∑
ℓ2,ℓ0
Ω˜(D + l2β − l0dV )u
ℓ0vℓ2 ,
(17)
the wall-crossing formula (15) can be written as
Z˜(u, v) =Z(u, v)×
∞∏
j=1
(
1 + (−1)j〈γ2,γ〉 (unvm)j
)j〈γ2,γ〉Ω(jγ2)
, (18)
where m,n denote the D2 and D0 charges of γ2 i.e. γ2 = mβ − ndV .6
In the following we apply the formula (18) to our current problem. Let us fix ϕ
to a certain value in pi/4 < ϕ < pi/2 and explore the z-plane (Fig. 2). Note that the
relevant walls are only (7) and (8). The walls of (9) do not give rise to any jump in
the partition function since we have no D6-brane. We also fix the real part of z to
be 1/2 for simplicity, and denote the imaginary part of z by a. In other words, we
consider the path
z = 1/2 + ia, −∞ < a < +∞, (19)
as is indicated by the red vertical line in figure 2, and all the walls crossed by it.
Let Za(u, v) be the partition function for the chamber including z = 1/2 + ia.
When a ≥ 0, the relevant walls are W−1n (n = 1, 2, 3, . . . ). In the chamber between
W−1n−1 and W
−1
n for an arbitrary n ≥ 1, the partition function can be read off from the
wall-crossing formula (18) as
Za≥0(u, v) = Z+∞(u, v)
∞∏
r=n
1
(1− urv−1)
, (20)
6This is the semi-primitive wall-crossing formula first obtained in [31].
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where we used 〈β,D〉 = −1 and the fact, which immediately follows from (6), that
Ω(jγ2) = 0 unless j = 1. In particular, when a = 0 the partition function becomes
Z0(u, v) = Z+∞(u, v)
∞∏
r=1
1
(1− urv−1)
. (21)
On the other hand, we find the relevant walls are W+1n (n = 0, 1, 2, . . . ) for a ≤ 0. By
a similar argument to the above, the partition function in the chamber between W+1n−1
and W+1n for n ≥ 0 is written as
Za≤0(u, v) = Z−∞(u, v)
∞∏
r=n
(1− urv). (22)
In particular, one finds that
Z0(u, v) = Z−∞(u, v)(1− v)
∞∏
r=1
(1− urv). (23)
Of course, this should be the same partition function as (21). From the equivalence of
(21) and (23), we can read off the relation between Z+∞ and Z−∞ as
Z+∞(u, v) = Z−∞(u, v)(1− v)
∞∏
r=1
(1− urv)(1− urv−1). (24)
In summary we used the wall crossing formula and expressed the partition functions
in all the chambers in terms of Z+∞ and Z−∞. In the next section we will consider
the explicit form of Z±∞.
4 BPS degeneracy in the attractor chamber
We here evaluate the explicit expressions of Z±∞. We first calculate Z+∞ and then
read off Z−∞ from relation (24). The result is completely consistent with the flop
transition of the conifold.
We first evaluate Z+∞ by relating it to the partition function of the field theory on
the D4-brane wrapped on O(−1) → P1. In the previous section, we defined Z+∞ as
the partition function of D4-D2-D0 bound states in the large P1 limit. So we now show
that the partition function for the chamber including Im z = +∞ can be evaluated in
the field theory on the D4-brane.
For this purpose, we use four-dimensional supergravity analysis. In the supergrav-
ity point of view, the wall-crossing of BPS states is interpreted as the disappearance or
appearance of multi-centered black holes in the spectrum [30, 31]. In the moduli space,
9
Figure 3: The positions of the walls of marginal stability in the ϕ-plane with fixed z.
there is a special chamber including “attractor points.” The attractor point is defined
as the value of the moduli at a single-centered black hole horizon, which is completely
determined by the electric and magnetic charges of the black hole [48, 49, 50, 51, 52].
Therefore, when the moduli is in the chamber including the attractor points, which we
call the “attractor chamber,” we expect that all the BPS states are realized as single-
centered black holes. Furthermore, in our set up the microstates of the single-centered
black holes can be counted in the field theory on D4-brane [53]. So for our purpose, it
suffices to show that Z+∞ is the partition function for the attractor chamber.
The attractor point is determined by the charge through the attractor equation
(see eq. (3.12) in ref. [31])
2Im(Z(γ)Ω) = −γ, (25)
where Ω denotes the normalized period vector. By solving this for the charge γ =
D + l2β − l0dV , we obtain ϕ = pi/2. Thus the attractor chamber is the one which
includes ϕ = pi/2. Note that this condition is independent of z, the Ka¨hler parameter
for the compact cycle. So we first identify the attractor chamber in the ϕ-plane with
fixed z, and then we translate it in the z-plane with fixed ϕ. Recall that the relevant
walls of marginal stability are eqs. (7) and (8). The walls in eq. (9) do not give rise to
any jump in the partition function because there is no D6-brane. Thus the position
of the walls in the ϕ-plane are depicted as in Fig. 3. The attractor chamber is the
one between the walls W 1∞ and W
−1
∞ . On the other hand, in the z-plane with fixed ϕ,
the walls have been drawn as in Fig. 2. The attractor chamber is now found to exist
at z = ±i∞. This implies that Z+∞ is equivalent to the partition function for the
attractor chamber.7
7We see that Im z = −∞ is another attractor chamber. Thus Z−∞ is also related to the partition
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From the above arguments, we see that Z+∞ is equivalent to the partition function
of the field theory on a D4-brane wrapped on O(−1)→ P1. In fact, it was evaluated
in [40] (see also [41, 42]). In our notation it is written as
Z+∞(u, v) = f(u)(1− v)
∞∏
r=1
(1− ur) (1− urv)
(
1− urv−1
)
, (26)
where f(u) is related to the bound states of D0-branes on the D4-brane without
flux, which cannot be fixed because our D4-brane is non-compact. The degeneracy of
the bound states with non-vanishing D2-brane charge is unambiguously determined.
Note that without D2-branes, the flux on the D4-brane can induce D2-brane charge
through the Chern-Simons interaction, because O(−1)→ P1 has a compact two-cycle
on it. Also recall that when we consider the theory on a compact D4-brane, we find
f(u) =
∏∞
r=1(1− u
r)−χ(C4) with the Euler characteristic of the four-cycle χ(C4).
Finally, we mention Z−∞ defined in the previous section. By fixing Re z 6= 0 and
moving the Ka¨hler parameter from Im z = +∞ to Im z = −∞, the flop transition
occurs. After the flop, the four-cycle wrapped by the D4-brane now has no compact
two-cycle in it through which the flux on the D4-brane can induce the D2-brane charge.
Furthermore, we have seen that Im z = −∞ is also an attractor chamber. Thus we
expect that Z−∞ is equivalent to the partition function of a field theory on D4-brane
with no D2-brane charge contribution. In fact, from the wall-crossing formula (24),
we can show
Z−∞(u, v) = Z+∞(u, v)×
∞∏
r=0
(1− urv)−1 ×
∞∏
r=1
(
1− urv−1
)−1
= f(u)
∞∏
r=1
(1− ur).
(27)
This is independent of the chemical potential for D2-branes. By recalling that f(u) =∏∞
r=1(1−u
r)−χ(C4) for a compact D4-brane case, this result is also consistent with the
fact that the Euler characteristic χ(C4) decreases by one through the flop transition.
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