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ABSTRACT
An unfolding tree is an object reflecting the connectivity properties of a vector-
labelled graph. First introduced in the context of theoretical computer science as a
way of describing information flow in a neural net model of graph-structured data,
unfolding trees have remained unexplored within graph theory. They give rise to
an equivalence relation on the vertices of a graph, one which describes the con-
nective environments of vertices but is not reducible to automorphism group or-
bits. This thesis formalizes unfolding trees and investigates their properties along
with the implications of this vertex relation. This leads to the graph property of
symmetric-association; graphs with this property have predictably-behaved unfold-
ing trees. Symmetric-association is presented as a generalization of k-regularity,
culminating in a Havel-Hakimi type result featuring a graph transformation that
preserves unfolding trees.
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Chapter 1
Introduction
1.1 Origins & Motivation
Unfolding trees were first presented by Scarselli et al. in a paper on their GraphNeural Network (GNN) model [3]. The GNN model is a neural net architecture
designed to predictively model properties of graph-structured data, such as molecular
structures or a set of interlinked web pages. A distinguishing feature of the GNN
model is that each vertex of the input graph is implemented as a computational unit,
the output of which depends on the states of adjacent vertices. The other parameters
determining the units’ outputs are real vector labels on each of the vertices and edges
of the input graph.
In order to prove that GNNs can approximate almost all vector-valued functions
on graphs, the authors required a mathematical structure that could capture the
dependence of one vertex’s output on other vertices over time. To that end, they
introduced unfolding trees, which encapsulate the routes between a given vertex and
the rest of the graph and therefore the flow of information across these routes over
multiple time-steps. The article then deployed unfolding trees as machinery in its
proofs, showing that a vertex’s unfolding tree could be encoded and then decoded
by the GNN. From this they concluded that the architecture can approximate any
vector-valued function on a graph domain, so long as the function preserves unfolding
equivalence (a relation between vertices that we will cover at length in the present
work).
Despite their potential interest for graph theory, unfolding trees do not appear
outside of the theoretical computer science context of GNNs. Yet they seemed to
us an interesting research subject for several reasons. As structures that reflect
graph connectivity from the local viewpoint of a vertex—and that cannot be di-
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rectly reduced to an extant graph-theoretic concept—unfolding trees are inherently
intriguing. In addition to this, the original formulation in [3] lacked the rigor proper
to mathematics. And, of course, the dearth of previous research promised fertile
mathematical ground. For these reasons, unfolding trees served as the initial spring-
board for this work. From there, the process of investigating them led to our defining
the class of symmetrically-associated graphs, which are significant not only for the
properties of their unfolding trees, but possibly to graph theory more generally.
1.2 Thesis Structure
The foundations for discussing unfolding trees and symmetrically-associated graphsare laid down in Chapter 2, which contains the definitions of labelled graphs and
of basic features related to these. Our definition is distinct from the variety of labelled
graphs usually found in graph theory, wherein each of a graph’s vertices receives a
unique integer label [1]. Instead, we deal with labelled graphs whose vertices can be
labelled with any vector of a predetermined length; in fact, most of our examples of
labelled graphs involve vertices with non-unique labels.
Next, in Chapter 3 we define unfolding trees, as well as defining salient parts
of their structure and proving some useful basic results about them. There we
also discuss unfolding equivalence, a relation between vertices that holds when their
unfolding trees are isomorphic. We then show in Chapter 4 that if two vertices are
similar (i.e. are contained in the same orbit of their graph’s automorphism group
action) then they are unfolding equivalent. Following this, counterexamples of the
converse are provided; the falsity of the converse is of interest because it means that
unfolding equivalence is not merely a cryptomorphic re-formulation of similarity, but
instead indicates a broader connectivity-related kinship between vertices.
Chapter 5 introduces symmetrically-associated graphs—which can be seen as
a generalization of k-regular graphs—and sets out results that highlight the well-
behaved patterns in their unfolding trees. Pursuing this, Chapter 6 considers an
edge-swap graph transformation, called an n-switch, that preserves both symmetric-
association and unfolding trees. The chapter concludes with a Havel-Hakimi type
result, which states that two symmetrically-associated graphs are equivalent in terms
of symmetric-association if and only if there exists a finite sequence of n-switches
that transforms one graph into the other. Finally, Chapter 7 lists unexplored topics
related to unfolding trees and symmetrically-associated graphs which we feel are
promising.
2
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Labelled Graphs
2.1 Definitions & Basic Properties
To begin, we provide a definition of what shall be our primary object of study.This structure consists of a graph the vertices of which are assigned real vector la-
bels.∗ For sake of simplicity, we consider only simple, finite, undirected graphs here;
however, it should be noted that our formulation admits natural generalizations to
more exotic graph structures. Conversely, labelled graphs can always be reduced to
underlying unlabelled graphs, and so our results also hold in that context (unlabelled
versions of important definitions and results can be found in Appendix B).
Definition 2.1.1: A labelled graph is an ordered triple ⟨V,E,L⟩, where the ver-
tex set V is a collection of arbitrary elements (‘vertices’), and the edge set E
consists of unordered pairs of elements from V (‘edges’). The labeling L is a func-
tion L ∶ V → Rn (n ∈ Z+) which assigns a real vector (‘label’) to each of the vertices
of G. ∎
The rest of this section involves basic definitions and notation related to labelled
graphs. To avoid clutter, only definitions and notations significantly different from
those found in (unlabelled) graph theory are given here. If the reader is unfamiliar
with elementary graph theory, we refer them to Appendix A.
∗ The labelled graphs presented in Scarselli et al. also included labels on the edges. Though the
definitions and results herein could be extended to graphs with labelled edges, we found that their
inclusion was notationally cumbersome and detracted from conceptual clarity. As such, we have
omitted edge labels.
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Notation 2.1.2: Unless otherwise specified, we use V , E, and L as our default sym-
bols when discussing a generic graph G. When multiple graphs are in play, we use
VG, EG, LG or else V (G), E(G), L(G).
The notation u ∼G v indicates that vertices u, v are adjacent in G. We use the symbol
Λ(G) for the total number of distinct labels on the vertex set of G (that is, ∣L[V ]∣).
When there is no risk of ambiguity we abbreviate the notation for adjacency (u ∼G v),
neighborhood (NG(v)), and degree (dG(v)) by eliding the subscript G. Similarly, we
shorten ∆(G) and Λ(G) to ∆ and Λ, respectively. ∎
Because any graph we treat has a finite vertex set, it immediately follows that
there are only finitely many labels on the vertices, and so we simplify matters by
arbitrarily enumerating them as li, where 1 ≤ i ≤ Λ.
In order to define unfolding trees in Chapter 3, we must first introduce some
machinery. A walk on a graph can be thought of as a trip across the vertices that
starts at some vertex and travels along edges in order to visit vertices in a certain
sequence, eventually stopping at some vertex. A path is a special type of walk in
which no vertex is visited more than once.
Definition 2.1.3: Let G = ⟨V,E,L⟩ be a labelled graph. An ordered tuple W =⟨v0, v1, . . . , vm⟩ ∈ V m of vertices of G is called a walk if vi ∼G vi+1 for all 1 ≤ i <m. A
walk P ∶= ⟨v0, v1, . . . , vm⟩ is a path if i ≠ j ⇒ vi ≠ vj for every i, j ∈ [0,m]. We say
that a walk is of length m when it consists of m + 1 vertices, i.e. when it traverses
m edges. The length of W is written `(W ). ∎
It is worth noting that this definition allows for walks of length 0, which are
simply a single vertex. This should be kept in mind, for such single-vertex walks
will arise later. The following is notation that will facilitate our work with labelled
graphs and walks.
Notation 2.1.4: Let W = ⟨w0,w1, . . . ,wm⟩ be a walk in some graph, and let j, k be
integers where 1 ≤ j ≤ m, 0 ≤ k < m. We write W [j] to denote ⟨w0,w1, . . . ,wj⟩ and
W ⟦k⟧ to denote wk. ∎
4
CHAPTER 2. LABELLED GRAPHS
2.2 Labelled Graph Isomorphisms
W ith the definition of a labelled graph established, we may define a stronger,label-preserving form of graph isomorphism.
Definition 2.2.1: Let G = ⟨V,E,L⟩ and G′ = ⟨V ′,E′, L′⟩ be labelled graphs. A bijec-
tion φ ∶ V V ′ is a labelled graph isomorphism (or simply ‘label isomorphism’)
if the following hold ∀u, v ∈ V :
(1) u ∼G v ⇔ φ(u) ∼G′ φ(v);
(2) L(u) = L′(φ(u)).
When a labelled graph isomorphism exists, we say that G and G′ are label isomor-
phic, writing G ≅ G′. In the special case where G = G′ we call φ a labelled graph
automorphism. ∎
Figure 2.1 gives a pair of labelled graphs, G1 ∶= ⟨V1,E1, L1⟩ and G2 ∶= ⟨V2,E2, L2⟩,
which are label isomorphic. To see why this is the case, consider the mapping
φ ∶ V1 V2
u1 z→ v1,
u2 z→ v3,
u3 z→ v2,
u4 z→ v5,
u5 z→ v4.
A cursory examination confirms that φ is a label isomorphism. For example,
checking part (1) of the definition for a pair of vertices, we see that u2 ∼G1 u5 and
thus
φ(u2) = v3 ∼G2 v4 = φ(u5).
Similarly for (2), we have that
L1(u2) = b = L2(v3) = L2(φ(u2))
as expected.
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u1
L1(u1) = a
u2
L1(u2) = b u3 L1(u3) = b
u4
L1(u4) = cu5 L1(u5) = d
(a) A labelled graph, G1, with vertex set
V1 ∶= {u1, . . . , u5} and labeling L1.
v1
L2(v1) = a
v2
L2(v2) = b v3 L2(v3) = b
v4
L2(v4) = dv5 L2(v5) = c
(b) Another labelled graph, G2, with vertex
set V2 ∶= {v1, . . . , v5} and labeling L2.
Figure 2.1: Labelled versions of the house graph. The two graphs are label isomor-
phic.
As is the case with the various types of isomorphisms from other areas of mathe-
matics, labelled graph isomorphisms always have inverse functions that are also label
isomorphisms. This fact will be of use later, so we prove it here as a lemma.
Lemma 2.2.2: Let G ∶= ⟨V,E,L⟩, G′ ∶= ⟨V ′,E′, L′⟩ be labelled graphs for which
there exists a labelled graph isomorphism φ ∶ V V ′. Then the inverse function
φ−1 ∶ V ′ V exists and is also a label isomorphism.
Proof: To begin, recall that since φ is a bijection the inverse φ−1 exists and is
also bijective. Thus, taking arbitrary v′ ∈ V ′ we know ∃v ∶= φ−1(v′) ∈ V .
Let u′, v′ ∈ V ′ be adjacent vertices and call their images under φ−1 by u, v, respec-
tively. Since φ is a label isomorphism we immediately see that φ(u) = u′ ∼G′ v′ = φ(v)
6
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implies u ∼G v.
Now, for any v′ ∈ V and v ∶= φ−1(v′) we have
L′(v′) = L′(φ(φ−1(v′))) = L(φ−1(v′)) = L(v),
which is to say that φ−1 preserves labels.
2.3 Vertex Similarity
The language of labelled graph isomorphisms allows us to express a relationshipon the vertex set of a labelled graph that, to put it roughly, holds between two
vertices when they are interchangeable in terms of both graphic structure and labels.
Definition 2.3.1: Let G be a labelled graph, and let u, v ∈ V . We say that u and v
are similar if ∃φ ∶ V V a label automorphism such that φ(u) = v. When this is
the case, we write u ≐ v. ∎
For example, in the graph G1 from 2.1 (a), the vertices u2, u3 are similar—the
label automorphism that makes this the case is the mapping switching u2 and u5
with u3 and u4, respectively, while leaving u1 fixed. Of course, since the identity
map on V (G) is a label automorphism for any G, v ≐ v always holds.
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Unfolding Trees
3.1 The Unfolding Tree T dv
We now restate the definition of an unfolding tree—first given by Scarselli et al.[3]—which leads to a natural equivalence relation between vertices of a given
graph. Informally, the unfolding tree of a vertex v in a labelled graph G can be
thought of as a decision tree of walks starting at v in G. We start with a vertex
corresponding to the length 0 walk ⟨v⟩, and then connect all of the length 1 walks
starting at v to the vertex ⟨v⟩. From there we may grow the tree further by connecting
length 2 walks to the length 1 walks that they extend. Each of vertex of the unfolding
tree receives the same label as that of the last vertex in the corresponding walk,
e.g. the label of an unfolding tree vertex ⟨v, x⟩ would be the same as the label of x
in G.
The thrust of this definition is that the vertices and edges of the tree are not
directly identified with those of G from which they were derived: so an unfolding
vertex ⟨v, x, v⟩ is distinct from the root vertex ⟨v⟩. In this manner, the unfolding
tree encodes the walk-structure (including labels) of G from the viewpoint of v.
Definition 3.1.1: Let G = ⟨V,E,L⟩ be a labelled graph, let u be any vertex of G,
and take any d ∈ N. The unfolding tree T du of depth d at u is a labelled graph
defined as follows. The vertex set of T du is given by
VT ∶= {w = ⟨u, v1, . . . , vm⟩ ∣ w is a walk in G and `(w) ≤ d},
the set of walks starting at u of length at most d. The edge set ET of the unfolding
tree is induced by the following adjacency rule: for any w,w′ ∈ VT where `(w) ≤ `(w′),
w ∼T du w′ ⇐⇒ w = w′[`(w′) − 1].
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Finally, the labeling function LT is defined for w ∶= ⟨u, v1, . . . , vm⟩ as
LT (w) ∶= L(vm).
∎
It is easy to conflate vertex names with vertex labels, so it should be kept in mind
that in the above definition we use walks in G to name vertices, and then we label
the vertices according to labels from G. Figures 3.2 and 3.3 below show an example
of an unfolding tree, specifically one created from the labelled version of the house
graph G in Figure 3.1.
v1
LV (v1) = a
v2
LV (v2) = b v3 LV (v3) = b
v4
LV (v4) = c
v5
LV (v5) = c
Figure 3.1: Labelled house graph G with vertex set V ∶= {v1, . . . , v5}.
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〈v2〉
〈v2, v1〉 〈v2, v3〉 〈v2, v5〉
〈v2, v1, v2〉 〈v2, v1, v3〉 〈v2, v3, v1〉 〈v2, v3, v2〉 〈v2, v3, v4〉 〈v2, v5, v2〉 〈v2, v5, v4〉
Figure 3.2: Unfolding tree T 2v2 of G with vertex names shown.
b
a b c
b b a b c b c
Figure 3.3: Vertex labeling of T 2v2 .
As can be seen in Figure 3.2, the vertex set of T 2v2 consists of all walks in G of
length at most 2 that start at v2. Moreover, vertices are adjacent whenever the walk
corresponding to one of them extends that of the other by a single vertex, e.g. the
unfolding vertex ⟨v2, v5, v4⟩ is adjacent to ⟨v2, v5⟩ since the walk corresponding to the
former appends v4 to that of the latter. In addition, Figure 3.2 demonstrates the way
in which the labels of the unfolding tree are predicated on those of G. For example,
LT (⟨v2, v1⟩) = a = L(v1) and LT (⟨v2, v1, v2⟩)= b = L(v2).
10
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3.2 Features of Unfolding Trees
Having just introduced unfolding trees, we now get acquainted with these graphsby setting out some vocabulary, notation and basic results related to them.
Definition 3.2.1: Let T dv be an unfolding tree. We call ⟨v⟩ ∈ V (T dv ) the root of
T dv . Given some w ∈ V (T dv ), the level of w in T dv is the length of w. The set of all
vertices of level k in T dv is termed the kth level of T
d
v , written T
d
v ⟦k⟧. The vertices
in T dv ⟦d⟧—the deepest level of the unfolding tree—are termed leaves. ∎
Proposition 3.2.2: Let w be a vertex of level m in an unfolding tree T dv . ThenN (w) ⊆ T dv ⟦m − 1⟧ ∪ T dv ⟦m + 1⟧.
Proof: Let w be a vertex in the mth level of an unfolding tree T dv , and consider
an arbitrary vertex w′ ∈ N (w). Prima facie, there are three possibilities with regard
to the level m′ of w′: either m′ <m, or m <m′, or m′ =m.
First, suppose that m′ < m. Then by the definition of the edge set of an unfolding
tree,
w ∼T dv w′ ⇒ w′ = w[m − 1] ⇒ m′ =m − 1.
Similarly, if instead we have m′ >m, then
w ∼T dv w′ ⇒ w = w′[m′ − 1] ⇒ m′ =m + 1.
Finally, if m′ = m then neither w = w′[m′ − 1] nor w′ = w[m − 1] holds, and so
w ≁T dv w′, a contradiction. Therefore w′ is of level m−1 or m+1, and we are done.
The above proposition means that a vertex of an unfolding tree only connects to
vertices from the levels directly above and below it. This being the case, we now
name the ‘lower’ and ‘upper’ subsets of an unfolding tree vertex’s neighborhood.
Definition 3.2.3: Let w be a vertex of some unfolding tree T dv . The daughter set
of w is D(w) ∶= {w′ ∈ N (w) ∣ w′ ∈ T dv ⟦`(w) + 1⟧}, and its elements are referred to as
daughters of w. If w is a non-root vertex, the mother M(w) of w is the vertex
w′ ∈ N (w) in level `(w) − 1 of T dv . ∎
11
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Note that M(w) is unique: if x, y are neighbors of w with `(x), `(y) < `(w) then
it must be that x = w[`(w) − 1] = y. Also observe that w ∈ D(w′)⇒M(w) = w′.
The astute reader may have realized that, humorously enough, we have not ac-
tually shown that every unfolding tree is a tree. Though we will not formally prove
this, we take a moment to sketch the argument. The uniqueness of mothers together
with Proposition 3.2.2 ensures that an unfolding tree contains no cycles: since there
are no adjacent vertices of the same level, there must be a unique deepest vertex in
the cycle, but then this vertex would have to be connected to two vertices above it,
a contradiction. Moreover, every vertex w has a path to the root r, namely
Pw ∶= ⟨w, w[`(w) − 1], . . . , w[1], r⟩,
and so we can obtain a path between any two vertices w,w′ by joining Pw and Pw′
into
Pw,w′ ∶= ⟨w, w[`(w) − 1], . . . , w[1], r, w′[1], . . . , w′[`(w′) − 1], w′⟩.
So unfolding trees are connected as well as acyclic, and thus are trees.
3.3 Unfolding Equivalence
As mentioned, unfolding trees suggest a natural relationship between vertices,which we shall call unfolding equivalence.
Definition 3.3.1: Given vertices u, v of a labelled graph G, suppose that for all
d ≥ 0 we have T du ≅ T dv and ψd(⟨u⟩) = ⟨v⟩, where ψd is the isomorphism from T du to
T dv . When this is the case, we say that u and v are unfolding equivalent, writing
u ⩦ v. ∎
Figure 3.4 shows the unfolding tree T 2v3 , which is label isomorphic to T
2
v2 from
Figures 3.2 and 3.3 owing to the following function:
12
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φ ∶ V (T 2v2) V (T 2v3)⟨v2⟩ z→ ⟨v3⟩,⟨v2, v1⟩ z→ ⟨v3, v1⟩,⟨v2, v3⟩ z→ ⟨v3, v2⟩,⟨v2, v5⟩ z→ ⟨v3, v4⟩,⟨v2, v1, v2⟩ z→ ⟨v3, v1, v3⟩,⟨v2, v1, v3⟩ z→ ⟨v3, v1, v2⟩,⟨v2, v3, v1⟩ z→ ⟨v3, v2, v1⟩,⟨v2, v3, v2⟩ z→ ⟨v3, v2, v3⟩,⟨v2, v3, v4⟩ z→ ⟨v3, v2, v1⟩,⟨v2, v5, v2⟩ z→ ⟨v3, v4, v3⟩,⟨v2, v5, v4⟩ z→ ⟨v3, v4, v5⟩.
In fact, v2 is unfolding equivalent to v3. 〈v3〉
〈v3, v1〉 〈v3, v2〉 〈v3, v4〉
〈v3, v1, v2〉 〈v3, v1, v3〉 〈v3, v2, v1〉 〈v3, v2, v3〉 〈v3, v2, v5〉 〈v3, v4, v3〉 〈v3, v4, v5〉
Figure 3.4: Unfolding tree T 2v3 of G (see Fig. 3.1) with vertex names shown.
Unfolding equivalence is, as the name suggests, an equivalence relation. This is
easily verified, with all of the required properties inherited immediately from the
symmetry, reflexivity and transitivity of isomorphism.
The following lemma will play a technical role in the proof of Theorem 5.1.3.
Proposition 3.3.2: Let T du , T
d
v be arbitrary unfolding trees of G,H respectively,
and suppose there exists a label isomorphism φ from T du to T
d
v . Then for any vertex
w of T du , the level of φ(w) equals the level of w.
13
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Proof: We prove the result by showing that `(w) equals the distance from w to
the root ⟨u⟩, and then showing that isomorphisms preserve distance.
Take any w = ⟨u,w1, . . . ,wm⟩ in T du . Observe that the sequence
P ∶= ⟨w, w[m − 1], w[m − 2], . . . , w[1], ⟨u⟩⟩
is a walk in T du , since by Definition 3.1.1 we know that w[i] ∼T du w[i−1] for any i ∈ N.
Furthermore, since P is constructed so that its vertices are all of different length,
they must all be distinct; thus P is a path. Since T du is a tree, this is the only path
between the root and w, and so it is the shortest such path by default. Therefore
the distance from ⟨u⟩ to w is `(P ) = `(w).
Now consider the (coordinate-wise) image of P under ψ:
ψ[P ] ∶= ⟨ψ(w), ψ(w[m − 1]), . . . , ψ(w[1]), ⟨v⟩ ⟩.
Since ψ preserves adjacency and P is a walk, it follows that ψ[P ] is a walk in T dv .
Furthermore, because ψ is injective and the vertices of P are distinct, we know that
the vertices of ψ[P ] are distinct. So ψ[P ] is a path in T dv from ψ(w) to ⟨v⟩. For the
same reasons as given for P , the length of ψ[P ] equals the distance from ψ(w) to
the root ⟨v⟩ with the same length as P . But we showed that this is exactly the level
of ψ(w), and so
`(w) = `(ψ[P ]) = `(P ) = `(ψ(w)).
3.4 Unfolding Trees of k-Regular Graphs
This section investigates properties of unfolding trees derived from graphs witha property known as k-regularity, with the aim of characterizing these graphs’
unfolding trees and further elucidating the structure of unfolding trees.
A graph is said to be k-regular if all of its vertices are degree k. We show that
the vertices of a k-regular graph have perfect k-ary unfolding trees (a perfect k-ary
tree is one in which a vertex has k daughters unless it is in the last level of the tree.)
Proposition 3.4.1: Given any vertex v of a k-regular graph G, the unfolding tree
T dv is a perfect k-ary tree for every d ∈ Z+.
14
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Proof: Consider w ∈ T dv with `(w) < d, and let u ∶= w⟦`(w)⟧ ∈ G. Then∣D(w)∣ = ∣NG(u)∣ = dG(u), and since G is k-regular dG(u) = k, so ∣D(w)∣ = k.
Corollary 3.4.2: If G is k-regular and all vertices of G have the same label, then∀u, v ∈ V we have u ≐ v.
Proof: Take an arbitrary d ∈ N. We construct an isomorphism φ ∶ T du T dv
by first sending one root to the other, and then proceeding at each successive level
to map daughters of a vertex to daughters of its image. In this manner, if w is an
unfolding vertex of level m < d and φ(w) = w′, then both w and w′ have k daughters,
which we pair with an arbitrary bijection from D(w) to D(w′). This construction
yields a bijection φ. Because daughters are by definition adjacent to their moth-
ers, and since by Proposition 3.2.2 the unfolding tree contains only mother-daughter
edges, condition (1) of Definition 2.1.1 is satisfied. Lastly, since the labeling of G is
a constant function, part (2) of Definition 2.1.1 is vacuously true.
For example, every cycle graph is 2-regular, and so the unfolding tree of any
vertex of a cycle graph is a perfect binary tree.
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Similarity & Unfolding
Equivalence
4.1 Similar Vertices Are Unfolding Equivalent
Having laid out the requisite preliminaries, we are now ready to state and proveour first substantial result. In it, we show that if two vertices of a labelled graph
G are similar, then they are unfolding equivalent.
Theorem 4.1.1: Let G be a labelled graph, and let u, v be vertices of G. Then
u ≐ v⇒ u ⩦ v.
Proof: Let G ∶= ⟨V,E,L⟩ be a labelled graph and let u, v ∈ V . We shall denote
the vertex set of T du by Vu and its edge set by Eu, and use a similar convention for T
d
v .
Suppose that φ ∶ V V is a label automorphism such that φ(u) = v. We claim
that the mapping ψ ∶ Vu Ð→ Vv , defined by
ψ(⟨u,x1, x2, . . . , xn⟩) ∶= ⟨v, φ(x1), φ(x2), . . . , φ(xn)⟩,
is a labelled graph isomorphism of T du and T
d
v .
First we demonstrate that ψ satisfies part (1) of the definition of a label isomor-
phism. Suppose that w ∼T du w′ for some w,w′ ∈ Vu; assume without loss of gen-
erality that the walk corresponding to w′ is longer than that of w, and put w′ ∶=⟨u,w1,w2, . . . ,wm⟩. Then by the definition of an unfolding tree it must be the case
16
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that w = ⟨u,w1, . . . ,wm−1⟩. Now consider the images of these under ψ, i.e. the ver-
tices ψ(w) = ⟨v, φ(w1), . . . , φ(wm−1)⟩ and ψ(w′) = ⟨v, φ(w1), . . . , φ(wm)⟩ of T dv ; we
must show that ψ(w) ∼T dv ψ(w′).
Since ψ(w′) extends the tuple ψ(w) by one vertex, we need only prove that both of
ψ(w), ψ(w′) are walks in G of length at most d starting at v. Showing that they
are walks is simple since—given that w′ is by hypothesis a walk in G—we know that
wi ∼G wi+1 for all 0 ≤ i < m, and therefore φ(wi) ∼G φ(wi+1) because φ preserves
adjacency. Moreover, since φ(u) = v we know that ψ(w), ψ(w′) are walks starting at
v. Finally, because w′ and ψ(w′) are of the same length m ≤ d, we know that ψ(w′)
has length at most d, and similarly for ψ(w). Thus ψ(w), ψ(w′) are adjacent ver-
tices of T dv , and so w ∼T du w′ ⇒ ψ(w) ∼T dv ψ(w′). Because φ is a label isomorphism,
by Lemma 2.2.2 it admits an inverse which is also a label isomorphism, and thus
ψ(w) ∼T dv ψ(w′)⇒ w ∼T du w′ also. So ψ satisfies part (1) of the definition of a label
isomorphism.
Finally, we prove that ψ preserves labels. Keeping the above definition of w′, observe
that by virtue of the definition of an unfolding tree we know w′ has the label L(wm).
Now, since the last coordinate of ψ(w′) is φ(wm), we get that
Lv(ψ(w′)) = L(φ(wm)) = L(wm) = Lu(w′),
meaning that ψ preserves labels.
4.2 Counterexamples to u ⩦ v⇒ u ≐ v
Because similarity is defined in terms of label isomorphisms, which fully capturethe structure of a labelled graph, Theorem 4.1.1 is perhaps unsurprising. What
is not immediately clear is whether its converse is true. In fact, this author originally
conjectured just that, and was surprised to find that it is not always the case. Below
are some counterexamples.
4.2.1 Disconnected Cycles
The vertices u, v of the graph in Figure 4.1 are unfolding equivalent, but clearly not
similar. Their unfolding tree of depth 4 is shown in Figure 4.2. In fact, a given vertex
of this graph is unfolding equivalent to every other vertex with the same label.
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u v
Figure 4.1: Disconnected graph with labeling represented by vertex color.
Figure 4.2: Unfolding tree T 4u ≅ T 4v of the graph from Figure 4.1. Vertex labels are
represented by the colors used in the original graph.
4.2.2 Edge-Switched Pentagonal Prisms
The previous example might hint that the result can be salvaged by requiring that
the graph in question be connected. However, this is not the case. Figure 4.3 shows
a connected graph obtained by swapping edges of a pentagonal prism with constant
labeling. Similar vertices are presented with the same color; as can be seen, not
all pairs of vertices are similar. However, recall from Corollary 3.4.2 that since this
graph is 3-regular and has constant labeling, all vertices are unfolding equivalent.
Note that the graphs from Figures 4.1 and 4.3 are both regular. In light of
18
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v
u
Figure 4.3: Edge-switched version of a pentagonal prism with constant labeling.
Vertices of the same color are similar. Vertices u and v are unfolding equivalent but
not similar.
this, we might try to further tighten the constraints by requiring non-regularity, in
hopes of finding a class of graphs for which u ⩦ v ⇒ u ≐ v. This would be to no
avail: Figure 4.4 shows a graph obtained from the previous one by adding a vertex
between each pair of vertices in the inner and outer pentagons. Once again, we take
some constant function as our labelling. The graph is not regular, but each vertex
is unfolding equivalent to every other vertex of the same degree. Since the sets of
similar vertices shown do not coincide with the partition of vertices by degree, this
graph also contains pairs of vertices which are unfolding equivalent but not similar,
e.g. u and v.
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v
u
Figure 4.4: Modified version of the graph in Figure 4.3. As with that figure, the
graph’s labeling is constant, colors represent similarity classes, and u, v are unfolding
equivalent but not similar.
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Chapter 5
Symmetrically-Associated Graphs
The previous chapter concluded with examples of graphs containing vertices thatviolate the converse of Theorem 4.1.1. The first couple of these were k-regular
graphs and so, as we have discussed, had perfect k-ary unfolding trees at every vertex.
However, the last example featured a graph that had vertices of varying degrees, and
vertices were unfolding equivalent whenever they were of equal degree. This leads
us to an intriguing question: is there a class of graphs wherein unfolding equivalence
classes can be determined by properties of the vertices, without any direct reference to
the unfolding trees? We answer in the affirmative by characterizing a class of graphs
for which two vertices are unfolding equivalent exactly when they have the same
degree and label. A graph of this type, which we term symmetrically-associated, is
distinguished by the property that every vertex v has a fixed number m of neighbors
with degree k and label lλ (for any k, λ), where m is entirely determined by d(v) and
L(v).
5.1 Definition & Example
In this chapter and the subsequent one, we will make frequent use of the notation[N], which is shorthand for the interval of positive integers from 1 to N .
Definition 5.1.1: We say a labelled graph G is symmetrically-associated if ∀k ∈[∆], ∀λ ∈ [Λ] there exists a sequence of non-negative integers
mk,λ = ⟨mk,λ1,1 , mk,λ1,2 , . . . , mk,λ1,Λ, mk,λ2,1 , . . . , mk,λ∆,Λ⟩
such that ∀v ∈ V with d(v) = k, L(v) = lλ we have
mk,λi,j = ∣ {u ∈ N (v) ∣ d(u) = i, L(u) = lj} ∣.
21
CHAPTER 5. SYMMETRICALLY-ASSOCIATED GRAPHS
We impose the additional condition that mk,λ = ⟨0,0, . . . ,0⟩ whenever G has no ver-
tices with degree k and label lλ.
The sequence mk,λ is called the k, λ-association of G. When discussing a particular
vertex v of degree k and label lλ, we will occasionally refer to mk,λ simply as the
association of v. The set {mk,λ ∣ k ∈ [∆], λ ∈ [Λ]} of all k, λ-associations of G is
called the association profile of G. ∎
Notation 5.1.2: For convenience,∗ when working with a symmetrically-associated
graph with vertex set V we follow the convention of writing V k,λ to represent the set
of vertices with degree k and label lλ. We also use the notation nk,λ to denote ∣V k,λ∣,
the number of vertices in the graph with k, λ-association. ∎
u1
u2
u3u4
u5
u6
v1
v2v3
x1
x2
x3
y1
Figure 5.1: A symmetrically-associated graph with vertices colored by label.
∗ Relatively speaking. We are morally obligated to warn the reader that sub- and superscripts
reach noxious levels in this chapter. For this we are sincerely sorry.
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Figure 5.1 is an example of a symmetrically-associated graph. Symbolizing the
red labels by l1 and the blue labels by l2, the association profile of the graph is
m1,1 = ⟨ degree 1ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright0´¸¶
l1
, 0´¸¶
l2
,
degree 2ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
0´¸¶
l1
, 0´¸¶
l2
,
degree 3ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
0´¸¶
l1
, 0´¸¶
l2
,
degree 4ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
1´¸¶
l1
, 0´¸¶
l2
,
degree 5ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
0´¸¶
l1
, 0´¸¶
l2
⟩
m1,2 = ⟨ deg 1ucurlyleftucurlymiducurlyright0,0 , deg 2ucurlyleftucurlymiducurlyright0,0 , deg 3ucurlyleftucurlymiducurlyright0,0 , deg 4ucurlyleftucurlymiducurlyright1,0 , deg 5ucurlyleftucurlymiducurlyright0,0 ⟩,
m3,2 = ⟨ deg 1ucurlyleftucurlymiducurlyright0,0 , deg 2ucurlyleftucurlymiducurlyright0,0 , deg 3ucurlyleftucurlymiducurlyright0,0 , deg 4ucurlyleftucurlymiducurlyright0,0 , deg 5ucurlyleftucurlymiducurlyright3,0 ⟩,
m4,1 = ⟨ deg 1ucurlyleftucurlymiducurlyright1,1 , deg 2ucurlyleftucurlymiducurlyright0,0 , deg 3ucurlyleftucurlymiducurlyright0,0 , deg 4ucurlyleftucurlymiducurlyright0,0 , deg 5ucurlyleftucurlymiducurlyright2,0 ⟩,
m5,1 = ⟨ deg 1ucurlyleftucurlymiducurlyright0,0 , deg 2ucurlyleftucurlymiducurlyright0,0 , deg 3ucurlyleftucurlymiducurlyright0,1 , deg 4ucurlyleftucurlymiducurlyright2,0 , deg 5ucurlyleftucurlymiducurlyright2,0 ⟩.
The k, λ-associations with entries all equal to zero have been omitted. Examining
one of the associations, the fact that m4,11,1 =m4,11,2 = 1 and m4,15,1 = 2 means that if a blue
vertex has degree 4, then it has exactly one red degree 1 neighbor, one blue degree
1 neighbor and two red degree 5 neighbors. The vertices fall into the degree/label
vertex subsets as follows: V 1,1 = {u1, u3, u5}, V 1,2 = {u2, u4, u6}, V 3,2 = {y1}, V 4,1 ={v1, v2, v3} and V 5,1 = {x1, x2, x3}.
A moment’s reflection reveals that all k-regular graphs with constant labelings are
symmetrically-associated. Consider, for example, a 3-regular graph with all vertices
labelled l1; then m
k,λ
k′,λ′ = 3 exactly when k = k′ = 3, λ = λ′ = 1 and is zero otherwise.
In fact, symmetric-association constitutes a generalization of k-regularity—one that,
even in the unlabelled form (see Appendix B), is to the best of our knowledge absent
from the literature. Furthermore, the uniformity the property imposes on vertices’
‘degree/label environments’ endows symmetrically-associated graphs with interest-
ing unfolding properties, as demonstrated in the following theorem. The proof is
rather technical.
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Theorem 5.1.3: Let G be a symmetrically-associated graph. Then for all vertices
u, v of G,
d(u) = d(v), L(u) = L(v) ⇐⇒ u ⩦ v.
Proof: (Sufficiency) Assuming u ⩦ v, we know that there is a label isomorphism
ψ from T 1u to T
1
v , and it must send ⟨u⟩ to ⟨v⟩ by Proposition 3.3.2; so since ψ preserves
labels we see that the labels of ⟨u⟩ and ⟨v⟩ in their respective trees are equal. Then
by the definition of an unfolding tree’s labeling,
LG(u) = LT 1u(⟨u⟩) = LT 1v (⟨v⟩) = LG(v).
Next, because ψ is bijective, by Proposition 3.3.2 we know ∣T 1u⟦1⟧∣ = ∣T 1v ⟦1⟧∣. Fur-
thermore, the size of T 1u⟦1⟧ equals the degree of u in G (and similarly for T 1v ⟦1⟧
and dG(v)), so combining this with the equality in the previous sentence gives
dG(u) = dG(v).
(Necessity) We use induction on the unfolding trees’ depths to prove a stronger
result: given the hypotheses, for any depth D there exists an isomorphism ψD from
TDu to T
D
v with the property that, ∀r ≥ 0,
ψD(w) = w′ Ô⇒ dG(w⟦r⟧) = dG(w′⟦r⟧) and LG(w⟦r⟧) = LG(w′⟦r⟧).
For the base case D = 0, we put ψ0(⟨u⟩) ∶= ⟨v⟩. This is clearly a bijection, and there
are no edges to check, so ψ0 is an isomorphism. Moreover, by hypothesis we know
d(u) = d(v) and L(u) = L(v).
Now let D ≥ 1 and suppose ∃ψD−1 ∶ V (TD−1u ) V (TD−1v ) a label isomorphism satis-
fying our associaton-preservation requirement. Since TD−1u ≤ TDu , we construct ψD by
first letting ψD ↾TD−1u ∶= ψD−1. We now need only define ψD on the set of leaves TDu ⟦D⟧.
Call TDu ⟦D − 1⟧ =∶ {w1, . . . ,wm}, and let w′i ∶= ψD−1(wi), noting that TDv ⟦D − 1⟧ ={w′i}i∈[m] by Proposition 3.3.2. In addition, define
Si ∶= D(wi), S′i ∶= D(w′i);
ki ∶= dG(w⟦D − 1⟧), λi ∶= L(w⟦D − 1⟧).
Since each vertex of TDu ⟦D⟧ has a unique mother in TDu ⟦D − 1⟧, the Si partition
TDu ⟦D⟧. We proceed by defining ψD on each Si.
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We can write every Si as the union of disjoint subsets
Si = ⋃
k∈[∆]
λ∈[Λ]
Si,k,λ,
where Si,k,λ ∶= {x ∈ Si ∣ x⟦D⟧ ∈ V k,λ}, the set of daughters of wi whose last coordinate
has k, λ-association in G. Additionally, we can express S′i as a disjoint union of
subsets S′i,k,λ defined analogously to the Si,k,λ. Observe thatNG(wi⟦D − 1⟧) = {x⟦D⟧ ∈ VG ∣ x ∈ Si},
which is to say that each vertex in Si corresponds to a neighbor of wi⟦D − 1⟧ in G.
Therefore ∣Si,k,λ∣ =mki,λik,λ for all k ∈ [∆], λ ∈ [Λ]. By the inductive hypothesis,
ψD−1(wi) = w′i Ô⇒ dG(w′i⟦D − 1⟧) = ki and L(w′i⟦D − 1⟧) = λi.
So since G is symmetrically-associated, we know w′⟦D − 1⟧ has the same association
as w⟦D−1⟧. Therefore ∣Si,k,λ∣ = ∣S′i,k,λ∣, and so there exists a bijection θi,k,λ from Si,k,λ
to S′i,k,λ; fix such a θi,k,λ for each Si,k,λ.
We define ψD on TDu ⟦D⟧ as follows. Given x ∈ TDu ⟦D⟧ such that x ∈ Si,k,λ, we put
ψD(x) ∶= θi,k,λ(x).
Before proceeding, we must show that this definition describes a function. Since
TDu ⟦D⟧ = ⋃
i∈[m]Si = ⋃i∈[m] ⋃k∈[∆]
λ∈[Λ]
Si,k,λ,
and since the Si,k,λ are pairwise disjoint, we know that each leaf of TDu is contained
in a unique Si,k,λ. Moreover, the subset Si,k,λ has a unique function θi,k,λ associated
with it. So the value ψD(x) exists and is unique for each x ∈ TDu ⟦D⟧. This means
that ψD is a function on TDu ⟦D⟧, and since ψD ↾TD−1u = ψD−1 is a function on the rest
of TDu we conclude that the above definition yields a function ψD ∶ TDu → TDv .
Confirming that ψD is a label isomorphism, we first show that it is a bijection. By
construction,
ψD[TDu ⟦D⟧] = ⋃
i∈[m] ⋃k∈[∆]
λ∈[Λ]
θi,k,λ[Si,k,λ]
⊆ ⋃
i∈[m] ⋃k∈[∆]
λ∈[Λ]
S′i,k,λ
= TDv ⟦D⟧,
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and therefore (ψD[TDu ⟦D⟧]) ∩ (ψD[TD−1u ]) = (ψD[TDu ⟦D⟧]) ∩ (TD−1v )⊆ (TDv ⟦D⟧) ∩ (TD−1v )= ∅.
That is to say, the image of TD−1v under ψD is disjoint from that of TDv ⟦D⟧. This,
together with the inductive hypothesis that ψD ↾TD−1u = ψD−1 is bijective, implies that
it suffices to show that ψD ↾TDu ⟦D⟧ is a bijection from TDu ⟦D⟧ to TDv ⟦D⟧. Now, suppose∃x, y ∈ TDu ⟦D⟧ s.t. ψD(x) = ψD(y). Letting Si,k,λ denote the unique subset containing
x, we see that y ∈ Si,k,λ as well; for if, on the contrary, we had y ∈ Sj,h,µ ≠ Si,k,λ it
would follow that both
ψD(y) = θj,h,µ(y) ∈ S′j,h,µ,
and
ψD(y) = ψD(x) = θi,k,λ(x) ∈ S′i,k,λ,
contradicting the fact that S′j,h,µ, S′i,k,λ are disjoint. Then x, y ∈ Si,k,λ implies that
θi,k,λ(x) = ψD(x) = ψD(y) = θi,k,λ(y),
and so since θi,k,λ is injective we conclude that x = y. Therefore ψD ↾TDu ⟦D⟧ is injective.
Next, recalling that TDu ⟦D⟧ is the union of the pairwise disjoint subsets Si (and
similarly for TDv ⟦D⟧ and the S′i), and that∣Si∣ = dG(wi⟦D − 1⟧) = d(w′i⟦D − 1⟧) = ∣S′i ∣,
we deduce that ∣TDu ⟦D⟧∣ = ∑
i∈[m] ∣Si∣= ∑
i∈[m] ∣S′i ∣= ∣TDv ⟦D⟧∣.
So ψD ↾TDu ⟦D⟧ is an injection with domain and codomain of equal cardinality, and
therefore is a bijection.
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Now we check that x ∼TDu y ⇔ ψD(x) ∼TDv ψD(y). Again, since ψD−1 is a label
isomorphism, we need only check edges incident to vertices in TDu ⟦D⟧. To that end,
suppose we have x ∈ TDu , y ∈ TDu ⟦D⟧ s.t. x ∼TDu y. Since y belongs to the deepest
level, applying Proposition 3.2.2 gives
N (y) ⊆ TDu ⟦D − 1⟧ ∪ TDu ⟦D + 1⟧ = TDu ⟦D − 1⟧
and thus x must be in level D − 1. So x = wi for some i ∈ [m], implying that y ∈ Si.
It follows that ψD(y) ∈ S′i, which by definition of S′i means that ψD(y) ∼TDv ψD(x).
Turning to the other direction of the biconditional, assume instead that x′ ∼TDv y′ for
some x′ ∈ TDv , y′ ∈ TDv ⟦D⟧. By the same logic as above we get that x′ = w′i for some
i ∈ [m] and so y′ ∈ S′i. Then since ψ−1D [S′i] = Si, we have
ψ−1D (y′) ∈ Si ⇒ ψ−1D (y′) ∼TDu wi = ψ−1D (x′).
Finally, we show that ψD satisfies our additional stipulation that
ψD(w) = w′ Ô⇒ dG(w⟦r⟧) = dG(w′⟦r⟧) and LG(w⟦r⟧) = LG(w′⟦r⟧).
As before, since ψD−1 has this property by inductive hypothesis, we check only leaves.
Recall that any unfolding tree vertex x in Si,k,λ maps to one in S′i,k,λ. By construc-
tion of those subsets, this implies that the last coordinates of x and ψD(x) both have
k, λ-association in G, and we are done.
5.2 Association Profiles
Just as two non-isomorphic graphs may have the same degree sequence, it ispossible for two non-isomorphic symmetrically-associated graphs to have iden-
tical association profiles. The definition below allows us to describe such pairs of
symmetrically-associated graphs.
Definition 5.2.1: We say that the symmetrically-associated graphs G and H are
association equivalent if they have the same number of vertices, the same set of
vertex labels, and the same association profile (when their labels are enumerated in
the same order). ∎
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Given a pair of association equivalent graphs, we might wonder whether it is
possible for them to have different values for nk,λ. As it turns out, if G is connected
then the nk,λ are uniquely determined by the association profile and total number of
vertices. We now prove this.
Lemma 5.2.2: If G is a symmetrically-associated graph with association profile{mk,λ}, then ∀k, k′ ∈ [∆], λ, λ′ ∈ [Λ] we have nk,λmk,λk′,λ′ = nk′,λ′mk′,λ′k,λ .
Proof: We shall count the set of edges between V k,λ and V k
′,λ′ in two ways.
Since the nk,λ vertices of V k,λ each have mk,λk′,λ′ edges to neighbors in V k′,λ′ , there
are nk,λmk,λk′,λ′ edges in total. Counting by the same method, this time in terms of
vertices of V k
′,λ′ , we can also express the number of edges as nk′,λ′mk′,λ′k,λ . Therefore
nk,λmk,λk′,λ′ = nk′,λ′mk′,λ′k,λ .
Theorem 5.2.3: If G,H are a pair of connected association equivalent graphs, then
the number of vertices in each with k, λ-association is equal ∀k ∈ [∆], ∀λ ∈ [Λ].
Proof: We let nk,λG , n
k,λ
H denote the number of vertices with k, λ-association in
G and H, respectively; because they have the same association profile, we need not
make this distinction for the mk,λ. Before beginning the proof proper, let us outline
it. Our goal is to show that nk,λG = nk,λH for any valid k and λ. We will first assume
that for all k, λ pairs either nk,λG ≠ nk,λH or else nk,λG = nk,λH = 0, and will show that this
assumption leads to a contradiction. Then, negating this assumption, we know there
exists some pair k, λ such that nk,λG = nk,λH ≠ 0. Finally, we will show that the exis-
tence of such a pair implies that nk
′,λ′
G = nk′,λ′H holds for any choice of k′ ∈ [∆], λ′ ∈ [Λ].
Assume, for the sake of contradiction, that ∀k ∈ [∆], ∀λ ∈ [Λ] we have either
nk,λG ≠ nk,λH or nk,λG = nk,λH = 0. Since V (G) is nonempty and G is connected there
exists a pair k ∈ [∆], λ ∈ [Λ] s.t. nk,λG ≠ 0; fix some such k, λ pair. Furthermore, since
G is connected there is some pair i ∈ [∆], j ∈ [Λ] s.t. mk,λi,j is nonzero, and therefore
mi,jk,λ ≠ 0 also. So then by Lemma 5.2.2 we have
nk,λG m
k,λ
i,j = ni,jGmi,jk,λ,
nk,λH m
k,λ
i,j = ni,jHmi,jk,λ,
and taking the difference of these gives
mk,λi,j (nk,λG − nk,λH ) =mi,jk,λ(ni,jG − ni,jH ).
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By hypothesis we know nk,λG − nk,λH ≠ 0. Supposing without loss of generality that
nk,λG > nk,λH and recalling that mk,λi,j is positive, we see that the LHS of the above must
be positive, and thus the RHS is as well. Because mi,jk,λ > 0, this implies ni,jG > ni,jH .
Taking any k′ ∈ [∆], λ′ ∈ [Λ] such that nk′,λ′G ≠ 0, we now repeatedly apply this line
of argument to show that nk
′,λ′
G > nk′,λ′H always holds. Keeping the k, λ pair from
above and taking an arbitrary k′, λ′ pair, since G is connected it contains a path
from a vertex with k, λ-association to one with k′, λ′-association. Given such a path⟨u1, . . . , ur⟩ put di ∶= dG(ui), li ∶= LG(ui) (1 ≤ i ≤ r). We immediately get that
ndi,li ≠ 0. And since ui ∼G ui+1 for any 1 ≤ i < r, we also know that mdi,lidi+1,li+1 > 0 for
each 1 ≤ i < r. So then, employing the same argument as before,
nk,λG > nk,λH
⇒ 0 >mk,λd2,l2(nk,λG − nk,λH ) =md2,l2k,λ (nd2,l2G − nd2,l2H )⇒ nd2,l2G > nd2,l2H
⇒ 0 >md2,l2d3,l3(nd2,l2G − nd2,l2H ) =md3,l3d2,l2(nd3,l3G − nd3,l3H )⇒ nd3,l3G > nd3,l3H
⋮
⇒ 0 >mdr−1,lr−1k′,λ′ (ndr−1,lr−1G − ndr−1,lr−1H ) =mk′,λ′dr−1,lr−1(nk′,λ′G − nk′,λ′H )⇒ nk′,λ′G > nk′,λ′H .
With this, we have shown that nk
′,λ′
G ≥ nk′,λ′H for any k′ ∈ [∆], λ′ ∈ [Λ]—with equality
only if both are zero—and that there exist k, λ such that nk,λG > nk,λH . From this we
get our contradiction, for now we have
∑
k∈[∆]
λ∈[Λ]
nk,λG > ∑
k∈[∆]
λ∈[Λ]
nk,λH ,
but the LHS is exactly ∣V (G)∣ and the RHS ∣V (H)∣. By hypothesis these are both
n, leaving us with the contradiction n > n, and so we conclude that ∃k ∈ [∆], λ ∈ [Λ]
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such that nk,λG = nk,λH ≠ 0.
Having shown this, we now proceed to prove that it implies that nk,λG = nk,λH for all
k, λ. Accordingly, let k ∈ [∆], λ ∈ [Λ] be such that nk,λG = nk,λH ≠ 0, and take arbitrary
k′ ∈ [∆], λ′ ∈ [Λ]. As before, we use a path ⟨u1, . . . , ur⟩ in G from a vertex with
k, λ-association to one with k′, λ′-association, and all of the observations made above
about such a path still hold. However, this time we prove the pairwise equality of
successive ndi,liG , n
di,li
H using Lemma 5.2.2:
nk,λG = nk,λH
Ô⇒ md2,l2k,λ nd2,l2G =mk,λd2,l2nk,λG =mk,λd2,l2nk,λH =md2,l2k,λ nd2,l2H
md2,l2k,λ n
d2,l2
G =md2,l2k,λ nd2,l2H
nd2,l2G = nd2,l2H
⋮
Ô⇒ mk′,λ′dr−1,lr−1nk′,λ′G =mdr−1,lr−1k′,λ′ ndr−1,lr−1G =mdr−1,lr−1k′,λ′ ndr−1,lr−1H =mk′,λ′dr−1,lr−1nk′,λ′H
mk
′,λ′
dr−1,lr−1nk
′,λ′
G =mk′,λ′dr−1,lr−1nk′,λ′H
nk
′,λ′
G = nk′,λ′H .
In summary, we have shown that ∃k ∈ [∆], λ ∈ [Λ] s.t. nk,λG = nk,λG ≠ 0, and then
showed that this implies nk
′,λ′
G = nk′,λ′H ∀k′ ∈ [∆], λ′ ∈ [Λ], our desired result.
Note that in the case where G,H have constant labelings, the consequent of The-
orem 5.2.3 reduces to the statement that the graphs have identical degree sequences.
The reader should be cautioned that the theorem does not state that G ≅H.
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n-Switch Sequences
6.1 Definition
An n-switch is a graph transformation that changes the edge set of a graph with-out affecting the vertices’ associations. This ‘swap’ transformation generalizes
a 2-switch, which exchanges edges of a graph while leaving degrees fixed [4, p. 46].
Definition 6.1.1: For 2 ≤ n ∈ Z, let ⟨v0, v1, . . . , v2n−1, v0⟩ be a sequence of vertices in
a graph G. Suppose there exist k, k′ ∈ [∆] and λ,λ′ ∈ [Λ] such that:
1. vi ≠ vi+1 for all i;
2. vi ∼G vi+1 if and only if i is odd;
3. vi ∈ V k,λ if i is odd;
4. vi ∈ V k′,λ′ if i is even.
Then the graph transformation
σ ∶ Gz→ ⟨V,E′, L⟩,
where
E′ ∶= (E ∖ {{vi, vi+1} ∣ 1 ≤ i < 2n, i is odd}) ∪ {{vj, vj+1} ∣ 1 ≤ j < 2n, j is even}
is called an n-switch of G. ∎
When the labeling of G is constant and n = 2, Definition 6.1.1 coincides with a
traditional 2-switch with the additional property that the endpoints of the two edges
switched have the same pair of degrees.
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(a) G, a 3-regular graph with 2 labels.
u
vz
y
w
x
(b) Sequence ⟨u, v,w, x, y, z, u⟩.
u
vz
y
w
x
(c) The sequence after switching. (d) σ(G), graph obtained by switching.
Figure 6.1: An example showing a vertex sequence inducing a 3-switch, and the
results of applying that switch. Vertices are colored by label.
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Although the above definition might seem technical, its meaning can be intuitively
grasped. Basically, the sequence described is like a walk with every other edge
missing, and with the vertices alternating between one of two associations. Then
the switch is performed by ‘rotating’ this sequence so that the missing edges are
added and vice versa. An example is shown in Figure 6.1. In it, we can see that
every other pair of contiguous vertices in the sequence is adjacent, e.g. u ∼ v but
v ≁ w. Moreover, letting l1 represent orange labels and l2 green labels, the sequence
alternates between vertices with 3,1-association and those with 3,2-association.
6.2 Association Profiles & Unfolding Trees under
n-Switches
In our extended analogy, association equivalence generalizes equality of degree se-quences and symmetric-association generalizes k-regularity. So if, as we have
hinted, n-switches play the part of 2-switches in that same analogy, we would expect
them to preserve association profiles, just as 2-switches preserve degree sequences.
We now prove exactly that.
Proposition 6.2.1: If G is a symmetrically-associated graph and σ is an n-switch
of G, then σ(G) is association equivalent to G.
Proof: Let σ(G) = ⟨V,Eσ, L⟩, and take arbitrary v ∈ V with k, λ-association. Fix
arbitrary k′ ∈ [∆], λ′ ∈ [Λ], and let
SG ∶= {v′ ∈ NG(v) ∣ dG(v′) = k′, L(v′) = lλ′},
and define Sσ(G) analogously. Because an n-switch by definition leaves the vertex set
and labeling unaffected, we need only confirm that it also preserves the association
profile. In other words, it suffices to show that ∣SG∣ = ∣Sσ(G)∣.
If C is the length n sequence of vertices that induces σ, then if v does not appear in
C its neighborhood is unaltered and we are done. Suppose instead that v appears
m times in C. By the definition of an n-switch, C contains vertices with two types
of associations, not necessarily distinct. Since v is in C, we know one of these types
must be the k, λ-association of G. If the other is not the k′, λ′-association, then
SG = Sσ(G) and we are done; assume otherwise.
Due to the construction of E′ in Definition 6.1.1, σ causes v to lose m neighbors
from V k
′,λ′ , while at the same time gaining m neighbors from V k′,λ′ . Therefore
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∣Sσ(G)∣ = ∣SG∣−m+m = ∣SG∣. It can now be easily verified that the association profile
of G is a valid association profile of σ(G).
Corollary 6.2.2: If v is a vertex of a symmetrically-associated graph G and σ is an
n-switch of G, then T dv in G is isomorphic to T
d
v in σ(G) for any depth d.
Proof: By the proof of Proposition 6.2.1, G is association equivalent to σ(G), and
v has the same association in both. Since the proof of Theorem 5.1.3 demonstrates
the isomorphism of unfolding trees, while only having recourse to the association
profile of the graph in question, the current result follows by symmetry.
Picking up our extended analogy yet again, since any two graphs with the same
degree sequence can be changed into each other by iteratively applying 2-switches
[2], it should also be the case that two association equivalent graphs can be made
identical through repeated n-switches. This can indeed be proved, and in fact the
technique we use to do so was inspired by a proof of Hakimi [2, p. 136-37].
Theorem 6.2.3: If G,H are connected symmetrically-associated graphs, then G and
H are association equivalent if and only if there exists a finite sequence of n-switches
transforming one into the other.
Proof: (Sufficiency) By Proposition 6.2.1 the image of a graph under an n-
switch is association equivalent to the original graph. The image under multiple
n-switches must then also be association equivalent, and so we get the sufficiency
direction for free.
(Necessity) Now suppose that G = ⟨VG,EG, LG⟩, H = ⟨VH ,EH , LH⟩ are association
equivalent. By Theorem 5.2.3 this implies that ∣V k,λG ∣ = ∣V k,λH ∣ ∀k ∈ [∆], λ ∈ [Λ],
and so we may identify each u ∈ VG with a unique v ∈ VH such that dG(u) = dH(v),
LG(u) = LH(v). Having done so, we can safely commit a helpful abuse of notation
by putting G = ⟨V,EG, L⟩, H = ⟨V,EH , L⟩.
Let
K ∶= ⟨V,EG ⊕EH , L⟩,
B ∶= EK ∩EG,
R ∶= EK ∩EH ,
where ⊕ denotes the symmetric difference. Then K is a ‘difference graph’ with all
edges in either EG or EH but not both; EK is composed of disjoint subsets B,R
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of ‘blue’ edges from G and ‘red’ edges from H, respectively. In this way, ∣EK ∣ can
be thought of as an indicator of how different G and H are from each other, with∣EK ∣ = 0 only if G ≅H. In the following, we partition B and R into subsets of edges
connecting vertices with particular associations:
Bk,λk′,λ′ ∶= {{v, v′} ∈ B ∣ v ∈ V k,λ, v′ ∈ V k′,λ′} = Bk′,λ′k,λ ,
Rk,λk′,λ′ ∶= {{v, v′} ∈ R ∣ v ∈ V k,λ, v′ ∈ V k′,λ′} = Rk′,λ′k,λ .
The lever of our proof is the fact that any vertex v in K is incident to m edges
from Bk
′,λ′
k,λ iff it is also incident to m edges from R
k′,λ′
k,λ ; otherwise v would have an
association in G that differs from its association in H, a contradiction. We refer to
this phenomenon as blue-red parity.
We will show that if ∣EK ∣ > 0, then there exists an n-switch of G that results in a
new difference graph K ′ for which ∣EK′ ∣ < ∣EK ∣. Since ∣EK ∣ is finite, this suffices to
prove our result.
To that end, let e0 ∶= {v0, v′0} ∈ Rk,λk′,λ′ . To simplify notation, hereafter we will write
B˜ ∶= Bk,λk′,λ′ , R˜ ∶= Rk,λk′,λ′ .
By blue-red parity, we know there exist distinct blue edges e1 = {v0, v1} ∈ B˜ and
e′1 = {v′0, v′1} ∈ B˜. We know v1, v′1 are distinct from v0, v′0 since otherwise there would
be multiple edges between v0 and v′0. However, it is still possible that v1 = v′1. If they
are distinct, blue-red parity again dictates that each is incident to an edge from R˜.
If instead v1 = v′1, then by blue-red parity there must be two edges from R˜ incident
to v1. In either case, call these edges e2 = {v1, v2}, e′2 = {v′1, v′2}.
Our strategy is to continue in steps, forcing the existence of 2 new, distinct edges
ei ∶= {vi−1, vi}, e′i ∶= {v′i−1, v′i}
at each step. The color alternates from step to step, with ei, e′i ∈ R˜ if i is even
and ei, e′i ∈ B˜ otherwise. As mentioned, if vi ≠ v′i then it is always possible to get
vi+1 = v′i+1. What is more, it is possible that vi or v′i has already appeared at an
earlier step. However, for our purposes it will not matter whether or not the vertices
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v0
v0′
v1
v1′
v2
v2′
v3
v3′
v0
v0′ = v3′
v1
v1′
v2
v2′
v3
v0 = v3
v0′ = v3′
v1
v1′
v2
v2′
Figure 6.2: Possibilities for v3, v′3 in the case where v3 ≠ v′3 and v3 ≠ v′2, v′3 ≠ v2.
at each step are distinct, and so we will use the names vi and v′i always.
Suppose that vi ≠ v′i−1 and v′i ≠ vi−1. Regardless of the identity of vi, v′i, we know by
blue-red parity that there must be two additional edges from B˜ if i is even, or two
from R˜ if i is odd. The only time this is not the case is when we reach some step
n ≥ 2 for which vn = v′n−1, v′n = vn−1, since in this case vn−1 and v′n−1 fulfill each other’s
blue-red parity requirement (see Figures 6.2, 6.3 and 6.4 for an example with v3, v′3).
But K only has finitely many edges, and so eventually we must arrive at such a step n.
Now, form the sequence
S ∶= ⟨v0, v1, . . . , vn−1, v′n−1, v′n−2, . . . , v′0, v0⟩.
We claim that this sequence induces an n-switch of G. To that end, rename the
vertices of S as ⟨u0, u1, . . . , u2n−1, u0⟩. First note that, by construction of B and R,
whenever a blue edge connects two vertices in S they must be adjacent in G, and
whenever a red edge connects them they must be non-adjacent in G. So ui ∼G ui+1
iff i is odd. Furthermore, all of the edges join a vertex of k, λ-association to one of
k′, λ′-association, so u0 = v0 ∈ Sk,λ necessitates that ui ∈ V k,λ if i is even and ui ∈ V k′,λ′
if i is odd.
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v0
v0′
v1
v1′
v2
v2′
v3 = v3'
v0
v0′ = v3 = v3′
v1
v1′
v2
v2′
Figure 6.3: Possibilities for v3, v′3 in the case where v3 = v′3.
v0
v0′
v1
v1′
v2 = v3′
v2′ = v3
Figure 6.4: The sole possibility for v3, v′3 in the case where v3 = v′2, v′3 = v2.
Having established these properties, we know that S yields an n-switch σ of G. Fur-
thermore, the n edges removed from G by σ are not in H, whereas the n edges added
were. Thus ∣EK′ ∣ = ∣EK ∣ − 2n, where K ′ ∶= ⟨V,Eσ(G) ⊕EH , L⟩, and we are done.
Because n-switches preserve associations, the Gj ∶= σ(Gj−1) obtained at the jth
step in the switch sequence from G to H will have the same association profile as G.
An example will help illustrate Theorem 6.2.3. Figure 6.5 below displays two
non-isomorphic association equivalent graphs G and H, and Figure 6.6 shows their
difference graph. As can be seen from the latter figure, there are two blue-red
alternating cycles S1 and S2. So these cycles induce a sequence of two n-switches
(one 3-switch and one 2-switch, induced by S1 and S2, respectively) taking G to H.
The subfigures of Figure 6.7 show the intermediary graphs obtained by applying this
sequence, with subfigure (b) isomorphic to H.
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(a) Drawing of graph G.
(b) Drawing of graph H.
Figure 6.5: A pair of non-isomorphic association equivalent graphs. Vertex colors
represent labels.
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S1
S2
Figure 6.6: Difference graph K with edge set EG ⊕EH ; the blue edges are from G
and the red edges from H. Vertices are arranged as in the drawing of G.
(a) Result of applying the 3-switch induced
by S1 to G.
(b) Graph isomorphic to H, obtained by ap-
plying the 2-switch induced by S2 to the
graph in (a).
Figure 6.7: Results of applying the n-switch sequence to G.
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Directions for Further Research
In conclusion, we summarize what we view as the most promising areas for future re-search suggested by this work. Of course, since unfolding trees and symmetrically-
associated graphs have not received attention in pure mathematics until this point,
the range of possible topics is too great to exhaust here. Nonetheless, what follows
are those aspects that most intrigued (or vexed) us during the course of our research.
As mentioned in Section 4.2, there are numerous examples of graphs with pairs
of vertices that are unfolding equivalent but not similar. Much of the earlier work
on this thesis was dedicated to finding a meaningful constraint that would make
unfolding equivalence coincide with similarity, but this proved to be a much more
difficult endeavor than it initially seemed. Of course, there are trivial constraints
that make this the case (such as requiring that all vertices have different labels and
thus making all the unfolding equivalence classes singletons), but these fail to impart
insight into the patterns at work in unfolding trees.
Another possible avenue is that of topology. Because unfolding trees derive from
the connective structure of a graph, one might reasonably suppose that they encode
topological information of some sort. Because the tools of topology required to test
such suppositions fell outside the scope of the present work, we did not pursue such
a course. However, we passed by a number of interesting topological questions. For
example, it appears to be the case that every graph is a quotient space of each of its
unfolding trees. Additionally, it might be the case that symmetric-association can
be characterized in topological terms.
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Elementary Graph Theory
For elegance of presentation, the definitions and notation found in Chapter 2are those for which there is no obvious extension of definitions from elementary
graph theory to labelled graphs. Here we go over some fundamentals of graph theory,
adapted to the context of labelled graphs.
First are definitions concerning the vertices of a labelled graph.
Definition A.1: In a graph G = ⟨V,E,L⟩ two vertices u, v are adjacent if there
is an edge {u, v} ∈ E between them. The neighborhood NG(v) of v is the set of
vertices adjacent to v. The degree of v is dG(v) ∶= ∣NG(v)∣, the number of vertices
adjacent to v in G. ∎
Notation A.2: We denote max
v∈V dG(v), the maximum degree of any vertex in G, by
the symbol ∆(G). ∎
Definition A.3: The distance between two vertices u, v of a graph G is the length
of the shortest path (see Definition 2.1.3) between them. ∎
Related to paths (Definition 2.1.3) is the notion of connectedness, a concept
essential to graph theory.
Definition A.4: A graph G is said to be connected if for every pair of vertices u, v
in G there exists a path from u to v. ∎
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In other words, a connected graph is one in which each vertex can be ‘reached’
from every other vertex by moving along edges.
Next we have subgraphs, which are the natural substructure for graphs (akin to
subgroups in group theory or subspaces in topology).
Definition A.5: GivenG = ⟨VG,EG, LG⟩, we say that a labelled graphH = ⟨VH ,EH , LH⟩
is a subgraph of G if
VH ⊆ VG, EH ⊆ EG, LH ⊆ LG.
The binary relation H ≤ G denotes that H is a subgraph of G. We sometimes wish
to communicate that H ≠ G, and in this case we call H a proper subgraph of G,
writing H < G. ∎
Occasionally we wish to single out a subgraph that only contains a subset of
vertices from the larger graph. This intuitively natural object is formalized by the
definition of an induced subgraph.
Definition A.6: For some subset S of the vertex set of a graph G, the subgraph
of G induced by S is
G[S] ∶= ⟨V ′,E′, L′⟩,
where
V ′ ∶= S,
E′ ∶= {e ∈ EG ∣ e ⊆ S},
L′ ∶= L ↾S .
We call G[S] an induced subgraph. ∎
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Alternate Definitions & Results
for Unlabelled Graphs
Here we restate the important definitions and proofs from this thesis, adapted toapply to unlabelled graphs. In this appendix, the terms ‘graph,’ ‘isomorphism,’
and ‘automorphism’ all refer to their unlabelled versions, and the symbol ≅ denotes
unlabelled graph isomorphism.
Definition 3.1.1⋆: Let G = ⟨V,E⟩ be a graph, let u be any vertex of G, and take
any d ∈ N. The unfolding tree T du of depth d at u is a graph defined as follows.
The vertex set of T du is given by
VT ∶= {w = ⟨u, v2, . . . , vm⟩ ∈ V m ∣ w is a walk in G and `(w) ≤ d},
the set of walks starting at u of length at most d. The edge set ET of the unfolding
tree is induced by the following adjacency rule: for any w,w′ ∈ VT where `(w) < `(w′),
w ∼T du w′ ⇐⇒ w = w′[`(w′) − 1]. ∎
Definition 3.3.1⋆: For any vertices u, v of a graph G, suppose that for all d ≥ 0 we
have T du ≅ T dv and ψd(⟨u⟩) = ⟨v⟩, where ψd is the isomorphism from T du to T dv . When
this is the case, we say that u and v are unfolding equivalent, writing u ⩦ v. ∎
Theorem 4.1.1⋆: Let u, v be vertices of a graph G. Then u ≐ v⇒ u ⩦ v.
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Proof: Let G = ⟨V,E⟩ be a graph and let u, v ∈ V . We denote the vertex set of
T du by Vu and its edge set by Eu, and use a similar convention for T
d
v .
Suppose that φ ∶ V V is an automorphism such that φ(u) = v. We claim that the
mapping ψ ∶ Vu → Vv, defined by
ψ(⟨u,x2, x3, . . . , xk⟩) ∶= ⟨v, φ(x2), φ(x3), . . . , φ(xk)⟩,
is an isomorphism of T du and T
d
v .
Suppose that w ∼T du w′ for some w,w′ ∈ Vu; assume without loss of generality that the
walk corresponding to w′ is longer than that of w, and put w′ ∶= ⟨u,w1,w2, . . . ,wm⟩
where m ≤ d. Then by the definition of an unfolding tree it must be the case that
w = ⟨u,w1, . . . ,wm−1⟩. Now consider the images of these under ψ, i.e. the vertices
ψ(w) = ⟨v, φ(w1), . . . , φ(wm−1)⟩ and ψ(w′) = ⟨v, φ(w1), . . . , φ(wm)⟩ of T dv ; we must
show that ψ(w) ∼T dv ψ(w′). Since ψ(w′) extends the tuple ψ(w) by one vertex,
we need only prove that both of ψ(w), ψ(w′) are walks in G of length at most d
starting at v. Showing that they are walks is simple since—given that w′ is by hy-
pothesis a walk in G—we know that wi ∼G wi+1 for all 1 ≤ i < m, and therefore
φ(wi) ∼G φ(wi+1) because φ preserves adjacency. Moreover, since φ(u) = v we know
that ψ(w), ψ(w′) are walks starting at v. Finally, because w′ and ψ(w′) are of the
same length m < d, we know that ψ(w′) has length at most d, and similarly for ψ(w).
Thus ψ(w), ψ(w′) are adjacent vertices of T dv , and so w ∼T du w′ ⇒ ψ(w) ∼T dv ψ(w′).
Because φ is an isomorphism, it admits an inverse which is also an isomorphism,
and thus ψ(w) ∼T dv ψ(w′)⇒ w ∼T du w′ also. So ψ preserves adjacency, and thus is an
isomorphism.
Definition 5.1.1⋆: We say a graph G is symmetrically-associated if ∀k ∈ [∆]
there exists a sequence of non-negative integers
mk = ⟨mk1, mk2, . . . , mk∆⟩
such that ∀v ∈ V with d(v) = k we have
mkj = ∣ {u ∈ N (v) ∣ d(u) = j} ∣.
We impose the additional condition that mk = ⟨0,0, . . . ,0⟩ whenever G has no ver-
tices of degree k.
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The sequence mk is called the k-association of G. When discussing a particular
vertex v of degree k, we will occasionally refer to mk simply as the association of
v. The set {mk ∣ k ∈ [∆]} of all k-associations of G is called the association profile
of G. ∎
Theorem 5.1.3⋆: Let G be a symmetrically-associated graph. Then for all vertices
u, v of G,
d(u) = d(v) ⇐⇒ u ⩦ v.
Proof: (Sufficiency) Assuming u ⩦ v, we know that there is an isomorphism ψ
from T 1u to T
1
v . Because ψ is bijective, by Proposition 3.3.2 we know ∣T 1u⟦1⟧∣ = ∣T 1v ⟦1⟧∣.
Furthermore, the size of T 1u⟦1⟧ equals the degree of u in G (and similarly for T 1v ⟦1⟧
and dG(v)), so combining this with the equality in the previous sentence gives
dG(u) = dG(v).
(Necessity) We use induction on the unfolding trees’ depths to prove a stronger
result: given the hypotheses, for any depth D there exists an isomorphism ψD from
TDu to T
D
v with the property that, ∀r ≥ 0,
ψD(w) = w′ Ô⇒ dG(w⟦r⟧) = dG(w′⟦r⟧).
For the base case D = 0, we put ψ0(⟨u⟩) ∶= ⟨v⟩. This is clearly a bijection, and there
are no edges to check, so ψ0 is an isomorphism. Moreover, by hypothesis we know
d(u) = d(v).
Now let D ≥ 1 and suppose ∃ψD−1 ∶ V (TD−1u ) V (TD−1v ) a isomorphism satisfying
our degree-preservation requirement. Since TD−1u ≤ TD−1v , we construct ψD by first
letting ψD ↾TD−1u ∶= ψD−1. We now need only define ψD on the set of leaves TDu ⟦D⟧.
Call TDu ⟦D − 1⟧ =∶ {w1, . . . ,wm}, and let w′i ∶= ψD−1(wi), noting that TDv ⟦D − 1⟧ ={w′i}i∈[m] by Proposition 3.3.2. In addition, define
Si ∶= C(wi),
S′i ∶= C(w′i),
ki ∶= dG(w⟦D − 1⟧).
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Since each vertex of TDu ⟦D⟧ has a unique mother in TDu ⟦D − 1⟧, the Si partition
TDu ⟦D⟧. We proceed by defining ψD on each Si.
We can write every Si as the union of disjoint subsets
Si = ⋃
k∈[∆]Si,k,
where Si,k ∶= {x ∈ Si ∣ dG(x⟦D⟧) = k}. Additionally, we can express S′i as a disjoint
union of subsets S′i,k defined analogously to the Si,k. Observe that
NG(wi⟦D − 1⟧) = {x⟦D⟧ ∈ VG ∣ x ∈ Si},
which is to say that each vertex in Si corresponds to a neighbor of wi⟦D − 1⟧ in G.
Therefore ∣Si,k∣ =mkik for all k ∈ [∆]. By the inductive hypothesis,
ψD−1(wi) = w′i Ô⇒ dG(w′i⟦D − 1⟧) = ki.
So since G is symmetrically-associated, we know w′⟦D − 1⟧ has the same association
as w⟦D − 1⟧. Therefore ∣Si,k∣ = ∣S′i,k∣, and so there exists a bijection θi,k from Si,k to
S′i,k; fix such a θi,k for each Si,k.
We define ψD on TDu ⟦D⟧ as follows. Given x ∈ TDu ⟦D⟧ such that x ∈ Si,k, we put
ψD(x) ∶= θi,k(x).
Before proceeding, we must show that this definition describes a function. Since
TDu ⟦D⟧ = ⋃
i∈[m]Si = ⋃i∈[m] ⋃k∈[∆]Si,k,
and since the Si,k are pairwise disjoint, we know that each leaf of TDu is contained in
a unique Si,k. Moreover, the subset Si,k has a unique function θi,k associated with it.
So the value ψD(x) exists and is unique for each x ∈ TDu ⟦D⟧. This means that ψD is
a function on TDu ⟦D⟧, and since ψD ↾TD−1u = ψD−1 is a function on the rest of TDu we
conclude that the above definition yields a function ψD ∶ TDu → TDv .
Confirming that ψD is an isomorphism, we first show that it is a bijection. By
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construction,
ψD[TDu ⟦D⟧] = ⋃
i∈[m] ⋃k∈[∆] θi,k[Si,k]
⊆ ⋃
i∈[m] ⋃k∈[∆]S′i,k
= TDv ⟦D⟧,
and therefore
(ψD[TDu ⟦D⟧]) ∩ (ψD[TD−1u ]) = (ψD[TDu ⟦D⟧]) ∩ (TD−1v )⊆ (TDv ⟦D⟧) ∩ (TD−1v )= ∅.
That is to say, the image of TD−1v under ψD is disjoint from that of TDv ⟦D⟧. This,
together with the inductive hypothesis that ψD ↾TD−1u = ψD−1 is bijective, implies that
it suffices to show that ψD ↾TDu ⟦D⟧ is a bijection from TDu ⟦D⟧ to TDv ⟦D⟧. Now, suppose∃x, y ∈ TDu ⟦D⟧ s.t. ψD(x) = ψD(y). Letting Si,k denote the unique subset containing
x, we see that y ∈ Si,k as well; for if, on the contrary, we had y ∈ Sj,l ≠ Si,k it would
follow that both
ψD(y) = θj,l(y) ∈ S′j,l,
and
ψD(y) = ψD(x) = θi,k(x) ∈ S′i,k,
contradicting the fact that S′j,l, S′i,k are disjoint. So x, y ∈ Si,k implies that
θi,k(x) = ψD(x) = ψD(y) = θi,k(y),
and so since θi,k is injective we conclude that x = y. Therefore ψD ↾TDu ⟦D⟧ is injective.
Next, recalling that TDu ⟦D⟧ is the union of the pairwise disjoint subsets Si (and
similarly for TDv ⟦D⟧ and the S′i), and that∣Si∣ = dG(wi⟦D − 1⟧) = d(w′i⟦D − 1⟧) = ∣S′i ∣,
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we deduce that
∣TDu ⟦D⟧∣ = ∑
i∈[m] ∣Si∣= ∑
i∈[m] ∣S′i ∣= ∣TDv ⟦D⟧∣.
So ψD ↾TDu ⟦D⟧ is an injection with domain and codomain of equal cardinality, and
therefore is a bijection.
Next, we check that x ∼TDu y ⇔ ψD(x) ∼TDv ψD(y). Again, since ψD−1 is an iso-
morphism, we need only check edges incident to vertices in TDu ⟦D⟧. To that end,
suppose we have x ∈ TDu , y ∈ TDu ⟦D⟧ s.t. x ∼TDu y. Since y belongs to the deepest
level, applying Proposition 3.2.2 gives
N (y) ⊆ TDu ⟦D − 1⟧ ∪ TDu ⟦D + 1⟧ = TDu ⟦D − 1⟧
and thus x must be in level D − 1. So x = wi for some i ∈ [m], implying that y ∈ Si.
It follows that ψD(y) ∈ S′i, which by definition of S′i means that ψD(y) ∼TDv ψD(x).
Turning to the other direction of the biconditional, assume instead that x′ ∼TDv y′
for some x′ ∈ TDv , y′ ∈ TDv ⟦D⟧. By the same logic as above we get that x′ = w′i
for some i ∈ [m] and so y′ ∈ S′i. Then since ψ−1D [S′i] = Si, we have ψ−1D (y′) ∈ Si ⇒
ψ−1D (y′) ∼TDu wi = ψ−1D (x′).
Finally, we show that ψD satisfies our additional stipulation
ψD(w) = w′ Ô⇒ dG(w⟦r⟧) = dG(w′⟦r⟧).
As before, since ψD−1 has this property by inductive hypothesis, we check only leaves.
Recall that any unfolding tree vertex x in Si,k maps to one in S′i,k. By construction
of those subsets, this implies that the last coordinates of x and ψD(x) both have
degree k in G, and we are done.
Definition 6.1.1⋆: For 2 ≤ n ∈ Z, let ⟨v0, v1, . . . , v2n−1, v0⟩ be a sequence of vertices
in a graph G. Suppose there exist j, k ∈ [∆] such that:
1. vi ≠ vi+1 for all i;
2. vi ∼G vi+1 if and only if i is odd;
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3. d(vi) = j if i is odd;
4. d(vi) = k if i is even.
Then the graph transformation
σ ∶ Gz→ ⟨V,E′, L⟩,
where
E′ ∶= (E ∖ {{vi, vi+1} ∣ 1 ≤ i < 2n, i is odd}) ∪ {{vj, vj+1} ∣ 1 ≤ j < 2n, j is even}
is called an n-switch of G. ∎
Proposition 6.2.1⋆: If G is a symmetrically-associated graph and σ is an n-switch
of G, then σ(G) is association equivalent to G.
Proof: The proof is nearly identical to that of the original result, the only
difference being that we replace instances of ‘k, λ-association’ with ‘k-association.’
Proposition 6.2.2⋆: If v is a vertex of a symmetrically-associated graph G and σ
is an n-switch of G, then T dv in G is isomorphic to T
d
v in σ(G) for any depth d.
Proof: By the proof of Proposition 6.2.1⋆, G is association equivalent to σ(G),
and v has the same association in both. Since the proof of Theorem 5.1.3⋆ demon-
strates the isomorphism of unfolding trees, while only having recourse to the associ-
ation profile of the graph in question, the current result follows by symmetry.
Theorem 6.2.3⋆: If G,H are symmetrically-associated connected graphs, then G
and H are association equivalent if and only if there exists a finite sequence of n-
switches transforming one into the other.
Proof: By Proposition 6.2.1⋆, n-switches respect association equivalence, and so
we get the sufficiency direction for free.
Now suppose that G = ⟨VG,EG⟩, H = ⟨VH ,EH⟩ have the same association profile. By
Theorem 5.2.3⋆ this implies that ∣V kG ∣ = ∣V kH ∣ ∀k ∈ [∆], and so we may identify each
u ∈ VG with a unique v ∈ VH such that dG(u) = dH(v). Having done so, we can safely
commit a helpful abuse of notation by putting G = ⟨V,EG⟩, H = ⟨V,EH⟩.
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Let
K ∶= ⟨V,EG ⊕EH⟩,
B ∶= EK ∩EG,
R ∶= EK ∩EH ,
where ⊕ denotes the symmetric difference. Then K is a ‘difference graph’ with all
edges in either EG or EH but not both; EK is composed of disjoint subsets B,R
of ‘blue’ edges from G and ‘red’ edges from H, respectively. In this way, ∣EK ∣ can
be thought of as an indicator of how different G and H are from each other, with∣EK ∣ = 0 only if G ≅H. In the following, we partition B and R into subsets of edges
connecting vertices with particular associations:
Bkk′ ∶= {{v, v′} ∈ B ∣ v ∈ V k, v′ ∈ V k′} = Bk′k ,
Rkk′ ∶= {{v, v′} ∈ R ∣ v ∈ V k, v′ ∈ V k′} = Rk′k .
The lever of our proof is the fact that any vertex v in K is incident to m edges from
Bk
′
k iff it is also incident to m edges from R
k′
k ; otherwise v would have an association
in G that differs from its association in H, a contradiction. We refer to this phe-
nomenon as blue-red parity.
We will show that if ∣EK ∣ > 0, then there exists an n-switch of G that results in a
new difference graph K ′ for which ∣EK′ ∣ < ∣EK ∣. Since ∣EK ∣ is finite, this suffices to
prove our result.
To that end, let e0 ∶= {v0, v′0} ∈ Rkk′ . To simplify notation, hereafter we will write
B˜ ∶= Bkk′ , R˜ ∶= Rkk′ .
By blue-red parity, we know there exist distinct blue edges e1 = {v0, v1} ∈ B˜ and
e′1 = {v′0, v′1} ∈ B˜. We know v1, v′1 are distinct from v0, v′0 since otherwise there would
be multiple edges between v0 and v′0. However, it is still possible that v1 = v′1. If they
are distinct, blue-red parity again dictates that each is incident to an edge from R˜.
If instead v1 = v′1, then by blue-red parity there must be two edges from R˜ incident
to v1. In either case, call these edges e2 = {v1, v2}, e′2 = {v′1, v′2}.
Our strategy is to continue in steps, forcing the existence of 2 new, distinct edges
ei ∶= {vi−1, vi}, e′i ∶= {v′i−1, v′i}
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at each step. The color alternates from step to step, with ei, e′i ∈ R˜ if i is even
and ei, e′i ∈ B˜ otherwise. As mentioned, if vi ≠ v′i then it is always possible to get
vi+1 = v′i+1. What is more, it is possible that vi or v′i has already appeared at an
earlier step. However, for our purposes it will not matter whether or not the vertices
at each step are distinct, and so we will use the names vi and v′i always.
Suppose that vi ≠ v′i−1 and v′i ≠ vi−1. Regardless of the identity of vi, v′i, we know by
blue-red parity that there must be two additional edges from B˜ if i is even, or two
from R˜ if i is odd. The only time this is not the case is when we reach some step
n ≥ 2 for which vn = v′n−1, v′n = vn−1, since in this case vn−1 and v′n−1 fulfill each other’s
blue-red parity requirement. But K only has finitely many edges, and so eventually
we must arrive at such a step n.
Now, form the sequence
S ∶= ⟨v0, v1, . . . , vn−1, v′n−1, v′n−2, . . . , v′0, v0⟩.
We claim that this sequence induces an n-switch of G. To that end, rename the ver-
tices of S as ⟨u0, u1, . . . , u2n−1, u0⟩. First note that, by construction of B,R, whenever
a blue edge connects two vertices in S they must be adjacent in G, and whenever a
red edge connects them they must be non-adjacent in G. So ui ∼G ui+1 iff i is odd.
Furthermore, all of the edges join a vertex of k-association to one of k′-association,
so u0 = v0 ∈ Sk necessitates that ui ∈ V k if i is even and ui ∈ V k′ if i is odd.
Having established these properties, we know that S yields an n-switch σ of G.
Furthermore, the n edges removed from G by σ are not in H, whereas the n edges
added are. Thus ∣EK′ ∣ = ∣EK ∣ − 2n, where K ′ ∶= ⟨V,Eσ(G) ⊕ EH , L⟩, and we are
done.
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