We prove the neo-classical inequality with the optimal constant, which was conjectured by T. J. Lyons [Rev. Mat. Iberoamericana 14 (1998) 215-310]. For the proof, we introduce the fractional order Taylor's series with residual terms. Their application to a particular function provides an identity that deduces the optimal neo-classical inequality.
Introduction
In his celebrated study on the theory of rough paths [5] , T. J. Lyons introduced the following neo-classical inequality, which was a key estimate to prove one of the fundamental theorems [ for w ∈ C \ {−k | k ∈ N} and z ∈ C, where Γ(·) is the Gamma function. If ∞ appears in the denominator of the right-hand side of equation (1.2), w z is regarded as 0. When α = 1, the equality holds in (1.1), which is just the conventional binomial theorem. Therefore, Theorem 1.1 is regarded as a generalisation of the binomial theorem. The proof of Theorem 1.1 in [5] is rather technical and is derived from the maximum principle for subparabolic functions. Based on the numerical evidence, Lyons conjectured that coefficient α 2 in the left-hand side of inequality (1.1) could be replaced by α. Thus far, only partial positive answers were known: E. R. Love [3, 4] proved that the conjecture is true for α = 2 −k (k = 1, 2, 3, . . . ) and that coefficient α 2 in (1.1) can be replaced by α/2 in general. His proof is based on the duplication formula of the Gamma function; it seems difficult to use his method to provide a complete answer to the conjecture. Some detailed calculation along the lines of his method has also been carried out in [2] .
In this paper, we provide an affirmative answer to Lyons' conjecture with more explicit information. Our method is different from the methods mentioned above; in our method, we use the basic theory of complex analysis. The answer to the conjecture is stated as follows.
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The equality holds if and only if α = 1 or x = y = 0.
When α = 1 or x = y = 0 holds, it is evident that inequality (1.3) holds with equality. Moreover, when 0 < α < 1 and only one of x and y is 0, inequality (1.3) is trivial with strict inequality. Therefore, it is sufficient to prove (1.3) with strict inequality for α ∈ (0, 1), x > 0, and y > 0. We may assume that x ≤ y by symmetry. By dividing both sides by y αn and letting λ = x/y, it is sufficient to prove the following: for α ∈ (0, 1), n ∈ N, and 0 < λ ≤ 1,
In fact, we can prove the following identity.
Theorem 1.3 (Generalisation of the binomial theorem)
. Let α ∈ (0, 2), n ∈ N, and 0 < λ ≤ 1. Then, we have
(1.5)
Since the right-hand side of equation (1.5) is clearly less than (1 + λ) αn for α ∈ (0, 1), Theorem 1.3 immediately implies that inequality (1.4) is valid; therefore, Theorem 1.2 is proved. When α ∈ (1, 2), the right-hand side of (1.5) is greater than (1 + λ)
αn . Therefore, in this case, the converse inequalities of (1.4) and (1.3) are known as the byproducts. Theorem 1.3 is proved by the application of the fractional order Taylor-like expansions with residual terms, which are obtained from the basic theory of complex analysis.
To show that coefficient α is the best constant, we denote the right-hand side of equation (1.5) by (1 + λ) αn − R(α, n, λ). Then, for fixed α ∈ (0, 1) and λ ∈ (0, 1], the error term R(α, n, λ) monotonically converges to 0 as n → ∞ since the integrand decreases to 0 pointwisely. In this sense, the constant α in the left-hand sides of (1.3) and (1.4) is optimal. We can also prove that R(α, n, λ) is uniformly bounded in α ∈ (0, 1], n ∈ N, and λ ∈ (0, 1] (see Proposition 2.6 below). This paper is organised as follows. In Section 2, we introduce the fractional order Taylor's series and prove Theorem 1.3. In Section 3, we discuss some generalisations of the main theorems.
Fractional order Taylor's series and proof of Theorem 1.3
Let D = {z ∈ C | |z| < 1} be the unit disk in C, andD its closure. Let f be a continuous function onD such that f is holomorphic in D.
For each ξ ∈ R, we define
where C denotes the oriented contour (−1, 1) ∋ t → exp(iπt) ∈ C. In (2.2), z ξ+1 is defined as exp{(ξ + 1) Log z} on C \ {z ∈ R | z ≤ 0}, where the branch of Log is taken so that Log 1 = 0. It should be noted that f # (ξ) is a bounded function in ξ. Then, we have the fractional order Taylor-like series of f with residual terms as follows:
Theorem 2.1. For 0 < α < 2 and 0 < λ < 1, the following identities hold:
In particular, we have
If, in addition, 
Therefore, when α = 1, equation (2.3) is identical to the Taylor series expansion of f at z = 0, and equation (2.4) is reduced to 0 = 0. When ξ / ∈ Z, Γ(ξ + 1)f # (ξ) is regarded as a sort of 'ξ-order' fractional derivative of f at 0, which is denoted by D ξ z+1 f (0) in some literatures. (It should be noted that we can transform the contour C in (2.2) homotopically inD \ {z ∈ R | z ≤ 0}; however, the terminal points −1 should be fixed. This is the reason why +1 (= −(−1)) is specified in the symbol D ξ z+1 .) Fractional order Taylor's series have been considered in various frameworks with a variety of fractional order derivatives. (For example, see [1, 6, 7, 8] and the references therein.) Theorem 2.1 is regarded as another variant. Equation (2.7) is consistent with the results obtained by Osler [7] . It should be noted that equation (2.7) can also be directly obtained by using Poisson's summation formula under the appropriate integrability condition on f # .
Remark 2.3.
A simple sufficient condition of (2.6) is
where S 1 is the unit circle in C. Indeed, by letting h(x) = f (e 2πix ) for x ∈ [−1/2, 1/2], the integration by parts in equation (2.1) implies that
Proof of Theorem 2.1. First, we prove equation (2.3). Since f is bounded on C, we have
We define
and consider the contour Γ described in Figure 1 . More specifically, C ′ , Γ 1 , and Γ 2 are defined as
In the domain surrounded by the contour Γ, the function g is holomorphic except at λ and has the at most first-order pole at λ. (Here, we used the assumption that 0 < α < 2.) Indeed, we have
and the residue of g at λ is f (λ)/(2πi). From the residue theorem, we have
On the circle {z ∈ C | |z| = ε},
Therefore,
Moreover, we have
(2.12)
Combining equations (2.9)-(2.12) and letting ε → 0, we obtain equation (2.3).
Equation (2.4) is proved along the same lines as the proof of equation (2.3).
However, in this case, we use the following equality instead of (2.9):
The integrand is holomorphic in the domain surrounded by Γ. Therefore, we have
Instead of equation (2.12), we consider
The other calculations are carried out in the same manner as the proof of equation (2.3).
Equation (2.5) is simply the sum of equations (2.3) and (2.4), because
When equation (2.6) holds, by taking the limit λ ↑ 1 in equations (2.3)-(2.5), the dominated convergence theorem assures that these equations are also true for λ = 1.
The following is another key fact for the proof of Theorem 1.3.
This is a classical result; for example, see [9] and the references therein for the proof. It should be noted that equation (2.14) is evident from expression (2.13); however, it is also directly proved by the definition of f and f # and the change of variables. Now, we prove Theorem 1.3.
Proof of Theorem 1.3. Let 0 < α < 2 and n ∈ N. We define f (z) = (1 + z) αn onD. First, assume that 0 < λ < 1. From Proposition 2.4, we have
In the last equality, we substituted k for n − j and used the relation f # (αn − αk) = f # (αk) that is derived from equation (2.14). Applying equations (2.3) and (2.4) in Theorem 2.1 to (2.15), we obtain the identity (1.5) in Theorem 1.3 for λ ∈ (0, 1). From the dominated convergence theorem, we can take the limit λ ↑ 1 to conclude that this equation is still true for λ = 1.
Remark 2.5. By using the functional equality Γ(z)Γ(1 − z) = π/(sin πz) and the Stirling formula Γ(x)/(
, we can prove that
for T > 0. Therefore, the condition (2.6) holds for f (z) = (1 + z) αn . If we use this fact, we do not need to make an exception the case λ = 1 in the proof of Theorem 1.3. Moreover, equation (2.7) implies that for 0 < α < 2,
This identity is a special case of more general results obtained by Osler [7, Eq. (5.1)].
At the end of this section, we provide a quantitative estimate of the error term R(α, n, λ) mentioned in Section 1; that is,
Since R(1, n, λ) ≡ 0, we can suppose that α = 1. Proposition 2.6. Let n ∈ N and λ ∈ (0, 1]. Then, we have
Proof. First, we suppose that 0 < α < 1. Then, we have
Since (1 + λ) α is strictly concave in λ and its derivative at λ = 0 is α, the first term in the above equation is less than 0. The second term is also dominated by 0 for λ ∈ (0, 1]. Therefore, the above equation is less than 1 − α (< 1).
The case that 1 < α < 2 is proved in the same manner; in this case, we have
Since (1 + λ) α is strictly convex in λ, the first term in the above equation is greater than 0. The second term is greater than or equal to 0. Therefore, the above equation is greater than 1 − α (> −1).
Some generalisations
In this section, we discuss some generalisations of Theorems 2.1 and 1.3. For z ∈ C \ {0}, we express z as z = re iθ (r > 0, θ ∈ (−π, π]) and define z β as z β = r β e iθβ for β ∈ R as a convention. The point is that the argument of z is taken in the interval (−π, π].
For α > 0, we define
It should be noted that K α = {1} when 0 < α < 2 and that −1 ∈ K α if and only if α/2 ∈ N. Then, Theorems 2.1 and 1.3 are generalised as follows.
Theorem 3.1. Let f be a continuous function onD that is holomorphic in D. Let α > 0, γ < α, and 0 < λ < 1. Suppose that α/2 / ∈ N. Then, the following identities hold:
If, in addition, However, since the introduction of γ only makes the equations complicated, we did not include it.
Proof of Theorem 3.1. The concept of this proof is the same as that of Theorem 2.1. We adopt the symbols used there. Suppose that 0 < λ < 1. Then, we have
Suppose that α/2 / ∈ N. Then, g is meromorphic in the domain surrounded by Γ, as shown in Figure 1 . All the poles of g are included in {λω | ω ∈ K α }. In particular, the poles do not exist Proof of Theorem 3.2. This theorem is proved in the same way as Theorem 1.3; in this case, we use Theorem 3.1 with γ = 0 instead of Theorem 2.1.
A table of the correspondence between some concrete functions f and f # is found in, for example, [6, 7] with a slightly different terminology. On the basis of this correspondence, Theorem 3.1 provides a series of nontrivial functional identities.
