Abstract. The conjecture in question concerns the existence of a harmonic homeomorphism between circular annuli
This long-standing "intriguing problem" [16] remained open for almost a half of a century. In this paper we give an affirmative answer to his conjecture.
A * = A(r * , R * ) = {w ∈ C : r * < |w| < R * } , 0 < r * < R * < ∞ A classical theorem of Schottky [17] asserts that there exists a conformal homeomorphism f : A onto −→ A * if and only if the annuli have the same modulus; that is, Mod A = log R r is equal to Mod A * = log R * r * . By virtue of this theorem one can uniquely define the conformal modulus of a doubly connected planar domain.
In 1962 J.C.C. Nitsche [13] discovered that the existence of a harmonic homeomorphism h : A onto −→ A * implies a lower bound on Mod A * in terms of Mod A. He conjectured that the necessary and sufficient condition for such a mapping to exist is the following inequality, now known as the Nitsche bound [3, 12, 16] . Various lower bounds for R * /r * have been obtained by Lyzzaik [11] , Weitsman [18] , Kalaj [10] , and by Nitsche himself (see [12] ). However, none of these results reached the critical lower bound (1.1). Here we prove the Nitsche conjecture, see Theorem 1.1.
One should note that whenever h : A onto −→ A * is a homeomorphism, the function z → |h(z)| extends continuously up to the boundary of A. Moreover, there are two possibilities; either |h(z)| = r * for |z| = r R * for |z| = R (1. 2) or the other way round |h(z)| = R * for |z| = r r * for |z| = R (1. 3) In the former case, we say that h is consistent with the order of boundary components. We also have two possibilities depending on whether h preserves or reverses the orientation. Accordingly, there are four homotopy classes of homeomorphisms between annuli. We confine ourselves, without loss of generality, to discussing the class In a similar fashion one may set up the classes H (A, A * ) and H(A, A * ) for mappings between doubly connected domains A, A * ⊂ C.
Various geometric and analytic properties of harmonic mappings are discussed, e.g., in the books [5, 6, 9] . The interested reader is referred to [14] for related topics on minimal surfaces. The theory of harmonic mappings depends upon advances in PDEs, complex analysis, and calculus of variations. The variational integral of particular relevance to our approach is the Dirichlet energy
Here and throughout, |Dh| is the Hilbert-Schmidt matrix norm; h z and hz denote the Cauchy-Riemann partial derivatives of h, which in polar coordinates take the form
In general, minimizing the energy among homeomorphisms need not lead to the Laplace equation. The reason is that passing to the weak limit of a minimizing sequence of homeomorphisms in H (A, A * ) may result in a noninjective mapping. Harmonicity is usually lost exactly where the extremal mapping fails to be locally injective. Outside the branch set extremal mappings are harmonic. This latter fact follows from Radó-Kneser-Choquet Theorem [5, p. 29] . On the other hand, it is known [1, 8] that the class H (A, A * ) admits an energy minimizer if and only if
All minimizers take the form h(z) = az + bz −1 . Although the results of [1, 8] demonstrated the relevance of the Nitsche bound to the Dirichlet energy of homeomorphisms, they did not settle the Nitsche conjecture, which is now our main Theorem. 
It should be noted that harmonicity of a function h = h(z) is invariant under conformal change of the z-variable. Therefore, the Nitsche bound remains valid for harmonic homeomorphism defined on any doubly connected domain whose conformal modulus coincides with that of A. It is therefore of interest to look at the role of the boundary curves in the target annulus as well. The circular shape of the outer boundary turns out to be inessential, there remains a substitute of the Nitsche bound in terms of the integral means −
over the circles T ρ = {z ∈ C : |z| = ρ} , r ρ < R , T 1 = T for brevity In our generalized form of the Nitsche bound the target will be a half circular annulus; that is, a doubly connected domain A * whose inner boundary is a circle T * = {w ∈ C : |w| = r * }. We do not specify the outer boundary of A * as it can be arbitrary. Let H(A, A * ) denote the class of orientation preserving harmonic homeomorphisms h : A onto −→ A * which preserves the order of the boundary components; in particular, lim If equality occurs at some radius σ ∈ (r, R), then it holds for every σ ∈ [r, R).
In this case h takes the form h(z) = 1 2 z r + r z r * e iα . Such a more general setting not only strengthens the Nitsche Conjecture, but also is the key to the proof. Theorem 1.2 should be viewed as a sharp lower estimate for the growth of integral means of harmonic mappings under certain initial conditions. These conditions concern the topology of h near the inner boundary T r rather than its boundary values. For sufficiently smooth mappings these constraints can be listed as follows.
(I) h : T r → T r is a homeomorphism homotopic to the identity;
Tr det Dh 0.
In fact these three conditions yield inequality (1.5). Even more, it turns out that condition (III) is redundant when Mod A 1. The proof of this case of Theorem 1.2 is based upon the ideas from our earlier paper [7] . However, Example 4.1 demonstrates that constraints (I)-(II) are insufficient to deduce inequality (1.5) when Mod A is large. A new approach is required in which we make use of the Jacobian bound (III). The key ingredient is the following result concerning harmonic self-mappings of the unit disk, which is interesting in its own right.
The first inequality is strict unless f is an isometry.
The essence of Theorem 1.3 is that the Dirichlet energy of f does not exceed the L 1 -norm of its Jacobian determinant J f := det Df over the boundary.
Preliminaries
The annuli A and A * as well as the half circular annulus A * will henceforth be rescaled so at the inner boundary r = r * = 1 Whenever the target of h ∈ H(A, A * ) is inessential for the discussion we abbreviate this notation to h ∈ H(A, * ).
We shall work with a number of circular means to which the following commutation rule will apply
The main object is the quadratic mean of a harmonic mapping h ∈ H(A, * )
Thus, we aim to prove the following inequality
Other circular means will include derivatives of h at the unit circle where, in general, h need not be even defined. These technical difficulties can be overcome by suitable approximation of the mapping h. First observe that the energy of h ∈ H(A, * ) near the inner boundary is always finite. Precisely, we have
The proof is an exercise with Green's formula, see for instance [7] .
Lemma 2.1. (weak approximation) For each h ∈ H(A, * ) in the annulus A = A(1, R) there exist harmonic homeomorphisms
Remark 2.2. Because of harmonicity, h k actually converge together with all derivatives uniformly on every circle T ρ = {z ∈ C : |z| = ρ}, 1 < ρ < R.
Proof. The mapping h : A → C is a real-analytic diffeomorphism, so the level sets Γ k = {z : |h(z)| = 1 + 1/k}, k sufficiently large integers are real-analytic Jordan curves in A. Consider the doubly connected domain ∆ k ⊂ A whose inner boundary is Γ k and outer boundary is the circle
Moreover R k R as k goes to infinity. Passing to a subsequence of {Φ k } if necessary, after suitable rotation of the ξ-variable, we may assume that
Each mapping Φ k extends analytically beyond the inner boundary of A(1, R k ), say to the annulus A k = A(r k , R k ) with some r k < 1. It is a routine matter to show that the extended mapping, again denoted by
Here the radius r k < 1 is chosen sufficiently close to 1 to ensure that the image of A k under Φ k still lies in A. More details can be found in [4, p. 14] and [15, p. 41] . We are now ready to define the harmonic mappings in question
Clearly, |h k (ξ)| = 1 for |ξ| = 1. The Dirichlet energy of h k can be estimated independently of k on every annulus A 0 = A(1, R 0 ) with 1 < R 0 < R. Indeed, for sufficiently large k the image of A 0 under Φ k lies in A(1, σ), where σ < R is chosen and fixed for all k. Then, by a conformal change of variables, in view of (2.2), we conclude with the inequality
The proof of the lemma is completed by choosing a subsequence of {h k } weakly converging to h.
The Case
The generalized Nitsche bound in (1.5) when 1 = r < R e is a straightforward consequence of a rather sophisticated identity for harmonic functions. In this section we formulate this identity and use it to prove Theorem 1.2 in this case.
Proposition 3.1. Let h be a complex harmonic function in the annulus
The derivation of this identity is postponed until Section 7.
3.1. Proof of Theorem 1.2 for Mod A 1. No restriction for R is needed in Proposition 3.1. Nevertheless, for the proof of the Nitsche bound we shall have to restrict ourselves to the case 1 < R e. This is in order to ensure that double integrals of (3.1) are nonnegative. The factor (R 2 − 1) log
in the first integrand is positive for every 1 ρ R. However, the factor in the second integrand needs some work. We leave it to the reader to verify that
For the proof of (1.5) we fix σ ∈ (1, R), then choose and fix a radius R 0 so that 1 < σ < R 0 < R. Consider the annulus A 0 = A(1, R 0 ) ⊂ A. Given h ∈ H(A, * ) we appeal to Lemma 2.1 to construct harmonic homeomorphisms h k ∈ H(A 0 , * ) that are C 1 -smooth up to the boundary of A 0 and converge to h weakly in W 1,2 (A 0 ). Before proceeding to the identity (3.1) we note three particulars concerning integral means over the inner boundary of A 0 :
This is because h k is a homeomorphism which takes circles T ρ , 1 < ρ < R 0 , into Jordan curves inside which there lies the unit disk. Precisely, we have at the unit circle:
We also have the identity
which follows from the computation of the winding number of
We are going to pass to the limit as k → ∞. Note that h k ⇒ h uniformly on T σ and weakly in W 1,2 (A 0 ). Passing to the limit in the double integrals results in the desirable estimate from below, due to lower semicontinuity of the integrals in which h k , h k ρ and h k θ converge weakly in L 2 (A 0 ).
Adding and subtracting the equations we obtain
The general solution takes the form h(ρe iθ ) = c ρ + 1 ρ e iθ where c is any complex number. Since |h| ≡ 1 on T we conclude that |c| = 1/2. The proof of Theorem 1.2 in case 1 < R e will therefore be accomplished once we establish the identity (3.1). Example 4.1. Fix 0 < a < 1 and let λ be a positive number to be chosen later. Define
The Case
It is clear that h is harmonic in {z : |z| > 1} and satisfies (I) with r = 1.
Using the decomposition h(z) = (a + λ log|z|) + 1 − a 2 z + a whose terms are orthogonal on every circle T σ , σ 1, we find
It follows that (II) holds if λ is chosen to be sufficiently large, depending only on a. However, the generalized Nitsche bound (1.5) fails on circles of large radius, because |h(z)| 1 + λ log|z| < 1 2 σ + 1 σ , for |z| = σ sufficiently large.
In view of the above example, we need to take advantage of the nonnegativity of the Jacobian as in (III). This condition will come into play via the following inequality.
Since √ 7 < e, Proposition 4.2 covers all values e ρ < R. Our proof of (4.1) involves the Fourier coefficients of h. These are complex numbers a n , b n , n ∈ Z, that appear in the orthogonal expansion
We postpone all technicalities in the proof of Proposition 4.2 until Section 6. However, some of these arguments should be discussed before proceeding to the proof of Theorem 1.2 in case R e. First observe that the harmonic extension of h inside the unit disk is expressed by two infinite sums
This is certainly true for mappings h ∈ H(A, * ) that are continuous up to the inner boundary. Then the terms in (4.1) can be computed using orthogonality of the powers of z = ρ e iθ .
After substituting these terms to (4.1) the lefthand side becomes a quadratic form with respect to the coefficients, which we aim to show to be nonnegative. In symbols,
for every complex numbers a n , b n , n ∈ Z. More precisely, Q splits into an infinite sum of quadratic forms, each of which depends only on two complex variables,
where
For example,
which is positive definite as long as log ρ > 1/2. Also,
which is positive semidefinite. The other quadratic forms will be shown to be positive definite, meaning that Q n (ξ, ζ) > 0 unless ξ = ζ = 0.
Proof of Theorem 1.2 for
Mod A 1. Since the result of Section 3 applies to the restriction of h to A(1, e), we only concern ourselves with integral means of h over the circles of radius ρ e. First assume that h ∈ H(A, * ) is C 1 -smooth up to the inner boundary. Then we have
this is the winding number of h around T. Moreover, Since h(z) − f (1/z) is harmonic in A(1, R) and vanishes on T, it extends by reflection to a harmonic function on A(1/R, R). In particular, f ∈ C 1 (D). By Theorem 1.3 we have
Now, substituting these formulas to inequality (4.1) yields the desired Nitsche bound
There is no difficulty to relax the C 1 -smoothness assumption, simply by using Lemma 2.1. Let {h k } be a sequence of mappings h k ∈ H(A, * ) which are C 1 up to the inner circle T and converge to h weakly in W 1,2 . For each h k the Nitsche bound holds,
Because of harmonicity the sequence {h k } converges uniformly on every circle T ρ , 1 < ρ < R. Passing to the limit we obtain the Nitsche bound for every h ∈ H(A, * ). However, the uniqueness statement is somewhat delicate, it requires stronger variant of (4.5). In fact, in terms of the quadratic forms, we have
where a k n , b k n are the associated coefficients for h k . The reader may wish to note that in (4.6) the integral means of h and their derivatives over the unit circle are no longer present. We can now pass to the limit
Passage to the limit in the sum of quadratic forms is justified because the terms Q n (a k n , b k n ) are nonnegative and, for every fixed n, we have a k n → a n and b k n → b n . Finally, suppose that − Tρ |h| 2 = 1 4 ρ + 1 ρ 2 for some 1 < ρ < R. Then (4.7) yields n∈Z Q n (a n , b n ) = 0. Equivalently, Q n (a n , b n ) = 0 for each integer n. Hence, a n = b n = 0, except for the case n = 1 in which the form
for some 0 α < 2π, because |h(z)| = 1 on T. The second inequality in (1.6) is immediate from
Integration of J f over the unit disk gives the area of its image, which equals π.
To prove the first part of (1.6), it suffices to consider the case when f is sense-preserving. At every point z = e iθ of the unit circle T we have |f (z)| = 1 and f (z)f θ (z) = i|f θ (z)|. Now we compute the Jacobian J f (z) = det Df (z) for z ∈ T as follows.
Since f is harmonic, we have ∆(|f | 2 ) = 2|Df | 2 . Green's formula yields
Thus our goal is to prove
Let us write f (e iθ ) = e iξ(θ) , where ξ ∈ C 1 ([0, 2π]) is increasing and satisfies ξ(2π) = ξ(0) + 2π. By Poisson's formula, for 0 ρ < 1 and 0 θ 2π, we have
Multiply (5.2) by e −iξ(θ) and take the real part:
Now |f | ρ can be computed as follows.
The lefthand side of (5.1) can be expressed as a double integral over the set Q = [0, 2π] × [0, 2π] with respect to both θ and φ
Since f T is a sense-preserving circle homeomorphism, we can write ξ(θ) = θ + ζ, where ζ = ζ(θ) is a C 1 -smooth 2π-periodic function. Observe that
In particular, ζ (θ) −1 for all θ. The righthand side of (5.3) is equal to (5.5)
With the help of the trigonometric identity cos(x + y) = cos x cos y − sin x sin y we represent (5.5) as the sum A + B, where
Since ζ is periodic, the integral of ζ over Q is equal to 0. Let us subtract this integral from A.
We divide the set Q into
Accordingly, the integral A splits into A + and A − . The first part, A + , can be estimated from below using the inequality ζ −1.
In A − we perform integration by parts with respect to θ. No boundary terms appear because ζ is periodic and cos(θ − φ) vanishes on the common boundary of Q + and Q − .
We also integrate B by parts with respect to θ
The latter integral splits as B + + B − , where B + is taken over Q + and B − over Q − . The sum A + + B + is estimated by combining (5.6) and (5.7).
(5.8)
Finally, we write the sum A − + B − using shorthand notation α = θ − φ and β = ζ(θ) − ζ(φ).
The definition of Q − and inequalities (5.4) imply (5.10) π/2 α 3π/2 and − α β 2π − α
We claim that the integrand in (5.9) is nonnegative, that is, 
Differentiating the righthand side of (5.12), we find that it is decreasing for −π/2 β 0. Since it vanishes at β = 0, it follows that Ψ(α, β) 0.
Again, we find that the righthand side of (5.13) is decreasing for −π β −π/2. Its value at β = −π/2 is 2 − π/2 > 0. Thus Ψ(α, β) > 0 in this case.
This completes the proof of (5.1). If equality holds in (5.1), then it also holds in (5.8). The latter is only possible if ζ is a constant function, i.e., when f is a rotation.
Quadratic Forms: Proof of Proposition 4.2
Recall that upon substituting formulas (4.2) into (4.1) the lefthand side is represented by the quadratic form
Precisely, we have for n = 0
In view of (4.4) it remains to show that the forms Q n (ξ, ζ) are positive definite for n 2 and for n −1. Respectively, we split our consideration into two cases. Case n 2. The explicit formulas for the coefficients of Q n (ξ, ζ) are:
We need to show that A n and B n are positive and A n B n > C 2 n . Ignoring the term ρ −2n in B n , we obtain the estimate
Next, estimate A n from below as follows.
Regarding C n , note that C n 0 for all n 2, and
With n = 2, inequality (6.2) yields A 2 ρ 4 (1 − 7ρ −2 /2) ρ 4 /2, which together with (6.1) and (6.3) imply
The latter inequality holds for all ρ > 0 because With m = 1, inequalities (6.7)-(6.9) yield
When m 2, we ignore the last term in (6.9) and obtain (6.10)
In light of (6.7) and (6.10) the inequality A −m B −m > C 2 −m will follow once we show that
For this we return to (6.8). Since ρ 2 7, it follows that
where the latter is the minimum value of the former expression in ρ, attained at ρ 2 = 7. It equals 
It is at this and only this step of the proof that we need to appeal to harmonicity of h. The Laplace equation in polar coordinates, h ρρ +
The latter term, upon integration by parts along the circle T ρ , becomes − Tρ |h θ | 2 . In this way we representÜ (ρ) by using only first derivatives of h,
In quest of convexity properties of various integral means over the circles T ρ we naturally came to the differential operator
This operator vanishes for the Nitsche mapping; that is, for U (ρ) = Now, substituting the above formulas for U ,U andÜ into (7.1) we obtain
Since the integrand vanishes for the Nitsche mapping, it is natural to try to simplify further computation by the substitution h(z) = 1 2 z + 1 z g(z) , 1 < |z| < R and integrate from ρ = 1 to ρ = R.
Integration by parts of the lefthand side results in the equation Here we split the righthand side for the purpose of integrating the second term by parts. To achieve this objective, we represent the factor in front of Finally, the entire formula (7.4) reads as
To conclude with the identity (3.1) it only remains to observe that Im (ḡ g θ ) = 4ρ 2 (1 + ρ 2 ) 2 Im h h θ − ihh
This finishes the proof of Proposition 3.1.
