Time-frequency shift-tolerance and counterpropagation network with applications to phoneme recognition by Ang, Li-minn
Edith Cowan University 
Research Online 
Theses : Honours Theses 
1995 
Time-frequency shift-tolerance and counterpropagation network 
with applications to phoneme recognition 
Li-minn Ang 
Edith Cowan University 
Follow this and additional works at: https://ro.ecu.edu.au/theses_hons 
 Part of the Signal Processing Commons 
Recommended Citation 
Ang, L. (1995). Time-frequency shift-tolerance and counterpropagation network with applications to 
phoneme recognition. https://ro.ecu.edu.au/theses_hons/288 
This Thesis is posted at Research Online. 
https://ro.ecu.edu.au/theses_hons/288 
Edith Cowan University 
  
Copyright Warning 
  
 
  
You may print or download ONE copy of this document for the purpose 
of your own research or study. 
 
The University does not authorize you to copy, communicate or 
otherwise make available electronically to any other person any 
copyright material contained on this site. 
 
You are reminded of the following: 
 
 Copyright owners are entitled to take legal action against persons 
who infringe their copyright. 
 
 A reproduction of material that is protected by copyright may be a 
copyright infringement. Where the reproduction of such material is 
done without attribution of authorship, with false attribution of 
authorship or the authorship is treated in a derogatory manner, 
this may be a breach of the author’s moral rights contained in Part 
IX of the Copyright Act 1968 (Cth). 
 
 Courts have the power to impose a wide range of civil and criminal 
sanctions for infringement of copyright, infringement of moral 
rights and other offences under the Copyright Act 1968 (Cth). 
Higher penalties may apply, and higher damages may be awarded, 
for offences and infringements involving the conversion of material 
into digital or electronic form.
USE OF THESIS 
 
 
The Use of Thesis statement is not included in this version of the thesis. 
TIME-FREQUENCY SHIFT-TOLERANCE AND COUNTERPROPAGATION 
NETWORK WITH APPLICATIONS TO PHONEME RECOGNITION 
A Thesis Submitted in Partial Fulfilment of the 
Requirements for the Award ofDachelor of Engineering 
Ken Aug Li-minn 
November 1995 
Faculty of Science, Technology, and Engineering 
Department of Computer and Communications Engjneering 
Edith Cowan U~tiversity 
Westem Australia 
ABSTRACT 
Human speech signals are inherently multi-compommt non-stationary signals. 
Recognition schemes for classification of non-stationary signals generally require some 
kind of temporal alignment to be performed. Examples of techniques used fur temporal 
alignment include hidden Markov models and dynamic time warping. Attempts to 
incorporate temporal alignment into artificial neural networks have resulted in the 
construction of time-delay neural networks. 
11te nonstationary nature of speech requires a signal representation that is dependent on 
time. Time-frequency signal analysis is au extension of conventional time-domain and 
frequency-domain analysis methods. Researchers have reported on the effectiveness of 
time-frequency representations to revea! the time-vatying nature of ~;peech. 
In this thesis, a recognition scheme is developed for temporal-spectral alignment of non-
stationary signals by perfonning preprocessing on the time-frequency distributions of the 
speech phonemes. Tite resulting representation is independent of any amowit of time-
frequency shift and is time-frcqt,ency shift-tolerant (TFST). Tite proposed scheme does 
not require time alignment of the si[';llals and bas the additional merit of providing 
spectral alignment, which may have importance in recognition of speech from different 
speakers. 
A modification to the counterpropagation network is proposed that is suitable for 
phoneme recognition. The modified network maintains the simplicity and competitive 
mechanism of the counterpropagation network and has additional benefits of fast 
ii 
learning and good modeling accuracy. The temporal~spectral alignment :recognition 
scheme and modified counterpropagation network are applied to the recognition task of 
speech phonemes. Simulations show that the proposed scheme has pote1rttial in the 
classification of speech phonemes which have not been aligned in time. 
To facilitate the research, an environment to perform time-frequency signal analysis and 
recognition using artificial neural networks was developed. Tite environment provides 
tools for time~frequency signal analysis and simulations of tlte counterpropagation 
network. 
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CHAPTER! INTRODUCTION 
Human speech signals are inherently multi.-component nonstationary signals. 
Recognition schemes for classification of nonstationary signals generally require some 
kind of temporal alignment to be performed. Conventional techniques for temporal 
alignment include hidden Markov models and dynamic time warping. 
Recent attempts by researchers to incorporate temporal alignment into artificial neural 
networks have resulted in the construcfon oftime~delay neural networks (TDNNs) [1-
3]. Temporal stmcture in the TDNN is represented at increasing levels of abstraction 
and duration in progression from the injJut layer of the network to the output layer. 
Time-delayed input frames allow the weights in the initial layers to account for variations 
in the spectral representation of speech signals. 
Tite nonstationary nature of speech requires a signal representation which is dependent 
on time. Time-frequency signal analysis is an extension of conventional time-domain and 
frequency-domain analysis methods. Researchers have reported on tile effectiveness of 
time-frequency representations to reveal the time-varying nature of speech [4-6]. 
In this thesis, a recognition scheme is developed for temporal and spectral alignment of 
nonstationmy signals by perfonning preprocessing on the time-frequency representations 
of the signals. The proposed scheme does not require temporal alignment of the signals 
and has lhe additional merit of providing spectral alignment, which may have application 
in recognition of speech from different speakers. 
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This thesis extends the research performeo by Malkoff et. al. [7] and Sawai [8]. Malkoff 
et. al. showed that the representation of nonstationary signals could bu made to be 
independent of any po~sible shifting of the origin in time by performing a Fourier 
transfonn along the time axis at each frequency in the time~frequency distribution and 
taking the absolute value of the resulting distrihutiott 
Sawai constructed novel neural network architectures like the Frequency-time-shift 
invariant TDNN (FTDNN) and Block-Windowed neural network (BWNN) to accow1t 
for time-like and frequency-like changes in phoneme structure to account for speaking 
manner or speech from different speakers even if the same words or sentences are 
uttered. 
l11is thesis proposes a recognition scheme to account for variations m time and 
frequency changes in phoneme structure by performing a two-dimensionnl Fourier 
transform to a Cohen class time-frequency distribution of th~ spee.:h signal. Tite 
resulting representation is independent of any amount of possible time-fi·equency shift 
and is time-frequency shift-tolerant (TFS'f). 
Tite development of this thesis is as follows. Chapter 2 provides an ovenriew of the 
proposed recognition model. Chapter 3 investigates the characteristics of time-frequency 
distributions to identity a class of time-frequency distributions which is suitable for the 
temporal-spectral alignment recognition scheme. A suitab1e class of time-frequency 
distribution is the Cohen class [9] which 1.; c!Jaracterised by time and frcq_ut:ucy shift 
invariance. Chapter 4 investigates signal analysis using the spectrogram, which is a time-
frequency distribution of the Cohen class. 
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The recognition scheme for temporal-spectral alignment of nonstationary signals is 
developed in chapter 5. The requirements for tlte time-frequency preprocessing and the 
relation to correlative interpreta~ions of time·frequency distributions and invariant 
pattem recognition schemes are investigated. Chapter 6 applies the recognition scheme 
to the analysis of speech phonemes. A particular problem identified during analysis is the 
possibility of different signal representations for the same phoneme. 1l1is is due to 
variation in speaking rate or tone. For example, the phoneme 'i' may be uttered with a 
low tone or a high tone resulting in two different signal representations. A classification 
scheme is required to classi~1 signals according to their signal content rather than their 
linguistic information. 
Chapter 7 investigates the counterpropagation network [I OJ and proposes a modification 
to the network mechanism to allow for classification of speech phonemes based on their 
respective signal content rather than their linguistic infonnation. Chapter 8 applies the 
temporal-spectral alignment recognition scheme and modified cowttcrpropagation 
network to the recognition task of speech phonemes. 
Chapter 9 provides au overview of tfr, an environment to pcrfonn time-frequency signal 
analysis and recognition using artificial neural networks which was developed to facilitate 
the research. 11te environment provides tools for time-frequency signal analysis and 
simulations of the cowlterpropagationnetwork. 
J 
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Chapter 10 gives recommendations for further research using other time-frequency 
distributions and incorporating fuzziness into the developed counterpropagation 
network. TI1ese improvements should increase the recognition rate and the scheme can 
be extended to allow for recognitimt of speech from different speakers. Chapter 11 gives 
conclusions for the overall research. 
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CHAPTER 2 OVERViEW OF RECOGNITION MODEL 
2.1 General M~rlel for Speech Recognition 
Fig. 2.1 shows a general model for speech recognition [II]. 
Speoc h si0 . • Signal Processing ! J 
. A prion 
trainin g 
Words trings 
Fe~ture Extraction 
Time Alignment and 
Pattern Matching 
Language I>rocessing 
Fig. 2.1. Speech Recogttition Model 
The major components of the model include: 
1) a signal processing module for obtaining a representation of the speech signals. 
2) a feature extraction module for identifying the key components ofthis 
representation and eliminating redundant infonnation. 
3) time alignment and pattem matching algorithms for perfonning word detection. 
4) language processing for selecting n final word !:Jtring. 
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The objective of the signal processing module is to process the sampled speech signal 
and produce a representation which is independent of amplitude variations, talk~!r stress, 
or noise introduced from the transmission medium or channel 
The feature extraction module computes a set of parameters whlch capture transitions in 
the signal and provide a robust representation of the target phoneme. These parameters 
or features are generally sampled at fixed~time intetvals. Juang et. al. concluded that 
spectral representations are arguably the most important parametric representations in 
speech recognition applications [12]. 
Time alignment and pattem matching algorithms attempt to match a spoken word against 
a giVen representation of that word. Time nlignment refers to the alignment of speech 
signals which have been modelled, to those which are "time-warped" in the utterance due 
to changes in speaking rate. TI1e nwst successful conventional methods for temporal 
alignment includE.. dynamic time warping and hidd~n Markov models. 
Another problem in time alignment is the recognition of speech signals which have been 
shifted in time from the modelled signals. Researchers have reported on the p otcntial of 
time-de!ay neural networks (TDNNs) to perfonn the recognition task [1-3]. 
11lc final stage of the recognition process consists of a language }Jroccssing module 
which attempts to resolve the possible word selections using language specific 
constraints or knowledge. 
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2.2 Recognition Model Using Time-Frequency Distributions and Artificial 
Neural Networks 
The general model for speech recognition requires feature extraction and time-alignment. 
'This thesis proposes a recognition scheme using the combination of artificial neural 
networks and time-frequency distributions. The time-frequency distribution of the 
speech signal is 1.v;cd for representation. For the inputs to the neural network, a two-
dimensional Fourier transf01m is performed on the time-frequency distribution so that the 
resulting time-frequency tJattem is always located in the same position regardless of any 
time and frequency shifts in the speech signal. llte proposed scheme has advantages of 
both time alignment and spectral alignment which may have application in recognition of 
speech from diffurent speakers. 
2.2.1. Requirements 
The requirements on the input pattems to the neural networks using the time-frequency 
di;;tribution approach have been reported in [7, 13]. TI10se requirements that are specific 
to the speech recognition problem, especially when the network relies on a fixed position 
pattern to recognise the corresponding target speech signal, include: 
I) the input pattem must have features which reveal the characteristics of the 
speech signal in a robust and significant numner; 
2) the pattem should discriminate well between different signals; 
3) the pattem should remain the same independent of the location oftbe target 
speech signal in the observation window for the time-frequency distribution 
processing. 
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While Requirements 1) and 2) are desirable in all speech recognition applications, 
Requirement 3) is most important if the neural network does not have the ability to 
recognise any time shift in the input speech signal 
For speaker-independent recognition, additional requirements are necessary to cover the 
variations in the frequency of the speech signals as well as in the duration: 
4) the pattem should be independent of any frequency shift relative to the training 
pattern; 
5) the pattem should be the same regardless of any variation in the duration of the 
target speech signal 
To satisfy Requirements 3), 4), ;md 5), a metl,od which produce.c; the same fixed-position 
pattern for the same speech signal independent of any possible time shift as well as 
frequency shift in the speech signal is needed. 
2.2.2 Proposed Recognition Model 
Fig. 2.2 shows the proposed recognition model. TI1e feature extraction module from the 
general model has been replaced by the time-frequency representation of the speech 
signal. Tite time-alignment and pattem matching module has been separated into two 
stages comprising of a preprocessing algorithm followed by pattem matching. 
Titc preprocessing algorithm applies a two-dimensional Fourier transform to the time-
frequency representation of the speech signal. 11te resulting distribution is indepe1:dent 
9 
of any amount of possible time-frequency shift. The distribution is normalised and 
passed to the input layer of the neural network for recognition. 
Speech signa.!!- ---Iii 
Aprio 
training 
Word strings 
ll 
Signal Processing 
1 
Time-Frequency 
Representation 
1 
Preprocessing 
Algorithm 
1 
Pattem 
Matching 
1 
Language Proccssin 
Fig. 2.2. Proposed Recognition Model 
2.1.3 Assumptions 
To simplify analysis the following assumptions are made. 
1) At any time, there can be only one target speech signal in the obseiVation window. 
2) l11c target speech signal is from a known set of speech signals. 
3) Although the signal can be located in any part of the obsetvation window, the 
whole of the target speech signal is captured in the observation window. 
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CHAPTER 3 TIME-FREQUENCY DISTRffiUTIONS FOll. 
NONSTA1'10NARY SIGNAL RECOGNITION 
3.1 Time-Frequency Signal Analysis 
Time-frequency representations (TFRs) of signals chdr?cterise signals via a joint function 
of time and frequency. 11te objective is to combine time~domain and frequency-domain 
analyses, such that both temporal and spectral charactetistks of the signal are displayed 
simultaneously. TFRs are time-varying spectral representations which are similar 
conceptually to a musical score with time running along one axis and frequency along the 
other axis [i 4]. TI1e values of the TFR surface above the time· frequency plane give an 
indication as to which spectral components are present at which time. 
TFRs have been applied to a wide range of different fields such as speech analysis, 
pattem recognition, optics, radar and sonar, seismic prospecting, analysis of biological 
and medical signals, chaotic systems, machine fault detection, and other fidds [15). 
TFRs are useful for analysis of non·stationary signals. Fig. 3.1 show~ the nugnitude 
spectrum and time·frequency representation for a non-stationary signal with two 
frequency components occurring at different times. Tite time-frequency represc:ttation 
shows that there is a frequency com1Jonent of 2000Hz from 0.1 to 0.2 seconds and 
another frequency component of 4000Hz from 0.3 to 0.4 seconds. Tite magnitude 
spectrum only provides infonnation on the frequency content of the signal but has no 
information as to when the frequencies occur. Similarly, the time signal shows that there 
are two frequency components from 0.1 to 0.2 seconds and 0.3 to 0.4 seconds but 
provides no infonnation on the frequencies oftbe components. 
II 
Time signa/ 
1 
0 
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Fig. 3.1. Time signal, magnitude spectrum and time-frequency representation of a 
non stationary signal with two frequency components 
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3.2 c•assification of Time-Frequency Representations 
Time-Frequency Representations (TFRs) can be broadly classified into linear, bilir.ear, 
and nonlinear TFRs. Bilinear TFRs (BTFRs) can be fmther classified into the Cohen 
class and the power classes. Fig. 3.2 shows the classification scheme of TFRs and the 
relation between different TFR types and classes. Table 3.1 lists some exampies ofTFRs 
in different types and classes. 
Linear TFRs satisfY the superposition or linearity principle which states that if x(t) is a 
linear combination of some signal components, then the TFR of x(t) is the same linear 
combination ofthe TFRs of each of the signal components [14). 
x(t) ~ c1x1(1)+<2x2(t) => T (t,f) = c1T (t,f)+c2Tv (t,f) X Xl .. 2 (3. I) 
Linearity is a desirable property in any application involving multicomponent signrtls 
(e.g., speech). Two linear TFRs are the shmt-time Fourier transfonn (STFT) and the 
wavelet transfonn (WT). 
Tite STFT preserves frequency shifts in the signal x(t'), and it preserves time shifts up 
to a modulation factor. TI1e WT preserves time shifts and time seatings. It does not, 
however, preserve frequency shifts. 
x(t) = x(t)eM"' => STFT,(t,f) = STFT,(t,J- j,) (3.2) 
(3.3) 
x(t) = x(t- 10 ) => WT, (I ,f)= WT,(t- t,,j) (3.4) 
x(t) = Mx(at) => WT,(t,f) = fiT,(at, f) 
a 
(3.5) 
l 
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Fig. 3.2. Classification of Bilinear time-frequency representations showing the relation 
between different classes and domains (FT is a Fourier transfonn in the direction of the 
arrow). 
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Table 3. :. Examples ofTFRs in different types and classes. 
Linear TFRs 
short-time-fourier transfonn (STIT) 
wavelet transform (WT) 
Bilinear/Quadratic TFRs 
Co/sen class (C) 
spectrogram (SPEC) 
smoothed pseudo-Wigner distribution (SPWD) 
Page distribution (PD) 
Levin distribution (LD) 
Bessel distribution (BD) 
Shift-scale-itlmriant sllbclass (D) 
Wigner distribution (WD) 
Rihaczek distribution (RD) 
generalized Wigner distribution {GWD) 
real-valued generalized Wigner distribution (RGWD) 
Born-Jordan distribution (BJD) 
Choi-Williams distribution (CWO) 
Affine class (A) 
scalogram (SCAL) 
Affine-/Jyperbolic subclass (AH) 
Bertrand distribution (BED) 
powergram (POW) 
Hyperbolic class (H) 
modified Altes distribution (MAD) 
hyperbolog.ram (HYP) 
Corre/ati1•c Cohen class 
ambiguity function (AF) 
Nonlinear/nonquadratic TFRs 
radially-Gmlssian k!!rne\ distribution (RGD) 
Cohen nonnegative distribution (CND) 
IS 
Quadratic TFRs satisfies the "quadratic superposition priuciple". 
x(t) = c,x, (t) + c,x, (t) => T, (t,j) = jc.[' T,, (t,f) +jc, j' T,, (t ,f) (3.6) 
where T, (t,f) is the "auto-TFR" of the signal x(t) and T,,>, (t ,f) is the "cross-TFR" of 
the two signals x,(t)and x, (!),with T,_, (t ,f) = T, (t ,f). 
Bilinear TFRs can be divided into two main classes; the Cohen class characterised by the 
properties of time and frequencypshift invariance and the power classes (PCs) 
characterised by the properties of scale~covariance and covariance to power-law time 
shifts [16]. Tite affine and hyperbolic classes me 11pecial cases of the PCs. 
Tite intersection between the Cohen class and the affine class fonns the shift-scale-
invariant subclass of which an important member is the Wigner distribution. 
Distributions from this subclass have properties which satisfy both the Cohen and affine 
classes. Similarly, the intersection between the aftme and hyperbolic clnsses fonns the 
affine-hyperbolic subc1ass with properties associated with both the affine aud hyperbolic 
classes. 
BTFRs of Cohen's class feaiures a time-frequency analysis resolution tllat is independent 
of the analysis time and frequency ("'constantMbandwidtb analysis"). In contrast, the PCs 
uses "constant-Q" time-frequency analysis, whose time resolution (frequency resolution) 
is proportional (inversely proportional) to the analysis frequency. The powergram 
distribution in the PCs is analogous to the spectrogram in the Cohen c1ass. BTFRs of 
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Cohen's class with "'constant~bandwidth" can be converted into "constant-Q" BTFRs 
using a "constant-Q-warping" procedure [16]. 
BTFr .s can also be grouped into two basic domains; the energy density domain (E-
domain) with energetic interpretation, and the correlation domain (C-domain) with 
correlative interpretation. Titese domains are related by a Fourier transform duality. A 
literature search revealed definitions for the correlative Cohen class and the correlative 
hyperbolic class. No definitions were made for the correlative affine class, though one 
could theorise that it exists and could be combined ,vith the correlative hypcrboiic class 
to fonn the generalised corrt:lative power classes. 
Nonlinear TFRs are not widely used. Examples of nonlinear TFRs are the radially-
Gaussian kernel distribution and Cohen's nonnegative distribution. 
3.3 Cohen and Power Classes BTFRs 
Cohen's class of distributions have the general fom\ of 
P(l, w) = ~1-, JJJ e -;m- 1""1·''"¢( 9, r).s' (11 -_I_ r )s(u +_I_ r)dudaf9 
4rr 2 2 
(3.7) 
where ¢(9, r)is an arbitrary function called the kernel [4]. The Cohen class ofBTFRs 
are characterised by the time and frequency-shift invatiance properties. A time 
translation in the distribution produces a corresponding shift in the distnbution. 
Similarly, shifting the spectrum by a fixed frequency results in the distribution beir.g 
shifted by the same amount. 
x(t) = x(t + t,) => P, (l,w) = P,(t + t,, w) (3.8) 
x(l) = x(l)e-1"" => P, (1, w) = P,(t,w +w,) (3.9) 
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The time-frequency shift invariance property underlying Cohen's class implies a time-
frequency analysis that is independent of the analysis time and frequency. All points on 
the time-frequency distn1mtion are analysed with the same time resolution and the same 
frequency resolution. 
In contrast, ihc power classes of BTFRs are characterised by the properties of scale 
covariance and power-law time shift covariance. The general fonn of power clas',e.s 
BTFRs can be written as 
T,(t,f) = -
1
1
1 
f Jrr(i•, f,}e"<,;[f} e(1')]x(f,)X'(j,)df,df, (3.10) !J,f, If /, !, 
where rr(~,;) i.e :mel function [16]. 
The scale covariance property can be expressed as 
x(t) =Fax( at)=> T, (I ,f)~ T, (at, f) (3.11) 
a 
and the power-law time shift covariance property can be expressed as 
x(•) = x(t -ce,(J} => T, (t,j) = T,(t- cr ,(/),/) (3.12) 
where T" (/) is a power function, K e 91 is the power parameter, and c: ~.: i.s the family 
of functions indexed by the power parameter K and is given by 
•·,(b)ll{sgn(b))bl', 
lnb, 
beSl for K*O 
b>O for K=O 
where sgn(b) is -I forb< 0 and l forb> 0 [16]. 
(3.13) 
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The power classes TFRs are a generalisation of the affine and hyperbolic classes which 
have been proposed as frameworks for a '"constant-Q" time-frequency analysis, which 
has time-resolution (frequency resolution) proportional (inversely proportional) to the 
analysis frequency. 
The affine class comprises aU BTFRs that are scale covariant and time-shift covariant. 
The hyperbolic class ~ornprises all HTFRs which also have the scale-covariance property 
but is covariant to ~'hyperbolic time shifts". 
(3.14) 
The hyperbolic class is important in the analysis of Doppler invariant signals used in bat 
and dolphin echolocation, and of "locally self-similar" signals used in fractals and 
fractional Brownian motion [17]. 
Tite scalogram and hypcrbologram are members of the affine and hyperbolic classes 
respectively and are analogous to the spectrogram in Cohen's class. Tite powergram is a 
generalisation of the scalogram and hyperbolograrn and is defined as the squared 
magnitude of a 'lJower-shift wavelet transfonn" [ 16]. Tite powergram reduces to the 
scalogram for the power parameter K = l and to the hyperbologram for K = 0. 
3.4 Energetic and Correlative Domains 
The duality of energy densities a:~d auto-correlation functions forms the basis for the 
general duality of energetic and correlative BTFRs [18]. The interpretation of the 
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BTFRs of the "energetic" domain (E-domain) is based on the instantaneous powe-r 
p, (t) and the spectral energy density P,(f) defined by 
p,(t) = /x(t)/' (3.15) 
P,(/) = /X(J)/' (3.16) 
The BTFRs of the correlative domain (C·domain) are interpreted in tenns of the time-
domain and frequency-domain correlation functions. 
r.(r) = f x(t + r)x'(t)dt (3.17) 
R,(v)= f X(f+u)X'{J)dj (3.18) 
1 
The energy Ex of a signal x(t) can be derived from the energy densities p_,(t), 
P, (f) and correlations r, { r), R, (v) according to 
E, = f p,(t)dt = f P,(f)df (3.19) 
1 
E, = r,(o) = R,(o) (3.20) 
BTFRs of the E-domain seek to c-ombine the one-dimensional energy densities p_,(t), 
P, (J} into a two-dimensional, joint "time-frequency energy density" ~(ul(t,f). 
Examples of E-domain BTFRs are the Wigner distdbution, the exponential disti-ibutiou, 
and the spectrogram. 
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The concept ofC-domain BTFRs is the combination of the one-dimensional correlations 
rJr) , R..- ( u) into a two-dimensional joint "time-frequency correlation" T:r(c) ( r, v) 
where r and v denote a time and frequency lag respectively. Examples of C-domain 
BTFRs are the ambiguity function (symmetric definition) and the asymmetric ambiguity 
function. 
The E-domaiu and C-domain are related by a Fourier transform duality. As a special 
case, the Fourier transform duality of the Wigner distribution (WD) and the ambiguity 
function (AF) is well known 
(3.21) 
(3.22) 
Fig. 3.3 shows the Fourier transfonn relations connecting kernels hq (t, r), frQ (f, v), 
/". (t,f), j,, ( r, u) of shift-invariant (Cohen class) BTFRs. 
Fig. 3.3. Fourier transform relations connecting kernels fr, (1, r), fro(/, v), /", (t,J). 
!,, (r,v) 
l 
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An important property is that a convolution operation in the energetic domain maps into 
a simple multiplication operation in the correlative domain. A similar result holds for the 
class of shift-scale-invariant BTFRs where the E-domain and C-domain are also related 
by a Fourier transform duality. 
3.5 Applicability to Temporal-Spectral Alignment Recognition Scheme 
11te objective of the proposed recognition scheme is to obtain the same fixed-position 
pattem for the incoming speech signal independent of any possible time shift as well as 
frequency shift in the signal. Tite preprocessing operation consists of performing a 
double Fo:.nler transfonn on the signal TFR and taking the magnitude of the resulting 
distribution. Tite requirements for the preprocessing (discussed in chapter 5) are for the 
TFR to presetve time and frequency shifts. 
11tis eliminates the use oflinear TFRs like the STFT and the WT. Tite STFT presetvcs 
frequency shifts in the signal and it prese1ves time sh!fts up to a modulation factor. Tbe 
WT presetves time shifts and time seatings but does not presetvc frequency shifts. 
A suitab!e candidate for TFST preprocessing is the Cohen class of BTFRs which is 
cl1aracterised by the properties of time and frequency shift invariance. TFRs of Cohen's 
class uses an analysis resolution that is independent of the analysis time and frequency 
and suffers from time-frequency resolution limitations. 
11te power classes ofBTFRs uses multi-resolution analysis and may provide better time-
frequency resolution. However, this class of BTFRs does not have the frequency shift 
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invariance property and it is not known how tltis would affect the preprocessing. A point 
to note is that a BTFR in Cohen's class can be transformed into a hyperbolic class BTFR 
by a warping operation and vice versa. 11tis may provide the solution for preprocessing 
of power classes BTFRs which includes the affine class of which the scalogram is a 
member. Another point to note is that the preprocessing may require the use of the 
power signal expansion which generalizes both the Fourier and Mellin transfonns [16]. 
l11e intersection between the Cohen class and the affine class forms the shill-scale-
invariant subclass which has properties of time and frequency shift invariance and scale 
covariance. TIIis is an extremely interesting subclass of BTFRs for preprocessing. 
However, it is not known how the scale invariance properties would affrct the 
preprocessing. An important member of this subclass is the Wigner distribution. 
The prepror.:essing operation applies a double Fourier transfonn on energetic BTFRs. 
This is similar in concept to the Fourier transfonn duality of energetic mtd correlative 
BTFRs. The distribution kemels in the correlation domain is simpler when compared to 
equivalent kernels in the energetic domain. Convolution in the energetic domain maps 
into a simple multiplication opliration in the correlative domain. Titus, it is arguable that 
the preprocessing operation which is a transfonnation from the energetic domain to the 
correlative domain would result in distributions which would produce simpler patterns 
for signal detection and c1assification using artificial ncurnl networks. 
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CHAPTER 4 SPECTROGRAM TIME-FREQUENCY SIGNAL ANALYSIS 
4.1 Introduction 
The Cohen class of time-frequency representations have the general form of [9] 
P( t, f) = fiJ e''~1 "-' 1g( v, r)s( u- ~ r ){ u + ~ r )<''"'' dvdudr 
where g(v. r) is an arbitrary function called the kemel. 
Tite kernel function for the spectrogram is given by 
g(v, r) =I h'( u- ± r)e''"'h( u + ± +~~ 
and the time-frequency distribution for the spectrogram is given by 
P{ t,f) =II<''"'' s{ r)h{ r- t)drf' 
(4.1) 
(4.2) 
(4.3) 
Tite integral expression within the modulus brackets in equation (4.3) is commonly 
known as the short-time Fourier transfonn (STFT). s(t) is the signal and h(t) is a 
window function. The window function detennines the portion of the signal that 
receives emphasis at a particular time. 11te sequence x,(t)==~r)h(r-t) is called a short-
time section ofx(t) at time 1'. lltis sequence is obtained by time-reversing the analysis 
window h{t), shifting the result by 1, and multiplying it with s(t). l11e frequency function 
x, (f) with t fixed is obtained by taking the Fourier transform of tl:e short-time section 
X r ( t) . The next frequency function is Obtained by sliding the time-reversed windOW 
further up the signal, shifting the result by 1, multiplying with the sigual s(t), and taking 
the Fourier transfonn of the resulting short-time section. 
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4.2 Properties of Spectrogram 
Table 4.1 summarises the time·frequency properties of the spectrogram and compares it 
with other time-frequency distributions [15 ]. 
Table 4.1. Comparison oftime-frequency properties of spectrogram with other time-
frequency distributions 
Property Spectrogram Wigner Ribaczek Exponential 
PO nonnegativity X 
PI realness X X X 
P2 time-shift X X X X 
P3 froquency-shift X X X X 
P4 time-lllilrcinal X X X X 
P5 frequency-marginal X X X 
P6 instantaneous frequency X X 
P7 crroup delav X X 
P8 time support X X 
P9 frequency support X X 
PI 0 reduced interference X X 
An advantage of the spectrogram over other bilinear time-frequency distributions is that 
it is always positive. Bilinear distributions which give the proper marginals are never 
positive for an arbitrary signal. The spectrogram is a time-frequency distribution of the 
Cohen class and preserves time and frequency shifts. 
4.3 Effect of Window Function 
The window function plays an important role in the time-frequency resolution of the 
STFT. Two considerations have to be taken: 
( l) the characteristics of the window function 
(2) the size ofthe window 
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Each short-time section in the STFT is obtained by multiplying the signal with a wiodow 
function in the time-domain. This corresponds to convolution of the signal spectrum 
with the window spectrum in the frequency-domain. To minimise spectral leakage, the 
window shape should be chosen to minimise its side lobe levels. This unfortunately has 
the effect of increasing the main lobe width, causing it to spread into tlte adjacent side 
lobes causing spectral smearing. 
A commonly used window function is the Hamming window given by 
w( t) = {0.54 + 0.46 cos(2nt I T, ), 
0, 
-T,/25t5T0 /2 
!t!>T, /2 
(4.4) 
Fig. 4.1 shows the spectrog(am of a signal with a frequency component occurring at two 
different times usin~ a rectangular window and a Hamming window respectively. The 
figure shows that the rectangular window causes more spectral leakage than the 
Hamming window. For analysis, the Hamming window provides a better time~ frequency 
resolution than the rectangular window. 
Another consideration is in the size of the window. For good frequency resolution, the 
window size should be as large as possible, whereas good time resolution requires a 
small window. A useful insight is that if the window is as large as the signal, then the 
STFT generalises to the frequency spectrum of the signal, and if the Dirac impulse 
function is used as the window, then the STFT becomes the time signal. Fig. 4.2 shows 
the spectrogram using the Hamming window for different window sizes of64-points (6.4 
ms), 128-points (12.8 ms), 256-!>0ints (25.6 ms), and 512-points (51.2 ms) for a signal 
with two frequency components occurring at different times. The spectrogram using the 
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256-point window gives tlte best time-frequency resolution since the components can be 
resolved in both time and frequency. Tite 64-point window gives good time resolution 
but is Wlable to resolve the different frequency components. In comparison, the 512-
point window gives good frequency resolution but is wtable to resolve the signal 
components occurring at the different times. 
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Fig. 4. 1. Spectrogram using rectangular and hamming vvindow 
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Fig. 4.2. Spectrogram for different window sizes 
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4.4 Sampling Rate for Discrete Spectrogram 
The discrete form of the STFT is given by [19] 
nO+T/2-1 
X(n,m) = L;w(nD- k)x(k)e'""'"''' (4.5) 
k""'nD·T/2 
A consideration in the digital implementation of the STFT is the rate at whlcb the 
continuous STFT should be sampled in both the time and frequency dimensions to 
provide an unaliased representation from which the original signal can be exactly 
recovered. 
Allen [19] reported that there is no significant information lost if the short-tenn spectrum 
X(t,f) is replaced with its sampled version X(n,m) by sampling it at the two Nyquist 
periods !IF and liT. 
X(n, m) = X(n I T,m I F), n and m integers (4.6) 
If a Hamming window is used, then an oversampling ratio of four times is required. 
29 
CHAPI'ER 5 RECOGNITION SCHEME FOR TIME-SPECTRAL 
ALIGNMENT OF NON-STATIONARY SIGNALS 
5.1 Recognition Schemes 
Speech signa!s are inherently multi~component non-stationary signals with frequencies 
changing continuously over time. A number of different recognition schemes have 
evolved in the classification of non-stationary signals. The schemes generally conform to 
the following steps [20]: 
l. Establish an obsetvation window and consider the most rer;ent history of the signal 
over some reasonable finite length of time. 
2. Perform signal segmentation by dividing the time series into a succession of fixed or 
variable length segments based upon heuristic rules that focus on specific features of 
the time series. Commonly used features are the amplitude of the signal or the 
spectral energy. 
3. Extract and quantify specific features for each segment to obtain an ordered sequence 
of feature-sets. Examples of feature-set parameters include the spectral energy 
density, and variations in spectral peaks and bandwidth. 
4. Independently classify each of the feature sets in the sequence, usmg a pattem 
classification algorithm. Ench classified segment is an event. 
5. Classify the entire sequence of events, using a signal classification algorithm. TI1e 
result is the final outcome. 
The above classification process for non-stationary signals requtres some kind of 
temporal pattcm matching to be perfonned. Examples of techniques used for the 
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temporal pattern matching include Hidden Markov Models (HMMs) and Linear 
Predictive Coefficients (LPC) analysis. These methods attempt to use the particular 
order in which events occur to recognise the overall signal 
In this chapter, we consider an alternative to the recognition scheme described above by 
perfonning preprocessing on the time-frequency distnlmtion of the signals. The 
proposed scheme does not require signal segmentation and feature extraction of the 
signals. In addition, the scheme has the additional merit of providing spectral alignncent, 
which may have importance in recognition of speech from different speakers. 
5.2 Time Shift-Tolerant Preprocessing 
All time-frequency distributions of the Cohen class have the time and frequency shift 
invariant property [9]. Let a signal and its time-frequency distribution be denoted by 
s(t) and P{t, w) respectively. l11en 
if s(t) -H(t + t 0) 
then P(t, w) -l> P(t + t 0 , w) 
Similarly, 
if s(t) ---t s(t)eiwJ 
then P(t,w)---t P(t.w+w 11 ) 
(5.1) 
(5.2) 
(5.3) 
(5.4) 
Let s(t) be a signal consisting of two frequency components occuring at two different 
periods of time t 1 and t1 • Fig. 5. 1 (a) shows the signal s( t) and Fig. 5 .l(b) shows its 
corresponding time-frequency representation P(t,w). 
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IT] __ ~] 
tl t2 
(a) signa] s(t) 
w, •+ H. 
w, •HO••H •• !• 
t J t2 
(b) time-frequency representation P(t,w) 
Fig. 5.1. signal s(t) and time-frequency distribution P(t,w) 
The time-shift invariant property of the Cohen class time-frequency distribution says that 
ifthe signal s(t) is shifted by a constant t 0 , then the time-frequency representation would 
also be shifted in time by the same amowtt. 
Fig. 5.2(a) and 5.2(b) shows the time-shifted signal and corresponding time-frequency 
representation respectively. 
c_~J -r-_r 
t 1 + t 0 l2 + 10 
(a) time-shifted signal s(t + t0 ) 
w, 
w I 
······• 
t 1 +1 0 t 2 +t 0 
(b) time-frequency representation P(t + t 0 , w) 
Fig. 5.2. time-shifted signal s(t + t 0 ) and corresponding time-frequency distribution 
P(t+t 0 ,w) 
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A desirable feature in a recognition scheme would be to have the system classify s(t) and 
s(t + t,) as the same signal. Malkoff et. al. [7] showed that the final representation 
could be made to be il! _.~'!})en dent of any possible shifting of the origin in time by 
perfonning a Fourier transform along the time axis at each frequency in the distn1mtion. 
Define 
J(B, w) ~ J P(t, w)e-i"d (5.5) 
and J," (0, w) the transform for the time-shifted signal by t 0 • TI1en 
(5.6) 
Proof' 
J,
0
(B,w) := JP(t +t0 ,w)e-.ll"dt (5.7) 
J{O,w) was defined to be the Fourier transform ofP(t,w) along the time axis. Therefore, 
the Fourier transfonn of P(t +t0, w) is J(B, w)e·jl~o. 
(5.8) 
(5.9) 
Fig. 5.3 shows the spectrograms and corresponding time shift-tolerant (TST) 
spectrograms for a time-shifted chirp signal. The figure shows that the TST 
spectrograms show close resemblance. The Euclidean distances for the different time-
shifted spectrograms and TST spectrograms were calculated as sho\1\71 in Tables 5.1 and 
5.2. 
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The small distances in the tables for the TST spectrogram confirm that the pattems are 
alike. 
Table 5. 1. Euclidean distances for different time-shifted spectrograms 
t t+O.Is t+0.2s t+0.3s 
t - - - -
t+O.Is 1.4142 
- - -
t+0.2s 1.4142 1.4142 - -
t+0.3s 1.4142 1.4142 1.4142 -
Table 5.2. Euclidean distances for different time-shifted TST spectrograms 
t t+O.Is t+0.2s t+0.3s 
t - - - -
t+O.Is 0.1116 
- - -
t+0.2s 0.0364 0.110 I - -
t+0.3s 0.0364 0.0775 0.0534 -
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Spectrogram of chirp time-shifted (0.1 s) 
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Fig. 5.3. Spectrograms and corresponding TST spectrograms for time-shifted chirp 
signal 
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5.3 Frequency Shift-Tolerant Preprocessing 
Tc account for variations in speech from different speakers, a desirable feature would be 
to have the final representation to be independent of any possible shifting of the origin in 
frequency. Fig. 5 . .4(a) and 5.4(b) shows the frequency-shifted signal and corresponding 
time-frequency representation respectively. 
[----.--}---] 
___ ]___ ---··--
t] t2 
{a) frequency-shifted signal s(t)ejwo' 
(w2+wo)· 
(Wt +wo) ......•.. 
l __ . --~-·-
t1 tz 
(b) time-frequency representation P(t,w+w0) 
Fig. 5.4. Frequency-shifted signal slt)ejw"' and corresponding time-frequency 
rerpresentation P(t, w+w0 ) 
To make: the final representation to be independent of any possible shifting of the origin 
in frequency, a Fourier transform is performed along the frequency axis at each time in 
the distribution and taking the absolute value of the resulting distribution. Define 
-
K(t,¢) ~ f P(t, w)e"'dw (5.10) 
and Kwn (t,¢) the transfonn for the frequency-shifted signal by w0. Then 
(5.11) 
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Proof' 
Kw,(t,¢)~ JP(t,w+w,)e"'dw (5.12) 
K(t,~) was defined to be the Fourier transform of P(t,w) along the frequency axis. 
Therefore, the two~dimensional Fourier transform ofP(t,w+w0) is K(t,ift)e·j¢wo. 
I.e. Kw, (t,¢1) ~ K(t,ql)e·ilwo (5.13) 
and IKw, (t,¢1)1 = IK(t,¢1)1 (5.14) 
Fig. 5.5 shows the spectrograms and corresponding frequency shiflAolerant (FST) 
spectrograms for a chirp signal modulated at different frequencies. TI1e figure shows that 
the FST spectrograms show close resemblance. 11te Euclidean distances for the different 
frequency-shifted spectrograms and FST spectrograms were calculated as shown in 
Tables 5.3 and 5.4. 
The small distances in the tables for the FST spectrogram confirm that the pattcms are 
alike. 
Table 5.3. Euclidean distances for different frequency-shifted spectrograms 
f f+500Hz f+IOOOHz f+I500Hz 
f - - - -
f+500Hz 1.4142 - - -
f+JOOOHz 1.4 I 42 1.4142 - -
f+J500Hz 1.4142 1.4142 1.4142 -
Table 5.4. Euclidean distances for different frequency-shifted FST spectrograms 
f ft500Hz ftiOOOHz f+J500Hz 
f - - - -
f+500Hz 0.0397 - - -
f+JOOOHz 0.0528 0.0299 - -
f+J500Hz 0.0587 0.0550 0.0371 -
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Fig. 5.5. Spectrogram and corresponding FST spectrograms for frequency-shifted chirp 
signal 
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5.4 Time-Frequency Shift-Tolerant Preprocessing 
The proof for time shift~tolerance and frequency shift-tolerance can be combined into a 
general proof for time-· frequency shift-tolerance. Define 
•• 
L(O,ql) ~ J J P(t, w)e-'"e·'I<'Jtdw (5.15) 
and L,,,.w,J( 0,¢) the transform for the time-frequency shifted signal by (to,Wo). Then 
(5.16) 
Proof 
L (e "-) ~ f JP(t + t w + w )e·'"e"'dtdw (1 0 ,W 0 ) •'f o• o (5.17) 
~~ 
L(O,¢) was defined to be the two-dimensional Fourier transform ofP(t,w). Therefore, 
the two-dimensional Fourier transfonn of P(t+t0, w+wo) is L( B,¢')e·jl\oe·i""''" . 
i.e. (5.18) 
and (5.19) 
Altematively, the proof cmtlc' be viewed using the spatial shift property of the two-
dimensional Fourier transform [21]. 
(5.20) 
then (5.21) 
Tile absolute values of equation (5.20) and (5.21) are equal. 
" --- -·-·- "' '._,,~ 
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Fig. 5.6 shows the spectrograms aod corresponding time-frequency shift-toleraot (TFST) 
spectrograms for a chirp signal shifted at different times and modulated at different 
frequencies. The figure shows that the TFST spectrograms show close resemblance. The 
Euclidean distances for the different time-frequency-shifted spectrograms aod TFST 
spectrograms were calculated as shown in tables 5.5 and 5.6. 
The small distances in the tables for the TFST spectrogram confinn that the patterns are 
alike. 
Table 5.5. Euclidean distances for different time-frequency-shifted spectrograms 
t,f t+O.Js t,f+2000Hz t+0.3s,f+2000Hz 
t,f - - - -
t+0.3s 1.4142 
- - -
t,f+2000Hz 1.4142 1.4142 - -
t+0.3s,f+2000Hz 1.4139 1.4142 1.4142 -
Table 5.6. Euclidean distances for different time-frequency-shifted TFST spectrograms 
t,f t+0.3s t,f+2000Hz t+0.3s,f+2000Hz 
t,f 
- - - -
t+0.3s 0.1348 
- - -
t,f+2000Hz 0.1807 0.1984 - -
t+0.3s,fr2000Hz 0.1737 0.1721 0.0520 -
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Fig. 5.6. Spectrograms and corresponding TFST spectrograms for time-frequency 
shifted chirp signal 
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5.5 Algorithm Complexity 
The complexity of the TFST algorithm is equivalent to that required for a two-
dimensional Fourier transfonn. Efficient fast transforms like the fast Fourier transform 
(FFT) could be used. Since the two-dimensional Fourier transform is row-column 
decomposable, Fourier transfonns could be calculated for each row in the array followed 
by Fourier transforms on the columns of the intermediate array. 
For a N 1xN2 array, Fourier transforms on all rows in the array would require 
(N2N1/2)log2N 1 multiplications. Fourier transfonns on the columns of the intermediate 
array would ::-equire (N2Nd2)log2N2 multiplications. The total for both stages is 
therefore (N2N d2)log2(N tN2) complex multiplications. 
5.6 Relation to Correlative Time-Frequency Distributions and Invariant 
Pattern Recognition 
The TFST preprocessing algorithm involves a two-dimensional Fourier transform on a 
time-frequency distribution. As noted in chapter 3, the process is similar to a 
transformation of the distribution from the energetic domain to the correlative domain. 
The process of performing a two-dimensional Fourier transform on an image to obtain a 
representation which is invariant of the image location bas been reported ir. [22·23]. The 
difference is that images do not have one-dimensional interpretations. The time· 
frequency distribution could be seen to be a two-dimensional representation of the 
characteri~1ics of a one-dimensional signal. 
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CHAPfER 6 ANALYSIS OF SPEECH PHONEMES 
6.1 Phonemes 
The basic unit for describing how speech conveys linguistic meaning is called a phoneme. 
There are about 42 phonemes in American English made up of vowels, semivowels, 
dipthongs, and consonants. Fig. 6.1 shows the classification of the standard phonemes of 
American English into broad sound classes [11]. 
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Fig. 6.1. Classification oftlhonemes of American English 
Vowels are generally longer in duration than consonants. TI1ey are spectrally well 
defined and contribute significantly to the recognition of speech. A reasonable definition 
of a dipthong is a gliding monosyllabic speech sowtd that starts at or near the articulatory 
position for one vowel and moves toward the position for another. Semivowels are best 
I 
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described as transitiona4 vowel·like soWids, and are similar in nature to vowels and 
dipthongs. 
6.2 Time-Frequency Features of Speech Phonemes 
The soWid spectrograph is commonly used by phoneticians to study the structure of 
speech The spectrogram time-frequency distribution could be considered to be the 
digital comtterpart of the spectrograph. Fig. 6.2 shows the spectrogram for the vowel 
'a'. Tite figure shows four regions where the spectral energy is highest. Titese regions 
occur at the frequencies of about 250Hz, 1500Hz, 2000Hz, and 2700Hz. The 
frequencies at wbich the spectral energy are concentrated arc called the formant 
frequencies or formants. In general, the first three formants characterise the vowel and 
the higher fonnants are speaker dependent. 
Fig. 6.3 shows the spectrogram for the vowels 'a', 'c', 'i', and 'o'. 11te figure shows 
that the formant frequencies for the four vowels occur at different frequencies. TI1is 
characteristic can be used to distinguish between different vowels. 11te spectrogram for 
the vowel 'i' shows the fonnant frequency at I OOOHz rising after 0. 3 seconds. Sttictly 
speaking, 'i' is not a vowel but a diptbong. The spectrogram of dipthongs are 
characterised by change in their fom1ant frequencies. 
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Fig. 6.2 Spectrogram of the phoneme 'a' showing formant frequencies 
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Fig. 6.4 and Fig. 6.5 shows the shift·tolerant patterns for the vowels 'a' and 'e' 
respectively. A point to note is that the time shift-tolerant (TST), and time-frequency 
shift-tolerant (TFST) patterns occupy the entire window when compared with the 
spectrogram and frequency shift-tolerant pattem which is time-dependent and ends after 
about 0. 5 seconds. This characteristic of occupying the entire window provides potential 
for the TST and TFST pattem to recognis~ phonemes of varying duration. 
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Fig. 6.4. Shift-tolerant patterns for the phoneme 'a' 
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Fig. 6.5. Shift-tolerant patterns for the phoneme 'e' 
--
47 
6.3 Analysis of Vowels from a Single Speaker 
To investigate the behaviour of phoneme spectrograms when subjected to the Shift-
Tolerant algorithms, analysis was performed on the five vowels 'a', 'e', 'i', 'o', and 'u'. 
The spectrogram was obtained using a :1 12-point (23.2 ms) Hamming window. Tite 
speech samples were obtained from the TI46 speech corpus. In each case, four samples 
of the same vowel from a male speaker were used for analysis and the Euclidean 
distances between the vowels calculated. 
6.3.1 Vowel 'a' 
Fig. 6.6 shows the spectrograms obtained for the vowel 'a'. From the speclrograms, 
F>ur fonnant frequencies em; l11' distinguished. Tile fonnant frequencies in aU the 
~ctrograms appear to occur at t•i..:: ::.ame frequencies. Fig. 6.7 shows the Time Shift-
Tolerant (TST) spectrogram of the samples. Fig. 6.8 and Fig. 6.9 shows the Frequency 
Shift-Tolerant (FST) spectrograms and the Time-Frequency Shift-Tolerant (TFST) 
spectrograms respectively. Whereas, the spectrogram occupies the window for the 
duration of the vowel, the TST spectrogram and the TFST spectrogram occupies the 
entire time window. 
Table 6.1 shows the Euclidean distance between the .spectrograms. The large Euclidean 
distances shows that the spectrograms arc far apart with a maximum distance of 1.0471. 
Table 6.2 shows the Euclidean distance between the TST spectrograms. l11e distance 
between the samples have been reduced to a maximum distance of 0. 7709. Tite 
Euclidean distances between the FST spectrograms are shown in Table 6.3. Tite 
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maximum distance between the samples is 0.6077. Table 6.4 shows the Euclideao 
distances between the TFST spectrograms. TI1r~ maximum Euclidean distance between 
the samples is 0.3816. This is smaller than that obtained using the spectrogram, TST 
spectrogram, and FST spectrogram The smaller Euclidean distance implies that the 
samples have been moved closer together. 
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a e .. spectrogram T bl 6 I S uc 1 ean s ance or vowe a E rd di t r. I ' , 
a! a2 a3 a4 
a! - - - -
a2 0.9697 
-
- -
a3 0.6255 0.9460 
-
-
a4 1.0471 0.6046 0.8708 -
a e svectro~ram T bl 6 2 TST S uc t ean stance or vowe E rd di r. I ' , a 
a! a2 a3 a4 
a! - - - -
a2 0.6436 - - -
a3 0.3313 0.7709 
-
-
a4 0. 7045 0.4017 0.7646 -
a e .3. , Spectrogram T bl 6 FST  uc ean Istance or vowe a E lid d. I , , 
a! a2 a3 a4 
a! - - - -
a2 0.4671 
- -
-
a3 0.4941 0.2913 - -
a4 0.6077 0.3408 0.3629 -
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6.3.2 Vowel 'e' 
The spectrograms, TST spectrograms, FST spectrograms, and TFST spectrograms for 
the vowel 'e' are shown respectively in Fig. 6. 10, Fig. 6.11, Fig. 6.12, and Fig. 6.13 
respectively. There is a variance in duration between two ofthe samples of0.2 seconds. 
The Euclidean distances between the spectrograms, TST spectrograms, FST 
spectrograms, and TFST spectrograms are shown in Table 6.5, Table 6.6, Table 6.7, and 
Table 6.8 respectively. Tite TFST algorithm gave the smallest maximum Euclidean 
distance of 0.3756 and the spectrogram the largest maximum Euclidean distance of 
0.9574. 
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1 Tab e 6.5. Spectrogram Euc dean istance or vowe e li d" £ I , , 
e1 e2 e3 e4 
e1 - - - -
e2 0.9574 - - -
e.1 0.7554 0.5825 
- -
e4 0.9012 0.5519 0.5896 -
a e .. ~pectrogram T bl 6 6 TST S uc ean ts ance orvowe e Elid d"t £ I , , 
el e2 e3 e4 
e1 -
-
- -
e2 0.6399 - - -
e3 0.5267 0.3552 - -
e4 0.5595 0.3417 0.4550 
-
a e .. spectrogram T bl 6 7 FST S uc t ean 1stance or vowe e E l"d d" £ I , , 
el e2 e3 e4 
e1 - - - -
e2 0.5468 -
-
-
e3 0.4530 0.4225 - -
e4 0.5625 0.4647 0.4683 -
T bl a e 6.8. TF ST S pectrogram Euc 1 ean tstance orvowe I , , e 
el e2 e3 e4 
el - - - -
e2 0.2900 - - -
e3 0.3001 0.2609 - -
e4 0.2721 0.3565 0.3756 -
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6.3.3 Vowel 'i' 
The spectrograms, TST spectrograms, FST spectrograms, and TFST spectrog;rams for 
the vowel 'i' are showo respectively in Fig. 6.14, Fig. 6.15, Fig. 6.16, and Fig. 6.17 
respectively. 
The Euclidean distances between the spectrograms, TST spectrograms, FST 
spectrograms, and TFST spectrograms are shown in Table 6.9, Table 6.10, Table 6.11, 
and Tab!e 6.12 respectively. The TFST algorithm gave the smallest maximum Euclidean 
distance of 0.5035 and the spectrogram the largest maximum Euclidean distance of 
0.9676. 
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Ta bl e 6.9. rd di Spectrogram Euc 1 ean stance or vowe I ,. , I 
il i2 i3 i4 
il 
- - -
-
i2 0.7251 - - -
i3 0.8437 0.7808 - -
i4 0.9676 0.9338 0.8422 -
Table 6.10. I TST Spectrogram Euclidean distance for vowe 'i' 
il i2 i3 i4 
il - - - -
-
i2 0.4170 
- -
-
i3 0.4562 0.4910 - -
i4 0.5481 0.5587 0.5653 -
a e ::-;pectrogram Tb1 611 FSTS uc 1 ean tstance or vowe E rd d. l ,. , I 
i1 i2 i3 i4 
il - - - -
i2 0.5323 
- - -
i3 0.6235 0.4948 
- -
i4 0.7277 0.6710 0.5995 
-
a e T bl 6 12 TFST S cctrog!am uc 1 ean 1stance E rd d. 1 < ., I orvowe 
i1 i2 i3 i4 
il 
- - - -
i2 0.3511 
- - -
i3 0.3722 0.3958 - -
i4 0.5035 0.4374 0.4815 -
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6.3.4 Vowel 'o' 
The spectrograms, TST spectrograms, FST spectrograms, and TFST spectrograms for 
the vowel 'o' are showo respectively in Fig. 6.18, Fig. 6.19, Fig. 6.20, and Fig. 6.21 
respectively. 
l11e Euclidean distances between the spectrograms, TST spectrograms, FST 
spectrograms, and TFST spectrograms are shown in Table 6.13, Table 6.14, Table 6. 15, 
and Table 6.16 respectively. The TFST algorithm gave the smallest maximum Euclidean 
distance of 0.4269 and the spectrogram the largest maximum Euclidean distance of 
1.1090. 
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a e spectrogram T bl 6 13 S uc 1 ean I E rd d'st I' , 0 ance orvowe 
ol o2 o3 o4 
ol - - - -
o2 0.6992 
-
-
-
o3 0.8707 1.1090 - -
o4 1.0151 1.1074 0.9188 -
a e spectrogram ·uc ean I stance T bl 6 14 TST S E lid d' I , , orvowe 0 
ol o2 o3 o4 
ol 
- - - -
o2 0.3844 - - -
-
o3 0.5467 0.6362 -
-
o4 0.6090 0.8302 0.6629 -
a e :suectrogram T bl 6 15 FST S uc ean tstance E lid d' orvowe I , , 0 
ol o2 o3 o4 
ol - - - -
o2 0.4977 - - -
o3 0.7867 0.9432 - -
o4 0.6318 0.7799 0.4921 -
a e :S!lectrogram T bl 6 16 TFST S uc 1 ean IStance E l"d d' orvowc I , . 0 
ol o2 o3 o4 
ol - - - -
o2 0.2933 - - -
o3 0.4030 0.4117 - -
o4 0.4259 0.4269 0.3838 -
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6.3.5 Vowel 'u' 
Tite spectrograms, TST spectrograms, FST spectrograms, and TFST spectrograms for 
the vowel 'u' are shown respectively in Fig. 6.22, Fig. 6.23, Fig. 6.24, and Fig. 6.25 
resp~ctively. 
The Euclidean distances between the spectrograms, TST spectrograms, FST 
spectrograms, and TFST spectrograms are shown in Table 6.17, Table 6. 18, Table 6.19, 
and Table 6.20 respectively. The TFST algorithm gave the smallest maximum Euc1idean 
distance of 0.4107 and the spectrogram the largest maximum Euclidean distance of 
1. 1798. 
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T bl a e 6.1 . Spectrogram Euc 7 s lid di ean I , , stance or vowe u 
ul u2 u3 u4 
ul 
- -
- -
u2 0.9802 - - -
u3 0.8298 1.0492 
-
-
u4 0.5953 1.1798 0.9381 -
a e ..._.pee rograro T bl 6 18 TST S t uc ean E lid dist I , , u ance orvowe 
ul u2 u3 u4 
ul - - - -
u2 0.4571 - - -
u3 0.5073 0.5789 - -
u4 0.4589 0.6775 0. 7891 -
a e ..._.pec!rogram Tb1 619 FSTS UCI ean tstance E J"d d" I , , u orvowe 
u1 u2 u3 u4 
ul - - - -
u2 0.8338 - -
-
u3 ' 0.5548 0.8048 - -
u4 l" :·,, ~!'~3 1.0922 0.7191 -
- .·-· ... -~ 
a e , spectrog~am T bl 6 20 TFST S uct ean tstance E l"d d" orvowe I , , u 
u1 u2 u3 u4 
u1 - - - -
u2 0.3969 - - -
u3 0.3465 0.4107 - -
u4 0.3701 0.3551 0.3585 -
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Fig. 6.22. Spectrogram of vowels 'u' 
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Fig. 6.24. FST Spectrogram of vowels 'u' 
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6.3.6 Vowels Analysis 
The analysis from sections 5.3.1 to 5.3.5 showed that the shift-tolerant algorithms had 
the effect of bringing the phonemes samples closer together. To further investigate the 
applicability of the shift~tolerant Algorithms, a further analysis is performed using two 
sets of vowels from the same male speaker. The Euclidean distances were calculated 
between the sample sets. 
Fig. 6.26 and Fig. 6.27 shows tl;e spectrograms of the first set and second set of vowels 
respectively. The Euclidean distances for the spectrograms, TST spectrograms, FST 
spectrograms, and TFST spectrograms are shown in Table 6.21, Table 6.22, Table 6.23, 
and Table 6.24 respectively. 
There are three misclassifications using tbe spectrogram. 
'a' from set l 
'u' from set 1 
'e' from s~t 2 
=> 'o' from set 2 
=> 'e' from set 2 
=> 'u' from set I 
The TST spectrogram corrects one of the miscl:..ssification. It correctly classifies 'u' 
from set 1 to 'u' from set 2. 
The FST spectrogram conects the misclassification of <a' from set I being classified as 
'o' from set 2. However, it introduces three other misclassifications. 
'c' fi·om set l 
'o'fromset I 
'u' from set 2 
=> 'a' from scl 2 
=> 'c' from set 2 
=> 'i' from set I 
-- -----~ 
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The TFST spectrogram gave the best result. The algorithm successfully corrected the 
misclassifications using the spectrogram. The algoritlun accomplished this even though 
there is a variation in duration between the different phonemes. 
T bl 6 I S a e .2. spectn~g!am E l"d di uct ean I f stance o vowe s 
a2 e2 i2 o2 u2 
al 0.9697 1.2407 1.2986 0.9271 1.1416 
el 1.2449 0.9574 1.3491 1.3420 1.2439 
il 1.3395 1.3506 0.7251 1.260 I 1.3366 
ol 1.0405 1.2847 1.1908 0.6992 1.2571 
ul 1.1580 0.7472 1.3466 1.2746 0.980 I 
T bl 6 22 TST S a e . ~pectr'?~am E l"d d" f uc 1 ean tstance o vowe s 
a2 e2 i2 o2 u2 
al 0.6436 1.0867 1.2451 0.5965 1.0187 
el 1.1642 0.6399 1.3284 1.2772 0.8377 
i1 1.2243 1.3020 0.4170 1.1362 1.3020 
o1 0.6596 1.2390 1.1019 0.3844 1.1707 
ul 1 0076 0.5098 1.3249 1.2109 0.4571 
T bl 6 23 FST S E rd d. f a e • ~pcctrogram "'UC 1 can tstance o vowe s 
a2 c2 i2 o2 u2 
al 0.4671 0.4763 0.6140 0.5820 0.8242 
e1 0.4985 0.5468 0.7406 0.7798 1.0903 
i1 0.7867 0.6939 0.5323 0.5392 0.6895 
o1 0.5469 0.4566 0.5111 0.4978 0.7680 
u1 0.5610 0.4298 0.5131 0.4741 0.8338 
T b1 6 24 TFST S t E l"d d" t f I a e ;:-,11ec rogram ·uc 1 can ts ance o vowe s 
a2 e2 i2 o2 u2 
al 0.2996 0.4607 0.4634 0.3639 0.4703 
e1 0.3350 0.2900 0.4056 0.3770 0.4268 
i 1 0.5488 0.5408 0.3511 0.4574 0.5798 
ol 0.3720 0.3949 0.3728 0.2934 0.4102 
ul 0.4968 0.4632 0.4468 0.4933 0.3969 
~------
~ 
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6.4 Analysis of Time-Shifted Vowels 
For further investigation of the shift-tolerant algorithms, 10 samples of each vowel were 
taken from four speakers (2 male and 2 female) and shifted in time by a substantial 
amowtt. Tite respective shift-tolerant algorithms were used to average the samples to 
obtain reference templates for each vowel. llte shift-tolerant algorithms were applied to 
the time-shifted samples and the Euclidean distances for the spectrogram, TST 
spectrogram, FST spectrogram, and TFST spectrograms were calculated between the 
samples and the templates. 
Tables 6.25 to 6.40 shows the Euclidean distances between the respective shift-tolerant 
algorithms and the vowel templates for the different speakers. The results of the analysis 
are summarised in Table 6.41 which shows the recognition rate of the respective 
algorithms for different speakers. 
T bl 6 41 R a c t f I ·a t I "tl eCOJ!,Illtlou ra c o s n - o erant a1gon nns or k 1 eren spea crs 
Spectrogram TST FST TFST 
Spectrogram Spectrogram Spectro,gmm 
Male I 88% 94% 34% 96% 
Male 2 72% 100% 54% 100% 
Female I 76% 80% 34% 86% 
Female 2 66% 92% 38% 96% 
The TFST algorithm gave the best recognition rate for the different speakers. The 
highest recognition mte was I 00% which was obtained using the TST and TFST 
algorithms for the second male speaker. The FST algorithm perfonned poorest even 
when compared to the spectrogram. 
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The following conclusions can be drawt1 from the analysis. 
I) Tit~ shift-tolerant algorithms with the exception of the PST algorithm is superior 
to using the spectrogram alone. 
2) In general, it is easier to recognise speech from male speakers rather than female 
speakers. 
3) It is pointless to use the PST algorithm alone. Time shifts in speech signi!ls are 
due to the sampling procedure whereas frequency is a characteristic of the 
phoneme. 
4) Although the recognition rate using the TFST algorithm is high, there are 
phoneme samples \\hich are not being correctly classified. TI1is is especially for 
the female speakers. Tite classification algmithm should have the ability to 
classify signals based on their signal content rather than their linguistic 
infonnation. It was observed that the same speaker uttered the same vowel in 
different tones leading to different signal rcpicsentations. i\. good example is the 
vowel 'o' uttered by the second female speaker which leads to 3 misclassifications. 
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Tab! 6 5 E lid di e .2 . uc ean stance b 1i fi etween spectrogram _l!attems or l eaker rstmaes 
Samoles Template a Tei}!Plate e TemQ!ate i Temolateo Template u 
a1 0.8276 1.0097 1.0736 0.8291 0. 9463 
2 0.8476 1.0432 1.0748 0. 8558 0.9785 
3 0.9181 l.0830 Ll296 0.9781 1.0950 
4 0.9457 1.0246 l.l095 0.9372 0.9580 
5 0.8536 1.0327 l.l003 0.9254 1.0348 
--6 0.8665 1.0347 1.1158 0.8820 1.0061 
7 0.8096 1.0071 1.0521 0.8439 0.9240 
8 0.8917 1.0464 l.l007 0.8775 1.0186 
9 0.8586 1.0860 1.0763 0.8933 1.0405 
10 0.8650 1.0873 1.0937 0.8780 1.0397 
e1 0.9950 0.8194 1.1050 1.0659 0.8606 
2 1.0231 0. 7660 1. 1293 1.0807 0.9093 
3 0. 9845 0. 7388 1.0937 1.0607 0 8053 
4 1.0221 0.8525 1.1247 1.0845 0.8924 
5 0.9819 0.86\E l.OlnS 1.0622 0.8390 
6 1.0268 0.9600 l.l094 1.0933 0.9687 
7 0.9654 0.8231 1.0767 1.0559 0.8089 
8 1.0277 0. 7866 1.1292 1.0795 0.8610 
9 1.0296 0.7783 I 1314 1.0810 0.9357 
10 0.9885 0.7829 1.1011 1.0607 0.8323 
i 1 1.0189 I 0911 0. 7288 0.9694 1.1017 
2 1.0661 1.1160 0.7837 1.0273 1.!234 
3 1.0505 1.0928 0.8815 1.0544 1.0936 
4 1.0817 1.1166 1.0190 l.l019 1.1221 
5 1.0437 1.0887 0.8170 0. 9840 1.0976 
6 1.0703 I. 1232 0.7931 1.0054 1.1319 
7 1 0724 I 1164 0.8835 \.0672 1.1199 
8 \.0623 \.1009 0. 7897 1.0391 1.1075 
9 1.0702 1.1165 0.7860 1.0409 1.1233 
10 1.0974 1.1432 0.8155 1.0646 1.1534 
o1 0. 8227 1.0794 I '1507 0. 7536 1.0629 
2 0.8498 1.0648 1.0341 0. 7444 1.0435 
3 1.0183 1.1213 1.0847 1.0292 1.1147 
4 0.9421 1.0587 1.0706 0.8896 1.0335 
5 0.8034 1.0703 1.0631 0. 7861 0.9969 
6 0. 9.121 I 09-18 0.9503 0.8837 1.0868 
7 0.8716 1.06-16 1.0352 0.8079 1.0265 
8 0.8657 1.0507 1.0754 0.8310 1.0351 
9 0.8917 1.0806 1.0-!43 0.8357 1.0600 
10 0.8829 1.0966 0. 9888 0. 7428 1.0731 
u1 0.9832 0.8691 1.\272 1.0600 0.8217 
2 0.918"/ 0. 7485 1.0955 1.0116 0.6309 
3 1.0207 1.0132 1.1118 1.0767 0.98\6 
4 1.0254 0.9654 1.1098 1.0859 0. 9406 
5 0.9966 0.8136 1.1253 1.0631 0.8716 
6 0.9624 0.9680 1.1076 1.0-!40 0.8599 
7 0.9372 0.8889 1.102\ 1.0256 0.7:'.21 
8 0.949& 0.9053 1.!142 1.0264 0.7692 
9 0.9864 0.8458 1.1228 1.0452 0. 7884 
10 0.9621 0. 9328 I 1133 1.0519 0.8226 
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ble 6.26. Ta Euclidean distance between TST soectro_gram for first male soea ker 
Saffiotes Tenlotate a Template e Template i Template o Template u 
a1 0.2477 1.0354 1.1878 0.4562 0.9552 
2 0.4923 l.ll06 1.2130 0.6220 0.9871 
3 0.3142 1.1080 l.l934 0.4820 1.0255 
4 0.5182 1.0322 1.1910 0.6899 0.8619 
5 0.4250 L0608 !. 1478 0.5479 0.9563 
6 0.3761 1.1122 1.2480 0.5426 1.0483 
7 0.3039 0.9980 1.1966 0.5543 0.8187 
8 0.4541 1.1237 1.2493 0.5607 1.0832 
9 0.3582 1.1149 1.2128 0.5147 1.0326 
10 0.5032 U251 1.2509 0.7112 0.9838 
e1 1.0716 0.4781 1.2658 U891 0.6636 
2 1.0572 0.3090 1.2688 1.J 807 0.5035 
3 1.0682 0.3119 1.2624 l.1888 0.6144 
4 1.0657 0.4350 1.2761 Ll878 0.5208 
5 1.0717 0.4764 1.2632 1.1938 0.6528 
6 1.1351 0.5207 1.2807 1.2134 0.8057 
7 1.0611 0.2778 1.2506 l.l786 0.5783 
8 1.0979 0.4154 1.2762 1.1938 0.6849 
9 1.0436 0.3677 1.2622 l.i657 0.5215 
10 1.0677 0.3801 1.2768 1.1843 0.6618 
i1 1.1600 1.2545 0.3014 1.0193 1.2592 
2 1.1988 1.2787 0.265(' 1.0504 1.2827 
. 
3 l.l650 \.[ 962 0.3044 1.0282 1.2137 
4 1.0494 1.1177 0.4703 0.9225 l.1394 
5 l.l549 1.2364 0.2670 0.9852 1.2441 
6 1.2123 1.2938 0.3671 1.0539 1.2913 
7 1.1778 1.2498 0.2155 1.0369 1.2545 
8 L1921 1.2307 0.2305 1.0500 1.2423 
9 1.2197 1.2736 0.2909 1.0688 1.2803 
10 1.2364 1.3212 0.3321 1.0994 1.3~~ 
o1 0.4910 I 1932 :.0565 0.2331 Ll265 
2 0.5811 I. 1931 l.ll33 0.3464 1.1611 
3 0.4864 ~ '879 1.0793 0.4262 1.1651 
4 0.5895 \.1234 1.0531 0.5351 1.0\94 
5 0.3325 l.l798 I. 1564 0.3680 1.0638 
6 0.8649 1.2194 0.9165 0.5664 1.2062 
7 0.4376 1.1870 1.0771 0.2570 1.1233 
8 0.4854 1.1476 1.1228 0.3306 1.0739 
9 0.4979 1.1959 1.0568 0.3670 1.1437 
10 r1.1111 1.2426 0.9671 0.3962 1.2013 
u1 0.9391 0.5351 1.2649 1.1144 0.2733 
2 0.9609 0.5518 1.2700 L\167 0.2684 
3 0.9393 0.6962 1.2702 1.1192 0.3143 
4 1.0359 0.4662 1.2637 1.1580 0.5466 
5 0.9938 0.3182 1.2525 1.1305 0.4336 
6 0.9545 0.6670 1.2809 l.l\77 0.3236 
-
7 0.9499 0. 7640 1.2701 1.1272 J.3589 
8 0.9373 0.7719 1.2878 1.\049 0.3647 
9 0.9539 0.6299 1.2803 1.1101 0.4049 
10 0.9512 0.6271 1.2805 l.l244 0.331S 
------------
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Tab! e 6.27. Euc lid ean d' tstance b etwcen • -~ectrogram or FST £ fi I rst rna e ea ker 
San:'!p!es TemPlate a Tem_plate e Template i Temolate o Tem~~ 
a1 0.7278 0.8345 0.8000 0.7784 0.7219 
2 0.7293 0. 7657 0.7988 0.7538 0.8662 
3 o.son 0.7611 0.7732 0.7410 0.8114 
4 0.7197 0.8337 0.8053 0. 7938 0.7150 
5 0.7605 0.7120 0.7642 0.7215 0.8311 
6 0.7952 ' 0.1730 0.8275 0.7844 0.9123 
" 0. 7060 0.6529 8.6745 0.6349 0.6400 ' 
8 0.8526 0.8503 0.9101 0.8696 1.0262 
--9 0.7903 0.7250 0. 7469 0.7214 0.7266 
10 0.7495 0.7240 0.8016 0.7663 0.9008 
e1 0.7246 0.8047 0.7880 0. 7789 0.6892 
' 
0.7009 0.7302 0.7461 0.7372 0.6248 
3 0.7027 0.6483 0.6921 0.6581 0.7C81 
4 0.8790 0.8396 O.S600 0.8287 0.81::87 
5 0.7762 0.7132 0.7253 0.70:Z4 0.69\8 
6 0.7615 0.8587 0. 8401 0.8471 0. 7~27 
7 0.7076 0.7115 0.7280 0.7317 0.6!63 
8 0.7677 0.7103 0.7505 0.7173 0.7988 
9 0.7U3 0.6433 0.7208 0.7081 0.6047 
10 0. 7011 0.6275 0.6594 0.6422 0 li_1_62 
i 1 0.6216 0.6027 0.5519 0.5655 ')' ;:;.;l)\) 
2 0.7398 I 0.6678 0.6699 0.6:::14 0.6500 
3 0.8345 0.7844 0. 7493 0.7539 0.8421 
4 0.78Q7 0.7840 0.7335 0. 7746 0.7445 
5 0.8510 0.9119 0.8271 0 R0 1.1 0. 8360 
~
6 0.6990 0.6542 0.67\5 0.6712 0.6122 
7 0.8181 0. 8902 0.8051 0.85F.I 0.8048 
8 0.7467 0. 7181 0. 7009 0.7159 0.6~g_ 
9 0.7848 0.7!80 0. 7162 0.7092 0.8035 
10 0.8989 0.9484 0.89\5 0. 9.156 0.8823 
o1 0.6751 0.6261 0.6369 O.f114 0.5854 
·-
2 0. 7329 0.6839 0.6896 0.6573 0.7751 
3 0.8229 0.8071 0.8332 0.8043 0. 7699 
4 0.8780 0.8371 0.8284 0.7956 0.8631 
5 0.7122 0.6735 0.7188 ON125 0.6322 
6 0. 7820 0.7077 0.7106 0.7021 0.7142 
7 
--
_ _Q.8698 0.9343 0.8775 0.9217 0.8551 
8 0.7972 0.7707 0.7917 0.7488 0.8_?~ 
9 0.8148 0.77!6 0.7782 0.7449 0.8!81 
10 0.69(,9 0.6343 0.6431 0.6017 0.6500 
u1 0.7033 0.6854 0. 7300 0.7195 0.6163 
2 0.6738 0.5496 0.6269 0.6213 0.5845 
3 0.6944 0.7784 0.7668 0.7687 0.6476 
4 0. 7397 0.7\723 0. 'l856 0. 7538 0.6781 
; 0. 7636 0.8J30 o.R\12 0.8295 0. 7234 
6 0. 7188 0.6l02 0.6913 0.6730 0.6088 
-~ 
7 0.6957 0.6172 0.6973 0.6750 0.5926 
8 0_8222 0.7147 0. 7965 0.7906 0.7336 
9 0.8057 0.6954 0.7492 0. 7373 0.7387 
10 0.7218 0.6984 0.7389 0.6866 0.7543 
Tab le 6.23. 
Samples 
al 
2 
3 
4 
5 
6 
7 
8 
9 
10 
el 
2 
3 
4 
5 
6 
7 
8 
9 
10 
il 
2 
3 
-1 
5 
6 
7 
8 
9 
10 
o1 
2 
3 
4 
5 
6 
7 
' 9 
10 
u1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
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'd Eucli ean dtstance b I S" c fi etween TF '1 spectrogram ~or rst rna e spe 
Template a Template e Template i Tell}p~ate o Teme_tate u 
0.2116 0.37&3 0.4444 0.2519 0.3978 
0.1602 0.2976 0.4546 0.2643 0.3358 
0.2218 0.4055 0.4599 0.2824 0.4060 
0.2273 0.3630 0.4517 0.2897 0.3774 
0.1951 0.3293 0.4035 0.2337 0.3298 
0.1720 0.3056 0.4918 0.27~8 0.3450 
0.2473 0.4213 0.4840 0.3084 0.4263 
0.1991 0.3042 0.5029 0.2876 0.3544 
0.1788 0.3411 0.4687 0.2445 0.3632 
0.3535 0.3906 0.4980 0.4152 0.4266 
0.3149 0.2138 0.3958 0.3290 0.2982 
0.3945 0.1795 0.4525 0.3890 0.3056 
0.4189 0.2098 0.4725 0.4276 0.3412 
0.2891 0.2772 0.4608 0.3500 0.3117 
0.3226 0.2419 0.3882 0.3289 0.3276 
0.3053 0.2399 O.Sl\8 0.3454 0.3232 
0.4039 0.1935 0.4398 0.3940 0.3054 
0.3204 0.2304 0.4352 0.3204 0.2569 
0.4261 0.2104 0.4980 0.4286 0.3046 
0.3783 0.2288 0.4700 0.3994 0.3023 
0.5102 0.4963 0.2644 0.4253 0.5197 
0.4335 0.3837 0.2181 0.3598 0.4026 
0.4971 0.5066 0.3167 0.4291 0.5274 
0.6245 0.6135 -- 0.3461 0.5373 0.6083 
0.5260 0.5\90 0.2483 0.4293 0.5464 
0.4136 0.3514 0 2970 0.3452 0.3603 
0.4487 0.4424 0.2522 0.3785 0.4449 
0.4820 0.4872 0.2092 0.3854 -'0~~ 
0.4342 0.4205 0.2304 0.3551 0.4065 
0.4630 0.4394 0.3058 0.3875 0.3913 
0.3150 0.3689 0.3741 0.2288 0.4290 
0.2989 0.3220 0.3611 0.2166 0.3513 
0.2580 0.4473 0.4488 0.2584 0.4348 
--
0.3783 0.4583 0.4276 0.3213 0.4~~-!:----
0,2408 0.3821 0.4136 0.1241 0.3995 
0.3518 0.3820 0.3231 0.2334 0.4?~ 
0.3150 0.4330 0.3419 0.2376 0.4277 
0.2805 0.3685 0.3524 0.191-l 0.3830 
0.2379 0.3104 0.4116 0.2225 0.3276 
0.3276 0.3416 0.3882 G.2589 0.3601 
0.4620 0.4057 0.4647 0.4725 0.2929 
0.4220 0.3076 0.4912 0.4264 0.1998 
0.3685 0.3550 0.4691 0.4062 0.2519 
0.3\93 0.2192 0.4330 0.3546 0.2320 
0.4721 0.3087 0.4676 0.4706 0.2542 
0.3664 0 . .10\9 0.4967 0.3844 0.2098 
0.3559 0.3710 0.4712 0.3845 0.2311 
0.3571 0.3401 0.470-l 0.3674 0.2159 
0.3832 0.2945 0.4849 0.40\5 0.2165 
0.3279 0.2791 0.4581 0.3734 0.2146 
aker 
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Tab! 6 "0 E lid e .o . uc ean d' tstance b etween TST soectrogram or secon d I rna e SJ eaker 
Samples Template a Template e Template i Template o Template u 
at 0.3589 0.6489 1.0124 0.4792 06886 
2 0.2428 0.7005 1.0270 0.4103 0. 7238 
3 0.3097 0.7626 1.0664 0.3655 0.7797 
4 0.2932 0.7848 1.0247 0.3583 0.8140 
5 0.3907 0.8207 1.0487 0.5392 0.8495 
6 0.3185 0.7641 1.0633 0.4849 0.7760 
7 0.2677 0.6125 0.9807 0.4595 0.6528 
8 0.3030 0.7339 1.0297 0.3039 0.7739 
9 0.2064 0.5920 1.0028 0.3257 O.o312 
tO 0.2264 0.5882 1.0089 Q.)OJ.f 0.6084 
et 0.6607 0.1592 1.0182 0.7499 0.2009 
2 0.6730 0.1637 1.0263 f!. 7354 0.2756 
3 0.6420 0.1612 1.0047 0.7261 0.2110 
4 0.6643 0.1759 1.0169 0.7360 0.2889 
5 0.7454 0.3708 1.0542 0.7854 0.4938 
6 0.6933 0.1751 1.0364 0.7613 0.1765 
7 0.6268 0.1591 0.9978 0.709\ 0.2124 
8 0.6515 0.1498 i.OIGJ 0.724</ 0.2042 
9 0.6950 0.3536 1.0'!30 0. 7887 0.3568 
-
to 0.7087 0.2299 l.Ci578 0.7653 0.2744 
it 1.1178 1.1463 0.3251 I 0642 1_1658 
2 1.0666 1.0783 0.4)86 1.0255 1.0958 
3 1.1660 1.2089 0.4204 I 1065 1.2214 
4 1.0225 1.0475 0.2720 0.9751 1.0686 
5 1.1391 I 1599 0.4095 1.0718 1.1739 
6 1.0886 1.1180 0.2590 !.0360 Li388 
7 0.8438 0.8171 O.•H 77 0.8250 0.8445 
8 1.0298 1.0527 0.2472 0.9817 1.0739 
9 0.8708 0.8543 0.4041 0.8354 0.8851 
tO 1.0680 1.0686 0.3312 1.0189 1.0852 
ot 0.)()38 0.7785 0.9292 0.2537 0.8013 
2 0.3741 0.7190 0.9418 0.1868 0.7505 
3 0.3847 0.7864 0,9877 0.2356 0.8131 
4 0.3827 0.8139 0.9926 0.1799 0.8334 
5 0.3825 0.6859 0.9518 0.2660 0.7315 
6 0.4378 0.8742 0.9460 0.3197 0.8983 
7 0.4253 0.7491 1.0084 0.2603 0.7694 
8 0.3822 0.7596 0.9228 0.2578 0. 7853 
9 0.4130 0.6994 1.0153 0.2855 0.7252 
tO 0.2810 0.6822 0.9503 0.2449 0.7107 
ut 0.6996 0.302.0 1.0532 0.7747 0.2487 
2 0.6752 0.2425 1.024 7 0. 7383 0.1891 
3 0.6781 0.2490 1.0328 0.7637 0.1729 
4 0.6851 0.2233 1.0335 0. 7:>50 0.1797 
5 0.6729 0.1897 1.0218 0.7483 0.0982 
6 0.6880 0.2200 1.029G 0.7611 0.1234 
7 0.6996 0.2281 1.0386 0.7597 0.1361 
' 
0.6760 0.2506 1.0165 0.7635 0.2089 
9 0.70.J.6 0.2411 1.0389 0.712t 0.1067 
to 0. 7375 0.3039 1.0633 0.7895 0.2142 
79 
Tabl 631 E I'd e . uc 1 ean tstance b FST etween · spectro~ram or secon d I mae~ e aker 
Samples Template a Template e Template i Template o Template u 
at 0.7139 0.8019 0.8257 0.8094 0.6923 
2 0,8824 0.9235 0. 9537 0.9495 0.8538 
3 0.6398 0.6328 0.6287 0.5760 0.7634 
4 0. 7588 0.7233 0. 7462 0.7135 0.9449 
5 0.6760 0.6905 0.6767 0.6205 0.7810 
6 0.7866 0.8550 0.8774 0.8562 0.7585 
1 0.6006 0.7037 0.6937 0.6575 0.5724 
8 0.7547 0.7243 0. 7485 0.7172 0.9569 
9 0.5514 0.6676 0.6289 0.5668 0.5329 
to 0.5290 0.5721 0.5498 0.4688 0.5182 
ot 0.6311 0.5780 0.6053 0.6042 0.5561 
2 0.6l!6 0.6108 0.6164 0.6150 0.4977 
3 0.6514 0.5092 0.6010 0.6355 0. 7605 
4 0.6050 0.6157 0.6314 0.6329 0.4550 
5 0.6805 0. 7134 0. 7511 0.7547 0.5819 
6 0.6350 0.5694 0.6108 0.6129 0.5498 
1 0,8831 0.8765 0.9266 0.9534 0.7618 
8 0.5699 0.5723 0.5980 0.6030 0.3889 
9 0. 7456 0.6101 0.6764 0.7209 0.8561 
tO 0.6749 0.6942 0.7494 0. 7576 0.5287 
it 0.5655 0.5789 0.5084 0. 5326 0.5712 
2 0.6777 0.6020 0.5716 0.6522 0.8289 
3 0.5846 0.6977 0.6148 0.6201 0.5901 
4 0.6853 0.6115 0.5683 0.6278 0.7805 
5 0.6175 0.6246 0.5646 0.5649 0.6771 
6 0.6317 0.6432 0.5596 0.5881 0.6536 
1 0.7680 0.8047 0. 7945 0. 8439 0.7002 
8 0.7816 0.7017 0.6848 0. 7528 0.9408 
9 0.7154 0.6552 0.6006 0.6638 0.82-;9 
to 0.7401 0.6982 0.6535 0.6806 0.8303 
ot 0.5654 0.6898 0.6181 0.5283 0.5888 
2 0.6245 0.6216 0.6245 0.5772 0.8238 
3 0.5741 0.6893 0.6534 0.5834 0.5516 
4 0.5692 0. 7092 0.65\6 0.5630 0.6009 
5 0.5613 0.6811 0.6252 0.5496 0.563\ 
6 0.7057 0.6974 0.6896 0.6231 0.8526 
1 0.6001 0.6712 0.6134 0.5071 0.6749 
8 0.5893 0.6294 0.5938 0.4927 0.6852 
9 0.6576 0.6526 0.6458 0. 5863 0. 8336 
tO 0.5865 0.5906 0.5835 0.5440 0.7820 
ut 0. 9853 0.9619 1.0085 1.0330 0.9033 
2 0.5346 0.5363 0.5748 0.5759 0.3232 
3 0.6580 0.5841 0.6132 0.6264 0.6306 
4 0.9184 0.8995 0.9402 0.9666 0.8154 
5 0.5412 0.5392 0.5844 0.5919 0.3548 
6 0.5558 0.5245 0.5448 0.5465 0.4763 
1 0.7301 0. 7365 0."1925 0.8t05 0.5576 
8 0.6041 0.5630 0.5795 0.5881 0.5014 
9 0.5409 0.4761 0.5141 0.5t99 0.4579 
to 0.5923 0.4993 0.5551 0.5578 0.6012 
80 
Table 6.32. Euclidean distance between TFST 1 for I male 
a1 
2 
9 
10 
c1 
2 
3 
7 
8 
9 
10 
il 
2 
3 
4 
:a :e :u 
0.4672 '.2159 ).4 0. :201 
0.1884 0.4644 0. 1514 0.2949 
c 1]98_ 0.4675 0. 1.2423 
150 ~"'--l-'0"". 
0.2485 0.5099 0. 
2505 
1.3412 0.5746 
oc 1( 0.4805 
0.2 
0.1444 
0.2172 
1.4471 
0.4203 
0.4497 
.1209 
.1091 
0. 1571 
0.4390 
0.4398 
0.4416 
0.4449 
l.476 
i.438 
0.4906 
>.3986 
>.4685 0.. 8 
>.4032 u· 139 0.4333 
0.3997 0.4364 0.2999 0.4046 
_ H11~8_ 0. 129 ~,..._-j~'-;C-1927-61-j 
. 1249 73 S.4683 0.2404 
0.1501 . 0. -293 0.4986 0.1741 
0.1314 0.4176 0.4711 0.2600 
.2393 lj267 0.4628 0.3748 
.1240 1.4343 0.5015 0.1670 
0.1242 1.4232 0.4865 0.1551 
0 12~4 0.-1417 70_ 0. )2_ 
0.2602 .1948 o.: 10 
0.1321 0.1385 35 o.: 14 
0.4563 0.2787 0.5111 0.5075 
. 0.4123 . 854 1.5096 1.4::38 
0.5238 19 : ~~t 1.51145 
0.4560 0. !W 0.51158 
0.4805 () 2601 0.4743 0.5455 
0.44 '4 0. 1978 . 842 0.497( 
~~-+~~-+-~01 .. ~-44~~~-'~"4-~.3~6~~~~ 
8 0.4825 0.4619 0.!165 !.5168 0528C 
9 . 0 51_82_ 0.5016 0.2749 0.5213 0.5410 
10 0.1344 0.4916 .2196 0.4457_ !.5444 
o1 0.2582 0.5206 OA793 0.1543 1.548~ 
~ 0 2213 0.4705 0.4538 0.1583 0.4966 
3 0.4954 0.4592 0.1769 0.5430 
4 0 23 :2 l 5019 0.4679 0.'10'_:----J~Oc_;.-·54 :0:1;c--JO 
5 0.2901 0.4873 0.4554 0.2175 0.5349 
6 1.2684 0.5088 0.4614 0.2130 0.5602 
7 .2567 73 0. 10 1.157()_ I.S: 
8 0.2493 . 729 0. 88 1.16' 1.4' 
9 0.2455 0.4743 0. 86 1.1678 0.504' 
_10_ _ o, 1_6:;;;-----'--+---:c-Ol . 4·=65o-t--o::Cl.4.c:=436--t--__,o~u.= 773-+-__,o=_485S-:--111 
~7-"1-+-~~~-T-07.2"~~T-~:CC'·.4~--t--~~=9-+-~12''04-:--l 
2 o.46s3 .mo o. 05 160 
3 0.4417 0.1781 0. 191 0.1:160 
0.2269 0.4405 0.5080 0.1956 
0.191J 0.4767 0.5178 0.0742 
96 ) 51 
7 0.4665 0. •67 . '68 
0.4670 0. 656 . 186 0 
9 0.5034 0. 2502 0.5049 0.5394 0.10 
10 0.5104 0.2874 0.5280 0.5465 0.1561 
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T bl e 6.33. a Euc ean tstance lid d" b etween svectro ram or rst ema e svea f.fi£1 ker 
SaO"Wt~s TenlPiate a TemPlate e Template i Template o Template u 
a1 0.8894 1.0639 1.0615 0.9147 1.0639 
2 0.9247 1.0840 1.0603 0.9545 1.1040 
3 0. 7867 1.0619 1.0212 0.8916 1.0610 
4 0.7870 1.0347 1.0268 0.9070 1.0311 
5 0.9372 l.llOi 1.0623 0.9335 l.l\23 
6 0.8478 0.9993 1.0076 0.8639 0. 9799 
7 0.7957 0.9697 0.9909 0.9236 0.9696 
8 0.8885 1.0221 1.0153 0.9400 1.0133 
f--:9- 0.8947 0.9608 0.9941 0.9667 1.0123 
10 0.8962 0.9083 0.9786 0.9388 0.9466 
e1 0.9831 0.6939 1.0165 1.0282 0. 7296 
2 0.9688 0.7310 0.9915 1.0227 0 7223 
3 0.9658 0.8567 0. 9968 1.0150 0.9486 
4 0.9984 0.8819 1.0337 1.0338 0.8241 
5 0.9899 0.8913 1.0\19 1.0372 0. 9821 
6 0.9256 0.6680 0.9598 1.0001 0.6448 
7 0. 9769 0.7602 0.9807 1.0250 0.8049 
8 0.9130 0.7035 0.9129 0.9908 0.6769 
9 0.9686 0.8939 0.9742 1.0249 0.8586 
10 1.0434 1.0693 1.0469 1.0727 1.0616 
i1 1.0702 1.1207 0. 9482 1.0573 1.1269 
2 1.0331 1.0733 0.9024 1. 0351 1.0968 
3 1.0355 1.0539 0.8233 1.0312 1.0520 
4 1.0023 1.0365 0.9206 1.0182 1.0278 
5 1.0651 1.0998 0.9286 1.0573 1.1028 
6 1.0675 1.0966 1.0027 1.0690 1.0967 
7 1.0483 1.0589 0.9309 1.049-1 1.0606 
8 0. 9552 0. 9773 0.8584 0.9917 0.9570 
9 0.9837 1.0164 0.8772 1.0199 1.04&0 
10 0. 9884 0. 9507 0.9045 1.0108 0.9544 
o1 0.9077 1.0948 1.0562 0.8725 1.0963 
2 0.8915 I.OH5 1.04.52 0. 9523 1.0780 
3 0.9282 1.0785 1.0126 0.8531 1.07&8 
4 1.0749 1.1317 1.0641 1.0557 I. 1357 
5 0.8897 1.0761 1.0340 0.8785 1.0650 
6 0. 9434 1.1213 1.0707 0.9461 1.1302 
7 1.0624 1.1407 1.0839 1.0260 1.1468 
8 0.8382 1.0556 1.0238 0.9110 1.0546 
9 0.9494 1.0590 1.0098 0.8911 1.0610 
10 0.9771 0. 9535 0. 9608 1.0071 0.9369 
u1 0.9800 0.8219 1.0218 1.0202 0.7911 
2 0.9786 0.8120 0.995~- f--, 1.0257 0.7735 
3 0.9827 0.8848 0.9962 1.0189 0.8164 
4 0.9597 0.7298 1.0019 1.0167 0.6881 
5 0.9350 0. 7365 0.9602 1.0067 0.6587 
6 0. 9598 0.8212 0.9664 1.0144 0.7800 
7 0.9446 0. 7958 0.9504 1.0150 0.7513 
8 0.9380 0.8894 0.9830 \.0}0(, 0.8231 
9 0.9359 0.8049 0. 9755 1.0074 0.7521 
!0 0.9530 0.7918 0.9884 1.0150 0.8087 
_j 
82 
T bl 6 34 E I'd a e uc 1 ean d. tstance b etween TST fl fi fl I or rst ema e soeaKer 
Samples Template a Template e Template i Template o Template u 
al 0.4164 1.1641 1.1797 0.3950 1.1691 
2 0.3815 1.1884 1.1760 0.4451 1.1954 
3 0.3849 1.1399 1.1265 0.5103 1.1482 
4 0.2985 l.ll?!; 1.1347 0.3179 1.1111 
5 0.4040 1.1889 1.1736 0.5180 1.1931 
6 0.2152 1.0215 1.0786 0.4011 1.0118 
7 0.2706 0.9947 1.0773 0.4198 1.0002 
8 0.4240 0.9648 1.0626 0.6229 0.9512 
9 0.4225 0.8273 0.9920 0.6247 0.7918 
10 0.8997 0. 7723 1.0206 0.9856 0.8265 
el l.l034 0.4105 1.1590 1.1526 0.5089 
2 1.0453 0.2809 1.0994 U266 0.2960 
3 l.Ol27 0.1594 I. 0651 U086 0.3363 
4 1.0913 0.3635 Ll412 1.1480 0.4682 
5 1.0489 0.3709 1.0990 1.1315 0.2900 
6 \.0031 0.2536 !.0610 LIOSJ 0.2485 
7 1.0203 0.2517 1.0731 I.\\34 0.4257 
8 0.9404 0.4279 0.9827 1.0827 0.3594 
9 0.9409 0.4464 0.9796 1.0841 0. 3988 
10 l.07l8 0.7567 1.\159 1.1398 0. 8931 
il l.l990 1.2693 0.4687 1.1240 1.2794 
2 1.1640 1.1788 0.4135 1.1116 l.l912 
3 l.l342 1.1196 0.4970 J.ll\6 l.l216 
4 1.0902 1.1005 0.3383 1.0374 1.1041 
5 1.1960 1.2142 0.3830 1.1370 1.2183 
6 1.0494 1.0550 0.3510 1.0109 1.0470 
7 l. 1255 1.1024 0.4328 !.lOSS 1.0985 
8 1.0034 0,9616 0.3638 1.0048 0.9638 
9 1.0516 I. 0221 0.3724 I .0502 1.0081 
10 0.9508 0.8181 0.6510 0.9965 0.8455 
ol 0.5370 1.2206 1.1500 0.3480 1.2293 
2 0.7321 1.1876 I. 1393 0.5143 1.1939 
3 0.4756 1.1477 1.0840 0.2747 1.147-1-
4 0.6439 1.2087 1.0080 0.5687 1.2191 
5 0.5028 I 1757 I. 1246 0.4758 l.l711 
6 0.4597 1.2699 1.1711 0.3370 1.2810 
7 0.4956 1.2355 1.1827 0.5420 1.2418 
8 0.4351 1.1419 1.1191 0.3660 1.1432 
9 0.6607 l.1155 1.0933 0.4723 !..1.227 
10 0.99S2 0.9405 1.0003 0. 9725 1.0049 
ul 1.0640 0.3579 1.1254 l.l314 0.3635 
2 1.0531 0.3854 1.1076 1.1317 0.2811 
3 1.0320 U.6034 1.0802 1.1235 0.4602 
4 1.0610 0.4157 1.1183 1.1341 0.3286 
5 1.00!6 0.4325 1.0593 l.l041 0.2523 
6 0.9722 0.2252 1.0281 1.0900 0.1703 
7 0.9698 0.4784 1.0106 1.0971 0.3379 
8 0.9541 0.4040 0.9952 1.0910 0.3664 
9 0.9700 0.2841 1.0218 1.0930 0.1852 
10 1.0230 0.3739 1.0730 1.1144 0.5399 
83 
Tab! e 6.35. lid di Euc ean stance b etween F T spectrogram or s f< fir I st fema e spe &ker 
Sam_ples Tefl1_p_late a Te~late e Tel!_lQ!ate i Teme).ate o Tem_plate u 
at 0.7386 0.7332 0.8344 0.8267 0.7679 
2 0.8361 0.8249 0. 7953 0.8250 0.7920 
3 0.7856 0.8043 0.8471 0.7902 0.9251 
4 0.7264 0.7338 0.8001 0. 7637 0.7215 
5 0.8442 0.8554 0.8958 0.8388 0.8318 
6 0.9704 0.9660 0.9044 0.9617 0.8828 
7 0.8410 0.8340 0.7139 0.8241 0.7688 
8 0. 7838 0. 7894 0.8376 0.8198 0.7850 
9 0.9569 0.9571 0.8949 0.9505 0.8792 
10 0.7687 0.1331 0.7116 0.7617 0.6628 
el 0.8236 0.7831 0.7483 0,8065 0.6900 
2 0.7143 0.7354 0.8013 0.7432 0.8137 
3 0.7256 0.7507 0.8218 0.7408 0.7455 
4 0.7485 0.6908 0.7653 0.7829 0.7013 
5 0.7421 0.7624 0.8275 0.7640 0.8396 
6 0.7147 0.7309 0.8117 0.7319 0. 7960 
7 0.7545 0.7788 0.8416 0, 7488 0.7444 
8 0,7811 0. 7808 0.8522 0, 7713 0.9009 
9 0.6785 0.6628 0.7324 0, 6828 0.6137 
10 0.8264 0.8372 0.8917 0. 8064 0.9454 
it 0.8009 0.7859 0,6844 0. 8029 0. 7293 
2 0.8674 0.8585 0. 7338 0.8492 0.7882 
3 0.7942 0.8320 0.8131 0. 7884 0.8073 
4 0.7741 0.8252 0.8200 0.7718 0.8266 
5 0.8158 0.8722 0.8572 0.8056 0.8434 
6 1.0269 1.0272 0.9555 1.0128 0.9658 
7 0.826-l 0.8206 0.7307 0.8362 0.7619 
8 0.7529 0.7818 0.7695 0.7558 0.8395 
9 0. 8175 0.7905 0.7280 0,8103 0.7667 
10 0. 72.t8 0. 7487 0.7666 0,7198 0.7108 
ol 0.7349 0.7530 0.7942 0.7042 0.7231 
2 0.7729 0.7632 0.8005 0.7523 0.7304 
3 0.7165 0.7606 0.8247 0.7621 0.8039.-
4 0.7252 0.7228 0.7555 0.7529 0. 7336 
5 0.8548 0.8442 0.7732 0,8369 0. 7707 
6 0.7432 0.7423 0.8371 0.8248 0.7745 
7 1.0121 1.0233 0.9733 1.0l18 0.95\3 
8 0.8205 0.8263 0.8418 0.8191 0.7899 
9 0.7660 0.8108 0. 8464 0. 7768 0.8499 
10 0.9748 0.9669 0.9164 0.9674 0.9002 
ul 0.6591 0.6081 0.7130 0.7155 0.6156 
2 0,7492 0. 7684 0.8488 0.7426 0.7550 
3 0.6795 0.6152 0.6654 0.1177 0.5613 
4 0.6560 0.6385 0.7512 0.6167 0.6307 
5 0.6541 0.5961 0.6984 0.1080 0.5879 
6 0.6621 0.5971 0.7093 0.7177 0.5924 
7 1. 0301 1.0144 0 9817 1.0107 0.9423 
8 0. 7645 0.8016 0.8556 0.7726 0.7941 
9 0. 7520 0.7693 0.8446 0,7582 0.1500 
10 0. 7463 0.7441 0.8234 0.7484 0.7179 
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Tabl 6 36 E lid e uc ean di stance b etween TFST spectrogram or st ema e___§] eaker 
Samples Template a Template e Template i Template o Template u 
a1 0.1520 0.4294 0.5177 0.1850 0.4777 
2 0.2029 0.4710 0.5307 0.2509 0.5249 
3 0.2163 0.4416 0.5249 0.2746 0.4762 
4 0.2107 0.5124 0.501)4 0.2382 0.5495 
5 0.2302 0.5354 0.5222 0.2173 0.5876 
6 0.1690 0.4694 0.4977 0.2075 0.4999 
7 0.1832 0.4806 0.5130 0.2370 0.5154 
8 0.3569 0.5750 0.5464 0.3818 0.6162 
9 0.2459 0.4357 0.4714 0.2824 0.4571 
10 0.4488 0.3308 0.6306 0.4710 033~~ 
e1 0.4706 0.1781 0.6511 0.4946 0.2017 
2 0.3635 0. 1460 0.5573 0.3871 0.2155 
3 0.4149 0.1496 0.5813 0.4208 0.1650 
4 0.3274 0.2217 0.5648 0.3477 0.2866 
5 0.3771 0.1458 0.5800 0.4002 0.2088 
6 0.5235 0.1994 0.6616 0.5299 0.1662 
-
7 ' 0.4229 0.1559 0.5818 0.4206 0.1678 
8 0.5015 0.1909 0.6262 0.5108 0.1701 
9 0.4613 0.1699 0.57':6 0.4755 0.1738 
-
10 0.4559 0.2173 0.6321 0.4711 0.2388 
il 0.5699 0.6957 0.2970 0.5441 0.7118 
-2 0.5485 0.6745 0.2822 0.5290 0.6928 
-
3 0.6100 0.6492 0.3342 0.5929 0.6581 
4 0.5457 0.6774 0.2512 0.5260 0. 7006 
5 0.6412 0.7964 0.3825 0.6330 0. 8203 
6 0.5450 0.6177 0.2380 0.5180 0.6356 
7 0.6074 0.7350 0.3864 0.6110 0.7613 
8 0.5236 0.5858 0.2853 0.5005 0.6082 
9 0.5612 0.6342 0.2496 0.5518 0.6553 
10 0.4392 0.4685 0.4613 0.4356 0.4988 
o1 0.2283 0.4211 0.5273 0.1858 0.4549 
2 0.2912 0.4812 0.5054 0.2123 0.5246 
3 0.2397 0.4769 0.4872 0.1657 0.501\3 
4 0.3126 0.5357 0.4464 0.2883 0.5656 
5 0.2461 0.4196 0.5172 0.2208 0.4447 
6 0.2541 0.5337 0.5287 0 2625 0.5800 
7 0.3052 0.5706 0.5294 0.3139 0.6267 
8 0.2967 0.5552 0.4951 0.2644 0.6052 
9 0.3018 0.4628 0.5118 0.2188 0.4946 
10 0.4927 0.4435 0.6170 0.4653 0.4572 
ul 0.4505 0.1975 0.6303 0.4754 0.1802 
2 0.4181 0.1600 0.6252 0.4387 0.1541 
3 0.5125 0.2\89 0.6583 0.5369 0.1877 
4 0.5113 0.2238 0.6816 0.5373 0.2054 
5 0.4914 0.1597 0.6357 0.5053 0.\123 
6 0.4798 0.1864 0.6037 0.4917 0.1293 
7 0.4283 0.2007 0.5509 0.4340 0.1969 
8 0.4757 0.2035 0.6019 0.4850 0.1755 
9 0.4843 0.1826 0.6133 0.4876 0.\333 
10 0.4420 0. 1781 0.5978 0.4472 0.\681 
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Tab! 6 37 E rd d"st e uc t ean I .ance e ween spec rom-am or secon b t t d fi I ker ema e spea 
Samples Temnlate a Temnlate e Tem___!&ate i TemQ__late o Tel!IQ!ate u 
a1 0.8657 0.9360 1.0245 0.9441 0.9167 
2 0.8098 0.9067 1.0006 0.8873 0.8976 
3 0.8ll3 0.8513 1.0035 0.9415 0.8874 
4 0.8894 0.9284 1.0122 0.9784 0.8987 
5 0. 8406 0.9040 1.0252 0.8633 0.9211 
6 0.8369 1.0687 1.0300 0.9613 1.0748 
7 0.9612 1.1082 1.0736 0.9239 1.1082 
8 0. 9234 1.0407 1.0494 0.9453 1.0234 
9 0. 9978 1.1051 1.0672 1.0332 1.1140 
10 0. 9825 1.0485 1.0469 1.0465 1.0480 
-
e1 0.9288 0. 7<l49 0.9915 1.0308 0.7167 
2 0.9275 0.7126 l.0206 1.0224 0.7328 
3 0.9141 0.7274 0.9903 1.0186 0.7098 
4 0.8940 0.7123 0.9811 1.0209 0.6896 
5 U.9~57 0.7823 1.0155 1.0262 0.7577 
6 0.951 s 0.8992 1.0450 1.0231 0.9078 
7 1.0165 0.9111 1.0621 1.0512 0.8904 
8 0.92f.J 0.7881 1.0206 1.0167 0.7755 
9 1.0'J08 0.9223 1.0711 1.0680 0.9811 
10 o.n4t 0.7998 1.0069 1.0207 0. 7882 
i 1 0.9S95 1.012& 0.8356 I. 0061 1.0061 
2 0.9698 0.9888 0.8572 0.9635 0. 9988 
3 1.0260 1.0695 0,8352 1.0323 1.0748 
4 1.0548 1.0985 0.9657 \.0769 1.1075 
5 1.0611 1.0840 0.9724 1.0451 1.0862 
6 1.0589 1.1003 0.8855 1.0459 l.l098 
7 1.0889 1.1354 1.0481 1.0775 1.1481 
8 1.0712 U\74 0.8865 1.0395 l.l252 
9 1.0749 1.1 165 0.9310 1.0427 1.1256 
10 1.0330 1.0::>26 0.8360 1.0243 1.1014 
o1 1.0051 1.0865 1.0769 0.9229 1.0898 
2 0.9444 1.0817 UJ481 0.8876 1.0665 
3 0.9845 1.0866 1.0258 0.9907 1.0815 
4 0.9852 1.0973 1.0238 ·v:..--~ of I \.1086 
- ---5 0.9927 1.0571 1.0260 );(11 1.0674 
6 0.9732 1.\004 1.0417 -J599 1.1091 
-
7 0.8887 1.1133 1.0275 0.9150 1.1133 
8 1.0007 1.1303 1.0657 0. 9255 1.1373 
9 0.9621 1.0939 0.9859 0.9802 1.0949 
10 0.9685 1.0827 1.0249 1.0063 1.0747 
u1 0.8947 0.6696 1.0047 \.0011 0.6912 
2 0.9024 0.7072 0.9791 1.0210 0.6674 
3 0.9371 0.8911 1.0307 1.0240 0.8899 
4 0.9-l02 0.8867 1.0265 1.0234 0.8905 
5 0.9680 0.7794 1.0439 1.0240 0. 7902 
6 0. 9597 0.9133 1.0435 1.0308 0.9084 
7 0. 9513 0. 8707 1.0117 1.0322 0.8024 
8 0.9184 0. 7653 0.9927 1.0296 0.7613 
9 0.8692 0. 7066 0.9743 1.0127 0.6811 
10 0.9841 1.02\0 1.0597 1.0577 1.0222 
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Table 6.38. lid Euc ean distance between TST spectrogram or secon d fema e ;p eaker 
Samples Tempiate ~ Tem~late e Template i Template o Te~plate u 
al 0.3210 0.8477 1.0786 0.5197 0.8225 
2 0.3330 0.6594 1.0662 0.6938 0.6267 
3 0.5660 0.6921 1.0877 0.8948 0.6945 
4 0.3441 0.8446 1.1017 0.6691 0.8237 
5 0.3647 0.8014 1.0744 0.6870 0.7767 
6 0.5132 U652 1.1302 0.4751 l.1466 
7 0.5339 1.2328 l.l755 0.4515 1.2206 
8 0.4644 1.0790 l. 1338 0.5006 1.0429 
9 0.4177 1.1090 1.1239 0.6050 1.0912 
10 0.7452 0.9103 l.1340 1.0107 0.8969 
el 0.8526 0.1002 1.1107 UOOI 0.2\34 
2 0.8728 0.1688 1.1 J ~I Ll\43 0.2658 
3 0.8616 0.1641 l.l\00 1.1 110 0.2447 
4 0.8567 0.1695 1.1080 1.1098 0.2735 
5 0.3861 0.2489 1.1253 1.1115 0,3366 
6 0.8326 0.2923 1.1136 1.0721 0.2953 
7 0.9417 0.5453 1.1552 I 1161 0.6145 
8 0.8516 0. 1803 1.1078 1.0995 0.2349 
9 0.8650 0.3358 1.1146 1.1032 0.4170 
10 0.8502 0.1667 1.1067 1.1081 0.2398 
i I 1.0375 1.0780 0.4995 0.9997 1.0845 
2 1.0030 1.()210 0.4466 0.9668 1.0299 
3 1.0224 1 1008 0.3053 0.9560 1.1038 
4 0.9807 1.0244 0.4785 0.9534 1.0393 
5 1.1129 1.1943 0.3052 1.0075 l.\987 
6 1.1712 1.2447 0.3727 1.0671 1.2441 
7 l.l690 1.2500 0.4304 1.0413 1.2494 
8 1.1591 1.2563 0.3249 1.0472 1.2560 
9 1.1294 1.24\0 0.4417 1.0037 1.2429 
10 1.0774 1.1894 0.5266 1.0098 1.\921 
ol 0.7865 1.2051 1.1408 0.5143 1.1726 
2 0.6346 1.1738 1.0297 0.3564 1.1157 
3 0.5075 1.0671 1.0464 0.4238 0.9994 
4 0.7940 1.2268 0.9887 0.4439 1.1971 
5 0.9972 1.1302 1.0787 0.7868 1.1150 
6 0.5267 1.1965 1.0519 0.3906 1.1795 
7 0.5801 1.2490 1.0696 0.3970 1.2355 
8 0.8616 1.2917 1.1416 0.5831 1.2766 
9 0.6811 1.2325 0.9555 0.6546 1.2042 
10 0.6028 1.1772 1.0538 0.6022 I. I336 
ul 0.8680 0.24\J 1.1180 1.0847 0.2174 
2 0.8515 0.2095 1.1143 1.0825 0.1492 
3 0.8589 0.2237 1.1185 1.0829 0.1705 
4 0.8723 0.2536 1.1205 1.0902 0.2951 
5 0.8567 0.1388 1.1\:B 1.0924 0.1848 
6 0.8238 0.4564 1.1310 1.0430 0.3212 
7 0.8388 0.5973 I 1495 1.0407 0.459. 
8 0.8514 0.3527 1.1229 1.0652 0.3053 
9 0.8362 0.2832 1.1078 1.0908 0.2285 
10 0.8191 0.4072 1.1249 1.0472 0.2482 
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Table 6.39. . I Eucbce;;~.n d I eaker istance between FST spectrogram for second fema e 
Samples Template a Templatee Template i Template o Template u 
at 0.9046 0.1:1816 0.8714 0.8609 0.8574 
2 0.6169 0.6618 0.6713 0.7011 0.6594 
3 0.6517 0.6648 0.6285 0.6681 0.6169 
4 0.7081 0.7415 0.6801 0. 7241 0.6896 
5 0. 7064 0. 7360 0.7682 0.7651 0.7543 
6 0.8830 0.8878 0.8717 0.8343 0.8796 
1 0.8439 0.8248 0.8617 0.8318 0.8261 
8 0.8955 0.8903 0.904\ 0.8512 0.9304 
9 0, 7464 0.7925 0.8481 0.8804 0.8467 
10 0.7530 0.7612 0.7971 0.7626 0.8142 
el 0.8263 0.7798 0.7665 0.7652 0.7250 
2 0.9145 0.8905 0.9179 0.8815 0.8836 
3 0.6379 0.6314 0.7055 0.7160 0.6403 
4 0.6563 0.6354 0.7218 0.7093 0.6663 
5 0.6359 0.6379 0.6956 0. 7367 0.6351 
6 0.9096 0.8631 0.8875 0.8411 0.8484 
1 0.8388 0.8152 0.7784 0,8077 0. 7563 
8 0,8478 0.8186 0.8486 0.7946 0.8183 
9 0.9345 0.8732 0.8442 0.8610 0.8158 
10 0.6447 0.61'i I 0.6900 0.7409 0.6269 
i I 0.6721 0.6708 0.6723 0.7228 0.6658 
2 0.6412 0.6565 0.6-!08 0.7070 0.6607 
3 0.6807 0.7060 0 6807 0. 7093 0.7091 
4 0.6906 0.6871 0.6279 0.6810 0.6557 
5 0.8812 0.8569 0.8148 0.8224 0.8306 
6 0.7415 0.7825 0.7109 0.7936 0. 7633 
1 0.9459 0.9605 0. 9583 0. 9263 0.9593 
8 0. 7098 0.7615 0. 7157 0.8011 0.7606 
9 0.8556 0.8636 0.8365 0.8066 0.8711 
10 0.9442 0.9438 0.938-l 0.9129 0.9481 
ol 0.7148 0. 7455 0.8019 0.8491 0.7900 
2 0.7556 0.7619 0.7921 0.7789 0.7888 
3 0.7209 0.7399 0. 7049 0.7633 0.7009 
4 0.834:l 0.8284 0.8482 0. 8156 0. 8235 
5 0.7477 0. 7925 0.8071 0.8642 0.8091 
6 0.7141 0.7783 0.7484 0.8207 0. 7844 
1 1.0041 1.03 \] 1.0322 1.0096 1.0372 
8 0.8972 0.8982 0.8916 0. 8400 0. 9085 
9 0. 7848 0. 7923 0. 7803 0.7607 0.7877 
10 0.'1480 0.7568 0.7716 0.7765 0. 7536 
ul 0.6707 0.6432 0.6667 0.7073 0.6027 
2 ll .:,989 0.6733 0. 7554 0, 7275 0.6986 
---
3 0.7451 0.7066 0. 7040 0.7232 0.6472 
4 0.7606 0.7128 0.7100 0. 7365 0.6549 
5 0.8663 0.8197 0.8279 O.lW36 0. 7851 
6 0.6878 0.6907 0. 7726 0.7716 0.7154 
1 0, 7380 r 0. 7349 0.7301 0.7817 0.6866 
8 0,6345 0.64\G 0.7031 0. 7498 0.6367 
9 0.6-1.79 0.634-1 0. 7063 0,7053 i 0.6407 
10 0.8325 0. 7997 0. 8458 0. 7853 0.8194 
I 
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Table 6.40. lid d" Euc ean tstance be tween T ST F · ~ectrogram or secon d r. I peaker ema e s 
SaJ!!PJes Template a Template e Template i Template o Template u 
a! 0.2043 0.4531 0.4109 0.3090 0.4726 
2 0.3015 0.4237 0.4844 0.4335 0.4163 
3 0.3404 0.4816 0.5018 0.4520 0.4905 
4 0.2295 0.4217 0.4557 0.3707 0.4491 
5 0.2474 0.4882 0.4431 0.3480 0.5085 
6 0.3256 0.5201 0.4389 0.2998 0.5602--
7 0.3499 0.4860 0.4790 0.3418 0.5516 
8 0.2805 0.4844 0.4287 0.3002 0.5164 
9 0.3236 0.5413 0.4553 0.33!9 0.5861 
10 0.2605 0.4193 0.4577 0.3924 0.4549 
el 0.4429 O.k58 0.5457 0.5075 0.1790 
2 0.4562 0.1205 0.5665 0.5175 0.1939 
3 0.4971 0.1940 0.5742 0.5638 0.1978 
4 0.4660 0.2247 0.5248 0.5336 0.2.254 
5 0.4877 0.2264 0.5564 0.5508 0.2362 
6 0.3688 0.2461 0.5299 O.:i90S 0.3390 
7 0.3778 0.2776 0.4959 0.4104 0.3491 
8 0.38:)8 0.1931 0.5355 0.4\00 0.3010 
9 0.3690 0.3339 0.5416 0.1727 0.4260 
10 0.4&69 0. 1&50 0.5794 0.5562 0.1947 
i1 0.4545 0.4660 0.321 t 0.4394 0.4617 
2 0.4793 0.5122 0.3278 0.4805 0.5145 
3 0.4717 0.5670 0.3070 0.4824 0.5650 
4 0.4616 0.5668 0.3139 0.4881 0.5707 
5 0.4728 0.5865 0.3229 0.4864 0.5893 
. 
6 0.4533 0.5609 tU06:! 0.4297 0.5924 
7 0.6262 0.798.1 0.4881 0.5781 0.8103 
8 0.4943 0.6505 0.3625 0.4639 0.685.1 
9 0.6585 0, 7945 0.4724 0.6088 0.8027 
10 0.3844 0.5335 0.2872 0.4093 0.5415 
ol 0.2711 0.4(!68 0.4281 0.1921 0.4603 
2 0.3809 0.5788 0.4439 0.7.751 0.6093 
3 0.3399 0.5432 0.4369 0.3075 0.5600 
4 0,3708 0.5664 0.4505 0.2587 0.60:'5 
5 0.4100 0.5104 0.4500 0.3205 0.5423 
6 0.3838 0.5680 0.3984 0.3153 0.6053 
7 0.3654 0. 5445 0.4053 0.2799 0.5842 
8 0.3348 0.4488 0.4594 0.2651 0.5079 
9 0.3146 0.4522 0.4190 0.2473 0.5021 
10 0.2550 0.45i3 0.4195 0.2134 0.5068 
ul 0.5131 0.2583 0.5927 0.5861 0.1856 
2 0.4909 0.2083 0.5794 0.5591 0.1343 
3 0.5199 0.2483 0.6037 0.5907 0.1738 
4 0.4897 0.2602 0.5682 0.5608 0.2067 
5 0.4762 0.1830 0.5663 0.5400 0.15~-
-
6 0.4275 0.3866 0.5126 0.4506 0.3528 
7 0.4426 0.4333 0.5451 0.4646 0.40f,5 
8 0.4238 0.3057 0.4906 0.4742 0.2547 
9 0.5153 0.2477 0.5938 0.5879 0.1749 
10 0.4402 0.2507 0.5662 0.5052 0.1583 
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6.5 Analysis of Simulated Helium Speech 
To test the TFST property of this approach further, a simulated helium speech version of 
a signal, obtained by a comparatively large amount of frequency shift and the deletion of 
low frequency components, was used. Fig. 6.28 shows the spectrogram of the reference 
'o', and that of a simulated helium speech version of the same signal with a shift upwards 
in frequency. The resulting TFST patterns are shown in Fig. 6.29 and they match each 
other closely. 
normal 'o'. helium 'o' 
' l!i:.:£T.d\~~t:tr. 
Fig. 6.28 Spectrograms of a normal and helium 'o' 
normal 'o' helium 'o' 
Fig. 6.29 TFST patterns of normal and helium phoneme 'o' samples 
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6.6 Conclusions 
The analysis has shown that the TST and TFST shift-tolerant algorithms have potential 
in the recognition of vowels. The algorithms were able to accomplish this even for a 
substantial shift in time of the phonemes. The .tnalysis showed t1tat the TFST algorithm 
perfonns the best among the algorithms evaluated. 
Further analysis is required to verifY the applicability of the shift-tolerant algorithms to 
the other phonemes in American English. Appendix A shows the time-frequency shift-
tolerant (TFST) pattems for the 42 phonemes in American EngHsh. 
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CHAYfER 7 MODIFIED COUNTERPROPAGATION NETWORK WITH 
SIMILARITY FACTOR 
7.1 Introduction 
The counterpropagation network (CPN) has fast learning capability and is easy to train. 
R~searchers have applied CPN to pattem classification [10], dolphin echolocation [24] , 
and time series prediction [25-26]. Considerations in the design of the network include 
selecting the number of neurons in the hidden layer, and ensuring that the 'stuck vector' 
problem is overcome during training. Recently, researchers have reported a modification 
to CPN to achieve these objectives [25,27,28]. In addition to achieving the objectives, 
the modified CPN maintains the simple stmcture and competitive mechanism of CPN and 
has the additional benefits of fast leaming and good modeling accuracy. 
A similarity factor is defined for each node in the hidden layer. TI1e role of the similarity 
factor is to cor.trol the number of neurons in the hidden layer. During training, the 
distance between the winning neuron and the input vector is first checked to fall within 
the similarity factor. If the distance is greatc:r than the similarity factor, then the weight 
of the wir.ning neuron is not adjusted. Rather, a new neuron is created to represent the 
input vector. 
Furthennore, for phoneme recognition, the modified CPN ensures that poor training 
samples do not affect the network classifications already made. l11e analysis of 
phonemes in chapter 6 has identified a requirement that phonemes be c1assified according 
to their signal content rather than their linguistic information. TI1e sirni!arity factor 
ensures that classifications are made based on the signa! representation. 
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7.2 Counterpropagation Network Architecture 
The counterpropagation network architecture is a combination of a portion of the self-
organizing map of Kohonen and the outstar structure of Grossberg. Self-organizing 
maps learn to recognise groups of similar input vectors in such a way that neurons 
physica11y closer together in the neuron layer respond to similar input vectors. The 
outstar structure has the ability to recall a vector. Fig. 7.1 shows the CPN architecture. 
0-y, 
0 
Layers I 2 3 4 5 
Fig. 7 .l CPN architecture 
11Ie CPN architecture has five layers: two input layers (I and 5), one hidden layer (3), 
and two output layers (2 and 4). Given a set of vector pairs (x1,y1), (x2,y2), ••• , (x,,y,) 
the CPN can learn to associate an x vector on the input layer with a y vector at the 
output layer. If the relationship between x and y can be described by a continuous 
function <I> such that y ~ <l>(x), the CPN will learn to approximate this mal'ping for any 
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value of x in the range specified by the set of training vectors. Furthermore, if the 
inverse of<!> exists, such that xis a fimction ofy, then the CPN will also learn the inverse 
mapping, x ~ <1>" 1(y). 
A variant of the CPN is the feedforward CPN which considers only the fmward-
mapping. In operation, an input vector is applied to the units on layer I. Each unit on 
layer 2 calculates its net-input value, and a competition is held to detennine which input 
has the largest net-input value. The winning unit is the only wti1: that sends a value to the 
Wlits in the output layer. 
7,3 Conctpt of Similarity Factor 
Each node in the hidden layer would have associated with it a similarity factor p as 
shown in Fig. 7.2. During training, the similarity £1cto:r determines whether an input 
vector is sufficiently close to the prototype vector to be classified as the same cluster or 
whether a new cluster should be created to represent the input vector. 
·------.J 
Fig. 7.2. Prototype vectors with associated similarity factor in hidden layer nodes 
Tile similarity factor controls the number of neurons in the hidden layer. If the similarity 
factor is set to zero, then each input vector would have its own representative cluster bt 
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the network. However, if ti;e similarity factor is set to be extremely large, then all input 
vectors would be represented by only one cluster in the network. In the first case, the 
network performs total specialisation and in the second, the network performs total 
generalisation. The similarity factor controls the amowtt ()f specialisation or 
generalisation in the network. 
7.4 Modified Network Mechanism 
Tite architecture oftbe modified network is shown in Fig. 7.3, WI is the synaptic weight 
which stores the information of the prototype of the class and W2 is the synaptic weight 
which represents the infonnation about the output prototype of each class. Each neuron 
in the middle layer stores the values of the similarity factor and maximum deviation of 
each class. 
,-- -~·-- - - - - - ----
Input Layer Middle Output 
Fig. 7. 3. Modified network architecture 
During training, the distance between a winning neuron and the input vector is first 
checked to fall within the similarity factor. If the conditi•:m is not satisfied, a new class is 
created to represent the input. 
05 
Define p: the similarity factor of class ilh 
Cji: the prototype vector of class ith ofj dimension 
Ir the input vector ofj dimension 
~: the iHput vector ofk dimension 
The learning mechanism can be formulated as follows: 
Step I. Start with 0 number of clusters 
Step 2. New input is applied to the input layer 
Step 3. Calculate the Euclidean distance di from the input to all existing 
dusters 
(7.1) 
Step 4. If the Euclidean distance of the winning neuron is greater than the 
similarity factor, then create a new cluster and assign the input and target 
vectors to the -prototype vector of the new cluster. 
W2NEw = o· 
' 
(7.2) 
else update the weights of the y..inning cluster 
ff'IN/iW = ff'IOW + n(/- ff'IOUJ) WIN WIN f'\ JI'JN (7.3) 
W2 Nl!W = wzouJ + p(o- W20LD) WIN WIN JJ"JN (7.4) 
a {3=--
a+l 
(7.5} 
where cr is the decay function, which has the initial value of 1. 0 and is 
calculated iteratively by 
Nb'lr 1 
( )
-1 
a WIN = -oij) + 1 
awJN 
(7.6) 
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In operation, when an input vector is given, the middle layer calculates its Euclidean 
distance to all existing clusters and outputs the target vector associated with the winning 
cluster. 
7.5 Application to Chaotic Time Series Prediction 
The Mackey-Glass chdotic time series is generated by integrating the delay differential 
equation 
dx(t) ax{t- r) --~------bx(t) 
d(t) l+x'"(t-r) (7.8) 
Equation (7.8) was intl!grated using the four-point Rtmge Kutta method with a= 0.2, b = 
0.1, and T ~ 17. Tite network was used to predict x(t+85) given x(t), x(t-6), x(t-12), and 
x(t-18). Titc time series generated consisted of 1000 d~ta, 700 of which were used as 
training patterns and the other 300 cs the test data. Fig. 7.4 shows the chaCltic time 
series. l11e network perfonnance was evaluated using the nonnalised root mean squared 
error (NRMSE). 
'-'r---------------~------------------------, 
'·" 
' ' 
0.2 !----..,.~----.,.~---..,.~----=~----;-;:'" 0 200 400 600 800 1000 
Fig. 7.4. Mackey-Glass chaotic time series. 
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Fig. 7.5 shows the plot of NRMSE versus number of hidden layer neurons after the 
network was trained for 1 epoch and 15 epochs. The figure shows that the network 
pcrfonnance is not improved much by the extra traiuing. Only a small decrease in the 
NRMSE is apparent as the number of nodes in the hidden layer decreases. This shows 
that training the network requires one pas!; of the training samples. 
NRMSE 
0.34 ,---.----,--~--~-~- -,-----,---, 
0.32 
0.3 
0.28 
0.26 
0.24 1 epoch 
0.22 
0.2 
0.18 
0.16 \~ -"''',_-·" ·-\, ---~~----, .~ 
\_,;.-----~ 
0.14 '-----'----'---~---'---"-'----'---~-__J 
60 80 100 120 140 160 180 200 220 
Number of hidden layer neurons 
Fig. 7.5. Plot ofNRMSE versus number of hidden layer neurons 
Furthermore Fig. 7. 5 shows that there is almost a linear relationship between the network 
perfonnancc versus the number of hidden layer neurons. TI1e similarity factor controls 
the number of neurons required in the hidden layer. If the network is required to predict 
to a high degree of accuracy, then a large number of neurons may be required. However, 
if a higher level of error can be tolerated, then less hidden layer neurons may be required 
and the similflrity factor can be set to a higher value. 
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7.6 Conclusions 
Titis chapter has investigated a modification to the <:ountcrpropagation network which is 
suitable for phoneme recognition. l11e modified network maintains the strengths of CPN 
and has the additional benefits of fast teaming and good modeling accuracy. l11e 
network can be trained in I pass through the training satnples. Furthcnnore, the 
introduction of the similarity fhctor in n~twork training ensures that phonemes would be 
classified based on their signal representation and that poor training samples would not 
affect previous classifications. 1l1e next chapter applies the modified network to the 
recognitkm task of ~.;peech phonemes. 
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CHAPTER 8 COUNTERPROPAGATION NETWORK TIME-FREQIJENC'I! 
SHIFf-TOLERANT PHONEME RECOGNITION 
8.1 Introduction 
A temporal-spectral alignment recognition scheme was developed in chapter 5 and a 
modification to the counterpropagation network for phoneme recognition was proposed 
in chapter 7. Analysi.s of speech }Jhonc nes using the shift-tolerant algorithms was 
perfonned in chapter 6. In this chapter, the modified counterpropagation network and 
the temporal-spectral alignment recognition scheme will be applied to the recognition 
task of speech phonemes. 
To parallel the analysis perfonncd, recognition simulations were perfonned on the 
vowels 'a', 'e', 'i', 'o', and 'u' followed by simulations where the phoneme samples were 
shifted in time by a substantial amount. Tite actual pronunciations of the vowels 'a', 'e', 
'i', 'o', and 'u' were used. Ten speech samples of each character by a single adult 
speaker were used to train the network. Training was perfonned in I epoch. The 
network was te!>ted using another sixteen samples which were not from the training set. 
l11e spectrogram was used as the time-frequency distribution using a Hamming window 
of 512 points (23.2 ms) with a SO% shift over!ap. A sampling frequency of 22050 was 
used. The analysis in chapter 5 showed that the phonemf:s from the first male apeakcr 
and the second female speaker were the most difficult for recognition. l11e simulations 
would use the phonemes from these speakers for the recognition task. 
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8.2 Recognition of Vowels 
The recognition rate for the first male speaker using the spectrogram and the shift-
tolerant algorithms are shown below in Table 8.1 - 8.3 for different similarity fa;:.tors p, 
number of hidden layer neurons N, and the recognition rate. Fig. 8.1 shows the plot of 
the recognition rate versus the number of hidden layer neurons for the spectrogram and 
the shift-tolerant algorithms. 
Tab! 8 I R e ecQgtntton rate usmg spcctro zy am 
p N Recognition rate 
(%) 
0.60 31 80.0 
0.70 19 76.25 
0.80 14 70.0 
0.90 8 65.0 
1.00 5 58.75 
Table 8 R .2 ecogmhon rate USI!!g TST . §l!_eCtr ogram 
p N Recognition rate 
(%) 
0.00 49 95.0 
0.10 49 95.0 
0.20 49 95.0 
0.30 42 97.5 
0.40 23 96.25 
0.50 14 83.75 
0.60 II 70.0 
0.70 6 72.5 
0.80 4 60.0 
Table 8 .3 Recogmtlon rate usmg TFST spect rogram 
p N Recognition rate 
-(%) 
0.30 41 98.75 
0.40 14 92.5 
0.45 7 85.0 
0.50 4 60.0 
0.60 4 60.0 
0.70 2 20.0 
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Plot of recognition rate versus number of hidden layer neurons 
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Fig. 8.1 Plot of the recognition rate versus the number ofhiddenlayer neurons for tl1e 
spectrogram and the shift-toh:mnt algoritluns 
Fig. 8.1 shows that the TFST and TST shift-tolerant algorithms pcrfonned better than 
the spectrogram. For a small number of hidden layer neurons, the TFST algorithm 
pcrfonned better than the TST algorithm. 
8.3 Recognition of Time-Shifted Vowels 
To further investigate the shift-tolerant algorithms, 1he phoneme samples from the 
speakers were shifted in time by a substantial amount. Table 8.4 and Table 8.5 shows 
the recognition rate for the spectrogram and the shift-tolerant algorithms for different 
similarity f.1ctors p and number of hidden layer ncu.·ons N for the first male speaker and 
the second female speaker respectively. In these simulations, a maximum of 30 hidden 
layer nodes are allocated. 
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Table 8.4 Recognition rate forth!.! spectrogram and shift-tolerant algorithms forth~ 
I k rna e sQ_ea er 
p N recognition rate N recognition rate (%) N recognition rate(%) 
. (%) 
0.00 30 80.0 30 96.25 30 78.75 
0.10 30 80.0 30 96.25 30 78.75 
9.20 30 80.0 30 96.25 30 75.0 
J.JO 30 80.0 30 95.0 19 ' 77.5 
0.40 30 80.0 19 97.5 3 38.75 
0.50 30 80.0 II 83.75 2 37.5 
0.60 30 77.5 9 67.5 I 20.0 
0.70 25 71.25 5 72.5 I 20.0 
0.80 21 72.5 3 ~0.0 I 20.0 
0.90 16 62.5 3 40.0 I 20.0 
LOO 7 5 L25 ' 40.0 I 20.0 ~ 
Table 8.5 Recognition rate for the spectrogram and shifi-tolcrant algorithms for the 
" I k ema e spea ·cr 
p N recognition rate N recognition rate(%) N recognition rate(%) 
(%) 
-~ 
0.00 30 60.0 30 70.0 30 58.75 
0.10 30 60.0 30 70.0 30 58.75 
0.20 30 60.0 30 68.75 21 48.5 
0.30 30 60.0 23 66.25 13 42.5 
0.40 30 56.25 19 63.75 6 45.0 
0.50 30 57.5 12 ~6.25 3 43.75 
0.60 28 35.0 6 45.0 2 30.0 
0.70 23 33.75 4 43.75 I 20.0 
0.80 21 32.5 4 43.75 I 20.0 
0.90 17 33.75 4 43.75 I 20.0 
LOO 8 32.5 3 55.0 I 20.0 
Fig. 8.2 and Fig. 8.3 shows the plot of the recognition rate versus the number of hidden 
layer neurons for the spectrogram and the shift-tolerant algorithms for the male and 
female speaker respectively. 
The ligures show that the shift-tolerant algorithms perfonn better than the spectrogram. 
However. the TST spectrogram algorithm gave better results than the TFST 
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spectrogram. This is an wtexpected result since the anal;sis predicted that the TFST 
algorithm should be better. 
lltis limitation may be due to the training of the neural netwmk rai:her than the TFST 
algorithm. 11te neiwork training utili.\.'ed <! similarity factor parameter for classification. 
Tite simi1arity factor is static and is the same for all nodes. Tite analysis has shovm that 
the TFST algorithm has the capability to bring the phoneme samples closer together. 
The phoneme samples may have required different similarity factors for each 
classification. 
Another possibility is that the network has not been adequately trained. Titc Mackey-
Glass chaotic time-series prediction simul~tion has shown that the modified CPN can be 
trained in I epoch. However, since the training samples were randomly selected, the 
possibility remains that certain classifications were not adequately trained. 
An interesting observation in Fig. 8.3 is that the recognition rate for the spectrogram 
inc1eases significantly from 35% to 55% when the number of hidden layer nodes is 
increased from 27 to 30. TI1is may be due to the network leaming the time shifts in the 
test samples. 
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Plot of recognition rate for male speaker 
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Fig. 8.2. Plot or recognition rate versus number of hidden layer nodes for male speaker 
Plot of recognition rate for female speaker 
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8.4 Conclusions 
The phoneme recognition simulations have confirmed that the TST and TFST shift-
tolerant algorithms perform better than the spectrogram. This is in accordance to the 
results of analysis performed in chapter 6. 
Tite simulations have also identified a possible limitation in the modified 
cowtterpropagation network of a static similarity factor. l11e constancy of the similarity 
parameter assumes that all classifications in the network differ by the same distance. 
This assumption may not be valid and may explain the poorer perfonnance of the TFST 
algorithm to the TST algorithm. Chapter I 0 would discuss an improvement to the 
modified CPN to improve the network by incorporating fuzziness into the 
cow1tcrpropagutim! network operation. 
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CHAPTER 9 ifr: ENVIRONMENT FOR TIME-FREQUENCY RECOGNITION 
9.1 Environment Overview 
ifr is an envimnment to facilitate signal analysis using time-frequency distributions and 
signal recognition using artificial neural networks. The environment is built using 
MATLAB and uses the Signal Processing and Neural Network toolboxes. The 
environment features a graphical-user interface for ease of use. The main screen of the 
environment is shown in Fig. 9.1. Appendix B contains a list of programs in the 
environment. 
Fig. 9 .1. ifr environment 
.· 
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It was envisioned that the environment would comprise of 4 main modules. 
• tfrenv time-frequency signal analysis environment 
u tfrsim time-frequency signal simulation environment 
o a~nen1• neural network training environment 
• annsim neural network simulation and recognition environment 
Tite modules would be integrated and signals and their transformations could be passed 
from ODd module to another. Signals and their time-frequency distributions could be pr(.}-
processed in the time-frequency environments and passed to the neural network 
eavironments for training and recognition. 1l1e modular structure of tfr is shown in Fig. 
9.2. 
pre-processing 
L l 
en1• I ifr.•im I 
MATLAB 
Signal Processing 
toolbox 
tfr 
I recognition 
I 
atmenJ' DIIIISim 
MATLAB 
Neural Network 
toolbox 
Fig. 9.2. Modular stmcture oftfr 
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To achieve modularity and standardisation between environments, a time--frequency 
signal analysis toolbox has been developed containing p:rocedures to perform common 
functions. The time-frequency signal analysis and simulation environments access 
common functions in the toolbox. llte toolbox builds on the Signal Processing toolbox 
in MATLAB. The artificial neural network toolbox contains simulations of the 
counterpropagationnetwork for initialising, training, and operating the network. 
9.2 Time-Frequency Signal Analysis Environment 
tfrem• is an environment to £1cilitate time~ frequency signal analysis. It currently supports 
the following analysis methods. 
• Time Sequence 
• Magnitude Spectrum 
• Powe ·Spectral Density 
• Short-Time Fourier Transform 
• Spectrogram 
• Time Shift-Tolerant (TST) Spectrogram 
• Frequency Shift-Tolerant (FST} Spectrogram 
• Time-Frequency Shift-Toh::rant (TFST} Spectrogram 
Tite tfrenv time-frequency signal analysis environment is shown in Fig. 9.3. 
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Fig. 9.3. Time-Frequency Signal Analysis Environment 
9.3 Time-Frequency Signal Simulation Environment 
tfrsim is an environment to facilitate time-frequency signal simulation. It suppmts all 
analysis methods in tfrenv. In addition, it simulates time and frequency shifts on signals. 
Various analysis comparisons can be performed on the time-frequency shifted signals 
against similar analysis on reference template signals. Often the signal to be analysed and 
the template signal would be identical. Time shifts are simulated by moving the signal in 
an analysis window. Simulation of frequency shifts are accomplished by modulating the 
signal by a carrier frequency. 
Time shift: s(t) ~ s(t + t0 ) 
Frequency shift: s(t) ~ s(t)e-Jwot 
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The tfrsim time-frequency signal simulation environment is shown in Fig. 9.4. 
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Fig. 9.4. Time-Frequency Signal Simulation Environment 
The three windows at the top shows the start window, the simulation window, and the 
end window respectively. A newly loaded signal is put into the start window. The 
'FWD' (forward) and 'REW' (rewind) buttons are then used to move the signal back and 
forth within the simulation window. Any portion which moves out of the simulation 
window is put into the end window. The entire length of the simulation window 
becomes the signal to be analysed. The signal in the simulation window can be shifted in 
frequency by modulating it with a modulation factor. 
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Tite bottom left window shows the analysis being perfonned on the portion of the 
modulated signal in the simulation window. The bottom right window shows a similar 
analysis performed on a reference template signal. 
9.4 Artificial Neural Network Simulation Environment 
anusim is an environment providing neural network simulations to complement the time-
frequency signal environments. After analysis, the time-frequency representations ofthe 
signals can be passed to the neural network envimnments for training or simulation of 
the networks. 
11te environment currently supports the following network architectures 
• Counterpropagation network 
• Fuzzy coWtterpropagation network 
and the following operations 
• Initialise network 
• Train network 
e Simulate network 
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9.5 Recommendations for Improvement 
tfr can be improved in the following ways. 
• Add other time-frequency signal analysis methods like: 
(I) wavelet transform 
(2) chirplet transform 
(3) Wigner-Ville distribution 
(4) Smoothed Wigtler-Ville distribution 
(5) Choi-Williams distribution 
(6) Born-Jordan-Cohen distribution 
(7) Rihaczek-Margenau distribution 
With the exception of ( 1) and (2), the other distributions are from the Cohen class 
and can be implemented using a general framework for time-frequency distributions. 
• Add simulations for other neural network architectures like: 
(I) backpropagation 
(2) LVQ 
(3) perceptron 
(4) radial basis network 
(5) linear networks 
(6) self-organizing maps 
(7) Hopfield network 
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• Integrate the analysis and recognition environments and allow communication 
between environments either through common files or data structures. 
• Include a signal generation and filtering environment to create and prepare signals for 
analysis. 
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CHAPTER 10 RECOMMENDATIONS FOR FURTHER RESEARCH 
10.1 Wigner Time-Frequency Distribution and Scalogram 
The Wigner distribution is a time-frequency distribution from the shift-scale-invariant 
subclass. Distributions from this subclass have properties which satisfY both the Cohen 
and affine classes. Titc shift-tohrant algorithms can be applied to the Wigner distrih11tion 
as it satisfies the property of time and frequency shift invariance. 
A major limitation in the spectrogram is the tradeoff between the time and frequency 
resolution which is dependent on the window function. Researchers have reported on 
the advantages of the Wigner distribution over the spectrogram in revealing the time-
varying structure of speech [4], [29]. 
Another possibility is to use the scalogram as the time-frequency distribution for 
preprocessing. Tite advantages of using the scalogram is in the logarithmic nature of the 
distribution. 1l1is may ]JTOvide a better representation of the modeling of the variations 
of speech between different speakers. 
10.2 Fuzzy Countcrpropagation Network 
A limitation of the J>roposed CPN model is due to a static similarity factor. 'flte model 
can be improved by incorporating fuzziness into the network. l11e use of fuzzy 
techniques in CPN involves the association of a fuzzy membership for each node in the 
hidden layer. Initially, the fuzzy membership is set to zero. During training, the fuzzy 
membership is gradually increased for each winning neuron. In operation, defuzzification 
is performed at the output layer. 
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10.2.1 Membership Function 
In addition to the similarity factor, each hidden layer node also has associated with it a 
maximum deviation r as shown in Fig. 10.1 which is used for determination of the fuzzy 
membership. In the approach, the maximum deviation is initially set to zero and is 
gradually increased for each winning node. Tite upper bound for the maximum deviation 
is set to a proportion of the similarity factor. 
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Fig. 1 0.1. Prototype vector with similarit:. factor and maximum deviation 
In operation, defuzzification is pcrfonned at the output layer according to the weighted 
average scheme. Titc membership function for each class is calculated and the output is 
the weighted average of the total of the membership function of each class. fig. I 0.2 
shows the membership fimction for defuzzification. The boundary of the class has the 
membership equal to zero and the prototype of the class has the membership equal to 
one. 
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Fig. I 0.2. Membership fimction for dcfuzzification 
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10.2.2. Fuzzy Nctworll Mechanism 
Define p: the similarity factor of class i1" 
r: the maximum devietiou of class i1" 
Cj,: the prototype vector of class i1" ofj dimension 
If the input vector ofj dimension 
0;.: the input vector ofk dimension. 
1l1e fuzzy teaming mechanism can be fonnulated as follows: 
Step I. Start with 0 number of clusters 
Step 2. New input is applied to the input layer 
Step 3. Calculate the Euclidean distanced; from the input to all existing classes 
' 
" 
d, = 2::[<·,, -l,] (I 0. I) 
_1~1 
Step 4. If the Euclidean distance of the winning neuron is greater than the 
similarity factor, then create a uc\v class and assign the input and target 
vectors to the prototype vector of the new class and set the fuzzy membership 
to zero 
( 10.2) 
else update the weights and fiazzy membership of the winning class 
JVI S/df' -- JVI 01./) -1- f3(1- JI'IOI.IJ) Jf/.\' JJ'J\' Jfl_\' (10.3) 
Jv2 xt;w ::::: Jl'2 01'11 -1- fi(O- f"20l./)) JJI.\' rnv ~ rns ( IUol) 
Lg" [J"I'"'" -'VI""" ]' ,-- £..... ~ J.Jfl.\' r }Jf!s 
_I~ I 
(10.5) 
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a /3=--
aq 
(10.6) 
where a is the decay function, which bas the initial value of 1.0 and is calculated 
iteratively by 
NHII' I ( ~ _, awm = ow+ I a wiN (I 0. 7) 
In operation, when an input vector is given, the middle layer calculates its membership 
value J.l to each class 
p 1 =0 d:;:>:r 
= 1-~ d<o (10.8) 
'; 
d=O 
and defuzzification is perfonned at the output layer according to the weighted average 
scheme 
,_, 
:~:>~,w2,,) 
Out A == -"'-"-" -c,_-c, -- (I 0. 9) 
L>• 
1~0 
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10.2.3. Mackey-Glass Chaotic Time Series Prediction 
The network was trained using the similarity factor as the maximum deviation. Fig. 10.3 
shows the plot ofNRMSE versus number ofhidden layer neurons after the network was 
trained for 15 epochs. 
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Fig. 10.3. NRMSE versus number of hidden layer neurons for fuzzy CPN and nonnal 
CPN 
Fig. 10.3 shows that the fuzzy CPN generally perfom1s better than the nonnal CPN when 
the number of hidden layer neurons is decreased. 
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CHAPTERll CONCLUSIONS 
The objective of the research was to develop a recognition scheme for nonstationary 
signals which does not require temporal or spectral alignment. Recognition schemes for 
classification ofnonstationary signals generally r~quire some kind of temporal alignment 
to be perfomted. Tc~hniques for achieving temporal alignment include hidden Markov 
models, dynamic time warping, and time-delay neural networks. 
This thesis has proposed a recognition scheme for temporal-spectral alignment by 
perfonning a two-dimensional Fourier transfonn on the time-frequency distributions of 
the signals. Tite ;cquirements for the time-frequency preprocessing is that the time-
frequency distribution is of the Cohen class and has the time-frequency shift invariant 
property. 
The recognition scheme has been applied to the analysis and recognition of speech 
phonemes using the spectrogram time-frequency distribution and the counterpropagation 
Jl(;iwork as the recognisor. A particular problem identified during analysis is the 
possibility of different signal representations for the same phoneme due to variation in 
speaking rate or tone. 
A modification to the cmmterpropagation network is proposed. l11e introduction of a 
similarity f.1ctor enables the network to c1assify signals according to their signal content 
rather than their linguistic infonnation. 'l11e modified cowttcrpropagation network 
maintains the simplicity and competitive mechanism of the network with additional 
benefits of f.1st leaming and good modeling accuracy. The network was applied to the 
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prediction of the Mackey~Glass chaotic time series. Simulations show that the network 
performed as required and could be trained in one pass through the training samples. 
The phoneme recognition simulations show that the TST and TFST shift-tolerant 
algorithms perform better than the spectrogram. Titis is in accordance with the results of 
the analysis performed. A possible ]imitation in the modified cowtterpropagation 
network is due to a static simila~ty factor. Tite constancy of the similarity parameter 
assumes that all classifications in the network differ by the same amount. 
A further recommendation to improve the classification ability of the counterpropagation 
network is to incorporate fuzziness into the network. In addition to the similarity factor, 
each hidden layer node also has associated with it a maximum deviation. During 
training, the fuzzy membership is gradually increased for each winning node. 
Simulations on the chaotic time series show that the fuzzy network petfonns better than 
the nonnal network when the number of hidden layer nodes is decreased. A further 
proposal is to use other time-frequency dist1ibutions for signal representatior •. 
To facilitate research, an environment was developed to perform time-frequency signal 
analysis and recognition by artificial neural networks. Tite environment provides tools 
for time-frequency signal analysis and simulations of the cow1terpropagation network. 
Tite outcome of the research is the development of a recognition scheme fer temporal-
spct~tral alignment of nonstationary signals, a modified fuzzy cow1terpropagation 
network, and software tools to t>erform time-frequency signal analysis and recognition 
using artificial neural networks. 
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Further research is required to improve the recognition model and verifY the applicability 
of the TFST algorithm for recognition of speech from different speakers. The tem.:'loral-
spectral alignment recognition scheme can also be investigated for applicability in other 
areas. Tite scheme can be used to detect signals which have been time-delayed or 
doppler-shifted. A possible application is the detection of signals from moving objects. 
The predictive ability of the fuzzy cow1terpropagation network can also be investigated. 
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APPENDIX A : TIME-FREQUENCY SHIFT-TOLERANT PATTERNS FOR 
PHONEMES IN AMERICAN ENGLISH 
There are about 42 phonemes in American English as listed below. 
l. AA 
2. AE 
3. AH 
4. AO 
5. AW 
6. AX 
7. AY 
8. B 
9. CH 
10. D 
II. DH 
12. EH 
13. ER 
14. EY 
15. F 
16. G 
17. HH 
18. lH 
19. N 
20. J 
21. K 
22. L 
23. M 
24. N 
25. NG 
26. ow 
27. OY 
28. p 
29. R 
30. s 
31. SH 
32. T 
33. TH 
34. UH 
35. uw 
36. v 
37. w 
38. WH 
39. y 
40. YU 
41. z 
42. ZH 
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APPENDIX II : ifr -TIME-FRI:QIIENCY RI:COGNITION ENVIHONMENT 
PROGRAM LIST 
The environment contain3 the following progrmns. 
System Environment 
• tfT.m 
• tfnnenu. m 
• tfrlist.m 
Moduks 
• tfrenv.m 
• tfrsim.m 
Toolboxes 
• Time-Frequency Toolbox 
• timeseq.m 
• magspcct.n1 
• psd.m 
• stfl.m 
• spec.m 
• tstspec.m 
• f'stspec.m 
• tf.<;tspcc.m 
System environment 
Environment menus 
List of executable programs 
Time-Frequency Signal Analysis Environment 
Time-Frequency Signal Simulation Environment 
Time sequence 
Magnitude spectrum 
Power spectral density 
Short-time fourier transform 
Spectrogr.1m 
Time shin-tolerant erST) spectrogram 
Frequency shill-tolerant (FST) spectrogram 
Time-frequency shill-tolerant ("fFS"I") spectrogram 
• Artificial Neural Network Toolbox 
• 
• 
• 
• 
• 
• 
initcpn.nl 
tmcpn.m 
SllllUCJlll.lll 
initfcpn.m 
tmfl:pn.m 
simufcpn.m 
Initialise counterpropagation uelwork 
Train countcq>ropagation network 
Simulate countcrpropagation network 
Initialise fiu.zy countcrpropagatim1 network 
Train fu'l:r.y couJltcq>ropagation network 
Simulate fu'l.zy countelvropagntion network 
