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Introduction
There is no doubt that Life Sciences have been firmly established as a Big Data science 
discipline, largely due to the high-throughput sequencers that are widely available and 
extensively utilized in research. However, when it comes to tools for analyzing and inter-
preting big bio-data, the research community has always been one step behind the actual 
acquisition and production methods. Although the amount of data currently available is 
considered vast, the existing methods and extensively used techniques can only hint at 
the knowledge that can be potentially extracted and consequently applied for address-
ing a plethora of key issues, ranging from personalized healthcare and drug design to 
sustainable agriculture, food production and nutrition, and environmental protection. 
Researchers in genomics, medicine and other life sciences are using big data to tackle 
fundamental issues, but actual data management and processing requires more network-
ing and computing power [14]. Big data is indeed one of today’s hottest concepts, but it 
can be misleading. The name itself suggests mountains of data, but that’s just the start. 
Overall, big data consists of three v’s: volume of data, velocity of processing the data, and 
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variability of data sources. These are the key features of information that require particu-
lar tools and methodologies to efficiently address them.
The main issue with dealing with big data is the constantly increasing demands for 
both computational resources as well as storage facilities. This in turn, has led to the 
rise of large-scale high performance computing (HPC) models, such as cluster, grid and 
cloud computing. Cloud computing can be defined as a potentially high performance 
computing environment consisting of a number of virtual machines (VMs) with the abil-
ity to dynamically scale resources up and down according to the computational require-
ments. This computational paradigm has become a popular choice for researchers that 
require a flexible, pay-as-you-go approach to acquiring computational resources that can 
accompany their local computational infrastructure. The combination of public and pri-
vately owned clouds defines a hybrid cloud, i.e. an emerging form of a distributed com-
puting environment.
From this perspective, optimizing the execution of data-intensive bioinformatics work-
flows in hybrid clouds is an interesting problem. Generally speaking, a workflow can be 
described as the execution of a sequence of concurrent processing steps, or else compu-
tational processes, the order of which is determined by data interdependencies as well as 
the target outcome. In a data-intensive workflow, data and metadata, either temporary 
or persistent, are created and read at a high rate. Of course, a workflow can be both data 
and computationally intensive and the two are often found together in bioinformatics 
workflows. In such workflows, when scheduling tasks to distributed resources, the data 
transfers between tasks are not a negligible factor and may comprise a significant por-
tion of the total execution time and cost. A high level of data transfers can quickly over-
whelm the storage and network throughput of cloud environments, which is usually on 
the order of 10–20 MiB/s [6], while also saturating the bandwidth of local computational 
infrastructures and leading to starvation of resources to other users and processes.
It is well known that a high level of parallelization can be achieved in a plethora of bio-
informatics workflows by fragmenting the input of individual processes into chunks and 
processing them independently, thus achieving parallelism in an embarrassingly parallel 
way. This is the case in most evolutionary investigation, comparative genomics and NGS 
data analysis workflows. This fact can be largely taken advantage of in order to achieve 
parallelism by existing workflow management approaches emphasizing parallelization. 
The disadvantage of this approach however is that it creates significant data interde-
pendencies, which in turn lead to data transfers that can severely degrade performance 
and increase overall costs.
In this work, we investigate the problem of optimizing the parallel execution of data-
intensive bioinformatics workflows in hybrid cloud environments. Our motivation is 
to achieve better time and cost efficiency than existing approaches by minimizing file 
transfers in highly parallelizable data-intensive bioinformatics workflows. The main con-
tributions of this paper are twofold; (a) We propose a novel data management paradigm 
for achieving parallelism in bioinformatics workflows while simultaneously minimizing 
data-interdependency file transfers, and (b) based on our data management paradigm, 
we introduce a 2-stage scheduling approach balancing the trade-off between paralleli-
zation opportunities and minimizing file transfers when mapping the execution of bio-
informatics workflows into a set of heterogeneous distributed computational resources 
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comprising a hybrid cloud. Finally, in order to validate and showcase the time and cost 
efficiency of our approach, we compare our performance with Swift, one of the most 
widely used and state-of-the-art high performance workflow execution frameworks.
The rest of the paper is organized as follows: a review of the state-of-the-art on work-
flow management systems and frameworks in general and in the field of bioinformatics 
in particular is presented in "Related work" section. "Methods" section outlines the gen-
eral characteristics and operating principles of our approach. "Use case study" section 
briefly presents the driving use case that involves the construction of phylogenetic pro-
files from protein homology data. "Results and discussion" section provides the results 
obtained through rigorous experimentation, in order to evaluate the scalability and effi-
ciency as well as the performance of our approach when compared against a high perfor-
mance framework. Finally, concluding remarks and directions for future work are given 
in "Conclusions and future work" section.
Related work
The aforementioned advantages of cloud computing have led to its widespread adoption 
in the field of bioinformatics. Initial works were mostly addressed on tackling specific, 
highly computationally intensive problems that outstretched the capabilities of local 
infrastructures. As the analyses became more complex and incorporated an increasing 
number of modules, several tools and frameworks appeared that aimed to streamline 
computations and automate workflows. The field of bioinformatics has also sparked the 
interest of many domain agnostic workflow management systems, some of the most pro-
lific applications of which were bioinformatics workflows, thus leading to the develop-
ment of pre-configured customized versions specifically for bioinformatics workflows 
[34].
Notable works addressing well-known bottlenecks in computationally expensive pipe-
lines, the most characteristic of which are Next Generation Sequencing (NGS) data anal-
ysis and whole genome assembling (WGA) include [18], Rainbow [9], CloudMap [29], 
CloudBurst [40], SURPI [31] and RSD-Cloud [45]. These works, although highly success-
ful, lack a general approach as they are problem specific and are often difficult to setup, 
configure, maintain and most importantly integrate within a pipeline, when considering 
the experience of a non-expert life sciences researcher.
Tools and frameworks aiming to streamline computations and automate standard 
analysis bioinformatics workflows include Galaxy [17], Bioconductor [16], EMBOSS [39] 
and Bioperl [43]. Notable examples of bioinformatics workflow execution in the cloud 
include [11, 33] and an interesting review on bioinformatics workflow optimization in 
the cloud can be found in [15]. In the past few years, there is a significant trend in inte-
grating existing tools into unified platforms featuring an abundance of ready to use tools, 
with particular emphasis on ease of deployment and efficient use of resources of the 
cloud. A platform based approach is adopted by CloudMan [1], Mercury [38], CLoVR 
[3], Cloud BioLinux [22] and others [24, 32, 42, 44]. Most of these works are addressing 
the usability and user friendly aspect of executing bioinformatics workflows, while some 
of them also support the use of distributed computational resources. However, they 
largely ignore the underlying data characteristics of the workflow and do not perform 
any data-aware optimizations.
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Existing domain agnostic workflow management systems including Taverna [48], Swift 
[49], Condor DAGMan [23], Pegasus [13], Kepler [26] and KNIME [5] are capable of also 
addressing bioinformatics workflows. A comprehensive review of the aspects of paral-
lel workflow execution along with parallelization in scientific workflow managements 
systems can be found in [8]. Taverna, KNIME and Kepler mainly focus on usability by 
providing a graphical workflow building interface while offering limited to non-existent 
support, in their basic distribution, for use of distributed computational resources. On 
the other side, Swift, Condor DAGMan and Pegasus are mainly inclined over accom-
plishing parallelization on both local and distributed resources. Although largely suc-
cessful in achieving parallelization, their scheduling policies are non data-aware and do 
not address minimizing file transfers between sites.
Workflow management systems like Pegasus, Swift and Spark can utilize shared file 
systems like Hadoop and Google Cloud Storage. The existence of a high performance 
shared file system can be beneficial in a data intensive worfklow as data can be trans-
ferred directly between sites and not staged back and forth from the main site. However, 
the advantages of a shared file system can be outmatched by a data-aware scheduling 
policy which aims to minimize the necessity of file transfers to begin with. Furthermore, 
the existence of a shared file system is often prohibitive in hybrid clouds comprising of 
persistent local computational infrastructures and temporarily provisioned resources 
in the cloud. Beyond the significant user effort and expertise required in setting up a 
shared file system, one of the main technical reasons for this situation is that elevated 
user operating system privileges are required for this operation, which are not usually 
granted in local infrastructures.
A Hadoop MapReduce [12] approach is capable of using data locality for efficient 
task scheduling. However, its advantages become apparent in a persistent environment 
where the file system is used for long term storage purposes. In the case of temporarily 
cloud provisioned virtual machines, the file system is not expected to exist either prior 
or following the execution of the workflow and consequently all input data are loaded at 
the beginning of the workflow. There is no guarantee that all the required data for a spe-
cific task will be placed in the same computational site and even if that were the case, no 
prior load balancing mechanism exists for assigning all the data required for each task 
to computational sites while taking into account the computational resources of the site 
and the computational burden of the task. Additionally, a MapReduce approach requires 
re-implementation of many existing bioinformatics tools which is not only impractical 
but also unable to keep up to date with the vanilla and standardized versions.
Finally, it is important to note that none of the aforementioned related work clearly 
addresses the problem of applying a data-aware optimization methodology when execut-
ing data-intensive bioinformatics workflows in hybrid cloud environments. It is exactly 
this problem that we address in this work, by applying a data organization methodology 
coupled with a novel scheduling approach.
Methods
In this section we introduce the operating principles and the underlying characteristics 
of the data management and scheduling policy comprising our methodology.
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Data management policy
The fact that data parallelism can be achieved in bioinformatics workflows has largely 
been taken advantage of in order to accelerate workflow execution. Data parallelism 
involves fragmenting the input into chunks which are then processed independently. For 
certain tasks of bioinformatics workflows, such as sequence alignment and mapping of 
short reads which are also incidentally some of the most computationally expensive pro-
cesses, this approach can allow for a very high degree of parallelism in multiprocessor 
architectures and distributed computing environments. However, prior to proceeding 
to the next step, data consistency requires that the output of the independently pro-
cessed chunks be recombined. In a distributed computing environment, where the data 
is located on multiple sites, this approach creates significant data interdependency issues 
as data needs to be transferred from multiple sites in order to be recombined, allowing 
the analysis to proceed to the next step. The same problem is not evident in a multipro-
cessor architecture, as the data exists within the same physical machine.
A sensible approach to satisfying data interdependencies with the purpose of minimiz-
ing, or even eliminating unnecessary file transfers would be to stage all fragments whose 
output must be recombined on the same site. Following that, the next step, responsible 
for processing the recombined output, can also be completed on the same site, and then 
the next step, that will operate on the output of the previous, also on the same site, fur-
ther advancing this course until it is no longer viable. It is becoming apparent that this 
is a recursive process that takes into account the anticipated data dependencies of the 
analysis. In this way, segments of the original workflow are partitioned into workflow 
ensembles (workflows of similar structure but differing in their input data) that have no 
data interdependencies and can then be executed independently in an approach remi-
niscent of a bag-of-tasks. Undoubtedly, not all steps included in a workflow can be man-
aged this way, but a certain number can, often also being the most computationally and 
data intensive.
Instead of fragmenting the input of data parallelizable tasks into chunks arbitrarily, we 
propose fragmenting into chunks that can also sustain the data dependencies of a num-
ber of subsequent steps in the analysis. Future tasks operating on the same data can be 
grouped back-to-back into forming a pipeline. To accomplish the aforementioned, we 
model the data input space as comprising of Instances. An Instance (Inst) is a single data 
entry, the simplest form data can exist independently. An example of an Inst would be 
a single protein sequence in a .fasta file. Instances are then organized into organization 
units (OU), which are sets of instances that satisfy the data dependencies of one or more 
tasks. The definition of an OU is a set of Insts that can satisfy the data dependencies of a 
number of consecutive tasks, thus allowing the formation of an OU pipeline.
However, before attempting to directly analyze the data involved, a key step is to pre-
process the data instances in order to allow for a structured optimization of the down-
stream analysis process. A common occurrence in managing big data is the fact that 
their internal organization is dependent on its specific source. Our data organization 
model is applied through a preprocessing step that restructures the initial data organiza-
tion into sets of Insts and OUs in a way reminiscent of a base transformation.
The process involves identifying Insts in the input data, and grouping them together 
into OUs according to workflow data interdependencies. An identifier is constructed for 
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each Inst that also includes the OU it belongs to. The identifier is permanently attached 
to the respective data and therefore is preserved indefinitely. The initial integrity of the 
input data is guaranteed to be preserved during workflow execution, thus ensuring the 
accessibility to this information in later stages of the analysis and allowing for the recom-
bination process. The identifier construction process is defined as follows.
Definition 1 Each OU is a set that initially contains a variable number (denoted by 
n, k, l, ...) of instances Instj where j = [1, n]. The internal order of instances within an OU 
is preserved as the index assigned to each unique identifier Instj (i.e. the order 1 < i < n 
of the instances) is reflected directly upon the constructed identifier. The total number of 
m OUs themselves are grouped into a set of OUs and are each assigned unique identifi-
ers OUi constructed in a semi-automated manner to better capture the semantic context 
of the defined OUs. Finally, the instance identifier, InstID consists of the concatenated 
OUi and Instj parameters, as shown below:
At some point, some or all the pipelines may converge in what usually is a non parallel-
izable merging procedure. This usually happens at the end of the workflow, or in inter-
mediate stages, before a new set of OU pipelines is formed and the analysis continues 
onward.
Scheduling policy
It is obvious that this data organization approach although highly capable of minimizing 
data transfers, it severely limits the opportunities for parallelization, as each OU pipeline 
is processed in its entirety in a single site. In very small analyses where the number of 
OUs is less than the number of sites, obviously some sites will not be utilized, though 
this is a boundary case, unlikely to occur in real world analyses.
In a distributed computing environment, comprised of multiprocessor architecture 
computational sites, ideally each OU pipeline will be assigned to a single processor. 
Given that today’s multiprocessor systems include a significant number of CPU cores, 
the number of OU pipelines must significantly exceed, by a factor of at least 10, the 
number of sites in order to achieve adequate utilization. Unfortunately, even that would 
prove inadequate, as the computational load of OU pipelines may vary significantly, thus 
requiring an even higher number of them in order to perform proper load balancing. It 
is apparent that this strategy would be fruitful only in analyses where the computational 
load significantly exceeds the processing capabilities of the available sites, spanning 
execution times into days or weeks. In solely data-intensive workflows, with no com-
putationally intensive component, under-utilization of multiprocessor systems may not 
(1)OUs = {OU0,OU1,OU2, . . . ,OUm}
(2)
OU0 = {Inst0, ..., Instn}, OU1 = {Inst0, ..., Instk} ...
OUn = {Inst0, ..., Instl}
(3)InstID = F(OUi, Instj) = OUi_Instj
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become apparent as storage and network throughput are the limiting factors. Otherwise, 
it will most likely severely impact performance.
Evidently, a mechanism for achieving parallelism in the execution of an OU pipeline in a 
single site is required. Furthermore, in a heterogeneous environment of computational sites 
of varying processing power and OU pipelines of largely unequal computational loads, load 
balancing must be performed in order to map the OU pipelines into sites. To address these 
issues we propose a novel 2-stage scheduling approach which combines an external sched-
uler at stage 1 mapping the OU pipelines into sites and an internal to each site scheduler at 
stage 2 capable of achieving data and task parallelism when processing an OU pipeline.
External scheduler
The external scheduler is mainly concerned with performing load balancing of the OU 
pipelines across the set of computational resources. As both the OU pipelines and the 
computational sites are largely heterogeneous, the first step is performing an estimation 
regarding both the OU pipeline loads and the processing power of the sites. The second 
step, involves the utilization of the aforementioned estimations by the scheduling algo-
rithm tasked with assigning the OU pipelines to the set of computational resources.
In order to perform an estimation of the load of an OU pipeline, a rough estimation 
could be made based on the size of the OU input. A simple approach would be to use the 
disk file size in MB but that would most likely be misleading. A more accurate estima-
tion could be derived by counting the number of instances, this approach too however 
is also inadequate as the complexity cannot be directly assessed in this way. In fact, the 
computational load can only be estimated by taking into account the type of informa-
tion presented by the file, which is specific to its file type. For example, given a .fasta file 
containing protein sequences, the most accurate approach for estimating the complex-
ity of a sequence alignment procedure would be to count the number of bases, rather 
than count the number of instances. Fortunately, the number of distinct file types found 
in the most common bioinformatics workflows is small, and therefore we have created 
functions for each file type that can perform an estimation of the computational load 
that corresponds to them. We already support formats of .fasta, .fastq and plain ASCII 
(such as tab-delimited sequence similarity files) among others.
In order to better match the requirements of the data processing tasks to the availa-
ble computational resources, the computational processing power of each site must also 
be assessed. This is accomplished by running a generic benchmark on each site which is 
actually a mini sample workflow that aims to estimate the performance of the site for sim-
ilar workflows. The benchmarks we currently use are applicable on comparative genom-
ics and pangenome analysis approaches, and measure the multithreaded performance 
of the site, taking into account its number of CPU cores. We also use the generic tool 
UnixBench [41] to benchmark the sites when no similar sample workflow is available.
The problem can now be modeled as one of scheduling independent tasks of unequal 
load to processors of unequal computational power. As these tasks are independent, 
they can be approached as a bag of tasks. Scheduling bag of tasks has been extensively 
studied and many algorithms exist, derived from heuristic [46], list scheduling [20] or 
metaheuristic optimization approaches [30]. In this work we utilize one of the highest 
performing algorithms, the FPLT (fastest processor largest task) algorithm. According to 
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FPLT, tasks are placed in descending order based on their computational load and each 
task, starting from the largest task, is assigned to the fastest available processor. When-
ever a processor completes a task, it is then added to the list of available processors, the 
fastest of which is assigned the largest remaining task.
FPLT is a straightforward and lightweight algorithm, capable of outperforming other 
solutions most of the time [20] when all tasks are available from the start, as is the case 
here, without adding any computational burden. The disadvantage of FPLT is that when 
the computational power of processors is largely unequal, a processor might be assigned 
a task that severely exceeds its capabilities, thus delaying the makespan of the workflow. 
This usually happens when some processors are significantly slower than the average 
participating in the workflow.
The external scheduler initially performs an assessment of the type and load of the OU 
pipelines. It then determines the capabilities of the available sites in processing the pipe-
lines by retrieving older targeted benchmarks or completing new on the fly. The OU pipe-
lines are then submitted to the sites according to FPLT and job failures are handled by 
resubmission. The pseudocode of the external scheduler is presented in Algorithmic Box 1.
Internal scheduler
The internal scheduler is local to each site and is responsible for achieving data and 
task parallelism when processing an OU pipeline. Task parallelism involves executing 
independent tasks directly in parallel while data parallelism requires the identification 
of tasks whose input can be fragmented in chunks and processed in parallel. The sec-
ond requires that such tasks are marked as suitable for fragmentation at the workflow 
description stage or maintaining a list of such tasks for automatic identification. Our 
approach supports both.
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The internal scheduler automatically identifies the number of CPUs on the computa-
tional site and sets the number of simultaneous processing slots accordingly. It receives 
commands from the master and assigns them to threads in order to execute them in 
parallel. In case it receives a task where data parallelism is possible, it will fragment the 
input into individual chunks, or else subsets, and then launch threads in order to process 
them in parallel. A decision must be made on the number of fragments a task must be 
split to, which involves a trade off between process initialization overhead and load bal-
ancing between threads.
Given the widely accepted assumption that the CPU cores of a given site have the same 
computational capabilities, a simple solution would be to launch a number of threads 
equal to the machine’s CPU count and divide the total number of input data, or else 
the instances, across them. This solution is in turn predicated on the assumption that 
the load assigned to a thread should directly correspond to the amount of data it has 
to process and as such is prone to variations. In our case however, as all required data 
exists within the same site, it is no longer desirable to distribute the data processing load 
among the threads in advance, as the data can be accessed by any thread at any time 
without any additional cost thus providing greater flexibility.
Therefore, when considering the situation within a single sitel, our approach can be 
defined by the process of splitting the superset of all m Insts of the OU pipeline into k 
subsets of fixed size n. The number of subsets is given when dividing m by n.
Each given Subseti, is assigned to a thread responsible for completing the respective task. 
Initially the subsets are placed into a list in random order. Each thread attempts to pro-
cess the next available subset and this continues recursively until all available subsets are 
exhausted. In order to synchronize this process and to ensure that no two threads pro-
cess the same subset, a lock is established that monitors the list of subsets. Every time a 
thread attempts to obtain the next available subset it must first acquire the lock. If the 
lock is unavailable the thread is set to sleep in a waiting queue. If the lock is available, the 
thread acquires the requested subset and increases an internal counter that points to the 
next available subset. It then immediately releases the lock, an action that also wakes the 
first thread that may be present in the queue. The pseudocode describing the operation 
of the internal scheduler is presented in Algorithmic boxes 2 and 3.
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As the probability of two threads completing the execution of a subset at exactly the 
same time is extremely low, the synchronization process has been proven experimen-
tally to be very efficient, where most of the time there are no threads waiting on the 
queue. The average waiting time along with the time of acquiring and releasing the lock 
is usually minuscule. However, there is an important overhead that is associated with 
the initialization of the process that will complete the task. An accurate estimation of 
this overhead time is difficult to obtain as it is dependent on the actual processes being 
launched and the overall status of the operating system at any given time. We estimate 
this overhead to be around 300–1000 ms. A totalDelay parameter that indicates the esti-
mated initialization delay involved in processing a given subset can be evaluated. This 
parameter can be constructed by multiplying the number k of subsets with the overhead 
parameter that reflects the average time wasted on synchronization and launching the 
respective processes, and dividing the result by the number of threads, as follows:
It becomes apparent that minimizing the totalDelay time is equal to minimizing the 
number of subsets k. The minimum value of k is equal to the number of threads in which 
case the overhead penalty is suffered only once by each thread. However it is unwise 
(6)totalDelay = k ∗
overhead
threadCount
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to set k equal to the number of threads as the risk of unequally distributing the data 
between the threads far outweighs the delay penalty.
We make the reasonable hypothesis that the execution times of chunks of fixed size 
n = 1 resemble a Log Normal distribution, which is typically encountered in processing 
times [4]. Our hypothesis was verified on an individual basis experimentally by running 
a BLAST procedure as presented in Fig. 1. BLAST is the most computationally intensive 
task of our use case study workflow presented in . Evidently, this does not apply to all 
tasks but is a reasonable hypothesis and a common observation in processing times.
A Log Normal distribution appears approximately like a skewed to the right, positive 
values only, normal distribution. This particular distribution presented in Fig. 1 allows 
us to estimate that only 8.2 % of the processing times were twice as large as the aver-
age processing time. Moreover, less than 0.5 % of the processing times were larger than 
five times the average processing time. It can easily be asserted that from a given set 
size and below, it is highly unlikely for many of the slower processing times to appear 
within it. However, it must be noted that this already low probability is further reduced 
by the fact that this is a boundary situation, to be encountered by the end of the work-
flow where other threads have terminated. After experimentation we have established 
that an empirical rule to practically eliminate the chance is to set n equal to 0.01 % of the 
number m of instances.
Fig. 1 An experimental run presenting the execution times of subsets with a size of one, when our specific 
membership function that involves BLAST alignment and phylogenetic profiling building (presented in "Use 
case study" section ) is run. It is apparent that the execution times follow a Log Normal distribution which is 
outlined by the red line
Page 12 of 26Kintsakis et al. J Big Data  (2016) 3:20 
The delayTime% defined by Eq. 7 is the total time wasted as a percentage of the actual 
processing time.
Assuming that the average processing time, avgProcessingTime, of a single instance is at 
least two and a half times greater than the overhead time and the number of threads is 
at least eight, then by setting n at 0.01 % of m will lead to a delayTime% value equal to 
0.05 % which is considered insignificant.
We conclude that a value of n approximating 0.01  % of m is a reasonable compro-
mise. In practice, other limitations to the size of the subset n may exist, that are related 
to the nature of the memberships functions involved and must be taken into account. 
For example, in processes using hash tables extensively or having significant memory 
requirements, a relatively high subset size would not be beneficial as there is risk for the 
hash tables to be overloaded resulting in poor performance and high RAM usage.
It is evident that an accurate size n of the subsets cannot be easily calculated from a 
general formula as it may have specific constraints due to the actual processes involved. 
However, a general rule of thumb can be established of setting n around 0.01 % of m and 
is expected to work reasonably well for the majority of cases. It is however, classified as a 
parameter that can be optimized and thus its manipulation is encouraged on a use case 
basis.
Execution engine
A number of requirements motivated us to implement a basic workflow execution 
engine that was used in our experiments for validating our approach. These require-
ments are the deployment of containers on sites that include all the necessary soft-
ware and tools, graphic workflow description, secure connections over SSH tunneling 
and HTTPS and not requiring elevated user privileges for accessing sites. The execu-
tion environment is comprised of a number of computational sites having a UNIX based 
operating system and a global, universally accessible cloud storage similar to Amazon S3, 
referred to as object storage. The object storage is used to download input data, upload 
final data and to share data between sites. It is not used for storing intermediate data 
that temporarily exist within each site. We have implemented the proposed framework 
using Java 8 and Shell scripting in Ubuntu Linux 14.04.
The overall architecture is loosely based on a master/slave model, where a master node 
responsible for executing the external scheduler serves as the coordinator of actions 
from the beginning to the completion of a given workflow. The master node is supplied 
with basic information like the description of the workflow and input data, the object 
storage and the computational sites. The workflow can be described as a directed acyclic 
graph (DAG) in the GraphML [7] language by specifying graph nodes corresponding to 
data and compute procedures and connecting them with edges as desired. To describe 
the workflow in a GUI environment, the user can use any of the available and freely dis-
tributed graph design software tools that supports exporting to GraphML.
The only requirement for using a computational site is the existence of a standard user 




n ∗ avgProcessingTime ∗ threads
∗ 100
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secure SSH connection through which a Docker [28] container equipped with the soft-
ware dependencies required to execute the workflow is fetched and deployed. Workflow 
execution on each site takes place within the container. The object storage access cre-
dentials are transferred to the containers and a local daemon is launched for receiving 
subsequent commands from the master. The daemon is responsible for initiating the 
internal scheduler and passing all received commands to it. Communication between the 
master and the daemons running within the Docker container on each site is encrypted 
and takes place over SSH tunneling. File transfers between sites and the object storage 
are also encrypted and take place over the HTTPS protocol.
Use case study
The selected case study utilized in validating our approach is from the field of compara-
tive genomics, and specifically the construction of the phylogenetic profiles of a set of 
genomes. Phylogenetic profiling is a bioinformatics technique in which the joint pres-
ence or joint absence of two traits across large numbers of genomes is used to infer a 
meaningful biological connection, such as involvement of two different proteins in the 
same biological pathway [35, 37]. By definition, a phylogenetic profile of a genome is 
an array where each line corresponds to a single sequence of a protein belonging to the 
genome and contains the presence or absence of the particular entity across a number of 
known genomes that participate in the study.
The first step in building phylogenetic profiles involves the sequence alignment of the 
participating protein sequences of all genomes against themselves. It is performed by 
the widely used NCBI BLAST tool [25] and the process is known as a BLAST all vs all 
procedure. Each protein is compared to all target sequences and two values are derived, 
the identity and the e-value. Identity refers to the extent to which two (nucleotide or 
amino acid) sequences have the same residues at the same positions in an alignment, 
and is often expressed as a percentage. E-value (or expectation value or expect value) 
represents the number of different alignments with scores equivalent to or better than a 
given threshold S, that are expected to occur in a database search by chance. The lower 
the E-value, the more significant the score and the alignment.
Running this process is extremely computationally demanding, the complexity of 
which is not straightforward to estimate [2], but can approach O(n2). For example, a sim-
ple sequence alignment between  0.5 million protein sequences, can take up to a week 
on a single high-end personal computer. Even when employing high-performance infra-
structures, such as a cluster, significant time as well as the expertise to both run and 
maintain a cluster-enabled BLAST variant are required. Furthermore the output files 
consume considerable disk space which for large analyses can easily exceed hundreds of 
GBs.
Based on the sequence alignment data, each phylogenetic profile requires the com-
parison and identification of all homologues across the different number of genomes in 
the study. The phylogenetic profiling procedure for each genome requires the sequence 
alignment data of all its proteins against the proteins of all other genomes. Its complex-
ity is linear to the number of sequence alignment matches generated by blast. Different 
types of phylogenetic profiles exist, including binary, extended and best bi-directional all 
3 of which are constructed in our workflow procedure.
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According to our data organization methodology, in this case proteins correspond to 
Insts and are grouped into OUs, which in this case are their respective genomes. Inde-
pendent pipelines are formed for each OU consisting firstly of the BLAST process 
involving the sequence alignment of the proteins of the OU against all other proteins 
of all OUs and secondly of the three phylogenetic profile creation processes which uti-
lizes the output of the first in order to create the binary, extended and best bi-directional 
phylogenetic profile of the genome corresponding to the OU. These pipelines are then 
scheduled according to the scheduling policy described in .
Results and discussion
A number of experiments have been performed in order to validate and evaluate our 
framework. Therefore, this section is divided into (a) the validation experiments further 
discussed in "Validation" subsection, where the methods outlined in "Methods" sec-
tion are validated and (b) the comparison against Swift, a high performance framework, 
further discussed in "Comparison against a high performance framework" subsection 
where the advantages of our approach become apparent.
The computational resources used are presented in Table 1. Apart from the privately 
owned resources of our institution, the cloud resources consist of a number of virtual 
machines belonging to the European Grid Infrastructure (EGI) federated cloud and 
operated by project Okeanos [21] of GRNET (Greek Research and Technology Net-
work). Okeanos is based on the Synnefo (the meaning of the word is “cloud” in Greek) 
open source cloud software which uses Google Ganeti and other third party open source 
software. Okeanos, is the largest academic cloud in Greece, spanning more than 5400 
active VMs and more than 500,000 spawned VMs.
As the resources utilize different processors of unequal performance, their perfor-
mance was compared to the processors of the cloud resources which served as a baseline 
reference. As such, the number of CPUs of each site was translated to a number of base-
line CPUs, so a direct comparison can be performed. In this way, non integer numbers 
appear in the number of baseline CPUs of each site.
This combination of local, privately owned computational resources with cloud-based 
resources represents the typical use case we are addressing, individuals or research labs 
that wish to extend their computational infrastructure by adopting resources of one or 
multiple cloud vendors.
Table 1 The pool of  available computational resources along  with their hardware type, 
number of threads and number of baseline processors are presented
All machines were equipped with more than 6 GB of RAM and were connected to the internet through a 100 MBps 
connection
# Count CPU type # CPUs # Baseline CPUs
1× 2 × Intel Xeon E5 2660 @ 2.2 GHZ 24 21.7
1× 2 × Intel Xeon E5 2660 @ 2.2 GHZ 12 16.7
1× Intel i7 6700 @ 4.0 GHZ 8 15
1× Intel i7 4790S @ 3.5 GHZ 8 11.3
10× AMD Opteron 6172 @ 2.1 GHZ 8 8
Total
 14 – 132 144.7
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The input data used in our experiments consists of an extended plant pangenome of 64 
plant genomes including 39 cyanobacteria for which the complete proteome was avail-
able. The total size was 268 MB and includes 619,465 protein sequences nd 2.3× 108 
base pairs. In order to accommodate our range of experiments, the data was divided into 
sub-datasets.
It must be noted that, although the input data used may appear relatively small in file 
size, it can be very demanding to process, requiring weeks on a single personal computer. 
The particular challenge in this workflow is not the input size but the computational 
requirements in conjunction with the size of the output as will become apparent in the 
following sections. The dataset consist of files downloaded from the online and publicly 
accessible databases of UniProt [10] and PLAZA[36] and can also be provided by our 
repositories upon request. The source code of the proposed framework along with the 
datasets utilized in this work can be found in our repository https://www.github.com/
akintsakis/odysseus.
Validation
In order to experimentally validate the optimal subset size value as outlined in "Internal 
scheduler" section and the overall scalability performance of our approach, a number of 
experiments were conducted utilizing the phylogenetic profiling use case workflow. All 
execution times reported below involve only the workflow runtime and do not include 
site initialization and code and initial data downloads as they require a nearly constant 
time, irrespective of both problem size and number of sites and as such they would dis-
tort the results and not allow for accurately measuring scaling performance. For report-
ing purposes, the total time for site initialization is approximately 3–5 min.
Optimal subset value n
The phylogenetic profiling workflow was executed with an internal scheduler subset size 
value n of 0.0010, 0.0025, 0.0050, 0.0100, 0.0250, 0.0500 and 0.2500% as a percentage 
of the total number of protein sequences in three distinct datasets comprising 189,378, 
264,088 and 368,949 protein sequences. All sites presented in Table 1 except for the first 
one, participated in this experiment. The site execution times for each subset size for all 
three datasets are presented in boxplot form in Fig. 2. They verify the hypothesis pre-
sented in "Internal scheduler" subsection, we observe that the fastest execution time is 
achieved when the subset size n is set close to our empirical estimation of 0.01% of the 
total dataset size. It is apparent that smaller or larger values of n lead to increased execu-
tion times. Generally, in both three datasets analyzed we observe the same behavior and 
pattern of performance degradation when diverging from the optimal subset size.
Smaller values of n lead to substantially longer processing times mainly due to the 
delay effect presented in Eq.  7. As n increases, the effect gradually attenuates and is 
diminished for values larger than 0.0050% of the dataset. Larger subset sizes impact per-
formance negatively, with the largest size of 0.2500% tested, yielding the slowest execu-
tion time overall. This can be attributed to the fact that for larger subset sizes, the load 
may not be optimally balanced and some threads that were assigned disproportionately 
higher load might prolong the overall total execution time while other threads are idle. 
Additionally, large subset sizes can lead to reduced opportunities for parallelization, 
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especially on smaller OUs that are broken into fewer chunks than the available threads 
on site, thus leaving some threads idle.
The average memory usage of all execution sites for each subset size for all three data-
sets is presented in Fig.  3. It is apparent that both the subset size and the size of the 
dataset increase memory consumption. Between smaller subset sizes, differences in 
memory usage are insignificant and inconsistent, thus difficult to measure. As we reach 
the larger subsets, the differences become more apparent. Due to the current workflow 
not being memory intensive, increases in memory usage are only minor. However, in a 
Fig. 2 The execution times of all 13 participating sites in boxplot form are presented for the phylogenetic 
profiling workflow when executed with an internal scheduler subset size value n of 0.0010, 0.0025, 0.0050, 
0.0100, 0.0250, 0.0500 and 0.2500% as a percentage of the total number of protein sequences in three dis-
tinct datasets comprising 189,378, 264,088 and 368,949 protein sequences. The optimal value of n leading to 
the fastest execution times is 0.01% of the input dataset
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memory demanding workflow these differences could be substantial. Although the size 
of the dataset to be analyzed cannot be tuned, the subset size can and it should be taken 
into account in order to remain within the set memory limits. A subset size n value of 
0.0100% is again a satisfactory choice when it comes to keeping memory requirements 
on the low end.
Although we have validated that an adequate and cost-effective approach is to set the 
value of n at 0.0100% of the total size of the dataset, we must state that optimal selec-
tion of n is also largely influenced by the type of workflow and thus its manipulation is 
encouraged on a use case basis.
Execution time reduction scaling
In this experiment the performance scalability of our approach was evaluated. For the 
needs of this experiment, a subset of the original dataset was formed, consisting of only 
the 39 cyanobacteria. The purpose was to evaluate the speed-up and efficiency and com-
pare it to the ideal case, in which a linear increase in the total available processing power 
would lead to an equal reduction in processing time. Speed-up S(P), and efficiency E(P), 
Fig. 3 Average memory utilization of all 13 participating sites of the the phylogenetic profiling workflow 
when executed with an internal scheduler subset size value n of 0.0010, 0.0025, 0.0050, 0.0100, 0.0250, 0.0500 
and 0.2500% as a percentage of the total number of protein sequences in three distinct datasets comprising 
189,378, 264,088 and 368,949 protein sequences. Both subset size and dataset size seem to increase memory 
consumption, though the differences are minimal due to the workflow not being memory demanding
Page 18 of 26Kintsakis et al. J Big Data  (2016) 3:20 
are fundamental metrics for measuring the performance of parallel applications and are 
defined in literature as follows:
where T(1) is the execution time with one processor and T(p) is the execution time with 
p processors.
The above equations found in literature assume that p processors of equal computational 
power are used. As in our case we use resources of uneven computational performance, 
we translate their processing power into baseline processor units. Consequently, p can 
take continuous and not discrete values, corresponding to the increase in computational 
power as measured in baseline processors.
All sites presented in Table 1 participated in this experiment. The sites were sorted in 
ascending order according to their multithreaded performance and the workflow was 
executed a number of times equal to the number of sites, by increasing the number of 
participating sites one at a time.
The execution times of all sites are presented in boxplot form for all workflow runs in 
Fig. 4. The X axis represents the total computational power score of the sites participat-
ing in the workflow and the Y axis, in logarithmic scale, represents the site execution 
time in seconds. The dashed magenta line is the ideal workflow execution time (corre-






p ∗ T (p)
Fig. 4 The workflow execution times of various configurations of participating sites are presented in boxplot 
form when the cyanobacteria phylogenetic profiling validation workflow is executed. Initially, only one site 
participates in the workflow and the execution time is the longest as seen on the left of the figure. As new 
sites are gradually added the execution times are decreased. The dashed magenta line represents the ideal 
reduction in time based on the increase in total computational resources
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see variations in site execution time for each workflow run are consistent with no large 
deviations present. There are outliers in some workflow runs towards the lower side, 
where one site would terminate before others as there are no more OU pipelines to pro-
cess. Despite being an outlier value however, they are not laid too far away in absolute 
quantities. Execution times fall consistently as new sites are added and computational 
resources are increased.
A closer inspection of the results can be found in Table 2 where the execution times 
and the average and makespan speed-up and efficiency are analyzed. As expected, the 
average speed-up is almost identical to the ideal case, where the speed-up is equal to 
p and efficiency approaches the optimal value of 1. This was to be expected, as our 
approach does not introduce any overhead and keeps file transfers to a minimum, almost 
like as if all the processing took place on a single site. The minuscule variations observed 
can be attributed to random variations in the processing power of our sites and/or our 
benchmarking of the sites and to random events controlled by the OS. It can be observed 
that when using a high number of CPUs the efficiency tends to marginally drop to 0.97. 
This is attributed to the fact the data intensive part of the workflow is limited by disk 
throughput and cannot be accelerated by increasing the CPU count. Although the data 
intensive part is approximately 3–5 % of the total workflow execution time when exclud-
ing potential file transfers, using such a high number of CPUs for this workflow begins to 
approach the boundaries of Amdahl’s law [19].
On average, the makespan efficiency is 0.954 % for all runs. It can be presumed that 
the makespan speed-up and efficiency tend to reach lower values when a higher number 
of sites are involved. This is to be expected as some sites terminate faster than others 
when the pool of OU pipelines is exhausted and as such their resources are no longer 
utilized. This effect becomes apparent mostly when using a very high number of CPUs 
for the given workflow that results in a workflow completion time of less than 30 min. 
Although it is apparent in this experiment, we are confident it will not be an issue in 
Table 2 Speed-up and efficiency as scalability metrics of our approach
#CPUs Execution times in seconds Average Makespan
Average Min Max Std S(p) E(p) S(p) E(p)
8.0 35,601 35,601 35,601 0.0 8.00 1.00 8.00 1.00
16.0 17,834 17,629 18,037 288.3 15.9 0.99 15.8 0.98
24.0 11,866 11,845 11,880 18.1 24.0 1.00 24.0 0.99
32.0 8930 8,628 9,039 201.4 31.9 0.99 31.5 0.98
40.0 7127 6,768 7,240 201.5 39.9 0.99 39.3 0.98
48.0 5929 5,713 6,159 234.7 48.0 1.00 46.2 0.96
56.0 5095 4,834 5,285 206.8 55.9 0.99 53.9 0.96
64.0 4467 4,097 4,546 150.5 63.8 0.99 62.6 0.97
72.0 3968 3,767 4,207 178.0 71.7 0.99 67.7 0.94
80.0 3571 3,122 3,688 164.5 79.7 0.99 77.1 0.96
91.3 3138 2,970 3,378 182.7 90.7 0.99 84.3 0.92
106.2 2741 2,561 2,888 85.0 103.9 0.98 98.5 0.93
123.0 2378 2,080 2,604 191.8 119.8 0.97 109.3 0.89
144.7 2029 1,937 2,183 69.4 140.3 0.97 130.4 0.90
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real world cases as using 14 sites for this workflow, can be considered as an overkill and 
therefore slightly inefficient.
In general, the average speed-up and efficiency is the metric of interest when evaluat-
ing the system’s cost efficiency and energy savings as our approach automatically shuts 
down and releases the resources of sites that have completed their work. The makespan 
speedup corresponds to the actual completion time of the workflow when all sites have 
terminated and the resulting data is available. Our approach attempts to optimize the 
makespan speed-up but with no compromise in the average speed-up, i.e. the system’s 
cost efficiency. We can conclude from this experiment that the average speed-up is close 
to ideal and the makespan speed-up is inferior to the ideal case by about 5 % on average 
and can approach 10 % when using a high number of resources when compared to the 
computational burden of the workflow.
Comparison against a high performance framework
To establish the advantages of our approach against existing approaches, we chose to 
execute our use case phylogenetic profiling workflow in Swift and perform a compari-
son. Swift [49] is an implicitly parallel programming language that allows the writing of 
scripts that distribute program execution across distributed computing resources [47], 
including clusters, clouds, grids, and supercomputers. Swift is one of the highest per-
forming frameworks for executing bioinformatics workflows in a distributed computing 
environment. The reason we chose Swift is that it is a well established framework that 
emphasizes parallelization performance and in use in a wide range of applications also 
including bioinformatics.
Swift has also been integrated [27] into the popular bioinformatics platform Galaxy, 
in order to allow for utilization of distributed resources. Although perfectly capable of 
achieving parallelization, Swift is unable to capture the underlying data characteristics 
of the bioinformatics workflows addressed in this work, thus leading to unnecessary file 
transfers that increase execution times and costs and may sometimes even become over-
whelming to the point of causing job failures.
The testing environment included all sites presented in Table 1 except for the first one, 
as we were unable to set the system environment variables required by Swift, due to not 
having elevated privileges access to it. In the absence of a pre-installed shared file sys-
tem, the Swift filesystem was specified as local, where all data were staged from the site 
where Swift was executing from. This is the default Swift option that is compatible with 
all execution environments and does not require a preset shared file system. The maxi-
mum number of jobs on each site was set equal to the site’s number of CPUs.
Three datasets were chosen as input to the phylogenetic profiling workflow, these are 
the total of 64 plant genomes and its subsets of 58 and 52 genomes. The datasets were 
chosen with the purpose of approximately doubling the execution time of each work-
flow run when compared to the previous one. Uptime, system load and network traffic 
among others were monitored on each site. In order to perform a cost analysis, we uti-
lized parameters from the Google Cloud Compute Engine pricing model, according to 
which, the cost per hour to operate the computational resources is 0.232$ per hour per 
8 baseline CPUs and the cost of network traffic is 0.12$ per GB as per Google’s internet 
egress worldwide cheapest zone policy.
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The makespan execution time, total network traffic and costs of our approach against 
Swift when executing the phylogenetic profiling workflow for the three distinct datasets 
are presented in Table 3. The values presented are average values of 3 execution runs. 
As can be seen, for workflow runs 1 and 2, Swift is approximately 20 % slower in makes-
pan and 16 % slower in the case of workflow run 3. This is attributed mostly to the time 
lost waiting for the file transfers to take place in the case of Swift. It must be noted that 
we were unable to successfully execute workflow 3 until termination with Swift, due to 
network errors near the end of the workflow that we attribute to the very large number 
of required file transfers. Had the workflow reached termination, we expect Swift to be 
about 17–18 % slower. As the particular use case workflow is primarily computationally 
intensive, an increase in the input size of the workflow increases the computational bur-
den faster than the data intensive part, thus the performance gap is slightly smaller in the 
case of workflow 3.
The total network traffic includes all inbound and outbound network traffic of all sites. 
It is apparent that it is significantly higher in Swift thus justifying the increased total 
execution time accounting to file transfers. Regarding the cost of provisioning the VMs, 
it was calculated by multiplying the uptime of each site with the per processors baseline 
cost of operation. The external scheduler of our approach will release available resources 
when the pool of OU pipelines is exhausted, thus leading to cost savings that can range 
from 10 to 25 % when compared to keeping all resources active until the makespan time. 
Oppositely, this feature is not supported by Swift and as such in this case all sites are 
active until makespan time, leading to increased costs. The cost savings of our approach 
regarding provisioning of VMs were higher than 40 % in all three workflow.
The cost of network transfers is difficult to interpret as it is dependent on the loca-
tions and the providers of the computational resources. The cost presented here is a 
worst case estimate that would take place when all network traffic between sites were 
Table 3 Execution time, network traffic and cost comparison of our approach against Swift
Workflow 1 1.16 ∗ 108 Bases Workflow 2 1.67 ∗ 108 Bases Workflow 3 2.3 ∗ 108 Bases
Makespan
 Ours 9302 s 18278 s 33752 s
 Swift 11194 s 21933 s 39229 s
 Diff +20.3 % +19.9 % +16.2 %
Network total traffic
 Ours 0.183 GB 0.338 MB 0.403 GB
 Swift 57.525 GB 88.944 GB 140.982 GB
Cost of Provisioning VMs
 Ours 8.86 $ 17.6 $ 32.63 $
 Swift 13.05 $ 25.56 $ 45.73 $
 Diff +47.2 % +45.2 % +40.0 %
Cost of network transfers
 Ours 0.02 $ 0.04 $ 0.05 $
 Swift 6.90 $ 10.67 $ 16.91 $
Total cost
 Ours 8.88 $ 17.64 $ 32.68 $
 Swift 19.95 $ 36.23 $ 62.64 $
 Diff +124.6 % +105.3 % +91.6 %
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charged at the nominal rate. That is not always true, for example if all sites were located 
within the same cloud facility of one vendor there would be no cost at all for file trans-
fers. However, they would still slow down the workflow leading to increased uptime 
costs, unless the sites were connected via a high speed link like InfiniBand often found in 
supercomputer configuration environments. In a hybrid cloud environment, which this 
work addresses, as computational sites will belong to different cloud vendors and private 
infrastructures, the file transfer cost can be significant and may even approach the worst 
case scenario. In total, our approach is significantly more cost effective than Swift, which 
can be anywhere from 40 to 47 % to more than 120 % more expensive, depending on the 
pricing of network file transfers.
To further analyze the behavior of our framework against Swift, in Fig. 5 we present 
the system load and network activity of all sites when executing the phylogenetic profil-
ing workflow with the 64 genome input dataset for both our approach and Swift. The 
Swift system load and network activity are denoted by the blue line and red line respec-
tively, while the system load and network activity of our approach are denoted by the 
green and magenta lines respectively. Figure 6 plots each line separately for site 0, allow-
ing for increased clarity. A system load value of 1 means that the site is fully utilized, 
while values higher than 1 means that the site is overloaded. A network activity value of 
Fig. 5 System load and network activity of all sites when executing the phylogenetic profiling workflow with 
the 64 genome input dataset for both our approach and Swift
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1 corresponds to utilization of 100 MBps. The network activity reported is both incom-
ing and outgoing, so the maximum value it can reach is 2, which means 100 MBps of 
incoming and outgoing traffic simultaneously, though this is difficult to achieve due to 
network switch limitations.
Regarding our approach, the network traffic magenta line is barely visible, marking 
only a few peaks, that coincide with drops in system load as denoted by the green line. 
This is to be expected as network traffic takes place while downloading the input data of 
the next OU pipeline and simultaneously uploading the output of the just processed OU 
pipeline, during which the cpu is mostly inactive. It is apparent that the number of sec-
tions between the load drops are equal to the number of OU pipelines, 64 in this case. 
Other than that, the system load is consistently at a value of 1.
In the Swift execution case, load values are slightly higher than 1 in all sites except site 
1 which has 12 instead of 8 CPUs. This can be attributed to the slightly increased com-
putational burden of submitting the jobs remotely and transferring inputs and outputs to 
the main site. The internal scheduler of our approach operating on each site can be more 
efficient. Network traffic is constant and on the low end for the duration of the workflow, 
as data is transferred to and from the main site. However, near the end of the workflow, 
system load drops and network traffic increases dramatically, especially on site 0 which 
is the main site from which Swift operates and stages all file transfers to and from the 
Fig. 6 System load and network activity of site 0 when executing the phylogenetic profiling workflow with 
the 64 genome input dataset for both our approach and Swift
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other sites. As the computationally intensive part of most OU pipelines comes to an end, 
the data intensive part then requires a high number of file transfers that overloads the 
network and creates a bottleneck. This effect significantly slows down the makespan and 
is mostly responsible for the increased execution times of Swift and the costly file trans-
fers. In large workflows where the data to be moved is hundreds of GBs, it can even lead 
to instability due to network errors.
Conclusions and future work
In this work, we presented a versatile framework for optimizing the parallel execution 
of data-intensive bioinformatics workflows in hybrid cloud environments. The advan-
tage of our approach is that it achieves surpassing time and cost efficiency than exist-
ing solutions through minimization of file transfers between sites. It accomplishes that 
through the combination of a data management methodology that organizes the work-
flow into pipelines with minimal data interdependencies along with a scheduling policy 
for mapping their execution into a set of heterogeneous distributed resources compris-
ing a hybrid cloud.
Furthermore, we compared our methodology with Swift, a state of the art high per-
formance framework and achieved superior cost and time efficiency in our use case 
workflow. By minimizing file transfers, the total workflow execution time is reduced thus 
leading to directly decreasing costs based on uptime of computational resources. Costs 
can also decrease indirectly, as file transfers can be costly especially in hybrid clouds 
where resources are not located within the facility of a single cloud vendor.
We are confident that our methodology can be applied to a wide range of bioinformat-
ics workflows sharing similar characteristics with our use case study. We are currently 
working on expanding our use case basis by implementing workflows in the fields of 
metagenomics, comparative genomics, and haplotype analysis according to our method-
ology. Additionally, we are improving our load estimation functions so as to more accu-
rately capture the computational load of a given pipeline through an evaluation of the 
initial input.
In the era of Big data, cost-efficient high performance computing is proving to be 
the only viable option for most scientific disciplines [14]. Bioinformatics is one of the 
most representative fields in this area, as the data explosion has overwhelmed current 
hardware capabilities. The rate at which new data is produced is expected to increase 
significantly faster compared to the advances, and the cost, in hardware computational 
capabilities. Data-aware optimization can be the a powerful weapon in our arsenal when 
it comes to utilizing the flood of data to advance science and to provide new insights.
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