Artificial black holes (called also acoustic or optical black holes) are the black holes for the linear wave equation describing the wave propagation in a moving medium. They attracted a considerable interest of physicists who study them to better understand the black holes in general relativity. We consider the case of stationary axisymmetric metrics and we show that the Kerr black hole is not stable under perturbations in the class of all axisymmetric metrics. We describe families of axisymmetric metrics having black holes that are the perturbations of the Kerr black hole. We also show that the ergosphere can be determined by boundary measurements and we prove the uniform boundness of the solution in the exterior of the black hole when the event horizon coincides with the ergosphere.
Introduction.
Consider the wave equation:
(1.1) n j,k=0 1 (−1) n g(x) ∂ ∂x j (−1) n g(x)g jk (x) ∂u(x 0 , x) ∂x k = 0
in Ω × R, where Ω is a smooth bounded domain in R n , x 0 ∈ R is the time variable, g(x) = det[g jk (x)] n j,k=0 , [g jk (x)] n j,k=0 = ([g jk (x)] n j,k=0 ) −1 is a pseudoRiemanian metric with the Lorentz signature (1, −1, ..., −1). We assume that g jk (x) are independent of x 0 and smooth in Ω. We also assume that (1.2) g 00 (x) > 0, ∀x ∈ Ω. Equation (1.1) describes the wave propagation in a moving medium. We shall give two examples:
1) The equation of propagation of light in a moving dielectric medium (the Gordon equation, cf. [G] , [LP] ). In this case the metric has the form:
where η jk is the Lorenz metric tensor, η 00 = 1, η jj = −1, 1 ≤ j ≤ 3, , 1 ≤ j ≤ 3, is the four-velocity, w(x) = (w 1 (x), w 2 (x), w 3 (x)) is the velocity of the flow, c is the speed of light in the vacuum.
2) The second example is the equation of acoustic waves in a moving fluid (cf. [V1] ). Here the metric tensor [g jk ] 3 j,k=0 has the form:
where ρ is the density, c is the sound speed, v = (v 1 , v 2 , v 3 ) is the velocity of the flow.
Let S 0 = {x : S 0 (x) = 0} be a closed smooth surface in R n . The domain Ω int × R where Ω int is the interior of S 0 is called a black hole for (1.1) if no signal from Ω int ×R can reach the exterior of S 0 ×R. Analogously Ω int ×R is a white hole if no signal from the exterior of S 0 × R can reach Ω int × R. The surface S 0 × R is called the event horizon. It is easy to show (see for example [E2] ) that the interior of S 0 ×R is a black hole if S 0 is a characteristic surface of (1.1), i.e.
(1.5) n j,k=1 g jk (x)S 0x j (x)S 0x k (x) = 0 when S 0 (x) = 0 and (1.6) n j=1 g 0j (x)S 0x j (x) < 0, S 0 (x) = 0.
Analogously S 0 × R is the boundary of a white hole if (1.5) holds and (1.7) n j=1 g 0j (x)S 0x j (x) > 0, S 0 (x) = 0.
In (1.6), (1.7) S 0x is the outward normal to S 0 . Black (white) holes for (1.1) are called artificial black (white) holes to distinguish them from the black (white) holes in the general relativity. Physicists are interested in studying artificial black (white) holes to better understand the gravitational black (white) holes (cf. [NVV] , [V1] , [U] ).
The surface (1.8) g 00 (x) = 0 is called the ergosphere. We assume that (1.8) is a smooth closed surface, g 00 (x) > 0 in the exterior of (1.8) and g 00 (x) < 0 in the interior of (1.8) near g 00 (x) = 0. An equivalent form of the equation ( then ∆ × R is an event horizon and the interior of ∆ × R is a black or white hole depending on the sign of n j=1 g 0j (x)∆ x j (x) when ∆(x) = 0 (cf. (1.6), (1.7)). Note that any black or white hole is contained in the closure of the interior of ∆ × R since ∆(x) > 0 outside of ∆ × R and any direction (0, ξ), ξ ∈ R n \ {0} is not characteristic when ∆(x) > 0. An example of a black hole whose event horizon is also the ergosphere is the Schwarzschild black hole where the metric in Cartesian coordinates is (cf. [V2] ):
It follows from (1.11) that R = 2m is the ergosphere and also the event horizon of a black hole.
In the next section we study the stability and nonstability of black holes in the case of axisymmetric metrics. The selebrated example of such metric is the Kerr metric [K] . In §3 we show that the boundary measurements allow to determine the ergosphere for any wave equation (1.1). In the last section 4 we prove the uniform boundness of the solution of (1.1) in the exterior of a black hole when the event horizon and the ergosphere are the same. We shell call such black holes the Schwarzschild type black holes. The proofs in §4 use substantially the ideas of the paper [DR] .
Axisymmetric metrics.
We shall use cylindrical coordinates (ρ, z, ϕ) in R 3 where
A stationary axisymmetric metric in R 3 × R is the metric that does not depend on ϕ and t, i.e.
(2.1)
where g jk (ρ, z) are smooth and even in ρ. We use here the following notation:
The ergosphere for (2.1) is given by the equation
or, in equivalent form:
The well known example of axisymmetric metric is the Kerr metric (cf. [K] , [C] ). The Kerr metric tensor in Kerr-Schild coordinates has the following form (see [V2] ):
Therefore the equation of the ergosphere is (2.6)
It can be shown (see [V2] ) that (2.6) consists of two curves
and (2.8) r − m − m 2 − a 2 z 2 r 2 = 0, Equation (2.7) defines the outer ergosphere and (2.8) defines the inner ergosphere. Note that (2.8) is not smooth at z = 0,
We shall call ∆ 1 (ρ, z) = 0 the restricted ergosphere. In the case of the Kerr metric the inverse of the metric tensor has the following form in Cartesian coordinates (see [V2] ):
Therefore in (ρ, z, ϕ) coordinates we have
The equation ∆ 1 = 0 for the Kerr metric can be substantially simplified.
Proposition 2.1. The equation ∆ 1 (ρ, z) = 0 is equivalent to two equations r − r + = 0 and r − r − = 0 where r ± = m ± √ m 2 − a 2 .
The proof of Proposition 2.1 is a straightforward computation. It follows from (2.5) that equations r − r ± = 0 has the following form in (ρ, z) coordinates (2.13)
Multiplying ∆ 1 by r 4 + a 2 z 2 and expanding by the Taylor formula at r = r ± we get (2.14) r
Note that r 2 ± + a 2 = 2mr ± . Therefore (2.14) takes the form:
Compairing (2.13) and (2.15) we get that
where C ± = 0. Note that r − r + = 0 and r − r − = 0 are the equations of the outer and the inner event horizons for the Kerr metric. Therefore ∆ 1 (ρ, z) = 0 relates more explicitly the outer and inner event horizons to the metric.
In the case of the Kerr metric the points ρ = 0, z = ±a are the only com- The same situation holds for any axisymmetric metric. We consider first the ergosphere given by a smooth closed curve ∆(ρ, z) = 0 and such that ∆ > 0 outside of ∆ = 0 and ∆ < 0 inside ∆ = 0 near ∆ = 0. This situation corresponds to the outer ergosphere for the Kerr metric.
Proposition 2.2. Let ∆ = 0 be the ergosphere and ∆ 1 = 0 be the same as in (2.9), ∆ 1 = 0 is a smooth closed curve and ∆ 1 > 0 outside of ∆ 1 = 0, ∆ 1 < 0 inside ∆ 1 = 0 in a neighborhood of ∆ 1 = 0. Then any point (ρ, z) on ∆ 1 = 0 either belongs to ∆ = 0 or is inside ∆ = 0.
Proof: Let ∆(ρ, z) = 0. Since the quadratic form 3 j,k=1 g jk (ρ, z)η j η k has one zero eigenvalue and two positive when ∆ = 0 there exists a smooth
Suppose b 3 (ρ, z) = 0. Then we shall show that the quadratic form
is positive definite at (ρ, z), i.e. ∆ 1 (ρ, z) > 0. Suppose the quadratic form (2.16) has one negative eigenvalue. Then there exists (η 1 , η 2 ) such
has no negative eigenvalues. Suppose the quadratic form (2.16) has one zero eigenvalue. Then there exists (η
1 , η
2 ) such that
2 , 0) is also a null-vector of the matrix [g jk (ρ, z)] Suppose ψ 1 = 0 is a closed characteristic curve, i.e. {ψ 1 = 0} × S 1 × R is an event horizon. We say that the black or the white hole with the event horizon {ψ 1 = 0} × S 1 × R is stable if any smooth family of axysymmetric metrics g ε = [g εjk ] 3 j,k=0 , 0 ≤ ε ≤ ε 0 such that g jk0 = g jk has a smooth family of event horizons {ψ
Otherwise we say that {ψ 1 = 0} × S 1 × R is unstable. Let ∆ 1 = 0 be the restricted ergosphere (see (2.9)) We shall prove that if ∆ 1 = 0 is also a characteristic curve then {∆ 1 = 0} × S 1 × R is unstable event horison. Consider, for the simplicity, the axisymmetric metrics of the form
Note that the Kerr metric (cf. (2.11)) and also the metrics (1.3), (1.4) have the form (2.17).
Proposition 2.3. Consider a metric of the form (2.17). Let ∆ 1 = 0 be the same as in (2.9) and let ∆ 1 = 0 be a characteristic curve. Then the event horizon {∆ 1 = 0} × S 1 × R is unstable when we perturb [g jk ] in the class of all axisymmetric metrics g
Proof: Let U 0 be a small neighborhood of some point (ρ 0 , z 0 ) ∈ {∆ 1 = 0}. In U 0 we can represent v 1 and v 2 in the form:
, where α, β are smooth, β > 0. For the perturbed metric we also have:
where α ε , β ε > 0 are arbitrary smooth functions in U 0 satisfying the condi-
we have that the restricted ergosphere ∆ ε 1 = 0 for g ε has the form ∆
. Since the quadratic form (2.20) has one zero and one positive eigenvalue, the equation (2.20) is equivalent to
when ∆ ε 1 = 0. Substituting (2.18) in (2.21) we get when (2.19) holds:
Since α ε , β ε are arbitrary when ε > 0 we can choose α ε , β e such that (2.22) is different from zero when
is not a closed characteristic curve when 0 < ε ≤ ε 0 . We shall show now that g ε has no event horizon near ∆ 1 = 0. Denote by ∆ Denote by Q ε the domain between ∆ ε 1 = 0 and ψ ε 1 = 0. Let P 1 and P 2 be the points of intersection of ∆ ε 1 = 0 and ψ ε 1 = 0. Assign to the characteristic curve ψ ε 1 = 0 the direction from P 1 to P 2 . Consider characteristic curves in Q ε belonging to the same family as ψ ε 1 = 0 and starting on ∆ ε 1 = 0 close to P 1 . They will be close to ψ ε 1 = 0 and will end on ∆ ε 1 = 0 close to P 2 . This will be a contradiction because the normals to ∆ ε 1 = 0 are not characteristic in U 0 and therefore all characteristic curves between P 1 and P 2 belonging to the same family are eithee start on ∆ ε 1 = 0 or end on ∆ ε 1 = 0. Therefore there is no closed characteristic curve near ∆ 1ε = 0, i.e. there is no event horizon for g ε in the vicinity of {∆ 1 = 0} × S 1 × R. Proposition 2.3 implies the instability of the outer and inner horizons for the Kerr metric.
In the following proposition we shall show that there exists a rich class of axisymmetric deformations [g εjk ] of the Kerr metric that has a smooth family of event horizons {ψ
Proposition 2.4. Let {ψ 1 = 0} × S 1 × R be the Kerr outer event horizon. Let ψ ε 1 (ρ, z) = 0, 0 ≤ ε ≤ ε 0 , be an arbitrary family of closed, even in ρ, smooth curves such that ψ 0 1 = ψ 1 . Then there exists a smooth family g ε of axisymmetric metrics of the from (2.17) such that {ψ 
Note that for the Kerr metric we have (cf. (2.11)):
Since ψ 0 1 = 0 is also an ergosphere we have 
S(x) = 0 near S(x) = 0. Consider the following inverse to the metric tensor (cf. (2.17))
We have
and (ξ 1 , ..., ξ n ) = (v 1 ..., v n ) is the only null-vector. Therefore S(x) = 0 is an ergosphere.
3 Determination of the ergosphere by the boundary measurements.
Let u(x 0 , x) be the solution of (1.1) in a cylinder Ω × R satisfying the zero initial conditions
and the boundary condition
We assume that Ω is a smooth bounded domain in R n , f is a smooth function with a compact support in ∂Ω × R. The solution of the initial boundary value problem (1.1), (3.1), (3.2) exists and is unique assuming that ∂Ω is not characteristic and (1.2) holds. Denote by Λf the following operator (the Dirichlet-to-Neumann operator):
where (ν 1 (x), ..., ν n (x)) is the unit outward normal to ∂Ω. Let Γ be any open subset of ∂Ω. We say that the boundary measurements on Γ × (0, T ) are taken if we know Λf on Γ × (0, T ) for any f with support in Γ × [0, T ]. The inverse boundary value problem is the recovery of [g jk (x)] n j,k=0 and the rest of ∂Ω, i.e. ∂Ω \ Γ, knowing the boundary measurements on Γ × (0, T ) for some Γ and T > 0. Let
be the change of variables such thatx = ϕ(x) is a diffeomophism of Ω onto a new domainΩ, a(x) ∈ C ∞ (Ω). We assume that (3.5) ϕ(x) = x on Γ and a(x) = 0 on Γ.
Note that (3.4) transforms (1.1) to an equation of the same form with the new tensor [ĝ jk (x)] isometric to the old one. It follows from (3.5) that the DN operator Λ does not change under the change of variable (3.4), (3.5). Therefore one can hope only to recover the metric up to the change of variables (3.4), (3.5).
If there exists an event horizon inside Ω × R then we can not determine the metric inside the event horizon since any change of metric inside will not change the boundary measurements. But we can try to recover the event horizon itself (up to diffeomorphism (3.4), (3.5)). This problem is still open. We can only prove that the boundary measurements allow to determine the ergosphere. Note that it does not matter whether the ergosphere is an event horizon or not.
Proof: The proof of Theorem 2.3 in [E1] can be applied to prove Theorem 3.1. As in [E1] we start with the determination of the metric in a small neighborhood of Γ and gradually continue to recover the metric deeper in Ω. As we proceed the time interval (0, T ) needed to reach a point x ∈ Ω increases as the point approaches the ergosphere. Let x = x(σ), 0 ≤ σ ≤ 1, be an arbitrary curve in Ω ∩ Ω ext , where Ω ext is the exterior of ∆(x) = 0, x(0) ∈ Γ, x(1) ∈ {∆ = 0}. Consider the restriction of the metric to the two-dimensional surface H = {x = x(σ), σ ∈ [0, 1]} × R. We get
where a 11 (σ) = 0 on [0, 1]. Since (1.1) is hyperbolic, g 00 (x) > 0 in Ω \ Ω ext and g 00 (x) = 0 on ∆(x) = 0, we have that λ + (σ) > 0, λ − (σ) < 0 on [0, 1) and either λ + (σ) or λ − (σ) is equal to zero at σ = 1. Fix σ 0 ∈ (0, 1) and consider curves 4 Uniform boundness of solutions in the exterior of the Schwartzschild type black hole.
Let S 0 = {x : S 0 (x) = 0} be a closed smooth surface in R n such that S 0 (x) = 0 is an ergosphere and an event horizon, i.e. S 0 (x) = 0 is also a characteristic surface (cf. §1). Let ν(x) = (ν 1 (x), ..., ν n (x)) be the outward unit normal to S 0 (x) = 0. We assume that (cf. (1.6)) (4.1)
i.e. Ω int × R is a black hole. We denote the equation (1.1) by g u = 0 and consider the initial value problem
We assume that u 0 ∈ H 2 (Ω ext ), u 1 ∈ H 1 (Ω ext ) and u 0 (x), u 1 (x) decay when |x| → ∞. Assume also that g jk (x) = δ jk + O(
|x|
).
Theorem 4.1. Under the above assumptions the solution u(x 0 , x) of (4.2), (4.3) is uniformly bounded
and ds is the Euclidean surface element, g 00 > 0. We used in (4.5) that
Note that ν(x) is an outward normal to Ω int and therefore it is an inward normal to Ω ext . The quadratic form − n j,k=1 g jk (x)ξ j ξ k has one zero eigenvalue and (n − 1) positive eigenvalues on S 0 . Therefore (cf. §2):
and the last integral in (4.5) is equal to zero. Therefore
It follows from (4.1) that
where
Since the coefficients of g are independent of x 0 we can differenciate g u = 0 in x 0 to obtain (4.11)
of order 1, k = 0, 1. By the elliptic regularity we have
Using (4.10), (4.11) we get (4.12)
Now we shall study g u = 0 near S 0 (x) = 0. Let x (0) ∈ S 0 and let U 0 be a small neighborhood of x (0) . Assume for the definiteness that ∂S 0 ∂xn = 0 in U 0 and make a change of variables
i.e.ĝ nn = 0 whenx n = 0. Also we havê
It follows from (4.1) and (4.7) that
Note also that
The quadratic form − n j,k=1 g jk u x j u x k has the following lower bound in (x 0 ,x) coordinates in U 0 :
Now we shall describe another classical identity different from (4.5). Denote
We shall study
where (4.20)
, and we use the notation a
Finally,
Integrating by parts we get
It remains to compute the integral
Note that
Integgrating by parts in x p we get 
where the boundary terms B(u) have the following form
and the lower order terms T (u) has the following form
It follows from (4.7) that the second integral in (4.28) is equal to zero. Furthermore, B(u) > 0 since n j=1 g j0 ν j < 0 and n j,k=1 g jk u x j u x k ≤ 0. More-over, (4.11) and (4.18) imply that
where u 1,S 0 ×(0,T ) is the norm in H 1 (S 0 × (0, T )). Let
Note that (4.32)
where v m is the norm in H m (Ω ext ). Note also that the integral (4.33)
Ωext e 1x 0 (u) |g| dx is equivalent to u 2 1 . We shall need the estimate of T (u) from below. Denote the integrals in (4.29) by T j (u), 1 ≤ j ≤ 6. We have
Now we shall prove that (4.35) Sinceû 2 xn +ê x 0 (û) is a positive definite quadratic form for 0 ≤ x n ≤ δ it is equivalent toê 1x 0 (û). Therefore
Combining (4.39) and (4.40) we obtain (4.41)
Decreasing C 3 > 0 and increasing C 2 if needed we can make (4.41) hold in local coordinates of a neighborhood of any point of S 0 . Therefore (4.41) holds in the original coordinates (x 1 , ..., x n ) in Ω δ , i.e.
(4.42)
Since e x 0 (u) is positive definite in Ω ext \ Ω δ we can, by increasing C 2 , achieve that (4.42) holds in Ω ext . Note that u 2 x 0 + e 1x 0 (u) and (g 00 u x 0 + Hu) 2 + e 1x 0 are positive definite quadratic forms in (u x 0 , ..., u xn ) and therefore they are equivalent. In particular:
Integrating (4.43) over Ω ext × (0, T ) we get (4.35). To estimate T 1 (u) we use again that
Note that (Hu) 2 ≤ e 1x 0 (u). Therefore (4.44)
Since − n j,k=1 g jk ξ j ξ k ≥ 0 we can use the generalized Cauchy-Schwartz inequality to estimate T 5 (u):
Here l j = n p=1 ∂g p0 ∂x j u xp . Applying (4.45) to T 5 (u) we get:
The estimate of T 3 (u) is similar. Collecting (4.34), (4.35), (4.44), (4.46) and replacing the time interval (0, T ) by (τ, t), 0 ≤ τ ≤ t ≤ T , we get from (4.27) (cf. [DR] ):
We can drop B in (4.47) since B > 0. Dividing by t − τ and taking the limit when τ → t we get
Solving (4.48) we obtain (4.49) 4.11) ). Now we shall use (4.49) to estimate u(x 0 , x) in Ω δ . We have, in local coordinates:
where in (4.51) and below constants are independent of x 0 (cf. (4.49)).
Integrating by parts we have:
Commuting χ ∂ ∂xp and L and using that (cf. (4.18))
we get from (4.52), (4.53), (4.54): (4.55)
This is true for any χ(x) ∈ C ∞ 0 (U) in local system of coordinates, where U is a neighborhood of any point x ∈ S 0 . We want to prove that u ∈ H 2 (Ω δ ). It is enough to prove that To prove that ∂ 2û ∂x 2 n ∈ L 2 we shall again use an estimate of the form (4.47) with u replaced by Hu (cf. [DR] ∈ L 2 , 1 ≤ j ≤ n, and therefore, using (4.56), we get that
We have As in (4.39), using that (Ĥû)x n =ĝ n0û2 x 2 n + ..., we have: H(g jk )(Hu) x j (Hu) x k |g| dx ≥ −C u 2,Ω
(1) δ 1 ≥ −CC δ 1 .
Adding (4.67) and (4.68) and integrating in x 0 we get (4.65). Note that there is no term in Applying (4.59) to the interval (τ, t) and using (4.65), (4.69) and (4.71) we get (4.72) E 2 (t) − E 2 (τ ) + B(Hu) + 2c Therefore, as in (4.47), we have
i.e. we proved that u ∈ H 2 (Ω ext ) and u 2 ≤ C. By the Sobolev's embedding theorem (4.73) |u(x, t)| ≤ C when n = 3.
One can repeat the above arguments to show that u ∈ H m (Ω ext ), m > 2 under the assumption that the initial data are smooth enough.
