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Chapitre 1
Introduction
L’ordonnancement joue un roˆle important dans la plupart des industries et des entreprises
de services. C’est un e´le´ment cle´ de la gestion de production qui doit contribuer aux re´sultats
e´conomiques et financiers de l’entreprise. Dans un univers concurrentiel, les entreprises indus-
trielles doivent en permanence maximiser la productivite´ pour augmenter le gain tout en re´duisant
les pertes de matie`res et les couˆts de maintenance. Pour atteindre ce but, elles doivent entre autres
optimiser l’ordonnancement des ope´rations dans les ateliers de production en tenant compte des
contraintes de temps et de ressources. Selon Pinedo [Pinedo, 2008], ”Scheduling is a decision-
making process that is used on a regular basis in many manufacturing and services industries. It
deals with the allocation of resources to tasks over given time periods and its goal is to optimize
one or more objectives”.
On rencontre diffe´rents types de proble`mes d’ordonnancement d’atelier selon l’ordre d’en-
chaˆınement des ope´rations et selon le nombre et la disposition des machines. On trouve en par-
ticulier les proble`mes d’ordonnancement de type flow shop classique et hybride de´finis par le fait
que les taˆches suivent une gamme de production unique.
Cette the`se s’inte´resse a` l’ordonnancement dans un syste`me industriel re´el a` deux e´tages, inspire´
d’une activite´ industrielle rencontre´e dans une entreprise agroalimentaire partenaire.
L’objectif principal de l’ordonnancement dans cette the`se concerne la minimisation des de´lais de
production appele´e makespan(Cmax). Un second objectif consiste a` minimiser les de´chets non re-
cyclables dues aux longs arreˆts des machines. Nous verrons que ce proble`me est classe´ difficile.
Organisation du manuscrit
Cette the`se est organise´e en sept chapitres comme suit :
Le chapitre 1 pre´sente l’introduction ge´ne´rale.
Le chapitre 2 pre´sente le proble`me industriel re´el et donne sa classification scientifique. De
plus, nous de´crivons la ge´ne´ration des donne´es utilise´es pour tester nos approches, a` savoir des
instances issues de la litte´rature et d’autres de l’entreprise. Deux crite`res d’optimisation y seront
pre´sente´s et leur importance pour l’entreprise discute´e. Par la suite, nous nous inte´resserons
tout d’abord au premier crite`re, qui est la date d’ache`vement, note´ Cmax. Celui-ci sera conside´re´
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jusqu’au chapitre 5. Le second crite`re est la minimisation des pertes matie`res duˆes aux arreˆts des
machines. Il sera e´tudie´ dans le chapitre 7.
Le chapitre 3 est de´die´ a` l’e´tat de l’art relatif aux proble`mes de la litte´rature les plus proches
de notre cas, et dont nous de´taillerons les contraintes de setup, setup par famille, no-wait et time
lag. De plus, nous e´tudierons le flow shop hybride avec machines de´die´es.
Le chapitre 4 de´crit deux mode`les mathe´matiques line´aires en nombres entiers” (PLNE) pour
mode´liser le proble`me e´tudie´. Les mode`les nous permettent d’atteindre une solution optimale
pour des instances de petite taille dans un temps admissible du point de vue industriel. De plus,
nous proposons trois bornes infe´rieures qui vont nous servir a` e´valuer la qualite´ de nos solutions.
Une comparaison des deux mode`les est e´galement e´tablie.
Afin de pouvoir traiter des instances de taille plus importante, le chapitre 5 propose des
me´thodes de re´solution approche´es base´es sur deux algorithmes ge´ne´tiques (AG) et un algorithme
me´me´tique (AM). Le premier AG est base´ sur un codage de se´quence de jobs sur l’e´tage 2 (E2). Le
second AG est base´ sur un codage de se´quence de jobs sur l’e´tage 1 (E1). Ensuite, nous pre´sentons
des versions diffe´rentes des AGs : des AGs purs et des AGs hybrides. Nous cloˆturons le chapitre
par une comparaison des algorithmes et une e´valuation des re´sultats.
Le chapitre 6 est consacre´ a` une troisie`me me´thode de re´solution, soit une heuristique arbores-
cente. D’abord, nous pre´sentons une description ge´ne´rale de la me´thode. Ensuite nous proposons
une version de´die´e au proble`me e´tudie´. Nous utilisons des bornes infe´rieures et supe´rieures
pre´sente´s dans les chapitre 4 et 5. Pour valider et e´valuer les solutions ge´ne´re´es, nous introduisons
un outil de re´solution exacte soit le MIPstart de CPLEX dont plusieurs re´glages sont effectue´s.
Nous cloˆturons le chapitre par une e´valuation de l’algorithme propose´ en comparant sa capacite´ a`
re´soudre a` l’optimalite´ le jeu de donne´es utilise´.
Le chapitre 7 est consacre´ au second objectif qui vise a` minimiser les quantite´s de matie`res
perdues suite aux arreˆts d’une dure´e de temps fixe, des machines tel que spe´cifie´ au chapitre 1.
Dans ce chapitre, nous pre´sentons d’abord une e´tude bibliographique du flow shop classique qui
traite la contrainte de ”idle-time”. Ensuite, nous proposons une extension des mode`les pre´sente´s
dans le chapitre 4 en introduisant la nouvelle contrainte ce qui permet de compter le nombre de
idle-time maximal.
Enfin, le dernier chapitre 8 sera un bilan des travaux pre´sente´s dans cette the`se afin d’e´tablir
une conclusion et pre´senter des perspectives de recherche.
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Chapitre 2
Contexte du proble`me
Sommaire
2.1 Description du proble`me re´el . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.1 De´finition et caracte´ristiques du cas d’e´tude . . . . . . . . . . . . . . . . . 13
2.1.2 Pre´sentation de l’entreprise . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.3 Description de la gamme de production . . . . . . . . . . . . . . . . . . . 13
2.1.4 Description des lignes de production de l’entreprise . . . . . . . . . . . . . 14
2.1.5 Description du se´chage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.6 Description des contraintes . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.7 Description des objectifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.8 De´finition des proble`mes d’ordonnancement . . . . . . . . . . . . . . . . . 19
2.1.9 Classification scientifique du proble`me . . . . . . . . . . . . . . . . . . . . 19
2.2 Complexite´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Notations ge´ne´rales . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4 Ge´ne´ration de jeux de donne´es . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.1 Donne´es de test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.2 Ge´ne´ration de jeux d’instances . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.3 E´tude de la difficulte´ des instances de donne´es . . . . . . . . . . . . . . . 25
Dans ce premier chapitre, nous allons de´crire le proble`me industriel a` re´soudre dans cette the`se.
Dans la section 2.1, nous pre´sentons les caracte´ristiques, les contraintes et les objectifs du proble`me
re´el concerne´. Ensuite, dans les sections 2.2 et 2.3, nous e´tudions respectivement la complexite´ du
proble`me ainsi que les notations ge´ne´rales a` utiliser dans ce manuscrit. Finalement, une description
de jeux de donne´es sera pre´sente´e dans la section 2.4.
2.1 Description du proble`me re´el
Nous allons tout d’abord de´crire le proble`me rencontre´ par l’entreprise agroalimentaire parte-
naire. Notre e´tude est en effet base´e sur un cas re´el : dans la re´gion de Sousse, en Tunisie, au sein
de l’entreprise : ”Paˆte Warda”.
12
2.1.1 De´finition et caracte´ristiques du cas d’e´tude
1. De´finition
L’industrie agroalimentaire est de´finie par l’Union Europe´enne (UE) comme e´tant
l’ensemble des industries de transformation des matie`res premie`res, d’origine ve´ge´tale ou
animale, en produits destine´s a` l’alimentation humaine ou animale. Il y a plusieurs familles
d’industries appartenant au secteur agro-alimentaire :
— les industries alimentaires (paˆtes alimentaires, sucre, confiserie, chocolaterie, pain,
paˆtisserie, cafe´, the´, aliments adapte´s a` l’enfant et die´te´tiques, condiments)
— l’industrie laitie`re
— l’industrie du poisson
— l’industrie des viandes
— l’industrie des fruits et le´gumes
— l’industrie des boissons
— la fabrication d’aliments pour animaux ;
2. Caracte´ristiques
E´tant donne´ que l’industrie agro-alimentaire est destine´e a` la production de notre ali-
mentation, elle doit eˆtre tre`s attentive a` l’hygie`ne. Par ailleurs, un controˆle doit toujours
accompagner la production pour assurer la se´curite´ sanitaire des produits et les e´quipements
de travail en nettoyant les locaux et e´liminant les salissures apporte´es par les machines em-
ploye´es et les de´chets des produits traite´s dans le proce´de´ industriel. D’autre part, les risques
alimentaires dans l’industrie agroalimentaire induisent e´galement un cycle de vie court
des matie`res premie`res car ce sont des denre´es pe´rissables. Ces diffe´rentes conside´rations
vont engendrer des contraintes temporelles sur la production, que l’on retrouvera dans la
de´finition du proble`me a` venir.
2.1.2 Pre´sentation de l’entreprise
Cette socie´te´ a e´te´ cre´e en 1995. Elle est spe´cialise´e dans la fabrication des paˆtes et du cous-
cous. Sa capacite´ de production est de 205 T/J pour la paˆte et de 35 T/J pour le couscous. Ses
produits sont exporte´s dans plus de 20 pays et le chiffre d’affaires a` l’export repre´sente 40% de
son chiffre d’affaires total. L’entreprise concerne´e utilise un ERP qui n’inte`gre pas un module
d’ordonnancement. Actuellement, l’ordonnancement se fait manuellement.
2.1.3 Description de la gamme de production
Avant de de´crire les lignes de production, il convient de signaler que la gamme de production
des paˆtes est constitue´e de deux e´tapes principales : la fabrication des produits et leur se´chage.
— La premie`re phase de production consiste a` fabriquer diffe´rents produits suivant un docu-
ment technique e´labore´ (recette) par l’entreprise. Cette phase est re´alise´e par deux machines
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(pre´sente´es dans la figure 2.1), selon le type de produit. A la sortie de cette e´tape de produc-
tion, les produits sont mis sur des plateaux qui sont dispose´s sur des chariots de transport
de taille fixe (32 plateaux). Nous assumons ici que les quantite´s fabrique´es correspondent
toujours a` un multiple des chariots pleins. Il convient de signaler qu’une quantite´ fabrique´e
correspond exactement a` 8 chariots.
— Apre`s la phase de fabrication, les produits doivent passer par la phase de se´chage : 10 cabines
de se´chage identiques sont disponibles pour cette ope´ration et constituent le deuxie`me e´tage
de production. En effet, a` chaque fois qu’un chariot est rempli et organise´, un ouvrier le
place dans la cabine de se´chage de´ja` affecte´e et attendant le reste des chariots. Une ope´ration
de se´chage ne peut eˆtre lance´e que lorsque la cabine est pleine (8 chariots : 8 × 32 =
256 plateaux). De`s lors la cuisson peut commencer. Le re´glage de chaque cabine se fait en
amont avec le chargement et le transport des chariots. Une fois la cabine charge´e, l’ope´ration
de se´chage est tout de suite lance´e. L’entreprise fait donc le choix de ne pas prendre en
conside´ration le temps de re´glage des cabines lors de la construction de l’ordonnancement vu
qu’il se fait en meˆme temps que la pre´paration des cabines.
Il convient de signaler que le transfert se fait en meˆme temps que le remplissage des chariots.
L’entreprise fait donc le choix de ne pas le prendre en conside´ration lors de la construction
de l’ordonnancement.
Figure 2.1 – Layout de l’atelier de production [CHAOUCH, 2015]
Dans la figure 2.1, la partie de production encadre´e en rouge est la partie e´tudie´e dans cette the`se.
Les deux lignes PFM et MC pre´sentent deux lignes d’emballage.
2.1.4 Description des lignes de production de l’entreprise
La phase de fabrication que nous venons de de´crire est re´alise´e par deux machines de production
inde´pendantes. Les machines de production de ce premier e´tage (E1) sont :
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— La machine ≪ ITALPAST ≫ (figure 2.2) : est une machine qui fabrique une 1e`re famille de
produits (F1) soit les paˆtes courtes. Sa capacite´ est de 170Kg/heure pour l’article Nwaser et
204Kg/heure pour l’article Lasagne.
Figure 2.2 – Machine ITALPAST
— La machine ≪ STORCI ≫ (figure 2.3) est une machine qui fabrique une 2e`me famille de
produits (F2) soit les paˆtes spe´ciales (Cannelloni, Jumbo avec ses 3 types, Tagliatelle 1,
Tagliatelle 2 ). Sa capacite´ est de 190 Kg/heure pour l’article cannelloni, 170 Kg/heure pour
l’article Jumbo et 200 Kg/heure pour l’article Tagliatelle
Figure 2.3 – Machine STORCI
15
2.1.5 Description du se´chage
Le deuxie`me e´tage de production (E2) correspond aux cabines de se´chage qui sont toutes
identiques.
— Les cabines de se´chage ont chacune une capacite´ unique de 8 chariots contenant chacun 32
plateaux.
— Chaque machine du premier e´tage produit exactement le contenu d’une cabine, soit 8 chariots
de 32 plateaux.
Pour des raisons techniques, une cabine de se´chage a les proprie´te´s suivantes :
— Elle ne peut pas contenir plus qu’un produit ;
— Elle doit ne´cessairement eˆtre pleine
Pour cela, une machine de production au niveau de l’e´tage 1, munie du moule approprie´, est
alimente´e par exactement une quantite´ de semoule (matie`re premie`re) qui permet de remplir une
cabine de se´chage. Pour ces raisons, un ≪ job ≫ qui correspond a` un produit donne´, repre´sente le
contenu d’une cabine de se´chage. Dans la litte´rature [Mathirajan and Sivakumar, 2006], plusieurs
proble`mes de ≪ fourne´es ≫ sont des ordonnancements sur des machines a` traitement par lots ≪ batch
≫. L’objectif principal de l’ordonnancement par batch est de regrouper un certain nombre de jobs,
ayant des caracte´ristiques non similaires (dure´e d’exe´cution, tempe´rature de cuisson...), dans une
meˆme fourne´e. Cependant, en pratique il est, par exemple, impossible de cuire deux produits a` des
tempe´ratures diffe´rentes dans un meˆme four. En effet, le but de traitement par lot est d’optimiser
les setups ou minimiser la consommation d’e´nergie. Ceci ne s’applique pas dans le cas de notre
proble`me car les jobs ayant diffe´rentes caracte´ristiques ne peuvent pas eˆtre regroupe´s au niveau
d’une meˆme cabine de se´chage.
D’autre part, les hypothe`ses du proble`me industriel impliquent que les travaux d’un meˆme groupe
ont la meˆme dure´e de traitement.
2.1.6 Description des contraintes
Pour ordonnancer la production de´crite auparavant, il y a plusieurs contraintes a` respecter, a`
savoir :
1. Contraintes de production
— La production sur les machines ≪STORCI≫ et ≪ITALPAST≫ ne´cessite diffe´rents
moules selon le type de produit a` fabriquer. Les produits sont regroupe´s en 2 familles
(comme indique´ dans la section 2.1.4), chacune contenant plusieurs groupes d’articles.
Ainsi, lorsqu’on passe d’un groupe de produits a` un autre, il est ne´cessaire de changer
de moules. Ce temps de changement est un temps pendant lequel la machine ne produit
rien. Le montage des nouveaux moules est ne´cessaire lorsqu’on change de groupe de
produits. Il sera de´signe´ par la suite en tant que setup, et constitue une contrainte de
notre proble`me. Ce temps peut eˆtre compris entre 05 et 20 minutes.
— Les produits de la ligne 1 (famille 1 (F1)) qui passent sur M1 peuvent attendre un de´lai
maximum de 30 minutes avant de passer en cabine de se´chage. Ainsi, la production
peut eˆtre lance´e meˆme s’il n’y a pas de cabine disponible (c’est-a`-dire elle peut eˆtre
de´clenche´e 30 minutes avant au maximum). Dans ce cas, l’ope´ration est soumise a` la
contrainte de time lag maximal.
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— Les produits de la ligne 2 (famille 2 (F2)) qui passent sur M2 ne peuvent pas attendre
a` la fin de leur production pour partir au se´chage. Donc on peut dire que la production
est soumise a` la contrainte de no-wait dans ce cas.
En re´sume´, la production des paˆtes dans cette e´tude est soumise a` la contrainte de
time lag maximal. Celui-ci est de 30 minutes sur M1 et de 0 minutes sur M2.
2. Contraintes de se´chage
— Le temps de nettoyage final de la cabine, qui dure entre 02 et 05 mn, est inte´gre´ dans
le temps de se´chage car il est re´alise´ de fac¸on syste´matique
— Lorsque le se´chage des produits est termine´, un employe´ du service qualite´ prend des
e´chantillons de l’article se´che´ pour une analyse de qualite´. Un test de qualite´ sera
effectue´. Le test de qualite´ pour tous les types de produit dure environ 15 mn, en
conse´quence les cabines de se´chages, ayant fini leur ope´ration, restent encore bloque´es
par les jobs pendant cette dure´e. Dans ce travail, nous conside´rons cette dure´e incluse
dans la dure´e de se´chage. Pour bien illustrer, nous pre´sentons l’exemple suivant :
Soit un job i a une dure´e de se´chage re´el de 135 minutes alors la dure´e de se´chage
planifie´e sera de 150 minutes. Ceci est duˆ au fait que la cabine reste re´serve´e au trai-
tement de ce job pour une dure´e supple´mentaire de 15 minutes. En discutant avec le
chef de production, les dure´es de se´chage fournies a` notre e´tude sont des dure´es fixes.
En ce qui concerne le cas ou` le re´sultat de test ne respecte pas les normes de qualite´
engendrant un temps de se´chage additionnel, cet ale´a rare, n’est pas conside´re´ dans la
construction de l’ordonnancement. Du point de vu pratique et sur recommandation du
chef de production, nous avons donc conside´re´ cette donne´e comme de´terministe.
2.1.7 Description des objectifs
Dans le cadre de cette e´tude, l’entreprise souhaite explorer diffe´rentes finalite´s afin d’eˆtre en
capacite´ de re´pondre a` diffe´rentes exigences d’ordonnancement et e´tablir un comparatif. La plupart
du temps, l’entreprise fabrique pour le stock. C’est-a`-dire elle œuvre pour garder un certain niveau
de produits pour lesquels il existe une demande plus ou moins stable. Nous conside´rons deux cas
possibles :
1. Premier objectif principal : minimiser le temps total de travail
L’entreprise cherche en priorite´ a` diminuer le de´lai de production, c’est pourquoi elle
doit bien ge´rer les facteurs entrant dans la production, essentiellement les matie`res premie`res
et les machines. L’entreprise cherche a` re´pondre a` cet objectif car elle fabrique sur stock
d’ou` elle doit :
— ge´rer son stock et combler toute rupture.
— utiliser rationnellement ses ressources. L’entreprise doit ge´rer les couˆts variables d’uti-
lisation de ses mate´riaux (par exemple les couˆts d’exploitation des machines).
2. Deuxie`me objectif : minimiser les pertes en minimisant le nombre d’arreˆts des
machines
L’entreprise souhaite e´galement tester un autre crite`re car les couˆts de production
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sont lie´s e´galement aux pertes de matie`res travaille´es. Pour minimiser les couˆts de produc-
tion, l’entreprise vise a` minimiser les de´chets (des produits re´siduels inutilisables). E´tant
donne´ que les paˆtes sont des produits pe´rissables, il existe un phe´nome`ne, qu’on appelle
perte de matie`re, et qui se pre´sente dans les cas suivants :
— lors de changement de produit :
A chaque changement du groupe de produit, il y aura un changement de moule sans
arreˆter les machines. En effet, les machines continuent a` tourner afin d’e´vacuer les
de´chets. Dans ce cas, il y a perte des matie`res encore valables appele´es des de´chets
re´utilisables puisque ils constituent une matie`re premie`re pour une nouvelle produc-
tion (le recyclage). Ces pertes de matie`res ne sont pas conside´re´es dans notre crite`re
puisqu’elles sont re´utilisables.
— lors d’un arreˆt des machines :
Lorsque la machine s’arreˆte pour une dure´e de temps supe´rieure a` une borne connue, le
re´sidu des paˆtes devient nocif. Il n’est plus possible de le re´utiliser : c’est ce qu’on appelle
des de´chets perdus. Ce re´sidu repre´sente une quantite´ non ne´gligeable qui de´pend de la
machine. La dure´e d’arreˆt pour laquelle il y aura des pertes non recyclables est de 30
minutes pour les 2 machines (figure 2.4).
Il convient de signaler que la quantite´ de de´chet non recyclable est de 50 kg pour les 2
machines.
Figure 2.4 – Arreˆt de longue dure´e sur les machines de´die´es
Dans la figure 2.4, le temps mort 1 pre´sente un ”arreˆt de machine” puisque ce temps mort
est supe´rieur a` 30 minutes. Le temps mort 2 est un changement de job sans arreˆt de machine.
L’ordonnancement de la figure 2.4 engendre une perte de matie`re de 50 kg. Ces quantite´s
sont fixes et non re´cupe´rables.
Il sera donc inte´ressant de minimiser le nombre d’arreˆts de machines de´passant les bornes
fixe´es pour minimiser les pertes de matie`res. Comme il n’existe pas de date de de´but au
plus toˆt sur les jobs, la seule raison provoquant ces arreˆts longs est la non-disponibilite´ des
cabines. En effet, le time-lag maximum oblige a` de´caler les ope´rations du premier e´tage, ce
qui peut entrainer par la suite des arreˆts longs.
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Dans ce qui suit, nous allons essayer de traduire l’information collecte´e aupre`s de l’entreprise afin
de construire une description scientifique du proble`me.
2.1.8 De´finition des proble`mes d’ordonnancement
D’apre`s nos observations, l’atelier de production e´tudie´ est compose´ de 2 e´tages, tout d’abord les
machines de production puis les se´choirs. Ainsi les produits suivent un cheminement unidirectionnel
d’un e´tage a` un autre. Dans la litte´rature scientifique publie´e sur ce sujet, le proble`me industriel
e´tudie´ peut eˆtre vu sous 2 angles diffe´rents. Dans tous les cas, la gamme unidirectionnelle, nous
permet d’identifier un flow shop (FS). En se basant sur l’article de [Ruiz and Rodriguez, 2010]
nous pouvons identifier le proble`me comme :
— Un flow shop hybride (FH) a` deux e´tages avec deux machines paralle`les de´die´es a` l’e´tage 1
et plusieurs machines paralle`les identiques a` l’e´tage 2.
En se basant sur l’article de [Ribas et al., 2010], nous pouvons identifier le proble`me comme :
— Un FH a` trois e´tages avec une machine a` l’e´tage 1, une machine a` l’e´tage 2, et plusieurs
machines identiques a` l’e´tage 3. Les jobs de la famille 1 vont sauter l’e´tage 2 (un job pourrait
ignorer un certain nombre d’e´tages) et les jobs de la famille 2 vont sauter l’e´tage 1.
Dans la suite de la the`se, nous allons garder la premie`re classification qui est plus utilise´e dans la
litte´rature (figure 2.5), et qui permet de compacter davantage la formulation de ce proble`me.
Figure 2.5 – Layout du proble`me industriel
2.1.9 Classification scientifique du proble`me
Ainsi, notre proble`me est un flow shop hybride (FH) a` 2 e´tages. En effet, le proble`me pose´ dans
le cas e´tudie´ est une ge´ne´ralisation de 2 proble`mes :
— le proble`me de flow shop puisque les jobs suivent un ordre d’exe´cution unidirectionnel sur 2
e´tages
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— le proble`me d’ordonnancement a` machines paralle`les au second e´tage puisque les machines
sont des cabines de se´chages identiques paralle`les. Le proble`me e´tudie´ est de type flow shop
hybride a` 2 e´tages (FH) avec machines paralle`les de´die´es a` l’e´tage 1 et machines paralle`les
au 2e`me e´tage.
Selon le crite`re pris en compte, nous conside´rons deux proble`mes distincts. Le premier s’inte´resse a`
l’objectif Cmax. Selon la notation α|β|γ propose´e par [Graham et al., 1979], notre proble`me s’e´crit
comme suit :
— FH2 (PD2,Pm) |STg,sd, li|Cmax
Le deuxie`me s’inte´resse a` l’objectif de minimisation du nombre d’arreˆts des machines. Puisque le
crite`re minimisation du nombre d’arreˆts n’a pas e´te´ conside´re´ avant dans la litte´rature a` notre
connaissance, nous proposons la notation suivante pour le crite`re d’e´valuation :
— FH2 (PD2,Pm) |STg,sd, li|Nidle−time−max
STg,sd : de´signe la contrainte de ”sequence dependent group setup”.
li : le time-lag maximal de´finit la dure´e d’attente maximale entre les 2 e´tages.
Cmax : de´finit le temps total de traitement de tous les jobs.
Nidle−time−max : de´signe le nombre des arreˆts maximal.
2.2 Complexite´
En se basant sur la revue de la litte´rature, nous pre´sentons la complexite´ des proble`mes proches
de notre e´tude :
1. [Hoogeveen et al., 1996] ont montre´ que le proble`me du flow shop hybride a` deux e´tages avec
une seule machine sur l’e´tage 1 et deux machines paralle`les identiques sur l’e´tage 2 (m = 2)
et lorsque les machines sont toujours disponibles est connu comme NP-difficile au sens fort ;
2. [Kurz and Askin, 2004] ont montre´ que le proble`me de flow shop hybride avec la contrainte
de setup est NP-difficile au sens fort ;
3. [Su, 2003] ont montre´ que le proble`me de flow shop hybride a` 2 e´tages soumis a` la contrainte
de de´lai d’attente maximal est NP-difficile au sens fort ;
4. [Oguz et al., 1997] ont montre´ que le proble`me de flow shop hybride avec des machines de´die´es
sur le premier e´tage est NP-difficile au sens fort.
En se re´fe´rant au travail de [Su, 2003], nous constatons qu’une instance de ce proble`me est incluse
dans les instances du proble`me traite´ dans cette the`se. En effet, si tous les jobs traite´s appartiennent
au meˆme groupe (un cas particulier de notre proble`me), nous nous trouvons avec un proble`me de
flow shop hybride a` deux e´tage soumis a` la contrainte de setup. Ce proble`me est NP-difficile au
sens fort.
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2.3 Notations ge´ne´rales
E = { E1,E2 } : ensemble des e´tages
Mk : ensemble des machines par e´tage ou` Mk = {1..mk }
F1 : famille 1 de jobs
F2 : famille 2 de jobs
J = { J1,J2...Jn } : ensemble des travaux ou jobs a` re´aliser
J1 = { J1,J2...Jn1 } : ensemble des travaux ou jobs a` re´aliser ∈ F1 passant sur la premie`re
machine de´die´e
J2 = { J1,J2...Jn2 } : ensemble des travaux ou jobs a` re´aliser ∈ F2 passant sur la deuxie`me
machine de´die´e
Su,m : setup de groupe u sur la machine m
mk : nombre de machine a` l’e´tage k
n : nombre de jobs
pi,k : dure´e d’exe´cution du job i sur l’e´tage k
Si,k : dure´e de setup du job Ji a` l’e´tage k
li : la dure´e de time lag maximal du job Ji entre l’e´tage 1 a` l’e´tage 2
Ai : nume´ro de machine affecte´e au job Ji a` l’e´tage 1
u1 : nombre de groupes de jobs ∈ J1
u2 : nombre de groupes de jobs ∈ J2
bi : groupe auquel appartient le job Ji
Bij : conformite´ entre le groupe (sous famille) du job i et le groupe du job j : Bij = 1 si i et j ∈
meˆme groupe, 0 sinon
Y m,ki : matrice binaire de pre´-affectation de job i a` la machine m de l’e´tage k :
— Si k=1 (cas des machines de´die´es) Ym,1i = 1 si le job i est affecte´ a` la machine m de l’e´tage
1, 0 sinon.
— Si k=2, Y m,2i = 1, ∀ m= {1..m2} ceci signifie qu’il n’y a pas une machine paralle`le m a`
laquelle il ne pourrait pas eˆtre affecte´ un job i.
CTM1 : la date de fin de traitement des jobs ordonnance´s sur la machine M1 de l’e´tage 1
CTM2 : la date de fin de traitement des jobs ordonnance´s sur la machine M2 de l’e´tage 1
CTi,k : la date de fin de traitement du job i sur l’e´tage k
AV i : la date de disponibilite´ de la machine paralle`le i de l’e´tage 2
2.4 Ge´ne´ration de jeux de donne´es
2.4.1 Donne´es de test
Pour valider les approches propose´es dans ce travail, nous pre´sentons dans cette partie une
description des instances de tests qui ont e´te´ utilise´es pour notre travail. Nous avons travaille´ avec
deux jeux d’instances diffe´rents. Le premier jeu est directement construit en partant des donne´es
re´elles de l’entreprise. Le second jeu correspond a` des instances inspire´es de la litte´rature.
En ce qui concerne le premier jeu de donne´es, on a visite´ l’entreprise et on a re´colte´ leurs
donne´es. Malheureusement, il n’y a pas de jeu de donne´es directement exploitable. D’autre part, la
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pre´paration des ordres de fabrication et des ordonnancements est base´e sur l’expe´rience du respon-
sable de production. Nous avons alors examine´ toutes les donne´es lie´es aux produits, aux groupes
de produits, les dure´es de fabrication sur les machines de deux e´tages, les dure´es de changement de
moules et les dure´es d’attentes autorise´s entre les deux e´tages. A partir de ces observations, nous
avons ge´ne´re´ plusieurs instances de donne´es re´elles en fonction des parame`tres de´crits auparavant.
1. Cate´gorie 1 : instances re´elles
Dans ce jeu d’instances (voir le tableau 2.1), les donne´es sont ge´ne´re´es en respectant les
donne´es industrielles re´elles. En effet, dans le cas re´el, les dure´es de traitement sur l’e´tage 2
sont 5 fois supe´rieures aux dure´es de traitement sur l’e´tage 1. Il y a 2 machines de´die´es sur
l’e´tage 1 et 10 machines identiques paralle`les sur l’e´tage 2. Les donne´es de cette cate´gorie sont
entre autres base´es sur les caracte´ristiques des jobs, comme pre´sente´ auparavant, a` savoir :
— une famille : c’est le type de produit. Chaque type est fabrique´ uniquement sur une seule
machine. En d’autres termes, le nombre de familles correspond au nombre de machines
de´die´es a` l’e´tage 1 ;
— sous-famille ou groupe dont chaque groupe a son propre moule. Le terme ”groupe” sera
adopte´ dans le reste de la the`se.
— Une dure´e de setup entre 05 minutes et 20 minutes et les jobs du meˆme groupe ont la
meˆme dure´e de setup ;
— une premie`re ope´ration sur une machine de´die´e de l’e´tage 1 d’une dure´e qui varie entre
55 minutes et 150 minutes ;
— une deuxie`me ope´ration sur n’importe quelle machine de l’e´tage 2 dont la dure´e varie
entre 180 minutes et une valeur maximale 780 minutes ;
— Un time lag maximal : qui respecte le cas re´el c’est a` dire une valeur nulle sur une
premie`re machine de´die´e et une valeur strictement positive sur l’autre. En effet, nous
avons choisi de faire varier la valeur de time lag afin de varier les instances de test. Par
ailleurs, il faut signaler que les jobs appartenant a` la meˆme famille ont la meˆme dure´e
d’attente, c’est a` dire les jobs passant sur la meˆme machine de´die´e ont le meˆme time
lag.
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Table 2.1 – Caracte´ristiques de la 1e`recate´gorie de donne´es
Parame`tre Valeur
Nombre de job 10 20 50 100
Nombre de machines/E1 2
Nombre de machines/E2 10
Nombre de groupe/machine 7 groupes
Dure´e de traitement/E1 (minutes) [55,150]
Dure´e de traitement/E2 (minutes) [180,780]
Dure´e de setup (minutes) [5,20]
Dure´e de time lag maximal (minutes) [1, 30]
des jobs passant sur M1
Dure´e de time lag maximal (minutes) 0
des jobs passant sur M2
Il faut noter que les dure´es ope´ratoires des jobs appartenant au meˆme groupe sont les meˆmes
que ce soit sur l’e´tage 1 ou bien sur l’e´tage 2.
Il convient toutefois de signaler que 24 heures avant le lancement de la production, un test est
effectue´ sur la matie`re premie`re pour ajuster les dure´es de traitement au maximum de ±5%.
Dans le cadre de cette the`se, nous avons de´cide´ de ge´ne´rer des dure´es ope´ratoires diffe´rentes
pour les travaux d’un meˆme groupe. Nous retenons le fait que les travaux d’un meˆme groupe
ne´cessite le meˆme moule au niveau de la phase de fabrication et qu’un job correspond au
contenu d’une cabine de se´chage.
2. Cate´gorie 2 : instances de la litte´rature
Les instances re´elles sont des instances limite´es et elles refle`tent un cas particulier de
proble`me. Dans le but d’illustrer les performances de nos approches, nous aurons besoin
de les tester via diffe´rentes instances ge´ne´rales de la litte´rature. Cependant, il e´tait difficile
de trouver des instances qui correspondent a` notre proble`me et la plupart des auteurs de
la litte´rature ont utilise´ leurs propres instances. Donc, nous avons ge´ne´re´ une deuxie`me
cate´gorie de donne´es selon des caracte´ristiques groupe´es de la litte´rature.
En se basant sur le travail de [Yang, 2011, Yang, 2015a], les donne´es sont ge´ne´re´es selon
diffe´rent facteurs : n, n1, n2 =n -n1, pj,k ou` k ∈ {1,2}, j ∈ {1..n}, avec n, n1, n2, pi,k
pre´sentent respectivement le nombre total de jobs, le nombre de jobs passant sur la premie`re
machine de´die´e, le nombre de job passant sur la deuxie`me machine de´die´e, la dure´e de
traitement sur l’e´tage 1 ainsi que sur l’e´tage 2.
Le proble`me e´tudie´ dans les travaux de [Wang and Liu, 2013b, Yang, 2015a] est proche de
notre proble`me : le flow shop hybride avec machines de´die´es traitant la contrainte no-wait.
Les auteurs ont conside´re´ 3 combinaisons de ni, i ∈ 1, 2 sachant que n= n1 + n2 : Selon
[Yang, 2011, Wang and Liu, 2013b, Yang, 2015a],
— n1= 0.5 n
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— n1= 0.6 n
— n1= 0.7 n
Ge´ne´ralement, les machines paralle`les identiques sont utilise´es dans les industries pour traiter les
ope´rations de longue dure´e. Ceci est bien conforme avec notre e´tude, car on constate que :
|pi,2|
|pi,1|
≡
|M2|
|M1|
Il faut signaler que nous avons respecte´ cette formule dans le choix de chaque intervalle de temps
de traitement des jobs.
Cependant, le travail de [Yang, 2015b] ne respecte pas cette re`gle, donc nous avons
de´cide´ de cre´er nos propres crite`res de ge´ne´ration de donne´es. D’autre part, nous suivons
[Rios-Mercado and Bard, 1998] pour ge´ne´rer le setup et le time lag maximal. Les auteurs
[Rios-Mercado and Bard, 1998] ont travaille´ sur la contrainte de setup.
2.4.2 Ge´ne´ration de jeux d’instances
Nous proposons deux cate´gories de donne´es. La premie`re cate´gorie est base´e sur une classe
unique des donne´es alors que les instances de la deuxie`me cate´gorie sont en plus regroupe´es en
trois classes selon les dure´es de traitement sur E1 et sur E2.
Pour la premie`re cate´gorie, on a ge´ne´re´ 30 instances pour chaque valeur de n (10, 20, 50, 100) tout
en conside´rant les autres facteurs (setup et time lag). En croisant les diffe´rents facteurs 30× 4, on
aura 120 proble`mes. Pour cette premie`re cate´gorie, le setup, le time lag maximal, ainsi que (n,n1)
sont ge´ne´re´es ale´atoirement.
En ce qui concerne la deuxie`me cate´gorie, pour chaque combinaison de n et n1 (n= 10, 20, 50, 100,
200 ; n1= 0.5n, 0.6n, 0.7n) 30 instances sont ge´ne´re´es. D’autre part, on a 3 distributions ou classes de
processing time : (pi,1 : [1,40] pi,2 : [5,200]), (pi,1 : [40,80] pi,2 : [200,400]) (pi,1 (80,100) pi,2(400,600),
ce qui augmente le nombre des instances ge´ne´re´es de cette cate´gorie a` 1350 (5 × 3 × 3 × 30).
Finalement, le nombre total des instances est e´gal a` 1470 instances. Le tableau ci-dessous re´sume
la ge´ne´ration de la cate´gorie 2 :
Table 2.2 – Caracte´ristiques de la 2e`mecate´gorie de donne´es
Parame`tre Valeur
Nombre de job 10 20 50 100 200
Nombre de groupe [2, 4] [3, 7] [5, 10]
Nombre de machines/E1 2
Nombre de machines/E2 10
Dure´e de traitement/E1 (minutes) [1, 40] - [40, 80] - [80, 100]
Dure´e de traitement/E2 (minutes) [5, 200] - [200, 400] - [400, 600]
Dure´e de setup (minutes) [5, 20]
Dure´e de time lag maximal (minutes) [0, 30]
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2.4.3 E´tude de la difficulte´ des instances de donne´es
Les deux cate´gories de donne´es se caracte´risent par un degre´ de difficulte´ diffe´rent. La spe´cificite´
des instances dans la premie`re cate´gorie de donne´es tient a` sa re´solution la plus simple car la
contrainte no-wait est plus pre´sente. Le proble`me e´tudie´ constitue une configuration plus facile
FH2(PD2,Pm)|no-wait|Cmax et qu’une solution optimale est vite trouve´e sur la base de ECT-
FAM.
Dans la deuxie`me cate´gorie de donne´e, il existe 3 classes diffe´rentes avec 3 distributions des charges
de travail :
- Dans la classe 1, il y a un chevauchement entre les intervalles des dure´es de traitement, fait qu’en
ge´ne´ral, que les machines de l’E1 sont plus charge´es.
- Dans la classe 2, les intervalles des dure´es de traitement ne sont pas chevauche´s et l’e´cart entre
les dure´es de traitement est faible. Ceci permet d’avoir plus de machines disponibles sur les deux
e´tages ce qui rend cette classe plus facile a` re´soudre.
- Dans la classe 3, les intervalles des dure´es de traitement ne sont pas chevauche´s. De plus, il y
a un e´cart tre`s important entre les dure´es de traitement sur les deux e´tages. Cette spe´cificite´ va
engendrer des retards de lancement des jobs sur l’E1 et renforcer l’E2 a` eˆtre un e´tage goulot.
D’autre part, dans les 3 classes, les instances ayant une balance des charges entre le machines
de´die´es sont les plus difficiles a` re´soudre. Il est a` signaler aussi que, plus que le nombre de jobs
affecte´s a` une machine de´die´e est e´leve´ (n1 = 0.7n), plus les solutions optimales sont plus faciles
a` trouver.
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Dans ce chapitre, nous pre´sentons les principales re´fe´rences relatives aux diffe´rents proble`mes
d’ordonnancement, de type flow shop hybride, qui s’approchent de notre proble`me.
Elles porteront successivement sur les diffe´rentes contraintes rencontre´es dans notre e´tude. Cette
revue de la litte´rature sera organise´e comme suit : nous e´voquons dans un premier temps, dans
la section 3.2, les principales re´fe´rences qui traitent du flow shop standard. Puis dans un second
temps, dans la section 3.3, nous pre´sentons une e´tude de toutes les contraintes additionnelles
lie´es a` notre proble`me. Dans les sous-sections 3.3.1 et 3.3.2, nous verrons principalement les deux
contraintes ”no-wait” et ”time lag maximal”. Dans la sous-section 3.3.4, nous ferons une synthe`se
de la litte´rature portant sur la contrainte de ”temps de setup de´pendant de la famille de job”. La
section 3.4 sera de´die´e aux travaux portant sur le flow shop hybride avec des machines de´die´es.
Dans la section 3.5, nous re´sumons les travaux existants. Nous cloˆturons ce chapitre par pre´senter
les principales contributions.
3.1 Introduction
Comme mentionne´ dans le chapitre pre´ce´dent, nous conside´rons un atelier de type flow shop
hybride (FH) a` deux e´tages. L’e´tage 1 (E1) est compose´ de deux machines de´die´es alors que
l’e´tage 2 (E2) est compose´ de dix machines paralle`les identiques. Nous avons constate´ que les
revues les plus exhaustives et les plus comple`tes relatives au FH ont e´te´ publie´es en 2010 dans
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deux journaux diffe´rents ([Ruiz and Rodriguez, 2010] et [Ribas et al., 2010]). Dans ces revues, les
auteurs ont rappele´ la complexite´ du proble`me et sa pertinence pratique. Ensuite, ils ont re´capitule´
les diffe´rentes me´thodes exactes et approche´es pour le re´soudre ainsi que les proble`mes connexes.
Malgre´ le nombre important de travaux qui portent sur le flow shop hybride, il est encore difficile
dans le cas du FH standard de bien comparer deux algorithmes entre eux. Ceci est duˆ au fait
que la plupart des chercheurs ge´ne`rent leurs propres instances ou bien utilisent des instances
industrielles. Selon une analyse statistique faite par [Ruiz and Rodriguez, 2010], 60% des articles
se sont inte´resse´s au crite`re Cmax.
Selon la notation unifie´e α|β|γ propose´e par [Graham et al., 1979], puis e´tendue par [Vignier, 1997],
nous avons les caracte´ristiques suivantes :
Table 3.1 – Classification α|β|γ e´tendue par [Vignier, 1997]
α
α1 Type d’atelier
α 2 Nombre d’e´tage
(α 3 α 4)k α 4 machines de type α 3 dans l’e´tage k
β
les conditions d’exe´cution des jobs,
les e´tats des ressources pre´sente´es dans l’atelier
γ
Crite`res d’e´valuation
Suivant cette classification, notre proble`me est repre´sente´ par le triptyque suivant :
FH2, (PD2, Pm)|STg,sd, li|Cmax. Nous rappelons que dans le chapitre 2, nous avons bien classifie´
le proble`me e´tudie´ en flow shop hybride a` 2 e´tages (FH2) avec 2 machines paralle`les de´die´es
(PD2) et plusieurs machines paralle`les identiques (Pm). Nous rappelons aussi que les contraintes
e´tudie´es sont : ”temps de setup de´pendant de la famille de job” appele´e dans notre cas ”sequence
dependent group setup” (STg,sd) car le terme ”family”, dans notre e´tude, de´signe la famille des jobs
correspondant a` chaque machine de´die´e, time lag maximal (li) avec un objectif de minimisation
des dates de fin de production (Cmax). Vu la richesse de la litte´rature relative au FH, nous nous
concentrons, dans ce qui suit, principalement sur le FH a` deux e´tages avec machines identiques et
nous allons pre´senter les travaux les plus pertinents pour notre cas d’e´tude.
3.2 FH Standard
Le FH est conside´re´ comme un flow shop ge´ne´ral, auquel s’ajoutent des machines duplique´es
a` un ou plusieurs e´tages. Ce proble`me a e´te´ prouve´ NP-Complet par [Garey and Johnson, 1979].
Plus particulie`rement, le proble`me a` deux e´tages est NP-difficile meˆme si l’un des e´tages contient
une seule machine ([Gupta, 1988]).
Le travail de ces derniers auteurs est conside´re´ parmi les premiers travaux publie´s dans lequel les
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auteurs ont propose´ une heuristique base´e sur la re`gle de Johnson [Johnson, 1954] pour re´soudre
un cas particulier de FH a` deux e´tages avec m machines identiques sur le premier e´tage et une
seule machine sur le deuxie`me e´tage. L’approche a e´te´ teste´e sur des instances ale´atoires pour la
plupart re´solues a` l’optimum.
De plus, [Lee and Vairaktarakis, 1994] ont propose´ une heuristique base´e aussi sur la re`gle de
Johnson [Johnson, 1954] pour re´soudre FH2(Pm,Pm)||Cmax . Les auteurs ont utilise´ deux tech-
niques d’affectation des jobs aux machines paralle`les, a` savoir, FAM (First Available Machine) et
LBM (Last Busy Machine). Pour e´valuer l’efficacite´ de l’heuristique, ils ont introduit e´galement
des bornes infe´rieures intuitives. L’algorithme produit des solutions de bonne qualite´ en re´alisant
un e´cart faible qui ne de´passe pas 3%.
Une mode´lisation ge´ne´rale du proble`me FH a` plusieurs machines sur les deux e´tages FH2 (Pm,
Pm)| | Cmax a e´te´ propose´e par [Haouari and M’Hallah, 1997]. Les auteurs ont conc¸u deux heuris-
tiques l’une e´tant un recuit simule´ et l’autre une recherche tabou. L’approche propose´e ame´liore les
re´sultats obtenus par [Lee and Vairaktarakis, 1994] et ont permis d’obtenir des solutions optimales
pour 35% des instances ale´atoires.
Un algorithme exact utilisant une me´thode de Branch and Bound a e´te´ propose´ par
[Haouari et al., 2006] pour re´soudre FH2(Pm,Pm)| | Cmax. Les auteurs ont pre´sente´ des bornes
infe´rieures base´es sur la re`gle de priorite´ SPT. Des nouvelles instances ale´atoires ont e´te´ re´solues.
Les auteurs ont signale´ que les cas les plus difficiles a` re´soudre sont ceux ou` les charges de travail
dans les deux e´tages sont e´quilibre´es. (82% des instances e´quilibre´es (ensemble B) et 95% des ins-
tances de´se´quilibre´es (ensemble C) ont e´te´ re´solues a` l’optimalite´).
Deux anne´es plus tard, [Kahraman et al., 2008] ont rappele´ la mode´lisation mathe´matique d’un
FHm(Pm)||Cmax. Dans un second temps, un algorithme ge´ne´tique est propose´ pour re´soudre le
proble`me et est compare´ a` deux travaux de la litte´rature, a` savoir, la PSE de [Ne´ron et al., 2001]
et la me´ta-heuristique AIS (Artificial Immune Systems) de [Engin and Do¨yen, 2004]. Le taux de
re´solution obtenu de´passe le´ge`rement celui re´alise´ par [Ne´ron et al., 2001, Engin and Do¨yen, 2004]
(4%).
[Engin et al., 2011] ont opte´ aussi pour un AG afin de re´soudre le meˆme proble`me. Une comparai-
son aux solutions de l’AG propose´ par [Ogˆuz and Ercan, 2005] et l’algorithme glouton paralle`le de
[Kahraman et al., 2010] a e´te´ e´labore´e. Dans ce travail, des ame´liorations de 14,80% par rapport
a` la premie`re e´tude, et de 1,47% par rapport a` la seconde e´tude sont obtenues.
Un mode`le mathe´matique concernant une version particulie`re de FH inspire´e d’une application
re´elle a e´te´ propose´ par [Yalaoui et al., 2013]. Le cas industriel e´tudie´ est spe´cifique e´tant donne´
que les machines paralle`les ne sont pas toutes identiques. Les auteurs ont e´tudie´ la minimisation
de makespan et la somme de retards ainsi que des contraintes de pre´-affectation des jobs. Pour
cela, ils ont propose´ un algorithme ge´ne´tique (GA) et une me´thode d’optimisation par essaims
particulaires (PSO). Pour tester leur me´thode, les auteurs ont cre´e´ un nouveau jeu de donne´es en
se basant sur les instances de [Azizoglu and Kirca, 1998]et [Yalaoui and Chu, 2002]. Les re´sultats
ne de´passent pas 1% a` la solution optimale obtenue par le MIP en ce qui concerne les instances de
petite taille.
On peut pre´senter aussi le travail de [Akkoyunlu et al., 2015] qui porte sur le proble`me FHm(Pm)||
Cmax en utilisant la recherche par harmonie (Harmony Search : HS). Cette me´thode est inspire´e
du processus musical propose´ par [Geem et al., 2001]. Les auteurs ont compare´ leur approche a`
celle de [Kahraman et al., 2008] et [Engin et al., 2011] en utilisant les meˆmes instances de test.
Seulement 20 instances ont e´te´ ame´liore´es.
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Dans cette section, nous pouvons remarquer qu’il existe un grand nombre de me´thodes pour
re´soudre le proble`me de FH. Ne´anmoins, notre proble`me conside`re des contraintes additionnelles.
Nous allons les traiter dans les sections qui suivent. Cependant, nous pouvons retenir de la
litte´rature la mode´lisation par un MIP car il s’agit effectivement d’un FH. En effet, les formu-
lations relatives au FH se basent sur trois familles de variables, a` savoir :
-la premie`re famille concerne les temps de fin de traitement ou du de´but de traitement de chaque
job sur chaque e´tage ;
-la deuxie`me famille concerne l’affectation des jobs aux machines paralle`les ;
-la troisie`me famille l’ordre de traitement des jobs sur chaque machine.
Dans notre cas d’e´tude, les travaux de [Kahraman et al., 2008] et [Liao et al., 2012] semblent
inte´ressants car ils se´parent la variable d’affectation de la variable relative a` l’ordre de traite-
ment.
Dans ce cadre, nous allons adapter ce mode`le a` notre proble`me dans le chapitre 4.
D’autre part, au niveau de la formulation mathe´matique (Chapitre 4), nous allons aussi nous ins-
pirer de l’ide´e de [Yalaoui et al., 2013] pour repre´senter la pre´-affectation des jobs aux machine
de´die´es sur E1. L’ide´e des auteurs e´tait de repre´senter la pre´-affectation des jobs sur les machines
de´die´es par une matrice Y ou` les lignes repre´sentent les jobs et les colonnes repre´sentent les ma-
chines de´die´es. A titre d’exemple, Y 2,13 = 1, signifie que le job 3 est pre´-affecte´ a` la machine 2
au niveau de l’e´tage 1. En ce qui concerne le codage d’une solution, qui est une e´tape ne´cessaire
pour l’application d’une me´ta-heuristique ou l’application du PSE, nous allons nous inspirer de
la proposition de ([Haouari et al., 2006]). Dans ce cadre, il convient de signaler que les premiers
articles qui ont aborde´ la PSE pour le FH, tels que ([Brah and Hunsucker, 1991]), avaient propose´
un codage base´ sur une permutation par machine. Plus tard, on a constate´ qu’il suffit de coder
une solution par une permutation unique pour un e´tage donne´ selon l’ordre non de´croissant du
temps de de´but de traitement sur un e´tage donne´e. Dans le cas du proble`me traite´ dans cette
the`se, et puisque l’E2 contient des machines paralle`les identiques, nous proposons au niveau de
AG1 (Chapitre 5) de coder la solution par une permutation sur E2 selon l’ordre non de´croissant
du temps de de´but de traitement, ensuite construire une permutation pour chacune des machines
de´die´es de E1 par ≪ backtracking ≫.
Cette litte´rature de proble`mes portant sur le FH montre bien la difficulte´ du proble`me a` re´soudre.
Dans ce qui suit nous allons examiner la litte´rature relative a` ce proble`me avec des contraintes
additionnelles.
3.3 Revue de la litte´rature du FH suivant les contraintes
additionnelles
Dans cette section, nous allons pre´senter des travaux qui traitent les contraintes additionnelles
conside´re´es dans cette the`se, a` savoir : sans attente ≪ no-wait ≫, dure´e d’attente limite´e ≪ time lag
maximal (li) ≫ et setup time ≪ STsd≫.
3.3.1 FH avec no-wait
Dans l’industrie, il existe de diffe´rents syste`mes de production. Parmi lesquels, on trouve les
syste`mes soumis a` la contrainte de ”no-wait”. Un exemple de ce type de production est rencontre´
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dans l’industrie de l’acier ou` le me´tal chauffe´ passe par diffe´rentes ope´rations telles que la fusion,
la coule´e et le laminage. Un autre exemple se produit dans l’industrie agro-alimentaire ou` il est
ne´cessaire que la nourriture puisse eˆtre conserve´e en temps re´el dans un e´tat frais et utilisable.
D’autres exemples peuvent eˆtre cite´s, a` savoir, la fabrication des produits pharmaceutiques
([Raaymakers and Hoogeveen, 2000]), le traitement alimentaire ([Hall and Sriskandarajah, 1996]),
le traitement chimique ([Rajendran, 1994]), l’industrie e´lectronique ([Marcelo et al., 2012]).
En ge´ne´ral, dans un syste`me de production soumis a` la contrainte de ”no-wait”, les travaux
sont traite´s sur une machine et passent sur la suivante sans autoriser un temps d’attente
[Huang et al., 2009]. Une fois qu’un job est commence´ sur la premie`re machine, il doit donc eˆtre
traite´ en continu par les machines suivantes sans interruption (figure 3.1 ou` les J1, J2 et J3 sont
no-wait). Par conse´quent, le de´but d’une taˆche sur la premie`re machine doit eˆtre retarde´e afin de
re´pondre a` l’exigence de no-wait [Tasgetiren et al., 2007].
Figure 3.1 – Diagramme de Gantt d’une situation ”no-wait”
En raison de l’importance de l’ordonnancement sans attente en the´orie et en pratique dans
les entreprises industrielles, ce genre de proble`mes d’ordonnancement a attire´ l’attention de
nombreux chercheurs [[Song and Tang, 2008], [Ruiz and Allahverdi, 2009], [Jolai et al., 2009],
[Moradinasab et al., 2013], [Jolai et al., 2012],[Rabiee et al., 2012], [Naderi et al., 2014],
[Pang, 2013]].
Bien que de nombreuses recherches ont e´te´ de´die´es au flow shop sans attente, il y a eu peu de tenta-
tives de´die´es au FH sans attente. Une premie`re revue de litte´rature approfondie sur les proble`mes
d’ordonnancement avec blocage et no-wait a e´te´ e´labore´e par [Hall and Sriskandarajah, 1996] (il
convient de rappeler que le blocage survient quand il n’y a pas d’espace de stockage entre les
machines). Une revue plus re´cente a e´te´ publie´e par [Allahverdi, 2016] en 2016.
Dans le cadre du FH avec no-wait, nous trouvons par exemple, [Liu et al., 2003] qui ont
pre´sente´ une heuristique pour un flow shop hybride FH2(1,Pm)|no-wait| Cmax. L’ide´e de base
de cet algorithme est de re´duire le temps d’inactivite´ sur les machines lorsque les jobs sont
affecte´s. L’heuristique a e´te´ teste´e sur des instances ale´atoire et compare´e aux algorithmes de
[Sriskandarajah and Sethi, 1989, Sriskandarajah, 1993]. En outre, les re´sultats ont montre´ que
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l’approche propose´e est plus performante qu’une version adapte´e de l’algorithme de Johnson
[Johnson, 1954].
Cette e´tude a e´te´ e´tendu par [Xie et al., 2004] qui a utilise´ la meˆme me´thode de re´solution pour
traiter un cas plus ge´ne´ral de flow shop hybride : FH2(Pm,Pm)|no-wait|Cmax. Les solutions d’un
jeu de donne´es ale´atoires sont obtenues avec un gap de 6% par rapport a` une borne infe´rieure
propose´e.
Nous trouvons aussi [Song and Tang, 2008] qui ont propose´ un mode`le mathe´matique et une
me´thode d’optimisation par essaims particulaires (PSO) pour re´soudre un proble`me re´el de type
FH2(Pm,Pm)|no-wait | Cmax. Ce proble`me est rencontre´ dans une usine industrielle d’acier. Les
auteurs ont montre´ l’efficacite´ de la solution propose´e en la comparant a` la re`gle de priorite´ LPT.
En 2011, [Shafaei et al., 2011] ont propose´ six heuristiques pour re´soudre un FH2(Pm,Pm)|no-
wait|Cmax. En outre, une heuristique base´e sur un re´seau de neurones artificiels (Adaptive Neuro
Fuzzy Inference System : ANFIS) est applique´e pour calculer la dure´e du makespan. Les auteurs
ont compare´ les re´sultats trouve´s a` des re`gles de priorite´ et des travaux de la litte´rature. La
me´thode propose´e est ave´re´e efficace a` re´soudre ce type de proble`me.
D’autre part, trois autres algorithmes sont propose´s par [Jolai et al., 2012] pour re´soudre
FH2(Pm,Pm)|no-wait, STsd|Cmax, a` savoir le recuit simule´, l’algorithme compe´titif impe´rialiste
adapte´e (adapted imperialist competitive algorithm : AICA) et leur hybridation. Les algorithmes
ont e´te´ teste´s sur des instances ale´atoires. Les auteurs ont compare´ les re´sultats entre eux pour
montrer que la dernie`re me´thode hybride est la plus prometteuse.
La me´thode approche´e AICA et un algorithme ge´ne´tique ont e´te´ propose´s par
[Moradinasab et al., 2013] pour re´soudre un FH2(Pm,Pm)|no-wait, STsd|Cmax. Les algorithmes
sont compare´s a` un algorithme de colonies de fourmis(ACO). Les re´sultats trouve´s indiquent que
l’AICA surpasse l’AG et ACO d’une manie`re significative.
[Wang and Liu, 2013a] ont utilise´ un algorithme ge´ne´tique pour re´soudre le proble`me FH2(1,
Pm)|no-wait|Cmax. Dans cet algorithme, une permutation sur la machine critique de l’e´tage 1 est
de´finie ensuite les jobs sont affecte´s aux machines paralle`les de l’e´tage 2 suivant la re`gle FAM.
Sur des instances ge´ne´re´es suivant [Garey and Johnson, 1979], des solutions avec un gap de 5%
par rapport a` des bornes infe´rieures globales sont trouve´es. Plus re´cemment, [Naderi et al., 2014]
ont e´tudie´ un FHm(Pm)|no-wait|Cmax. Pour le re´soudre, les auteurs ont propose´ dans un premier
temps, un mode`le mathe´matique. Dans un second temps, les auteurs ont pre´sente´ une me´thode
heuristique : un algorithme de recherche de chasse (HSA : Hunting Search Algorithm). Les
re´sultats obtenus montrent que le HSA propose´ est plus performant que d’autres algorithmes de
la litte´rature.
3.3.2 FH avec time lag maximal
Bien qu’il existe des syste`mes de production soumis a` la contrainte de ”no-wait”, nous pouvons
trouver e´galement des sce´narios interme´diaires entre la production sans attente et celle avec at-
tente illimite´e, car il existe des situations ou` les jobs peuvent attendre un certain temps, mais pas
au-dela` d’une limite donne´e. Par exemple, dans une chaˆıne de froid, les aliments congele´s peuvent
attendre jusqu’a` 10 minutes afin de controˆler la contamination microbienne. Dans ce cas, nous
de´finissons la contrainte de de´lai maximal appele´e dans la litte´rature time lag maximal ou limited
waiting time. Cela signifie que les dure´es d’attente entre deux ope´rations conse´cutives ne peuvent
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pas eˆtre supe´rieures a` une limite donne´e de temps (figure 3.2). Certains auteurs de la litte´rature
utilisent cette contrainte sous le nom de time lag positif : lag+ [Vale´rie, 2000].
D’autre part, nous trouvons une autre situation ou` les ope´rations suivantes ne peuvent pas com-
mencer tant qu’un de´lai minimum n’a pas expire´. Par exemple, les ope´rations de peinture qui
ne´cessitent un temps de se´chage minimum avant que des ope´rations ulte´rieures puissent eˆtre ef-
fectue´es.
Un autre exemple concerne les produits qui ne´cessitent un certain type de cuisson. Dans ce cas,
un temps de refroidissement est ne´cessaire pour pouvoir les manipuler. Cette situation est de´finie
par la contrainte de de´lai minimal, appele´e dans la litte´rature time lag minimal : lag−.
Dans notre cas d’e´tude, nous nous inte´ressons au time lag maximal. Tous les travaux cite´s dans
cette section e´tudient cette contrainte.
Figure 3.2 – Diagramme de Gantt d’une situation ”Time lag”
Dans un premier temps, la complexite´ du flow shop a` k e´tages avec une seule machine par e´tage
soumis a` la contrainte de de´lai limite´ a e´te´ e´tudie´e par [Yang and Chern, 1995]. Les auteurs ont
montre´ qu’il s’agit bien d’un proble`me NP-difficile.
Comme dans le cas du FH No-Wait, une revue de la litte´rature ([Chen and Yang, 2006]) re´ve`le
e´galement qu’il y a peu de recherches se rapportant au FH avec time lag maximale.
Parmi les travaux rencontre´s dans la litte´rature, on peut citer celui de [Su, 2003] qui ont conside´re´
un FH2 (Pm,1)|li|Cmax. Les auteurs ont propose´ une heuristique base´e sur la minimisation de la
dure´e totale de traitement (Total Processing Time : TPT) et un mode`le line´aire en nombre entier.
Les tests ont e´te´ effectue´s sur des instances ale´atoires. Les re´sultats des me´thodes sont compare´s
a` une borne inferieure obtenue par le solveur LINGO. L’heuristique re´ussit a` trouver des solutions
optimales dans 96% des instances.
Par ailleurs, [Li and Li, 2007] ont pre´sente´ une heuristique (CBH : Constructive Backtracking Heu-
ristic) pour minimiser le makepan d’un flow shop hybride a` k e´tages soumis au lag+. L’heuristique
propose´e prend en conside´ration la contrainte de de´lai maximal. En effet, les jobs passent d’un
e´tage au suivant et chacun est affecte´ a` la premie`re machine disponible. Dans le cas ou` toutes les
machines sont occupe´es, il y aura un backtracking sur les dates de de´but de traitement sur l’e´tage
pre´ce´dent. Les jeux de tests sont ale´atoirement ge´ne´re´s. Les solutions produites sont bonnes (avec
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un gap de 3% par rapport a` la borne inferieure propose´e par [Santos et al., 1995]).
Nous trouvons aussi, le travail de [Liu et al., 2008] qui re´sout le meˆme proble`me FHk(Pm)| li|Cmax.
Les auteurs ont propose´ une me´thode hybride base´e sur la recherche tabou et l’heuristique (CBH).
Les re´sultats sur les instances de [Li and Li, 2007] ont e´te´ ame´liore´s de 10%.
Quant a` [Attar et al., 2014], ils ont travaille´ sur un FHm (Pm)|STsd, li|Cmax, Lmax. Les auteurs
ont conside´re´ deux objectifs : le makespan et le retard alge´brique. Pour cela, les auteurs ont pro-
pose´ dans un premier temps, un mode`le mathe´matique bi-objectif. Dans un second temps, ils ont
applique´ deux me´thodes approche´es, base´es sur le principe de Pareto, soit la PSO et l’algorithme
e´volutionnaire. Les tests ont e´te´ mene´s sur un nouveau jeu de donne´es. En analysant des me´triques
calcule´es, les performances des algorithmes propose´s ont e´te´ compare´es. PSO est ave´re´e la me´thode
la plus prometteuse a` re´soudre ce type de proble`me.
Comparaison avec le proble`me traite´
En se basant sur cette revue, on constate que plusieurs travaux ont traite´ la contrainte no-wait.
D’autres travaux ont traite´ la contrainte de ≪ time-lag positif ≫ qui est repre´sente´ par un intervalle
de temps [a-b] ou` a et b sont strictement positifs.
Une premie`re diffe´rence importante porte sur la conside´ration simultane´e de la contrainte ≪ time
lag maximal ≫ avec une autre contrainte dans un FH.
Parmi tous ces travaux, nous allons nous inspirer des approches qui utilisent l’heuristique CBH
([Li and Li, 2007], [Liu et al., 2008]) pour traiter le time-lag maximal. Le principe de l’heuristique
est explique´ dans le paragraphe pre´ce´dent.
D’autre part, dans le cas de no-wait, tous les travaux ont utilise´ la technique FIFO e´tant donne´
que c’est la seule solution faisable pour ce type de contrainte.
3.3.3 FH avec setup
Le flow shop hybride qui inte`gre la contrainte de setup est connu dans la litte´rature en tant
que FH avec ”temps de setup de´pendant de la se´quence” (sequence dependent setup : SDST).
[Gupta and Tunc, 1998] ont montre´ que le proble`me de FH avec SDST et avec seulement deux ma-
chines par e´tage est NP-difficile au sens fort. Dans certains proble`mes d’ordonnancement, le temps
de setup est ne´glige´ ou conside´re´ comme une partie du temps d’exe´cution ([Ulungu et al., 1999]).
Il convient de signaler que dans beaucoup de proble`mes re´els, cette hypothe`se doit eˆtre affine´e car
la dure´e de setup n’est pas ne´gligeable. Il existe trois cate´gories de setup :
1. se´quence inde´pendante : le temps de configuration (setup) de´pend uniquement du job a`
traiter,
2. se´quence de´pendente : le temps de configuration de´pend non seulement de job en position
actuelle mais aussi de celui qui le pre´ce`de dans la se´quence de traitement, on parle donc de
temps de setup de´pendant de la se´quence : STsd ;
3. Temps de setup de´pendant de la famille de job (sequence dependent family setup : SDFST),
appele´ aussi dans la litte´rature ”Sequence Dependent Group setup (SDGS)” : le temps de
configuration ne de´pend pas du job lui-meˆme mais il de´pend de son groupe. En effet, les jobs
sont classe´s en groupes (un groupe correspond a` une sous-famille dans notre cas d’e´tudes) et
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chaque groupe a` un temps de configuration bien de´termine´. Une configuration majeure est
ne´cessaire lorsqu’une machine commence a` traiter un nouveau groupe de jobs (car les jobs
d’un meˆme groupe s’enchainent sans temps de setup) : STg,sd
Nous avons constate´ que la revue la plus exhaustive et le plus comple`te relative au proble`me
d’ordonnancement avec setup a e´te´ publie´e en 2015 par [Allahverdi, 2015]. L’auteur a fait appel a`
plus de 500 articles scientifiques publie´s entre 2006 et fin 2014. Dans ce qui suit, nous pre´sentons
les travaux les plus pertinents qui traitent STsd et STg,sd
Temps de setup de´pendant de la se´quence
La plupart des articles font appel aux MIP et des me´ta-heuristiques pour re´soudre le FH
avec SDST. Dans ce cadre, [Zandieh et al., 2006] ont utilise´ un algorithme immunitaire (IA :
immune algorithm) (initialement propose´ par [Mori et al., 1993]) pour un FHk(Pm)k|STsd|
Cmax. Des ame´liorations qui arrive jusqu’a` de 30% sont apporte´es sur 95% des re´sultats de
[Kurz and Askin, 2004].
[Ruiz and Maroto, 2006] ont propose´ un AG, dans lequel ils ont introduit quatre ope´rateurs de
croisement : SJOX, S2JOX, SBOX, S2BOX pour FHk(RM)k|STsd, Mj|Cmax. Les ope´rateurs
propose´s permettent de traiter la contrainte de setup ou` les nouveaux descendants he´ritent
les caracte´ristiques communes de leurs parents. Pour e´valuer la me´thode de re´solution,
les auteurs ont adapte´ plusieurs autres me´ta-heuristiques au proble`me e´tudie´ : recuit si-
mule´ [Osman and Potts, 1989], recherche tabou [Widmer and Hertz, 1989], un AG propose´ par
[Reeves, 1995, Aldowaisan and Allahverdi, 2003]. Sur un jeu de donne´es de 1320 instances, l’algo-
rithme propose une marge d’ame´lioration entre 53% et 135 % par rapport aux autres me´thodes
teste´es. La me´thode offre aussi des meilleures solutions aux instances re´elles par rapport aux solu-
tions manuelles du chef de production avec un taux d’ame´lioration entre 2.32% et 16.95%.
Dans le travail de [Yaurima et al., 2007], un AG a e´te´ propose´ pour un proble`me d’ordonnance-
ment re´el dans une usine qui fabrique des circuits e´lectriques : FH SDST avec des contraintes de
disponibilite´ de machines. En suivant [Reeves, 1995], les auteurs ont utilise´ un sche´ma de remplace-
ment ou` les pires individus sont remplace´s par les nouveaux meilleurs descendants. De plus, ils ont
adopte´ une technique propose´e par [Ruiz and Maroto, 2006] pour affecter les jobs aux machines
paralle`les a` chaque e´tage, ou` la de´cision d’affectation se fait dans la fonction d’e´valuation. La
me´thode propose´e montre une supe´riorite´ de re´solution entre 0,16% et 13,35% pour les instances
de [Ruiz and Maroto, 2006].
En outre, [Lo et al., 2008] ont propose´ une me´thode exacte PSE et un algorithme ge´ne´tique (AG)
afin de re´soudre un proble`me de flow shop flexible a` deux machines en conside´rant le setup.
Les re´sultats obtenus par l’AG affirment son efficacite´ en les comparant aux solutions optimales
trouve´es par la PSE propose´.
Un algorithme ge´ne´tique (AG) a e´te´ propose´ par [Sioud et al., 2013] pour re´soudre FHk(Pm)k
|STsd| Cmax. En effet, l’article a propose´ une extension de l’ope´rateur RMPX (Random
Maximal Preservative Crossover) propose´ initialement par [Sioud et al., 2012]. Cet ope´rateur
est de´die´ au traitement de setup. Les auteurs ont compare´ l’algorithme propose´ a` celui de
[Ruiz and Maroto, 2006] et a` la recherche locale ite´rative de [Naderi et al., 2010]. Ils ont pu
ame´liorer seulement 50% des re´sultats en re´alisant un gain de 20%.
[Fattahi et al., 2014] ont travaille´ sur le flow shop hybride avec ope´ration d’assemblage. En effet
les produits sont fabrique´s dans les 2 premiers e´tages a` machines paralle`les, ensuite ils passent par
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une phase d’assemblage sur un autre e´tage. Les auteurs ont utilise´ un algorithme de branch-and-
bound ou` ils ont re´utilise´ les bornes infe´rieures base´ sur le SPT propose´s par [Wu et al., 2012].
Re´cemment, [Pan et al., 2017] ont propose´ des diffe´rentes heuristiques base´es sur la recherche
locale ite´rative et aussi un algorithme d’optimisation par colonie d’abeilles (Artificial Bee Co-
lony : ABC). L’objectif e´tait la minimisation du makespan d’un proble`me FHk(Pm)k| STsd|
Cmax. Les auteurs ont compare´ leur approche a` plusieurs travaux de la litte´rature : AG de
[Ruiz and Maroto, 2006], IA de [Zandieh et al., 2006], ILSN de [Naderi et al., 2010], le ISA de
Naderi et Zandieh [Naderi et al., 2009], le AIS (artificial immune system) de Engin et Doyen
[Engin and Do¨yen, 2004]. L’algorithme ABC a permis d’ame´liorer 126 re´sultats sur 240 instances
ge´ne´re´es ale´atoirement.
Temps de setup de´pendant de la famille de job (SDFST)
Dans la litte´rature, il y a peu de travaux qui ont conside´re´ le FH avec SDFST. Un des premiers
auteurs qui a e´tudie´ ce proble`me est [Huang and Li, 1998]. Ces auteurs ont e´tudie´ le proble`me de
FH a` deux e´tages ou` les jobs sont groupe´s en familles. Les auteurs ont propose´ deux heuristiques
utilisant des re`gles de se´quencement base´es sur les re`gles de priorite´ SPT, LPT. Les tests ont e´te´
mene´s sur 800 instances ale´atoires. L’efficacite´ des heuristiques propose´es a e´te´ mesure´e par l’e´cart
moyen a` une borne infe´rieure (LB)) propose´ par les auteurs (LB= somme des dure´es ope´ratoires
des jobs de chaque groupe en conside´rant un seul setup par groupe). Les solutions obtenues sont
de bonne qualite´ (un gap faible 6%).
[Franc¸a et al., 2005] ont travaille´ sur cette contrainte dans un flow shop de permutation (PFS). Ils
ont propose´ deux algorithmes e´volutionnaires : un algorithme ge´ne´tique et un algorithme mime´tique
hybride´ avec une recherche locale. Sur des instances de [Schaller et al., 2000], la me´thode propose´e
ame´liore tous les re´sultats de 50%.
Pour le meˆme proble`me, [Salmasi et al., 2010] ont propose´ un mode`le mathe´matique, un algo-
rithme de recherche tabou (TS) et un algorithme de colonie de fourmis hybride (HACO). De plus,
ils ont propose´ une borne infe´rieure et ils ont pu e´valuer ainsi la qualite´ des algorithmes propose´s.
Les re´sultats sur les instances de [Salmasi, 2005] montrent que HACO est plus performant que
les autres me´thodes qu’il a propose´es en re´alisant un e´cart par rapport a` la borne infe´rieure ne
de´passant pas 5.8 %.
Puis, [Shahvari et al., 2012] ont propose´ un MIP pour un FHk(Pm)k|STf,sd | Cmax. Ensuite, ils
ont de´veloppe´ des algorithmes base´s sur la TS. Les auteurs ont compare´ leur travail a` celui de
[Logendran et al., 2006] en utilisant les meˆmes instances de test. La me´thode propose´e a ame´liore´
de 5% les re´sultats des instances de moyenne et grande taille.
Nous pouvons citer aussi, [Ebrahimi et al., 2014] qui ont propose´ deux me´ta-heuristiques hy-
brides avec un AG afin de minimiser le makespan et la somme des retards ponde´re´s pour un
FHk(Pm)k|STf,sd | Cmax, TWT . Les auteurs ont prouve´ l’efficacite´ de l’approche propose´e en la
comparant a` celle de [Karimi et al., 2010] en re´alisant une ame´lioration de 2.5%.
Comparaison avec le proble`me traite´
Cette revue nous a permis de constater que la contrainte de setup (SDST), bien qu’elle soit
fre´quemment utilise´e dans les ateliers de type FH, le setup par groupe de jobs (SDGST) a e´te´,
a` notre connaissance, beaucoup moins traite´. E´tant donne´ que notre proble`me porte sur la ca-
35
racte´ristique SDGST, il semble important de s’inspirer du travail des auteurs qui prennent en
conside´ration cette caracte´ristique de deux points de vue : le nombre de groupes de jobs et la
dure´e de setup comme le travail de [Ebrahimi et al., 2014].
Par ailleurs, certains auteurs ([Logendran et al., 2006] ont propose´ des heuristiques de´die´es au trai-
tement de la contrainte SDGST en satisfaisant l’objectif Cmax. L’ide´e e´tait de minimiser le nombre
de setup en construisant des ordonnancements par groupes de jobs. En effet, les jobs d’un meˆme
groupe s’enchainent sans temps de setup. Cette proposition est inte´ressante dans notre cas d’e´tude
et sera re´utilise´e dans le chapitre 5.
Aussi, l’AG propose´ par [Ruiz and Maroto, 2006] pour re´soudre FHk(Rm)k)|STsd|Cmax semble
inte´ressant bien que les machines paralle`les ne soient pas identiques. En effet, les ope´rateurs de
croisement propose´s traitent la contrainte de setup. Pour cela, un ope´rateur de ce travail sera
re´utilise´ dans l’AG du chapitre 5.
3.4 FH avec machines de´die´es
Le flow shop hybride avec machines de´die´es est un cas particulier de flow shop hybride. En
effet, chaque job, selon son type, doit eˆtre exe´cute´ sur une machine fixe´e dans l’e´tage donne´.
Le FH a` 2 e´tages avec des machines de´die´es a e´te´ conside´re´ en premier par
[Herrmann and Lee, 1992], dans lequel deux machines de´die´es sont conside´re´es dans le deuxie`me
e´tage. Les auteurs ont montre´ qu’il est fortement NP-difficile avec l’objectif de minimisation de
Cmax ou l’objectif de minimisation du nombre de jobs en retard. De plus, [Oguz et al., 1997] ont
montre´ que FH avec des machines de´die´es sur le premier e´tage est NP-difficile.
Suite a` ces travaux, d’autres e´tudes avec des caracte´ristiques diverses ont e´te´ rapporte´es dans
la litte´rature. Selon la configuration des machines de´die´es, les recherches existantes peuvent eˆtre
classe´es en deux cate´gories : deux machines de´die´es (m=2) et plusieurs machines de´die´es (m ≥2).
Nous citons d’abord, [Riane et al., 2002] qui ont conside´re´ FH2(1,PD2)||Cmax. Ils ont e´tudie´ dans
un premier temps la complexite´ du proble`me. Ensuite, les auteurs ont de´veloppe´ des heuristiques
et un mode`le de programmation dynamique (DP : Dynamic Program). Afin d’e´tudier l’efficacite´
de heuristiques, les solutions obtenues des instances de petite taille sont compare´es au DP. Pour le
reste des instances, les auteurs ont adapte´ et reprogramme´ la proce´dure de [Campbell et al., 1970].
Cette heuristique est conc¸ue a` l’origine pour un flow shop de permutation et qui s’appuie sur la
re`gle de Johnson [Johnson, 1954]. Les re´sultats par les heuristiques propose´es se re´ve`lent plus pro-
metteurs que celle de [Campbell et al., 1970].
Nous pouvons citer aussi, [Chikhi and Abbas, 2012] qui ont propose´ un MIP pour un FH2(PDm,1)|
|Cmax. Ensuite, ils ont de´veloppe´ des bornes infe´rieures et deux heuristiques. Des solutions proches
de l’optimum sont trouve´es qui prouvent l’efficacite´ de l’approche propose´e. Le meˆme proble`me a
e´te´ e´tudie´ par [Chikhi et al., 2014]. Les auteurs ont propose´ deux MIPs pour re´soudre des instances
de petite taille et une heuristique pour les instances de grande taille. Les solutions trouve´es e´taient
de bonne qualite´.
Plus re´cemment, Wang et Liu [Wang and Liu, 2013b] ont traite´ FH2(1,PDm)||Cmax avec des ma-
chines de´die´es au deuxie`me e´tage. Les auteurs ont pre´sente´ en premier lieu trois LB base´es sur une
relaxation de machines sur l’e´tage 2. Ensuite, une me´thode heuristique base´e sur une structure de
PSE a e´te´ propose´e. La me´thode propose´e n’est pas une me´thode exacte bien qu’elle soit construite
sur la structure de PSE. En effet, les auteurs ont re´duit l’espace de recherche en partant d’un
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sous-ensemble de job fixe´ (m jobs fixe´s) dans le premier niveau au lieu de fixe´ un seul job. D’autre
part, ils ont suivi [Yang, 2011] et [Gupta et al., 1997] pour ge´ne´rer des instances ale´atoires. Les
proble`mes de petite taille sont re´solus a` l’optimum et ceux de grande taille sont re´solus avec un
gap infe´rieur a` 3% par rapport a` des bornes infe´rieures pre´sente´es.
On trouve aussi, [Hadda et al., 2014] qui ont propose´ une me´thode exacte pour re´soudre FH2(1,
PDm)||Cmax. Les auteurs ont propose´ des re`gles d’e´limination et ont de´veloppe´ deux heuristiques
pour le calcul de la borne supe´rieure initiale. Les auteurs ont montre´ l’efficacite´ des re`gles utilise´s
qui ont permis d’e´carter 50% des nœuds. Les re´sultats obtenus montrent aussi que la me´thode
propose´e est prometteuse car les instances utilise´es sont re´solues avec un e´cart faible par rapport
aux bornes infe´rieures (< 2%).
D’autre part, [Yang, 2015b] a e´tudie´ ce proble`me avec 2 machines de´die´es sur le premier e´tage et
une seule machine sur l’e´tage 2. Il a e´tudie´ la complexite´ des cas particuliers du proble`me ou` il a
de´montre´ que FH2 (PD2,1) || Cmax est polynomial dans le cas ou` les jobs sur les machines de´die´es
ont les meˆmes dure´es de traitement. En deuxie`me lieu, il a propose´ deux heuristiques. La premie`re
est base´e sur une re`gles simple : SPT et la deuxie`me est inspire´e de l’algorithme Avide (appele´
aussi algorithme Glouton qui cherche des solutions optimales localement sans rechercher dans le
voisinage).
De meˆme, l’auteur de [Yang, 2011], traite le meˆme proble`me avec une autre configuration FH2
(1,PD2) | |Cmax. Il a propose´ des bornes infe´rieures qui supposent que chaque job passe le plus
toˆt possible sur l’e´tage 2. Ensuite, il a introduit 2 heuristiques base´es sur une re`gles simple : SPT.
Des instances ale´atoires sont re´solues avec un e´cart faible par rapport aux bornes infe´rieures.
[Hajji et al., 2015] se sont inte´resse´s a` re´soudre le FH2(1, PDm)|rj,qj|Cmax. Les auteurs ont pro-
pose´ des bornes infe´rieurs, des heuristiques basiques ainsi qu’une heuristique de recherche tabu. Les
calculs montrent que les solutions obtenues par certaines me´thodes propose´es sont de bonne qua-
lite´. En effet, les re´sultats indiquent que la de´viation moyenne par rapport aux bornes infe´rieures
ne de´passe pas 0,35%.
Plus re´cemment, [Hwang and Lin, 2018] ont publie´ une revue relative aux flow shop flexible avec
des machines de´die´es. Les auteurs ont pre´sente´ les diffe´rentes configurations traite´es dans la
litte´rature. Ils ont rappele´ la complexite´ de chaque proble`me et les cas re´solus a` l’optimalite´.
D’autre auteurs, tels que Mosheivo and Sarig [Mosheiov and Sarig, 2010], [Lin and Liao, 2003],
[Lin, 2015], [Yang, 2013] se sont inte´resse´s a` traiter l’ordonnancement dans un atelier avec des ma-
chines de´die´es, mais traitant d’autres objectifs tel la minimisation du retard alge´brique maximum
Lmax, et le retard absolu maximum
∑
Tj ou traitant plusieurs machines de´die´es.
Comparaison avec le proble`me traite´
Les ateliers de type FH avec des machines de´die´es est similaire au contexte de notre e´tude.
Plusieurs travaux ont traite´ FH2 avec deux machines de´die´es et ont propose´ des donne´es de test
ou` ils ont de´termine´ un partage de charges diversifie´ sur les machines de´die´es (partage e´quitable,
partage non e´quitable) ([Yang, 2015a], [Wang and Liu, 2013b]). Ce point sera retenu dans notre
travail lors de ge´ne´ration d’instances, car nous conside´rons sur l’e´tage 1 des machines de´die´es sur
lesquelles il est ne´cessaire de partager les charges.
La diffe´rence dans cette section porte sur la nature des machines utilise´es dans notre atelier de
travail : des machines de´die´es et des machines paralle`les identiques. Il convient de signaler que les
travaux consulte´s dans la litte´rature n’ont pas conside´re´ une telle configuration.
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3.5 Re´sume´ des travaux de la litte´rature
A notre connaissance, il n’existe pas d’autres travaux ou` les contraintes additionnelles sont
conside´re´es simultane´ment dans un meˆme atelier. Nous avons aussi constate´ que la plupart des
recherches dans l’atelier de flow shop hybride a` 2 e´tages avec une contrainte additionnelle se
concentrent sur le de´veloppement d’heuristiques ou de solutions optimales pour des cas particuliers,
ce qui explique l’absence de l’emploi d’une me´thode exacte tel que la PSE a` re´soudre FH2 (PD2,
Pm)| SDf,st, li| Cmax.
De plus, nous avons remarque´ qu’il n’y a pas de benchmark commun et que la plupart des auteurs
ont utilise´ leurs propres instances. Ceci est duˆ aux diffe´rentes configurations e´tudie´es du FH. Dans le
tableau 3.2, nous re´capitulons les caracte´ristiques des proble`mes rencontre´s dans la litte´rature ainsi
que les me´thodes utilise´es. Nous nous limitons aux articles ayant traite´ l’objectif de minimisation
Cmax car c’est l’objectif principal qui nous inte´resse dans cette the`se.
Table 3.2 – Re´sume´ des travaux de la litte´rature
Anne´e auteurs PD STsd STg,sd li no-wait Me´thode de re´solution
2006 [Haouari et al., 2006] LB, PSE
2006 [Ruiz and Maroto, 2006] • AG
2007 [Li and Li, 2007] • heuristique
2008 [Liu et al., 2008] • heuristique, TS
2008 [Yaurima et al., 2007] • AG
2012 [Shahvari et al., 2012] • MIP, TS
2012 [Chikhi and Abbas, 2012] • LB, heuristique
2013 [Wang and Liu, 2013a] • AG
2014 [Wang et al., 2015] • PSE
2014 [Ebrahimi et al., 2014] • me´ta-heuristique, AG
2014 [Attar et al., 2014] • • me´ta-heuristique, AG
2014 [Chikhi et al., 2014] • MIP, LB
2015 [Yang, 2015a] • LB, heuristique
2017 [Pan et al., 2017] • heuristiques
2017 Notre proble`me • • • • MIP, AG, Heuristiques
Nous signalons que le nombre de machines de´die´es conside´re´ dans cette the`se est PD = 2.
3.6 Contributions scientifiques
En parcourant la revue de la litte´rature, nous avons bien constate´ que le proble`me e´tudie´
dans cette the`se peut eˆtre de´compose´ en sous-proble`mes. Chaque sous-proble`me est de´ja` traite´
par des chercheurs et des solutions exactes ou approche´es ont e´te´ propose´es. Pour cela, nous nous
sommes inspire´s de ces travaux pour re´soudre notre proble`me. Dans ce qui suit, nous pre´sentons
un re´sume´ des solutions scientifiques de la litte´rature que nous avons adapte´es ou enrichies par nos
contributions :
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— [Kahraman et al., 2008] : MIP
- Re´-utiliser les variables de de´cision
- Ajouter les contraintes d’affectation qui ge`rent l’affectation d’un seul job a` une seule machine
paralle`le et qui imposent l’affectation aux machines de´die´es
- Ajouter les contraintes qui assurent la comptabilisation de la dure´e de setup selon le groupe
de deux jobs successifs
- Ajouter la contrainte qui autorise une dure´e d’attente aux jobs
— [Yalaoui et al., 2013] : MIP
- Adapter les contraintes de pre´-affectation des jobs aux machines de´die´es : remplacer une
variable de de´cision binaire par une matrice de donne´es
- Ajouter les contraintes qui assurent la comptabilisation de dure´e de setup selon le groupe
de deux jobs successifs
- Ajouter la contrainte qui autorise une dure´e d’attente aux jobs
— [Logendran et al., 2006] : heuristique
- S’inspirer de l’ide´e ge´ne´rale : assembler les jobs suivant le groupe
- Ordonnancer les jobs d’un seul groupe suivant LPT
- Appliquer la recherche locale a` l’inte´rieur de groupe
— [Ruiz and Maroto, 2006] : ope´rateur de croisement : SJOX
- Adapter cet ope´rateur conc¸u a` l’origine pour traiter SDST afin qu’il traite SDFST
— [Sioud et al., 2012] : ope´rateur de croisement : RMPX
- Adapter cet ope´rateur conc¸u a` l’origine pour traiter SDST afin qu’il traite SDFST
— [Li and Li, 2007], [Liu et al., 2008] : Heuristique CB
- Traiter le time lag maximal
— [Wang and Liu, 2013b], [Yang, 2015a] : Ge´ne´ration des instances
- Utiliser les proportions de partage des charges entre les machines de´die´es : 50%, 60% et
70%
— [Morizawa, 2014] : Heuristique arborescente
- Re´utiliser une re`gle d’exploration propose´e : ne pas explorer des nœuds ayant une LB
infe´rieure a` (1 + α)LB0
Il faut signaler que le travail de [Morizawa, 2014] ne figure pas dans l’e´tat de l’art car il ne porte
pas sur le flow shop hybride ni sur une contrainte e´tudie´e. Cependant, nous nous inspirons d’un
de´tail de son travail dans le chapitre 6.
C’est vrai que nous nous sommes appuye´s sur la richesse de la litte´rature pour re´soudre le proble`me
e´tudie´ et nous avons bien travaille´ sur l’adaptation des me´thodes de´ja` propose´es aux exigences du
proble`me et ses contraintes simultane´es, cependant, nous avons propose´ des solutions scientifiques
ade´quates pour re´soudre ce proble`me (pre´sente´es dans le tableau 3.3).
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Table 3.3 – Propositions scientifiques
Contribution Spe´cificite´
2 MIPs Conside`re des diffe´rentes contraintes temporelles simul-
tane´ment
2 AGs Deux codages d’individus diffe´rents
e´tudier diffe´rentes versions des AGs (sans et avec hybridation
avec d’autres heuristiques)
Heuristique arborescente Conside`re des solutions de permutation et non-permutation
Exploration se´lectionne´e (ne pas explorer des nœuds ayant une
borne infe´rieure < (1 + α)LB0)
E´tudier un nouveau objectif : minimiser le nombre d’arreˆts de machines ayant une longueur maximale
3.7 Conclusion
La revue de la litte´rature de´taille´e dans ce chapitre nous conduit a` plusieurs conclusions.
Premie`rement, la re´solution des proble`mes de flow shop hybride est difficile. Les algorithmes exacts
offrent des solutions optimales pour des proble`mes de taille limite´e qui ne de´passe pas une vingtaine
de jobs en une heure de calcul. Les me´thodes approche´es, dont les algorithmes ge´ne´tiques, ont e´te´
largement utilise´s dans la litte´rature vu son efficacite´ a` re´soudre des proble`mes proches du notre.
Ceci permet la re´solution des instances plus larges dans un temps de calcul tre`s raisonnable.
Deuxie`ment, la contrainte de time lag maximal n’a pas retenu beaucoup d’attention dans la
recherche. Quant a` la contrainte de setup par groupe de jobs qui augmente la difficulte´ de la
re´solution, elle n’a pas e´te´ utilise´e simultane´ment avec les autres contraintes.
Troisie`mement, puisque aucun proble`me de la litte´rature ne correspond au proble`me traite´ dans
cette the`se, nous proposons dans le chapitre qui suit deux MIPs pour re´soudre FH2 (PD2,
Pm)|STf,sd, li|Cmax. Nous allons e´tendre la formulation propose´e par [Yalaoui et al., 2013]. L’as-
pect relatif au time lag maximal sera pris en conside´ration. La notion de ≪ group setup ≫ sera
inte´gre´e e´galement.
Enfin, cette synthe`se de revue, dans laquelle la plupart des auteurs ont montre´ la performance
des me´ta-heuristiques, nous encourage a` proposer aussi une me´ta-heuristique pour re´soudre ce
proble`me industriel. Cependant, puisqu’il e´tait tre`s difficile de trouver un benchmark commun,
nous avons ge´ne´re´ nos propres instances en s’inspirant d’un cas re´el et des benchmarks acade´miques.
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Pour re´soudre le proble`me conside´re´, nous proposons tout d’abord de le mode´liser par des
mode`les line´aires en nombres entiers. Deux mode`les sont propose´s pour eˆtre compare´s.
Nous allons lancer la re´solution a` l’aide du solveur CPLEX ou` une borne infe´rieure sera inte´gre´e
afin d’acce´le´rer la re´solution. Nous allons pour cela tester cinq bornes : la premie`re est intuitive et
les autres sont une extension des bornes de la litte´rature.
4.1 Mode´lisation mathe´matique
Dans cette section, nous proposons 2 versions de PLNE inspire´es de [Kahraman et al., 2008] et
[Yalaoui et al., 2013]. Comme mentionne´ dans la section 3.6 du chapitre 3, nous avons re´-utilise´ les
meˆmes variables de de´cision propose´es par [Kahraman et al., 2008] et la matrice binaire propose´e
par [Yalaoui et al., 2013]. De plus, nous avons ajoute´ deux pre´cisions concernant le setup par
groupe et le time lag. Ceci est apporte´ dans les contraintes 10 et 12 du MIP 1 et les contraintes
22 et 23 du MIP 2.
- Variables de de´cision
ti,k : date de de´but du traitement du job i sur l’e´tage k
Cmax : Makespan ou date de fin de traitement de tous les jobs
xm,kij =
{
1 si job j est exe´cute´ imme´diatement apre`s le job i sur la machine m de l’e´tage k
0 sinon
am,ki =
{
1 si job i est affecte´ a` la machine m de l’e´tage k
0 sinon
Il convient de signaler que si k=1, am,1i est fixe´ pour respecter la pre´-affectation aux ma-
chines de´die´es. Dans ce qui suit, nous pre´sentons deux versions de mode`les mathe´matiques pour
minimiser le makespan. Ces mode`les sont diffe´rents au niveau de certaines contraintes. L’objectif
est de choisir le meilleur. Dans ces mode`les, on ajoute deux jobs fictifs : le job ”0” et le job ”n+1”
4.1.1 1erMode`le mathe´matique pour minimiser Cmax
Min Cmax
S.C
n+1∑
i=1
xm,ki0 = 0, m ∈Mk, k ∈ {1, 2}, (1)
n∑
i=0
xm,kn+1 i = 0, m ∈Mk, k ∈ {1, 2}, (2)
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xm,kij + x
m,k
ji ≤ a
m,k
i i = 1..n, j = 1..n,m ∈Mk, k ∈ {1, 2}, i 6= j (3)
n∑
i=0
i 6=j
xm,kij = a
m,k
j ∀j = 1...n+ 1,m ∈Mk, k ∈ {1, 2} (4)
n+1∑
j=1
j 6=i
xm,kij = a
m,k
i , ∀i = 0...n,m ∈Mk, k ∈ {1, 2} (5)
am,k0 = 1, ∀m ∈Mk, k ∈ {1, 2} (6)
am,kn+1 = 1, ∀m ∈Mk, k ∈ {1, 2} (7)
am,1i = 1, ∀i = 1..n,m = Ai (8)
m2∑
m=1
am,2i = 1 i = 1...n, (9)
tj,k ≥ ti,k + Pi,k −M(1− x
m,k
ij ) + Sj,k.Bij, i = 0..n, j = 1..n,m ∈Mk, k ∈ {1, 2}, i 6= j
(10)
ti,2 ≥ ti,1 + Pi,1, i = 1...n (11)
ti,2 ≤ ti,1 + Pi,1 + li,1, i = 1...n (12)
Cmax ≥ ti,2 + Pi,2, i = 1...n (13)
xm,kij ∈ {0, 1},m ∈Mk, i = 1...n, j = 1...n, k ∈ {1, 2}, i 6= j (14)
am,ki ∈ {0, 1},m ∈Mk, i = 1...n, k ∈ {1, 2} (15)
Cmax, ti,k > 0, i = 1...n, k ∈ {1, 2} (16)
M : un nombre tre`s grand, nous avons fixe´ M a`
n∑
i=1
(Pi,1 + Pi,2)
La contrainte (1) impose un job fictif 0 qui sera le premier job a` exe´cuter et aucun job ne pourra
le pre´ce´der.
La contrainte (2) qui impose aussi un dernier job fictif n+ 1 et aucun job ne pourra lui succe´der.
La contrainte (3) exige qu’un job ne peut pas eˆtre un pre´de´cesseur et un successeur a` la fois et
ceci pour chaque machine et pour chaque e´tage.
Les contraintes (4) et (5) expriment qu’un job i affecte´ a` une machine m de l’e´tage k a un seul
successeur et un seul pre´de´cesseur. S’il n’est pas affecte´ a` cette machine alors on ne parle plus d’un
pre´de´cesseur et successeur car am,ki =0.
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Les contraintes (6), (7), (8) et (9) expriment les contraintes d’affectation qui permettent de
de´terminer l’affectation de chaque job aux machines de l’e´tage 1 et l’e´tage 2. En effet, la va-
riable am,ki ne vaut 1 que si un job i est affecte´ a` la machine m de l’e´tage k.
La contrainte (6) affecte un premier job fictif ”0” a` chaque machine de chaque e´tage.
La contrainte (7) affecte un le job fictif ”n+1” a` chaque machine de chaque e´tage.
La contrainte (8) exprime l’affectation des jobs aux machines de´die´es de l’e´tage 1. La variable am,1i
de´termine la pre´-affectation de job i a` la machine m de l’e´tage 1.
La contrainte (9) affecte un job i a` une seule machine de l’e´tage 2.
La contrainte (10) est relative aux dates de de´but de traitement. Un job affecte´ a` une machine
ne peut commencer son traitement que si le job qui le pre´ce`de sur la meˆme machine termine son
traitement.
Les contraintes (11), (12) pre´sentent les contraintes technologiques. Elles de´crivent le de´roule- ment
des ope´rations sur les machines de chaque e´tage.
La contrainte (11) indique que les ope´rations sur l’e´tage 2 ne peuvent de´buter que lorsque les
ope´rations de premier e´tage ont termine´ leurs traitements.
La contrainte (12) indique que les jobs sont autorise´es a` attendre un de´lai maximal avant de com-
mencer le traitement sur le second e´tage.
La dernie`re contrainte (13) repre´sente la fonction objectif Cmax qui doit eˆtre supe´rieure ou e´gal a`
la fin de traitement de tous les jobs.
Finalement, la contrainte (14) et (15) de´clarent que xm,kij et a
m,k
i sont binaires. La contrainte (16)
exprime que Cmax, ti,k sont toujours positifs.
4.1.2 2e`meMode`le mathe´matique pour minimiser Cmax
Dans cette partie, nous pre´sentons un second mode`le mathe´matique inspire´ du travail de
[Yalaoui et al., 2013]. Dans ce mode`le, les contraintes (17), (18), (19), (20) et (21) remplacent
respectivement les contraintes (1), (2), (3), (4), (5), (6), (7), (8) et (9).
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Min Cmax
S.C
n∑
i=1
xm,ki0 ≤ 1, m ∈Mk, k ∈ {1, 2} (17)
n∑
i=1
xm,k0i ≤ 1 m ∈Mk, k ∈ {1, 2} (18)
n∑
i=0
i 6=j
mk∑
m=1
xm,kij .Y
m,k
j = 1, j = 1...n, k ∈ {1, 2} (19)
n∑
j=0
j 6=i
mk∑
m=1
xm,kij .Y
m,k
i = 1, i = 1...n, k ∈ {1, 2} (20)
n∑
i=0
i 6=j
xm,kij .Y
m,k
j −
n∑
i=0
i 6=j
xm,kji .Y
m,k
i = 0, j = 1...n,m ∈Mk, k ∈ {1, 2} (21)
tj,k ≥ ti,k + Pi,k −M(1− x
m,k
ij ) + Sj,k.Bij, i = 0..n, j = 1..n,m ∈Mk, k ∈ {1, 2}, i 6= j
(22)
ti,2 ≤ ti,1 + Pi,1 + li,1, i = 1...n (23)
ti,2 ≥ ti,1 + Pi,1, i = 1...n (24)
Cmax ≥ ti,2 + Pi,2, i = 1...n (25)
xm,kij ∈ {0, 1},m ∈Mk, i = 1...n, j = 1...n, k ∈ {1, 2}, i 6= j (26)
Cmax, ti,k > 0, i = 1...n, k ∈ {1, 2} (27)
M : un nombre tre`s grand, nous avons fixe´ M a`
n∑
i=1
(Pi,1 + Pi,2)
Comme dans le premier mode`le, les contraintes (17), (18), (19), (20) et (21) sont des contraintes
disjonctives qui vont ge´rer les conflits entre les jobs en respectant a` la fois les contraintes tempo-
relles et les contraintes des ressources.
Les contraintes (17) et (18) assurent qu’au plus un seul job passe juste avant et apre`s le job fictif
0.
Les contraintes (19) et (20) assurent que les machines n’exe´cutent pas des taˆches simultane´ment
et doivent passer sur des feneˆtres de temps disjointes (soit un job i ensuite un job j ou un job j
ensuite un job j).
La contrainte (21) assure que chaque job doit avoir au plus un seul pre´de´cesseur et un seul succes-
seur.
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Dans ce mode`le, nous gardons les meˆmes contraintes que le premier mode`le (22), (23), (24), (25),
(26) et (27).
4.2 Bornes infe´rieures
4.2.1 Pre´sentation des bornes
Dans cette partie, nous examinons deux bornes classiques connues de la litte´rature
[Gupta et al., 1997] dans le cas de FH standard. Ensuite, nous les adapterons a` notre proble`me.
1. LBs intuitives
— Borne infe´rieure 1 :
LB1= Max(
∑
i∈J1
Pi,1,
∑
i∈J2
Pi,1)
— Borne infe´rieure 2 :
LB2= Max(
∑
i∈J1
Pi,1,
∑
i∈J2
Pi,1)+Min(Pi,2︸︷︷︸
i∈J
)
La premie`re borne ignore l’e´tage 2. Nous avons constate´ qu’elle est tre`s faible. La deuxie`me
borne est explique´e par une relaxation de la capacite´ des cabines de se´chage, autrement dit,
inexistence d’attente.
2. LBs ame´liore´es
Nous pouvons toujours ame´liorer la 2ie`me borne en ajoutant la somme des dure´es de setup des
groupes pre´sents sur chaque machine, comme si les jobs de meˆme groupe passaient successivement
et ne ne´cessitent qu’un seul setup a` chaque fois. En effet, la dure´e de setup d’un groupe quelconque
n’est calcule´e que, si et seulement si, il existe au moins un job appartenant a` ce groupe.
— Borne infe´rieure 3 : Dans un premier temps, on peut commencer par e´crire la LB pour
chaque machine de´die´e comme suit :
LB311 : (
∑
j∈J1
Pj,1 +
u1∑
i=1
Si,1.δi), tel que δi=1 ssi il ∃ au moins un job de groupe i
LB312 : (
∑
j∈J2
Pj,1 +
u2∑
i=1
Si,2.δi), tel que δi=1 ssi il ∃ au moins un job de groupe i
LB31= max (LB311,LB312), Il est clair que LB31 est supe´rieure a` LB1.
D’autre part, et comme dans la 1e`re situation on conside`re la dure´e de se´chage la
plus courte sur e´tage 2 : Min (Pi,2)
De cette manie`re, LB3 = LB31 + Min (Pi,2︸︷︷︸
i∈J
)
— Borne infe´rieure 4 : Puisque chaque famille de job doit terminer son traitement sur les 2
e´tages, on propose LB41 et LB42 comme suit :
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LB41= LB311+ Min (Pi,2), ∀ i ∈ J1 ( i passant uniquement sur M1)
LB42= LB312+ Min (Pi,2), ∀ i ∈ J2 ( i passe uniquement sur M2)
LB4= Max (LB41,LB42)
— Borne infe´rieure 5 :
LB5 = Min (Pj,1 + Sj,1︸ ︷︷ ︸
j∈J
) +1/m
∑
j∈J
Pj,2
La borne LB5 est connue dans la litte´rature. En effet, la dure´e moyenne des traitements est une
borne infe´rieure pour les machines paralle`les identiques ([Gupta et al., 1997]). A cette borne, nous
avons ajoute´ la dure´e minimale des dure´es de traitement sur les machines de´die´es.
4.2.2 Comparaison des bornes infe´rieures
Dans cette section, nous proposons de comparer les moyennes des LBs dans les 2 cate´gories de
donne´es :
- Dans la premie`re cate´gorie 1 de donne´e (tableau 4.1)
Table 4.1 – Comparaison des bornes LB3, LB4 et LB5 dans la cate´gorie 1
n Moy(LB3) Moy(LB4) Moy(LB5) Nbr LB3 Nbr LB4 Nbr LB5
meilleur meilleur meilleur
10 902,1 938,1 624,0 0 16 0
20 1484,8 1507,2 1100,0 0 14 0
50 3141,6 3146,8 2514,9 0 20 0
100 5792,0 5802,2 4942,8 0 17 0
200 11075,9 11077,8 9758,0 0 11 0
Selon le tableau 4.1, LB4 soit elle domine LB3 soit les deux bornes sont e´gaux. Ceci est signale´
dans la colonne Nbr LB4 meilleur. De plus, il est clair que LB4 domine LB5.
Dans la deuxie`me cate´gorie 2 de donne´es (tableau 4.2, 4.3 et 4.5)
Dans cette cate´gorie de donne´es, les moyennes des LB sont calcule´es pour chaque famille de
proble`me (n, n1) de chaque classe. Les re´sultats sont pre´sente´s dans les tableaux 4.2, 4.3 et 4.5.
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Table 4.2 – Comparaison des bornes LB3, LB4 et LB5 dans la classe 1
Classe 1
n1= n Moy(LB3) Moy(LB4) Moy(LB5) Nbr LB3 Nbr LB4 Nbr LB5
meilleur meilleur meilleur
0,5n
10 186,70 207,67 123,7 0 23 0
20 326,1 337,8 209,7 0 19 0
50 637,5 641,3 529,5 0 18 0
100 1221,7 1224,4 1045,5 0 14 0
200 2261,2 2261,8 2061,0 0 4 0
0,6n
10 194,5 207,5 124,1 0 21 0
20 346,5 358,0 229,2 0 16 0
50 724,0 727,0 531,3 0 13 0
100 1378,5 1380,0 1045,7 0 12 0
200 2610,9 2611,8 2071,8 0 10 0
0,7n
10 218,0 232,7 123,7 0 17 0
20 389,2 394,0 223,1 0 8 0
50 843,7 845,9 537,2 0 6 0
100 1575,7 1576,5 1047,1 0 8 0
200 3048,4 3048,8 2072,0 0 5 0
Dans la classe 1 de donne´es (tableau 4.2), LB4 est supe´rieure ou e´gale a` LB3. De plus, LB4
surpasse LB5. On peut conclure que LB4 est dominante aussi dans cette classe.
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Table 4.3 – Comparaison des bornes LB3, LB4 et LB5 dans la classe 2
Classe 2
n1= n Moy(LB3) Moy(LB4) Moy(LB5) Nbr LB3 Nbr LB4 Nbr LB5
meilleur meilleur meilleur
0,5n
10 572,9 606,3 396,5 0 20 0
20 907,7 912,9 689,1 0 16 0
50 1839,9 1842,4 1587,8 0 12 0
100 3405,6 3407,1 3094,8 0 11 0
200 6405,8 6406,9 6075,2 0 9 0
0,6n
10 631,6 639,1 393,5 0 11 0
20 1008,6 1018,2 695,2 0 14 0
50 2106,6 2108,7 1589,8 0 9 0
100 3958,3 3958,9 3086,6 0 7 0
200 7578,8 7579,3 6085,0 0 10 0
0,7n
10 691,0 694,4 400,9 0 7 0
20 1150,5 1156,0 693,9 0 12 0
50 2412,9 2414,5 1589,2 0 8 0
100 4577,2 4578,0 3111,4 0 10 0
200 8768,0 8768,3 6078,0 0 5 0
Dans la classe 2 de donne´es (tableau 4.3), nous observons le meˆme re´sultat de la classe
pre´ce´dente. LB4 est dominante aussi dans cette classe.
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Table 4.4 – Comparaison des bornes LB3, LB4 et LB5 dans la classe 3
Classe 3
n1= n Moy(LB3) Moy(LB4) Moy(LB5) Nbr LB3 Nbr LB4 Nbr LB5
meilleur meilleur meilleur
0,5n
10 921,8 942,0 675,8 0 16 0
20 1399,8 1414,0 1179,9 0 19 0
50 5067,2 5069,9 2668,9 0 20 0
100 5067,2 5069,9 5179,1 0 1 29
200 9581,5 9582,8 10143,0 0 0 30
0,6n
10 1021,6 1032,0 669,6 0 12 0
20 1569,8 1577,9 1165,8 0 12 0
50 3212,8 3215,0 2680,5 0 13 0
100 5953,4 5954,4 5188,5 0 12 0
200 11346,5 11347,0 10182,5 0 8 0
0,7n
10 1099,5 1108,1 678,7 0 11 0
20 1763,3 1764,5 1178,8 0 7 0
50 3661,2 3662,7 2665,4 0 6 0
100 6835,3 6835,9 5151,3 0 9 0
200 13157,9 13158,5 10177,6 0 10 0
Dans la classe 3 de donne´es (tableau 4.4), LB4 est supe´rieure ou e´gale a` LB3. De plus, LB4
surpasse LB5 dans toutes les instances sauf pour les instances de 100 et 200 jobs ou` il y a un
e´quilibre des charges entre les machines de´die´es. Dans cette classe, on ne peut pas confirmer que
LB4 st dominante.
4.3 E´valuation de la meilleure borne
En se basant sur l’analyse pre´ce´dente, nous allons nommer la meilleure borne LBbest.
LBbest = max (LB3,LB4, LB5)
Pour e´tudier d’avantage la qualite´ LBbest, nous avons mene´ une large comparaison avec la
borne obtenue par le solveur CPLEX a` la racine. Dans ce qui suit, nous allons comparer cette
borne par rapport a` la borne ge´ne´re´e par le solveur Cplex appele´ LBCplex au de´marrage (a` la
racine). Pour cela, nous allons calculer l’e´cart entre les deux bornes (ELB) pour chaque instance
de donne´e puis l’e´cart moyen (pour chaque famille d’instances)
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ELB =
(LBbest − LBCplex)
LBCplex
× 100
MELB =
∑
ELB
30
4.3.1 Comparaison de LBbest et LBCplex pour la cate´gorie 1 de jeu de
donne´es
Le tableau ci-dessous (tableau 4.5) pre´sente la moyenne des e´carts (MELB) entre les LBCplex
et LBbest, le minimum et le maximum des e´carts pour chaque famille d’instances de la premie`re
cate´gorie de jeux de donne´es.
Table 4.5 – Comparaison des LBs
n MELB max (ELB) min (ELB)
10 8,84 47,37 -12,06
20 70,86 114,57 38,19
50 247,19 327,34 203,64
100 * * *
200 * * *
Dans ce premier tableau (tableau 4.5), les valeurs ne´gatives apparaissent dans les instances
de 10 jobs, ce qui signifie que le solveur offre une borne infe´rieure meilleure que LBbest. Pour les
instances de 20 et 50 jobs, LBbest surpasse LBCplex avec un e´cart qui de´passe 70%. Cependant, le
solveur n’arrive pas a` trouver une borne a` la racine pour les instances de 100 et 200 jobs.
Il convient de signaler que nous avons arreˆte´ les MIPs apre`s une heure d’exe´cution.
4.3.2 Comparaison de LBbest et LBCplex pour la cate´gorie 2 de jeu de
donne´es
Les tableaux ci-dessous (tableaux 4.6, 4.7 et 4.8) pre´sentent respectivement la moyenne des
e´carts (MELB) entre les LBCplex et LBbest, le minimum et le maximum des e´carts pour chaque
classe d’instances de la cate´gorie 2 de jeux de donne´es.
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Classe 1 : Pi,1 ∈ [1, 40];Pi,2 ∈ [5, 200]
Table 4.6 – Comparaison des LBs pour la classe 1 des instances
Classe 1
n1= n MELB max (ELB) min (ELB)
0,5n
10 -6,04 39,19 -39,36
20 46,76 86,94 25,10
50 166,26 206,28 122,75
100 * * *
200 * * *
0,6n
10 -8,29 21,97 -32,38
20 55,70 107,33 23,87
50 203,82 271,62 140,00
100 * * *
200 * * *
0,7n
10 5,48 50,75 -31,69
20 70,47 107,69 37,45
50 255,14 330,51 208,26
100 * * *
200 * * *
Dans le tableau (tableau 4.6), les valeurs ne´gatives apparaissent dans les instances de 10 jobs ou`
n1= 0.5 n ; n1= 0.6 n ; n1= 0.7 n, ce qui signifie que le solveur offre une borne infe´rieure meilleure
que LBbest. Pour les instances de 20 et 50 jobs, LBbest surpasse LBCplex avec un e´cart qui de´passe
50%. Cependant, le solveur n’arrive pas a` trouver une borne a` la racine pour les instances de 100
et 200 jobs.
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Classe 2 : Pi,1 ∈ [40, 80];Pi,2 ∈ [200, 400]
Table 4.7 – Comparaison des LBs pour la classe 2 des instances
Classe 2
n1= n MELB max (ELB) min (ELB)
0,5n
10 0,8 45,3 13,2
20 10,3 111,28 72,80
50 282,0 326,94 262,32
100 * * *
200 * * *
0,6n
10 36,97 53,57 14,44
20 116,73 139,63 97,52
50 336,90 365,34 316,02
100 * * *
200 * * *
0,7n
10 48,22 66,04 31,81
20 142,50 169,03 121,54
50 400,81 437,11 377,27
100 * * *
200 * * *
Dans la classe 2 (tableau 4.7), nous observons un e´cart positif entre LBCplexet LBbest. Cela est
explique´ par la faiblesse de LBCplex. Nous remarquons que le e´cart est moyennement faible pour
les instances de 10 jobs alors qu’il de´passe 100% pour les instances de 20 et 50 jobs.
53
Classe 3 : Pi,1 ∈ [80, 100];Pi,2 ∈ [400, 600]
Table 4.8 – Comparaison des LBs pour la classe 3 des instances
Classe 3
n1= n MELB max (ELB) min (ELB)
0,5n
10 34,83 43,02 28,08
20 100,61 113,70 82,33
50 289,79 305,84 261,98
100 * * *
200 * * *
0,6n
10 50,34 97,88 31,72
20 123,56 139,97 108,43
50 350,19 364,45 316,18
100 * * *
200 * * *
0,7n
10 58,12 70,93 40,63
20 150,76 164,55 137,74
50 408,58 431,86 375,29
100 * * *
200 * * *
Le tableau 4.8 montre la supe´riorite´ de LBbest vis-a`-vis LBCplex dans la classe 3 des instances.
L’e´cart obtenu est moyennement grand pour les instances de 10 jobs tandis qu’il tre`s grand (plus
que 100%) pour les instances de 20 et 50 jobs. Ces observations confirment notre hypothe`se que,
d’une part, LBbest est une bonne borne infe´rieure. D’autre part, le solveur est incapable de fournir
une borne de qualite´ au de´marrage et c¸a va provoquer un ralentissement de l’exe´cution des MIPS.
4.4 Expe´rimentations nume´riques
Dans cette partie, nous allons tout d’abord comparer la taille des deux mode`les propose´s au-
paravant. Ensuite, nous allons pre´senter les re´sultats obtenus et les analyser.
4.4.1 Comparaison de la taille des deux mode`les mathe´matiques
Le tableau ci-dessous (4.9) re´sume les tailles des deux mode`les. Le mode`le 1 a le meˆme nombre
des variables continues que le mode`le 2. Cependant le mode`le 2 a moins de variables binaires et
moins de contraintes.
54
Table 4.9 – Comparaison de la tailles des MIPs
Mode`le Variables continues Variables binaires Nombre de
contraintes
ti,k : n× 2 x
m,k
ij =
{
x
m,1
ij : n× n× | (M1) |
x
m,2
ij : n× n× | (M2) |
Mode`le 1 (6+ 2n2 + n) × (|M1|+|M2|) + 5n
Cmax a
m,k
i : n× |M2 |
Mode`le 2 ti,k : n× 2 x
m,k
ij =
{
x
m,1
ij : n× n× | (M1) |
x
m,2
ij : n× n× | (M2) |
(2+n+ n2) × (|M1|+|M2|)+ 7n
Cmax
Dans ce qui suit, nous comparons les bornes de relaxation continues afin d’e´valuer la qualite´s
des deux mode`les pre´sente´es auparavant.
4.4.2 Comparaison des bornes de relaxation
Les tableaux 4.10 et 4.11 pre´sentent les bornes infe´rieures trouve´s par MIP1 et MIP2 relaxe´s
(MIPR 1 et MIPR 2) dans les deux cate´gorie de donne´es.
Dans la cate´gorie 1 de donne´es
Table 4.10 – Les bornes infe´rieures des MIP 1 et MIP 2 relaxe´s dans la cate´gorie 1
n Moy(LB) dure´e Moy(LB) dure´e nbre fois nbre fois
LB MIPR 1 LB MIPR 2
meilleur meilleur
10 839,4 0,0 839,5 0,0 0 1
20 863,7 0,0 863,7 0,0 0 0
50 890,2 1,0 890,4 0,0 0 2
Dans le tableau 4.10, les bornes trouve´es par les deux mode`les relaxe´s sont quasiment les meˆmes
avec une tre`s faible supe´riorite´ de MIP2. En effet, MIPR 2 a trouve´ seulement 3 bornes meilleures
que MIPR 1.
Dans la cate´gorie 2 de donne´es
Dans le tableau ci-dessous (4.11), les bornes trouve´es par les deux mode`les relaxe´s (MIPR)
sont :
- Les meˆmes pour la classe 1
- Les meˆmes pour la classe 2 sauf pour les instances de 50 jobs ou` on trouve que le MIP 2 est
meilleur que MIP 1 dans une seule instance.
- Dans la classe 3, le MIP 2 surpasse le MIP 1 dans 6 instances pour lesquelles il ge´ne`re des bornes
meilleures. En observant le temps d’exe´cution, il est clair que le MIP 2 est le´ge`rement rapide que
le MIP 1 dans la ge´ne´ration des bornes de relaxation.
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Table 4.11 – Les bornes infe´rieures des MIP 1 et MIP 2 relaxe´s dans la cate´gorie 2
Classe 1
n1= n Moy(LB) dure´e Moy(LB) dure´e nbre fois nbre fois
LB MIPR 1 LB MIPR 2
meilleur meilleur
0,5n
10 207,5 0,1 207,5 0,1 0 0
20 216,0 2,8 216,0 1,0 0 0
50 226,4 15,3 226,4 7,0 0 0
0,6n
10 212,0 0,0 212,0 0,0 0 0
20 215,2 1,1 215,2 0,2 0 0
50 225,0 10,7 225,0 8,2 0 0
0,7n
10 205,9 0,0 205,9 0,0 0 0
20 216,2 1,1 216,2 0,6 0 0
50 224,2 12,0 224,2 6,5 0 0
Classe 2
n1= n Moy(LB) dure´e Moy(LB) dure´e nbre fois nbre fois
LB MIPR 1 LB MIPR 2
meilleur meilleur
0,5n
10 446,1 0,6 446,1 0,0 0 0
20 458,8 1,1 458,8 0,6 0 0
50 464,4 10,1 464,4 6,5 0 0
0,6n
10 452,0 0,0 452,0 0,0 0 0
20 452,9 1,0 452,9 0,1 0 0
50 464,5 10,8 464,5 7,1 0 0
0,7n
10 450,3 0,1 450,3 0,0 0 0
20 458,0 1,1 458,0 0,6 0 0
50 463,9 10,0 464,0 6,4 0 1
Classe 3
n1= n Moy(LB) dure´e Moy(LB) dure´e nbre fois nbre fois
LB MIPR 1 LB MIPR 2
meilleur meilleur
0,5n
10 675,6 0,0 675,7 0,0 0 1
20 683,8 1,1 683,8 0,7 0 0
50 690,5 9,4 690,6 6,4 0 1
0,6n
10 668,0 0,0 668,0 0,0 0 0
20 682,9 1,0 682,9 1,1 0 0
50 690,2 10,3 690,3 8,0 0 1
0,7n
10 674,0 0,0 674,0 0,0 0 0
20 683,9 1,0 684,0 1,3 0 1
50 689,9 11,7 690,1 6,7 0 2
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4.4.3 Re´sultats nume´riques des MIPs : Cate´gorie 1
Dans cette section, nous pre´sentons des tableaux comparatifs des MIPs et LBs pour les 2
cate´gories des proble`mes. Comme mentionne´ dans l’introduction, nous avons inte´gre´ une borne
infe´rieure pour acce´le´rer le MIP qui est LBbest. Au cours de sa progression, le solveur ge´ne`re une
borne infe´rieure (LBcplex) et une borne supe´rieure (UBcplex) jusqu’a` ce qu’il arrive a` une solution
optimale. La borne LBcplex peut rester la meˆme que LBbest comme elle peut eˆtre meilleure que
LBbest. Dans le cas ou` le MIP ne ge´ne`re pas une solution optimale, nous l’arreˆtons apre`s 3600
sec et nous calculons l’e´cart relatif (ER% : relative deviation) pour chaque famille de proble`me
comme suit :
ER(%) =
UBcplex−LBcplex
LBcplex
× 100
Dans le tableau 4.12, la colonne 1 pre´sente la famille d’instance, la colonne 2 et 3 pre´sentent
respectivement la moyenne des ER (MER) et la dure´e moyenne d’exe´cution (MT).
Pour cette premie`re cate´gorie de proble`mes, les re´sultats ge´ne´re´s par les 2 MIPs (voir tableau
4.12) sont les meˆmes pour les instances de 10 jobs ou` l’e´cart trouve´ est nul. Ceci montre que la
re´solution est optimale. D’autre part, le temps d’exe´cution est quasiment le meˆme. Cependant,
le MIP 2 surpasse le MIP 1 de presque 10% dans la re´solution des instances de 20 jobs. Le MIP
2 a re´ussi a` trouver des solutions de bonne qualite´ avec un e´cart faible qui ne de´passe pas 6%.
Les instances de 50 jobs et plus pre´sentent des proble`mes difficiles a` re´soudre, ce qui explique
l’absence de la re´solution apre`s une heure d’exe´cution.
Table 4.12 – La moyenne de ER(%)
n MER MIP1 MT CPLEX MER MIP2 MT CPLEX
10 0.00 134.83 0.00 43.87
20 15.12 3600.03 5.63 3601.33
Table 4.13 – Nombre d’instances re´solues a` l’optimalite´ par les deux mode`les dans la cate´gorie 1
Nombre d’instances re´solues a` l’optimalite´
n MIP 1 MIP 2
10 30 30
20 2 2
Comme le montre le tableau 4.13 , les deux mode`les sont capables de re´soudre toutes les
instances de 10 jobs a` l’optimalite´. Cependant, ils trouvent seulement deux solutions optimales
pour les instance de 20 jobs.
4.4.4 Re´sultats nume´riques des MIPs : Cate´gorie 2
En examinant les re´sultats trouve´s dans le tableau 4.14, nous avons constate´ que les deux
mode`les mathe´matiques donnent des re´sultats identiques pour les instances de petite taille (10
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job) en marquant un e´cart nul, autrement dit la re´solution est optimale.
D’autre part, nous remarquons que les re´sultats ge´ne´re´s par les 2 MIPs sont proches en ce qui
concerne la 1e`re classe. Cependant, le MIP 1 surpasse le MIP 2 dans la re´solution des instances de
20 jobs ou` n1=0.5n et n1=0.6n.
En ce qui concerne la 2e`me et la 3e`me classe, le MIP 2 surpasse le MIP 1 en re´alisant des e´carts
faibles (infe´rieur a` 6%).
En outre, nous pouvons comparer aussi la performance des MIPs en examinant 2 facteurs a` savoir :
la rapidite´ de re´solution de´termine´e par le temps d’exe´cution et le e´cart trouve´. De ce fait, le
deuxie`me MIP est conside´re´ plus performant car il a mis moins de temps que le premier MIP a`
re´soudre la plupart des instances, tout en gardant un e´cart plus faible.
Ne´anmoins, en augmentant la taille de proble`mes, nous trouvons que les 2 MIPs sont incapables
de re´soudre les grandes instances de 50 jobs et plus, ce qui est conforme avec la litte´rature.
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Table 4.14 – Comparaison des re´sultats nume´riques trouve´s par MIP1 et MIP2
Class1
n1= n MER MIP1 MT MER MIP2 MT
0,5n
10 0,00 21.14 0,00 19,17
20 10,32 3611,92 12,70 3601,00
0,6n
10 0,00 55,63 0,00 34,97
20 10,04 3411,17 12,84 3326,80
0,7n
10 0,00 144,70 0,00 20,37
20 14,40 3608,80 13,26 3602,10
Classe 2
n1= n MER MIP1 MT MER MIP2 MT
0,5n
10 0,00 18,53 0,00 11,51
20 12,05 3681,23 3,18 3210,09
0,6n
10 0,00 4,87 0,00 5,33
20 5,42 3576,83 3,89 3103,81
0,7n
10 0,00 13,93 0,00 26,13
20 7,48 3693,83 5,88 3590,57
Classe 3
n1= n MER MIP1 MT MER MIP2 MT
0,5n
10 0,00 0,67 0,00 0,73
20 11,89 3605,00 4,39 3585,77
0,6n
10 0,00 1,23 0,00 1,47
20 3,84 3605,00 1,85 3276,66
0,7n
10 0,01 13,33 0,00 4,00
20 4,72 3605,00 3,23 3486,66
Le tableau 4.15 de´termine le nombre d’instances re´solues a` l’optimalite´ par chaque mode`le.
Nous remarquons que les deux mode`les sont incapables de re´soudre un grand nombre d’instances a`
l’optimalite´ sauf les instances de petite taille, celles de 10 jobs. D’autre part, nous remarquons que
les deux mode`les ont re´solu le meˆme nombre d’instances dans la classe 1. Cependant, le mode`le 2
surpasse le mode`le 1 dans la classe 2 et 3 ou` nous trouvons un nombre plus grand des solutions
optimales. Ceci confirme les re´sultats trouve´s dans le tableau 4.14 ou` nous avons remarque´ que le
mode`le 1 surpasse le mode`le 2 en ge´ne´rant des solutions de meilleure qualite´ pour la classe 1 (ou`
n1=0.5 n et n1=0.6 n).
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Table 4.15 – Nombre d’instance re´solues a` l’optimalite´ par les deux mode`les
Nombre d’instances resolues a` l’optimalite´
n1= n
Classe 1 Classe 2 Classe 3
MIP 1 MIP 2 MIP 1 MIP 2 MIP 1 MIP 2
0,5n
10 30 30 30 30 30 30
20 0 0 0 2 0 1
0,6n
10 30 30 30 30 30 30
20 2 2 1 2 0 3
0,7n
10 30 30 30 30 30 30
20 0 0 0 1 0 1
4.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ des bornes infe´rieures et 2 mode´lisations mathe´matiques
pour le proble`me e´tudie´. Nous avons e´tudie´ la performance de la borne retenue par rapport a` la
borne de solveur. Par la suite, nous avons teste´ les 2 mode`les line´aires avec le solveur CPLEX. Les
2 MIPs ont offert des solutions re´alisables dans une heure de calcul pour les instances de 10 et 20
jobs. En ce qui concerne les instances de 50 jobs, les 2 MIPs donnent des solutions de mauvaise
qualite´ avec un e´cart tre`s grand (par rapport a` la borne infe´rieure initiale LBbest qui de´passe 80
%, pour cela, nous ne l’avons pas pre´sente´ dans le chapitre).
D’autre part, les 2 MIPs e´taient incapables de trouver des solutions pour les proble`mes de 50 jobs
et plus. De ce fait, nous avons pre´sente´ uniquement les re´sultats des MIPs pour les instances de 10
et 20 jobs. Ce chapitre a montre´ les limites de la premie`re me´thode de re´solution et nous encourage
a` entamer une deuxie`me voie de recherche.
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Me´thodes approche´es : algorithmes
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Apre`s avoir pre´sente´ deux mode´lisations mathe´matiques qui permettent de re´soudre, de manie`re
exacte, le proble`me e´tudie´, nous proposons ici une me´thode de re´solution approche´e de type algo-
rithme ge´ne´tique. Ce choix est motive´ par la complexite´ du proble`me e´tudie´. En effet, les me´thodes
exactes ne permettent pas de re´soudre des instances de taille importante dans des dure´es raison-
nables. Ce chapitre vise alors a` re´soudre les instances de grande taille et obtenir des solutions de
bonne qualite´ dans un temps de calcul acceptable.
5.1 Introduction
Dans la litte´rature, plusieurs me´ta-heuristiques ont e´te´ propose´es dans le but de
re´soudre les proble`mes de flow shop hybride. Dans ce travail, nous avons choisi les al-
gorithmes ge´ne´tiques (AGs) pour deux raisons principales. La premie`re, les algorithmes
ge´ne´tiques se sont ave´re´s efficaces avec plusieurs proble`mes proches tel que pre´sente´ dans
l’e´tat de l’art. En effet, nous trouvons plusieurs auteurs affirmant l’efficacite´ des AGs
dans la re´solution du FH avec des diffe´rentes contraintes, par exemple [Reeves, 1995],
[Ruiz and Maroto, 2006], [Kahraman et al., 2008], [Jolai et al., 2009], [BESBES et al., 2010],
[Sioud et al., 2012, Sioud et al., 2013], [Wang and Liu, 2013a], [Jun and Park, 2015]. Ceci nous a
motive´ a` choisir cette approche de re´solution.
La seconde raison, les AGs comme les autres me´ta-heuristiques ne sont soumis a` aucune hypothe`se
vis-a`-vis la nature des fonctions a` optimiser et peuvent donc the´oriquement traiter tous types de
proble`mes.
Les AGs ont e´te´ introduits pour la premie`re fois par [Holland, 1975] en 1975, puis par
[Goldberg and Deb, 1991]. Ils sont inspire´s de la the´orie de l’e´volution naturelle de´veloppe´e par
Darwin.
L’algorithme ge´ne´tique fait partie des algorithmes e´volutionnaires qui se basent sur un ensemble de
plusieurs solutions simultane´ment. Il fait e´voluer une population de solutions progressivement par
un processus de reproduction constitue´ des ope´rateurs de se´lection, de croisement et de mutation
pour cre´er de nouvelles populations avec de meilleurs individus. Ce processus est re´pe´te´ a` travers
les ge´ne´rations jusqu’a` obtenir une population finale avec des individus d’une meilleure qualite´ et
qui s’approchent au mieux de la solution optimale. La figure 5.1 pre´sente le fonctionnement ge´ne´ral
d’un algorithme ge´ne´tique.
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Figure 5.1 – Fonctionnement ge´ne´ral de l’algorithme ge´ne´tique
Dans ce chapitre, nous pre´sentons tout d’abord un premier algorithme ge´ne´tique (AG1) ou` un
individu est repre´sente´ par une seule permutation qui de´finit un ordre des jobs sur le deuxie`me
e´tage (E2). Puis un deuxie`me algorithme ge´ne´tique (AG2) ou` chaque individu est repre´sente´ par
une permutation qui de´finit un ordre de jobs sur le premier e´tage (E1). Dans les deux algorithmes,
nous proposons une proce´dure pour la de´termination de la fonction objectif.
Pour chaque AG, nous de´crivons, tout d’abord, le codage de chaque individu, la construction de
la population initiale, la fonction d’e´valuation, la se´lection des individus parents pour la reproduc-
tion, puis les ope´rateurs de reproduction (croisement et mutation). Ensuite, nous pre´sentons une
proce´dure de recherche locale afin d’explorer un espace de recherche plus large.
5.2 Algorithme ge´ne´tique I
5.2.1 Codage de la solution
Dans ce premier algorithme, chaque individu est constitue´ d’une permutation de n ge`nes(n
e´tant le nombre de jobs) qui repre´sente la se´quence de jobs sur l’e´tage 2 suivant un ordre non
de´croissant des dates de de´but de traitement sur cet e´tage. Nous avons adapte´ la technique de
codage en suivant la proposition de [Haouari et al., 2006] ”This permutation is simply obtained by
ranking the jobs according to the non-decreasing order of their starting times”. Ce type de codage
signifie qu’on va automatiquement utiliser First Available Machine (FAM). Ceci est justifie´ par
le fait que les machines paralle`les sont identiques. Dans le cas contraire, si les machines ne sont
pas identiques ou bien ne sont pas toutes disponibles alors on devrait tester toutes les machines
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paralle`les [Sioud et al., 2013].
La figure 5.2 repre´sente le codage d’une solution compose´e de 10 jobs. Elle montre que pour deux
permutations diffe´rentes sur l’E2 correspond une seule permutation sur l’E1.
Figure 5.2 – AG1 : Codage de solution : exemple
5.2.2 Ge´ne´ration de la population initiale
La performance de l’algorithme ge´ne´tique est, entre autres, conditionne´e par le choix de la
population initiale. L’inte´gration de solutions de bonne qualite´ donne plus de chance a` l’algorithme
de converger rapidement vers des solutions meilleures. Ainsi, faire inte´grer des individus ge´ne´re´s par
des heuristiques pre´sente une voie prometteuse afin d’ame´liorer la qualite´ de la population initiale.
Pour ce faire, nous avons recouru a` une population initiale base´e sur 3 groupes d’individus. Chaque
groupe est ge´ne´re´ diffe´remment comme de´crit ci-dessous :
1. Groupe 1 : ce groupe est compose´ de 6 individus re´sultants des re`gles de priorite´
— SPTS1 : ”Smallest Processing Time on stage 1” : les jobs sont ordonne´s selon la plus
courte dure´e de traitement sur l’E1.
— SPTS2 : ”Smallest Processing Time on stage 2” : les jobs sont ordonne´s selon la plus
courte dure´e de traitement sur l’E2.
— LPTS1 : ”Longuest Processing Time on stage 1” : les jobs sont ordonne´s selon la plus
longue dure´e de traitement sur l’E1.
— LPTS2 : ”Longuest Processing Time on stage 2” : les jobs sont ordonne´s selon la plus
longue dure´e de traitement sur l’E2.
— ITPT : ”Increasing Total Processing Time ” : les jobs sont ordonne´s selon la dure´e totale
de traitement sur l’E1 et l’E2 (ordre ascendant).
— DTPT : ”Decreasing Total Processing Time ” : les jobs sont ordonne´s selon la dure´e
totale de traitement sur l’E1 et l’E2 (ordre descendant).
2. Groupe 2 : ce groupe est base´ sur la minimisation du nombre des setup a` l’E1. Le principe
est d’utiliser diffe´rentes se´quences de groupes pour ge´ne´rer les permutations des jobs (voir
Algorithme 1). En effet, on va lancer tous les jobs du meˆme groupe passant sur la
meˆme machine de fac¸on conse´cutive afin de minimiser le temps de setup. Le choix de cette
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sous-population est motive´ par les observations de la structure des solutions optimales
ge´ne´re´es par les MIPs.
Algorithme 1 Heuristique H1
1: pijob : tableau d’entier /* une permutation de job initialement vide */
2: pig : tableau d’entier /* une permutation de groupe */
3: n : entier /* nombre de jobs */
4: j : entier /* nume´ro du job */
5: i : entier /* indice du groupe */
6:
De´but
7: Pour (i de 0 a` longueur(pig)) faire
8: Pour j de 0 a` n faire
9: Si (le job j ∈ groupe pig[i]) alors
10: ajouter le job j a` pijob
11: Fin si
12: Fin Pour
13: Fin Pour
Fin
14:
3. Groupe 3 : ce groupe d’individu est base´ sur une ge´ne´ration ale´atoire des individus.
5.2.3 E´valuation : calcul de Fitness
La fitness est la fonction d’e´valuation de l’individu. Nous nous inte´ressons dans ce chapitre a`
la minimisation de makespan Cmax. Dans ce premier algorithme Cmax est calcule´ en conside´rant
l’affectation aux machines paralle`les. En effet, nous affectons les jobs dans le meˆme ordre de leur
apparition dans la permutation sur l’e´tage 2 (c’est la de´finition meˆme de la permutation a` l’E2 ).
Ensuite, on ajuste le temps de de´but de traitement sur chaque e´tage. Cet ajustement est base´ sur
le fait qu’un job, ayant termine´ son traitement sur E1, ne peut commencer son traitement sur E2
que si une machine paralle`le est disponible (en conside´rant le time lag). Sinon, son lancement sur
E1 est retarde´.
5.2.4 Ope´rateurs ge´ne´tiques : se´lection, croisement et mutation
L’application des ope´rateurs ge´ne´tiques (la se´lection, le croisement et la mutation) nous permet
de construire la nouvelle ge´ne´ration comme le montre la figure 5.1. Cependant, la qualite´ des
nouveaux descendants de´pend du choix de type d’ope´rateur.
1. La se´lection et le remplacement
Cet ope´rateur permet de se de´placer dans l’espace de recherche et de choisir des individus.
Dans ce cadre, nous faisons la diffe´rence entre la se´lection de reproduction et le remplacement
qui repre´sente une autre forme de se´lection.
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— La se´lection de reproduction : deux individus parents sont choisis pour eˆtre croise´s.
Il existe diffe´rents ope´rateurs de se´lection dont nous pre´sentons les deux utilise´s dans
ce me´moire :
— ale´atoire : ce type de se´lection se base sur le hasard. Les parents sont choisis
ale´atoirement ;
— par roulette de casino : c’est un me´canisme proportionnel a` la fitness (un individu
qui a une meilleure fitness a plus de chance d’eˆtre se´lectionne´ ;
— Le remplacement : Cette ope´ration permet de faire e´voluer la population d’une
ge´ne´ration a` une autre. Des individus sont se´lectionne´s pour eˆtre inte´gre´s a` la nouvelle
ge´ne´ration.
Le remplacement est une ope´ration e´litiste. Nous avons fixe´ la taille de la population initiale
a` taillepop. Ensuite, 50% des meilleures solutions seront transfe´re´es d’une ge´ne´ration a` une
autre. Il convient de signaler que les 50% d’ individus sont se´lectionne´s de l’ensemble de la
population des parents et des enfants.
2. Croisement
Le croisement est le principal ope´rateur qui produit les nouveaux individus et qui favorise
l’intensification de la population. Classiquement, les ope´rateurs de croisement ge´ne`rent deux
enfants a` partir d’une paire de parents. L’ide´e principale consiste a` e´changer des parties
comple´mentaires de geˆnes des parents dans le but de donner des nouveaux individus (fils)
portant des proprie´te´s he´rite´es des deux parents. La cre´ation d’une paire d’enfants a` par-
tir d’une paire de parents est effectue´e avec une probabilite´ de croisement Pcrois qui sera
pre´sente´e dans le paragraphe (5.5).
En outre, et en se basant sur le chapitre E´tat de l’art, nous avons choisi de nous appuyer sur
les travaux de [Ruiz and Maroto, 2006, Sioud et al., 2012] et nous avons teste´ les deux tech-
niques : SJOX (Similar Job Order Crossover) propose´ par [Ruiz and Maroto, 2006] et RMPX
(Random Maximal Preservative Crossover) propose´ par [Sioud et al., 2012]. Les e´tapes des
deux ope´rateurs sont comme suit :
— Le fonctionnement de SJOX :
La premie`re e´tape consiste a` copier les jobs communs (meˆme position) des deux parents
chez les fils et a` la meˆme position. Par la suite, il faut cre´er un point de croisement
qui ne doit pas de´passer le nombre total de jobs. Les positions vides de chaque fils jus-
qu’au point de croisement seront he´rite´s directement du parent correspondant. L’e´tape
suivante lance une recherche des e´le´ments manquants chez les fils et seront copie´s dans
l’ordre relatif de leur apparition chez l’autre parent. Il faut signaler que s’il n’y a pas
de jobs similaires en meˆme position, l’ope´rateur de croisement propose´ va se comporter
comme un ope´rateur de croisement a` 1 point (croisement classique). Les figures 5.3, 5.4
et 5.5 illustrent le fonctionnement de SJOX.
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Figure 5.3 – SJOX : e´tape 1
Figure 5.4 – SJOX : e´tape 2
Figure 5.5 – SJOX : e´tape 3
— Le fonctionnement de RMPX :
Cette technique consiste a` ge´ne´rer ale´atoirement 2 points de croisement C1 et C2, ainsi
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qu’un point d’insertion pi de l’intervalle [1, n - ( C2 - C1)]. La partie [C1-C2] de premier
parent sera inse´re´ au point pi de fils1. Le reste des jobs seront he´rite´s du parent 2.
D’autre part, et afin de cre´er le deuxie`me descendant, le meˆme processus est re´pe´te´ en
renversant les roˆles. La figure 5.6 illustre le fonctionnement de RMPX.
Figure 5.6 – Exemple de croisement par RMPX
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3. Mutation des jobs
La mutation est un outil qui permet d’apporter une diversification a` l’algorithme ge´ne´tique
afin d’explorer efficacement l’espace de recherche et sortir d’une convergence pre´mature´e. Elle
permet d’atteindre les sous-espaces de solutions re´alisables en cherchant dans leur voisinage.
Elle consiste ge´ne´ralement a` muter au hasard un ge`ne dans l’individu. Cet ope´rateur est
applique´ avec une probabilite´ Pm (appele´e probabilite´ de mutation). Les probabilite´s de
mutation sont pre´sente´es dans le paragraphe (5.5.1). Dans notre e´tude, nous avons choisi 2
techniques utilise´es fre´quemment dans la litte´rature a` savoir : Swap et Insert (figure 5.7)
— Swap : il s’agit de choisir ale´atoirement deux jobs i et j et les permuter.
— Insert : il s’agit de choisir ale´atoirement un job i et une position p (diffe´rente de celle
du job i) et ensuite re´inse´rer i dans la position p.
Figure 5.7 – Swap et Insert mutation
5.3 Algorithme ge´ne´tique II
Le deuxie`me algorithme ge´ne´tique explore l’espace de solutions d’une manie`re diffe´rente. Ce
choix est motive´ par les observations des solutions ge´ne´re´es par les MIPs.
Dans ce qui suit, nous analysons d’abord la structure des solutions optimales obtenues par
les MIPs. Nous conside´rons 4 instances de diffe´rentes classes. Pour chaque instance, nous
pre´sentons la permutation optimale, ainsi que la se´quence des jobs passant sur la premie`re
machine de´die´e suivie par la se´quence des jobs sur la deuxie`me machine de´die´e.
— instance 1 : n=20 ; n1 = 0.6 n ; pi,1 ∈ [1, 40] et pi,1 ∈ [5, 200]
Cmax= 372 , la permutation optimale est :
— instance 2 : n=20 ; n1 = 0.5 n ; pi,1 ∈ [40, 80] et pi,1 ∈ [200, 400]
Cmax= 954 , la permutation optimale est :
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— instance 3 : n=20 ; n1=0.6 n ; pi,1 ∈ [40, 80] et pi,1 ∈ [200, 400]
Cmax= 1012 , la permutation optimale est :
— instance 4 : n=20 ; n1=0.6 n ; pi,1 ∈ [80, 100] et pi,1 ∈ [400, 600]
Cmax= 1594 , la permutation optimale est :
En observant les 4 solutions optimales, nous remarquons que chaque solution ordonnance
au moins un ensemble des jobs par groupe (les jobs ayant la meˆme couleur appartiennent
au meˆme groupe). De plus, nous avons re´vise´ la technique d’affectation utilise´e dans ces 4
exemples, nous avons note´ que les jobs qui finissent les premiers passent en premier sur l’e´tage
2 en passant sur la premie`re machine disponible. Compte tenu de ces faits, nous proposons
une deuxie`me version d’AG qui utilise la proce´dure ECT-FAM.
En effet, la proce´dure de FAM est applique´e sur une permutation pi2. pi2 est trouve´e apre`s
avoir applique´ un tri d’ordre croissant des dates de fin de traitement des jobs de pi1 sur l’E1.
Ceci est diffe´rent de la proce´dure FAM applique´e dans AG1 ou` elle est applique´e directement
sur la permutation des job pi1. L’exemple ci dessous (figure 5.8) illustre l’utilisation de FAM
dans AG2 et les e´tapes suivies :
70
Figure 5.8 – Exemple d’affectation des jobs aux machines paralle`les suivant AG2
D’autre part, cette de´cision est e´galement appuye´e par la litte´rature. En effet, dans la
litte´rature, plusieurs auteurs ont prouve´ l’efficacite´ de FAM. La technique d’affectation
FAM est une re`gle simple et efficace qui a souvent e´te´ utilise´e a` affecter les jobs dans
les ateliers flow shop hybride [Vale´rie, 2000]. D’autre part, la re`gle ECT-FAM (Earliest
Completion Time- First Available Machine) est une technique d’affectation efficace dans
le cas des machines paralle`les identiques sans setup ou autre contrainte [Naderi et al., 2010],
[Ruiz and Maroto, 2006]. Dans le cas de flow shop hybride avec une seule machine a` l’e´tage
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1 et soumis a` la contrainte de no− wait, cette proce´dure est la seule qui ge´ne`re des permu-
tations admissibles [Wang et al., 2015].
Cependant, dans notre cas d’e´tude, la de´cision d’appliquer la re`gle FAM ne de´pend pas seule-
ment de la nature des machines paralle`les (identiques) mais aussi de la spe´cificite´ des jobs sur
l’e´tage 1 ou` ils sont soumis a` contrainte de time lag maximal. Plusieurs auteurs ont adapte´ la
technique FAM [Liu et al., 2008, Li and Li, 2007] pour ce type de proble`me vu que la dure´e
d’attente maximale se pre´sente courte par rapport a` la dure´e totale de traitement sur les
machines paralle`les.
5.3.1 Codage de la solution
— Se´quence des jobs sur l’e´tage 1 :
Dans ce deuxie`me algorithme, chaque individu est constitue´ d’une seule se´quence de n
ge`nes repre´sente´s par une simple permutation des jobs sur l’E1. En effet, chaque job est
affecte´ sur l’E1 ensuite sur l’E2 suivant son ordre d’apparition dans la permutation.
— Construction de la solution correspondante (affectation des jobs aux machines paralle`les
sur l’e´tage 2) :
L’affectation des jobs est faite lors de calcul de fitness (Cmax). Nous avons adapte´ la tech-
nique ECT-FAM ”Earliest Completion- First Available machine Time” a` notre proble`me
e´tudie´, c.a`.d. le premier job qui termine son traitement sur E1 est le premier qui passe
sur E2, sur la premie`re machine disponible.
5.3.2 Ge´ne´ration de la population initiale
Cette e´tape est re´alise´e de la meˆme fac¸on que le premier algorithme ge´ne´tique sauf qu’une
permutation de AG1 ne repre´sente pas ne´cessairement la meˆme solution pour AG2.
5.3.3 E´valuation : Calcul de la Fitness
Le makespan(Cmax) est calcule´ en conside´rant l’affectation aux machines paralle`les. Nous
avons adapte´ la proce´dure ECT-FAM() en ajoutant le time lag pour affecter les jobs aux
machines paralle`les. En effet, nous retardons le de´but de traitement sur l’e´tage 1 s’il n’y a
pas de machine disponible avant la fin de time lag maximal (Cette situation est de´crite dans
la litte´rature sous le terme forced idle-time, comme explique´ dans le chapitre 2).
Cette technique est utilise´e fre´quemment dans la litte´rature ([Li and Li, 2007],
[Attar et al., 2014]) sous le nom de ”constructive backtracking heuristic (CBH)” pour
traiter la contrainte de time lag. Il faut signaler que cette technique est utilise´e dans les 2
AGs.
L’algorithme 2 pre´sente le pseudo code qui correspond a` cette technique (CBH).
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Algorithme 2 CBH : Constructive backtracking()
1: m : entier /* premie`re machine paralle`le diponible */
2: dispm : entier /* date de disponibilite´ de la machine m */
3: CTj,1 : entier /* date fin de traitement du job j a` l’e´tage 1 */
De´but
4: Si (dispm) ≤ (CTj,1) alors
5: affecter le job j a` la machine m ;
6: Sinon
7: Si (dispm > CTj,1) et (dispm ≤ (CTj,1 + lj)) alors
8: ne pas retarder le lancement du job j a` l’e´tage 1
9: affecter le job j a` la machine m
10: Sinon
11: retarder le lancement du job j a` l’e´tage 1
12: CTj,1 ←− dispm
13: affecter le job j a` la machine m
14: Fin si
15: Fin si
Fin
16:
5.3.4 Ope´rateurs ge´ne´tiques
Puisque le codage des individus dans les deux AGs est une permutation de jobs, nous
gardons les meˆmes ope´rateurs de croisement et mutation utilise´s auparavant dans AG1.
Le sche´ma global d’AG1 et AG2 est repre´sente´ par l’Algorithme 3. Le sche´ma donne
l’impression que les 2 AGs sont les meˆmes, alors qu’en re´alite´ ils sont diffe´rents puisque le
codage d’une solution est diffe´rent.
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Algorithme 3 Pseudo code ge´ne´ral de AG1 et AG2
1: Pc : re´el /* probabilite´ de croisement */
2: Pm : re´el /* probabilite´ de mutation */
3: poptaille : entier /* taille de population */
4: nb : entier /* nombre des individus e´lites */
De´but
5: E´tape 1 : Ge´ne´ration population initiale de taille poptaille
6: Ge´ne´rer 6 individus en utilisant les re`gles de priorite´ :
7: SPT (e´tage1), SPT (e´tage2),
8: LPT (e´tage1), LPT (e´tage2),
9: TPT (E1 +E2) dans l’ordre ascendant et TPT (E1 +E2) descendant
10: Ge´ne´rer une sous-population par se´quences de groupes en appliquant l’algorithme
Algorithme 1
11: Ge´ne´rer le reste de la population ale´atoirement
12: E´tape 2 : e´valuer chaque individu de la nouvelle population
13: Calculer Cmax et trier la population
14: E´tape 3 : appliquer les ope´rateurs ge´ne´tiques
15: Tant que nouvelle population n’est pas construite faire
16: Appliquer la se´lection : se´lectionner parent 1 et parent 2
17: Croiser les deux parents se´lectionne´s avec probabilite´ Pc
18: Inte´grer les deux fils dans la nouvelle population
19: Fin tant que
20: E´tape 4 : appliquer la phase de mutation
21: Appliquer la mutation avec une probabilite´ Pm
22: E´tape 5 : e´valuer chaque individu de la nouvelle population
23: Calculer Cmax
24: E´tape 6 : cre´er la nouvelle ge´ne´ration
25: Appliquer la se´lection par e´litisme (nb% d’individu)
26: E´tape 7 : arreˆter l’algorithme
27: Si condition d’arreˆt est satisfait alors
28: Sortir
29: Sinon Retourner a` l’e´tape 3
Fin
30:
5.4 Comparaison des AGs
Afin d’e´valuer l’approche mise en œuvre, nous proposons de comparer les 2 algorithmes
ge´ne´tiques. Avant de mener la comparaison, nous rappelons dans un tableau re´capitulatif
(tableau 5.1), les diffe´rences entre les 2 algorithmes :
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Table 5.1 – Les diffe´rences entre AG1 et AG2
E´tape AG1 AG2
Codage de la solu-
tion
une permutation suivant l’ordre non
de´croissant des dates de de´but de trai-
tement sur l’E2
une permutation sur l’E1 de´finie sui-
vant l’ordre d’affectation a` la machine
de´die´e correspondante
Affectation aux ma-
chines paralle`les
FAM (le premier qui apparait dans la
permutation passe le premier sur la
premie`re machine disponible de l’E2)
ECT-FAM (le job qui finit son travail le
premier sur l’E1 est affecte´ le premier
sur la premie`re machine disponible de
l’E2)
Nous pre´sentons ci-dessous un exemple illustratif qui montre la diffe´rence entre les 2 AGs.
Supposons que nous avons la situation suivante repre´sente´e par la figure (5.9) ou` les jobs 1
et 2 sont de´die´s a` la machine 1 (M1) de l’E1 et les jobs 3 et 4 sont de´die´s a` la machine 2
(M2) de l’E1. Nous supposons que :
— les jobs 1 et 3 sont de´ja` ordonnance´s sur E1 et sur E2
— les deux jobs 2 et 4 ne sont pas encore affecte´s a` l’E2 ;
— P2,1= 4, P4,1= 5 repre´sentent respectivement les dure´es de traitement de job 2 et 4 sur
l’E1 ;
— P2,2= 6, P4,2= 8 repre´sentent respectivement les dure´es de traitement de job 2 et 4 sur
l’E2 ;
— l2= 2, l4= 3 repre´sentent respectivement les dure´es de time lag maximal de job 2 et 4 ;
— CT2,1= 7, CT4,1= 9, CT2,2, CT4,2 repre´sentent respectivement les dates fin de traitement
de job 2 et 4 sur l’E1 et l’E2 ;
— AVm1= 8 ; AVm2= 11 repre´sentent respectivement les dates de disponibilite´ de ma-
chine m1 et m2 de l’E2 ;
Figure 5.9 – Exemple d’une situation
La permutation 1-3-4-2 est conside´re´e par AG1 comme une se´quence sur l’E2 et il fait passer
les jobs dans le meˆme ordre de leur apparition dans la permutation, donc il fait passer le job
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4 sur m1 et le job 2 sur m2 (figure 5.10). Par conse´quent, nous aurons :
Cmax = Max(CT2,2, CT4,2)
= Max(max(AVm2, CT2,1)+P2,2, max(AVm1,CT4,1)+P4,2)
= Max max(11, 7)+6, max(8,9)+8= 17
Cmax= 17
Figure 5.10 – Comportement d’une solution par AG1
Cependant, AG2 utilise la re`gle ECT-FAM et fait passer le premier job qui finit son traitement
sur l’e´tage 1 : soit le job 2 sur la premie`re machine disponible m1 de l’E2, ensuite il fait passer
le job 4 sur la machine m2 (figure 5.11). De ce fait, nous aurons :
conside`re la permutation. Cmax = Max(CT2,2, CT4,2)
= Max(max(AVm1, CT2,1)+P2,2, max(AVm2,CT4,1)+P4,2)
= Max max(8, 7)+6, max(11, 9)+8= 19
Cmax= 19
Figure 5.11 – Comportement d’une solution par AG2
76
Il faut signaler que les 2 permutations 1-3-4-2 et 1-3-2-4 correspondent a` la meˆme permutation
de l’e´tage 1 car la date de de´but de traitement n’est pas importante pour la de´finition de
la permutation puisque les machines sont de´die´es. De ce fait, nous concluons que l’AG1 et
l’AG2 explorent l’espace de recherche de deux manie`res diffe´rentes.
5.5 Parame´trage des algorithmes
La performance d’un AG de´pend des choix des ope´rateurs et d’autres parame`tres. Pour
choisir les meilleurs ope´rateurs et parame`tres a` appliquer aux AGs, nous avons effectue´ des
tests pre´liminaires.
Dans ce qui suit, nous pre´sentons les parame`tres teste´s ainsi que l’approche utilise´e pour
choisir les meilleurs.
5.5.1 Les parame`tres teste´s
Le tableau ci-dessous (tableau 5.2) pre´sente les parame`tres des AGs, a` savoir, la taille de
population, les taux ainsi que les types de mutation et de croisement. On adoptera par la
suite la meilleure combinaison des ope´rateurs ge´ne´tiques.
Table 5.2 – Parame`tres des algorithmes ge´ne´tiques
Parame`tre Valeur
taille de la population 100,150,200
nombre de ge´ne´ration 100,200,500
se´lection ale´atoire, roulette de casino
ope´rateur ge´ne´tique Valeur
croisement SJOX, RMPX
probabilite´ de croisement 0,7 ; 0,9 ; 1,0
mutation insert, swap
probabilite´ de mutation 0,2 ; 0,5
Le nombre total de combinaisons est 432 (3×3×2×3×2×2×2). Pour chaque couple (n, n1), nous
avons ge´ne´re´ deux instances de test et nous l’avons exe´cute´ avec toutes les combinaisons possibles.
Il faut noter que les parame`tres teste´s et spe´cifiquement les ratios de mutation et croisement pro-
pose´s sont choisis en se re´fe´rant a` la litte´rature. D’autre part, les taux e´leve´s de mutation sont
explique´s par le fait que la nature des machines de´die´es sur l’e´tage 1 contribue a` avoir des permu-
tations de jobs e´quivalentes et avoir des descendants identiques. D’ou` la ne´cessite´ d’augmenter le
taux de mutation. Pour bien expliquer, nous pre´sentons un exemple de 6 jobs. Les jobs 1, 2 et 3
passent sur M1 de l’E1. Les jobs 3,4 et 5 passent sur M2 de l’E1. Conside´rant la permutation pi1
= 1-4-2-5-3-6, pi2= 4-1-5-2-6-3. pi1 et pi2 sont identiques selon AG2 et re´sultent la meˆme valeur de
Cmax.
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5.5.2 Choix des parame`tres
Pour parame´trer l’algorithme ge´ne´tique, nous avons choisi deux instances de chaque famille de
proble`mes que nous avons teste´s avec toutes les combinaisons des parame`tres.
Il convient de rappeler que l’e´valuation de chaque instance est base´e sur la de´termination de
l’e´cart du Cmax par rapport a` la borne infe´rieure (RD). E´tant donne´ l’aspect ale´atoire de l’AG,
on n’obtient pas ne´cessairement le meˆme re´sultat en exe´cutant la meˆme instance plusieurs fois,
meˆme si on garde les meˆmes parame`tres. Sur cette base, l’objectif est de connaitre le parame´trage
susceptible de produire le plus de re´sultats avec des e´carts faibles et pas ne´cessairement le meilleur
re´sultat.
La me´thode utilise´e pour parame´trer l’AG est base´e sur trois e´tapes :
— La premie`re e´tape : consiste a` regrouper les re´sultats en des classes qui permettent de
qualifier les re´sultats.
— La deuxie`me e´tape : consiste a` appliquer un algorithme de classification, pour de´terminer
l’ ope´rateur ge´ne´tique (le croisement ou la mutation) qui affecte le plus le re´sultat.
— La troisie`me e´tape : consiste a` utiliser le tableau croise´ dynamique d’Excel pour de´terminer
les moyennes des RD en se basant sur le croisement de diffe´rents ope´rateurs en fonction de
celui qui affecte le plus le re´sultat.
Nous pre´sentons dans ce qui suit les re´sultats pour la famille des proble`mes a` 20 jobs, les autres
seront pre´sente´s en annexe A.
1- Regroupement des re´sultats
Nous avons commence´ par ranger les re´sultats en fonction de l’e´cart moyen par rapport a` la best
LB (soit la RD) comme indique´ ci-dessous.
RD 0 0 < RD ≤1 > 1 > 2 > 4 > 6 > 8 > 10 > 14
Classe Ega 0 Sup 0 Sup 1 Sup 2 Sup 4 Sup 6 Sup 8 Sup 10 Sup 14
2- Ope´rateur qui affecte le plus les re´sultats
La deuxie`me e´tape consiste a` appliquer un algorithme de classification, pour de´terminer l’ope´rateur
qui affecte le plus le re´sultat. Nous avons utilise´ le logiciel SIPINA [Sip, ] qui a permis de conclure
que l’ope´rateur de croisement permet de mieux diffe´rencier entre les re´sultats (voir Tableau 5.3).
Table 5.3 – Taux d’affectation d’ope´rateur
Goodness of split Accept
Croisement 0.0174 O
Taille 0.0023 N
Ge´ne´ration 0.0000 N
Se´lection 0.0000 N
Dans ce cadre, RMPX s’est ave´re´ supe´rieur a` SJOX (faibles valeurs de RD). La figure 5.12
illustre le re´sultat de l’application de SIPINA. Le fait que l’ope´rateur de croisement (en tant
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qu’attribut) se trouve au premier niveau de l’arbre signifie qu’il permet de diffe´rencier entre les
valeurs des RD mieux que les autres ope´rateurs (mutation, nombre de ge´ne´rations, taille de la
population).
Figure 5.12 – SIPINA output
3- Croisement des re´sultats
La troisie`me e´tape consiste a` de´terminer les moyennes des RD pour les autres ope´rateurs. Les
tableaux 5.4, 5.5 et 5.6 pre´sentent les re´sultats en fonction de l’ope´rateur de mutation, de la taille
de la population et du nombre de ge´ne´rations. Ces re´sultats sont ge´ne´re´s a` l’aide de l’outil tableau
croise´ dynamique d’Excel.
Table 5.4 – Ope´rateur de croisement × Ope´rateur de mutation (20 jobs)
ins 0,2 ins 0,5 Insert sw 0,2 sw 0,5 Swap Total
RMPX 3,859 3,839 3,849 3,7 3,854 3,777 3,813
0.7 4,15 4,315 4,233 4,248 4,336 4,292 4,262
0.9 3,794 3,7 3,747 3,494 3,828 3,661 3,704
1.0 3,634 3,502 3,568 3,358 3,397 3,377 3,473
SJOX 3,943 4,031 3,987 4,019 3,907 3,963 3,975
0.7 4,093 4,132 4,113 4,295 4,141 4,218 4,165
0.9 3,891 4,084 3,988 3,865 3,811 3,838 3,913
1.0 3,847 3,876 3,861 3,897 3,768 3,833 3,847
Total 3,901 3,935 3,918 3,859 3,88 3,87 3,894
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Il est clair qu’un ope´rateur de croisement de type RMPX combine´ a` un ope´rateur de mutation
SWAP produit de meilleurs re´sultats pour les proble`mes a` 20 jobs.
Table 5.5 – Ope´rateur taille de la population
T100 T150 T200 Total
RMPX 4,131 3,796 3,512 3,813
insert 4,097 3,899 3,551 3,849
swap 4,164 3,693 3,473 3,777
SJOX 4,208 3,952 3,766 3,975
insert 4,213 3,941 3,808 3,987
swap 4,203 3,963 3,723 3,963
Total 4,169 3,874 3,639 3,894
La combinaison de l’ope´rateur de croisement RMPX avec l’ope´rateur de mutation SWAP et
une population de taille 200 produit des e´carts meilleurs que les autres combinaisons dans le cas
des proble`mes a` 20 jobs.
Table 5.6 – Ope´rateur ≫ nombre de ge´ne´rations
G100 G200 G500 Ge´ne´ral
RMPX 3,934 3,894 3,611 3,813
insert 3,911 3,96 3,677 3,849
swap 3,958 3,828 3,545 3,777
SJOX 3,997 3,964 3,964 3,975
insert 3,982 3,975 4,004 3,987
swap 4,011 3,953 3,925 3,963
Ge´ne´ral 3,965 3,929 3,788 3,894
Bien que les re´sultats sont meilleurs en testant 500 ge´ne´rations, il est ne´cessaire de remarquer
que le temps d’exe´cution enregistre´ est e´leve´. Pour cela, nous nous sommes arreˆte´s a` G200 et non
G500.
Sur cette base, nous avons adopte´, pour l’AG, les parame`tres indique´s dans le tableau sui-
vant(tableau 5.7).
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Table 5.7 – Les parame`tres retenus
Ope´rateur Type
Croisement RMPX (1.0)
Mutation SWAP (0.05)
Ge´ne´rations 200
Taille population 200
5.6 Combinaison des AGs avec une recherche locale
ite´rative
Bien que les ope´rateurs de croisement et mutation garantissent a` la fois la diversification et
l’intensification de la recherche, leur application ne garantit pas toujours l’obtention des solutions
avec la qualite´ souhaite´e. L’introduction d’une recherche locale (RL) permet d’e´largir d’avantage
l’espace de recherche et par conse´quent obtenir des meilleures solutions.
Selon ([Papadimitriou and Steiglitz, 1998]) : cette me´thode utilise une solution initiale, puis, elle
explore son voisinage en parcourant l’espace de recherche ite´rativement. De`s qu’un meilleur voisin
est trouve´, il est se´lectionne´ et il devient la nouvelle solution courante.
Dans cette e´tape, nous hybridons les algorithmes avec une proce´dure de recherche locale ite´rative
(RLI). Cette proce´dure est applique´e a` la fin des AGs. Nous appliquons la recherche locale
ite´rative aux meilleurs nb% de la dernie`re ge´ne´ration (les individus e´lites). La RLI est applique´e
aussi bien a` AG1 qu’a` AG2.
5.6.1 Fonctionnement de la recherche locale
Dans ce qui suit, nous pre´sentons deux proce´dures de RL. La premie`re est une recherche locale
simple (RL) et la deuxie`me est une recherche locale ite´rative (RLI).
La RL consiste a` inse´rer un job de la solution courante dans une autre position diffe´rente de la
position actuelle. Si la nouvelle solution trouve´e pre´sente une solution meilleure alors une mise a`
jour de la meilleure solution actuelle sera effectue´e (voir Algorithme 4 ).
81
Algorithme 4 Proce´dure de la recherche locale
1: S0, Scourante, Smeilleure : tableau d’entier /* une permutation de jobs */
2: /* S0 : une solution initiale */
3: /* Scourante : la solution courante */
4: /* Smeilleure : la meilleure solution trouve´e */
5: n : entier /* nombre de jobs dans la solution */
6: pos : entier /* indice de la position du job */
7: i : entier /* indice du job */
8: j : entier /* compteur des postions ge´ne´re´es ale´atoirement */
9: Smeilleure ← S0 /* on initialise la meilleure solution */
10: i ← 0 /* indice du premier job */
11:
De´but
12: Tant que (i < n) faire
13: Pour (j de 0 a` n/10) faire
14: pos ← une position ge´ne´re´e ale´atoirement
15: /* pos est diffe´rente de la position actuelle de job i */
16: Scourante ← se´quence trouve´e aˆpres avoir de´place´ le job i a` la position pos
17: Si (f(Scourante) < f(Smeilleure)) alors
18: Smeilleure ← Scourante
19: Fin si
20: Fin Pour
21: Fin tant que
Fin
22:
5.6.2 Fonctionnement de la recherche locale ite´rative
La recherche locale ite´rative consiste a` ite´rer la me´thode de descente jusqu’a` ce que le crite`re
d’arreˆt soit atteint. Le crite`re d’arreˆt choisi est un nombre de no-ame´lioration trouve´ Nbr NA.
Nbr NA est expe´rimentalement fixe´ a` 10. L’algorithme 5 explique le fonctionnement de la RLI.
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Algorithme 5 Proce´dure de la recherche locale ite´rative
1: S0, Scourante, Smeilleure : tableau d’entier /* une permutation de jobs */
2: /* S0 : une solution initiale */
3: /* Scourante : la solution courante */
4: /* Smeilleure : la meilleure solution trouve´e */
5: Ctr NA, Nbr NA : entier
6: /* Ctr NA : compteur de non-ame´lioration */
7: /* Nbr NA : nombre fixe´ de non-ame´lioration */
8: Smeilleure ← S0 /* on initialise la meilleure solution */
9:
De´but
10: Tant que (crite`re d’arreˆt n’est pas satisfait) faire
11: Scourante ← recherche locale (S0)
12: Si (f(Scourante) < f(Smeilleure)) alors
13: Smeilleure ← Scourante /* on met a` jour la meilleure solution
14: Sinon
15: Ctr NA ← Ctr NA + 1
16: Fin si
17:
18: Si (Ctr NA < Nbr NA) alors
19: S0 ← fct perturabtion ()
20: /* on rede´marre avec une nouvelle solution trouve´e par AG
21: Fin si
22: Fin tant que
Fin
23:
5.7 Algorithme me´me´tique base´ sur la recherche locale
ite´rative
L’algorithme me´me´tique (AM) est une me´ta-heuristique a` base de population de solutions
de type hybride. Elle combine un algorithme ge´ne´tique et une me´thode de recherche locale afin
d’ame´liorer la qualite´ des solutions. Cet algorithme est base´ sur des ope´rateurs ge´ne´tiques et
incorpore de la recherche locale a` chaque ge´ne´ration. De`s la cre´ation de la population initiale, une
recherche locale est applique´e sur chaque nouvel individu. Le but de l’algorithme me´me´tique est
de composer une population avec uniquement d’optima locaux. Dans l’approche propose´e dans la
section pre´ce´dente, a` savoir, l’algorithme ge´ne´tique renforce´ par une RLI, nous avons utilise´ une
recherche locale ite´re´e, ce qui a permis d’e´largir la recherche au voisinage de meilleurs individus et
de visiter davantage d’optima locaux.
Afin de mener une comparaison juste entre les deux me´thodes approche´es, nous avons remplace´
la recherche locale simple dans l’AM classique par une RLI utilise´e dans les AGs (figure 5.12).
Cependant, l’application d’une RLI a` chaque fils dans un AM augmentera ne´cessairement le temps
d’exe´cution. La solution e´vidente est d’appliquer une recherche locale plus le´ge`re. Cette de´cision
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sera discute´e d’avantage dans la section des re´sultats. Nous signalons que nous avons garde´ les
meˆmes ope´rateurs ge´ne´tiques que les AGs pre´sente´s auparavant, a` savoir : le croisement et la
mutation ainsi que les parame`tres de lancement.
Figure 5.13 – Algorithme me´me´tique
5.8 Comparaison empirique des AGs
Dans ce qui suit, nous allons tester l’effet des ope´rateurs ge´ne´tiques sur la solution initiale,
ensuite nous allons e´tudier la qualite´ de la solution finale. Afin de tester l’effet des ope´rateurs,
nous allons tout d’abord mesurer l’e´cart E entre le meilleur ordonnancement trouve´ et le meilleur
ordonnancement de la population initiale. Ensuite, pour mesurer la qualite´ de la solution, nous
allons comparer la solution finale a` la borne infe´rieure LBbest pre´sente´e dans le chapitre 4.
Nous de´finissons donc l’e´cart E, l’e´cart moyen Em, aussi l’e´cart E∗ et Em∗ comme suit :
— E : l’e´cart entre la meilleure solution de la population initiale (bests0) et la meilleure solution
trouve´e apre`s n ge´ne´rations (bestsf ) :
E =
bests0−bestsf
bestsf
× 100
— Em : la moyenne des e´carts E Em =
∑
E
totald′instances
— E∗ : l’e´cart entre la meilleure solution bestsf et la borne infe´rieure LBbest :
E∗ =
bestsf−LBbest
LBbest
× 100
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— E∗m : la moyenne des e´carts E
∗ :
E∗m =
∑
E∗
totald′instances
— Tm : la dure´e moyenne d’exe´cution de l’algorithme
Nous rappelons que la solution optimale est connue pour toutes les instances de 10 jobs et quelques
instances de 20 jobs (trouve´e par les 2 MIPs cite´s dans le chapitre 4). Dans ce qui suit, nous allons
utiliser la bibliothe`que d’instances propose´e dans la section 2.4 du chapitre 2.
Il faut signaler que l’e´tude de l’e´cart Em permet d’analyser l’efficacite´ des ope´rateurs ge´ne´tiques
fixe´s et applique´s. En effet, l’e´cart Em va refle´ter le taux d’ame´lioration de la solution initiale apre`s
avoir applique´ les ope´rateurs ge´ne´tiques. Donc, plus le Em est e´leve´ plus l’AG a ame´liore´ la solution
initiale. Si cet e´cart est faible, ceci peut avoir diffe´rentes explications :
- soit que la population initiale contient de bonnes solutions ;
- soit les ope´rateurs de croisement et mutation ne sont pas efficaces.
Dans ce qui suit, nous pre´sentons les re´sultats nume´riques trouve´s par chaque AG. Nous allons
e´tudier aussi l’influence de la recherche locale ite´rative sur la convergence des AGs et l’effet de la
recherche locale ite´rative sur la qualite´ de la solution.
Les manipulations ont e´te´ effectue´es sur une machine avec un processeur i5 2.33 GHz et posse´dant
64 GB de RAM.
5.8.1 Comportement des AGs suivant le crite`re d’arreˆt : nombre
d’ite´rations
Dans cette partie, nous allons examiner toutes les versions des deux AGs (AGs purs et hybrides)
en fixant un nombre d’ite´rations limite´ comme un crite`re d’arreˆt.
Comportement des AG dans la 1e`re cate´gorie de donne´es
Dans cette section, nous allons e´tudier la variation des e´carts Em et E
∗
m en e´tudiant l’influence
de l’inte´gration de l’heuristique qui ordonnace les jobs par groupe (H1) dans la population initiale
ainsi la combinaison des AGs avec la RLI.
• Comportement de Em obtenu par les 2 AGs purs
Le tableau 5.8 compare les e´carts Em et le Tm trouve´s par chaque AG pur.
Table 5.8 – Effet des AGs sur la solution initiale
n
AG1 pur AG2 pur
Em Tm Em Tm
10 3,67 0,00 3,30 0,00
20 12,09 0,00 10,79 0,00
50 10,36 1,00 11,32 1,00
100 15,50 2,00 13,82 3,00
200 13,58 4,00 11,14 8,00
Comme le montre le tableau 5.8, les e´carts Em trouve´s par les 2 AGs purs de´passent 10%
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sauf pour les instances re´solues. Ceci montre que les ope´rateurs ge´ne´tiques ame´liorent la solution
initiale surtout lorsque cette dernie`re est base´e principalement sur l’ale´atoire. En ce qui concerne
le temps moyen de calcul, nous remarquons que AG2 pur a mis plus de temps que AG1 pur. Ceci
est explique´ par le fait que AG2 utilise une proce´dure de tri pour de´terminer les dates pre´vues
de de´but de traitement des jobs sur l’E2, autrement le tri sert a` pre´ciser quels jobs finissent en
premier leurs ope´rations sur l’E1 avant de les affecter aux machines paralle`les, tandis que AG1
place directement les jobs sur les machines paralle`les.
Dans ce qui suit, nous allons e´tudier l’avantage des ope´rateurs de croisement et de mutation a` pro-
mouvoir la solution initiale. Pour ce faire, nous proposons de comparer les e´carts moyens E∗m trouve´s
par les 2 AGs purs avec ceux trouve´s par un simple algorithme ale´atoire (Alg-ale´toire). D’autre
part, les e´carts moyens E∗m nous permet de de´terminer la mesure dans laquelle les ope´rateurs
ge´ne´tiques applique´s re´ussissent a` trouver une solution finale de bonne qualite´. Dans le but de me-
ner une comparaison e´quitable, il faut signaler que nous avons attribue´ la meˆme dure´e d’exe´cution
a` l’algorithme ale´atoire que les autres algorithmes.
Table 5.9 – E∗m trouve´s par AG1 pur, AG2 pur et l’algorithme ale´atoire
n AG1 pur Alg-ale´atoire Tm AG2 pur Alg-ale´atoire Tm
10 0,00 1,30 0,00 0,00 0,97 0,00
20 3,36 10,36 0,55 3,14 9,03 1,00
50 5,68 13,94 1,00 4,89 11,94 2,00
100 7,46 18,07 3,00 6,47 16,46 4,00
200 9,33 23,78 4,00 8,21 25,11 8,00
Dans le tableau 5.9, on remarque, en premier lieu, que AG1 pur et AG2 pur surpassent clai-
rement un algorithme ale´atoire en re´alisant des E∗m beaucoup plus faibles. Ceci montre bien que
les ope´rateurs ge´ne´tiques utilise´s agissent efficacement sur les solutions initiales surtout que les
AGs purs de´marrent d’une population ale´atoire. On note en deuxie`me lieu, que les deux AGs purs
re´solvent a` l’optimum les instances de 10 jobs. En plus, les E∗m trouve´s par les deux AGs sont
moyennement faibles ne de´passant pas les 6% pour les instances de taille moyenne (20 et 50 jobs),
et le´ge`rement e´leve´s (des e´carts > 8%) pour les instances de grande taille (100 et 200 jobs). Ceci
montre clairement que la conception des deux AGs est un e´le´ment important assurant une plus
grande efficience pour re´soudre ce proble`me difficile. Dans le but d’ame´liorer d’avantage la qualite´
des solutions trouve´es et baisser encore les e´carts E∗m, nous proposons :
1. Introduire l’heuristique H1 dans la population initiale
2. Hybrider les 2 AGs avec une recherche locale ite´rative (RLI)
• E´valuation de la qualite´ de la solution : Comportement de E∗m obtenu par les
2 AGs renforce´s par une heuristique (H1) et hybride´s avec RLI
Nous allons e´tudier dans les tableaux 5.9 et 5.10 la variation de E∗m dans chaque version
des 2 AGs : AG pur, AG renforce´ par une heuristique (H1) et finalement AG hybride´ avec RLI.
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Table 5.10 – E∗m obtenu par AG1 pur, renforce´ par une heuristique et hybride´ avec RLI
n
AG1 pur AG1 +heur AG1 + Heurs+RLI
Em* Tm Em* Tm Em* Tm
10 0,18 0,00 0,00 0,00 0,00 0,00
20 3,36 0,00 2,47 1,00 1,90 1,00
50 5,68 1,00 3,70 2,00 1,96 5,00
100 7,46 2,00 4,58 4,00 2,40 28,00
200 9,33 4,00 6,61 9,00 3,54 210,00
Comme le montre les deux tableaux 5.10 et 5.11, les E∗m trouve´s par les 2 AGs purs sont
le´ge`rement faibles pour les instances de 10 et 20 jobs alors qu’ils varient entre 5% et 10% pour les
autres instances. Dans cette situation, il est clair que les 2 AGs purs sont capables de trouver des
solutions de qualite´ moyenne qui s’approchent de LBbest.
Ensuite, l’ame´lioration de la qualite´ de la population initiale en introduisant l’heuristique a ame´liore´
les e´carts E∗m. Ce qui explique la baisse des e´carts trouve´s par AG1 renforce´ par l’heuristique H1
(tableau 5.10) d’au moins 30% pour toutes les instances sauf les instances re´solues. L’AG2 renforce´
par H1 (tableau 5.11) ame´liore aussi la qualite´ des individus en re´alisant E∗m plus faible que le
premier AG. En plus, il faut remarquer que l’e´cart par rapport a` la solution optimale dans le cas
ou` n = 10 est nul.
Table 5.11 – E∗m obtenu par AG2 pur, renforce´ par une heuristique et hybride´ avec RLI
n
AG2 pur AG2 +heur AG2 + Heurs+RLI
Em* Tm Em* Tm Em* Tm
10 0,20 0,00 0,00 0,00 0,00 0,00
20 3,14 0,00 2,67 1,00 2.26 0,00
50 4,89 1,00 3,13 2,00 1,46 5,00
100 6,47 3,00 3,63 6,00 1,86 39,00
200 8,21 8,00 4,40 16,00 2,24 283,00
D’autre part, il est clair que l’application de la RLI ame´liore d’avantage les re´sultats en appor-
tant un gain d’au moins 50% pour les instances de 50, 100 et 200 jobs. Les solutions obtenues par
les AGs + Heurs + RLI sont de bonne qualite´ et s’approchent de l’optimum.
Il convient de signaler que AG2 + Heurs + RLI surpasse AG1 + Heurs + RLI en re´alisant des
E∗m ≤ 2.2% dans toutes les instances. Bien que AG1 ame´liore plus le re´sultat, AG2 semble de
meilleure qualite´ dans toutes les instances sauf celles de 20 jobs.
Comportement des AGs dans la 2e`me cate´gorie de donne´es
Comme signale´ dans la section pre´ce´dente, l’introduction de l’heuristique H1 et la combinaison
des AGs avec RLI ame´liorent significativement les Em et E
∗
m. Dans cette deuxie`me cate´gorie de
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donne´es, nous allons tester les 2 AGs purs, ensuite les 2 AGs renforce´s par l’heuristique H1 et les
2 AGS hybride´s avec RLI. Nous proposons d’e´valuer les 2 AGs suivant la classe de donne´es, le
nombre de jobs (n), et suivant l’e´quilibre des charges des machines de´die´es en termes de nombre
de jobs (n1).
• Re´sultats des deux AG purs
Le tableau ci-dessous (5.12) re´ve`le les e´carts Em trouve´s par AG1 pur et AG2 pur. Comme le
montre le tableau 5.12, les e´carts Em trouve´s par AG1 pur varient entre 11 et 33 % dans les 3
classes d’instances ou` il y a un e´quilibre des charges entre les machines de´die´es sauf les instances
de 10 jobs. En ce qui concerne le reste des instances ou` n1= 0.6 n et n1= 0.7 n, nous trouvons les
e´carts Em varient entre 6 et 23 %. Ceci confirme la conclusion pre´ce´dente : AG1 est performant
du point de vue ope´rateurs ge´ne´tiques et parame`tres fixe´s.
Nous remarquons e´galement que les deux AGs n’ame´liorent pas les instances de la meˆme classe de
la meˆme manie`re que pour la classe 1 et 2.
Table 5.12 – E´valuation des Em trouve´s par AG1 pur et AG2 pur
n1= n
AG1 pur AG2 pur
Classe 1 Classe 2 Classe 3 Classe 1 Classe 2 Classe 3
Em Em Em Em Em Em
0,5n
10 2,01 0,78 0,70 1,23 0,57 0,70
20 18,48 18,16 11,60 10,88 18,16 9,67
50 17,63 22,07 20,05 15,32 19,50 10,08
100 24,16 21,44 33,65 31,64 18,38 11,19
200 15,84 33,24 20,39 27,53 15,88 16,70
0,6n
10 0,36 1,63 0,00 0,64 1,63 1,30
20 13,49 9,10 7,94 12,80 16,39 10,37
50 20,64 11,10 8,83 20,07 17,33 11,08
100 18,90 10,41 9,69 16,41 12,84 16,43
200 14,13 11,81 14,56 15,57 14,01 9,55
0,7n
10 0,00 0,66 0,80 0,00 1,89 0,00
20 13,68 6,86 9,63 14,25 10,02 11,63
50 22,68 10,31 8,66 19,07 13,78 9,66
100 18,07 9,44 9,03 15,55 9,84 9,03
200 13,57 11,90 11,43 11,84 11,02 11,43
• Comparaison des AGs purs a` un algorithme ale´atoire
Dans ce qui suit, nous allons e´valuer la qualite´ de la solution finale trouve´e par les 2 AGs purs
en la comparant a` un des meilleurs individus ge´ne´re´s ale´atoirement.
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Dans le tableau 5.13, on remarque, en premier lieu, que AG1 pur surpasse clairement un al-
gorithme ale´atoire en re´alisant des E∗m beaucoup plus faibles. Ceci montre bien que les ope´rateurs
ge´ne´tiques utilise´s agissent efficacement sur les solutions initiales surtout que les 2 AGs purs
de´marrent d’une population ale´atoire. On note en deuxie`me lieu, que les E∗m trouve´s sont e´leve´s
pour toutes les instances dans les 3 classes sauf celles de 10 et 20 jobs. On peut conclure que malgre´
l’efficacite´ des ope´rateurs ge´ne´tiques a` ame´liorer la solution initiale, la qualite´ de la solution finale
ne´cessite d’avantage une ame´lioration.
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Dans le tableau 5.14, les meˆmes remarques signale´es pre´ce´demment valent aussi pour le
deuxie`me AG pur. Suite a` cette observation, nous pouvons affirmer la mauvaise qualite´ de la
solution trouve´e par n’importe quel AG pur dans cette cate´gorie de donne´es. Pour reme´dier a` ce
proble`me, nous allons tester les deux AGs renforce´s par l’heuristique H1, ensuite les hybrider avec
RLI.
Re´sultats des deux AG+heur renforce´s par RLI
Dans ce qui suit, nous proposons d’e´valuer les deux AG+heur sans et avec RLI. Le tableau 5.15
pre´sente les re´sultats trouve´s par AG1+heur sans et avec RLI.
Table 5.15 – E´valuation des E∗m trouve´s par AG1 sans et avec RLI
n1= n
Classe 1 Classe 2 Classe 3
AG1 AG1+ RLI AG1 AG1+ RLI AG1 AG1+ RLI
Em* Tm Em* Tm Em* Tm Em* Tm Em* Tm Em* Tm
0,5n
10 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0
20 6.37 0.0 5.35 1.0 1.51 0.0 0.86 0.0 2.92 1.0 2.08 1.0
50 10.11 1.0 6.22 6.0 3.79 1.0 2.18 6.0 8.6 2.0 6.65 7.0
100 9,4 3.0 5.12 42.0 5.77 3.0 3.65 43.0 12.06 3.0 8.88 39.0
200 12,2 7.0 6.92 319.0 9.5 7.0 5.64 314.0 12.06 7.0 5.81 353.0
0,6n
10 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0
20 5.42 1.0 4.43 1.0 0.49 1.0 0.4 1.0 0,9 0.0 0.13 1.0
50 5.89 1.0 3.1 7.0 0.51 1.0 0.19 7.0 0.6 1.0 0.2 7.0
100 4.31 3.0 1.84 45.0 0.55 3.0 0.22 44.0 1.35 3.0 0.5 46.0
200 4.7 7.0 1.7 288.0 1.46 6.0 0.54 284.0 2.92 7.0 1.47 281.0
0,7n
10 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0
20 5.78 1.0 4.89 1.0 0.47 0.0 0.45 1.0 0.47 1.0 0.16 0.0
50 4.24 1.0 2.27 7.0 0.24 2.0 0.22 6.0 0.11 2.0 0.53 6.0
100 2.61 3.0 1.16 44.0 0.23 3.0 0.28 43.0 0.15 3.0 1.34 43.0
200 2.24 6.0 0.83 310,0 0.36 7.0 0,20 308.0 0.57 7.0 2.23 310,0
Dans un premier temps, nous remarquons qu’AG1 est plus performant dans la classe 2 des
donne´es. L’e´cart E∗m est infe´rieur a` 1% dans 9/15 familles d’instances. Ceci est aussi vrai pour la
classe 3. Dans le cas de la classe 1 ; si on ignore les proble`mes a` 10 jobs, les e´carts sont supe´rieur a`
2%. Pour cette raison, l’effet de la recherche ite´rative n’est pas tre`s important avec la classe 2 et
la classe 3. Les e´carts les plus e´leve´s, pour les classes 2 et 3, se sont produits avec les instances ou`
le nombre des jobs est n=100 et n=200. Ceci n’est pas confirme´ dans le cas de la classe 1.
En termes de temps d’exe´cution, AG1 sans RLI est rapide, ou` il a pu produire des solutions de
bonne qualite´ en courte dure´e meˆme pour les instances de grande taille (200 jobs dans les 3 classes).
Ceci montre qu’AG1 converge rapidement vers la meilleure solution. Cependant, faire combiner
l’AG1 avec la recherche locale ite´rative augmente la dure´e d’exe´cution sans apporter une grande
ame´lioration (notamment les instances des classes 2 et 3 ou` les jobs ne sont pas distribue´s en
e´quilibre sur le premier e´tage) mais cette dure´e reste raisonnable. Cela est explique´ par le fait que
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la recherche locale est en train de visiter plusieurs solutions syme´triques.
Le tableau 5.16 pre´sente les re´sultats trouve´s par AG2+heur sans et avec RLI
Table 5.16 – E´valuation des E∗m trouve´s par AG2 sans et avec RLI
Classe 1 Classe 2 Classe 3
n1= n
AG2 AG2 +RLI AG2 AG2 +RLI AG2 AG2 +RLI
Em* Tm Em* Tm Em* Tm Em* Tm Em* Tm Em* Tm
0,5n
10 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0
20 7.11 0.0 5.46 0.0 1.8 0.0 0.61 1.0 3.36 0.0 1.97 1.0
50 11.54 1.0 5.15 4.0 3.76 1.0 1.94 8.0 7.74 1.0 6.16 13.0
100 8.77 3.0 4.34 45.0 4.15 3.0 2.0 55.0 9.81 3.0 8.27 136.0
200 9.87 9.0 5.13 401,0 5.99 8.0 3.53 368.0 8.40 9.0 5.58 401.0
0,6n
10 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0
20 6.08 0.0 4.76 2.0 0.71 0.0 0.4 0.0 0.85 0.0 0.18 1.0
50 7.17 1.0 3.38 15.0 1.51 1.0 0.33 8.0 4.23 1.0 1.62 11.0
100 5.85 3.0 1.99 129.0 1.99 3.0 0.29 53.0 6.33 3.0 3.57 95.0
200 6.39 9.0 1.62 332,0 3.39 9.0 0.88 390.0 8.07 10.0 5.83 419.0
0,7n
10 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0
20 7.13 0.0 5.05 0.0 0.61 0.0 0.47 0.0 0.51 0.0 0.19 0.0
50 6.22 1.0 2.23 5.0 1.04 1.0 0.25 7.0 2.15 1.0 0.67 5.0
100 4.43 3.0 1.24 47.0 1.52 3.0 0.2 55.0 3.59 3.0 1.72 48.0
200 3.76 9.0 0.81 311,0 1.94 9.0 0.33 367.0 4.9 10.0 3.43 427.0
Nous remarquons qu’AG2 est plus performant aussi dans la classe 2 de donne´es. L’e´cart E∗m
est infe´rieur a` 1 % dans 9/15 familles d’instances. Ceci est vrai pour seulement 3/15 familles
d’instances de la Classe 3 (en ignorant les instances de 10 jobs).
Dans le cas des classes 1 et 3 ; si on ignore les proble`mes a` 10 jobs, les e´carts sont supe´rieurs a`
2%. Pour cette raison, l’application de la recherche ite´rative a ame´liore´ tous les e´carts qui sont
supe´rieurs a` 2% dans les 3 classes. Les e´carts les plus e´leve´s sont trouve´s seulement dans la classe 3
avec les instances de grande taille ( n=100 et n=200 ), en plus les jobs sont distribue´s en e´quilibre
sur les 2 machines de´die´es (n1 = 0.5n). Ceci n’est pas confirme´ dans le cas des classes 2 et 3.
En termes de temps d’exe´cution, AG2 sans RLI est rapide. Il a pu produire des solutions de bonne
qualite´ dans un temps raisonnable (le E∗m maximal trouve´ est de l’ordre de 9.5% qui correspond
aux instances de 200 jobs). Ceci montre qu’AG2 converge rapidement vers une bonne solution.
Cependant, faire combiner l’AG2 avec la recherche locale ite´rative augmente conside´rablement le
temps d’exe´cution en apportant une ame´lioration significative (toutes les instances).
5.8.2 Comportement des AGs suivant le crite`re d’arreˆt : dure´e
d’exe´cution
Dans la section pre´ce´dente, la recherche locale ite´rative a e´te´ applique´e a` la population de la
dernie`re ge´ne´ration de l’AG. La RLI a ame´liore´ la solution mais a pris une dure´e d’exe´cution non
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ne´gligeable
La question est, si on laisse l’AG tourner pour la meˆme dure´e, est-ce qu’il aurait ge´ne´re´ des
re´sultats comparables ?
Re´sultats pour la premie`re cate´gorie de donne´es
A partir du tableau 5.17 , nous notons que les 2 AGs sans RLI n’ont pas donne´ des re´sultats
meilleurs que ceux trouve´s par les AGs avec RLI malgre´ la prolongation de la dure´e d’exe´cution
des AG. Toutefois, attribuer un temps d’exe´cution plus grand aux AGs renforce´s par l’heuristique
H1 a diminue´ clairement les valeurs E∗m (comparaison entre tableau 5.17 avec tableau 5.9 et 5.10).
Ceci s’explique par la recherche locale ite´rative qui cherche de nouvelles solutions dans le voisinage
d’individu et par conse´quent elle sort de minima locaux.
Table 5.17 – Comportement de AG1 et AG2 sans et avec RLI avec la meˆme dure´e d’exe´cution
n
AG1 AG1+ RLI
Tm
AG2 AG2+ RLI
Tm
Em* Em* Em* Em*
10 0,00 0,00 0,00 0,00 0,00 0,00
20 2,38 1,90 1,00 2,50 2,07 1,00
50 3,70 1,96 5,00 2,69 1,48 5,00
100 4,30 2,40 28,00 3,39 1,86 39,00
200 5,96 3,54 210,00 4,23 2,24 283,00
Re´sultats pour la deuxie`me cate´gorie de donne´es
Les observations effectue´es plus haut sont aussi valables pour la deuxie`me cate´gorie. En
autorisant plus de temps aux deux AGs sans RLI, les valeurs E∗m, dans les tableaux 5.18 et
5.19, sont ame´liore´es par rapport a` celles trouve´es par AG1 et AG2 arreˆte´s suivant le nombre
d’ite´rations (tableaux 5.15 et 5.16). Cependant les nouveaux re´sultats trouve´s ne de´passent pas
ceux trouve´s par les 2 AGs combine´s avec RLI.
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Table 5.18 – Comportement de AG1 sans et avec RLI avec la meˆme dure´e d’exe´cution
n1= n
Classe 1 Classe 2 Classe 3
AG1 AG1+ RLI
Tm
AG1 AG1+ RLI
Tm
AG1 AG1+ RLI
Tm
Em* Em* Em* Em* Em* Em*
0,5n
10 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
20 6,17 5,35 1,00 1,14 0,86 1,00 2,70 2,08 1,00
50 10,11 6,22 6,00 3,69 2,18 6,00 8,49 6,65 7,00
100 9,39 5,56 42,00 5,68 3,65 43,00 12,38 9,26 39,00
200 12,32 6,92 319,00 9,55 5,64 314,00 15,81 10,91 353,00
0,6n
10 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
20 5,34 4,43 1,00 0,44 0,40 1,00 0,16 0,13 1,00
50 5,72 3,10 7,00 0,35 0,19 7,00 0,52 0,20 7,00
100 4,25 1,84 45,00 0,42 0,22 44,00 1,26 0,50 46,00
200 4,73 1,70 288,00 1,44 0,54 284,00 2,98 1,47 281,00
0,7n
10 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
20 5,46 3,41 1,00 0,47 0,47 1,00 0,16 0,47 0,00
50 4,11 2,27 7,00 0,18 0,22 6,00 0,06 0,53 6,00
100 2,60 1,16 44,00 0,19 0,28 43,00 0,12 1,34 43,00
200 2,03 0,83 310,00 0,36 0,20 308,00 0,57 2,23 310,00
Table 5.19 – Comportement de AG2 sans et avec RLI avec la meˆme dure´e d’exe´cution
n1= n
Classe 1 Classe 2 Classe 3
AG2 AG2 +RLI
Tm
AG2 AG2 +RLI
Tm
AG2 AG2 +RLI
Tm
Em* Em* Em* Em* Em* Em*
0,5n
10 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
20 6,18 5,46 0,00 1,25 0,61 1,00 2,92 1,97 1,00
50 9,51 5,15 4,00 2,66 1,49 8,00 7,24 6,16 13,00
100 7,57 4,34 45,00 3,63 2,00 55,00 10,14 8,89 136,00
200 9,25 5,13 401,00 5,91 3,53 368,00 12,12 9,51 401,00
0,6n
10 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
20 5,37 4,76 2,00 0,47 0,40 0,00 0,35 0,18 1,00
50 5,60 3,38 15,00 0,86 0,33 8,00 3,64 1,62 11,00
100 4,50 1,99 129,00 1,68 0,29 53,00 5,86 3,57 95,00
200 5,62 1,62 332,00 3,17 0,88 390,00 8,01 5,83 419,00
0,7n
10 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
20 5,42 5,05 0,00 0,48 0,47 0,00 0,22 0,19 0,00
50 4,87 2,23 5,00 0,50 0,25 7,00 1,99 0,67 5,00
100 3,30 1,24 47,00 1,03 0,20 55,00 3,28 1,72 48,00
200 3,11 0,81 311,00 1,87 0,33 367,00 4,82 3,43 427,00
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5.9 Analyse des re´sultats dans les deux cate´gories de
donne´es
En observant les e´carts trouve´s dans les 2 cate´gories de donne´es, il est clair que la me´thode
approche´e propose´e est plus efficace dans la premie`re cate´gorie, ceci est explique´ par la spe´cificite´
des instances re´solues ou` la contrainte no-wait est plus pre´sente. Le proble`me e´tudie´ constitue une
configuration plus simple FH2(PD2, Pm)|no − wait|Cmax et qu’une solution optimale est vite
trouve´e sur la base de ECT-FAM.
Dans la deuxie`me cate´gorie de donne´e, les tableaux 5.15 et 5.16 montrent que les classes 1 et 3 sont
plus difficiles (cas n1=0.5 n) a` re´soudre par l’un ou l’autre des deux AG. Cependant, on trouve
que AG2+RLI est plus performant a` re´soudre ces deux classes (cas n1=0.5 n), sauf les instances
de 20 jobs. Dans le cas ou` n1=0.6 et n1= 0.7 n AG1+RLI s’est ave´re´ meilleur.
Dans la classe 1, on rappelle que les intervalles des dure´es de traitement sont comme suit :[1-40]
sur E1 et [5-200] sur E2. Le chevauchement entre les intervalles des dure´es de traitement, fait qu’en
ge´ne´ral, que les machines de l’E1 sont plus charge´es.
Dans la classe 3, les intervalles des dure´es de traitement sont comme suit :[80-100] sur E1 et [400-
600] sur E2. On se trouve fre´quemment, incapable d’e´viter les retards de lancement des jobs sur
l’E1. Cependant, l’e´cart important entre les dure´es de traitement sur les deux e´tages va induire
ge´ne´ralement un de´passement de la borne infe´rieure.
Dans les 3 classes, nous constatons que, plus le nombre de jobs affecte´s a` une machine de´die´e est
e´leve´ (n1=0.7n), plus les solutions trouve´es sont base´es sur un assemblage des jobs par groupes.
Ce constat explique la performance des deux AG dans les 3 classes ou` n1=0.7 n.
5.10 Comparaison AG+RLI avec l’algorithme me´me´tique
Afin d’e´tudier d’avantage l’efficacite´ de l’AG renforce´ par la recherche locale ite´rative, nous
proposons de comparer les valeurs Em∗ trouve´s par AG1+RLI a` la version de l’AM de´crite dans
la section 5.7. Dans un premier temps, nous avons effectue´ une premie`re expe´rimentation avec
l’AM+RLI. Les re´sultats trouve´s n’e´taient pas satisfaisant par rapport a` AG1+RLI. En analysant
le de´roulement de l’AM+RLI, nous avons remarque´ que cet algorithme s’arreˆte apre`s avoir cre´e´
un nombre limite´ de ge´ne´rations. En effet, la RLI est applique´e a` chaque nouveau fils. Dans la
plupart des instances, le temps fixe´ a` l’AM est disperse´ dans la recherche ite´re´e de la meilleure
solution ce qui entraine un blocage dans l’ame´lioration de la qualite´ de ge´ne´rations (nous sommes
face a` un algorithme coince´ a` un nombre limite´ de ge´ne´rations). Pour cette raison, nous avons
de´cide´ d’appliquer une recherche locale le´ge`re dans l’AM. Autrement, la RL est arreˆte´e suivant un
nombre re´duit d’ame´liorations (fixe´ a` 5) ou si le compteur de non-ame´lioration est atteint (10).
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Table 5.20 – AG1+RLI VS l’algorithme me´me´tique
n1= n
Classe 1 Classe 2 Classe 3
AG1+ RLI AM
Tm
AG1+ RLI AM
Tm
AG1+ RLI AM
Tm
Em* Em* Em* Em* Em* Em*
0,5n
10 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
20 5,35 5,37 1,00 0,86 2,31 1,00 2,08 3,99 1,00
50 6,22 10,05 6,00 2,18 4,03 6,00 6,65 10,15 7,00
100 5,56 7,41 42,00 3,65 4,89 43,00 9,26 12,55 39,00
200 6,92 8,39 319,00 5,64 8,00 314,00 10,91 13,09 353,00
0,6n
10 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
20 4,43 4,52 1,00 0,43 1,26 1,00 0,13 0,81 1,00
50 3,10 8,30 7,00 0,19 1,30 7,00 0,20 0,75 7,00
100 1,84 6,11 45,00 0,22 0,93 44,00 0,50 1,16 46,00
200 1,70 3,96 288,00 0,54 2,61 284,00 1,47 2,44 281,00
0,7n
10 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
20 3,41 4,63 1,00 0,47 0,52 1,00 0,47 0,47 1,00
50 2,27 4,88 7,00 0,22 0,25 6,00 0,53 0,96 6,00
100 1,16 3,74 44,00 0,28 0,31 43,00 1,34 1,37 43,00
200 0,83 3,62 310,00 0,20 0,64 308,00 2,23 2,56 310,00
Dans le tableau 5.20, nous notons une supe´riorite´ claire de AG1+RLI par rapport a` l’AM dans
les 3 classes. Cependant, nous remarquons que les deux approches ge´ne`rent des EM∗ proches dans
la classe 2 et 3 ou` n1=0.7 n.
Nous avons estime´ que nous allons de´duire les meˆmes conclusions en comparant l’AM avec
AG2+ILS. Ceci explique l’absence de la comparaison de l’AM avec AG2+RLI. Il convient de
signaler que nous avons teste´ l’AM seulement dans la cate´gorie 2 qui porte des instances varie´es.
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5.11 Conclusion
Dans ce chapitre, nous avons pre´sente´ une premie`re me´thode approche´e de re´solution, les algo-
rithmes ge´ne´tiques. Deux AGs ont e´te´ propose´s pour s’approcher des dates optimales d’ache`vement
de production. La ge´ne´ration de la population a e´te´ renforce´e par une ge´ne´ration spe´cifique (intro-
duire les re`gles de priorite´ et une heuristique) et l’hybridation des AGs avec une recherche locale
ite´rative.
Afin de tester l’efficacite´ de la me´thodologie propose´e, nous avons utilise´ un grand nombre d’ins-
tances. D’autre part, nous avons mene´ une comparaison the´orique et nume´rique entre les diffe´rentes
versions d’AGs (en termes de rapidite´ de la convergence, de qualite´ de la meilleure solution trouve´e
et du temps de calcul).
Le renforcement des AGs par une RLI a permis de trouver des solutions de bonne qualite´ et
meilleures que les solutions obtenues par un solveur avec un temps de calcul raisonnable. L’AG1
renforce´ par une recherche locale ite´rative s’est ave´re´ aussi meilleur que l’algorithme me´me´tique.
Selon les re´sultats trouve´s, L’AG1+ RLI a surpasse´ AG2+RLI dans les 3 classes de la cate´gorie 2
de donne´es dans le cas ou` il ya un de´se´quilibre de charges entre les machines de´die´es. Pour le reste
des instances de donne´es, AG2+RLI s’est ave´re´ plus efficace.
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Chapitre 6
Me´thode arborescente approche´e
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6.1 Introduction
Dans ce chapitre, nous de´veloppons une troisie`me approche de re´solution de type heuristique
base´e sur l’arborescence afin de re´soudre d’une manie`re plus efficace le proble`me d’ordonnancement
qui nous inte´resse. Dans un premier temps, nous allons pre´senter le principe ge´ne´ral de la me´thode.
Nous de´crivons ensuite l’algorithme utilise´. Une analyse empirique suit au niveau de la section 6.4
et nous cloˆturons le chapitre par une conclusion.
6.2 Principe ge´ne´ral
Les heuristiques arborescentes (HA) sont des me´thodes heuristiques inspire´es de la proce´dure
de se´paration&e´valuation (PSE). Elles visent a` obtenir des ordonnancements proches de l’optimal
dans un temps de calcul raisonnable.
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Pour bien de´crire le principe de cette me´thode, nous nous appuyons sur deux travaux de la
litte´rature. Le premier travail est de [Wang and Liu, 2013b]. Les auteurs ont propose´ une me´thode
heuristique base´e sur l’algorithme de PSE pour re´soudre un FH2(1, PDm)||Cmax.
La proce´dure propose´e est classe´e comme e´tant une heuristique pour les trois raisons ci-dessous :
— Le 1er niveau de l’arbre, comporte m branches (m e´tant le nombre de machines de´die´es qui
est ge´ne´ralement infe´rieur a` n le nombre de jobs) au lieu de n branches. Donc on parcourt le
risque de ne pas visiter une solution optimale ou` le job en position 1 correspond a` un nœud
non cre´e au niveau 1 ;
— Uniquement des solutions de permutation sont conside´re´es. Donc si la solution optimale est
une solution de non-permutation, on risque de ne pas l’explorer ;
— La dure´e d’exe´cution de l’algorithme a e´te´ limite´e a` 60 secondes.
Afin d’e´tudier l’efficacite´ de la proce´dure propose´e, les auteurs ont compare´ HA, dans un premier
temps, a` une me´thode PSE classique, ou` n nœuds sont explore´s au niveau 1 de l’arbre, et sans
avoir applique´ des re`gles de dominances. Dans un deuxie`me temps, ils ont compare´ la performance
de l’heuristique a` deux proce´dures base´es sur le recuit simule´ et la recherche tabou. Les re´sultats
trouve´s par la me´thode arborescente est plus efficace.
Un deuxie`me travail consacre´ a` une heuristique arborescente a e´te´ propose´e par [Morizawa, 2014].
La proce´dure est appele´e ≪ List Based sequenzing B&B (LSQ)≫, la proce´dure inse`re une recherche
locale a` l’inte´rieur du ≪ sequenzing B&B ≫.
L’atelier conside´re´ est compose´ de deux e´tages. Le premier e´tage comporte deux machines
paralle`les. Le deuxie`me e´tage est une machine unique charge´e de l’assemblage des jobs traite´s sur
l’e´tage 1.
Les auteurs ont ajoute´ une re`gle au branchement qui e´limine certains nœuds de l’arbre ayant
une borne infe´rieure plus e´leve´e que (1 + α)LB0 (LB0 est la borne infe´rieure initiale). Dans ce
contexte, les nœuds parents a` un certain niveau sont se´lectionne´s sur la base de la plus petite LB.
Ensuite un nœud ayant une LB infe´rieure a` (1 + α)LB0 n’est pas se´lectionne´. α est choisi entre
0 et 1. La proce´dure se termine lorsque un ordonnancement complet est construit (une feuille de
l’arbre est atteinte). Ce qui caracte´rise cet algorithme qu’il n’ya pas un bactracking. Ceci re´duit
sa complexite´. Contrairement au premier travail de wang, cette proce´dure ne conside`re que les
bons ordonnancements de permutation.
6.3 Description du l’algorithme HA
Dans ce qui suit, nous pre´sentons tout d’abord des notations utilise´es dans l’heuristique HA,
ensuite nous pre´sentons sa structure ge´ne´rale.
6.3.1 Les notations propres a` l’heuristique HA
Il convient de rappeler que les notations d’ordre ge´ne´ral relatives au proble`me ont e´te´ pre´sente´es
dans la section 2.3 du chapitre 2.
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— N0 : racine de l’arbre ou` aucun job n’est fixe´
— LB0 : borne infe´rieure initiale
— UB0 : borne supe´rieure initiale correspond a` N0
— δ : ensemble de tous les jobs non encore fixe´s
— δi : ensemble des jobs non encore fixe´s passant sur Ai
— LJ : liste des jobs suivant l’ordre des groupes
— σ : ordonnancement partiel dans lequel les jobs ne sont pas tous fixe´s
— UB∗ : meilleure borne supe´rieure enregistre´e
— σ∗ : ordonnancement correspondant a` UB∗
— Np : le nœud-parent du nœud N
— LB(N) : borne infe´rieure de l’ordonnancement partiel σ
— UB(N) : borne supe´rieure calcule´e au niveau du nœud N
— Niv(N) : niveau du nœud N
— Q : la pile des nœuds qui sera alimente´e a` chaque exploration
Dans ce chapitre, l’algorithme propose´ se base sur 3 e´tapes :
1. E´tape 1 : cre´ation de la liste des jobs (LJ) suivant l’ordre chronologique des groupes.
- cre´er deux sous-listes L1 et L2. L1 correspond au jobs qui passent sur M1 et qui sont
assemble´s suivant le groupe. L2 correspond aux jobs qui passent sur M2 et qui sont assemble´s
suivant le groupe.
- cre´er une liste LJ qui combine L1 et L2. Il faut signaler que les jobs de LJ sont se´lectionne´s
des deux listes L1 et L2 alternativement, c.a`.d. le premier job de LJ est copie´ de L1, le
deuxie`me job est copie´ de L2, le troisie`me est de L1 ainsi de suite jusqu’a` copier tous les
jobs.
2. E´tape 2 : cre´ation et exploration de l’arbre :
1. Initialisation : cre´er le nœud racine (N0)
2. Cre´er les nœuds de premier niveau, dans chaque nœud, on fixe un job de la liste LJ
3. Calculer les bornes infe´rieures des nœuds du premier niveau pour choisir le nœud a` se´parer ;
4. Se´paration du nœud ayant la borne infe´rieure minimale ;
5. Arreˆter l’exploration de l’arbre si condition d’arreˆt est satisfaite ;
3. E´tape 3 : appliquer une recherche locale le´ge`re sur la solution finale (arreˆt apre`s 3 ame´liora-
tions) pre´sente´e dans le chapitre 5 ;
4. E´tape 4 : Explorer partiellement des solutions de non permutation :
- parcourir la permutation finale, si deux jobs i et j sont deux jobs successifs sur la meˆme
machine de´die´e ayant li > pi,1, alors inverser l’ordre de i et j sur l’E1 sans modifier l’ordre
sur l’E2.
- Ve´rifier si la solution modifie´e est meilleure que la solution de permutation. Cette instruction
est base´e sur l’observation de quelques solutions optimales trouve´es par les deux MIPs. En
effet, nous avons observe´, que lorsque le time lag est supe´rieur a` la dure´e de traitement d’un
job, une solution de non-permutation peut dominer une solution de permutation.
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6.3.2 Sche´ma de branchement
Nous avons imple´mente´ un sche´ma de branchement classique connu dans la litte´rature comme
suit : nous partons d’un nœud-racine ou` aucun job n’est fixe´. Le premier niveau de l’arbre contient
n branches (n est le nombre de jobs). La premie`re branche se´quencera le premier job de la liste LJ
dans la premie`re position disponible, la deuxie`me branche se´quence le deuxie`me job de LJ dans la
premie`re position, ainsi de suite jusqu’a` fixer tous les jobs dans l’ordre. Nous avons opte´ pour une
exploration en profondeur. A chaque exploration, on fixe un job de LJ.
Pour ge´rer les nœuds a` se´parer, nous avons mis en place une pile Q. A chaque branche visite´e, les
nœuds explorables sont ajoute´s a` Q suivant l’ordre croissant des LB. La teˆte de Q sera toujours
le nœud a` visiter. La proce´dure de Backtraking est ge´re´e automatiquement par la pile Q. Une fois
qu’un nœud est explore´, il sera supprime´ de la pile Q.
6.3.3 Estimation des bornes au niveau des nœuds
Dans ce qui suit, nous pre´sentons les bornes infe´rieures et supe´rieures calcule´es au niveau de
chaque nœud de l’arbre afin de re´duire l’espace de recherche.
Borne supe´rieure au niveau du nœud racine
La borne supe´rieure est appele´e en premier temps au niveau du nœud-racine ≪ root ≫. Elle
est calcule´e a` partir des deux algorithmes ge´ne´tiques pre´sente´s dans le chapitre pre´ce´dent AG1 et
AG2. Ainsi, la borne supe´rieure initiale UB0 est donne´e par la meilleure valeur de Cmax trouve´e
par les deux AGs : UB0 = min { Cmax(AG1+ RLI) ;Cmax(AG2+RLI) }.
Calcul des bornes supe´rieures a` l’inte´rieure de l’arbre
Une borne supe´rieure est calcule´e si un nœud est une feuille. Autrement, un ordonnancement
complet est construit en passant par tous les niveaux de l’arbre.
Calcul des bornes infe´rieures a` l’inte´rieur de l’arbre
Nous signalons tout d’abord que la de´termination de la borne infe´rieure au niveau de la racine a
e´te´ pre´sente´e au chapitre 4 (lorsqu’aucun job n’est fixe´). Nous proposons quatre bornes infe´rieures
(LBs), afin d’e´valuer la faisabilite´ des nœuds explore´s. A chaque exploration, nous calculons les
LBs.
1. 1e`re borne infe´rieure :
Cette borne est une extension de LB4 (a` la racine), pre´sente´e a` la section 4.2.
LB1 =Max


CTM1 +
∑
j∈δ1
Pj,1 +
u1∑
i=1
Si,1.βi +Min Pj,2︸ ︷︷ ︸
j∈δ1
,
CTM2 +
∑
j∈δ2
Pj,1 +
u2∑
i=1
Si,2.βi +Min Pj,2︸ ︷︷ ︸
j∈δ2
tel que βi =1 si il ∃ au moins un job ∈ δ1 ou ∈ δ2 du groupe i
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En effet, la fin de traitement sur chaque machine d’E1 ne peut pas eˆtre infe´rieure a`
la disponibilite´ des machines sur E1, plus la dure´e totale de traitement des jobs non encore
affecte´e et la dure´e minimale des setups. Au niveau de l’E2, on conside`re que le dernier jobs
ordonnance´ est celui ayant la dure´e de traitement minimale sur cet e´tage.
2. 2e`me borne infe´rieure :
On sait que la dure´e moyenne des traitements est une borne infe´rieure pour les machines
paralle`les identiques ([Gupta et al., 1997]). On conside`re les dure´es de fin de traitement des
jobs ordonnance´s sur E1 et la dure´e moyenne de traitement des jobs non ordonnance´s sur
E2.Cette borne est une extension de LB5 pre´sente´e dans le chapitre 4
LB2 =Min


CTM1 +Min Pj,1︸ ︷︷ ︸
j∈δ1
CTM2 +Min Pj,1︸ ︷︷ ︸
j∈δ2

 .+ 1/m
∑
j∈δ
Pj,2
3. 3e`me borne infe´rieure
Cette borne suppose que suite aux jobs ordonnance´s, la disponibilite´ des machines paralle`les
a` l’E2 ne peut pas eˆtre infe´rieure a` la premie`re machine disponible sur E2 (inspire´ de
[Wang et al., 2015])
LB3 =Min AV i︸ ︷︷ ︸
i∈M2
+1/m
∑
j∈δ
Pj,2
4. 4e`me borne infe´rieure
On peut ame´liorer LB3 si on assimile les AVi (i=1..10) a` des dure´es de traitement de 10
jobs fictifs. Dans ce cas :
LB4 = 1/m
m∑
i=1
AV i+ 1/m
∑
j∈δ
Pj,2
Au niveau de chaque nœud ≪ N ≫, on de´termine LB1, LB2 et LB4 (e´tant donne´ que LB4
domine toujours LB3) ensuite on choisit la meilleure.
6.3.4 Synthe`se de l’algorithme HA
L’ algorithme ci-dessous (algorithme 6) ne pre´sente pas les e´tapes 3 et 4 de la proce´dure
propose´e dans ce chapitre.
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Algorithme 6 Pseudo code de HA
De´but
1: E´tape 1 : initialisation : cre´er la liste LJ ; cre´er le nœud N0,
2: niv(N0)=0, UB(N0), LB0 , Np=N0 ;
3: UB∗ = UB(N0) ;
4: E´tape 2 : se´paration du nœud Np
5: Pour chaque j ∈ LJ faire
6: Cre´ation du nœud N descendant du Np
7: niv(N)= niv(Np)+1 ;
8: Si niv(N) = n-1 alors N est une feuille
9: Si (UB(feuille)< UB* alors MAJ UB*
10: Calculer LB (N)
11: Si (LB (N) > LB0 (1+ α)) alors
12: ne pas explorer ce nœud
13: Si (LB (N) ≥ UB*) alors
14: ce nœud ne garantit pas une solution meilleure et donc supprimer le nœud N
15: Si (LB (N) < UB*) alors
16: ajouter le nœud N a` la pile Q
17: E´tape 3 : se´lection du nœud a` se´parer
18: Si Q est vide alors sortir (aller a` l’e´tape 4)
19: Sinon se´lectionner le nœud N qui attend en premier (la teˆte de la pile)
20: Np← N(Q.tete)
21: aller a` l’e´tape 2
22: E´tape 4 : arreˆter l’exploration de l’arbre
23: Si UB* = LB0
24: Si la dure´e d’exe´cution fixe´e est atteinte (60 secondes pour n=20 jobs, 150 secondes
pour n = 50 jobs, 300 secondes pour n = 100 jobs, 500 secondes pour n = 200 jobs)
Fin
25:
6.4 Analyse empirique
Dans ce qui suit, nous allons utiliser la bibliothe`que d’instances propose´e dans la section 2.4
du chapitre 2.
Il convient de rappeler que nous testons 30 instances par proble`me. Nous commenc¸ons par choi-
sir expe´rimentalement la valeur de α. Ensuite, nous proposons d’e´valuer la qualite´ des solutions
ge´ne´re´es par HA. Finalement, nous proposons a` la fois de valider l’optimalite´ des solutions ge´ne´re´es
par HA et d’ame´liorer d’autres solutions en se basant sur l’outil MIPstart de CPLEX.
6.4.1 E´valuation de α
Afin de bien e´valuer l’heuristique HA, nous avons teste´ des diffe´rentes valeurs de α et nous
avons calcule´ le nombre des solutions optimales trouve´es pour chaque valeur. Dans le tableau ci-
dessous (tableau 6.1), nous pre´sentons la capacite´ de HA a` re´soudre a` l’optimalite´ un e´chantillon
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de test. En effet, nous avons choisi 3 instances de chaque famille d’instances (de 10, 20, 50, 100 et
200 jobs) des deux cate´gorie de donne´es.
Table 6.1 – E´valuation de α
Taux de re´solution a` l’optimalite´ (%)
Cate´gorie 1
Cate´gorie 2
α Classe 1 Classe 2 Classe 3
0,01 [60-80] [42-65] [55-70] [29-58]
0,02 [30-45] [10-40] [12-46] [7-42]
0,03 [0-5] [0-8] [0-10] 0
0,05 0 0 [0-2] 0
Les re´sultats trouve´s dans le tableau 6.1 confirme que la capacite´ de HA a` trouver des solutions
optimales diminue en augmentant α. Une meilleure re´solution est trouve´e avec α = 0.01. Ceci
montre clairement l’augmentation de α e´limine des nœuds prometteurs qui aboutissent a` des
solutions optimales. D’autre part, introduire une faible valeur de α permet d’e´largir la recherche
dans l’arbre en e´vitant d’explorer des nœuds ayant la meˆme valeur de LB.
Dans la suite de cette analyse, nous allons mener toutes les expe´rimentations nume´riques avec
α = 0.01.
6.4.2 E´valuation de HA
Pour cette section, nous proposons tout d’abord de mesurer la performance de l’heuristique
HA en mesurant l’e´cart de la meilleure solution trouve´e par rapport a` LB0. En effet, pour chaque
instance nous mesurons E%, comme suit :
E (%) = (UB∗-LB0)/LB0 *100.
Ensuite nous de´terminons la EM% qui est la moyenne des e´carts sur toutes les instances
concerne´es. Il convient de rappeler que nous avons fixe´ le temps d’exe´cution de HA a` 60 secondes
pour les instances de 20 jobs, 150 secondes pour les instances de 50 jobs, 300 secondes pour les
instances de 100 jobs et finalement 500 secondes pour les instances de 200 jobs.
Comparaison du HA avec le meilleur AG
Nous comparons l’e´cart EM% des solutions trouve´es par HA a` EM% de Max (AG1+RLI,
AG2+RLI) puisque nous avons de´marre´ notre algorithme a` partir d’une UB0 = (AG1+RLI,
AG2+RLI). Les tableaux pre´sente´s ci-dessous permettent e´galement d’e´valuer les ame´liorations
apporte´es par HA. Dans les tableaux pre´sente´s ci-dessous, les colonnes pre´sentent :
— n : nombre de jobs
— n1 : distribution des jobs entre les machines de´die´es de l’E1 (pour la cate´gorie 2 de donne´es)
— N-opt : nombre des instances re´solues a` l’optimum
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— EM : la moyenne de e´carts pour les instances non re´solues
— Min-E : l’e´cart minimal trouve´ parmi les instances non re´solues
— Max-E : l’e´cart maximal parmi les instances non re´solues
— Tm : la dure´e moyenne d’exe´cution
Re´sultats : 1e`re cate´gorie de donne´es
Le tableau ci-dessous (6.2) pre´sente les re´sultats des instances inspire´es du cas re´el. Dans ce
tableau, ainsi que les tableaux 6.3 a` 6.5, la colonne N-opt donne le nombre de solutions reconnues
comme e´tant optimales par l’algorithme arborescent. Nous verrons plus tard qu’il existe d’autres
solutions ge´ne´re´es par HA, qui ne sont pas reconnues comme optimales par HA. L’optimalite´ de
ces solutions est confirme´e par le MIP start.
Table 6.2 – Re´sultats HA : instances inspire´es du cas re´el
n
max (AG1,AG2) HA
EM EM N-opt Min-E Max-E Tm
10 0,00 0,00 30 0,00 0,00 0,00
20 1,90 0,84 25 0,46 1,22 60,00
50 1,48 0,99 15 0,22 2,33 300,00
100 1,86 1,12 8 0,39 2,71 300,00
200 2,24 1,86 6 0,62 3,04 900,00
Comme nous remarquons, le HA est plus efficace que les AGs dans cette cate´gorie. En effet,
nous remarquons que toutes les instances de 10 jobs et plus que 50% des instances de 20 et 50 jobs
sont re´solues a` l’optimum.
En ce qui concerne les instances de grande taille, HA a re´ussi a` trouver des solutions optimales a`
27% des instances de 100 jobs et a` 20% des instances de 200 jobs. Pour le reste des instances, HA
a ge´ne´re´ des solutions proches de l’optimal car le EM trouve´ des instances non re´solues ne de´passe
pas 1.9%.
Re´sultats : 2e`me cate´gorie de donne´es
Les tableaux suivants (6.3 a` 6.5) repre´sentent les re´sultats du HA pour les 3 classes de donne´es.
Re´sultats de la classe 1
Le tableau 6.3 pre´sente les re´sultats trouve´s dans la classe 1.
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Table 6.3 – Re´sultats HA : classe 1
n1= n
Classe 1
max (AG1,AG2) HA
EM Tm EM N-opt Min-E Max-E Tm
0,5n
10 0,05 0,00 0,00 30 0,00 0,00 0,00
20 5,46 1,00 4,73 10 0,30 13,29 60,00
50 5,15 6,00 3,82 8 1,24 7,36 300,00
100 4,34 42,00 4,20 5 1,90 13,42 300,00
200 5,13 319,00 4,09 4 2,20 10,13 900,00
0,6n
10 0,00 0,00 0,00 30 0,00 0,00 0,00
20 4,43 1,00 3,26 10 2,31 6,29 60,00
50 3,10 7,00 2,86 9 1,87 5,33 300,00
100 1,84 45,00 1,01 8 0,94 2,94 300,00
200 1,62 288,00 0,96 6 0,88 2,61 900,00
0,7n
10 0,00 0,00 0,00 30 0,00 0,00 0,00
20 3,41 1,00 2,67 18 0,93 3,78 60,00
50 2,23 7,00 1,89 12 1,10 4,20 300,00
100 1,16 44,00 0,99 10 0,81 1,90 300,00
200 0,81 310,00 0,78 8 0,67 2,33 900,00
Selon le tableau 6.3, le HA est plus efficace que le meilleur des deux AGs. Dans cette classe, le
nombre des instances re´solues a` l’optimum n’est pas e´leve´.
Dans le cas ou` n1= 0.5, 0.6 n, les pourcentages des instances re´solues a` l’optimum sont comme
suit :
- toutes les instances de 10 jobs ;
- entre 26 % et 34% des instances de 20 et 50 jobs ;
- entre 13 % et 27 % des instances de 100 et 200 jobs.
Dans le cas ou` n1= 0.7 n, on remarque qu’il y a plus des instances re´solues a` l’optimum :
- toutes les instances de 10 jobs ;
- entre 40% et 60% des instances de 20 et 50 jobs ;
- entre 26% et 34 % des instances de 100 et 200 jobs.
Dans le cas des instances non re´solues a` l’optimum, on note que les EM trouve´s sont plus e´leve´s
quand il s’agit d’une balance des charges entre les machines de´die´es. Cependant, ces e´carts ne
de´passent pas les 4.8%.
Quand il s’agit d’un de´se´quilibre des charges, l’heuristique HA permet de ge´ne´rer des solutions
quasi-optimales car les EM trouve´s sont faibles et ne de´passant pas 3.26% . Nous de´duisons que
HA permet une exploration relativement meilleure qu’une exploration classique.
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Re´sultats de la classe 2
Le tableau 6.4 re´sume les re´sultats trouve´s pour la 2e`me classe de donne´es. Les re´sultats
pre´sente´s montre que l’heuristique HA est plus efficace que le meilleur des deux AGs. Dans cette
classe, le nombre des instances re´solues a` l’optimum s’est e´leve´ par rapport a` la classe 1.
Dans le cas ou` n1= 0.5, 0.6 n, les pourcentages des instances re´solues a` l’optimum sont comme
suit :
- toutes les instances de 10 jobs ;
- entre 40% et 60% des instances de 20 et 50 jobs ;
- entre 10 % et 44 % des instances de 100 et 200 jobs.
Dans le cas ou` n1= 0.7 n, HA a` trouve´ des solutions optimales pour plus que 83% des instances.
Pour le reste des instances non re´solues a` l’optimalite´, HA ge´ne`re des solutions quasi-optimales.
Cette de´duction est confirme´e avec le faible EM trouve´ ∀ la distribution des charges sur les machines
de´die´es : infe´rieur a` 1% sauf pour les instances de 100 et 200 jobs ou` il ya un e´quilibre de charges.
Pour ces instances, les solutions trouve´es sont de bonne qualite´ avec des e´carts moyens ne de´passant
pas 2.45 %
Dans cette classe de donne´es, HA est plus efficace. L’efficacite´ de l’heuristique HA est explique´e
par son exploration non classique de l’arbre en suivant la liste LJ. Ceci a permis de visiter un
espace de recherche plus large.
Table 6.4 – Re´sultats HA : classe 2
n1= n
Classe 2
max (AG1,AG2) HA
EM Tm EM N-opt Min-E Max-E Tm
0,5n
10 0,00 0,00 0,00 30 0,00 0,00 0,00
20 0,61 0,00 0,45 15 0,10 1,34 60,00
50 1,49 6,00 0,98 12 0,33 2,06 300,00
100 2,00 43,00 1,52 5 0,96 3,17 300,00
200 3,53 314,00 2,44 3 1,75 4,96 900,00
0,6n
10 0,00 0,00 0,00 30 0,00 0,00 0,00
20 0,40 1,00 0,39 18 0,12 0,86 60,00
50 0,19 7,00 0,19 15 0,09 0,68 300,00
100 0,22 44,00 0,22 13 0,13 0,77 300,00
200 0,54 284,00 0,46 4 0,26 1,09 900,00
0,7n
10 0,00 0,00 0,00 30 0,00 0,00 0,00
20 0,47 1,00 0,40 28 0,31 0,49 60,00
50 0,22 6,00 0,20 27 0,09 0,35 300,00
100 0,28 43,00 0,24 28 0,17 0,31 300,00
200 0,20 308,00 0,18 25 0,02 0,52 900,00
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Re´sultats de la classe 3
Le tableau 6.5 re´sume les re´sultats trouve´s pour la 3e`me classe de donne´es. Dans cette classe,
le nombre des instances re´solues a` l’optimum est faible quand il s’agit d’un e´quilibre de charges
(sauf les instances de 10 jobs) :
- toutes les instances de 10 jobs ;
- entre 26% et 34% des instances de 20 et 50 jobs ;
- entre 3 % et 17 % des instances de 100 et 200 jobs.
Dans le cas ou` n1= 0.6 et n1=0.7n, les pourcentages des instances re´solues a` l’optimum est moyen-
nement e´leve´ :
- toutes les instances de 10 jobs ;
- entre 56% et 94% des instances de 20 et 50 jobs ;
- entre 13 % et 40 % des instances de 100 et 200 jobs.
Pour le reste des instances non re´solues a` l’optimalite´, HA ge´ne`re des solutions quasi-optimales
pour les instances ayant une balance des charges entre les machines de´die´es. En effet, nous avons
obtenu un EM infe´rieur a` 1.75%.
Dans le cas ou` n1=0.5 n, les instances sont les plus difficiles a` re´soudre ce qui explique les EM
e´leve´s trouve´s entre 4.9 % et 7.1 % (sauf les instances de 20 jobs).
Dans cette classe de donne´es, HA est moyennement efficace. Ceci est explique´ par la difficulte´ des
instances due a` la spe´cificite´ des intervalles des dure´es de traitements sur les 2 e´tages.
Table 6.5 – Re´sultats HA : classe 3
n1= n
Classe 3
max (AG1,AG2) HA
EM Tm EM N-opt Min-E Max-E Tm
0,5n
10 0,05 0,00 0,00 30 0,00 0,00 0,00
20 1,97 1,00 1,56 10 1,32 4,08 60,00
50 6,16 7,00 4,93 8 1,05 7,31 300,00
100 8,89 39,00 6,84 5 2,66 8,37 300,00
200 9,51 353,00 7,08 1 5,33 10,48 900,00
0,6n
10 0,00 0,00 0,00 30 0,00 0,00 0,00
20 0,13 1,00 0,10 16 0,10 0,10 60,00
50 0,20 7,00 0,16 10 0,11 0,36 300,00
100 0,50 46,00 0,42 4 0,27 1,60 300,00
200 1,47 281,00 1,13 7 0,36 1,38 900,00
0,7n
10 0,00 0,00 0,00 30 0,00 0,00 0,00
20 0,47 0,00 0,18 28 0,14 0,23 60,00
50 0,53 6,00 0,49 17 0,24 0,72 300,00
100 1,34 43,00 1,26 12 0,55 2,97 300,00
200 2,23 310,00 1,74 8 0,88 3,78 900,00
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6.4.3 Validation et re´solution par MIP start de CPLEX
Dans cette section, nous introduisions une technique propose´e par IBM Cplex appele´ MIP
start ou de´marrage a` chaud. En effet, dans le but d’e´valuer l’optimalite´ des solutions trouve´es par
l’algorithme HA, nous proposons de relancer le MIP 2 avec ces solutions. Le fonctionnement de
MIP start est comme suit :
1- lecture de la solution ;
2- Le MIP cherche la solution fournie dans tout l’espace de recherche ;
3- Le MIP branche sur la solution trouve´e et continue l’exploration ;
Le temps de calcul fixe´ a` 2 heures. Le MIP va ge´ne´rer soit une solution optimale soit confirmer
l’optimalite´ de la solution fournie initialement, soit l’ame´liorer. Nous rappelons que les MIPs sont
limite´s a` re´soudre les instances de grande taille a` cause de la saturation de la me´moire. Pour
contourner ce proble`me, nous avons mener une e´tape de re´lage de CPLEX et augmenter la taille
me´moire utilise´e. Dans ce qui suit, nous pre´sentons les parame`tres teste´s et retenues.
6.4.4 Re´glage des parame`tres CPLEX
La strate´gie de re´solution de CPLEX est controˆle´e par divers parame`tres, leur re´glage pour un
mode`le constitue un moyen efficace pour ame´liorer les performances du processus de re´solution.
Des expe´riences pre´liminaires ont e´te´ mene´es a` l’aide de l’outil de re´glage de CPLEX afin de
de´terminer les valeurs des parame`tres susceptibles de fournir les meilleures performances en tant
qu’alternative possible au parame´trage par de´faut. Toutes les expe´riences de CPLEX dans ce
chapitre sont conduites avec une limite de temps de calcul de 2 heures. De plus, pour e´viter une
de´faillance due a` un manque de me´moire dans certaines instances de grande taille, nous avons
de´fini une limite de me´moire de l’arbre a` 1500 me´gaoctets.
Les valeurs et les significations des parame`tres pour chaque parame`tre CPLEX sont indique´es
dans les tableaux 6.6, 6.7 et 6.8, ainsi que la valeur par de´faut. Ces informations sont collecte´es
directement du site IBM [IBM, ]. Le premier parame`tre, le plus critique, CPLEX est le parame`tre
≪MIPEmphasis≫, qui controˆle les compromis entre faisabilite´, optimalite´ et rapidite´ de re´solution
des MIPs (tableau 6.6). Le deuxie`me parame`tre important de CPLEX, ≪Probe≫, de´finit l’e´tendue
du sondage a` effectuer sur les variables avant le branchement du MIP (tableau 6.7). Un autre
parame`tre CPLEX ”NodeSel” de´finit les re`gles de se´lection du prochain nœud a` traiter lors du
retour en arrie`re (tableau 6.8).
Table 6.6 – Description du parame`tre de ”MIPEmphasis”
Valeur Symbole Signification
0 CPX MIPEMPHASIS BALANCED E´quilibrer l’optimalite´ et la faisabilite´ ; par de´faut
1 CPX MIPEMPHASIS FEASIBILITY Privile´gier la faisabilite´ par rapport a` l’optimalite´
2 CPX MIPEMPHASIS OPTIMALITY Privile´gier l’optimalite´ par rapport a` la faisabilite´
3 CPX MIPEMPHASIS BESTBOUND Privile´gier le de´placement de la meilleure borne
4 CPX MIPEMPHASIS HIDDENFEAS Privile´gier la recherche de solutions re´alisables cache´es
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Table 6.7 – Description du parame`tre “Probe”
Valeur Signification
-1 Pas de sondage
0 Automatique : laisser CPLEX choisir ; par de´faut
1 Niveau de sondage mode´re´
2 Niveau de sondage agressif
3 Niveau de sondage tre`s agressif
Table 6.8 – Description du parame`tre “NodeSel”
Valeur Symbole Signification
0 CPX NODESEL DFS Recherche avec parcours en profondeur
1 CPX NODESEL BESTBOUND Recherche de meilleure borne ; valeur par de´faut
2 CPX NODESEL BESTEST Recherche de la meilleure estimation
3 CPX NODESEL BESTEST ALT Recherche de la meilleure estimation alternative
Nous avons mene´ diffe´rentes expe´riences pour ajuster les parame`tres CPLEX avec les instances
de diffe´rentes tailles. Les expe´riences avec les diffe´rents parame`tres ”MIPEmphasis”, ”Probe”
et“NodeSel” pre´de´finis peuvent affecter les solutions, e´largir les espaces de recherches diffe´rents
et chercher intelligemment la bonne solution. Selon nos expe´riences, nous avons trouve´ que dans
la plupart des cas, fixer le parame`tre ”MIPEmphasis” a` 2 (accent mis sur l’optimalite´ par rapport
a` la faisabilite´) permet d’obtenir des bornes supe´rieures et des bornes infe´rieures concurrentielles
avec des e´carts plus faibles. En ce qui concerne les expe´riences avec le parame`tre ”Probe”, ”MI-
PEmphasis” a e´te´ pre´re´gle´ sur 2.
Le niveau de sondage tre`s agressif (valeur 3 du parame`tre) a ame´liore´ les solutions ou a confirme´
l’optimalite´ de la solution fournie initialement. Des expe´riences similaires avec le parame`tre “No-
deSel”, fixant “MIPEmphasis” a` 2 ont montre´ que la valeur par de´faut du parame`tre “NodeSel”
(1) (recherche bestbound) surpassait les autres valeurs de “NodeSel”.
En re´sume´, les valeurs suivantes des parame`tres CPLEX ont e´te´ retenues dans nos expe´riences
ulte´rieures (tableau 6.9)
Table 6.9 – Les valeurs retenues des parame`tres
Parame`tre valeur retenue
MIPEmphasis 2 : Privile´gier l’optimalite´ par rapport a` la faisabilite´
Probe 3 : Niveau de sondage tre`s agressif
NodeSel 1 : Recherche de meilleure borne
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6.4.5 Comparaison des instances re´solues a` l’optimalite´ par HA et
MIP start
Dans cette section, nous proposons de valider les solutions optimales trouve´es par HA (voir
les tableaux 6.2 a` 6.5). Pour le reste des instances, nous avons e´galement utilise´ les solutions
ge´ne´re´es par HA pour le de´marrage a` chaud de CPLEX. Nous montrons que certaines solutions
se sont ave´re´es optimales. Pour ceux qui ne se sont pas ave´re´es optimales, le MIP start a` re´ussi
a` ame´liorer un nombre limite´ d’entre elles. Dans ce qui suit, nous pre´sentons des tableaux qui
de´terminent le nombre exacte des solutions optimales trouve´es par chaque me´thode.
Re´sultats 1e`re cate´gorie de donne´es
Au niveau du tableau 6.10, la colonne 2 pre´sente les solutions confirme´es optimales par le
MIP start. Nous constatons que toutes les solutions optimales selon notre algorithme HA se sont
confirme´es. Ceci est une confirmation de la validite´ de HA. La colonne 3 pre´sente le nombre de
solutions ge´ne´re´es par HA et qui se sont ave´re´es optimales graˆce au MIP start. En effet, nous
avons de´marre´ le MIP start avec la solution HA, apre`s exe´cution, ce dernier est sorti avec la meˆme
solution en la de´clarant optimale. Il convient de signaler que pour cette cate´gorie 1, le MIP start
n’a pas re´ussi a` ame´liorer les autres instances non re´solues a` l’optimalite´. Selon le tableau 6.10, le
nombre des solutions optimales trouve´es par HA est supe´rieur a` celui trouve´ par MIPstart. Ceci
montre clairement que la conception de l’heuristique est efficace.
Le nombre des instances re´solues a` l’optimum par HA est comme suit :
- toutes les instances de 10 jobs ;
- entre 50% et 84% des instances de 20 et 50 jobs ;
- entre 20 % et 27 % des instances de 100 et 200 jobs.
Table 6.10 – Nombre des instances re´solues a` l’optimalite´ par HA et MIPstart
n HA MIPstart
10 30 *
20 25 3
50 15 10
100 8 7
200 6 5
Re´sultats 2e`me cate´gorie de donne´es
Pour cette 2e`me cate´gorie de donne´es, nous constatons que le MIP start a` aussi confirme´ les
re´sultats trouve´s par HA, mais a` e´galement a ame´liore´ d’autres re´sultats. Ceci s’est produit avec
les instances de la classe 2 (n1= 0,7 n), soit les instances les plus faciles. Ceci est aussi vraie pour
les instances de la classe 3, n=20 et n1=0,7n.
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Table 6.11 – Nombre des instances re´solues a` l’optimalite´ par HA et MIPstart
n1= n
Nombre total des instances re´solues a` l’optimum
Classe 1 Classe 2 Classe 3
HA MIPstart HA MIPstart HA MIPstart
0,5n
10 30 * 30 * 30 *
20 10 5 15 3 10 6
50 8 4 12 4 8 3
100 5 6 5 5 5 2
200 4 3 3 6 1 4
0,6n
10 30 * 30 * 30 *
20 10 6 18 2 16 13
50 9 6 15 2 10 7
100 8 4 13 3 4 12
200 6 3 4 7 7 3
0,7n
10 30 * 30 * 30 *
20 18 3 28 2 28 2
50 12 5 27 3 17 10
100 10 6 28 2 12 12
200 8 8 25 5 8 10
Dans les 3 classes, le nombre des instances re´solues a` l’optimum par HA est comme suit :
Dans le cas ou` n1= 0.5 n :
- toutes les instances de 10 jobs ;
- entre 26% et 50% des instances de 20 et 50 jobs ;
- entre 4 % et 17 % des instances de 100 et 200 jobs.
Dans le cas ou` n1= 0.6 :
- toutes les instances de 10 jobs ;
- entre 30% et 60% des instances de 20 et 50 jobs ;
- entre 13 % et 43 % des instances de 100 et 200 jobs.
Dans le cas ou` n1= 0.7 :
- toutes les instances de 10 jobs ;
- entre 40% et 94% des instances de 20 et 50 jobs ;
- entre 26 % et 94 % des instances de 100 et 200 jobs.
6.5 Conclusion
Dans ce chapitre, nous avons propose´ une heuristique arborescente permettant une re´solution
efficace de FH2(PD2,Pm)|STf,sd, li |Cmax . Des bornes infe´rieures globales du chapitre 4 ont e´te´
re´utilise´es ainsi que des bornes infe´rieures conc¸ues pour les ordonnancements partiels ont e´te´
de´veloppe´s. Les solutions trouve´es par les AGs du chapitre 5 ont e´te´ utilise´es comme des solu-
tions initiales.
113
E´tant donne´ que l’heuristique HA est connue comme une me´thode de re´solution d’e´nume´ration, il
e´tait essentiel de chercher un branchement efficace qui se base sur une liste des jobs bien choisie
afin d’explorer le plus grand nombre possible de nœuds. L’heuristique HA a montre´ une grande
efficacite´ en termes de re´solution a` l’optimalite´ qui a de´passe´ 50% dans la cate´gorie 1 de donne´es
(sauf les instances de 200 jobs) tandis que ce taux de re´solution a varie´ entre 16% et 94% dans la
cate´gorie 2. La validation de l’optimalite´ de toutes les solutions est re´alise´e par CPLEX.
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Dans ce chapitre, nous nous inte´ressons au second objectif, soit la minimisation de perte des
matie`res non recyclables. Apre`s avoir pre´sente´ l’introduction dans la section 7.1, nous de´crivons
le proble`me industriel ainsi que les travaux lie´s respectivement dans les sections 7.2 et 7.3. En-
suite, une mode´lisation mathe´matique et un algorithme ge´ne´tique hybride adapte´ des chapitres
pre´ce´dents seront pre´sente´s dans les sections 7.4 et 7.5. Les sections 7.6 et 7.7 seront consacre´es a`
l’analyse empirique des re´sultats. Nous cloˆturons le chapitre par une conclusion (section 7.8).
7.1 Introduction
Dans plusieurs syste`mes de production, il est comple`tement ne´cessaire que les ressources d’un
syste`me de production continuent a` effectuer les ope´rations de manie`re conse´cutive. En effet,
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dans certaines situations ou` des machines couˆteuses sont utilise´es ou dans certaines circonstances
techniques ou e´conomiques, l’arreˆt des machines entre deux ope´rations successives pourrait re´sulter
des pertes de matie`res.
7.2 Pre´sentation du proble`me
Le proble`me traite´ dans ce chapitre concerne un des proble`mes que rencontre l’entreprise et
qui a e´te´ mentionne´ dans le chapitre 1, a` savoir la minimisation des pertes.
En effet, nous rappelons qu’il s’agit d’un atelier de production de type flow shop hybride a` deux
e´tages. Le premier e´tage contient deux machines paralle`les de´die´es et le second e´tage comporte dix
machines identiques paralle`les. Il y a deux se´ries de jobs : J1 = 1..n1, J2 = 1..n2. A chaque fois
qu’il y a un changement de produit ; il y a un changement de moule. Cela ne´cessite un temps de
setup. De plus, un time lag maximal est autorise´ entre les deux e´tages.
D’autre part, les ouvriers doivent nettoyer les machines sur le premier e´tage. Dans ce cas, ou` la
production est interrompue pour plus de α= 30 min, le re´sidu de paˆtes coince´ a` l’inte´rieur de la
machine ne pouvait plus eˆtre recycle´. Ce re´sidu repre´sente une quantite´ non ne´gligeable. Il y a
environ 50 kilogrammes de produit perdu a` chaque arreˆt de machine. Par conse´quent, l’objectif est
de minimiser les de´chets de produits en minimisant les occurrences de temps d’inactivite´ (idle-time)
qui de´passe les 30 minutes. En suivant la classification α|β|γ [Graham et al., 1979], ce proble`me
pourrait eˆtre note´ comme FH2 (PD2,Pm) | STg,sd, li | Nidle−time−max.
Il convient de signaler que nous ne traiterons pas un proble`me bi-objectif. Nous nous inte´ressons a`
chaque objectif a` part. Pour chaque solution ge´ne´re´e dans le cadre de la minimisation des nombres
de temps morts de´passant α , nous calculons le Cmax correspondant et pour chaque solution ge´ne´re´e
dans le cadre de la minimisation du Cmax, nous de´terminons le nombre d’arreˆts correspondant.
7.3 Travaux lie´s
Des nombreux chercheurs ont de´crit des applications sur l’ordonnancement de permutation
avec no-idle-time (no-idle permutation flow shop scheduling (NIPFS)) tels que les ope´rations de
fonderie et de traitement des fibres en verre pre´sente´ respectivement par [Saadani et al., 2005] et
[Kalczynski and Kamburowski, 2005]. Re´cemment [Tasgetiren et al., 2011] ont pre´sente´ de larges
exemples pratiques d’ordonnancement des jobs dans des environnements no-idle-time.
La contrainte de non-inactivite´ (no-idle time) apparaˆıt lorsque chaque machine doit traiter des tra-
vaux sans interruption de de´but du traitement du premier job dans la se´quence jusqu’a` l’ache`vement
du traitement du dernier job. Autrement, il ne doit pas y avoir des intervalles de non-inactivite´
entre le traitement de toutes les ope´rations conse´cutives sur chaque machine.
[Ruiz et al., 2009] et [Goncharov and Sevastyanov, 2009] ont publie´ des revues re´centes sur le
NPFSP dans lesquelles les auteurs ont confirme´ qu’il y a peu de travaux conside´rant deux
contraintes simultane´es : no-wait et no-idle-time.
A` notre connaissance, la contrainte no-idle-time et celle de no-wait ont e´te´ e´tudie´es pour la premie`re
fois par [Adiri and Pohoryles, 1982] dans un PFS afin de minimiser la somme de makespan. Plus
tard, [Kalczynski and Kamburowski, 2007] ont e´tudie´ aussi les meˆmes contraintes simultane´ment.
De plus, [Baraz and Mosheiov, 2008] ont pre´sente´ un algorithme de glouton hybride´ avec une heu-
ristique ame´lioratrice pour re´soudre un NIPFS afin de minimiser le makespan. Plus re´cemment,
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[Shao et al., 2017] a propose´ un algorithme mime´tique hybride pour re´soudre un NIPFSP. Les au-
teurs ont travaille´ sur le crite`re de makespan et ils ont compare´ leurs re´sultats avec des algorithmes
existants.
D’apre`s la litte´rature, il semble que le seul travail concernant un flow shop hybride, et qui traite
le no-idle time, est celui de [Yazdani and Naderi, 2016]. En effet, les auteurs ont propose´ dans un
premier temps un MIP pour re´soudre les petites instances a` l’optimalite´. Dans un second temps,
deux me´ta-heuristiques, base´es sur la recherche au voisinage et les algorithmes ge´ne´tiques, sont
de´veloppe´es pour re´soudre des instances les plus grandes.
En re´visant la litte´rature, les contraintes lie´es aux arreˆts des machines : idle time et no-idle time
concernent le temps d’inactivite´ des ressources utilise´es dans les ateliers de travail. Ceci est tota-
lement diffe´rent de l’objectif traite´ dans cette the`se qui concerne le nombre de idle-time de´passant
une borne bien de´termine´e. Autrement dit, nous ne sommes pas inte´resse´s a` minimiser la dure´e
d’inactivite´ des machines de l’E1 mais plus toˆt l’objectif souhaite´ est de minimiser le nombre
d’occurrences de ces arreˆts.
7.4 Adaptation du MIP au proble`me traite´
En partant du premier mode`le mathe´matique propose´ dans le chapitre 4, nous ajoutons la
donne´e et les variables de de´cisions suivantes :
1. Donne´e α : la dure´e limite qui entraine une perte non ne´gligeable
2. Variables de de´cision TMm,1i,j : dure´e de temps mort entre le traitement du job i et j sur
la machine m de l’e´tage 1
v1i =
{
1 s’il y a un idle-time qui de´passe α apre´s le traitement du job i
0 sinon
3. Mode`le mathe´matique
Dans ce mode`le, nous gardons les meˆmes contraintes (1),(2),(3),(4),(5), (6),(7), (8), (9), (10), (11)
et(12) que le premier mode`le ou` on minimise Cmax comme objectif.
En premier temps, nous changeons l’objectif en minimiser le nombre des arreˆts de machines de
dure´es maximales sur l’e´tage 1. Ensuite, nous ajoutons les contraintes suivantes :
contrainte (13) calcule le temps mort entre 2 jobs affecte´s a` une meˆme machine
contrainte (14) exprime le temps mort qui ne doit pas de´passer une dure´e α
contrainte (15) de´clare xmkij , a
m,k
i et v
1
i sont binaires,α e´gale a` 30 minutes
contrainte (16) contrainte de non ne´gativite´
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Min
n∑
i=0
v1i
S.C
n+1∑
i=1
xm,ki0 = 0, m ∈Mk, k ∈ {1, 2}, (1)
n∑
i=0
xm,kn+1i = 0, m ∈Mk, k ∈ {1, 2}, (2)
xmkij + x
mk
ji ≤ a
m,k
i , i = 1...n, j = 1...n,m ∈Mk, k = {1, 2}, i 6= j (3)
n∑
i=0
i 6=j
xm,kij = a
m,k
j ∀j = 1...n+1,m ∈Mk, k ∈ {1, 2} (4)
n+1∑
j=1
j 6=i
xm,kij = a
m,k
i , ∀i = 0...n,m ∈Mk, k ∈ {1, 2} (5)
am,k0 = 1, ∀m ∈Mk, k ∈ {1, 2} (6)
am,kn+1 = 1, ∀m ∈Mk, k ∈ {1, 2}, (7)
am,1i = 1, ∀i = 1..n,m = Ai (8)
m2∑
m=1
am,2i = 1 i = 1...n (9)
tj,k ≥ ti,k + Pi,k −M(1− x
mk
ij ) + Sj,k.Bij, i = 0..n, j = 1..n,m ∈Mk, k = {1, 2}, i 6= j
(10)
ti,2 ≤ ti,1 + Pi,1 + li, i = 1...n (11)
ti,2 ≥ ti,1 + Pi,1, i = 1...n (12)
TMm,1ij ≥ tj,1 − (ti,1 + Pi,1)−M(1− x
m,1
ij ), i = 1...n, j = 1...n, ∀i 6= j,m ∈M1, (13)
TMm,1ij ≤M.v
1
i + α.x
m,1
ij , i = 1...n, j = 1...n∀i 6= j,m ∈M1, α = 30 (14)
xm,kij ∈ {0, 1},m ∈Mk, i = 1...n, j = 1...n, k = {1, 2}, i 6= j (15)
am,ki ∈ {0, 1},m ∈Mk, i = 1...n, k = {1, 2} (16)
v1i ∈ {0, 1}, i = 1...n (17)
TMm,1ij , ti,k > 0, i = 1...n, j = 1...n,m = 1..mk, k = {1, 2} (18)
M : un nombre tre`s grand
Comme mentionne´ auparavant, nous ne sommes pas entrain d’utiliser l’approche bi-crite`re quelle
que soit lexicographique ou autre l’approche lexicographique. En effet, dans le cas d’un MIP,
l’approche lexicographique commence par re´soudre un programme mathe´matique 1 (prog 1) pour
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le premier crite`re. Ensuite, on re´sout un deuxie`me programme (prog 2) pour le 2e`me crite`re en
mettant le re´sultat du prog 1 comme contrainte. Ce n’est pas l’approche utilise´e dans cette the`se.
Pour le AG, l’approche utilise´e est aussi une approche mono-crite`re. Toutefois, elle utilise une
me´thode inspire´e de l’approche lexicographique pour classer les individus ; dans le cadre de l’ope´ra-
teur de se´lection. Aucune autre technique bi-crite`re n’est utilise´e avec les autres ope´rateurs.
7.5 Adaptation du AG1 au proble`me traite´
E´tant donne´ que la re´solution par le MIP est limite´e et qu’elle ne peut pas couvrir les instances
de grande taille, nous proposons d’adapter la structure ge´ne´rale de l’AG pre´sente´e dans le chapitre
4, sur lequel nous avons modifie´ l’objectif.
Dans un premier temps, il convient de signaler que les algorithmes e´volutionnistes bi-objectif ou
multi-objectif d’une manie`re ge´ne´rale affectent un score a` une solution selon qu’elle est domine´e ou
non par d’autres solutions de la population courante. La notion de dominance est souvent combine´e
a` des indicateurs pour la de´finition de valeurs de fitness cherche´es.
Dans notre cas d’e´tude et comme mentionne´ avant, tenir en conside´ration un deuxie`me objectif
(minimisation de perte de matie`res) sans explicitement traiter le proble`me en bi-objectifs, nous
a pousse´ a` affiner la recherche de solutions par la ve´rification de 2 crite`res d’optimisation simul-
tane´ment : min Cmax et min Nidle−time−max. Cette e´tape est applique´e dans l’e´valuation de chaque
individu et le classement des solutions. Pour bien expliquer, nous rappelons d’abord les e´tapes de
l’AG ensuite nous de´taillons les modifications apporte´es.
7.5.1 Codage de la solution et ge´ne´ration de la population initiale
Cette e´tape est re´alise´e de la meˆme fac¸on que l’algorithme ge´ne´tique du chapitre 4.
7.5.2 Classement des solutions et fonctions de fitness
Comme indique´ avant, nous avons raffine´ le choix du meilleur individu en introduisant une
fonction de filtrage. En effet, pour chaque individu, nous calculons en premier temps le nombre
des arreˆts de machines sur E1 qui de´passe α(objectif principal), ensuite nous calculons son Cmax.
En ce qui concerne le passage d’une ge´ne´ration a` l’autre, nous avons utilise´ une fonction de clas-
sement de solution avec 2 filtres. Nous classons en premier temps les individus selon le nombre
d‘arreˆts de machines me´morise´s ensuite nous classons en ordre croissant de Cmax les individus ayant
le meˆme nombre d‘arreˆts. De cette manie`re, la population est organise´e en couches ou` chaque couche
contient des solutions trie´es en ordre croissant de pertes et Cmax (voir figure 7.1).
E´tant donne´ que l’objectif souhaite´ est d’avoir des solutions avec 0 long arreˆt de machine et en
conse´quent ze´ro de´chets. Les solutions qui ne satisfont pas les contraintes e´tudie´es peuvent eˆtre ac-
cepte´es. Cependant, l’AG propose´ pre´serve la primaute´ des solutions qui respectent les contraintes
souhaite´es.
Ce filtrage propose´ permet ainsi un passage progressif de solutions de bonne qualite´ (solutions
dominantes), aux moins bonnes (solutions domine´es).
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Figure 7.1 – Classement des individus par 2 crite`res d’optimisation
Cette me´thode est inspire´e de la se´lection lexicographique qui se base sur les pre´fe´rence pre´-
e´tablit par le de´cideur [Mabed et al., 2000]
7.5.3 Ope´rateurs ge´ne´tiques
Puisque le codage des individus est le meˆme que dans le chapitre 5, nous gardons les meˆmes
ope´rateurs de croisement et mutation utilise´s auparavant.
7.6 E´tude de la minimisation des pertes et ses effets sur
le comportement de Cmax
Dans cette section, nous allons e´tudier les re´sultats trouve´s par les MIP et les AGs avec 2
objectifs diffe´rents (objectif 1 : min Cmax, objectif 2 : min Nidle−time−max). En effet, le but est
d’analyser la variation de Cmax proportionnellement avec le nombre de idle-time maximale trouve´
pour chaque famille d’instances.
Pour ce faire, nous proposons de mener une premie`re comparaison entre les deux MIP. Le pre-
mier avec l’objectif Cmax et le second avec l’objectif Nidle−time−max. Ensuite nous pre´sentons une
deuxie`me comparaison entre les 2 AG en se basant e´galement sur l’objectif Cmax et l’objectif
Nidle−time−max. Nous appelons les diffe´rents mode`les : MIPcmax, MIPidle, AGcmax et AGidle
Nous comparons aussi la quantite´ de pertes engendre´e. Il convient de mentionner que :
De´chets (kg) = nombre de temps d’inactivite´ × Q
Q : la quantite´ de matie`re perdue a` chaque arreˆt de machine de´passant une dure´e α.
Dans le cadre de nos expe´rimentations, nous allons prendre Q= 50.
7.6.1 Re´sultats trouve´s par les deux MIP
Dans ce qui suit, nous pre´sentons les re´sultats ge´ne´re´s par les MIPs avec les 2 objectifs e´tudie´s
en ce qui concerne les 2 cate´gories de donne´es.
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Dans les tableaux pre´sente´s ci-dessous, la 1e`re colonne de´signe l’instance. Les colonnes 2 a` 4
repre´sentent respectivement ; pour le MIPcmax, la moyenne des Cmax, le nombre moyen de
Nidle−time−max ainsi que la quantite´ moyenne des pertes.
Les colonnes 5 a` 8 repre´sentent respectivement ; pour leMIPidle les meˆmes donne´es. Reste que dans
le premier cas, le Cmax est ge´ne´re´ par leMIPcmax et par conse´quent la permutation correspondante.
Ensuite le Nidle−time−max qui correspond a` cette permutation est calcule´. Dans le deuxie`me cas,
leNidle−time−max est ge´ne´re´ par MIPidle et par conse´quent la permutation correspondante. Ensuite
le Cmax qui correspond a` cette permutation est calcule´. Nous pre´sentons dans le tableau 7.1, les
re´sultats pour la cate´gorie 1 de donne´es. Les re´sultats de la cate´gorie 2 sont pre´sente´s dans le
tableau 7.4.
Il convient de signaler que le MIP ge´ne`re une seule solution pour chaque objectif, alors qu’il est
possible d’avoir plusieurs solutions diffe´rentes ayant le meˆme Cmax (avec objectif Cmax) ou bien
le meˆme Nidle−time−max (avec l’objectif Nidle−time−max). Donc les observations sont effectue´es par
rapport aux solutions ge´ne´re´es par le solveur. Nous verrons dans la section suivante que l’utilisation
des AGs peut changer les donne´es. Elle donne beaucoup plus de flexibilite´ dans la manipulation
des re´sultats.
Re´sultats pour la 1e`re Cate´gorie de donne´es
Table 7.1 – Re´sultats de makespan et pertes par MIP
Mode`le1 : Min Cmax Mode`le2 : Min Nidle−time−max
n Cmax Nidle−time−max Qte´ perdue Cmax Nidle−time−max Qte´ perdue
10 1007,00 0,87 43,33 1301,33 0,03 1,67
20 1590,67 2,30 115,00 2280,07 0,00 0,00
50 - - - - - -
Dans cette premie`re cate´gorie de donne´e (tableau 7.1), il est clair que leMIPidle produit plus
de solutions avec 0 pertes compare´ au MIPcmax quand le Cmax est minimise´. Avec ce dernier,
on trouve des quantite´s de de´chet qui de´passent 100 kg dans les instances de 20 jobs. En contre
partie, les Cmax trouve´s par le MIPidle sont relativement e´leve´s. Cette diffe´rence pourrait eˆtre
explique´e par le fait que le deuxie`me mode`le e´tend le cycle de production afin d’e´viter la cre´ation
des idle-times avec une dure´e supe´rieure a` α. Par conse´quent, il cre´e plusieurs arreˆts sur le premier
e´tage avec une courte dure´e.
Afin de bien expliquer la cre´ation de la solution avec les 2 MIP , nous pre´sentons ci dessous
la re´solution d’une instance de 20 jobs de la 1e`re cate´gorie de donne´es. Soit pi1 et pi2 les deux
permutations ge´ne´re´es respectivement par MIPcmax et MIPidle. Les tableaux 7.2 et 7.3 pre´sentent
respectivement les outputs de la re´solution par MIPcmax et MIPidle sur le premier e´tage.
— pi1= 13-16-8-5-2-18-19-7-20-15-6-11-17-4-3-9-1-12-14-10
— pi2= 1-19-2-16-13-5-12-15-7-4-11-18-3-6-14-9-8-20-17-10
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Table 7.2 – Exemple de re´solution par MIPcmax
MIP (objCmax)
job M(E1) succ (job) debP(job) P(job) finP(job) debP(succ) idle-time
13 1 8 11 61 72 82 10
8 1 18 82 137 219 227 8
18 1 7 227 114 341 351 10
7 1 20 351 60 411 419 8
20 1 6 419 141 560 567 7
6 1 17 567 76 643 699 56
17 1 4 699 68 767 775 8
4 1 9 775 56 831 921 90
9 1 12 921 126 1047 1055 8
12 1 10 1055 70 1125 1135 10
16 2 5 18 81 99 116 17
5 2 2 116 77 193 205 12
2 2 19 205 57 262 282 20
19 2 15 282 135 417 528 111
15 2 11 528 145 673 673 0
11 2 3 673 110 783 853 70
3 2 1 853 69 922 942 20
1 2 14 942 94 1036 1069 33
Cmax= 1483
Dans ce tableau, on remarque que le nombre d’arreˆt de machine ayant une dure´e > 30 est 5. Par
conse´quent la quantite´ de de´chet= 250 kg. Dans cet exemple, le MIP (objCmax) cherche a` minimiser
le Cmax qui est trouve´e e´gale a` 1483 ;
Table 7.3 – Exemple de re´solution par MIPidle
MIP (objidle)
job M(E1) succ (job) debP(job) P(job) finP(job) debP( succ) idle-time
13 1 12 441 61 502 532 30
12 1 7 532 70 602 612 10
7 1 4 612 60 672 695 23
4 1 18 695 56 751 781 30
18 1 6 781 114 895 923 28
6 1 9 923 76 999 1029 30
9 1 8 1029 126 1155 1155 0
8 1 20 1155 137 1292 1300 8
20 1 17 1300 141 1441 1452 11
17 1 10 1452 68 1520 1550 30
1 2 19 12 94 106 126 20
19 2 2 126 135 261 273 12
2 2 16 273 57 330 348 18
16 2 5 348 81 429 459 30
5 2 15 459 77 536 566 30
15 2 11 566 145 711 741 30
11 2 3 741 110 851 881 30
3 2 14 881 69 950 980 30
Cmax= 2236
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Il est claire que le MIPidle) e´vite les idle-time de plus que 30 minutes et cre´e des arreˆts
acceptables, ce qui explique la quantite´ nulle de de´chets trouve´e. Pour cela, le cycle de production
s’e´tale et on trouve une valeur e´leve´ de Cmax=2236.
Re´sultats pour la 2e`me Cate´gorie de donne´es
Dans cette deuxie`me cate´gorie de donne´e (tableau 7.4), nous soulignons les observations sui-
vantes :
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Table 7.4 – Re´sultats de makespan et pertes par MIP dans les 3 classes
Classe 1
n1= n
Mode`le1 : Min Cmax Mode`le2 : Min Nidle−time−max
Cmax Nidle−time−max Qte´ perdue Cmax Nidle−time−max Qte´ perdue
0,5n
10 249,20 0,73 36,67 431,34 0,00 0,00
20 374,47 0,63 31,67 750,47 0,00 0,00
50 - - - - - -
0,6n
10 249,20 0,70 35,00 451,05 0,00 0,00
20 374,47 0,63 31,67 719,90 0,00 0,00
50 - - - - - -
0,7n
10 254,83 0,67 33,33 379,70 0,00 0,00
20 392,37 1,07 53,33 761,53 0,00 0,00
50 - - - - - -
Classe 2
n1= n
Mode`le1 : Min Cmax Mode`le2 : Min Nidle−time−max
Cmax Nidle−time−max Qte´ perdue Cmax Nidle−time−max Qte´ perdue
0,5n
10 610,70 0,40 20,00 806,12 0,00 0,00
20 936,27 0,50 25,00 1609,97 0,03 1,67
50 - - - - - -
0,6n
10 644,73 0,63 31,67 1063,81 0,00 0,00
20 1048,13 2,10 105,00 1651,60 0,00 0,00
50 - - - - - -
0,7n
10 700,93 0,80 40,00 1030,37 0,00 0,00
20 1214,80 2,27 113,33 1592,77 0,03 1,67
50 - - - - - -
Classe 3
n1= n
Mode`le1 : Min Cmax Mode`le2 : Min Nidle−time−max
Cmax Nidle−time−max Qte´ perdue Cmax Nidle−time−max Qte´ perdue
0,5n
10 945,17 0,17 8,33 1294,88 0,00 0,00
20 1478,10 1,27 63,33 2156,50 0,17 8,33
50 - - - - - -
0,6n
10 1034,53 0,60 30,00 1356,07 0,00 0,00
20 1606,00 2,20 110,00 2068,53 0,07 3,33
50 - - - - - -
0,7n
10 1112,50 0,63 31,67 1246,00 0,00 0,00
20 1849,40 2,30 115,00 2009,30 0,23 11,67
50 - - - - - -
— Classe 1 : pour cette classe, toutes les solutions ge´ne´re´es par le MIPidle e´vitent des longs
arreˆts de machines. En effet, il e´tale le cycle de production pour e´viter les longs arreˆts de
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machines. On observe que le couˆt de ces ”0” pertes est un doublement du Cmax. En contre
partie, les solutions trouve´es par le MIPcmax n’engendrent pas des pertes significatives.
— Classe 2 : dans cette classe, le MIPidle re´sout a` l’optimalite´ toutes les instances de 10 et 20
jobs. Toutefois, on enregistre quelques instances ou` la quantite´ de de´chets 6= 0. Cependant le
Cmax de´passe celui trouve´ par le MIPcmax d’au moins de 30%. Les solutions trouve´es par le
MIPcmax provoquent des pertes qui de´passe 100 kg dans le cas d’un de´se´quilibre de charge
entre les machines (n1 =06 n, n1= 0.7 n).
— Classe 3 : les re´sultats trouve´s dans cette classe sont pareils a` la classe 2.
D’apre`s le tableau, on peut confirmer que les solutions trouve´es par leMIPcmax dans
les 3 classes sont plus inte´ressantes pour les industriels que celles trouve´es par leMIPidle.
Ceci est explique´ par le fait que les quantite´s de de´chets ne sont pas significatives tout en
gardant une meilleure valeur de Cmax.
On voit que les pertes sont nuls, pour n=10 ; soit le nombre de machines paralle`le. Ceci
est pre´vu car un job n’attend jamais avant de passer a` l’e´tage 2. Donc on a pas besoin de
de´caler le lancement des jobs au niveau de l’E1 (ceci e´vite les idletime). Meˆme avec n=20
jobs, il est e´vident que le nombre de long arreˆts des machines ne soit pas aussi important.
D’autre part, les MIP sont limite´s et ne re´solvent pas les instances de grande taille, ce qui
nous encourage a` analyser les re´sultats des AGs.
7.6.2 Re´sultats trouve´s avec AGCmax et AGidle
Dans cette partie, nous allons pre´senter les re´sultats trouve´s par AGCmax et AGidle dans chaque
cate´gorie de donne´es.
Cate´gorie 1 de donne´es
Contrairement au MIP, dans cette premie`re cate´gorie de donne´e (tableau ci dessous 7.5), le
AGidle re´ussit a` obtenir des re´sultats de makespan quasiment les meˆmes que le AGCmax tout en
re´alisant 0 pertes dans les instances de 10, 20 et 50 jobs. Il convient de signaler que AGCmax
provoque des pertes entre 40 et 175 kg.
En ce qui concerne les instances de grande taille (100 et 200 jobs), les Cmax trouve´s par AGidle
de´passent ceux trouve´s par AGCmax de moins 10% en gardant des quantite´s moyennes de de´chets
assez faibles ( < 100 kg) compare´es a` celles obtenus par AGCmax (> 350 kg).
Ces re´sultats sont explique´s par le fait que l’espace de recherche comporte plusieurs solutions
diffe´rentes (permutation diffe´rente) mais ayant meˆme valeur de Cmax, d’ici AGidle choisit celles qui
minimisent les arreˆts de machines de α unite´ de temps en prenant en conside´ration le makespan
comme un 2e`me crite`re.
De point de vue industrielle, les re´sultats trouve´s par AGidle semblent plus inte´ressantes que ceux
trouve´s par AGCmax car ils satisfont les 2 objectifs souhaite´s.
125
Table 7.5 – Re´sultats de makespan et pertes par AG
AG : Min Cmax AG : Min Nidle−time−max
n Cmax Nidle−time−max Qte´ perdue Cmax Nidle−time−max Qte´ perdue
10 1007,00 0,77 38,33 1011,70 0,00 0,00
20 1550,20 1,60 80,00 1539,20 0,00 0,00
50 3215,93 3,47 173,33 3218,73 0,00 0,00
100 5936,63 7,03 351,67 6368,80 0,43 21,67
200 11465,93 14,63 731,67 12169,87 1,90 95,00
Pour bien expliquer ce cas, nous pre´sentons 2 solutions pi1 et pi2 ayant la meˆme valeur de Cmax=
1774 trouve´es respectivement par AGCmax et AGidle. Ces deux solutions enregistrent une quantite´
de pertes diffe´rentes.
— pi1= 15-6-10-18-19-4-8-9-20-3-12-5-14-7-17-11-13-1-16-2
— pi1= 4-19-8-10-9-15-20-7-12-5-6-3-11-13-18-14-17-1-16-2
Les tableaux 7.6 et 7.7 de´crivent respectivement les de´tails de chaque solution. Comme le montre
les tableaux, dans la 1e`re solution, on trouve 2 long arreˆts qui provoquent des pertes de matie`res
alors que dans la 2e`me solution, il y a aucun long arreˆt. Ceci est explique´ par le fait que dans
l’espace de recherche, il y a plusieurs solutions optimales de meˆme valeur de Cmax mais ayant de
diffe´rentes quantite´s de matie`res perdues.
Table 7.6 – Exemple de re´solution par AGCmax
AG (Obj Cmax)
job succ (job) M(E1) debP(job) P(job) finP(job) debP( succ) idle-time
6 18 1 19 91 110 124 14
18 4 1 124 92 216 226 10
4 8 1 226 91 317 317 0
8 9 1 317 89 406 406 0
9 20 1 406 91 497 497 0
20 12 1 497 82 579 597 18
12 14 1 597 80 677 693 16
14 17 1 693 81 774 774 0
17 11 1 774 93 867 887 20
11 13 1 887 81 968 968 0
13 1 1 968 93 1061 1076 15
1 16 1 1076 81 1157 1157 0
16 2 1 1157 95 1252 1252 0
15 10 2 11 86 97 109 12
10 19 2 109 88 197 212 15
19 3 2 212 88 300 510 210
3 5 2 510 100 610 643 33
5 7 2 643 99 742 742 0
Cmax= 1774
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Table 7.7 – Exemple de re´solution par AGidle
AG (Obj idle)
job succ (job) M(E1) debP(job) P(job) finP(job) debP( succ) idle-time
4 8 1 10 91 101 101 0
8 9 1 101 89 190 190 0
9 20 1 190 91 281 281 0
20 12 1 281 82 363 381 18
12 6 1 381 80 461 480 19
6 11 1 480 91 571 591 20
11 13 1 591 81 672 672 0
13 18 1 672 93 765 779 14
18 14 1 779 92 871 887 16
14 17 1 887 81 968 968 0
17 1 1 968 93 1061 1076 15
1 16 1 1076 81 1157 1157 0
16 2 1 1157 95 1252 1252 0
19 10 2 15 88 103 115 12
10 15 2 115 88 203 214 11
15 7 2 214 86 300 316 16
7 5 2 316 93 409 409 0
5 3 2 409 99 508 528 20
Cmax= 1774
Cate´gorie 2 de donne´es
Dans la classe 1 (tableau 7.8), on observe le AGidle ge´ne`re des solutions avec 0 pertes pour
toutes les instances de cette classe, tout en gardant des valeurs de Cmax quasiment les meˆmes que
celles trouve´es par AGCmax. D’autre part, les solutions trouve´es par le AGCmax n’engendrent pas
des pertes significatives.
Cependant, on peut confirmer que le AGidle est plus inte´ressant que AGCmax de point de vue
quantite´ de de´chets signale´es et Cmax.
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Table 7.8 – Classe 1 : re´sultats de makespan et pertes par AG
Classe 1
n1= n
AG : Min Cmax AG : Min Nidle−time−max
Cmax Nidle−time−max Qte´ perdue Cmax Nidle−time−max Qte´ perdue
0,5n
10 249,17 0,00 0,00 249,17 0,00 0,00
20 363,93 0,00 0,00 356,03 0,00 0,00
50 677,90 0,00 0,00 689,53 0,00 0,00
100 1276,37 0,07 3,33 1298,07 0,00 0,00
200 2159,17 0,17 8,33 2427,23 0,00 0,00
0,6n
10 254,83 0,00 0,00 254,83 0,00 0,00
20 366,77 0,03 1,67 373,37 0,00 0,00
50 726,53 0,03 1,67 751,73 0,00 0,00
100 1365,13 0,03 1,67 1412,77 0,00 0,00
200 2585,70 0,07 3,33 2698,70 0,00 0,00
0,7n
10 266,57 0,00 0,00 266,57 0,00 0,00
20 421,27 0,00 0,00 421,27 0,00 0,00
50 868,33 0,00 0,00 868,33 0,00 0,00
100 1601,37 0,03 1,67 1605,47 0,00 0,00
200 3109,77 0,20 10,00 3201,57 0,00 0,00
Le tableau 7.9 pre´sente les re´sultats de la classe 2. En premier temps, nous remarquons que le
AGidle re´ussit a` obtenir des re´sultats de makespan qui sont les meˆmes ou quasiment les meˆmes que
AGCmax dans toutes les instances de 10, 20, 50 et 100 jobs quelque soit la re´partition de charges
de machines.
Il convient de signaler que pour les instances de 100 jobs ou` n1=0.5 n, les valeurs de Cmax sont
plus grandes que celles trouve´es par AGidle d’au moins 3%.
Ainsi, le AGidle de´passe le AGCmax en re´alisant 0 long arreˆt de machines et par conse´quent des
pertes nulles.
En ce qui concerne les instances de 200 jobs, la quantite´ moyenne de de´chets trouve´e par le AGCmax
est d’environ 380 kg quand il s’agit d’un e´quilibre de charges entre les machines. Cependant, le
AGidle minimise clairement cette quantite´ en e´talent le cycle de production, ce qui explique la
valeur moyenne de Cmax > 20 %.
Dans les cas ou` n1=0.6 n et 0.7n, le AGidle surpasse le AGCmax en diminuant les quantite´s de
de´chet de plus que 85% tout en gardant une valeur moyenne de Cmax proche de celle trouve´e par
le AGCmax (< 10% ou` n1=0.6n, < 2% ou` n1=0.7 n).
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Table 7.9 – Classe 2 : re´sultats de makespan et pertes par AG
Classe 2
n1= n
AG : Min Cmax AG : Min Nidle−time−max
Cmax Nidle−time−max Qte´ perdue Cmax Nidle−time−max Qte´ perdue
0,5n
10 609,20 0,00 0,00 609,20 0,00 0,00
20 918,77 0,07 3,33 923,50 0,00 0,00
50 1872,93 0,13 6,67 2095,77 0,00 0,00
100 3481,00 0,23 11,67 3563,83 0,00 0,00
200 6816,03 7,63 381,67 8538,53 0,63 31,67
0,6n
10 624,93 0,00 0,00 624,93 0,00 0,00
20 1034,77 0,13 8,33 1059,97 0,00 0,00
50 2115,10 0,27 13,33 2120,20 0,00 0,00
100 3980,23 0,23 11,67 3993,73 0,00 0,00
200 7883,43 4,80 240,00 8611,87 0,57 30,00
0,7n
10 1112,50 0,00 0,00 1112,50 0,00 0,00
20 1162,03 0,07 3,33 1184,07 0,00 0,00
50 2421,80 0,27 13,33 2448,30 0,00 0,00
100 4601,50 0,43 21,67 4614,00 0,00 0,00
200 8860,33 2,97 148,33 9023,17 0,47 23,33
Le tableau 7.10 pre´sente les re´sultats de la classe 3. Cette classe 3 est la plus difficile a` re´soudre,
ce qui explique l’incapacite´ des 2 AG a` trouver des solutions avec 0 pertes dans les instances de
grande taille.
Il est clair que le AGidle surpasse le AGCmax en re´alisant des pertes faibles voir nulles dans toutes
les instances de 10, 20, 50 jobs quelque soit la re´partition de charges de machines tout en gardant
une valeur moyenne de Cmax la meˆme ou proche de celle trouve´e par le AGCmax (< 7% ).
En ce qui concerne les instances de 100 et 200 jobs, la quantite´ moyenne de de´chets trouve´e par
le AGCmax varie entre [183,1355]. Toutefois, le AGidle ge´ne`re des solutions avec des pertes de plus
que 30% tout en gardant une valeur moyenne de Cmax proche de celle trouve´e par le AGCmax (<
10% pour les instances de 100 jobs, < 2% pour les instances de 200 jobs).
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Table 7.10 – Classe 3 : re´sultats de makespan et pertes par AG
Classe 3
n1= n
AG : Min Cmax AG : Min Nidle−time−max
Cmax Nidle−time−max Qte´ perdue Cmax Nidle−time−max Qte´ perdue
0,5n
10 945,17 0,00 0,00 945,17 0,00 0,00
20 1439,73 1,03 51,67 1456,33 0,00 0,00
50 2956,93 3,47 173,33 3153,43 0,70 35,00
100 5516,80 9,73 486,67 6010,50 1,53 76,67
200 10647,27 27,07 1353,33 10824,73 6,47 323,33
0,6n
10 1034,53 0,00 0,00 1034,53 0,00 0,00
20 1579,63 0,40 20,00 1582,63 0,00 0,00
50 3285,27 2,30 115,00 3525,90 0,10 5,00
100 6272,10 5,03 251,67 6715,00 0,90 45,00
200 12171,67 25,00 1250,00 12705,87 2,97 148,33
0,7n
10 1112,50 0,00 0,00 1112,50 0,00 0,00
20 1767,73 0,30 15,00 1767,80 0,00 0,00
50 3706,73 1,40 70,00 3828,87 0,00 0,00
100 6984,40 3,67 183,33 8395,06 0,03 1,67
200 13521,11 17,22 861,11 13742,20 1,93 96,72
7.7 Comparaison AG(Cmax,
∑
de´chets) vs AG(
∑
de´chets,
Cmax)
Dans cette section, nous proposons de comparer deux approches. Dans la premie`re, nous trions
les individus selon le crite`re Cmax, suivi du crite`re Nidle−time−max. Nous appelons AGCmax−idle
l’approche qui re´sout Lex(Cmax,
∑
de´chets).
Nous appelons la deuxie`me approche AGidle−Cmax qui re´sout Lex(
∑
de´chets, Cmax).
7.7.1 Lex(Cmax,
∑
de´chets) vs Lex(
∑
de´chets, Cmax) dans la cate´gorie
1
Table 7.11 – Re´sultats de makespan et pertes par AGCmax−idle et AGidle−Cmax
AGCmax−idle AGidle−Cmax
n Cmax Nidle−time−max > 30 Q.perdue Cmax Nidle−time−max > 30 Q.perdue
10 1011,70 0,00 0,00 1011,70 0,00 0,00
20 1539,20 0,00 0,00 1539,20 0,00 0,00
50 3218,73 0,00 0,00 3218,73 0,00 0,00
100 6368,80 0,43 21,67 6368,80 0,43 21,67
200 12124,13 1,54 77,00 12169,87 1,90 95,00
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Dans cette premie`re cate´gorie de donne´es, les 2 AGs (tableau 7.11) AGCmax−idle et AGidle−Cmax
ge´ne`rent les meˆmes re´sultats pour les instances de 10, 20, 50 et 100 jobs. Les solutions trouve´es ont
enregistre´ des quantite´s nulles de de´chets. Ceci montre que les 2 AGs sortent avec les meˆmes optima
locaux Cmax. En ce qui concerne les instances de 200 jobs, AGCmax−idle surpasse AGidle−Cmax car
le premier AG a re´ussi a` trouver des solutions meilleures qui re´pondent au mieux aux 2 objectifs.
La quantite´ de de´chets trouve´e par AGCmax−idle est diminue´ de 24% par rapport a` celle trouve´e
par AGidle−Cmax.
7.7.2 Lex(Cmax,
∑
de´chets) vs Lex(
∑
de´chets, Cmax) dans la cate´gorie
2
Les tableaux 7.12, 7.13 et 7.14 re´sument les re´sultats trouve´s dans les 3 classes de la cate´gorie
2 de donne´es.
Table 7.12 – Re´sultats de makespan et pertes par AGCmax−idle et AGidle−Cmax dans la classe 1
Classe 1
AGCmax−idle AGidle−Cmax
n1= n Cmax Nidle−time−max Qte´ perdue Cmax Nidle−time−max Qte´ perdue
0,5n
10 249,17 0,00 0,00 249,17 0,00 0,00
20 356,03 0,00 0,00 356,03 0,00 0,00
50 689,53 0,00 0,00 689,53 0,00 0,00
100 1298,07 0,00 0,00 1298,07 0,00 0,00
200 2427,23 0,00 0,00 2427,23 0,00 0,00
0,6n
10 254,83 0,00 0,00 254,83 0,00 0,00
20 373,37 0,00 0,00 373,37 0,00 0,00
50 751,73 0,00 0,00 751,73 0,00 0,00
100 1401,93 0,00 0,00 1412,77 0,00 0,00
200 2654,30 0,00 0,00 2698,70 0,00 0,00
0,7n
10 266,57 0,00 0,00 266,57 0,00 0,00
20 421,27 0,00 0,00 421,27 0,00 0,00
50 868,33 0,00 0,00 868,33 0,00 0,00
100 1605,47 0,00 0,00 1605,47 0,00 0,00
200 3201,57 0,00 0,00 3201,57 0,00 0,00
Dans la classe 1 (tableau 7.12), nous observons clairement que AGCmax−idle et AGidle−Cmax ont
ge´ne´re´ des solutions avec des quantite´s nulles de de´chets pour toutes les instances de cette classe.
D’autre part, nous remarquons que les 2 AGs ont trouve´s les meˆmes valeurs de Cmax pour toutes
les instances sauf celles de 100 et 200 jobs ou` n1=0.6 n. Nous notons une baisse non significative
de Cmax (infe´rieure a` 2%). Ceci est explique´ par le fait que les 2 AGs se basent sur un pool
d’individus en passant d’une ge´ne´ration a` une autre. La diversite´ des solutions rencontre´es permet
de trouver des solutions ayant des valeurs de Cmax diffe´rentes qui engendrent des quantite´s de
de´chets nulles.
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Table 7.13 – Re´sultats de makespan et pertes par AGCmax−idle et AGidle−Cmax dans la classe 2
Classe 2
AGCmax−idle AGidle−Cmax
n1= n Cmax Nidle−time−max Qte´ perdue Cmax Nidle−time−max Qte´ perdue
0,5n
10 609,20 0,00 0,00 609,20 0,00 0,00
20 923,50 0,00 0,00 923,50 0,00 0,00
50 2095,77 0,00 0,00 2095,77 0,00 0,00
100 3561,90 0,00 0,00 3563,83 0,00 0,00
200 8623,38 0,96 48,00 8551,87 0,70 35,00
0,6n
10 624,93 0,00 0,00 624,93 0,00 0,00
20 1059,97 0,00 0,00 1059,97 0,00 0,00
50 2139,46 0,00 0,00 2120,20 0,00 0,00
100 4013,09 0,00 0,00 3993,73 0,00 0,00
200 8871,34 1,18 59,00 8611,87 0,57 30,00
0,7n
10 1112,50 0,00 0,00 1112,50 0,00 0,00
20 1184,07 0,00 0,00 1184,07 0,00 0,00
50 2448,30 0,00 0,00 2448,30 0,00 0,00
100 4659,36 0,00 0,00 4614,00 0,00 0,00
200 9109,89 1,83 91,50 9023,17 0,47 23,33
Le tableau 7.13 pre´sente les re´sultats de la classe 2. En premier temps, nous remarquons que
AGCmax−idle et AGidle−Cmax re´ussissent a` obtenir les meˆmes re´sultats de makespan et des ze´ros
long arreˆts de machines dans toutes les instances de 10, 20, 50 jobs quelque soit la re´partition de
charges de machines.
Il convient de signaler que pour les instances de 100 jobs ou` n1=0.5 n, les valeurs de Cmax trouve´es
par AGCmax−idle sont le´ge`rement meilleures de 0.01% . D’autre part, nous remarquons que les deux
AGs n’arrivent pas a` trouver des solutions avec des quantite´s de de´chets nulles pour les instances
de 200 jobs.
Dans les cas ou` n1=0.6 n et 0.7n, les instances de 100 et 200 jobs sont re´solues par AGidle−Cmax
plus efficacement.
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Table 7.14 – Re´sultats de makespan et pertes par AGCmax−idle et AGidle−Cmax dans la classe 3
Classe 3
AGCmax−idle AGidle−Cmax
n1= n Cmax Nidle−time−max Qte´ perdue Cmax Nidle−time−max Qte´ perdue
0,5n
10 945,17 0,00 0,00 945,17 0,00 0,00
20 1456,33 0,00 0,00 1456,33 0,00 0,00
50 3325,94 1,56 78,00 3153,43 0,70 35,00
100 6210,50 2,88 144,00 6010,50 1,53 76,67
200 10966,07 6,93 346,50 10824,73 6,47 323,33
0,6n
10 1034,53 0,00 0,00 1034,53 0,00 0,00
20 1582,63 0,00 00,00 1582,63 0,00 0,00
50 3525,90 0,10 5,00 3525,90 0,10 5,00
100 6794,00 1,12 56,00 6715,00 0,90 45,00
200 12942,35 4,33 216,50 12705,87 2,97 148,33
0,7n
10 1112,50 0,00 0,00 1112,50 0,00 0,00
20 1767,80 0,00 0,00 1767,80 0,00 0,00
50 3828,87 0,00 0,00 3828,87 0,00 0,00
100 8408,56 0,24 12,00 8395,06 0,03 1,67
200 13743,00 1,67 83,50 13742,20 1,93 96,72
Le tableau 7.14 pre´sente les re´sultats de la classe 3. Tout d’abord, nous notons que les 2 AGs
re´ussissent a` trouver les meˆmes re´sultats de makespan et des ze´ros long arreˆts de machines dans
toutes les instances de 10, 20, 50 jobs (sauf celles de 50 jobs ou` n1=0.5 n). Ensuite, nous remarquons
l’incapacite´ des 2 AGs a` trouver des solutions avec 0 pertes dans les instances de grande taille.
Ceci confirme notre conclusion pre´ce´dente que la classe 3 est la plus difficile a` re´soudre
Cependant, AGidle−Cmax surpasse AGCmax−idle en re´alisant de meilleurs re´sultats de makespan ainsi
des quantite´s de de´chets plus faibles dans toutes les instances de 100 et 200 jobs, quelque soit la
re´partition de charges de machines.
En re´sume´, les re´sultats des 2 AGs : AGCmax−idle et AGidle−Cmax sont proches dans les 3 classes
de donne´es. Les valeurs de Makespan et les quantite´s de de´chets sont acceptables de point de vue
industrielle.
7.8 Conclusion
Dans ce chapitre, nous avons introduit un nouvel objectif soit la minimisation des pertes lie´e
a` la minimisation des occurrences d’arreˆts de machines. Pour cela, nous avons bien e´tudie´ une
nouvelle contrainte, a` savoir un idle time maximal. L’objectif e´tant de minimiser les de´chets non
recyclables.
Pour re´aliser l’objectif souhaite´, nous avons propose´ en premier temps une re-formulation de MIP
du chapitre 4. Ensuite, nous avons adapte´ l’AG du chapitre 5 afin qu’il re´ponde aux deux crite`res
cherche´s par les industriels, avoir une meilleur valeur de makespan et moins de matie`res perdues
possible. Nous avons teste´ deux approches (AGs) avec Lex(Cmax,
∑
de´chets) et Lex(
∑
de´chets,
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Cmax). Les re´sultats trouve´s par les AGs sont inte´ressants quoi que ce soit l’ordre des objectifs
re´solus et encourageants d’ame´liorer la recherche avec ce nouvel objectif.
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Chapitre 8
Conclusion ge´ne´rale
Cette the`se est une contribution pour re´soudre un syste`me de production complexe. Le
proble`me traite´ est inspire´ d’un cas industriel re´el rencontre´ dans l’industrie agro-alimentaire.
Il s’agit d’un flow shop hybride a` 2 e´tages, avec des machines de´die´es sur l’e´tage 1 et plusieurs
machines paralle`les sur l’e´tage 2. Ce type de syste`me est soumis a` diffe´rentes contraintes
temporelles. Dans ce qui suit, nous pre´sentons les conclusions de nos travaux ou` une attention
particulie`re sera donne´e a` nos contributions. Nous proposons e´galement des perspectives de travail.
Dans le chapitre 2, nous avons pre´sente´ le proble`me industriel re´el suivi d’une classifica-
tion scientifique de ce dernier. Nous avons aussi discute´ l’importance de crite`res d’optimisation
e´tudie´s pour l’entreprise concerne´e.
Dans le chapitre 3, un e´tat de l’art relatif aux proble`mes de la litte´rature les plus proches du
notre a e´te´ pre´sente´ ou` nous avons de´taille´ les contraintes de setup, setup par famille, no-wait et
time lag. De plus, la litte´rature relative au flow shop hybride avec machines de´die´es a e´te´ e´tudie´.
En se basant sur une synthe`se de revue nous avons constate´ que le proble`me du flow shop
hybride avec machines de´die´es soumis simultane´ment aux contraintes de setup de groupe et de
time lag maximal n’a pas e´te´ traite´ dans la litte´rature auparavant. E´tudier ce proble`me est une
contribution en soit. E´tant donne´ que le proble`me est traite´ pour la premie`re fois, nous avons
de´cide´ de l’approcher par des me´thodes de re´solution varie´es.
Dans le chapitre 4, nous avons propose´ dans un premier temps, deux mode´lisations mathe´ma-
tiques diffe´rentes du proble`me e´tudie´. Ces mode´lisations ont permis de prendre en compte les
diffe´rentes nouvelles contraintes industrielles. Pour re´soudre les mode`les propose´s nous avons fait
appel au solveur CPLEX. Dans un second temps, nous avons pre´sente´ des bornes infe´rieures qui
sont une extension des bornes de la litte´rature a` notre proble`me. D’autre part, nous avons mene´
une large e´valuation des bornes propose´es afin de de´terminer la meilleure. Les re´sultats trouve´s
montrent que seulement les instances de petite taille (10 jobs) sont re´solues a` l’optimum. Pour des
instances de taille plus re´aliste, le solveur est incapable de re´soudre a` l’optimalite´ les proble`mes
qui de´passent les 20 jobs dans les 2 cate´gories de donne´es, a` savoir la cate´gorie inspire´e du cas
re´el et la cate´gorie inspire´e de la litte´rature.
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Le chapitre 5 a e´te´ de´die´ a` une me´thode de re´solution approche´e base´e sur des algorithmes
e´volutionnistes. En effet, deux AGs et un AM ont e´te´ propose´s pour identifier les dates optimales
d’ache`vement de production. Une heuristique adapte´e au ≪SDFST≫ a e´te´ e´galement propose´e.
Afin d’e´valuer l’efficacite´ des ope´rateurs ge´ne´tiques utilise´s et la capacite´ des AGs a` ame´liorer les
solutions de la population initiale, nous avons compare´ les deux AGs purs a` un simple algorithme
ale´atoire. Les re´sultats trouve´s ont montre´ une grande supe´riorite´ des AGs pur. Cependant, la
version d’un AG pur n’a pas permis de trouver des solutions de bonne qualite´ pour les instances
de grande taille de la cate´gorie 2 de donne´es.
Pour reme´dier a` ce proble`me, nous avons combine´ la me´thode propose´e avec une heuristique et
une recherche locale ite´rative. Les tests ont montre´ l’efficacite´ de l’approche propose´e. En effet,
des solutions optimales des instances de petite et moyenne taille sont obtenues. Ce proble`me a e´te´
re´solu d’une manie`re exacte en ce qui concerne les instances de petite et moyenne taille. De plus,
tout le reste des instances dans les 2 cate´gories de donne´es sont re´solues en moins de huit minutes
environ, avec des e´carts par rapport a` la borne infe´rieure ne de´passant pas 6%. Ceci prouve
non seulement la qualite´ des solutions fournies mais aussi la maˆıtrise du temps de calcul qui
correspond bien aux standards de l’industrie. En revanche, il convient d’exclure de cette de´duction
les instances de 200 jobs de la troisie`me classe (qui s’est re´ve´le´e la plus difficile) ayant une balance
des charges entres les deux machines de´die´es, car un e´cart le´ge`rement e´leve´ : 9.5% a e´te´ obtenu.
Selon les re´sultats trouve´s, l’AG1+ RLI a surpasse´ AG2+RLI dans les 3 classes de la cate´gorie
2 de donne´es ou` il ya un de´se´quilibre de charges entre les machines de´die´es. Pour le reste des
instances de donne´es, AG2+RLI s’est ave´re´ plus efficace. De plus, et dans le but d’e´valuer l’apport
des AGs, nous avons compare´ une version de l’AG a` une version d’un algorithme me´me´tique.
Nous avons conclu que l’AG renforce´ par la recherche locale ite´rative est meilleur.
Le chapitre 6 a e´te´ consacre´ a` une me´thode d’e´nume´ration combine´e avec une recherche
locale. Nous avons appele´ la me´thode propose´e une heuristique arborescente (HA). En effet, nous
avons d’une part re´utilise´ des bornes infe´rieures (LBs) globales du chapitre 4. Et d’autre part,
nous avons propose´ des LBs pour les ordonnancements partiels. Pour explorer plus l’espace de
recherche, nous avons re´utilise´ une proposition de la litte´rature qui permet d’acce´le´rer l’explora-
tion de l’arbre : ne pas visiter des nœuds ayant une marge faible par rapport a` une LB initiale.
Ensuite, nous avons utilise´ une me´thode approprie´e de re´paration qui consiste a` appliquer une
recherche locale le´ge`re et un test de ve´rification des solutions de non-permutation. Ceci a permis
de rattraper la perte d’une solution optimale si elle n’est pas rencontre´e dans l’arbre. Afin de
valider l’optimalite´ des solutions ge´ne´re´es, nous avons utilise´ le MIPstart de CPLEX apre`s avoir
effectue´ un examen minutieux de ses options de re´glage. Nous avons note´ une grande efficacite´
de l’algorithme propose´ ce qui explique la bonne qualite´ des solutions retourne´es. L’efficacite´ de
cette me´thode est mesure´e par deux crite`res : (1) le nombre d’instances re´solues a` l’optimum ; (2)
l’e´cart moyen des instances non re´solues par rapport a` la meilleure borne infe´rieure conside´re´e
dans la the`se. Les re´sultats trouve´s ont montre´ un taux e´leve´ de re´solution a` l’optimalite´ qui a
de´passe´ 50% dans la cate´gorie 1 de donne´es (sauf les instances de 200 jobs) tandis que ce taux a
varie´ entre 16% et 94% dans la cate´gorie 2.
Pour le deuxie`me crite`re, les solutions des instances non re´solues e´taient proches de l’optimum
car l’e´cart trouve´ n’a pas de´passe´ 1.9% dans la premie`re cate´gorie de donne´es ; 4.8%, 2.5%, 7%
respectivement dans la classe 1, 2 et 3 de la deuxie`me cate´gorie de donne´es.
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Le chapitre 7 a e´te´ consacre´ a` l’e´tude d’un second objectif qui vise a` minimiser les quan-
tite´s de matie`res perdues. Ceci revient a` minimiser les occurrences des longs arreˆts des machines.
Nous avons ainsi introduit une nouvelle contrainte jamais traite´e dans la litte´rature mais qui joue
un roˆle tre`s important dans l’industrie qui traite des produits pe´rissables. Dans un premier temps,
nous avons analyse´ quelques e´tudes trouve´es dans la litte´rature concernant la contrainte la plus
proche ≪ no-idle time ≫. Ensuite, une extension d’un mode`le mathe´matique pre´sente´ au chapitre
4 a e´te´ adapte´e pour prendre en conside´ration la nouvelle contrainte de idle-time maximal. Par
ailleurs, une adaptation de l’AG1 pre´sente´ dans le chapitre 5 a e´galement e´te´ de´veloppe´e. Nous
avons e´tudie´ l’effet de la minimisation du Cmax sur les pertes de matie`re et vice-versa. Nous
avons notamment constate´ qu’il ne faut pas s’arreˆter a` la premie`re solution optimale ou bonne
solution pour un objectif donne´ (Cmax ou Idle-time), mais qu’il faut se baser sur un pool de
solutions, car l’une de ces solutions peut e´galement eˆtre bonne pour l’autre crite`re. Nous avons
e´galement constate´ que pour certaines solutions ayant la meˆme valeur de Cmax, elles pouvaient
re´pondre mieux pour le second objectif traite´. Nous avons base´ notre se´lection sur une proce´dure
lexicographique, sans toutefois faire appel a` la programmation bi-objectif.
La mode´lisation mathe´matique propose´e dans un premier temps a satisfait seulement le deuxie`me
objectif et a fourni des solutions non acceptables du point de vue industriel car le solveur ge´ne`re
une seule solution pour chaque crite`re. La seconde approche a releve´ ce de´fi en incluant d’abord
la prise en compte de la minimisation de nombre de idle-time maximal, et ensuite le respect des
dates de production maximales. Nous avons teste´ deux approches avec Lex(Cmax,
∑
de´chets)
et Lex(
∑
de´chets, Cmax). Ceci a apporte´ une nette ame´lioration des solutions : une baisse de
plus de 20% de la quantite´ moyenne de de´chets. Cette contribution correspond bien aux attentes
d’industriels.
La re´alisation de cette the`se a abouti a` de bons re´sultats pour le proble`me industriel e´tudie´, ce qui
nous encourage a` de´velopper d’autres aspects envisageables et ouvrant de nouvelles perspectives .
— Les mode`les mathe´matiques propose´s dans cette the`se pourront eˆtre e´tendus en conside´rant
un bi-objectif, a` savoir, optimiser deux objectifs simultane´ment, par exemple minimiser le
makespan tout en optimisant les quantite´s de de´chets perdues ou conside´rer un autre objectif ;
— La minimisation des retards pre´sente aussi un de´fi pour l’entreprise quand il s’agit d’une pro-
duction sur commande. Dans cette situation, un nouveau crite`re d’optimisation est a` explo-
rer. En effet, l’entreprise rec¸oit au cours de l’anne´e des commandes avec des caracte´ristiques
spe´cifiques (poids, emballage, date de livraison...). Par conse´quent, l’entreprise doit respecter
les dates de livraison de´ja` fixe´es par le client afin d’e´tablir les ordres de fabrication. Dans ce
cadre, on peut proposer un ordonnancement multi-agent.
— Envisager la mise en place d’une me´thode exacte : un algorithme de se´paration et e´valuation
(PSE). Dans ce contexte, on peut envisager de re´soudre le proble`me syme´trique de notre
proble`me e´tudie´ en conside´rant l’e´tage 1 comme e´tant un TSP avec time window.
— Dans les situations re´elles d’ordonnancement, l’incertitude provient principalement des va-
riables d’environnement, ceci encourage a` aborder l’aspect dynamique qui est absent dans
cette the`se. Il sera judicieux donc de pouvoir entamer une e´tude qui prend en compte les
incertitudes tactiques par exemple. Dans ce cas, la prise de de´cision a` moyen terme peut
eˆtre perturbe´e ou change´e a` cause des perturbations dans l’information, telles que les flux
des matie`res, les parame`tres du marche´. Il sera donc ne´cessaire d’inclure ces changements,
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d’une manie`re dynamique au sein d’une solution existante et de traiter ce type d’incertitudes
comme perspective scientifique.
— Tester d’autres techniques telles que la me´thode de satisfaction des contraintes qui a fait ses
preuves avec d’autres proble`mes d’optimisation ;
— E´tendre et ge´ne´raliser les approches propose´es a` d’autres industries qui pre´sentent les meˆmes
types de contraintes telles que les industries pharmaceutiques ou chimiques.
Toutes ces pistes de recherche sont tre`s prometteuses et montrent l’importance croissante des
proble`mes d’ordonnancement tant sur le plan e´conomique que sur le plan sur le plan acade´mique.
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Annexe A
Analyse des parame`tres AG
Analyse pour 50 Jobs
Figure A.1 – SIPINA output (50 jobs)
Table A.1 – Taux d’affectation d’ope´rateur(50 jobs)
Goodness of split Accept
Croisement 0.0374 O
Taille 0.0074 N
Ge´ne´ration 0.0037 N
Se´lection 0.0000 N
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Table A.2 – Ope´rateur de mutation (50 jobs)
ins 0.2 ins 0.5 insert sw 0.2 sw 0.5 swap Total
RMPX 6,452 6,327 6,39 6,441 6,453 6,447 6,418
0.7 6,838 6,614 6,726 6,621 6,745 6,683 6,705
0.9 6,397 6,292 6,345 6,428 6,416 6,422 6,383
1.0 6,121 6,074 6,098 6,275 6,198 6,237 6,167
SJOX 7,497 7,588 7,543 7,535 7,541 7,538 7,54
0.7 7,873 7,954 7,913 7,898 7,969 7,933 7,923
0.9 7,383 7,555 7,469 7,485 7,483 7,484 7,477
1.0 7,236 7,255 7,246 7,223 7,171 7,197 7,221
Total 6,975 6,958 6,966 6,988 6,997 6,993 6,979
Table A.3 – Ope´rateur taille de la population et nombre de ge´ne´rations
G100 G200 G500 Total
RMPX 3,934 3,894 3,611 3,813
insert 3,911 3,96 3,677 3,849
swap 3,958 3,828 3,545 3,777
SJOX 3,997 3,964 3,964 3,975
insert 3,982 3,975 4,004 3,987
swap 4,011 3,953 3,925 3,963
Total 3,965 3,929 3,788 3,894
T100 T150 T200 Total
RMPX 4,131 3,796 3,512 3,813
insert 4,097 3,899 3,551 3,849
swap 4,164 3,693 3,473 3,777
SJOX 4,208 3,952 3,766 3,975
insert 4,213 3,941 3,808 3,987
swap 4,203 3,963 3,723 3,963
Total 4,169 3,874 3,639 3,894
Analyse pour 100 Jobs
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Figure A.2 – SIPINA output (100 jobs)
Table A.4 – Taux d’affectation d’ope´rateur(100 jobs)
Goodness of split Correlation Accept
Croisement 0.0356 0.0356 O
Taille 0.0080 0.0080 N
Ge´ne´ration 0.0075 0.0075 N
Se´lection 0.0000 0.0000 N
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Table A.5 – Ope´rateur taille de la population et nombre de ge´ne´rations
G100 G200 G500 Total
RMPX 10,335 9,588 9,121 9,681
insert 10,371 9,568 9,095 9,678
swap 10,299 9,607 9,147 9,684
SJOX 10,909 10,991 11 10,967
insert 10,84 10,959 10,963 10,92
swap 10,979 11,023 11,038 11,013
Total 10,622 10,289 10,061 10,324
T100 T150 T200 Total
RMPX 10,115 9,588 9,341 9,681
insert 10,152 9,561 9,322 9,678
swap 10,078 9,616 9,359 9,684
SJOX 11,626 10,802 10,472 10,967
insert 11,59 10,785 10,386 10,92
swap 11,663 10,82 10,557 11,013
Total 10,871 10,195 9,906 10,324
Analyse pour 200 Jobs
Figure A.3 – SIPINA output (200 jobs)
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Table A.6 – Taux d’affectation d’ope´rateur(200 jobs)
Goodness of split Correlation Accept
Croisement 0.0362 0.0362 O
Taille 0.0167 0.0167 0
Ge´ne´ration 0.0000 0.0075 N
Se´lection 0.0000 0.0000 N
Table A.7 – Ope´rateur taille de la population et nombre de ge´ne´rations
G100 G200 G500 Total
RMPX 10,335 9,588 9,121 9,681
insert 10,371 9,568 9,095 9,678
swap 10,299 9,607 9,147 9,684
SJOX 10,909 10,991 11 10,967
insert 10,84 10,959 10,963 10,92
swap 10,979 11,023 11,038 11,013
Total 10,622 10,289 10,061 10,324
T100 T150 T200 Total
RMPX 10,115 9,588 9,341 9,681
insert 10,152 9,561 9,322 9,678
swap 10,078 9,616 9,359 9,684
SJOX 11,626 10,802 10,472 10,967
insert 11,59 10,785 10,386 10,92
swap 11,663 10,82 10,557 11,013
Total 10,871 10,195 9,906 10,324
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Annexe B
Publications scientifiques
— Harbaoui.H, Morineau.O, and Khalfallah.S. “Scheduling a two-stage hybrid flow shop with
dedicated machines, time lags and sequence-dependent family setup times.” In IEEE System,
Cybernetic and Man, Budapest, Hongry, 9-13 October 2016
— Harbaoui.H, S. Khalfallah.S, and Morineau.O. ”A case study of a hybrid flow shop with
no-wait and limited idle time to minimize material waste.”IEEE Intelligent Systems and
Informatics (SISY), Subotica, Serbia 2017
— Harbaoui.H, Khalfallah.S, and Morineau.O. ” A novel hybrid GA for the assignment of
jobs to machines in a complex hybrid flow shop problem.” Intelligent Systems Design and
Applications (ISDA), Delhi, India 2017.
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     des machines dédiées soumis à différentes contraintes temporelles  
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Résumé : L’accroissement des profits, à 
travers l’amélioration de la productivité et la 
réduction des pertes de matières, représente 
un objectif primordial pour les entreprises 
industrielles. Dans cette thèse, nous nous 
intéressons à la résolution d’un problème 
industriel complexe réel avec des contraintes 
de temps. Nous nous sommes intéressés, tout 
d’abord, à un objectif principal, soit la 
minimisation des dates de fin de production, 
suivi d’un objectif secondaire qui est la 
minimisation des quantités de déchets non 
recyclables.  
Dans un premier temps, nous avons modélisé 
le problème par des modèles mathématiques, 
que nous avons résolu à l’aide d’un solveur. 
Dans un second temps, nous avons proposé 
une méthode approchée en forme 
d’algorithmes évolutionnistes. Cette méthode 
est appliquée aux deux objectifs mentionnés ci-
dessus séparément. Une troisième méthode 
est ensuite appliquée à l’objectif principal, à 
savoir une méthode arborescente approchée. 
Nous avons testé les algorithmes proposés sur 
des instances inspirées d’un cas réel ; issues 
d’une entreprise du secteur agroalimentaire et 
sur des instances inspirées de la littérature. 
Title :  Scheduling of a complex industrial production system: hybrid flow shop with  dedicated 
 machines and different time constraints 
Keywords :  Scheduling, temporal constraints, meta-heuristic, Hybrid flow shop, MIP 
Abstract:  Increasing profits, through the 
improvement of productivity and minimizing 
waste, is a primary objective for industrial 
companies. In this thesis, we are interested in 
solving a real complex industrial problem with 
time constraints. Firstly, we were interested in 
minimizing completion time (Cmax). Secondly, we 
focused on minimizing of non-recyclable waste. 
As a first step, we formulated the problem by 
mathematical models, which we solved using a 
solver. 
In a second step, we proposed an approximate 
method in the form of evolutionary algorithms. 
Both methods were applied to the two 
objectives mentioned above separately. Then, 
a third method which is a tree-search algorithm 
was applied only to the main objective. We 
tested the proposed algorithms on instances 
inspired from a real case; from an agri-food 
business, and also on instances inspired from 
the literature. 
