Many categorical frameworks have been proposed to formalize the idea of gluing Petri nets with each other. Such frameworks model net gluings in terms of sharing of resources or synchronization of transitions. Interpretations given to these gluings are more or less satisfactory when we consider Petri nets with a semantics attached to them.
Introduction
In the last years, applications of category theory to concurrency, and in particular to Petri nets, have been flourishing [8, 18, 19, 21] . These applications span two main directions: On one hand, they organize Petri nets and their morphisms into categories, and prove interesting correspondences with other categories [14, 15] . Regarding this, much has been written on how particular classes of symmetric monoidal categories (SMCs) provide a nice semantics describing the flow of tokens in a net [1, 6, 11, 17] .
On the other hand, researchers tried to employ tools from category theory to endow Petri nets with ports and connect them together to form bigger nets. This direction of research can be itself split in multiple subthreads, which can be categorized as:
• Work about connecting nets by merging their places [1, 2, 3, 8] ;
• Work about connecting nets by synchronizing their transitions [7, 18, 19] ;
• Other approaches, e.g. [4, 5] .
Perhaps curiously, all these different directions of research have never been really unified. In particular, mapping nets to symmetric monoidal categories can be very useful for practical applications, since it allows to endow Petri nets with a semantics via monoidal functors [21] . Still, it is not really clear what happens to said semantics when one tries to endow such nets with ports. Indeed, some net composition paradigms, such as in [7] , seem to embrace an observational point of view that may not be directly compatible with the process interpretation given by the mapping to SMCs.
On the contrary, place-based net composition as in [8] seems to be naturally friendlier when it comes to mappings to SMCs. Still, it surprises that no endevour, at least to the author knowledge, has been made to investigate if the place-and the transition-based composition paradigms are somehow instances of a more general notion of net composition.
In this work, we try to answer these questions. By generalizing the notion of morphism between nets, we show how different ways of gluing nets together can be modelled using colimits and functors. Perhaps surprisingly, we reject the notion of "ports" for nets altogether, arguing that this concept has been somehow overimposed without really taking net structure into consideration.
Throughout the paper, considerable effort will be made to point out weather a kind of gluing is or is not computationally expensive, or ultimately feasible when it comes to implementing it in code. Moreover, we will often draw comparisons between what happens to nets, whose underlying structure is the one of an hypegraph, and what happens to finite state machines, whose underlying structure is the one of a graph.
The outline of the paper is as follows: In Section 2 we will recap the relationship between Petri nets and free symmetric monoidal categories on which we are going to rely; in Section 3 we introduce a new category of Petri nets and morphisms between them; in Sections 4 and 5 we explain how transition-based and place-based gluings, respectively, work in our framework; in Section 6 we will define a monoidal structure and recover the familiar notions of place-and transition-based gluings already developed in the literature; in Section 7 we will show how all the constructions we defined are parametrized on the choice of semantics; in Section 8 we conclude by recapping what we did, defining directions of future work.
Petri nets and free symmetric strict monoidal categories
It is well-known in the category theory folklore that Petri nets can be considered as free symmetric strict monoidal categories. Unfortunately, when one tries to pin down the details of this idea problems arise and different, inequivalent approaches to associate a free symmetric strict monoidal category (abbreviated FSSMC) to a Petri net can be developed [1, 6, 11, 15, 17] . To realize the correspondence, such approaches either use a modified definition of Petri net [6] , or a modified definition of FSSMC [1, 17] , or they weaken the notion of correspondence between the two [11] .
The approach we are going to use has been developed in [11] and, in contrast to other methods, strives to define a correspondence between nets and FSSMCs which is computationally useful and implementable. In [11] , it is extensively discussed why other approaches can be problematic when implementation becomes relevant, and we redirect the reader there for more information.
A central assumption to be made for the approach in [11] to work is that Petri nets have a well ordering on their set of places. This is not a problem since any set can be well ordered, while in software applications the places of a net are more often than not already enumerated [20] .
Remark 2.1. From now on, we will assume that the set of places of every Petri net is well-ordered.
Fact 2.2 (See [11]). To each Petri net
, we associate a free strict symmetric monoidal category F(N) defined as follows:
• The places of N are used to freely generate the monoid of objects of F(N);
• For each transition t in T N , we define a generating morphism t : O(
where O denotes the function linearizing the multiset • (t) N ((t) • N , respectively) into a string using the order of P N to sort elements.
Using Fact 2.2 we get a free, symmetric strict monoidal category F(N) for each Petri net N. The FSSMC represents the category of paths of the underlying hypegraph of the net, that is, all the possible "allowed" ways to run it, concurrently, by a set of actors traversing the hypergraph. For this reason we call F(N) the category of executions of N.
The correspondence between nets and FSSMCs can be generalized to a correspondence between the category Petri of Petri nets and their morphisms and a suitable category having FSSMCs as its objects: We are also able to lift an ordinary morphism of Petri nets M → N to a strict monoidal functor F(M) → F(N). This procedure is, unfortunately, not functorial, meaning that if we have f : L → M and g : M → N, then F( f ; g) may not be equal to F( f ); F(g). In any case, all functors arising from net morphisms are identified by the following property: Fact 2.3 (See [11] ). Given FSSMCs C and D, a functor F : C → D is called transition-preserving if, for each morphism generator t of C , it is Ft = σ ; u; σ , with u morphism generator and σ , σ symmetries in in D. Every morphism of Petri nets M → N can be lifted to a transition-preserving functor F(M) → F(N).
This was used to prove functoriality from Petri to FSSMC: Fact 2.4 (See [11] ). There is a functor from FSSMC, the category having FSSMCs as objects and transition-preserving functors as morphisms, to the category Petri of Petri nets and morphisms between them. This functor is denoted with U(−).
Folds
The correspondence between Petri nets and FSSMCs is particularly useful since, thanks to the property of being free, FSSMCs can be easily mapped to other symmetric monoidal categories, which we interpret as semantics, simply by specifying maps on the generators. In the context of our applications, we are only interested in semantics that can be modelled as symmetric monoidal categories. We do not deem this a restricting requirement since all process theories, which already constitute a very broad class, are SMCs.
Remark 2.5. For the reasons shown above, symmetric monoidal categories and semantics will be often treated as interchangeable terms in this paper. Semantics will be usually denoted as S . Unsurprisingly, the mapping to a semantics is realized via a monoidal functor, which we call fold: Fact 2.6 (See [11] ). Given a net N, a fold, also called an assignment of semantics for N, is a strict monoidal functor F : F(N) → S , where S represents a semantics of some sort. Since F(N) is free, defining where generators are mapped is enough to fully specify F. Folds are our way to attach meaning to a net.
For instance, S can be taken to be the category of types and functions in some functional programming language: In this case each generating object is mapped to a type and each generating morphism to a function. From this, a sequence of computations to perform is obtained for each execution of the net.
Simplification: Graphs
An interesting subclass of Petri nets is given by the nets with the following properties:
• Each transition has only one input and one output;
• Each marking consists of just one token.
As already hinted in the previous section, Petri nets have an underlying hypergraph structure. On the contrary, nets satisfying the properties above have the underlying structure of a graph.
We call Petri nets having graphs as their underlyig structure finite state machines (FSMs): since the whole net has just one token, which can be taken to represent the state in which the automaton is in, we are essentially getting rid of the concurrency part of the net.
In this case of FSMs, the underlying graph structure of the net can be used to generate a free category, which once again describes executions. In detail:
Remark 2.7. For a FSM G, F(G) need not be monoidal, and is in fact just the free category generated by the underlying graph of G. F(G), whose construction can be found in [13] , represents all the possible paths of G and can be interpreted as its category of executions. When considering morphisms between graphs, F( ) acts functorially. Remark 2.8. In the case of graphs, an assignment of semantics is just a functor, and need not be monoidal. This is computationally advantageous, since proving that desirable objects for a semantics -such as that types and functions of a language -form a category is less demanding than proving they form a monoidal category, at least when working in a formally verified setting. In particular, in proving monoidality it is necessary to assume function extensionality in some formally verified frameworks, such as when using the library provided in [20] .
The various correspondences between nets, automata, their underlying structures, their execution categories and their assignment of semantics are summarized in the following S By "gluing nets together" we mean identifying some places and/or transitions of a net with the places and/or transitions of some other net. Clearly, if an assignment of semantics is specified for the nets in question, the gluing should respect it. Indeed, the idea of identifying places and transitions differentiates quite a lot when semantics comes into play, because there are different ways to reflect the gluing action there. Up to now, this has been obfuscated by the fact that -to our knowledge -no gluing of nets with assignment of semantics has been defined or studied in the literature so far.
Another common point of view in the literature is the idea of "gluing places/transitions of a net with places/transitions of some other net" -see e.g. [4, 8] . This idea seems very natural, but ultimately obfuscates the principles regulating net gluings: In short, "why can't it be that we glue places and transitions within the same net?" As they are given in their most basic definition, Petri nets are not endowed with ports or interfaces of any sort, and the idea of defining gluings only between different nets should be considered as a postulated choice -which indeed makes sense in aiding the intuition of what "connecting things" means -and not as something dictated by the structure. From this informal consideration it is easy to realize that many common choices in the literature, such as endowing a net with left and right ports [1, 4] , albeit making sense categorically, surely do not necessary make sense from a net perspective, where such concepts feel indeed overimposed.
When studying the gluings of nets with semantics in a general setting, we are somehow forced to move away from these choices, and embrace the idea that gluing should first be developed naturally with respect to the net structure: The question should not be "what do we want to glue?" but "what can be glued, and how?"
The first, necessary step to elucidate how net composition works in a general setting is to redefine the category Petri by taking semantics into consideration. This involves extending the notion of net morphism by considering generalized morphisms between their corresponding FSSMCs.
Definition 3.1. Fix a semantics S . We define the category Petri S as having:
• As objects, couples (N, N S ) where N is a net and N S : F(N) → S is an assignment of semantics;
consist of all the strict monoidal functors F : F(M) → F(N) sending object generators to object generators, and such that M S = F; N S ;
• Identity on (M, M S ) is the identity functor on F(M);
• Composition is functor composition.
Note how we are in no way requiring that morphisms in Petri S are transition-preserving. We will often refer to objects of Petri S just as nets.
It has to be noted that if S is taken to be the terminal category then the commutativity condition in Definition 3.1 becomes trivial. An effect of this is that every morphism in Petri corresponds, though not functorially as explained in [11] , to a morphism in Petri S via F(−).
Simplifying things a bit, permitting non-transtion-preserving functors in Definition 3.1 has the effect of allowing to map transitions of a net into sequences of firings of another net. This idea had already been suggested in [15] , but has not been further investigated in recent times, at least not by the compositionality/applied category theory crowd. This generalized definition of net morphism will be used to define net synchronizations, which we are going to introduce shortly. On the other hand, since in FSSMCs we interpret generating objects as places and their monoidal products as markings, the restriction on F having to send generating objects to generating objects is justified by the fact that we did not find any meaningful interpretation of what it could mean to send a place of a net to a marking of another, so we decided to rule out this possibility.
In the remainder of this document we will often resort to the well-known graphical language for Petri nets, especially to make examples. But since we are now considering nets together with their semantic assignments, the graphical calculus needs to be enriched to take this parameter into account. We do this as in Figure 1 , where we have decorated each place and transition of a net with a letter representing the objects and morphisms each component of the net, when lifted to a FSSMC generator using F(−), is mapped to. So, for example, the place marked with A is mapped to the object A in S , while the transition marked with g corresponds to the morphism g in S , going from the object A ⊗ A ⊗ B ⊗C ⊗C ⊗C to the object E ⊗ F (up to some permutation of these objects). We conclude the section with the following results, which we will sporadically use in the remainder of the paper.
Definition 3.2. Given a morphism f in a FSSMC C , a decomposition of f consists in a set of morphism generators { f 1 , . . . , f n } such that f is equal to a combination of compositions and monoidal products of identities, symmetries and the f i , with each f i used at least once. Example 3.3. { f , g} is a decomposition of f ⊗ g, f ⊗ f ⊗ g and f ; g. f belongs to such decomposition. If h is another morphism generator, then h does not belong to such decomposition, and { f , g, h} is not a decomposition of f ⊗ g or f ; g.
In arbitrary categories, where further equations between generating morphisms are imposed, the problem of determining if { f 1 , . . . , f n } constitutes a decomposition for some morphism f is connected to the word problem, and would thus be undecidable -think about the fact that any group is a category, and the word problem is undecidable for groups. Luckily, working with FSSMCs makes the situation easier.
Lemma 3.4. Let C be a FSSMC. Every morphism admits exactly one decomposition. Definition 3.5. For a generating morphism f and a morphism g in a FSSMC, we will write f ∈ g if f belongs to a decomposition of g. In light of Lemma 3.4, uniqueness of decompositions ensures that this definition is correct.
Synchronizations
From now on, the main goal of this work will be to characterize morphisms in Petri S which can be used to model net gluings. We start by defining synchronizations. The underlying idea of synchronizations is that we would like to compress multiple events happening in a net to one: For instance, we would like to say that each time a transition fires in a net, this automatically triggers the firing of some other transition, which could be either located in a different net or not. In short, this calls for multiple, separated firings to be conflated into a unique event. When considering the process semantics given by FSSMCs, it is clear how synchronizations can happen in at least two ways: They can share resources or not. We elucidate the differences between the two approaches with examples, starting with sharing of resources. In Figure 2b , two transitions of the net in Figure 2a have been conflated. The conflated firing sequence prescribes that one transition immediately consumes the resources produced by the other. In this case, if the to-be-synced transitions get mapped to morphisms g and k in S , respectively, then it is clear that the conflated transition has to be mapped to g; k. From this one infers how this kind of synchronization is not always possible, since some obvious compatibility conditions on the transitions' domains and codomains have to be taken into account.
The other kind of synchronization one can consider, instead, does not involve sharing of resources, and merely consists in using one transition to trigger the firing of another. Interestingly, since it is desirable to think about synchronizations between firings as instantaneous, the information about which transition triggers the firing can be discarded altogether. This is shown in Figure 2c , and in this case it is clear that if the to-be-synced transitions are mapped to g, h in S , respectively, then the conflated transition has to be mapped to their monoidal product. As one expects, since no sharing of resources is involved this kind of gluing has no preconditions, and any number of transitions in the same net can be synchronized.
Finally, these two kinds of synchronization can be combined, as it is shown in Figure 2d . Notice how some extra bureaucracy is needed here: The synchronization g ⊗ h produces two tokens in the place labelled F, while the transition labelled with k will consume just one. This means that after firing there will be one token in F -the one that k did not consume -and it will have to be explicitly declared which token of the two this is.
With the intuition given by these examples in mind, we now give a formal definition.
• F is injective on generating objects;
• F is faithful.
• For each generating morphism f of F(N), there is a generating morphism g of F(M) such that f ∈ Fg.
It can be useful to unpack this definition and show how it models our examples. We require faithfulness because if (M, M S ) is taken to represent a synchronization on (N, N S ), then transitions of M should be thought of as groupings of transitions of N, and as such they should be less or equal, in number, to the number of transitions of (N, N S ). Indeed, a non-injective morphism in Petri S allows to map different transitions of M to the same sequence of firings in N, which would amount to introducing two copies of the same synchronization.
Regarding places, we would like things to stay as fixed as they can: The concept of synchronization, by its own nature, should not apply to places, which by holding resources should be thought of as inherently asynchronous. This motivates the request of having the functor to be injective on generating objects. It is worth pointing out why, in this setting, injectivity on objects is preferred to bijectivity on objects, which may seem more of a natural choice. In Figure 3b , we took the net in Figure 3a and conflated the transitions mapped to g and k, respectively. Since the place marked as E was receiving tokens only from g, and was giving tokens only to k in the same amount, conflating g and k has the effect of making this place isolated, with no input nor output whatsoever. Since place E is now completely useless in the net, one may want to get rid of it, as in Figure 3c . This is only possible by relaxing bijectivity on genenerating objects to injectivity, hence our definition.
From a software development standpoint, this has the effect of making net synchronizations smaller, whereas bijectivity on generating objects may result in a rather big and space consuming list of useless places to be carried along as more and more synchronizations are performed.
Note moreover how requiring injectivity instead of bijectivity does not produce any conceptual error: Functorial laws guarantee that only places which are isolated in the net, with no inbound or outbound transitions, can be erased.
As for the third condition, it has to be noted that whereas the possibility to erase "useless" places in a synchronization is desirable, the same cannot be said for transitions. If one just assumes the first two requirements in Definition 4.1, then the net consisting of only one place labelled with A would be a valid synchronization of the net N in Figure 3a . This clearly does not reflect our intuition, according to which transitions in a synchronization should be conflated, not erased. The third requirement for F expresses precisely the fact that each generating morphism of F(N) has to be used at least once to build the image of a generating morphism of F(M) through F. From an implementation point of view, Lemma 4.2 allows to define synchronizations just by conflating transitions of the net N (compatibly with the conditions imposed by N S in case resources are shared). A semantics for M, satisfying commutativity of the assignments of semantics, can then be automatically generated.
Operational perspective

Graphs
Unsurprisingly, in the case of FMSs our definitions simplify: Indeed, synchronization without sharing of resources is not possible for FSMs, since it would result in underlying graphs turning into hypegraphs. This is consistent by the fact that, for graphs both F(M) and F(N) lack a monoidal structure, and hence the only kind of synchronization that is allowed consists in conflating transitions which share resources.
Identifications
Now we focus on another interesting class of morphisms in Petri S , identifications. From a net perspective, identifications and synchronizations do not differ widely. They are both ways of merging net components together and, ultimately, can be understood in terms of (hyper-)graph rewriting. The idea behind identifications is to conflate places and transitions having equal footprints (same inputs and outputs). Things differ drastically, though, when focusing on semantics. The idea of identification is as follows: If two places (or transitions, respectively), get sent to the same object (resp. morphism) in S , then they can be identified. This is not what happens with synchronizations, where merging amounts to perform (monoidal) compositions in S : Identifications genuinely suppress reduntant information!
The net in Figure 4 should exemplify the concept: In Figure 4a . two places are both mapped to the object C in S . Since places are distinguished only by the type of resource they hold, the fact that both are given type C means that they are holding the same kind of resource, and as such they can be identified. This is performed in Figure 4b . Moreover, both g and h are now giving and taking, respectively, two tokens to/from C. This is because merging places should not modify the overall topology of the net: g used to give back "A resource of type C and a resource of type C", which is the same as "two resources of type C". In Figure 4c we identify transitions: Two transitions in the net N of Figure 4a are mapped to the same morphism f of S . From a semantics perspective, these two transitions do exactly the same thing, and can be conflated into one. Notice how, in contrast to what would happen with synchronizations, the conflated transition consumes and produces exactly the same number of tokens of its conflated components. Since one can identify both places and transitions, identifications scale to entire subnets: Consider the example in Figure 5 , where the net N is composed of two identical subnets which can conflated into one, as in Figure 5b . As for synchronizations, we formalize the intuition provided by the examples into a definition.
• There is a Petri net O, and a couple transition-preserving functors l, r : F(O) → F(M);
• l; M S = r; M S ;
• F is the coequalizer of l and r.
Note that in this case N S coincides with the arrow arising from the universal property of coequalizers. If (N, N S ) is an identification for (M, M S ), then we say that O, together with l, r, is a witness of the identification.
In this definition, the net O is used to select the places and transitions to be identified in the target net M. The reason why functors l, r are required to be transition-preserving is because components of O should not be mapped to computations of M: The mapping should act at a topological level, literally identifying places and transitions of the net, not their executions. This amounts to ask that l, r arise from maps between the underlying hypegraphs of O and M, which is exactly what the transition-preserving requirement guarantees. On the other hand, the condition l; M S = r; M S formalizes the requirement that the places and transitions to be identified correspond to the same objects and morphisms in the semantics S . This condition is conceptually obvious, since in our framework it does not make any sense to identify components mapped to different semantic entities.
Having used O to select the components of M to be identified, the actual identification is performed by using coequalizers. The fact that l, r are transition-preserving provides a constructive characterization of their coequalizer:
Lemma 5.2. Let C , D be free strict symmetric monoidal categories, and let F, G : C → D be a couple of transition-preserving functors sending generating objects to generating objects. Denoting with GenObj C and GenMor C the generating objects and morphisms, respectively, of C , then the coequalizer E of F, G is the following free symmetric strict monoidal category:
• Generating objects of E are GenObj D/ o , where o is the equivalence relation generated by
• Denoting with dec( f ) the unique decomposition of a morphism f , generating morphisms of E are GenMor D/ m , where m is the equivalence relation generated by
Operational perspective
Lemma 5.2 provides a constructive way to build coequalizers, but it is, unfortunately, still computationally problematic. Indeed, it makes heavy use of equivalence relations, and quotient-like structures are notoriously problematic to implement [12] . Luckily, the most useful way to employ identifications is to merge a finite number of places together, and in this setting a computationally friendly characterization of the coequalizers involved can be given. Indeed, it has to be noted that the Petri net consisting of just one place and no transitions can be used as a witness to merge two places on a net together. The advantage of this approach is that calculating the coequalizer becomes a very easy task: Lemma 5.3. Let O 1 be the Petri net having only one generating object, o, and no generating morphisms. Let furthermore C be a free symmetric strict monoidal category, and let F, G : F(O 1 ) → C be a couple of functors between them. Then the coequalizer D of F, G is the following FSSMC:
• Generating objects of D are GenObj C \Fo;
• Generating morphisms of D are:
That is, the generating morphisms of D are the generating morphisms of C where any occurrence of Go in their source and target is substituted with Fo. Moreover, the coequalizing morphism C → D is transition-preserving.
Lemma 5.3 means that when identifying two places A and B together, it is enough to strip one of the generating objects from C and rename all of its occurrencies with the other.
The following result shows how Lemma 5.3 can be scaled to any finite number of places:
Lemma 5.4. Denote with O n the Petri net consisting of n places and no transitions. Let (N, N S ) be an identification of (M, M S ) via F : (M, M S ) → (N, N S ) with witness O n , l, r. Then there exist transition-preserving functors l 1 , r 1 , . . . , l n , r n such that the following diagram commutes, where coEq i is the coequalizer of l i , r i , and dashed arrows are obtained from the universal property of coequalizers:
Moreover, it is F = coEq 1 ; . . . ; coEq n . In other words: The identification of a finite, arbitrary number of places can be performed in steps, where at each step no more than two places are identified.
These two lemmas give a very covenient way of identifying places, which does not involve resorting to quotients. Moreover, as in the case of synchronizations, identifications can be constructed easily just by specifying witnesses. Consider, in fact, a net (M, M S ): To construct an identification for it, it is sufficient to specify a net W and functors l, r : F(W ) → F(M). Notably, no requirement on the semantics of W is made, and l, r are considered "acceptable" if they satisfy the condition l; M S = r; M S . When W = O n for some n, Lemma 5.4 can be applied to split the computation in steps, and the coequalizer at each step can be calculated using Lemma 5.3. Composing the results, one gets the coequalizer of l, r, namely a functor F : F(M) → C , for some free symmetric strict monoidal category C . U(C ) will then be the resulting net, and U(C ) S can be obtained automatically considering that, since l; M S = r; M S , the universal property of coequalizers implies the existence of a unique arrow
We conclude that (M, M S ) and witnesses W, l, r are enough to fully specify the identification (U(C ), U(C ) S ).
Graphs
In contrast with synchronizations, where switching to graphs introduced some limitations on the kinds of synchronizations one can perform, this is not the case for identifications. In fact, inspecting things further one realizes that monoidality is never explicitly used in constructing identifications, meaning that, as a property, it can be dropped without making definitions inconsistent. From this is easy to infer that Definition 5.1 can be used for free categories as well.
Recovering old concepts: Gluing between nets
In this section, we show how the formalism of "gluing places/transitions within a net" can specialize to the usual "gluings between different nets" formalism already covered in the literature. We start by noticing that:
Lemma 6.1. Petri S inherits a monoidal structure from the coproduct structure of Cat.
The monoidal structure describes the operation of "putting nets next to each other". With this, we can further specialize the concepts defined in Section 5.
Remark 6.2. Consider a couple of Petri nets (M, M S ), (N, N S ). Taking a net W and transition-preserving functors l :
Such that l; M S = r; N S , combining l, r with the canonical injections of the coproduct one obtains
Form this, using the properties of the coproducts one infers that [M S , N S ] coequalizes l , r . Applying Lemma 5.2 the coequalizer of l , r can be calculated, obtaining an identification for the net ((N + M), (N + M) S ). Since the coequalizer of the coproduct is nothing more than the pushout, we have recovered the familiar gluing of nets developed in [8] using the formalism of [9] .
We conclude this section by giving an intuitive explanation of how net composition as in [7] can be recaptured as special a case of synchronization in our framework. Pinning down the right definitions to isolate these synchronizations as a subclass of all the available ones has been proven lenghty and elusive, and would be beyond the scope of this paper. We are confident that the reader will be satisfied with this conceptual explanation, and will be able to fill in the needed details as a (long and unrewarding) exercise.
Remark 6.3. In [7] , nets come endowed with left and right ports, as depicted in Figure 6 . As these nets do not come endowed with any semantics, we did not decorate places and transitions. These nets are sorted by the number of left and right ports they posses. A net having m left ports and n right ports is interpreted as a morphsim m → n. Nets and ports arranged this way form a monoidal category, and nets are composed by connecting them along their ports. When nets are composed, all the transitions connected to the same port are synchronized into one. Figure 6: Gluing nets with boundaries as in [7] .
Inputs and outputs for the new transition are calculated by requiring that all the tokens produced left of the connection are consumed on the right. This is better understood by looking at Figure 6a , where transitions connected to the left port in the right net are expecting a total of three tokens. This means that the net on the right, producing one token per firing, will have to fire three times to satisfy this request. The conflated transition in 6b then represents the event of the transition in the left net firing three times, and the transitions in the right net firing once each. Evidently, this new transition has to consume six tokens, which amounts to the number of tokens consumed by the transition in the left net times the number of times this transition has to fire.
To interpret this kind of synchronization in our framework, we first need to find a suitable substitute for ports, which are not available to us. We replace ports with places. This is consistent with interpreting Petri net transitions as processes, which consume and produce resources of a given type. The net of Figure 6a is shown with places replacing ports in Figure 7a .
The same nets, with semantics. Net composition is performed in two stages: First, we identify places of the two nets, as shown in Figure 7b . In the resulting net, to-be-merged transitions now share resources, and can thus be synchronized. The synchronization is performed exactly as prescribed in [7] , finding the smallest total number of firings allowing no remaining tokens between the connections. The result is shown in Figure 7c , where it is evident by looking at the decoration that f fires three times and h, k one time each, as one would expect.
Changing semantics
We now focus on what happens when the semantics -the category S -changes. By definition, we can see Petri S as the slice category of nets and morphisms between their corresponding FSSMCs over S .
By using very well known results, it is clear then that any functor S 1 → S 2 induces a corresponding monoidal functor Petri S 1 → Petri S 2 . Hence we have:
Lemma 7.1. There is a category having Petri S , for each S , as objects, and strict monoidal functors S 1 → S 2 as morphisms between them.
The following lemma, which follows directly from the definitions, shows how synchronizations, identifications and transition-preserving functors are preserved when changing semantics:
Even more importantly it is worth noticing that, given (M,
by applying the universal property of the product we can consider (M, M S 1 ×S 2 ) in Petri S 1 ×S 2 , where M S 1 ×S 2 is defined to be just M S 1 , M S 2 . If a functor F : F(M) → F(N) commutes both with M S 1 , N S 1 and with M S 2 , N S 2 , then again by the universal property of the product it commutes with M S 1 ×S 2 and N S 1 ×S 2 , which makes the following lemma obvious to prove:
Lemmas 7.2 and 7.3 are of great practical value, because they make possible the design of a semantics in a compartimentalized fashion. For instance, having modelled the skeleton of some problem using Petri nets [10] , we could have semantics S 1 , . . . , S n capturing different computational aspects of the problem at hand. Such semantics can be conbined using functors S 1 × · · · × S n → S , which are interpreted as procedures to use compartimentalized information to compute more complicated tasks. Lemmas 7.2 and 7.3 guarantee that, in such setting, synchronizations, identifications and transition-preserving functors that are compatible with S 1 × · · · × S n are also compatible with S ,
Conclusion and future work
In this work, we considered Petri nets endowed with a semantics as the object of our study, and generalized the notion of morphism between Petri nets allowing to map transitions to entire sequences of computations. As a result, we obtained categories Petri S which are parametrized over S . In each of such categories, we identified two particular classes of morphisms, which we called synchronizations and identifications. These can be respectively used to model the notion of gluing nets along transitions and places, two techniques that are by now considered standard in the literature. In our model, it becomes apparent how the main difference between these two well-known styles of gluing is that whereas merging on places acts at a purely topological level -places are mapped to places and transitions to transitions -merging on transitions is better understood as acting at a computational level -places are mapped to places, but transitions are mapped to computations.
Moreover, we emphasized how the notion of net gluing -be it a synchronization or an identificationis completely independent from the concept of ports, which has been considered standard in the last decade of research. Indeed, net gluings can be perfomed within the same net, and are even better understood this way. The familiar notion of gluing different nets together can be recovered by using the obvious coproduct structure present in Petri S to define a monoidal product.
Directions of future work will be mainly developed along three different axes. The first involves implementing the theory hereby formalized in a formally verified setting, the importance of this goal being already highlighted by the constant attention we put in investigating the computational feasibility of the constructions we defined.
The second involves further generalizing the notion of morphism in Petri S . In particular, we believe that switching to a profunctorial setting may reveal some other interesting classes of morphsims which may have practical applications. The third direction of research involves finding a suitable graphical calculus for synchronization and identification, which does not depend on the concept of ports. Regarding this, it is our opinion that a graphical formalism based on optics [16] may be a good starting point for our investigations.
If some other functor H : D → B coequalizes F and G, then it has at least to identify Fx and Gx for each x, and F f and G f for each generating morphism f .
This guarantees that CoEq −1 ; H is a well defined function, both on objects and morphisms. Hence, we can send each object A of E to (CoEq −1 ; H)A in B, and each generating morphsim Then there exist transition-preserving functors l 1 , r 1 , . . . , l n , r n such that the following diagram commutes, where coEq i is the coequalizer of l i , r i , and dashed arrows are obtained from the universal property of coequalizers:
Proof. We can prove the statement by induction on n. The base case, with n = 1, is trivial, since the following diagram clearly commutes:
For the induction step, first notice how O n+1 = O n + O 1 (here the symbol + denotes the coproduct of nets) and F(O n+1 ) = F(O n ) + F(O 1 ) (here the symbol + denotes the coproduct of categories). Now consider the following commutative diagram: Here, coEq n+1 is the coequalizer of l, r, while coEq n is the coequalizer of ι 1 ; l and ι 1 ; r. On the other hand, coEq 1 is the coequalizer of ι 2 ; l; coEq n and ι 2 ; r; coEq n . We want to prove the lemma for coEq n+1 assuming that it holds for coEq n . Looking at the diagram, we can infer that:
• coEq n ; coEq 1 coequalizes the couple ι 1 ; l and ι 1 ; r as well as the couple ι 2 ; l and ι 2 ; r: ι 1 ; l; coEq n ; coEq 1 = (ι 1 ; l); coEq n ; coEq 1 = (ι 1 ; r); coEq n ; coEq 1 = ι 1 ; r; coEq n ; coEq 1 ι 2 ; l; coEq n ; coEq 1 = (ι 2 ; l; coEq n ); coEq 1 = (ι 2 ; r; coEq n ); coEq 1 = ι 2 ; r; coEq n ; coEq 1
Applying the universal property of coproducts, this means that l; coEq n ; coEq1 = [ι 1 , ι 2 ]; l; coEq n ; coEq 1 = [ι 1 , ι 2 ]; r; coEq n ; coEq 1 = r; coEq n ; coEq 1
And hence, because of the universal property of coequalizers, there is a unique arrow from F(N) 1 to F(N) making the diagram above commute;
• coEq n+1 coequalizes l and r, and thus also ι 2 ; l; coEq n and ι 2 ; l; coEq n . Again, applying the universal property of coequalizers we have that there exists a unique arrow from F(N) to F(N) 1 ;
• The universal property of coequalizers forces these arrows to be one the inverse of the other. This means that F(N) 1 and F(N) are isomorphic, and since coequalizers are unique up to isomorphism, that coEq n ; coEq 1 is a coequalizer for l, r;
• Since coEq n has O n as witness, we can apply the induction hypothesis, and infer the existence of l 1 , r 1 , . . . , l n , r n and coequalizers c 1 , . . . , c n such that coEq n = c 1 ; . . . ; c n .
• Putting everything together, we have transition-preserving functors and coequalizers, respectively, l 1 , r 1 . . . , l n , r n , (ι 2 ; l; coEq n ), (ι 2 ; l; coEq n ) c 1 , . . . , c n , coEq 1 such that c 1 ; . . . ; c n ; coEq 1 = coEq n ; coEq 1 = coEq n+1 .
Commutativity with assignment of semantics is trivially satisfied applying the universal property of coequalizers. This concludes the proof.
Proof. First of all we need to prove that if C and D are free symmetric strict monoidal categories, so is C + D. This is easy to prove by noticing that generating objects and morphisms in C + D are given by taking the disjoing union of generating objects and morphisms, respectively, of C and D. By looking at the diagram it is also obvious that the canonical injections in the coproduct commute with the semantic assignment, and since they send generating objects to generating objects, they are morphisms of Petri S . They are clearly also transition-preserving.
On morphisms, the monoidal structure acts like the coproduct of functors in Cat. Again, commutativity with assignment of semantics is guaranteed by coproduct laws.
The monoidal unit is taken to be the category with no generating objects and no generating morphisms, having as semantics assignment the functor sending symmetries to symmetries and the monoidal unit to the monoidal unit.
Associators and unitors are taken to be the ones of the coproduct in Cat.
