We consider the XPath evaluation problem: Evaluate an XPath query Q on a streaming XML document D. We consider two versions of the problem: 1). Filtering Problem: Determine if there is a match for Q in D. 2). Node Selection Problem: Determine the set Q(D) of document nodes selected by Q. We consider Conjunctive XPath (CXPath) queries that involve only the child and descendant axes. Let d denote the depth of D, and n denote the number of location steps in Q. Bar-Yossef et al. presented lower bounds on the memory space required by any algorithm to solve these two problems. Their lower bounds apply to each query in a large subset of XPath, and are obtained (mostly) using nonrecursive (Q, D). In this paper, we present larger lower bounds for a different class of queries (namely, CXPath queries with independent predicates), on recursive (Q, D). One of our results is an Ω(n · maxcands(Q, D)) lower bound for the node selection problem, for a worst-case Q; maxcands(Q, D) is the maximum number of nodes of D that can be candidates for output, at any one instant. So, there is no algorithm for the node selection problem that uses O(f (d, |Q|) + maxcands(Q, D)) space, for any function f . This shows that some previously published algorithms are incorrect.
Introduction
We consider the XPath evaluation problem: Evaluate an XPath query Q on a streaming XML document D. We consider two versions of the problem: We consider Conjunctive XPath (CXPath) queries that involve only the child and descendant axes.
Let d denote the depth of D, and n denote the number of location steps in Q.
Item Description

CXPath
Conjunctive XPath with only / and //axes Q CXPath query D XML document n number of location steps in query Q d depth of document D maxcands(Q, D) maximum number of candidate nodes, at any one instant F Size(Q) frontier size of Q r recursion depth of D Bar-Yossef et al. [6, 7] presented lower bounds on the memory space required by any algorithm to solve FP and NSP, respectively. Their lower bounds apply to each query in a large subset of XPath, and are obtained (mostly) using nonrecursive (Q, D). Their proofs are based on communication complexity.
We present larger lower bounds for a different class of queries (namely, CXPath queries with independent predicates), on recursive (Q, D) (all the terms used above are defined in Sections 2-3). Our proofs are based on standard counting arguments; towards the end of our paper, we relate our results to some communication complexity results. Here is an informal description of these results.
Lower Bounds for FP. For each query in an appropriate fragment of CXPath, Bar-Yossef et al. [6] proved two lower bounds: Ω(F Size(Q)) and Ω(r). F Size(Q) denotes the frontier size of Q, and r denotes the recursion depth of D (see Sections 2 and 5 for definitions). Both are worst case lower bounds over a set of documents D. We present a larger lower bound for a different fragment of CXPath;
this fragment is incomparable with the fragment considered in [6] . In some cases, our lower bound is Ω(d · F Size(Q)). In comparison, our algorithm in [32, 33] uses O(d|Q|) bits of space. So, for worst case queries, with F Size(Q) = Ω(|Q|), our lower bound is tight, and the algorithm in [32, 33] is optimal.
Lower Bounds for NSP. For each query Q in a large fragment of XPath, and each document D, BarYossef et al. [7] proved an Ω(maxcands(Q, D)) lower bound; maxcands(Q, D) is the maximum number of nodes of D that can be candidates for output, at any one instant. This is a worst case lower bound over documents that are almost-isomorphic to D. We present a larger lower bound for a
Reference Query Class Restriction Result
Bar-Yossef et al. [6] None S = O(r|Q|(log |Q| + log d)) T = O(r|Q||D|) Ramanan [32, 33] None S = O(d|Q|), T = O(|Q||D|) Gou et al. [16] None S = O(r|Q| log d), T = O(|Q||D|) Bar-Yossef et al. [6] Star-restricted; S = Ω(F Size(Q)) See our Theorem 5.1 Strongly Subsumption Free for worst case D This paper Worst case query; S = Ω(d · cF Size vn (Q)) Theorem 5.2
All-independent c-predicates; for worst case D d = n + Ω(n) This paper All-independent c-predicates; S = Ω(num · cF Size vn (Q)) Theorem 5. 3 cF Size vn (Q) = n + Ω(n); for worst case D num "disjoint" embeddings of trunk(Q) in some path in D Table 2 : Known Results for the Filtering Problem for CXPath Queries fragment of CXPath; except for a minor restriction, the class of queries considered in [7] is much wider. Also, our lower bound is a worst case lower bound over a larger set of documents. In some cases, our lower bound is Ω(n · maxcands(Q, D)); this shows that there is no algorithm that uses O(f (d, |Q|) + maxcands(Q, D)) space, for any function f . In comparison, our algorithm in [32, 33] uses O(d|Q|) bits of space for filtering, and an additional amount of space for maintaining the candidates; the latter amount nearly matches our lower bound.
For all the lower bound results discussed in this paper, we assume that the query Q is stored in the memory, and has been preprocessed if desired. The lower bounds do not include the amount of space used to store Q, or the result of preprocessing Q. The lower bounds apply only to the space used to represent information about D.
There are many previously-known results concerning the two problems. Unless mentioned otherwise, the following results pertain to CXPath queries. First, consider results pertaining to non-streaming D. Gottlob et al. [14] and Ramanan [31] presented in-memory algorithms for NSP that use O(|D|) space and O(|Q||D|) time. Gottlob et al. [15] showed that a large fragment of XPath, called CoreXPath, is P -complete with respect to combined complexity, while smaller fragments are LOGCFL-complete and NL-complete.
Reference Query Restriction Result
Chen et al. [10] None T = O(|Q||D|(|Q| + d · maxcands(Q, D))) Olteanu [28] None S = O(d 2 |Q| + dn · maxcands(Q, D)) T = O(d|Q||D|) Gou et al. [16] None Wrong claim of S = O(r|Q| + maxcands(Q, D)) T = O(|Q||D|) Ramanan [32, 33] None S = O(d|Q| + n · maxcands(Q, D)) T = O((|Q| + dn)|D|) Bar-Yossef et al. [7] Star-free Q; S = Ω(maxcands(Q, D)) See our Theorem 6.1 Nonrecursive D for worst case D almost-isomorphic to D This paper Worst case query; S = Ω(n · maxcands(Q, D)) Theorem 6.2
One-independent for worst case D c-predicates This paper
One-independent S = Ω(recursive(trunk(Q)) · maxcands(Q, D)) Theorem 6.3 c-predicates for worst case D [6] presented an algorithm that uses O(r|Q|(log |Q| + log d)) bits of space and O(r|Q||D|) time. We [32, 33] presented an algorithm that uses O(d|Q|) bits of space and O(|Q||D|) time. Recently, Gou et al. [16] presented a similar algorithm that uses O(r|Q| log d) bits of space and O(|Q||D|) time. Several algorithms [1, 9, 12, 17, 21] have been presented for filtering D with respect to multiple XPath queries; all these algorithms require space and time exponential in |Q|. Grohe et al. [19] proved lower bounds on the product of memory space and the number of scans of D: Ω(d) for XPath queries and Ω(|D|/ log |D|)
for some worst case XQuery queries. Grohe et al. [18] proved randomized lower bounds relating the memory space and the number of random accesses to D, for some worst case XPath and XQuery queries.
Now consider the node selection problem. The algorithms of [3, 22, 29, 30] require space and time exponential in |Q|. Josifovski et al. [24] outlined an algorithm, but no complexity bounds were presented. Chen et al. [10] presented an algorithm that uses O(|Q||D|(|Q| + d · maxcands(Q, D))) time; no memory space bound was given. Gou et al. [16] presented an incorrect algorithm that uses O(r|Q| + maxcands(Q, D)) space and O(|Q||D|) time. For each candidate, this algorithm uses only O(1) space for storing information that might qualify that candidate for output. Our lower bound proof in Section 6 (see Theorem 6.2) shows that, in general, this is not adequate; so, their algorithm is incorrect. Further, for the documents D used in our lower bound proof, maxcands(Q, D) is not bounded by a polynomial in r and |Q|; for such documents, our space lower bound can exceed the upper bound claimed in [16] ; so, their claimed space upper bound is not achievable by any algorithm.
Olteanu [28] presented an algorithm that uses O(d 2 |Q|+dn·maxcands(Q, D)) space and O(d|Q||D|)
time. Our algorithm [32, 33] uses O(d|Q| + n · maxcands(Q, D)) space and O((|Q| + dn)|D|) time. It is among the first correct algorithms known for the streaming version that also have a polynomial bound on the memory space and runtime.
Barton et al. [5] presented an algorithm for evaluating XPath queries that also have backward axes (e.g., parent and ancestor). Florescu et al. [13] , Koch et al. [25] and Ludascher et al. [27] presented systems for evaluating different subclasses of XQuery queries on streaming XML documents. All these systems have various restrictions on the queries and the documents; for instance, the system of [27] works only for nonrecursive documents.
There have been several results concerning algorithms for various problems in the data stream model. Arasu et al. [2] studied memory lower bounds for evaluating continuous select-project-join queries over relational data streams. Babcock et al. [4] provides a general survey of the data stream model. Grohe et al. [20] proved lower bounds for the sorting problem, relating the memory space and the number of random accesses to the input.
Outline of the paper. In Section 2, we define a fragment of XPath, called Conjunctive XPath, and discuss query evaluation. In Section 3, we define queries with independent predicates. In Section 4, we describe SAX events and discuss the order in which result nodes should be output for the NSP problem.
Our lower bound results for FP and NSP are presented in Sections 5 and 6, respectively; in Section 7,
we relate these results to some lower bound results in communication complexity. Section 8 concludes.
Query Class and Query Evaluation
In this section, we define a fragment of XPath, called Conjunctive XPath. We also define embeddings, the output of a query on an XML document, and recursive documents.
We follow the XPath 1.0 data model [11] . An XML document D is represented as a tree. Each element, attribute or text content is represented by a node. For an element or attribute node e ∈ D, τ (e)
denotes its tagname. Root(D) is a special node that does not correspond to any element in D; it is the parent of the node that corresponds to the root element of D; τ (root(D)) = /.
We consider XPath 1.0 [11] queries that involve only the child and descendant axes. Let
Conjunctive XPath (CXPath) be the subclass of XPath 1.0, consisting of queries of the form
Each location step L i is of the form < axis > < node test > < predicates >. Axis is either / or //, corresponding to child or descendant axis, respectively. In node tests, attributes are treated similar to subelements. Each predicate is either an and of predicates, a relative query, or a comparison between the value of a node matching a relative query and a string value. This class of queries is defined by the following grammar: <predicate> ::= <atomic predicate> | <atomic predicate> and <predicate> <atomic predicate> ::= . <query> | . <query> <relOp> const
An atomic predicate is of the form . <query> or . <query> <relOp> const; . <query> indicates a relative query. A document node satisfies . <query> if the result of the relative query is nonempty.
A document node satisfies . <query > <relOp> const if the result of the relative query contains a node that in turn has a text child which satisfies the <relOp> const condition. Σ is the alphabet of element tagnames; * is the wild card label that matches any tagname. Let axis(L i ), nodeT est(L i ) and predicate(L i ) denote the axis, node test and predicate in step L i , respectively.
for some integer k i ≥ 0. If the first axis in pred ij is the child axis (resp. descendant axis), pred ij is called a c-predicate (resp. d-predicate). For each i, we order the predicates pred ij such that the first q i predicates are c-predicates (0 ≤ q i ≤ k i ), and the rest are d-predicates:
pred i = pred i1 and pred i2 and . . . pred iq i and pred i(q i +1) and . . .
From now onwards, we only consider queries with
denote the set of c-predicates (resp. all atomic predicates) in A query Q ∈ CXPath can be represented by a tree tree(Q) = (V, A) where V is a set of vertices, and A is a set of arcs [31] . Each vertex v ∈ V has a tag τ (v) ∈ Σ ∪ {/, * } associated with it; / is the tag of root(Q), and * denotes the wild card tag (as mentioned at the beginning of this section, τ is also used to denote the tagname of an element or attribute node in an XML document D). If v is a leaf vertex, optionally, there could be a "<relOp> const" condition associated with v. Each arc in A is either a child arc (c-arc) or a descendant arc (d-arc), corresponding to a child or descendant axis in Q,
respectively. In our figures, c-arcs and d-arcs are represented by thin lines and thick lines, respectively.
Recall that Q has n location steps. For 1 ≤ i ≤ n, let v i be the vertex in tree(Q) that corresponds Figure 1 shows tree(Q) for the query Q of Example 2.1. T runk(Q) = (v 1 , v 2 ), and
In general, |tree(Q)| is linear in |Q|. From now onwards, we will not distinguish between Q and tree(Q). To minimize confusion, we will use the terms vertices and arcs while referring to the components of Q; nodes and edges refer to the corresponding components of D. For a vertex u ∈ Q, let Q u denote the subtree of Q that is rooted at u. For a node e ∈ D, let D e denote the subtree of D rooted at e. • Preserve vertex tagnames: For each vertex v in Q u :
. In this case, v = u = root(Q) and e = root(D).
In addition, Γ(v) satisfies any "<relOp> const" condition associated with v (e.g. "> 2"
at vertex 6 in Figure 1 ).
• Preserve arc types:
For a vertex u ∈ Q, let path(u) denote the path from root(Q) to u. For a node e ∈ D, let path(e) denote the path from root(D) to e. An embedding Γ of path(u) in path(e) is an embedding as defined
Item Description
CXPath Conjunctive XPath with only / and //axes
path from root of Q/D to vertex/node u above, but with its domain being path(u) and its target set being path(e). It can be extended to an embedding of Q in D iff, for each vertex v ∈ path(u), and for each child v of v that is not on path(u),
there exists an embedding of Q v in D that further preserves the arc type of (v, v ) (see Definition 2.1).
Definition 2.3. [Node Satisfying a Predicate]
A node e ∈ D satisfies a c-predicate (resp. d-predicate)
of e. e satisfies a predicate pred i if e satisfies each of the atomic predicates
An embedding Γ of trunk(Q) in D can be extended to an embedding of Q in D iff, for each i So, a document D is nonrecursive iff its recursion depth is one.
Queries with Independent Predicates
In this section, we define queries with independent predicates. We will refer to XML document subtrees (i.e., XML fragments). Unlike complete documents, document subtrees do not have a root node with tagname /; their root node corresponds to their root element. For a query Q, let Σ Q be the alphabet consisting of all the tagnames that appear in Q, and two more special tagnames β and γ. One possible choice for T ij mentioned in Definition 3.2 is given by the following definition.
Definition 3.3. [Default Subtree Matching a Predicate]
For an atomic predicate pred ij ∈ P reds(Q), a default subtree matching pred ij is any document subtree T ij obtained from T ij as follows: Replace all c-arcs and d-arcs by parent-child edges; replace all * vertex labels by γ; and for each leaf that has a "<relOp> const" condition associated with it, attach a child text node with a value that satisfies that condition.
Note that for a default matching subtree T ij , there is a natural embedding of T ij in it: Each vertex is mapped to the corresponding node. There are other choices for T ij , depending on the chain of parentchild edges corresponding to each d-arc in T ij .
Definition 3.4. [Family of Matching Subtrees (FMS)]
A family of matching subtrees (FMS) for Q is a set F consisting of one matching document subtree T ij for each atomic predicate pred ij ∈ P reds(Q).
Definition 3.5. [Default FMS]
A default FMS for Q is the set consisting of one default matching subtree T ij for each atomic predicate pred ij ∈ P reds(Q).
of Q vn in any T ij ∈ F; i.e., for any node e in any T ij , either τ (e) does not match τ (v n ), or e does not satisfy some atomic predicate pred ns , 1 ≤ s ≤ k n .
Let F denote a FMS for Q; let T ij ∈ F be the matching subtree for pred ij ∈ P reds(Q). Let Proof. By Definition 3.6, any embedding Γ of tree(Q) in D must map v n to a node in C.
(with respect to Q) if there exists a SFMS F for Q such that the following holds:
Consider any chain C and any document D ∈ D F (C). For any embedding Γ of trunk(Q) in C, and any Γ(v i ) satisfies pred ij ∈ P is independent of whether any node of C (in D) satisfies any predicate in P reds(Q).
With respect to the above definition, note the following:
• Independence of P is with respect to a particular Q. We will not keep saying "with respect to Q"
explicitly, in the rest of this paper; the choice of Q will be clear.
• The condition in the definition must be satisfied using a single SFMS F; the definition does not allow for using a different SFMS for each predicate in P . Also, by Definition 3.4, F must contain one matching subtree for every (atomic) predicate in P reds(Q).
• If a set contains a d-predicate, it cannot be independent; this is because if a node in C satisfies a d-predicate, then all its ancestors also satisfy that d-predicate.
• d-predicates in Q do not contribute to our lower bound. To ensure that the d-predicates do not adversely affect the lower bound, the c-predicates in P should be independent not just among themselves, but also with respect to all the predicates in Q, as well as trunk(Q) itself. This is why the definition depends on all of Q.
Example 3.1. Consider the query Q of Example 2.1 (see Figure 1 ). We show that cP reds(Q) = {pred 11 , pred 21 } is an independent set of predicates. Take T 11 , T 12 and T 21 to be trees consisting of a single element node each, with tagnames b, c and d, respectively (see Figure 2 ); these are default subtrees. T 22 consists of a chain of three nodes: Two element nodes with tagnames γ and b, followed
by a text node with value 3. Note that a default subtree T for pred 22 would consist only of the latter two nodes. No node in F = {T 11 , T 12 , T 21 , T 22 } satisfies pred 21 ; so, F is a SFMS.
Let C be any chain of nodes with tagnames in τ (trunk(Q)) ∪ {β, γ} = {a, β, γ}; let D ∈ D F (C).
Item Description
T ij document subtree matching pred ij Σ Q set of tagnames in Q, along with two special tagnames {β, γ} F family of matching subtrees: one T ij matching each pred ij ∈ P reds(Q) τ (trunk(Q)) set of tagnames in trunk(Q) C linear chain of document nodes with tagnames in τ (trunk(Q)) ∪ {β, γ}
set of documents D obtained by attaching some subtrees from F to each node in C Table 5 : Notations from Section 3
It is easy to verify that, for any embedding
only if T i1 is directly attached to it. So, by Definition 3.7, cP reds(Q) is independent.
Note that the family {T 11 , T 12 , T 21 , T } (obtained by substituting the default subtree T in place of
does not satisfy the condition in Definition 3.7: A node in C would satisfy pred 11 if T is directly attached to it. The following lemma provides a rich source of queries with independent c-predicates.
Lemma 3.2. Consider a query Q (with q i ≥ 1 for all i) where each c-predicate pred ij satisfies the following: In T ij = tree(pred ij ), there is a path consisting only of c-arcs, from root(T ij ) to a vertex
is not * and is unique in Q. Then cP reds(Q) is independent.
Proof. For a c-predicate pred ij , let τ ij denote τ (u ij ), and let l ij denote the length of the path from root(T ij ) to vertex u ij . We take F to be a default FMS for Q. No node in F has a descendant with tagname τ n1 at distance l n1 + 1 from it; so, no node in F satisfies pred n1 . Hence, F is a SFMS.
Consider a chain C, a document D ∈ D F (C), and an embedding Γ of trunk(Q) in C. For a c-
T ik
Definition 3.8. [All-Independent c-Predicates] We say that a query Q has all-independent c-predicates
• cP reds(Q) is independent. Definition 3.9. [One-Independent c-Predicates] We say that a query Q has one-independent c-predicates
• The set {pred i1 | 1 ≤ i ≤ n} is independent.
Our lower bound for the filtering problem (Section 5) holds for queries with all-independent c-predicates.
Our lower bound for the node selection problem (Section 6) holds for queries with one-independent cpredicates. For each of these two problems, for ease of exposition, we first prove our lower bound for special forms of queries, and then extend our result to more general CXPath queries. LetQ be the family of queries of the form
N odeT est(L n ) = α need not be unique in Q ∈Q; it could also appear inside the predicates in Q. We consider two kinds ofQ that vary only in axis(L n ) = axis n : For the familyQ 1 used in Section 5, axis n is child; for the familyQ 2 used in Section 6, axis n is descendant. For Q ∈Q, tree(Q) is shown in Figure 3 .
As we will see in Sections 5 and 6, the definition of independent predicates (Definition 3.7) is stronger than what we need. It is sufficient if the condition in the definition holds for one particular choice of C. Also, the strictness of FMS is needed only in Section 6; for Section 5, Fact 3.1 (which is just one consequence of strict) is sufficient. Incorporating these relaxations in Definition 3.7 would make the definition, and the statement of our theorems, very complex; so, instead, we will point them out in Sections 5 and 6.
SAX Events and Output Order
We assume that the input XML document D is presented as a stream of SAX events [8] of five types:
We treat attributes similar to elements; so, the tagname a above might be an element or an attribute tagname. s is a data (string) value. For example, the document <a><c> 201 </c></a> leads to the following sequence of events: Note that a node becomes current when it opens, and stays current until one of its children opens; it becomes current again when that child closes. The currentness of a node is not affected by text events. for the node selection problem. As per the XPath 1.0 specification [11] , these nodes should be output in document order. But in the stream model, as shown in [32, 33] , the order in which these nodes are found to belong to the output (based on the document prefix seen so far) might not match the document order. As in [7] , our lower bound in Section 6 will apply to algorithms that output any kind of identity of these nodes (e.g. the SAX event number for the startElement event), in any order.
Lower Bound for the Filtering Problem
In Section 2, we saw that a query Q ∈ CXPath can be represented by a tree tree(Q). For any vertex u in Q, tree(Q) consists of path(u) and f rontier u (Q) [6] . cF rontier u (Q), cF Size u (Q) and cF Size(Q) are defined analogously, but using only those subtrees
Example 5.1. Consider the query Q of Example 2.1 (see Figure 1) . We have f rontier v 2 (Q) =
Also, F Size(Q) = 4 and cF Size(Q) = 2.
As per our notation in Section 2, f rontier vn (Q) consists of the subtrees
The output of the filtering problem is "Yes" if Q(D) = ∅; else it is "No". Q(D) = ∅ iff there exists an embedding Γ of Q in D. Consider an algorithm A for the filtering problem on XML streams. Let e ∈ D be the current node. For a vertex u ∈ Q, suppose that there is an embedding Γ of path(u) in the current path path(e). Γ can be extended to an embedding of Q in D iff there exist appropriate embeddings for the subtrees Q v ∈ f rontier u (Q) in D. It seems as though the algorithm A has to remember, for which Q v , such an embedding has already been seen in the input stream. If this were true, we would have an Ω(F Size(Q)) lower bound on the memory space used by A. The problem in proving this is that there could be redundancy in this information, because the embeddability of the various Q v (in the stream seen so far) might not be completely independent. To avoid this possibility of redundancy, Bar-Yossef et al. [6] considered a subclass of CXPath . The definition of strongly subsumption free queries is quite involved; we refer the reader to [6] . They proved the following. We prove a larger lower bound for recursive (Q, D). In some cases, it is Ω(d·F Size(Q)). Our lower bound is based on the observation that if the subtrees Q v ∈ f rontier u (Q) (i.e., the predicates in Q) are "independent", then any algorithm A has to remember the information described prior to Definition 5.2, for each embedding of path(u) in path(e).
For ease of exposition, we first prove our lower bound for queries in the familyQ 1 described in Section 3, and then generalize the result to other CXPath queries; in both cases, the queries must have all-independent c-predicates.
So, first consider Q ∈Q 1 . Q is of the form
Consider a linear chain C = (x 1 , x 2 , . . . , x h ) of XML document nodes, where all the nodes have tagname α = τ (v n ); let length(C) = h ≥ n (see Figure 4) . We have the following. (1 ≤ p ≤ h − n + 1) maps v 1 to x p , v 2 to x p+1 , and so on, up to v n to x p+n−1 . 
Theorem 5.2. Let Q ∈Q 1 be a CXPath query with all-independent c-predicates, and Σ Q be the alphabet, as described in Section 3. Let C = (x 1 , x 2 , . . . , x h ) be a linear chain of XML document nodes, as described above. Let F be an SFMS as described in Definition 3.7. Any algorithm A that solves the filtering problem for Q on XML streams for documents D ∈ D F (C) must use Ω((h − n + 1) · cF Size vn (Q)) bits of memory space in the worst case. 
and cccset S (C) = (ccset S (C, 1), ccset S (C, 2), . . . , ccset S (C, h − n + 1)). Consider those cccset S (C)s for which S •suf f ix 0 is a "Yes" instance of the filtering problem. For each such cccset S (C), there exists a p, 1 ≤ p ≤ (h − n + 1), such that the following holds:
For each fixed p, there are 2 cF Sizev n (Q) − 1 ccset S (C, p)s that do not satisfy the above condition.
Since the different ccset S (C, p), 1 ≤ p ≤ (h − n + 1), are independent of each other, there are N = (2 cF Sizev n (Q) − 1) h−n+1 ≈ N cccset S (C)s for which S • suf f ix 0 is a "No" instance of the filtering problem. In what follows, we consider only these N cccset S (C)s. We characterize the stream S by cccset S (C). Two streams S and S will be considered distinct if cccset S (C) = cccset S (C). We show that algorithm A must store different summary information after seeing two distinct streams S and S . This would imply that, in the worst case, this summary information would have at least
bits. This worst case is over all the N distinct streams described above, all with the same current path C of height h. Each such stream is a prefix of one or more documents in D F (C).
Let S and S be two distinct streams. So, This implies that the summary information stored by algorithm A after seeing S and S must be different: Otherwise A would output the same "Yes" or "No" answer on both D and D .
Recall that, for the instant under consideration, the current path in both S and S is C = (x 1 , x 2 , . . . , x h ).
Recall the XML suffix suf f ix 0 defined earlier in this proof. Both S • suf f ix 0 and S • suf f ix 0 are well-formed XML documents in D F (C). Attaching a subtree T rs ∈ F to a node x t ∈ C corresponds to inserting the XML stream for T rs between the closing tags </τ (x t+1 )> and </τ (x t )> in suf f ix 0 .
Let suf f ix 0 be obtained by inserting the streams for several different T rs ∈ F, at several positions in suf f ix 0 . Then, both S • suf f ix 0 and S • suf f ix 0 are well-formed XML documents in D F (C).
We have pred ij ∈ cset S (x m , v i ) − cset S (x m , v i ). Let suf f ix(S, S ) be the suf f ix 0 that directly attaches all (see Figure 4 )
and so on, up to T ns (1 ≤ s ≤ k n ) at x m+n−i ;
and so on, up to T 1s (1 ≤ s ≤ k 1 ) at x m−i+1 . Note that, in our proof above, we can limit |D| to O((h − n + 1).|Q|) (i.e., O(|Q|) for each embedding of trunk(Q) in C); and d = depth(D) to h + max i,j depth(T ij ). For h = n + Ω(n) and max i,j depth(T ij ) = O(n), we have h − n + 1 = Θ(d); so, the lower bound of the theorem becomes Ω(d · cF Size vn (Q)). By our limit on |D| above, this is Ω(|D| · cF Size vn (Q)/|Q|).
Theorem 5.2 can be generalized as follows.
Theorem 5.3. Let Q be any CXPath query with all-independent c-predicates, such that cF Size vn (Q) = n + Ω(n). Let Σ Q be the alphabet described in Section 3. Consider documents D that have num embeddings of trunk(Q) in some root to leaf path in D, such that no two of these embeddings map a vertex v i ∈ trunk(Q) to the same document node. (Cond. 1) Any algorithm A that solves the filtering problem for Q on XML streams for such documents D must use Ω(num · cF Size vn (Q)) bits of memory space in the worst case.
Proof. The proof is somewhat similar to that of Theorem 5.2; but there are some additional complications, as explained below. Q has the same structure as the queries in the familyQ of Section 3 ( Figure   3 ), except for the following: τ (v i ) (1 ≤ i ≤ n), and the arcs (v i , v i+1 ) (0 ≤ i < n) are arbitrary.
Consider a linear chain C = (y 1 , y 2 , . . . , y h ) of XML document nodes that allows num embeddings of trunk(Q), such that (Cond. 1) holds. Let G g = {Γ p | 1 ≤ p ≤ num} be the set of these num embeddings. There could be other embeddings Γ of trunk(Q) in C , but G g ∪ {Γ} would not satisfy (Cond. 1) above; let G b be the set of all such other embeddings. The subscripts g and b in G g and G b
stand for "good" and "bad", respectively; the "additional complications" we mentioned above is due to 
Consider an instant when C is the current path in D. Let S be the XML document stream (prefix) seen so far. For 1 ≤ m ≤ h, let trunk match of y m ∈ C be
We also need its inverse: For 1 ≤ i ≤ n, let node match of v i ∈ trunk(Q) be
that have the following property: For 1 ≤ i ≤ n, a matching subtree T ij ∈ F can (possibly) be attached to y m ∈ C only if y m ∈ N M atch(v i ).
As an immediate consequence, we have: For 1 ≤ m ≤ h, y m ∈ C cannot satisfy the predicate pred i in D unless y m ∈ N M atch(v i ).
(Cond. 2)
Let cset S (y m , v i ) be defined as in the proof of Theorem 5.2. For 1 ≤ p ≤ num, ccset S (C , p) is defined using the embedding Γ p ∈ G g :
and cccset S (C ) = (ccset S (C , 1), ccset S (C , 2), . . . , ccset S (C , num)).
By Definition 3.7, for v i ∈ T M atch(y m ), cset S (y m , v i ) can be any subset of cP reds(L i ), independent of the other cset S (y m , v i ). We consider only those streams S for which cset S (y m , v i ) = cP reds(L i ). So, there are
(q i −1) = 2 cF Sizev n (Q)−n possible values for ccset S (C , p); at least N = (2 cF Sizev n (Q)−n ) num = 2 num.(cF Sizev n (Q)−n) values for cccset S (C ), because of (Cond. 1) above.
Since cset S (y m , v i ) = cP reds(L i ), for any v i ∈ T M atch(y m ) (and because of (Cond. 2)), none of these N cccset S (C )s could correspond to an "Yes" instance of the filtering problem, based only on S (i.e., irrespective of the remaining part of D).
The rest of the proof, up to the definition of the two distinct streams S and S , is same as for Theorem
Let suf f ix(S, S ) be the suf f ix 0 that directly attaches all
and so on, up to T ns (1 ≤ s ≤ k n ) at Γ p (v n );
and so on, up to
Then, in both D = S • suf f ix(S, S ) and D = S • suf f ix(S, S ):
would satisfy all the pred 1s ;
would satisfy all the pred 2s ;
and so on, up to Γ p (v n ) satisfy all the pred ns ;
except that y m = Γ p (v i ) would satisfy all the pred is in D, but would not satisfy pred ij in D .
So, there is an embedding of Q in D. There is no embedding of Q in D , because of (Cond. 2) and that
Note that the previous statement also covers embeddings of Q that are extensions of Γ ∈ G b .
In Theorem 5.3, num is a measure of how recursive (trunk(Q), D) is. As pointed out at the end of Section 2, this is unrelated to the recursion depth of D (Definition 2.6). Also note that Theorem 5.2 is a special case of Theorem 5.3, with num = h − n + 1. In Theorem 5.2, because of the special structure of Q, we did not need the condition that cF Size vn (Q) = n + Ω(n).
Recall that cF Size vn (Q) is the number of c-predicates in Q. Now, consider the case when cP reds(Q)
is not independent. The lower bounds of Theorems 5.2 and 5.3 also hold for this case, if cF Size vn (Q)
is replaced by the size of a largest independent set P ⊆ cP reds(Q).
Comparison with [6] . We would like to note the following.
• Our lower bounds in Theorems 5.2 and 5.3 are worst case lower bounds over a set of documents, just as the lower bound of Theorem 5.1 [6] is.
• Our lower bound is in terms of cF Size vn (Q); but, for the filtering problem, the choice of v n is arbitrary. Our lower bound would hold as long as Q has all-independent c-predicates, with respect to the chosen v n ; note that the choice of v n determines trunk(Q) and P reds(Q). The lower bound in Theorem 5.1 [6] is in terms of F Size(Q), which could be larger, because it includes both c-predicates and d-predicates.
• Now, let us compare the class of queries for which our lower bound holds (namely, CXPath queries with all-independent c-predicates), with the class of queries considered in Theorem 5.1 [6] (namely, CXPath queries that are star-restricted, and are strongly subsumption free). Neither class is contained in the other. For instance, our queries are not star-restricted. They also need not be strongly subsumption free (see [6] ); one vertex in T ij could subsume another vertex. On the other hand, their class does not require that q i ≥ 1, for all i.
Comparison with Known Upper Bounds. Now, let us compare our above lower bounds with the best known upper bound for the filtering problem. Our algorithm in [32, 33] uses O(d|Q|) bits of space. Our lower bound in Theorem 5.2 becomes Ω(d|Q|) for queries Q ∈Q 1 with cF Size vn (Q) = Ω(|Q|). So, for such worst case queries, our lower bound is tight, and the algorithm in [32, 33] is optimal.
Lower Bound for the Node Selection Problem
Consider the operation of an algorithm A for the node selection problem, for a query Q, on a streaming XML document D. An open or closed node e ∈ D is said to be a candidate at that instant, with respect to Q, if there exist document suffixes (i.e., streams of SAX events) suf f 1 and suf f 2 , such that the following hold:
• D 1 = S • suf f 1 and D 2 = S • suf f 2 are both well-formed XML documents.
• e ∈ Q(D 1 ) and e ∈ Q(D 2 ). Bar-Yossef at al. [7] defined Forward XPath (FXPath) to be the subclass of XPath, consisting of queries that involve only the child and descendant axes; the predicates in FXPath queries could involve the boolean connectors and, or and not, as well as arithmetic functions, XPath functions, and comparisons between the values of two different nodes. Clearly, FXPath ⊇ CXPath . Bar-Yossef et al. [7] defined the following. Bar-Yossef et al. [7] proved the following. , D) ) bits of memory space.
The informal idea behind this result is as follows: At any instant, the algorithm A has to store information about each candidate e ∈ D, so that it can be output if and when it is found to belong to
Q(D).
Note that this lower bound is based on nonrecursive (Q, D). For a nonrecursive (Q, D), for each candidate e, there would be only one embedding of trunk(Q) in path(e), with opv(Q) mapped to e. For a recursive (Q, D), there could be several such embeddings. e ∈ Q(D) iff any one of these (partial) embeddings can be extended to a full embedding of Q in D. The extensibility of some of these partial embeddings to full embeddings could be "independent". Our larger lower bound is based on the observation that the algorithm A has to maintain sufficient information about these independent partial embeddings, so that it can determine later (based on the remaining part of D) if any one of them could be extended to a full embedding. Unlike the lower bound of Theorem 6.1, our lower bound is a worst case lower bound over a wider set of documents.
For ease of exposition, we first prove our lower bound for queries in the familyQ 2 described in Section 3, and then generalize the result to other CXPath queries; in both cases, the queries must have one-independent c-predicates.
So, first consider Q ∈Q 2 . Q is of the form
By Definition 3.9, P = {pred i1 | 1 ≤ i ≤ n} is an independent set of predicates. Let C 0 = (x 1 , x 2 , . . . , x n−2 ) be a linear chain of XML document nodes, where all the nodes have tagname β (see Section 3). For integers c and p (1 ≤ p ≤ c), let C p = (y p,1 , y p,2 , . . . , y p,n−1 ) be a linear chain of XML document nodes, where all the nodes except y p,n−1 have tagname β; y p,n−1 has tagname α = τ (v n ).
Consider Definition 3.7, with C = C 0 • C 1 ; let F be the SFMS referred to in that definition.
Let T be the XML document tree consisting of C 0 and C p (1 ≤ p ≤ c), where each y p,1 is a child of x n−2 (see Figure 5) . Let D F (T ) denote the set of XML documents D that can be obtained from T by directly attaching some of the subtrees T ij ∈ F to each node in T . Further, these subtrees will be attached only to the right hand side of T : For each node in T , they will be attached to the right of its rightmost child in T (if any). We show that any algorithm A that evaluates Q on XML streams for documents D ∈ D F (T ) must use Ω(n · maxcands(Q, D)) bits of memory space, in the worst case. First, we need the following lemma that extends Fact 3.1 and Definition 3.7 (stated there for
For any embedding
, and any v i ∈ trunk(Q):
Proof. First, let us prove 1). By Definition 3.6, any embedding of tree(Q) in D must map v n to a node in T . Also, any such embedding must map the linear chain trunk(Q) in to a linear chain C 0 ∪ C p in T . Now, let us prove 2a). If Γ(v i ) ∈ C p , for some p, 1 ≤ p ≤ c, then the result follows from Definition 3.7. So, consider the case Γ(v i ) ∈ C 0 ; unlike for the previous case, we need to rule out the possibility that Γ(v i ) can be made to satisfy pred i1 by attaching some subtrees in F to various nodes in the different chains C p , 1 ≤ p ≤ c. Let D be the document obtained from D as follows: For each integer l, 1 ≤ l < n, merge all the nodes y p,l (1 ≤ p ≤ c) into the single node
So, the result follows from Definition 3.7.
Item 2b) follows from the definition of F.
Now, consider the evaluation of Q on D ∈ D F (T ). We want to see which nodes in D could be candidates at some instant. Consider any embedding Γ of trunk(Q) = (v 1 , v 2 , . . . , v n ) in D. We consider the two cases Γ(v n ) ∈ D − T and Γ(v n ) ∈ T , in that order.
Note that algorithm A is supposed to work for any XML document. At the instant under consideration, A has seen only a prefix of D, and so does not "know" that D ∈ D F (T ).
So, we need to consider this case, despite item 1) in Lemma 6.1.
Since the tagname α = τ (v n ) need not be unique in Q, it could appear in some predicates pred ij ; then T ij ∈ F would contain nodes with tagname α. Γ(v n ) would be such a node e. But, by Definition 3.6, e would not satisfy pred n . So, e ∈ Q(D); e would be a candidate only until it closed. The maximum number of such candidates we can have at any instant is no more than the maximum number of nodes with tagname α in any root-to-leaf path in some T ij ∈ F. We take c (mentioned above) to be at least as large as this latter number.
In T , only the nodes y p,n−1 (1 ≤ p ≤ c) have the tagname α = τ (v n ) (see Figure   5 ); so, we have Γ(v n ) = y p,n−1 , for some p (1 ≤ p ≤ c). These nodes y p,n−1 are the "main" candidates in our lower bound proof. We have the following. 
We have the following.
Theorem 6.2. Let Q ∈Q 2 be a CXPath query with one-independent c-predicates, and Σ Q be the alphabet, as described in Section 3. Let F, C 0 , C p (1 ≤ p ≤ c), C, T and D F (T ) be as described above. Further, let c be any integer larger than max T ij ∈F height(T ij ). Then
2. Any algorithm A that evaluates Q on XML streams for documents D ∈ D F (T ) must use Ω(n · c) bits of memory space in the worst case. 
. . , y p,n−i−1 ) have satisfied predicates (pred i+1 , pred i+2 , . . . , pred n−1 ), respectively, in the stream S.
Proof. Consider the evaluation of Q on streams for documents D ∈ D F (T ). Consider the instant just after the node y c,1 closed; let S be the XML document stream (prefix) seen so far.
is the current path in D (see Figure 5 ). Consider Fact 6.1. Let all the nodes y p,n−1 (1 ≤ p ≤ c) be the only candidates at this instant; below, we will see what requirements this places on the stream S. Clearly, maxcands(Q, D) ≤ c + c, where the second c accounts for the (no longer viable) candidates inside a copy of some T ij ∈ F (see the two paragraphs preceding Fact 6.1); so c = Ω(maxcands (Q, D) ). Each candidate y p,n−1 is a closed node that must have already satisfied pred n .
Consider the path from x n−2 to y p,n−1 in D: path(x n−2 , y p,n−1 ) = (x n−2 , y p,1 , y p,2 , . . . , y p,n−1 );
note that all these nodes, except x n−2 , are closed nodes. With the candidate y p,n−1 , we associate the set poss S (y p,n−1 ) ⊆ T M atch(x n−2 ) as follows (poss is short for "possibilities"):
in poss S (y p,n−1 ) iff y p,1 has already satisfied the predicate pred i+1 ; y p,2 has satisfied pred i+2 ;
and so on, up to y p,n−i−1 has satisfied pred n−1 , in stream S. The significance of poss S (y p,n−1 ) is as follows: y p,n−1 ∈ Q(D) iff for some v i ∈ poss S (y p,n−1 ), we find (in the future part of D) that:
x n−2 satisfies pred i ;
x n−3 satisfies pred i−1 ;
and so on, up to x n−i−1 satisfies pred 1 .
Note that any embedding Γ of trunk(Q) in T must map v 1 to a node in C 0 , because | C p | = n − 1;
so it must map some v i (1 ≤ i ≤ n − 2) to x n−2 .
P oss S (y p,n−1 ) must be nonempty; else y p,n−1 would not be a candidate. We show that poss S (y p,n−1 )
can be any nonempty subset of T M atch(x n−2 ), for each candidate y p,n−1 , independent of the poss S of the other candidates. Let V be any nonempty subset of T M atch(x n−2 ). Consider documents
, where the only subtrees (from F) attached to the nodes in C p − {y p,n−1 } are as fol-
and so on, upto
Then, by item 2b) in Lemma 6.1, v i ∈ poss S (y p,n−1 ). So, V ⊆ poss S (y p,n−1 ); further, by item 2a) in Lemma 6.1, V = poss S (y p,n−1 ); this is independent of the poss S of the other candidates.
At the instant under consideration, the candidates are (y 1,n−1 , y 2,n−1 , . . . , y c,n−1 ), in the order in which their startElement events were seen in the stream S (i.e., in preorder). We characterize S by the collection
Two streams S and S will be considered distinct if cposs(S) = cposs(S ). By our argument in the preceding paragraph, each poss S (y p,n−1 ) can be any nonempty subset of T M atch(x n−2 ) = {v 1 , v 2 , . . . , v n−2 }.
So, there are (2 n−2 − 1) c ≈ 2 c(n−2) different values for cposs(S), and hence that many distinct stream prefixes.
We show that algorithm A must store different summary information after seeing two distinct streams S and S . This would imply that, in the worst case, this summary information would have at least log(2 c(n−2) ) = c(n − 2) bits. This worst case is over all the 2 c(n−2) streams described above, all with the same number c of (currently viable) candidates. Each such stream is a prefix of one or more documents in D F (T ). This implies that the summary information stored by algorithm A after seeing S and S must be different.
Recall that, for the instant under consideration, the current path in both S and S is C 0 = (x 1 , x 2 , . . . , x n−2 ).
Consider the XML suffix
Both S • suf f ix 0 and S • suf f ix 0 are well-formed XML documents in D F (T ). Attaching a subtree T rs ∈ F to a node x t ∈ C 0 corresponds to inserting the XML stream for T rs between the closing tags We have v i ∈ poss S (y p,n−1 ) − poss S (y p,n−1 ). Let suf f ix(S, S ) be the suf f ix 0 that attaches all (see Figure 5 )
and so on, up to T 1j (1 ≤ j ≤ k 1 ) at x n−i−1 .
x n−2 would satisfy pred i ;
x n−3 would satisfy pred i−1 ;
and so on, up to x n−i−1 would satisfy pred 1 .
Since v i ∈ poss S (y p,n−1 ), we have y p,n−1 ∈ Q(D), as desired. Since v i is not in poss S (y p,n−1 ), and since the nodes in C 0 do not satisfy any other predicates (by Lemma 6.1), y p,n−1 would not be in Q(D ).
Now, let us see how deep the documents D used in our above proof need to be. We have 2n − 3 ≤ depth(D) ≤ 2n − 3 + max i,j depth(T i,j ) (recall that height(Q) ≥ n). This was needed to have poss S (y p,n−1 ) be any nonempty subset of {v 1 , v 2 , . . . , v n−2 }. We can relax this, and reduce the height requirement of the documents, as follows. It is sufficient to have the current path C 0 be of length z = Ω(n), say z = · n, for some constant > 0. Then the last node x z on C 0 would have
This would guarantee that there are at least 2 n different values for poss S (y p,n−1 ), for each candidate y p,n−1 ; hence at least 2 nc distinct stream prefixes. This would suffice for an Ω(n · c) lower bound. Now the height requirement on D is reduced to (1 + )n + max i,j depth(T i,j ).
Now, let us see how big the lower bound of Theorem 6.2 can be, in terms of the document size.
For the documents D used in our proof above, we can limit |D| to O(n · |Q| · c): O(|Q|) for each
For such D, the lower bound of the theorem is Ω(n · c) = Ω(|D|/|Q|). Our upper limit on |D| is high because, in our proof above, the paths path(x n−2 , y p,n−1 ) are disjoint. This can be modified, and the upper limit on |D| can be reduced. • Axis(L u ) = descendant.
• l ≤ n − 2 and axis(L l+2 ) = descendant.
• For all i,
The length of a segment is the number of vertices in it.
For example, for queries Q ∈Q 2 , trunk(Q) contains only the one segment (v 1 , v 2 , . . . , v n−2 ). For queries Q ∈Q 1 , trunk(Q) does not contain any segments. Our lower bound proved below applies only to those queries Q for which trunk(Q) contains at least one nonempty segment. Let the segments in trunk(Q) be numbered in some order; trunk s (Q) denotes the s th segment.
Our lower bound depends on the recursiveness of trunk(Q): Recursive(trunk(Q)) is an integer defined as follows. Let C = (y 1 , y 2 , . . . , y h ) be a chain of XML document nodes. Consider embeddings of trunk(Q) in C that map v n to y h .
Further, for any segment
For example, let C = C 0 • C 1 be as defined near the beginning of this section (see Figure 5 ):
. . , x n−2 , y 1,1 , y 1,2 , . . . , y 1,n−1 ).
For queries Q ∈Q 2 , we have RT M atch(x n−2 ) = {v 1 , v 2 , . . . , v n−2 }; so recursive(trunk(Q)) = n − 2.
is the length of the longest segment in trunk(Q); the corresponding C would have τ (y j ) = a, for can be obtained from T by directly attaching some of the subtrees T ij ∈ F to each node in T . Further, these subtrees will be attached only to the right hand side of T . We have the following.
Theorem 6.3. Let Q be a CXPath query with one-independent c-predicates. Let Σ Q be the alphabet described in Section 3. Let F, C 0 , C p (1 ≤ p ≤ c), C , T and D F (T ) be as described above. Further, let c be any integer larger than max T ij ∈F height(T ij ). Then 
has already satisfied the predicate pred i+1 ;
and so on, up to Γ i (v n−1 ) has satisfied pred n−1 , in stream S. P oss S (y p,h ) can be any nonempty subset of RT M atch s (y m ), for each candidate y p,h .
This can be achieved by letting y p,m+2 , y p,m+3 , . . . , y p,h−1 satisfy the desired predicates in Q, and controlling the predicates satisfied by y p,m+1 ; then, we have v i ∈ poss S (y p,h ) iff y p,m+1 has satisfied the predicate pred i+1 .
We characterize S by the collection cposs(S) = (poss S (y p,h ) | 1 ≤ p ≤ c). The rest of the proof is nearly identical to that of Theorem 6.2.
Comparison with [7] . Our lower bounds in Theorems 6.2 and Theorem 6.3 are worst case lower bounds over a large set of documents. But the lower bound in Theorem 6.1 [7] essentially applies to each document D: It is a worst case lower bound over the small set of documents that are almostisomorphic to D. Now, let us compare the class of queries for which our lower bound holds (namely, CXPath queries with one independent c-predicates), with the class of queries considered in Theorem 6.1 [7] (namely, star-free Forward XPath queries). Our queries need not be star-free; except for this, our class of queries is smaller. We believe that our lower bound results can be extended to Forward XPath queries with "independent" predicates.
Comparison with Known Upper Bounds. Now, let us compare our above lower bounds with the best known upper bound for the node selection problem. Our algorithm in [32, 33] consists of two parts.
The first part tests the satisfaction of the predicates pred i at the (open) nodes in the current path. It is based on our algorithm for the filtering problem (see end of Section 5), and uses O(d|Q|) space.
The second part maintains the candidates; for each candidate e, it maintains the set poss S (e) defined as in the proof of Theorem 6.3 (recall that S is the stream seen so far); this set is updated based on the results of the first part. For each instance (Q, D), and each time instant, the space used by the second part is e poss S (e). The worst case space used (over all D, and all time instants) by this part matches our lower bound in Theorem 6.3, with a small caveat: The first part of our algorithm does lazy evaluation of the predicates. This could result in delaying the outputting/discarding of some candidates.
So, the number of "candidates" stored by the second part at any one time could exceed the value of maxcands(Q, D) as defined in this paper (see [33] [Section 9]).
Relationship to Communication Complexity Lower Bounds
In this section, we relate our lower bound results of Theorems 5.2, 5.3, 6.2 and 6.3 to some lower bound results in the communication complexity area [26, 34] .
Yao [34] r=1 q r + j; w pl = 1 (resp. z pl = 1) iff, in the p th embedding, we found 1. For 1 ≤ j ≤ n − i − 1, w pij = 1 iff y p,j has satisfied pred i+j in S = pref ix(D). So, MTribes, such that we consider only those i for which v i ∈ RT M atch s (y m ). Also, w pi and z i need to be defined using all the embeddings Γ i (specified in the proof) that map v i to y m :
1. For 1 ≤ j ≤ n − i − 1, w pij = 1 iff Γ i (v i+j ) has satisfied pred i+j in S = pref ix(D), for some embedding Γ i that maps v i to y m .
2. For 1 ≤ j ≤ i, z ij = 1 iff Γ i (v j ) satisfies pred j in suf f ix(D), for some embedding Γ i that maps v i to y m .
Conclusions
In this paper, we presented strong lower bounds on the memory space required to solve the filtering problem and the node selection problem, for CXPath queries with independent predicates. These lower bounds are larger than those in [6, 7] , but hold for a different class of queries. Our algorithms in [32, 33] for the general case come close to matching our lower bounds presented in this paper. Our algorithm for the filtering problem uses O(d|Q|) bits of memory space, compared to our worst case lower bound of Ω(d · cF Size vn (Q)). Our algorithm for the node selection problem consists of two parts. The first part uses the same amount of space as our algorithm for the filtering problem. The space used by the second part nearly matches our lower bound in Theorem 6.3.
