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Abstract. IEEE 802.15.4 - ZigBee is a wireless sensor targeted at applications 
that require low data rate, low power and inexpensive. IEEE 802.15.4 is limited 
to a throughput of 250kbps and is designed to provide highly efficient connec-
tivity. Hence, IEEE 802.15.4 is not designed to transfer large amounts of data or 
MPEG-4 as its bandwidth is too low. In engineering and computer science often 
use optimization techniques, as do real environment applications in order to 
overcome complex issues and now this paper a solution has been accomplished 
by applying Particle Swarm Optimization (PSO) to improve the quality of 
transmitted MPEG-4 over IEEE 802.15.4. The proposed intelligent system 
should minimize data loss and distortion. The computer simulation results con-
firm that applying PSO in video transmission improve the quality of picture and 
reduce data loss when compared with the conventional MPEG video transmis-
sion in ZigBee. 
Keywords: Index Terms—Adaptive Quantization, MPEG-4, Particle Swarm 
Optimization, Rate Control, ZigBee, Video Transmission 
1  Introduction 
The IEEE 802.15.4 standard also known as ZigBee is a new frequency standard in 
wireless technology. It is designed to be cost-effective and is targeted at Low-Rate 
Wireless Personal Area Networks (LR-WPANs) with low power consumption, radio 
frequency applications [1], provides highly efficient connectivity and in many ways is 
similar to Wi-Fi and Bluetooth, operating in the same 2.4GHz Industrial Scientific 
Medical (ISM) band worldwide at a maximum data-rate of 250 kbps, 868 MHz band 
at a data rate of 20kbps in Europe and 914MHz band at 40kbps in the USA and Aus-
tralia [2], [3]. 
IEEE 802.15.4/ZigBee’s potential as a cost effective makes it highly likely that it 
will soon be used to transfer large amounts of data or stream videos. However, 
ZigBee bandwidth is very low for video transmissions over IEEE 802.15.4 networks 
and it would be difficult to achieve. Hence, in this paper a novel solution is presented 
to transmit digital video using the MPEG-4 compression technique over the ZigBee 
wireless sensor network with a sufficient quality. 
MPEG-4 can be transported on existing transport layers and the majority of 
transport layers and network topologies are based on various forms of packet or cell 
switching technologies. Artificial Intelligence (AI) introduced to MPEG-4, and can 
decrease the amount of data that is transmitted, which can solve the problem and 
avoid congestion, whilst reducing the data transmission when a problem occurs dur-
ing communication. Below is a brief history of the many different pertinent pieces of 
research that have been conducted in video streaming using AI and wireless commu-
nications. 
Cheng and Chang came up with a method based on fuzzy logic in order to control 
congestion, whilst maintaining the quality of service [6]. They improved their model 
even further by introducing call admission control as well as congestion control on 
Asynchronous Transfer Mode (ATM) networks. In order to improve the performance 
of ATM networks, Huang et al., use a virtual leaky bucket with fuzzy logic control to 
manage the depletion rate in the bucket. Their simulation results show that the fuzzy 
leaky bucket system is effective in detecting source violation with low response time 
and the performance is significantly better than other mechanisms [8]. Likewise, 
Kazemian and Meng have introduced a solution, adding a fuzzy control system at the 
host controller interface [11]. This fuzzy control scheme was developed to transmit 
MPEG-4 over a Bluetooth wireless network to improve QoS in video streaming using 
a fuzzy approach [12].  
PSO has also been applied in MPEG bit rate optimization. In the research conduct-
ed by Arachchi and Fernando, PSO-based bit rate optimization for MPEG-1/2 video 
coding has been studied and they have concluded that one of the significant problems 
in video compression schemes is the high fluctuation in the output data rate over the 
video sequence. These compression schemes, in general, utilize a rate control algo-
rithm in order to maintain the output data rate at a constant level, regardless of the 
properties of the video sequence and the differences in the compression ratios of dif-
ferent picture types. Experimental results show that the proposed method can improve 
the average picture signal to noise ratio (PSNR) by more than 2 dB [13], [14]. Ac-
cording to the above research and the similarity between ZigBee, Bluetooth and other 
IEEE standards algorithms, and considering that MPEG-4 video files need a large 
bandwidth in order to stream over wireless networks, a novel solution would be to 
transmit MPEG-4 over IEEE 802.15.4 by introducing the PSO to the MPEG-4 appli-
cations. PSO is a relatively new AI technique and is a population-based stochastic 
optimization technique developed by Eberhart and Kennedy, inspired by the social 
behaviour of birds. The algorithm is very simple but powerful [15], [16]. PSO and the 
Genetic Algorithm (GA) represent population-based optimization heuristics for 
searching in high-dimensional spaces. The GA is an adaptive strategy and a global 
optimization technique [17]. PSO is very similar to the GA with much lower compu-
tational costs. The idea of PSO is that populations of potential solutions are intended 
to move collectively through a problem search space, under their respective algorith-
mic strategies, and ideally to a solution representing the global optimum [18]. PSO 
adapts behaviour and looks for the best solution vector in the search space. In PSO, a 
particle refers to a solution; each particle has a velocity that directs the “flying” of a 
particle as well as a cost value and fitness that is evaluated and minimized by the 
function. When there is a continuous optimization problem, each particle searches for 
a solution to it by flying through the search space following the optimum particles. 
The particle’s flying experience and the experience of its neighbouring particles, de-
cide the velocity of each particle. It is the local or global best that ultimately affects 
the behaviour of each particle to help it fly through hyperspace. Therefore, by observ-
ing the behaviour of the flock and memorizing their flying histories, all particles in 
the swarm can quickly converge to near-optimal geographical positions [19]. The idea 
proposed in this paper uses PSO, which requires a lot less computation, and accord-
ingly it can be executed faster alongside MPEG-4 video compression. The proposed 
model has achieved an optimum level of quality of pictures whilst maintaining the 
ZigBee target bitrate, which has led to improvement in the quality of picture by reduc-
ing the data loss. 
2 PSO application to improve the quality of transmitted GOP 
in ZigBee 
The approach used to successfully transmit MPEG-4 videos over the ZigBee wireless 
network, which is aimed primarily at remote control and sensor applications, is the 
application of PSO to video compression whilst enhancing the QoS.  In this paper, the 
problem-solving strategy decided on the use of PSO.Hassan et al., research results 
show the computational efficiency superiority of PSO over the GA. This is statistical-
ly proven with a 99% confidence level in seven out of the eight test problems investi-
gated. Sivanandam and Deepa have compared PSO and GA for Lower Order System 
Modelling and their overall simulation results indicate that both Gas and PSO can be 
used in the search of parameters during system modelling. With respect to minimizing 
the objective function Integral Square Error, PSO determines a smaller value than 
GA. In terms of computational time, the PSO approach is faster than GA, although it 
is noted that neither algorithm takes what is considered as an unacceptably long time 
to determine the results [24]. Therefore, the proposed idea in this research uses PSO, 
which requires a lot less computation and accordingly it can therefore be executed 
faster. 
The simulation presented in this paper explains the implementation of a transceiver 
for the ZigBee wireless communication system using Matlab, Simulink and MPEG-4 
compression techniques, such as, motion compensated prediction, transform coding, 
quantization, entropy coding and other encoding processes. The proposed model 
mechanism is to reside in the IEEE 802.15.4 standard transmitter device side. The 
system is composed of an MPEG-4 encoder to input the data to a network that is or-
ganized into two nodes; transceivers and receivers, which is then passed onto a de-
coder. In addition, the simulation process is conducted by adding additive white 
Gaussian noise (AWGN) in a simulator of 802.15.4 device communication that com-
prises the transmitter radio channel. The input of the system is an AVI (interactive 
audio and video file) file for the encoder and the expected output file from the decod-
er is an AVI video file. The input file has the size of 176 pixels by 144 pixels and 
64kbit/s data rate. In this simulation, 240 frames or 20 Group of Pictures (GOP) for a 
period of 20 seconds are transmitted over the IEEE 802.15.4 standard network. The 
bandwidth in this simulation is the maximum value available in IEEE 802.15.4 
ZigBee set at 250kbps. The GOP’s range is given from 1 to 20 GOPs, which is ap-
proximately 240 frames. The other parameters are for the quantization; for Variable 
Bit Rate (VBR) the values are 8 for I-frames, 10 for P-frames and 25 for B-frames. 
For Constant Bit Rate (CBR) the parameters have been set to a constant value of 15 
for all the frames I, P and B. MPEG-4 can work either in VBR or CBR to set the con-
trol parameters of a video encoder. Following the encoding, parameters are needed to 
control the output bitrate. The Quantizer Parameter (QP), or step size, is the most 
obvious parameter to vary, or rescale. This is because increasing the QP reduces the 
coded bitrate, whilst decreasing the QP will increase the coded bitrate. Quantization 
can be express as: 
𝑄𝑂 = 𝑟𝑜𝑢𝑛𝑑(𝑋/𝑄𝑃) (1) 
where X is the input value, QP is quantizer size, which controls the range of the out-
put (QO). The adaptive quantization in this simulation uses the initial value of 15 for 
each Q-set (QP) to start with, however, soon after running the simulation, it will over-
ride the value of its initial settings to decide adaptively on the required QP to find the 
best fit for the purpose and transitions rates.  
In order to achieve the rate control and maintain the target bitrate or mean bitrate and 
to minimize, distortion in the decoded sequence, the Q-set has been modified during 
encoding. Using PSO, the output rate of the encoder, can be closely controlled during 
encoding and the optimum Q-scale size can be determined in an ad-hoc way. This 
approach should eliminate any data loss and packet drops. The target bit rate, is calcu-
lated based on the number of frames in the GOP and the minimum and maximum 
levels of bits that are available, which are known by calculating the prediction P-
frame rate. If the previous frame is an I-frame, it is used as a reference to predict the 
next frame’s complexity and is allocated a suitable number of bits, following that the 
quantize step size for the following P and B frames is calculated. The desired bit rate 
or target rate is expressed in Equation 2: 
𝑇𝑎𝑟𝑔𝑒𝑡 𝑟𝑎𝑡𝑒 =  (
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑟𝑎𝑚𝑒𝑠
𝑓𝑟𝑎𝑚𝑒 𝑟𝑎𝑡𝑒 (24)
) 𝑍𝑖𝑔𝐵𝑒𝑒 (2) 
Finding the bitrate of an uncompressed video, using resolution and frame rate and 
lossless video through approximations of quality, is expressed in Equation 3: 
𝐵𝑖𝑡𝑟𝑎𝑡𝑒 = ( 𝑥 × y)  ×
MF
B
×  𝑅𝑎𝑡𝑒 (3) 
where x is the frame width, with the value of the video file as 176 pixels, and y is the 
height with the value of 144 pixels. The number 4 is the value of MF (Motion Factor), 
which is divided by 8 bits, and therefore, 1000 is the value of frame bitrate. The value 
of bitrate then is passed to the PSO for optimization.  In PSO, particles move over a 
specified D-dimensional search space at different random or heuristically velocities 
and positions. The algorithm updates the velocity and position of each particle in the 
swarm by learning from its neighboring particles. Its own fitness is then evaluated and 
a good experience is reached. The basic particle swarm model can be explained in 
Equation 6 [26], [27]. In a D-dimensional search space, the position vector of the i-th 
particle is given by 𝑋𝑖 = (𝑥𝑖,1, 𝑥𝑖,2, 𝑥𝑖,𝐷) and the velocity of the i-th particle is given 
by𝑉𝑖 = (𝑣𝑖,1, 𝑣𝑖,2, 𝑣𝑖,𝐷). Positions and velocities are adjusted and the objective func-
tion is to optimize i.e. 𝑓(𝑥𝑖) is evaluated with the new positional coordinates at each 
time-step. The velocity and position update equations for the d-th dimension of the i-
th particle in the swarm may be represented as explained in Equation 4 [26], [27]: 
𝑣𝑖,𝑑,𝑡 = 𝑤 × 𝑣𝑖,𝑑,𝑡−1 + 𝐶1  × 𝑟𝑎𝑛𝑑1 × (𝑝𝑖,𝑑,𝑡−1
𝑡 − 𝑥𝑖,𝑑,𝑡−1) + 𝐶2
× 𝑟𝑎𝑛𝑑2 × (𝑝𝑖,𝑑,𝑡−1
𝑔 − 𝑥𝑖,𝑑,𝑡−1) 
𝑥𝑖,𝑑,𝑡 = 𝑥𝑖,𝑑,𝑡−1 + 𝑣𝑖,𝑑,𝑡 
      (4) 
 
 
 
where 𝑟𝑎𝑛𝑑1and 𝑟𝑎𝑛𝑑2 are random positive numbers uniformly distributed in (0, 1) 
and are drawn anew for each dimension of each particle. 
𝑃𝑖
𝑙  is the personal best solution found so far by an individual particle while 𝑃𝑖
𝑔 , 𝑖 rep-
resents the best particle in a neighborhood of the its particle for the lbest PSO model. 
Note that in PSO, a neighborhood is defined for each individual particle as the subset 
of particles, which it is able to communicate with. The gbest for PSO may be regarded 
as a special case of the lbest model where the entire swarm acts as the neighborhood 
of any particle and 𝑃𝑖
𝑔 , 𝑖 simply becomes the globally best position found so far by all 
the particles in the population. In lbest PSO, if at any iteration a particle is the best in 
its neighborhood, then the velocity update formula as presented in Equation 5 for this 
particle will be [27], [28]: 
𝑣𝑖,𝑑,𝑡 = 𝑤 × 𝑣𝑖,𝑑,𝑡−1 + 𝐶1 × 𝑟𝑎𝑛𝑑1 × (𝑃𝑖,𝑑
𝐼 − 𝑥𝑖,𝑑,𝑡−1) (5) 
 
The variables in the PSO system of equations are summarized in Table 1. 
 
𝑉𝑖 The particle velocity. 
𝑋𝑖 The particle position (test solution). 
𝑡 Time 
𝑃𝑖
𝑙 The particle’s position (previous) that resulted in the best fitness 
so far. 
𝑃𝑖
𝑔
 The neighborhood position that resulted in the best fitness so far. 
𝑑 D-dimensional search space 
Table 1. The PSO Variables 
The lower and upper boundaries of the Q-scales are 1 and 31 respectively. The lower 
and upper boundaries constitute the search-space. The boundaries force the optimiza-
tion method to move the candidate frame back to the boundary value if it has exceed-
ed the boundaries that are denoted as ?⃗? 𝐼𝑜 and ?⃗? 𝑢𝑝 up as formulated in Equation 6 [29]: 
𝑓: [?⃗? 𝐼𝑜, ?⃗? 𝑢𝑝] ⟶ ℝ (6) 
 
If optimization problems are 𝑓 functions these are explained in Equation 7 of the fol-
lowing form [30]: 
𝑓:ℝ𝑛  →  ℝ  (7) 
 
Assuming that 𝑓 is a minimization problem, meaning that it is searching for the can-
didate solution 𝑥 ∈  𝑅𝑛 with the smallest value 𝑓(𝑥 ) using the following example: 
Find 𝑥  such that ∀ 𝑦  ∈  ℝ𝑛 ∶ 𝑓(𝑥 ) ≤ 𝑓( 𝑦  ) 
 
It is often not possible to find the exact optimum and a candidate solution of suffi-
ciently good quality must be used instead [28], [29]. The evaluation of frame rates is 
then passed into the Rosenbrock function [30]. The first input argument is the frame 
rates to be evaluated. Instead of iteratively recalculating the number of particles from 
the dimensionality of the position matrix, the information is passed to the function 
through the second input argument, which corresponds to each frame row or rate that 
has been evaluated [31]. Personal and global bests, including the best Fitness, are 
updated based on how well they minimize the following Equation 8 [30], [31]. 
𝑓(𝑥 ) =  ∑ ∑ (100 (𝑥𝑗+1 − 𝑥1
2)
2
+ (1 − 𝑥𝑖)
2)
𝑛−1
𝑗=𝑗−1
30
𝑖=−30
 
−30 ≤ 𝑥𝑖  ≤ 30 
(8) 
 
 
The first input argument is the frame rates to be evaluated in Rosenbrock function. 
Instead of iteratively recalculating the number of particles from the dimensionality of 
the position matrix, the information is passed onto the function through the second 
input argument, which corresponds to each frame row or rate that has been evaluated. 
Personal and global bests, including the best fitness, are updated based on how well 
they minimize [31], [32]. After training the data the result of the PSO then determines 
the Q-Step size for each GOP. 
3  Computer simulation results 
 
PSNR (Peak Signal-to-Noise Ratio) is a way of telling approximately the human per-
ception of the reconstructed quality. For this reason, a reconstruction may sometimes 
appear to be closer to the original than others do. PSNR is formulated in Equation 7 
[11]: 
𝑃𝑆𝑁𝑅 = 10 log
(2𝑛 − 1)2
𝑀𝑆𝐸
= 10 log
2552
𝑀𝑆𝐸
 
 
(7) 
 
A random frame sample taken from the most fluctuated range of data.  Error! Refer-
ence source not found. is the sample that has been taken for this evaluation. It is 
comparing the PSNR of VBR, CBR and PSO methods. The result shows that the 
PSNR result or the sample frame in VBR after transmission is 20.9351dB. 
 
   
Fig. 13. Sample frame trans-
mitted in VBR 
Fig. 14. Sample frame trans-
mitted in CBR 
Fig. 15. Sample frame trans-
mitted in PSO 
The PSNR result compared to the source in CBR using the same frame number is 
shown in Error! Reference source not found. and is 17.83dB The PSNR result on 
the source of adaptive quantization using PSO on the same frame number is shown in 
Error! Reference source not found.. In this test, PSO conducts the optimum result 
in between VBR and CBR with value of 20.88dB; that is 4.37% less than VBR. Even 
though a small percentage of quality of the video object is lost, the PSO method com-
pensates for this by remaining within the bandwidth target rate limit of IEEE 802.15. 
Like with the VBR, PSO has a greater value than CBR. The frame rate of the sample 
frame is compared to evaluate the PSNR to transmission rate and the encoding quali-
ty. In VBR it is 398kbps, in CBR the frame rate is 279kbps and in PSO it is 237kbps. 
The results in Table 2 show that VBR has a better quality. However, because of large 
frame rate size the frame is not suitable for the given rate of 250kbps in ZigBee. CBR, 
with the constant value of Q-step, also has a large frame rate but it has very low quali-
ty. Therefore, the results prove that with use of PSO and introducing an adaptive 
quantization it can achieve a good balance in higher PSNR than other commonly used 
methods, whilst improving the quality of the image during the encoding, and adap-
tively managing the best frame rate at the target bitrate. 
 
Method Frame rate PSNR 
VBR with Gaussian 
noise 
379kbps 20.93 dB 
CBR with Gaussian 
noise 
266kbps 17.83 dB 
PSO with Gaussian 
noise 
209kbps 20.88 dB 
Table 2. PSNR and frame rates transmitted with white Gaussian noise 
The PSNR results for the PSO algorithm present the minimum value of 17.83dB and a 
maximum value of 20.93dB. To compare the different PSNR results for each method, 
the PSNR results are grouped together and presented in Fig.1. 
 
Fig. 1. PSNR in VBR, CBR and PSO 
The minimum and maximum numbers for each method is listed in Table 3. 
 
Method PSNR 
Min (dB) Max (dB) 
VBR 13.84 28.73 
CBR 15.72 25.18 
PSO 17.91 28.30 
Table 3. Minimum and Maximum PSNRs 
The PSNR shows that the PSO method carried the highest value in the minimum 
group at a value as low as 17.91dB.Whilst having an optimum value of 28.30 within 
the maximum group, which is less than the Maximum PSNR value of the VBR meth-
od and greater than the PSNR maximum value of the CBR. 
4  Conclusion 
The PSNR shows that the proposed idea carries an optimum value of PSNR, which is 
less than the maximum PSNR value of the VBR method and greater than the maxi-
mum PSNR value of the CBR method. These results determine that the proposed 
method is superior to both the VBR and CBR methods and the use of PSO can im-
prove MPEG-4 streaming by using an optimum level of the available bandwidth. The 
proposed model can increase the efficiency of the bandwidth, prevents data loss and 
most importantly it improves QoS and enables   MPEG-4 video to be transmitted over 
IEEE 802.15.4 standard. Also, computer simulation results confirm that the use of 
PSO as an optimization model to develop an adaptive scalar quantization video cod-
ing, improves the quality of picture whilst reducing data loss and communication 
delay, when compared with conventional MPEG-4 video transmissions. 
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