Online social networking platforms regularly support hundreds of millions of users, who in aggregate generate substantially more data than can be stored on any single physical server. As such, user data are distributed, or sharded, across many machines. A key requirement in this setting is rapid retrieval not only of a given user's information, but also of all data associated with his or her social contacts, suggesting that one should consider the topology of the social network in selecting a sharding policy. In this paper we formalize the problem of efficiently sharding large social network databases, and evaluate several sharding strategies, both analytically and empirically. We find that random sharding-the de facto standard-results in provably poor performance even when frequently accessed nodes are replicated to many shards. By contrast, we demonstrate that one can substantially reduce querying costs by identifying and assigning tightly knit communities to shards. In particular, our theoretical analysis motivates a novel, scalable sharding algorithm that outperforms both random and location-based sharding schemes.
INTRODUCTION
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exceeds the storage capacity of any single machine, and thus user data must necessarily be distributed, or sharded, across hundreds or even thousands of servers.
Rapidly retrieving these data poses a particularly challenging problem, as one must support billions of queries each day while balancing latency against memory and bandwidth constraints. The difficulty of the retrieval task is compounded by the fact that users often require access not only to their own data, but also to that of all their social contacts. Such neighborhood queries are the key ingredient in generating popular, personalized user feeds-which present activities from a user's social circle after filtering for recency and relevance-and thus exert considerable strain on existing database systems.
This paper addresses the problem of sharding social networks so as to efficiently execute such neighborhood queries. A simple and oft-used sharding strategy is to randomly assign users to shards. At a high level, however, there are two near-universal features of social networks that suggest one can do substantially better. First, social networks generally contain densely connected communities of users. By ensuring tightly knit clusters of users are assigned to the same shard, one might greatly reduce the number of shards accessed per query. Second, a relatively small number of "locally popular" users (i.e., those that are frequently queried by certain communities) account for a disproportionally large number of shard accesses. Neighborhood queries might thus be further optimized by replicating local celebrities to the appropriate shards, analogous to maintaining a cache of frequently accessed resources. By leveraging these properties, network-aware sharding strategies offer the potential for considerable gains over the alternatives.
Several recent papers have in fact demonstrated the benefits of sharding network data based on correlated access patterns. Karagiannis et al. [8] deploy and evaluate Hermes, an optimization engine for large-scale enterprise email services in which observed communication data are analyzed to co-locate user data based on the implicit social graph. Such co-location reduces storage costs as senders and receivers of an email can access the same physical version of the message, obviating the need for each to keep separate local copies. Agarwal et al. [1] detail and analyze a similar system, Volley, for placing data across geo-distributed servers. Like Hermes, Volley is based on an implicit network extracted from access logs, and the system is shown to considerably reduce storage and bandwidth requirements relative to a baseline strategy of placing resources close to their primary requesters. Similarly, SPAR, a system developed by Pujol et al. [13] is designed to facilitate strict co-locality requirements in online social networks-where a user and all its neighbors must reside on the same server-and the objective is to minimize the number of necessary shards.
Past work has approached network-aware sharding from an almost exclusively empirical perspective, focusing on both storage and bandwidth. Here we formalize the problem as minimizing average load across shards, and both derive analytic results and present empirical evaluations. We show that in graph models with strong community structure, random shardings, though the de facto industry standard, are far from optimal and lead to provably worst-case performance. In contrast, by simply mapping communities in these networks to shards, one can greatly reduce the average load exerted by neighborhood queries.
As we show, finding optimal network-aware sharding strategies is an NP-complete problem. Our theoretical analysis, however, motivates a novel, scalable method for community detection, which can in turn be used to lower sharding costs.
1 We validate our approach on two large web-scale datasets, and find that average query load is more than halved relative to random sharding. On the one dataset for which geographic information is available, we further find that network sharding improves on location-aware sharding strategies. The large decrease in average load, however, comes at the expense of creating hotspots (i.e., shards with much higher-than-average loads), particularly in the case of networks with extreme degree skew. We address this problem by replicating, or caching, a relatively small number of local celebrities to shards, a technique that has the additional benefit of reducing average load.
Roadmap. We proceed by formally defining the problem in Section 2, and then proving that random sharding is a poor strategy for minimizing the average load in Section 3. To motivate alternate sharding strategies, we review the stochastic block model for network structure in Section 4 and show that significantly better shardings exist for networks following this model (Theorem 6). After showing that networking sharding is NP-complete in Section 4.3, we develop an algorithm for efficiently sharding large networks in Section 5. We evaluate this method experimentally on two large real-world networks in Section 6, and conclude by discussing open questions in Section 7.
PROBLEM STATEMENT
Before formally defining the network sharding problem, we introduce some notation. Let G = (V, E) be a directed graph with n = |V | nodes and m = |E| edges. Let N (i) = {j : (i, j) ∈ E} denote the neighborhood of the i-th node, and di = |N (i)| its degree. For convenience we will denote by N + (i) = {i}∪N (i) the set consisting of the neighborhood of the i-th node and the node itself. For S, T ⊆ V , where the subsets are not necessarily disjoint, let E(S, T ) = E ∩(S ×T ) be the set of edges from S to T . We abbreviate E({i}, T ) as E(i, T ) and E(S, {j}) by E(S, j).
Given a graph G, our goal is to cover the n nodes of G with T potentially overlapping sets S1, S2, . . . , ST . We refer to each of these sets as a shard, and insist that each shard contain at most M nodes. Semantically, each shard corresponds to the subset of G stored on an individual machine.
We refer to the collection of shards, S = {S1, . . . , ST }, as a sharding. We note that if M · T = n, the shards are necessarily disjoint; otherwise let ρ = M T /n > 1 define the replication ratio, which characterizes the level of node duplication in the system.
As described in the introduction, the goal of the system is to support an efficient execution of neighborhood queries, queries that retrieve a node i together with all of its neighbors. We refer to the set of all such neighborhood queries as a query plan Q, formally defined by a set of indices eij that indicate where to access node j when executing a neighborhood query for node i:
A query plan is valid for a sharding S if the nodes are retrieved from shards on which they actually reside (i.e., j ∈ Se ij ). For settings without replication (ρ = 1), a sharding corresponds to a unique query plan in which nodes access neighbors on their respective shards. When nodes are replicated (ρ > 1), however, there are many valid query plans corresponding to a given sharding. From a query plan it is easy to generate a compatible sharding (i.e., a sharding for which the query plan is valid). Namely, a node is assigned to a given shard if and only if at least one neighborhood query expects to find it there:
We thus consider a query plan to be valid if the induced shards satisfy the capacity constraints |St| ≤ M . In practice, the overall performance of a query plan depends on several factors, including the cost of database accesses, the latency of network connections, and the total network bandwidth consumed. A simple abstraction of these performance metrics is the average query load across shards (i.e., the number of queries processed per unit time per shard). Let λi be the rate at which node i queries the system. Denote by Li,t(Q) the load induced by user i on shard t under query plan Q:
Then the average load per shard is:
In our analysis, it is helpful to consider the average load generated per user (i.e., the average number of shards accessed per user), which we call the cost of a query plan:
Li,t(Q).
Note that the two measures are scalar multiples of each other as load(Q) = n T cost(Q). Minimizing cost is thus equivalent to minimizing load, and so we switch between the two formulations as convenient. For simplicity in our presentation we assume that λi = λ for all i (i.e., that all users query the system at the same, constant rate), but note that the results extend to the heterogeneous user setting as well.
We are now ready to formally state the NetworkSharding problem.
Problem 1 (NetworkSharding). Given a graph G, the total number of shards, T , and a per shard capacity constraint M , find a valid query plan Q with minimal cost.
RANDOM SHARDING
Under our cost metric the worst one can do is to access a node and each of its neighbors on distinct shards, in which case the cost is approximately the average network degree. As we show below, this is exactly what occurs when one employs the common strategy of randomly assigning nodes to shards regardless of network structure. Theorem 2 formalizes this result, showing that even with substantial replication random sharding leads to near worst-case performance.
Theorem 2. Let G be a graph with n ≥ 2 nodes, and let T, M ≥ 1 be integers such that T M ≥ n. Consider a random sharding of G into T shards with capacity M chosen uniformly from all shardings that fill each shard to capacity, and let Q denote an optimal query plan compatible with that sharding. Then if ρ = T M/n is the replication ratio, the expected cost of Q satisfies
where di is the degree of node i.
Before proving the theorem, we make two observations. First, given a sharding, generating an optimal compatible query plan is in general an NP-complete problem. In particular, it requires solving a set cover problem for each node and its neighbors. Nevertheless, we show that this optimal query plan is necessarily poor when the sharding is chosen uniformly at random. Second, suppose di is O(log n) and the replication ratio is as high as O(n 1/2 ). Then even for very high memory capacities-for example, M = O(n 1/2−ǫ )-we still find that random sharding leads to near worst-case performance.
Proof. The upper bound follows trivially, since in the worst case each node must access its neighbors and itself in di + 1 different shards. Likewise, if M = 1 then each node must choose different shards for each neighbor, and if M > n then the left-hand side of (4) is negative, so the lower bound holds in these degenerate cases.
To establish the lower bound for 2 ≤ M ≤ n, fix a node i, and consider the probability that i has at least two neighbors in the t-th shard, St. Applying the union bound over all pairs of i's neighbors, we have
Consequently, the probability that i has at most a single neighbor in any of the T shards is at least
n .
In this case, i must access at least di shards, and the result follows.
A THEORETICAL ANALYSIS OF NETWORK SHARDING
Even when a graph has substantial community structure, Theorem 2 above shows that random shardings, perhaps unsurprisingly, perform poorly at neighborhood queries. In contrast, as we show below, network-aware strategies can perform considerably better when sharding social networks.
Model Description
Our formal analysis is based on stochastic block model (SBM) networks [7] , a simple yet widely used family of networks with community structure. In these models, nodes belong to one of K communities, or blocks, and the probability of an edge between any two nodes depends only on their corresponding block assignments. Specifically, the generative process for a network with n nodes and K blocks is as follows: for each node i, independently roll a K-sided die with bias π to determine the node's block assignment zi ∈ {1, . . . , K}; for each ordered pair of nodes (i, j), flip a coin with bias θ+ (resp. θ−) for nodes in the same (resp. different) blocks to determine if a directed edge exists from i to j. Formally, for an SBM with parameters π and θ, the marginal distributions for block assignments zi and edges indicated by Aij are:
where 0 < θ± < 1, 0 < π k < 1, and
Networks generated under this model may loosely be characterized as a mixture of Erdos-Renyi networks, with an edge density θ+ within blocks and θ− between. In the assortative case (θ+ > θ−), nodes tend to form more edges within than between their blocks, resulting in dense "communities."
Analysis
Despite their simplicity, stochastic block models capture one of the most salient features of social networks, namely the tendency of individuals to cluster into communities. Moreover, these models immediately illustrate the potential savings from network-aware sharding strategies. By assigning all nodes in a block to the same shard, a node need only access a single shard to retrieve all its in-block neighbors. Thus, in the worst case, nodes only access different shards for each of their out-of-block neighbors, leading to a total cost approximately equal to the average out-of-block degree. In contrast, Theorem 2 shows that the expected cost of a random sharding of this network-in fact, of any network-is approximately the average degree, which is generally substantially larger than the average out-of-block degree.
While the naive sharding strategy of assigning blocks to shards offers considerable gains over a random sharding, one might reasonably wonder if there is further structure embedded in these networks that one can exploit. Theorem 6 below shows that in fact there is not, that the best one can do is to simply leverage the first-order structure of these graphs. While this result is quite believable, rigorously establishing its validity requires a detailed understanding of the structure of Erdos-Renyi graphs.
We proceed by first establishing in Theorem 4 that ErdosRenyi graphs have no discernible structure one can exploit for sharding. This result follows from an observation by Bollobás [3] that Erdos-Renyi graphs do not contain large, isolated sets of nodes (Theorem 3). Then, by considering SBMs as a mixture of Erdos-Renyi graphs of different densities, Theorem 6 shows that SBMs are best partitioned by assigning blocks to shards.
Theorem 3 (Bollobás [3] ). Suppose δ = δ(n) and D = D(n) satisfy δpn ≥ 3 log n, D ≥ 3 log(e/δ) and Dδn → ∞. Then for every ǫ > 0, ∃ N such that for n ≥ N and G ∼ G(n, p), G satisfies the following property with probability at least 1 − ǫ: For every U ⊆ V with |U | = ⌈D/p⌉ the set
has at most δn elements.
Theorem 3 shows that in most Erdos-Renyi graphs, every suitably large set contains a neighbor of most nodes in the network. Importantly, it is not only the case that most large sets are well-connected to the rest of the network, but that in most graphs, every large set is well-connected. It is this subtle distinction that constitutes the primary difficulty in establishing the result.
Theorem 4 below recasts the Bollobás result as a statement about sharding, and can be seen as an analog of Theorem 2. Whereas the former result established that completely random shardings lead to poor performance, the latter shows that completely random graphs can not be efficiently sharded.
and positive integers T, M with T M = n, the cost of an optimal query plan Q satisfies
with probability 1 − ǫ, where c0 = 1/50 and c1 = 3.
Remark 5. By assuming T M = n in Theorem 4, we exclude the possibility of nodes residing on multiple shards. That is, the result pertains to a traditional sharding in which nodes are partitioned, but not replicated, across machines.
Proof. We start with the upper bound. The cost of any query plan is trivially at most min(T,d + 1), whered is the average degree of G. This value is well concentrated, and a Chernoff bound argument shows that:
Hence, P d ≤ 2np ≥ 1 − ǫ/2 for sufficiently large n, establishing the upper bound. For the lower bound, suppose S is a sharding (S1, . . . , ST ) of G. Since we assume T M = n, S necessarily partitions the nodes of G, and so there is a unique compatible query plan, which we denote by Q. Since G is undirected, node i accesses the t-th shard if and only if i ∈ N (St) (i.e., if i has a neighbor in St). Thus, if IA(i) indicates whether i is in the set of nodes A, cost(Q) =
In other words, the cost of the query plan can be expressed as the sum of the sizes of each shard's neighborhood.
We next apply Theorem 3 to show that every suitable large node set has a large neighborhood. Specifically, take δ = 1/2 and D = 6 in Theorem 3. Then for n sufficiently large and almost all graphs G ∼ G(n, p), any vertex set U of size ⌈6/p⌉ has |TU | ≤ n/2. Therefore:
where the last inequality follows by taking n ≥ e 6 . To finish the proof, we consider two cases. First suppose M ≥ ⌈6/p⌉, that the machines have relatively high memory. Then by (8) , for almost all graphs G and any sharding S of G, each shard has |N (St)| ≥ n/3. Summing over shards, we have cost(Q) ≥ T /3. So, when memory is high (and thus there are relatively few shards), nodes tend to access a constant fraction of the shards. Alternatively, suppose that the machines have small capacity, that M < ⌈6/p⌉. In this case, consider the union U of ⌈6/p⌉/M distinct shards, which, as above, must necessarily have a large neighborhood. Moreover,
That is, the neighborhood sizes of the constituent shards sum to be relatively large. Finally, the number of such disjoint shard groupings one can form is
Thus, by (9) , cost(Q) ≥ np 42
for n sufficiently large.
As shown in Theorem 4, Erdos-Renyi graphs do not contain any subtle structure that permits efficient sharding. Using this fact, Theorem 6 demonstrates that SBMs are optimally partitioned by assigning nodes in a block to the same shard. For simplicity we assume the blocks, instead of having binomial size, are of fixed size n/K, and moreover, that the SBM network is undirected.
G an undirected SBM graph with blocks of size exactly n/K, and positive integers T, M with M ≥ n/K and T M = n, the cost of an optimal (G, T, M )-query plan Q satisfies
Proof. Without loss of generality, we assume that nodes are numbered so that ones in the same community are adjacent. For the upper bound, consider the sharding S in which the first M nodes are placed into the first shard, the second set of M nodes are put into the second shard, and so on. Since communities, which have size n/K, are by assumption smaller than the shards, this sharding results in each community being spread over at most two shards. Consequently, for the unique compatible query plan Q,
where N−(i) is the set of i's neighbors outside of its block. To bound the sum in (11), note that
since each of the n 2 (K − 1)/2K inter-community edges is present with probability θ− and appears in the sum once from the perspective of each endpoint. Since the probability of each edge being present is independent of the rest, an application of Chernoff bounds allows us to conclude that:
n log n Thus, for n sufficiently large, cost(Q) is bounded by 3nθ− with probability at least 1 − ǫ/2. To complete the upper bound, we note that trivially cost(Q) ≤ T . For the lower bound, starting with G define the (random) graphĜ by independently deleting each intra-community edge with probability 1 − θ−/θ+. Let Q andQ denote optimal query plans for G andĜ, respectively, Since we only delete edges in constructingĜ, cost(Q) ≥ cost(Q). Moreover, any given intra-community edge is independently present inĜ with probability θ+(θ−/θ+) = θ−. Since intercommunity edges are likewise independently present with probability θ−, we haveĜ ∼ G(n, θ−). Consequently, by Theorem 4, for n sufficiently large,
ǫ 2 which completes the proof.
Optimal sharding
The preceding analysis suggests that when sharding networks, one should map tightly knit communities to shards. In practice, however, this task is complicated by the fact the we observe only the network, not the community assignments. As we show below, finding an optimal solution to the NetworkSharding problem is in fact NP-complete. Proof. The proof is by reduction from the 3-partition problem [5] : Given a set A of 3T elements, a bound B ∈ Z + , and an integral size wa for each element a ∈ A with B /4 ≤ wa ≤ B /2, find a partition of A into disjoint sets A1, . . . , AT such that for each set i,
We assume the sum of the weights B is bounded by a polynomial in T -the problem remains hard under this constraint.
From any instance of the 3-partition problem, consider the following instance of the NetworkSharding problem. Associate a clique Ga = (Va, Ea) on |Va| = wa nodes with every element a ∈ A. Then let the network G be the union of the individual cliques, G = (∪aVa, ∪aEa); and set the number of shards to T , each with capacity B.
We claim that there is a 3-partition of A iff the cost of the optimal sharding is exactly 1. Suppose first that there is a 3-partition of A into A1, . . . , AT as above. Then a valid sharding is obtained by setting St = ∪a∈A t Va, the capacity constraint is satisfied, and the sharding cost is 1, since all of the neighbors of a node are stored on the same shard.
Conversely, suppose there is a sharding of G with cost 1. It must be the case that each clique Gi is assigned fully to one shard. Thus we can set At = {aj : Gj ∈ St}. The capacity constraints imply that a∈A j wa = B and hence this is a valid 3-partition of A.
A NETWORK SHARDING ALGORITHM
In developing a practical method for network sharding, we are motivated by our key analytic result: stochastic block model networks are optimally sharded by assigning blocks to shards. Accordingly, in the first stage of our algorithm we attempt to infer the block structure of the network, taking a Bayesian approach to the problem. Importantly, even though real-world networks only loosely conform to SBMs, in practice this first step nevertheless partitions social networks into densely connected communities. In the second stage, these inferred blocks are mapped to shards in a way that both respects memory constraints and that takes advantage of any second-order structure in the network. Namely, while the blocks in true SBM networks are simply randomly connected, real-world networks often exhibit between-block structure that can be leveraged to lower sharding costs. In the third and final step, we replicate frequently accessed nodes across shards to further reduce sharding cost and to reduce hotspots among the shards.
Block inference
Though there is a large literature on community detection, few of the developed methods scale to networks with millions of nodes and billions of edges. In this section we introduce a scalable framework for inferring community structure consistent with our analysis of stochastic block models. Roughly, the algorithm proceeds with nodes iteratively updating their community assignments via a weighted, discounted vote over their neighbors' memberships. Notably, we show that as a special case this technique includes label propagation [14] , one of the only existing methods for inferring communities in very large networks. Before discussing this previously unknown connection, we review the work presented in Hofman and Wiggins [6] .
The block model presented in Section 4 provides a means of generating random networks with local structure (i.e., blocks). In particular, given parameters for block assignments π and edge probabilities θ, the model specifies the probability p(A, z| θ, π) of observing a network A with realized block assignments z. Now, given a network A one can ask which parameter choices likely generated it. In Bayesian terms, we would like to compute the posterior distribution over parameters
where p( θ, π) quantifies our prior beliefs about parameter values, and p(A) is the marginal likelihood of observing the network under this prior. Unfortunately, however, exact calculation of the normalizing constant p(A) requires summing over all possible block assignments z, rendering computation of the posterior intractable. Moreover, even if one could compute this posterior, determining the most probable posterior block assignment for a given node again requires iterating through the entire space of possible assignments.
This computational difficulty motivates the variational mean-field approach presented in Hofman and Wiggins [6] , a method that performs well in a number of inference tasks [2] . Variational methods facilitate such calculations by rephrasing the inference problem as an optimization over a constrained family of distributions. Although these methods only yield an approximately best assignment of nodes to blocks, they are highly scalable as we explain below.
In applying variational inference, we search for a fully factorized distribution
that is close to the true posterior under the Kullback-Leibler
, an (asymmetric) measure on distributions. To find a minimizing function q, we rewrite the divergence as follows:
where
is termed the variational free energy. Consequently, for a fixed network A, minimization of the free energy F A [q] is equivalent to minimization of the KL divergence. Furthermore, the expectation in the free energy F A [q] is by construction taken over a fully factorized distribution, yielding a tractable objective function. In particular, approximate minimization of the free energy can be achieved by iterative coordinate descent over the factors in Equation (13), a procedure guaranteed to find a local optimum of F A [q]. The resulting algorithm-termed variational Bayes-is an extension of expectation-maximization (EM), involving iterative updates of the variational distributions over parameters and block assignments until convergence in the free energy. Upon convergence, variational Bayes provides an approximate distribution over block assignments for each node. Moreover, as this distribution is fully factorized, we can compute the most probable block assignment for each node. Unfortunately, in the large-scale network setting of interest here, the inference algorithm of Hofman and Wiggins [6] cannot be directly applied. For example, simply storing these distributions in memory is prohibitive: with 10 million nodes and 10,000 blocks, the required storage exceeds that of most commodity machines. To scale variational inference to networks of this size and to complete the connection with traditional label propagation, we dispense with storing the full distributions qz i (zi) and instead calculate only the most probable node assignment zi for each node, known as maxproduct inference [2] .
This modification, while relatively simple, admits an intuitive reinterpretation of approximate Bayesian inference for stochastic block models as a framework for generalized label propagation. The procedure, detailed in Algorithm 1, proceeds as follows: in the "E-step", each node takes a discounted vote over its neighbors' block assignments to determine an updated block assignment; and in the "M-step", the weights J, J ′ and h determining these discounts are updated via expectations over the variational distributions on θ and π. As shown in the Appendix, these expectations are easily calculated as functions of the estimated block sizes and the edge counts within and between blocks. In the lim- Compute the expected weights J, J ′ , and h:
Update each node's community assignment by a discounted vote over its neighbors' assignments: 6:
| is the total number of in and out edges between the i-th node and block B k = {i | zi = k} 8:
end for 9: until convergence in F A [q] iting case where blocks are assumed to be of uniform size, no discounting is applied and we recover conventional label propagation. The algorithm, termed VBLabelProp, has a low memory footprint-linear in the number of nodes and edges in the network-and its runtime scales linearly with the number of edges.
Partitioning Blocks
Community detection algorithms such as VBLabelProp provide a means for identifying tightly knit groups of nodes in a network. As discussed in Section 4, by storing these nodes on the same shard we greatly reduce the number of shards accessed when querying a node's neighbors. In practice, however, mapping communities to shards is non-trivial, as the largest communities in a social network can substantially exceed the available capacity of any single machine. Moreover, while Theorem 6 shows that SBMs have no second order structure one can exploit for sharding, in real-world networks we expect there is some gain to be had by intelligently placing well-connected blocks on the same shard. As such, we present BlockShard, a greedy method for assigning blocks to shards that maintains a low sharding cost.
The inputs to BlockShard include the network adjacency matrix A, the inferred communities B (e.g., as produced by VBLabelProp), and the maximum shard capacity M . The output is a mapping from nodes to shards, with each node appearing only on a single shard, which consequently induces a unique compatible query plan.
The intuition behind BlockShard is to greedily map blocks to shards to minimize the current sharding cost. We start by allocating the largest block to the first shard and, if necessary, overflowing nodes to adjacent shards, filling each to capacity before moving to the next. Subsequent blocks are greedily selected to have highest average in-degree from the current, partially filled shard-or if the current shard is empty, the largest unallocated block is chosen. This condition may be interpreted as selecting the most "popular" block from the perspective of nodes currently allocated to the shard. If the block size exceeds remaining shard capacity, nodes within the selected block are ordered by their in-degree from the current shard and accordingly overflowed to adjacent shards.
Algorithm 2 BlockShard
1: Input A, B, M, S 2: Sort blocks by decreasing size |B k | 3: Start with the first shard: St ← S1 4: while unallocated nodes do 5: if current shard St is empty then 6:
Select the largest unallocated block B k 7: else 8:
Select the block with the largest average in-degree from shard St: B k ← argmax Place nodes in shards starting with St, overflowing to adjacent shards as needed 12:
Update St to the shard containing the last node allocated 13: end while Pseudocode for BlockShard is given in Algorithm 2. An efficient implementation is achieved by maintaining an updatable heap over nodes, keyed by their in-degrees from the current shard. Runtime is then linear in the number of edges in the network, as desired for sharding large networks.
Replicating Nodes
When the total system capacity M ·T exceeds the number of nodes n, utilizing excess memory to replicate data offers the potential benefits of decreasing the cost of reads and improving the system's overall fault tolerance. We quantify the amount of excess memory in the system via the replication ratio ρ = T M/n ≥ 1, and present a simple method to add replication to any valid partitioning of nodes across shards-such as that produced by BlockShard.
One reasonable approach to replication is to simply copy the globally most accessed nodes to a reserved cache on each shard. While providing some improvement in performance, we opt for a variant of this strategy that considers the local structure of each shard, filling the cache with "locally popular" nodes on each shard. In particular, when using BlockShard to partition nodes, we first run the algorithm with an artificially lower shard capacity M ′ = ⌈n/T ⌉ to obtain a partial sharding. Then for each partially filled shard St, we rank nodes by their in-degree |E(St, i)| from the shard, filling it with the most accessed nodes. Pseudocode for the replication scheme, NodeRep, is given in Algorithm 3.
To construct a valid query plan Q from the output of NodeRep, we avoid solving the costly set cover problem and instead build an index as follows. Consider the initial partitioning of nodes across shards (i.e., before replication) to define a node's primary shard. When executing a neighborhood query for node i, as many neighbors as possible are retrieved from i's primary shard, with the remaining ones fetched from their respective primary shards. In particular, a node only makes use of the cache on its primary shard. As we show below, this method of replication is particularly effective for heavily skewed degree distributions, achieving substantial reductions in both load and frequency of hotspots among shards.
Algorithm 3 NodeRep
1: Input A, S, M 2: for shard St ∈ S do 3: while current shard St is not full do 4:
Select a node current not in St with the largest indegree |E(St, i)| from shard St 5:
Replicate the selected node on shard St 6: end while 7: end for
EMPIRICAL EVALUATION
We evaluate the performance of the network sharding method developed above on two large social network datasets, showing that this technique reduces average system load over both random sharding and sharding based on geography. We further find that even a small degree of node duplication offers large savings in cost for both random and network-aware shardings. We conclude with a discussion of the variance in load over shards introduced by network sharding.
Data
We examine two online social networks appropriate for the NetworkSharding problem, as both contain a large number of nodes and edges, and require queries over node neighborhoods. Specifically, we look at the blogging community LiveJournal and the microblog platform Twitter, in which individuals frequently access activity feeds constructed from their local neighborhood of contacts.
Our first dataset comes from a 2004 snapshot of LiveJournal [12] , a free online community that allows members to maintain and share journals and blogs. The full network contains over 5.1 million nodes connected by more than 150 million directed edges that specify for each user a set of "friends" whose blogs or journals she "follows". In addition to the network structure, the dataset contains a subset of city, state, and country information for 3.1 million users. We restrict our attention to the network induced by the 1.6 million users for whom all three of these fields are specified. The second network we investigate is a publicly available snapshot of the Twitter social graph [10] . The snapshot, completed in July of 2009, contains more than 41 million user profiles and 1.4 billion directed edges connecting these profiles. Users post short status updates and subscribe toor "follow"-other users to receive their updates.
Results
For both the LiveJournal and Twitter datasets, we compare random sharding to BlockShard+VBLabelProp, that is BlockShard with the underlying community structure inferred by VBLabelProp. As noted above, alternative community detection techniques [9, 4, 11, 15] can be substituted for VBLabelProp in the first stage of our network sharding approach. Thus for the moderately-sized LiveJournal network, we also evaluate sharding performance with METIS used in place of VBLabelProp for the community detection phase. Unfortunately, however, while past work has explored community detection on subsets of the Twitter network using such methods [15] , memory requirements for METIS are prohibitive in considering the full Twitter network. Finally, as geographic information is available for the LiveJournal network, we additionally compare the above methods to location-based sharding on that dataset. In particular, for the Geo baseline, we key each user by a concatenation of their country, state, and city, sort users by this key, and then vertically fill shards in this order.
For both networks we assume that each profile requires roughly 1MB of in-memory space and that shard storage is on the order of 40GB of RAM, leaving a capacity of roughly 40k nodes per shard. As a result, the LiveJournal network requires 50 shards and Twitter requires 1000, at zero replication (ρ = 1.0). We set the number of blocks for VBLabelProp to ten times the number of shards. All methods are evaluated in terms of average load and load balance, both with and without replication.
Average load
We first examine the average load, or equivalently, the sharding cost in the zero replication setting (ρ = 1.0). Figure 1 demonstrates that network-aware sharding offers a substantial reduction in cost over random sharding as well an improvement over geographic sharding. For example, randomly sharding LiveJournal results in an average access of 7 shards per query. While geographic sharding nearly halves this cost, network-aware shardings offer further improvements with VBLabelProp and METIS accessing 3.2 and 2.6 shards on average, respectively. Likewise, randomly sharding Twitter results in the average access of 26 shards per query, while VBLabelProp accesses 9 shards on average. In other words, network-aware shardings result in an approximately 60% reduction in average system load over Random. The observed difference between the two network-aware sharding methods for LiveJournal is likely due to the relatively balanced block sizes obtained by METIS, leading to more efficient allocation of blocks to shards.
Replication. Next we investigate performance when excess storage is used to accommodate popular nodes replicated by NodeRep. We vary the replication ratio ρ from 1.0 (zero replication) to 1.45 (45% replication) for all experiments and examine the relative and absolute changes in cost. Note that we consider "horizontal scaling," wherein an increase in ρ corresponds to an increase in the number of shards T = T0ρ, while holding the capacity per shard M fixed. Figure 1 shows the change in sharding cost for both LiveJournal (center) and Twitter (right) as we vary the replication ratio, with the points on the far left corresponding to the zero replication (ρ = 1.0) results in the left chart of Figure 1 . Notably, a small amount of replication in random sharding (1%) for Twitter results in a large reduction in sharding cost (23%), which quickly asymptotes as replication increases further. That is, replicating even a small number of local celebrities to shards results in substantial gains. In contrast, random sharding for LiveJournal admits a relatively modest boost from replication. Intuitively these differences are due to the degree of skew in the two networks-while there is a relatively small population of highly popular celebrity accounts in Twitter, LiveJournal has a less heavy-tailed in-degree distribution.
Geographic and network-aware shardings also benefit from node replication, although to a lesser extent than Random, as these methods have already captured a substantial amount of network structure. Although omitted in the figure, as replication is increased beyond the point of ρ = 1.09, performance degrades for both methods: with a fixed shard capacity, increasing ρ effectively reduces the primary storage available on each shard, resulting in fragmentation of local structure and an increase in cost. Thus, while a certain degree of replication improves performance across methods, replication provides diminishing returns from 1% (ρ = 1.01) to 9% (ρ = 1.09), after which replication tends to slightly degrade system performance.
Load Balance
In addition to evaluating system performance in terms of mean load, we now examine load balancing-or expected distribution of load across shards-for the various sharding techniques. Recalling Section 2, we define the load on an individual shard to be the sum of rates over all nodes that access that shard: Lt = i Li,t. Intuitively this captures the expected number of nodes that access shard St per unit time. Calculating these rates exactly would require knowledge of user logins and accesses to activity feedsinformation which unfortunately is not provided in either dataset. Thus we approximate these rates by assuming a uniform query rate across users.
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As we saw above, network-aware sharding more than halves the mean load across shards compared to random sharding. However, as shown in Figure 2 , this reduction in mean load comes at an increase in variance over random sharding. Specifically, we compute the standard deviation over shards normalized by the mean load-termed the "load dispersion"-and plot the results for zero replication in the left panel of Figure 2 .
As expected, we see that random sharding has the lowest relative variance across shards followed by geographic sharding. Further details of the cumulative load distribution across shards at zero replication are given for LiveJournal and Twitter in the center and right panels of Figure 2 . Increased variance notwithstanding, we see that under network-aware sharding almost all shards (greater than 95%) experience less load compared to random and geographic sharding.
The observed skew under Random is, once again, explained by examining the role of celebrities in the system. Twitter contains an exceedingly small number of profiles (< 100) with hundreds of thousands of followers, after which profile popularity rapidly decreases, with tens of millions of profiles followed by at most a few users. Thus the small fraction (≈ 10%) of shards which host these celebrities receive a disproportionate amount of traffic, accounting for the observed variance.
Replication. Node replication mitigates the load imbalance noted above ( Figure 3 ). As revealed in the difference between the left (LiveJournal) and right (Twitter) panels, a small degree of replication (1%) drastically reduces variance in load for Twitter across both sharding methods, whereas LiveJournal sees more modest improvements. Again, this difference is due to the high degree of skew in popularity on Twitter, where we see that even random sharding experiences a reasonable degree of variance in per-shard load. Similar to the effect of replication on mean load, we see diminishing returns of increasing replication on load balance.
In summary, while the improvement in mean load achieved by network-aware sharding comes at the expense of a slight degradation in load balance, introducing a small degree of replication largely compensates for this effect.
DISCUSSION
We have formally defined the NetworkSharding problem and shown that considering network structure significantly improves system performance. Our results hold both in theory, where we show that network-aware sharding results in substantial savings over random sharding for networks with community structure, and in practice, where network-aware sharding via VBLabelProp+BlockShard more than halves the average load for both the LiveJournal and Twitter networks. Moreover, for moderately-sized networks such as LiveJournal, our sharding strategy can incorporate METIS or other state-of-the-art community detection algorithms to realize additional gains. Finally, we find that allowing a small amount of replication further reduces mean load while improving load balance.
Several interesting questions remain. Experiments show that the decrease in average load was accompanied by an increase in variance, and that for a handful of shards load increases under network-aware sharding. We leave open the problem of formulating sharding strategies that improve the load for all of the shards. Further possible improvements in-
