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04 GÉOMÉTRIE, POINTS RATIONNELS ET ITÉRÉS DES
AUTOMORPHISMES DE L’ESPACE AFFINE
par
Sandra Marcello
Résumé. — Nous étudions sur un corps de nombres les itérés des automor-
phismes de l’espace affine. Nous nous intéressons plus précisément aux points
périodiques et aux points non-périodiques ; pour les premiers les questions sont
analogues à celles posées pour les points de torsion des variétés abéliennes,
pour les seconds les questions sont comparables aux problèmes de décompte
de points rationnels sur les variétés. Dans le cadre de cette étude apparaissent
de manière naturelle des invariants géométriques qui sont définis à partir des
cones de diviseurs de variétés construites à partir des automorphismes de l’es-
pace affine. Nous étudions et majorons en toute dimension ces invariants, nous
obtenons pour l’un d’entre eux une borne qui dépend du degré dynamique,
borne qui est atteinte pour certains automorphismes, en particulier la majora-
tion est optimale. Pour un autre des invariants, nous obtenons en dimension
quelconque grâce à une construction géométrique et sous certaines conditions,
une meilleure borne.
Classification mathématique par sujets (2000). — 11G50,14C20,14C22,14E5,14R10.
Mots clefs. — Hauteurs, itérés, automorphismes de l’espace affine, degré dynamique, cone
ample, cone effectif.
2 SANDRA MARCELLO
Abstract (Geometry, rational points, and iterates of automorphisms of the
affine space)
We study over a number field, the iterates of automorphisms of the affine
space. More precisely, we are interested in the periodic and non-periodic points ;
for the former the questions are similar to the ones about torsion points on
abelian varieties, for the latter the questions are similar to the problems on
counting rational points on varieties. In order to study this problem, we define
geometric invariants, which are defined thanks to the cone of divisors associ-
ated to some varieties constructed from the automorphisms. We study, in all
dimension, these invariants and bound them above for one of them we obtain
a bound depending on the dynamical degree, this bound is reach by some au-
tomorphisms, in particular this bound is optimal. For an other invariant, we
obtain in all dimension, thanks to a geometrical construction and under some
geometric conditions, a better bound.
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1. Introduction
Les conjectures maintenant classiques de Manin (voir [BM90] et [FMT89])
proposent un lien entre la géométrie d’une variété algébrique et une estima-
tion asymptotique du nombre de ses points rationnels. Pour une synthèse et
les derniers développements voir le séminaire Bourbaki [P01]. Ainsi, dans
[BM90], dans le cadre de problèmes autour du décompte de points rationnels
sur des variétés, V. Batyrev and Y. Manin définissent un invariant arithmé-
tique et un invariant géométrique ce dernier coïncide dans le cas des di-
viseurs amples avec l’invariant de Nevanlinna. Dans ce même texte [BM90],
les auteurs calculent ces invariants dans certains cas et énoncent des conjec-
tures les concernant ; ainsi que nous ayons été amenée à définir des invariants
géométriques des automorphismes de l’espace affine dans le cadre de l’étude
des points rationnels périodiques ou non de ces applications n’a rien de sur-
prenant, comme nous le montre le théorème A. Pour plus de précisions sur
l’invariant de Nevanlinna nous renvoyons le lecteur à [HS00] F.5.4.
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Dans ce texte, nous nous intéressons notamment à une question du même type
dans le cadre des itérés d’automorphismes de l’espace affine. Plus précisé-
ment nous nous intéressons à un problème de décompte de points rationnels
dans les orbites des points non-périodiques et cherchons à trouver un lien avec
la géométrie des applications que nous considérons. Nous nous intéressons
également à la conjecture de Silverman sur les points périodiques isolés.
Définition 1.1. — Soit k un corps de nombres. Soit φ ∈ Aut(Ar(k)). Soit
P ∈ Ar(k). Ce point P est un point φ -périodique isolé si et seulement s’il
existe n ∈ N\{0} tel que P est isolé (au sens de la topologie de Zariski) dans
{Q ∈ Ar(k) tel que φ n(Q) = Q}.
Conjecture de Silverman : Soit k un corps de nombres. Soit φ ∈ Aut(Ar(k)).
L’ensemble des points périodiques isolés de φ est un ensemble fini.
Pour une formulation plus motivée des questions que nous considérons,
nous revoyons le lecteur à [M2]. Dans [M3], nous considérons une question
analogue dans le cas des corps p-adiques, question que nous relions à la con-
jecture de Silverman. Nous introduisons maintenant les notations et objets
nécessaires notamment à la construction des invariants géométriques, puis
donnons les résultats reliant arithmétique et dynamique.
Nous nous plaçons pour les aspects géométriques et arithmétiques respective-
ment sur C et Q.
Nous notons Ar (resp. Pr) l’espace affine (resp. projectif) de dimension
r ≥ 2 et H l’hyperplan à l’infini. Lorsque φ ∈ Aut(Ar) est un automorphisme
de Ar, nous noterons encore φ : Pr · · ·→ Pr l’application rationnelle induite et
désignerons par Z(φ) le lieu de non-définition, i.e le lieu géométrique, contenu
dans H, où φ n’est pas définie.
De plus, si φ ∈ Aut(Ar), alors φ est défini par des polynômes P1, . . . ,Pr. On
définit le degré algébrique ou degré de φ comme suit : deg(φ) = d =maxi(di)
avec di degré total de Pi.
Définition 1.2. — Soit V une variété lisse projective. On dit que le mor-
phisme birationnel pi : V → Pr est une résolution de φ (notée (pi ,V )) si φ ◦pi
et φ−1 ◦pi sont des morphismes de V vers Pr.
Remarque 1.3. — Parfois nous noterons : ψ = φpi et ψ ′ = φ−1pi .
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Une telle résolution existe toujours comme nous le voyons, en prenant pour
V la désingularisation de l’adhérence de Zariski dans (Pr)3 de
{(x,φ(x),φ−1(x)) | x ∈ Ar}
et pour pi = pr1 puisqu’alors φ ◦pi = pr2 et φ−1 ◦pi = pr3.
Notations. — Si V est une variété, on note respectivement PicQ(V ) et PicR(V )
son groupe de Picard tensorisé respectivement par Q et R, Pic+
Q
(V ) et Pic+
R
(V )
les cone fermés engendrés par les classes de diviseurs effectifs, PicaR(V ) le
cone (ouvert) engendré par les classes de diviseurs amples et enfin Picne f
R
le
cone engendré par les classes de diviseurs nef (numériquement effectif).
Soit (pi ,V ) une résolution de φ et α ∈ R, nous notons :
D(α,pi ,V ) := (φ ◦pi)∗H +(φ−1 ◦pi)∗H−αpi∗H.
Pour des raisons arithmétiques qui apparaissent clairement dans l’énoncé
du théorème B, nous introduisons :
αmax,e f f (φ ,pi ,V) := sup{α ∈ R | D(α,pi ,V ) ∈ Pic+R(V )},
αmax,amp(φ ,pi ,V ) := sup{α ∈ R | D(α,pi ,V) ∈ PicaR(V )}.
αmax,ne f (φ ,pi ,V ) := sup{α ∈ R |D(α,pi ,V ) ∈ Picne fR (V )}.
Nous définissons également :
α(φ ,e f f ) := sup{αmax,e f f (φ ,pi ,V)|pi ,V},
α(φ ,amp) := sup{αmax,amp(φ ,pi ,V)|pi ,V},
α(φ ,ne f ) := sup{αmax,ne f (φ ,pi ,V)|pi ,V}.
Nous montrons que ces nombres ne dépendent pas de la résolution choisie,
ce sont donc des invariants géométriques des automorphismes de l’espace
affine. Nous les appelerons respectivement l’indice effectif, l’indice ample et
l’indice nef d’un automorphisme de l’espace affine. Nous montrons que les
indices ample et nef sont égaux.
Nous utiliserons l’indice ample pour des applications arithmétiques, dans l’op-
tique de ces mêmes applications arithmétiques, nous définissons : l’indice ef-
fectif arithmétique.
6 SANDRA MARCELLO
Soit D ∈ Pic(V ), m ∈ N\{0}. Nous noterons | D | le système linéaire associé
au diviseur D et Bm(D) =∩∆∈|mD|∆ les points base du système linéaire |mD |.
Nous définissons :
B∞(D) = ∩m≥1,mD∈Pic(V )B(mD).
Nous notons,
C+ = {D ∈ Pic+Q | B∞(D)⊂ pi−1(H)}.
Remarque 1.4. — La propriété B∞(D)⊂ pi−1(H) est équivalente à :
il existe m≥ 1 tel que Bm(D)⊂ pi−1(H).
Pour nos applications arithmétiques, nous nous intéressons à :
D(α,pi ,V) := (φ ◦pi)∗H +(φ−1 ◦pi)∗H−αpi∗H ∈ C+ .
Si pour tout α > 0 cette propriété n’est pas vérifiée nous posons alors αarith(φ ,pi ,V )=
0, dans le cas contraire nous définissons
αarith(φ ,pi ,V ) = sup{α ∈Q | D(α,pi ,V) ∈ C+}.
Nous appellerons ce nombre, qui dépend a priori de la résolution choisie,
l’indice effectif arithmétique de φ associé à la résolution (pi ,V ).
La lettre h désigne la hauteur (de Weil) logarithmique normalisée usuelle
(voir par exemple [HS00]).
Notations. — Nous définissons une fonction de comptage N(φ ,P,B) pour les
orbites des points non-périodiques.
N(φ ,P,B) = N(B) = #{φ n(P) | n ∈ Z, h(φ n(P))≤ B}.
Pour B grand, nous dirons que N(B) est comparable à logB s’il existe
a1,a2,a3,a4 ∈ R tels que :
a1 logB+a2 ≤ N(B)≤ a3 logB+a4.
Si lim N(B)logB = a alors, N(B) est dit équivalent à logB. On les note respective-
ment N(B)≫≪ logB et N(B)∼ a logB.
Définition 1.5. — Soit P = (x0, · · · ,xr) ∈ Pr(Q),on appelle degré de P, le
degré de Q(P) i.e[Q(P) : Q], où Q(P) =Q
(
xi
x j , avec 0≤ i, j ≤ r et x j 6= 0
)
.
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Théorème A. — Soit φ un automorphisme de Ar de degré d ≥ 2. Supposons
vérifiée l’une des trois conditions suivantes.
(H1) Il existe une résolution (pi ,V) de φ pour laquelle : αarith(φ ,pi ,V)> 2.
(H2) Soit α(φ ,amp)> 2.
(H3) Soit α(φ ,ne f )> 2.
Alors :
(P1) l’ensemble des points périodiques de φ est de hauteur bornée sur Q, a
fortiori l’ensemble des points périodiques de φ de hauteur et de degré bornés
est fini ;
(P2) si P est non-périodique alors :
N(φ ,P,B)≫≪ logB.
Remarque 1.6. — – Nous obtenons un résultat plus précis si nous avons
deg(φ) = deg(φ−1) = d > 2 ainsi que l’une des hypothèses suivantes :
(H’1) αarith(φ ,pi ,V) = d2+1d ,
(H’2) α(φ ,amp) = d2+1d ,
(H’3) α(φ ,ne f ) = d2+1d .
alors, nous avons :
N(φ ,P,B)∼ 2logBlogd .
– Dans le cas de la dimension 2, nous retrouvons ainsi une partie des ré-
sultats déjà connus pour le point (P1) la démonstration est due à L. Denis
[Den95], pour le point (P2) la démonstration est due à l’auteure [M2].
Dans la partie suivante, nous relions certains indices au degré dynamique de
l’automorphisme, le degré dynamique est défini comme suit (voir par exemple
[S99]) :
Définition 1.7. — Soit φ un automorphisme affine. La limite suivante existe
et défini le degré dynamique δ (φ) :
δ (φ) := inf
n≥1
deg(φ n)1/n
À partir de résultats de nature arithmétique nous obtenons une majoration
des indices α(φ), en fonction du degré dynamique de φ et de φ−1.
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Théorème B. — Soit φ ∈ Aut(Ar(C)). Soit (pi ,V ) une résolution de φ . Si
δ (φ) = 1, nous posons alors δ1(φ) = 1, sinon δ1(φ) est défini comme suit :
2
logδ1(φ) =
1
logδ (φ) +
1
logδ (φ−1) . Nous avons alors :
α(φ ,amp)≤ δ1(φ)+ 1δ1(φ) ,
α(φ ,ne f )≤ δ1(φ)+ 1δ1(φ) .
Nous pouvons définir α(φ ,arith)= suppi,V αarith(φ ,pi ,V) de plus nous avons :
α(φ ,arith)≤ δ1(φ)+ 1δ1(φ) .
Nous l’appellerons l’indice effectif arithmétique absolu.
Remarque 1.8. — Dans le cas de l’indice effectif arithmétique absolu la ma-
joration est optimale dans le sens où nous avons des exemples pour lesquels
cette borne est atteinte.
Le théorème B pour les automorphismes de degré dynamique 1 ; nous indique
que l’indice ample est inférieur ou égal à deux ; à partir de résultats de nature
arithmétique nous montrons que la réciproque de cette assertion est fausse.
La construction d’une résolution générique nous permet l’obtention d’une
meilleure borne pour l’indice ample dans tous les cas en dimension 2 et dans
certains cas en dimension supérieure.
Théorème C. — Soit φ ∈Aut(Ar). Supposons que dim(Z(φ))= dim(Z(φ−1))=
0 alors :
α(φ ,amp) = 0.
Remarque 1.9. — Les conditions de ce théorème sont toujours vérifiées en
dimension 2. Dans [M4], nous donnons notamment une autre preuve de ce
résultat en dimension 2.
Le plan de ce texte est le suivant, nous construisons et étudions les invariants
géométriques. Nous utilisons ces indices pour une application arithmétique,
nous majorons ces invariants, nous montrons que la borne est atteinte pour
l’indice effectif, puis nous majorons plus finement l’indice ample. Dans un
souci de lisibilité pour le lecteur, nous avons regroupée, dans un appendice,
les résultats de dynamique arithmétique que nous utilisons.
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PARTIE I
ASPECT GÉOMÉTRIQUE
2. Construction des invariants géométriques
Dans ce paragraphe, nous montrerons que les indices ample, effectif et nef
sont des invariants géométriques des automorphismes de l’espace affine, ce
qui revient à démontrer la proposition suivante ainsi que son corollaire.
Proposition 2.1. — Soit φ ∈ Ar de degré d ≥ 2. Soit (pi1,V1),(pi2,V2) deux
résolutions de φ . Nous avons :
αmax,e f f (φ ,pi1,V1) = αmax,e f f (φ ,pi2,V2)
et
αmax,ne f (φ ,pi1,V1) = αmax,ne f (φ ,pi2,V2)
2.1. Cas de l’indice effectif. —
Proposition 2.2. — Soit φ un automorphisme de Ar de degré d ≥ 2. Soit
pi : V → Pr une résolution de φ . Soit pi1 : V1 → V un morphisme birationnel.
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Alors pi ◦pi1 : V1 → Pr est encore une résolution de φ et
αmax,e f f (pi ◦pi1,V1) = αmax,e f f (pi ,V ).
L’inégalité αmax,e f f (pi ,V) ≤ αmax,e f f (pi ◦ pi1,V1) est claire, si pi1 est bira-
tionnel régulier il s’agit de prouver l’autre inégalité ; de plus il y a égalité si
pi1 est un éclatement de centre lisse.
La démonstration de cette proposition 2.2 se ramène essentiellement au
lemme 2.3 qui nous permet d’obtenir l’autre inégalité.
Lemme 2.3. — Soit Y et W deux variétés lisses projectives, avec W ⊂ Y , et
W de codimension au moins 2.
Supposons : Π : X →Y l’éclatement de W
X ⊃ E
Y
Π
❄
⊃ W
❄
avec E →W fibré en Pr, et r+dim(W ) = dimX −1. On a alors,
Π∗(Pic(Y ))∩Pic+(X) = Π∗(Pic+(Y )).
Nous utiliserons le résultat suivant sur les éclatements.
2.1.0.1. Rappel. — Soit X une variété projective lisse, Y une sous-variété
projective non-singulière de codimension au moins 2. Soit pi l’éclatement de
X le long de Y , E le diviseur exceptionnel associé. Nous avons :
Pic(X) = pi∗(Pic(Y ))⊕ZE.
(voir par exemple [H77] Chapitre II exercice 8.5)
Les variétés sur lesquelles nous travaillons étant lisses, nous identifierons les
diviseurs de Weil et les diviseurs de Cartier.
Le symbole≃ désigne l’équivalence linéaire de diviseurs.
Démonstration. — Rappelons que Pic(X)=Π∗Pic(Y )⊕ZE (voir paragraphe
2.1.0.1). La première inclusion est assez claire :
Π∗(Pic(Y ))∩Pic+(X)⊇Π∗(Pic+(Y )).
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Montrons l’autre inclusion. Soit D ∈ Π∗(Pic(Y ))∩ Pic+(X). Comme D ∈
Pic+(X), on peut écrire
D ≃∑miDi +mE
avec Di effectifs irréductibles distincts de E et m,mi ≥ 0.
Comme Π est un isomorphisme hors du support de E, pour tout i, il existe
D′i ∈ Pic(Y ) tel que Π(Di) = D′i.
Donc, Π∗(D′i) = Di + eiE et ei ∈ Z pour tout i. De plus, il existe ∆ ∈ Pic(Y )
tel que Π∗(∆) = D avec ∆ = ∑n j∆ j où ∆ j est irréductible.
Ainsi, d’une part, nous avons D = Π∗(∆) = ∑n jΠ∗(∆ j) et d’autre part
D≃∑miDi +mE = ∑miΠ∗(D′i)+(m−∑miei)E
et par conséquent :
∑n jΠ∗(∆ j)≃∑miΠ∗(D′i)+(m−∑miei)E,
donc (m−∑miei) = 0 ; ou encore D≃ pi∗(∑miD′i), d’où le résultat.
Démonstration. — (proposition 2.2) Par hypothèse, nous avons :
(φpipi1)∗(H)+(φ−1pipi1)∗(H)≃ α(pi ◦pi1)∗(H)+E1
or E1 ∈ Pic+(V1), donc d’après le lemme 2.3, nous avons E1 ∈ pi∗1 (Pic(V ))∩
Pic+(V1) donc, il existe E un diviseur effectif tel que E1 = pi∗1 (E). Nous avons
donc l’autre inégalité.
2.2. Cas de l’indice nef. — D’après [Laz01] exemple 1.4.3, nous avons :
Lemme 2.1. — Soit f : V →W un morphisme propre surjectif de variétés
lisses projective. Soit L ∈ Pic(W ), alors :
L est nef si et seulement si f ∗(L) est nef.
Nous en déduisons immédiatement le lemme suivant :
Lemme 2.2. — Soit φ un automorphisme de Ar de degré d ≥ 2. Soit pi : V →
Pr une résolution de φ . Soit pi1 : V1 → V un morphisme birationnel. Alors
pi ◦pi1 : V1 → Pr est encore une résolution de φ et
αmax,ne f (pi ◦pi1,V1) = αmax,ne f (pi ,V ).
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2.3. Preuve de la proposition 2.1 et de son corollaire. —
Démonstration. — Soit pi1,V1,pi2,V2 deux résolutions de φ . Il existe W une
variété lisse projective et f un produit fini d’éclatements tels que : ψ :=
pi−12 pi1 f : W →V2 est un morphisme de variété lisse projective. Ainsi d’après
la proposition 2.2 dans le cas de l’indice effectif et le lemme 2.2 pour l’indice
nef nous avons, :
α(pi1) = α( f pi1) = α(ψpi2)≥ α(pi2),
où suivant les cas α désigne αmax,e f f ou bien αmax,ne f . Pour obtenir l’inégalité
inverse, il suffit d’inverser les rôles des deux résolutions.
La preuve du corollaire s’obtient immédiatement à l’aide du résultat suiv-
ant :
Proposition 2.4. — ([Dem96] proposition 6.6) Soit V une variété lisse pro-
jective. Nous avons :
Pica(V ) = Picne f (V ).
En effet, nous en déduisons le lemme suivant.
Lemme 2.5. — Soit φ ∈ AutAr de degré au moins deux. Soit (pi ,V) une ré-
solution de φ . Nous avons :
αmax,amp(φ ,pi ,V)≤ αmax,ne f (φ ,pi ,V).
Nous avons donc :
Proposition 2.6. — Soit φ ∈ AutAr. Soit (pi ,V) une résolution de φ . Nous
avons :
αmax,amp(φ ,pi ,V)≤ α(φ ,ne f ).
Définition 2.7. — Soit φ ∈AutAr. L’indice ample existe et est défini comme
suit :
α(φ ,amp) := sup{αmax,amp(φ ,pi ,V)|pi ,V},
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3. Propriétés des indices
3.1. Stabilité par conjugaison linéaire. — Nous nous intéressons main-
tenant de manière naturelle à des questions de stabilité des indices. Nous mon-
trons que les indices ample et effectif sont invariants par conjugaison par une
application linéaire.
Proposition 3.1. — Soit φ , f ∈ Aut(Ar) avec deg( f ) = 1.
Nous avons alors,
α(φ ,e f f ) = α( f−1 ◦φ ◦ f ,e f f ),
α(φ ,amp) = α( f−1 ◦φ ◦ f ,amp).
α(φ ,ne f ) = α( f−1 ◦φ ◦ f ,ne f ).
Démonstration. — Soit φ ∈ Aut(Ar). Soit f une application linéaire de Ar.
Il existe V variété projective lisse et Π : V → Pr morphisme birationnel tels
que : φ ◦ f ◦Π et φ−1 ◦ f ◦Π morphismes de V dans Pr. Comme f est une ap-
plication linéaire, f−1 ◦φ ◦ f ◦Π et f−1 ◦φ−1 ◦ f ◦Π sont des morphismes de
V dans Pr. Soit H l’hyperplan à l’infini. Le symbole ≃ désigne l’équivalence
linéaire de diviseurs.
( f−1φ f Π)∗(H)+( f−1φ−1 f Π)∗(H) = (φ f Π)∗(( f−1)∗(H))+(φ−1 f Π)∗(( f−1)∗(H))
≃ (φ f Π)∗(H)+(φ−1 f Π)∗(H).
D’où le résultat.
Remarque 3.2. — La question de l’invariance, par conjugaison par un auto-
morphisme affine, des indices ample, effectif et effectif arithmétique se pose
de manière naturelle. Nous ne sommes pas parvenue à trancher. Néanmoins
le théorème B, nous permet de définir l’indice ample conjugué, l’indice nef
conjugué et l’indice effectif arithmétique absolu conjugué :
αcon j,(φ ,amp) = sup
f∈Aut(Ar)
α( f−1φ f ,amp),
αcon j,(φ ,ne f ) = sup
f∈Aut(Ar)
α( f−1φ f ,ne f ),
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αcon j,(φ ,arith) = sup
f∈Aut(Ar)
α( f−1φ f ,arith).
En effet, le degré dynamique est invariant par conjugaison par un automor-
phisme de l’espace affine.
3.2. Relation entre les indices. — Nous avons une inégalité dans le cas
général.
Proposition 3.3. — Soit φ ∈ Aut(Ar). Alors :
α(φ ,amp)≤ α(φ ,e f f ).
Ceci découle immédiatement du fait que PicaR(V ) ⊂ Pic+R(V ), voir par ex-
emple [HS00] F.5.4.
Remarque 3.4. — Soit φ ∈ Aut(Ar). Par définition nous avons :
α(φ ,arith)≤ α(φ ,e f f ).
Dans tous les exemples que nous connaissons, nous avons égalité.
Proposition 3.5. — Soit φ ∈ Aut(Ar), r ≥ 2 et deg(φ) = 1. Alors,
α(φ ,amp) = α(φ ,ne f ) = α(φ ,e f f ) = 2.
Démonstration. — De l’hypothèse deg(φ) = 1, nous déduisons immédiate-
ment que φ et φ−1 s’étendent en des morphismes de Pr, de là nous avons
α(φ ,e f f ) = 2. De plus, Pic(Pr) = Z, or d’après [Laz01] ex. 1.23, tout di-
viseur effectif non nul est ample, d’où le résultat.
3.3. Généralisation. — Il est possible de considérer les indices ample et
effectif comme étant les invariants gémétriques de l’application birationnelle
˜φ : Pr → Pr associée à φ . Ainsi en vient-on de manière naturelle à définir
les indices nef et effectif pour toute application birationnelle d’une variété
lisse projective V de dimension au moins 2 munie d’une polarisation L, où L
jouera le rôle de l’hyperplan à l’infini H. Nous noterons alors ces indices :
α(φ ,e f f ,L) et α(φ ,ne f ,L). La preuve de la proposition 2.2 s’adapte mutatis
mutandis à ce cas de figure.
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PARTIE II
DYNAMIQUE ARITHMÉTIQUE
Le théorème A s’obtient à l’aide des propriétés fonctorielles des hauteurs
et de lemmes combinatoires.
4. Propriétés fonctorielles des hauteurs
La démonstration de la proposition suivante repose essentiellement sur les
propriétés fonctorielles des hauteurs voir par exemple [HS00] B.3.
Proposition 4.1. — Soit φ ∈ Aut(Ar). Alors, il existe c ∈ R+ tel que pour
tout point Q de Ar(Q), on a :
h(φ(Q))+h(φ−1(Q))≥ αh(Q)− c (1),
où α désigne suivant les cas :
– α ∈Q tel que 2 < α ≤ αarith(φ ,pi ,V ) avec (pi ,V) une résolution de φ ,
– α ∈ R tel que 2 < α < α(φ ,amp),
– α ∈ R tel que 2 < α < α(φ ,ne f ).
Remarque 4.2. — La constante c dépend la résolution choisie.
Démonstration. — Soit (pi ,V ) une résolution de φ . Nous noterons ψ := φpi
et ψ ′ := φ−1pi . Si D est un diviseur de Weil sur V (variété projective non
singulière), on notera hV,D la hauteur sur V associée au diviseur D.
– Nous considérons tout d’abord le cas de l’indice effectif arithmétique.
Par hypothèse, il existe une résolution (pi ,V) et E ∈ C+(V ) pour laquelle :
(φpi)∗(H)+(φ−1pi)∗(H)−α ≃ E (2),
où ≃ désigne l’équivalence linéaire de diviseurs, et il existe m > 0 tel que
pour tout (Q /∈ H) nous avons pi−1(Q) /∈ Bm(E).
hV,ψ∗(H)+hV,ψ ′∗(H) = hV,ψ∗(H)+ψ ′∗(H)+O(1)
hV,ψ∗(H)+hV,ψ ′∗(H) = hV,αpi∗(H)+E +O(1)
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hV,ψ∗(H)+hV,ψ ′∗(H) = αhV,pi∗(H)+hV,E +O(1)
Pour tout Q ∈ Ar,(Q /∈ H), nous noterons ˜Q = pi−1(Q) par hypothèse il
existe m > 0 tel que ˜Q /∈ Bm(E).
Ainsi, pour tout Q ∈ Ar( ¯Q),
hV,ψ∗(H)( ˜Q)+hV,ψ ′∗(H)( ˜Q) = αhV,pi∗(H)( ˜Q)+hV,E( ˜Q)+O(1).
Et par conséquent,
h(ψ( ˜Q))+h(ψ−1( ˜Q)) = αh(pi( ˜Q))+hV,E( ˜Q)+O(1)
or,
Q = pi( ˜Q), donc ψ( ˜Q) = ψ ◦pi(Q) = φ(Q) d’où
h(φ(Q))+h(φ−1(Q)) = αh(Q)+hV,E( ˜Q)+O(1)
de plus, E est un diviseur effectif, m > 0 et ˜Q /∈ Bm(E), donc il existe c > 0
tel que :
h(φ(Q))+h(φ−1(Q))≥ αh(Q)− c.
– Cas des indices amples et nef. Si E est un diviseur ample, alors il ex-
iste c tel que pour tout P, hE(P)≥ −c, nous pouvons donc adapter la preuve
précédente. Le cone ample est ouvert d’où la nécéssité de considérer α <
α(φ ,amp).
5. Techniques combinatoires
L’énoncé suivant figure, sans démonstration dans [M1].
Proposition 5.1. — Soit φ un automorphisme de Ar de degré d ≥ 2 possé-
dant un inverse de degré d′.
Supposons qu’il existe c ∈ R+, α > 2 tel que pour tout point Q de Ar(Q) :
h(φ(Q))+h(φ−1(Q))≥ αh(Q)− c. (1)
(1) Notons Per(φ) l’ensemble des points périodiques de φ . Nous avons
alors :
Per(φ)⊂
{
Q ∈ Ar(Q) | h(Q)≤ c
α−2
}
.
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(2) Soit a(α) = α+(α2−4)
1
2
2 . Pour tout point P non-périodique, on a
( 1
logd +
1
logd′
)
≤ liminf N(φ ,P,B)logB ≤ limsup
N(φ ,P,B)
logB ≤
2
log(a(α)) . (2)
Remarque 5.2. — La minoration dans la relation (2) est vraie pour tout au-
tomorphisme affine φ .
De plus, si on note δ (resp.δ ′) le degré dynamique de φ (resp. de φ−1) ; on
peut remplacer, dans cette même minoration, d et d′ respectivement par δ et
δ ′ (voir [M2] proposition 2.8 ).
La démonstration de la proposition 5.1 est essentiellement technique et
utilise les propriétés de bases des hauteurs ainsi que des techniques classiques
pour les suites. La démonstration de la proposition 5.1 est largement inspirée
des articles de J. Silverman [Si94] et L. Denis [Den95].
5.1. Lemmes techniques. —
Lemme 5.3. — Soit φ un automorphisme de Ar, vérifiant la condition (1)
alors, pour tout point P de Ar nous avons :
h(φ n(P))+h(φ−n(P))≥ (a−a−1)(an +a−n)
(
h(P)− c
α−2
)
,
avec a =
α+(α2−4) 12
2 .
L’objectif est d’obtenir pour tout point P de l’espace affine une minoration
de h(φ n(P))+h(φ−n(P)) en fonction de h(P) et de constantes. Pour ce faire,
nous utilisons une suite réelle associée de manière naturelle à l’inégalité (1),
à savoir une suite qui vérifie le cas d’égalité avec des conditions initiales qui
nous conviennent. Ensuite à l’aide d’un argument de sommation téléscopique,
puis de minorations élémentaires, nous obtenons le résultat escompté.
Pour la preuve de ce lemme nous renvoyons le lecteur à [M2] lemme 3.3.
Ce lemme nous permet d’obtenir la première partie de la proposition 5.1.
Pour avoir des informations sur l’orbite des points non-périodiques, nous util-
isons le lemme suivant :
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Lemme 5.4. — Soit φ un automorphisme du plan affine vérifiant la rela-
tion (1). Si P n’est pas un point périodique, alors les suites (h(φ n(P)))n∈N
et (h(φ−n(P)))n∈N sont croissantes à partir d’un certain rang.
Démonstration. — Supposons qu’il existe m tel que h(φ m(P))≤ h(φ m+1(P))
et h(φ m+1(P))≥ h(φ m+2(P)). On a alors,
2h(φ m+1(P))≥ h(φ m(P))+h(φ m+2(P))
d’où en utilisant la propriété (1) avec Q = φ m+1(P)
2h(φ m+1(P))≥ αh(φ m+1(P))− c
et par conséquent,
c≥ (α−2)h(φ m+1(P)).
Cependant, si P est non-périodique #{m ∈ Z | h(φ m+1(P))≤ cα−2} est fini.
D’où la contradiction pour m assez grand. On procède de la même manière
pour démontrer la croissance à partir d’un certain rang de la suite de terme
général (h(φ−n(P)))n∈N.
Remarque 5.5. — À partir d’un certain rang la suite (Hn)n∈N est également
croissante.
Le lemme suivant nous donne une minoration (indépendante du point con-
sidéré), de la limite inférieure de la hauteur de itérés.
Lemme 5.6. — Soit φ un automorphisme de l’espace affine Ar vérifiant la
condition (1). Notons a = α+
√
α2−4
2 .
Alors pour tout point P non-périodique nous avons :
liminf
n→+∞
logh(φ n(P))
n loga ≥ 1 .
Sa démonstration, que voici, nécessite l’utilisation des lemmes 5.3 et 5.4.
Démonstration. — Comme P n’est pas un point périodique, il existe n0(P),
tel que h(φ s(P)) est une suite croisssante (cf. lemme 5.4) pour tout s > n0(P),
et tel que, h(φ sP)≥ ac2(a−1) de là,
h(φ s+k(P))≥ h(φ s−k(P)), pour s > n0 + k avec k > 0
d’où pour s > n0 + k
2h(φ s+kP)≥ h(φ s−kP)+h(φ s+kP) = h(φ−k(φ sP))+h(φ k(φ s(P))
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donc, d’après le lemme 5.3
2h(φ s+k(P))≥ c+(a−a−1)(ak +a−k)(h(φ sP)− c
2
) (lemme 5.3)
≥ (a−a−1)(ak +a−k)(h(φ s(P))− c
2
) (c > 0 )
≥ (a−a−1)(ak +a−k)1
a
h(φ s(P)) (car h(φ sP)≥ ac
2(a−1)).
Posons, c1 = 12(1− 1a2 ). Nous avons alors,
h(φ s+k(P))≥ c1akh(φ sP);
d’où en appliquant m fois cette inégalité :
h(φ s+mk(P)≥ cm1 akmh(φ s(P) pour tout s > n0 + k et tout m≥ 0.
De là,
logh(φ s+mk(P))
s+mk ≥ (1−
s
s+mk ) loga+
m logc1 + logh(φ s(P)
s+mk ,
d’où le résultat par passage à la limite.
5.2. Preuve de la proposition 5.1. —
Démonstration. — (de la proposition 5.1) Le premier point résulte d’une
simple application du lemme 5.3.
(1) D’après le lemme 5.3
h(φ n(P))+h(φ−n(P))≥ (a−a−1)(an+a−n)(h(P)− c
α−2)+
2c
α−2
Soit P un point périodique. Il existe n ∈ N tel que φ n(P) = P, ainsi
c
α−2 [(a−a
−1)(an +a−n)−2]≥ h(P)[(a−a−1)(an+a−n)−2]
d’où le résultat.
Pour obtenir un encadrement de la taille des orbites, nous procédons tout
d’abord à un encadrement de log(h(φ n(P))), puis comptons les points de hau-
teur bornée de l’orbite.
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(2) Taille de l’orbite
Pour tout P ∈ Ar( ¯Q), h(φ nP) ≤ dn(h(P)+O(1)) en effet φ est une appli-
cation rationnelle de degré d. Comme P n’est pas un point périodique, nous
avons,
limsup
n→∞
logh(φ nP)
n logd ≤ limsupn→∞
n logd + log(h(P))
n logd = 1;
par conséquent, pour n > n0 nous avons :
n loga≤ liminf
n→∞ logh(φ
nP)≤ limsup
n→∞
logh(φ nP)≤ n logd.
Le résultat pour n → −∞ s’obtient de manière analogue car par hypothèse
φ−1 est un automorphisme affine dont l’application rationnelle associée est
de degré d′, ainsi pour tout ε > 0 il existe no tel que pour tout n vérifiant
|n |> n0 :
(1− ε) |n | loga≤ logh(φ nP)≤ (1+ ε) |n | log(max(d,d′))
pour tout | n |≥ n0. Nous avons,
N(φ ,P,B) = #{n ∈ Z | log(h(φ nP))≤ logB}
on a :
logB
(1+ ε)( 1logd +
1
logd′ )
−2n0−2≤ N(φ ,P,B)≤ 2logB
(1− ε) loga +1
d’où le résultat.
6. Démonstration du théorème A
La démonstration du théorème A et de la remarque 1.6 se déduit immé-
diatement des propositions 4.1 et 5.1. Nous traitons le cas de l’indice ample
sachant que la preuve pour l’indice effectif arithmétique est essentiellement
la même.
Le cas d’équivalence 1.6 s’obtient comme suit :
Démonstration du théorème A. — Par hypothèse α(φ ,amp)= d2+1d , de plus
il existe n1 ∈ N\{0} tel que pour tout n > n1 nous avons α(φ ,amp)− 1n > 2
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Or an =
α(φ ,amp)− 1n+
√
(α(φ ,amp)− 1n )2−4
2 , donc limn→∞ an = d de plus d = d
′
,
doù :
lim
|n|→∞
logh(φ nP)
n logd = 1
Ainsi, pour tout ε ,il existe n0(P,ε) tel que :
(1−ε) | n |≤ logd h(φ nP)≤ (1+ε) | n | pour tout | n |≥ n0. Nous avons alors,
2 logd B
1+ ε
−2n0−2 ≤ N(φ ,P,B)≤ 2logd B1− ε +1
d’où
1
1+ ε
≤ liminf
B→∞
N(φ ,P,B)
2logd B
≤ limsup
B→∞
N(φ ,P,B)
2logd B
≤ 1
1− ε
d’où le résultat.
7. Illustration du théorème A
Nous illustrons le théorème A grâce aux calculs des invariants géométriques.
7.1. Valeurs numériques des indices effectif et effectif arithmétique. —
Dans ce paragraphe, nous donnons les valeurs des deux invariants géométriques
pour différents exemples, dans tous ces exemples a est une constante non
nulle. J. Silverman a déterminé la valeur de l’indice effectif pour l’un de ces
exemples, l’application de Hénon généralisée [Si94]. Pour calculer ces in-
dices nous avons utilisé la résolution canonique [M4]. Le détail des calculs
est omis. Dans les exemples ci-dessous a est toujours une constante non nulle.
Application degré degré indice indice indice
algébrique dynamique effectif arithmétique ample
φ(x,y) = deg(φ) δ (φ) α(φ ,e f f ) αarith,can(φ) α(φ ,amp)
(y,y2 +b+ax) 2 2 52 = 2+
1
2 [Si94] 52 ≤ 0
(y+ax3,x) 3 3 103 = 3+
1
3
10
3 ≤ 0
(y+ax4,x) 4 4 174 = 4+
1
4
17
4 ≤ 0
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Remarque 7.1. — Pour les exemples de degré dynamique différents de 1,
nous obtenons la borne maximale du théorème C. Sur les calculs effectués,
nous observons : α(φ ,e f f ) = αarith,con j(φ ,pi ,V ) = δ (φ)+ 1deg(φ) . Une ques-
tion naturelle se pose, les indices amples et effectifs ne seraient-ils pas ra-
tionnels ?
7.2. Taille des orbites. — Dans les exemples ci-dessous a est toujours une
constante non nulle. En appliquant ce théorème A nous obtenons que l’ensem-
ble des points périodiques des applications suivantes est de hauteur bornée sur
Q, et pour les tailles d’orbites des points non-périodiques, nous avons :
Application degré dynamique taille de l’orbite
φ(x,y) = δ (φ) N(φ ,P,B)
(y,y2 +b+ax) 2 ∼ 2logBlog2 [Si94]
(y+ax3,x) 3 ∼ 2logBlog3
(y+ax4,x) 4 ∼ 2logBlog4
Un autre résultat que nous avons obtenu [M2] concernant les automor-
phismes réguliers (voir Annexe A théorème A.4), nous permet de retrouver
ces résultats.
8. Cas où le théorème A n’est pas optimal
Dans certains cas, le théorème A ne donne pas un résultat optimal.
Nous considérons le cas de l’application de Nagata-“tordue” qui est définie
comme suit :
φ : A3 → A3
(X ,Y,Z) 7→


Y −2(YZ +X2)X− (Y Z +X2)2Z
X +(Y Z+X2)Z
Z,
POINTS RATIONNELS ET AUTOMORPHISMES AFFINES 23
Le théoréme A.6 et la contraposée du théorème A nous permettent de con-
clure que si l’indice de l’application de Nagata-“tordue” vérifie respective-
ment α(φ ,ne f ) > 2 et α(φ ,arith > 2 , alors les deux conditions suivantes
sont vérifiées :
– l’indice ample vérifie α(φ ,ne f )< 265 ,
– soit l’indice effectif arithmétique vérifie α(φ ,arith)< 265 .
Cet exemple nous montre que dans ce cas le théorème A ne permet pas,
dans ce cas, d’obtenir un résultat optimal. Il ne donnerait au mieux que “com-
parable à” logB, alors que le théoréme A.6 nous décrit précisement la taille
des orbites.
PARTIE III
MAJORATION DES INDICES
9. Preuve et illustration du théorème B
Pour démontrer le théorème B, nous considérons deux cas suivant que le
degré dynamique est ou non égal à 1. Dans les deux cas, nous utilisons des
résultats de dynamique arithmétique puis des arguments spécialisation pour
le passage de Q à C.
9.1. Automorphismes de degré dynamique 1. — Nous utilisons des résul-
tats de dynamique arithmétique que nous avons obtenus précédemment [M2].
Le théorème B pour les automorphismes affines de degré dynamique 1 s’ob-
tient à partir de la proposition A.1, de la contraposée du théorème A et d’ar-
guments de spécialisation pour le passage de Q à C.
Remarque 9.1. — La majoration est optimale, il suffit en effet de considérer
l’identité qui est d’indice 2.
La situation produit (voir Annexe paragraphe A.3) nous permet de montrer
que la réciproque de l’assertion du théorème B pour les automorphismes
affines de degré dynamique 1 est fausse.
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Nous pouvons par exemple considérer l’exemple suivant. Soit φ1 ∈Aut(A2)
une application triangulaire. Soit φ2 une application de Hénon généralisée,
c’est-à-dire φ2(x,y) = (p(x)−ay,x) avec p application polynomiale de degré
au moins 2 et a une constante non nulle.
L’automorphisme Φ a pour expression :
Φ(x,y,z, t) = (αx+q(y),βy+ γ, p(z)−at,z),
avec aαβ 6= 0 et p application polynomiale de degré au moins 2.
Des résultats de dynamique arithmétique pour la situation produit voir An-
nexe A paragraphe A.3, nous déduisons : si P = (x,y,z, t) avec P1 = (x,y) /∈
Per(φ1,k) et P2 = (z, t) ∈ Per(φ2,k) alors,
N(Φ,P,B) = N(φ1,P1,B).
Suivant le type d’automorphisme triangulaire et le point considérés, différents
cas se présentent. Les tailles des orbites sont donc des fonctions qui asymp-
totiquement se comportent comme cB ou ceB. Ainsi, de la contraposée du
théorème A, nous déduisons α(Φ,ne f ) ≤ 2 de même que α(Φ,arith) ≤ 2.
De plus, nous avons δ (Φ) = δ (φ2) > 1, en effet une application de Hénon
généralisée φ vérifie deg(φ) = δ (φ) (voir par exemple [S99]). La réciproque
du théorème C (pour les automorphismes de degré dynamique 1) est donc
fausse.
9.2. Automorphismes de degré dynamique différent de 1. — Soit φ un
automorphisme de l’espace affine de degré dynamique δ (φ) > 1. Nous de-
vons distinguer deux cas suivant que l’indice nef ou l’indice effectif arithmé-
tique est ou non inférieur ou égal à 2. Si α(φ ,ne f ) ≤ 2 ou α(φ ,arith) ≤ 2,
l’assertion est clairement vérifiée.
Dans le cas contraire, si α(φ ,ne f ) > 2 ou α(φ ,arith)> 2 le théorème B
s’obtient essentiellement à partir de l’inégalité 2 de la proposition 5.1 mod-
ifiée par la remarque 3.3. La borne est optimale, elle est en effet atteinte,
dans certains calculs explicites de l’indice que nous avons effectués (voir
paragraphe 16). En effet sur ces exemples, nous avons égalité des degrés dy-
namiques et algébriques, et de plus l’application et son inverse ont même
degré, la borne supérieure devient alors d + 1d .
Remarque 9.2. — Il est possible de définir de manière analogue une borne
en fonction des degrés algébriques et nous avons alors δ1(φ) ≤ deg1(φ). Le
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nombre δ1(φ) est clairement invariant par conjugaison par un automorphisme
affine.
Il serait intéressant d’avoir une démonstration directe du théorème B.
9.3. Illustrations du théorème B. — Dans ce paragraphe, nous donnons
différents exemples d’automorphismes de degré dynamique 1, qui nous per-
mettent donc d’illustrer par des exemples le théorème C pour les automor-
phismes de degré dynamique 1.
Les automorphismes de degré dynamique 1 sont nombreux. Il s’agit no-
tamment des applications triangulaires et élémentaires.
Définition 9.3. — Soit φ ∈ Aut(Ar), vérifiant
φ(X1, . . . ,Xr) = (a1X1 +F1(X2, . . . ,Xr),a2X2 +F2(X3, . . . ,Xr),
. . . ,ar−1Xr−1 +Fr−1(Xr),arXr +Fr);
avec Fi ∈ k[Xi+1, . . . ,Xr] pour 1≤ i≤ r−1 et ai ∈ k∗ ; φ est dite triangulaire.
Les applications triangulaires jouent un rôle important dans la classification
des automorphismes du plan affine (voir [J42],[K53] et [FM89]).
Définition 9.4. — Soit φ ∈ Aut(Ar), vérifiant
φ : Ar → Ar
(X1, ..,Xi, ...,Xr) 7→ (X1, ..,Xi−1,Xi +P(X1, .., ˆXi, .,Xr),Xi+1, ...Xr)
avec P polynôme ; φ est dite élémentaire.
Les applications élémentaires figurent également dans les travaux sur les
automorphismes affines [E95]. L’application d’Anick est également de degré
dynamique 1, elle est définie comme suit :
σ : A4 → A4
(x,y,z,w) 7→


x− (xz+ yw)w
y+(xz+ yw)z
z
w
Cette application est un contre-exemple potentiel à la conjecture des polynômes
modérés qui concerne la classification des automorphismes de l’espace affine
en dimension au moins 3 [E95]. Les applications ci-dessus, leurs conjuguées
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et leur conjuguées stable ont un indice nef et un indice effectif arithmétique
vérifiant : α(φ ,ne f )≤ 2 et α(φ ,arith.)≤ 2 (d’après les propriétés de stabilité
de la taille des orbites par conjugaison et conjugaison stable [M2]).
10. Géométrie et indice ample
10.1. Étude de la résolution générique. —
10.1.1. Construction. —
Lemme 10.1. — Soit φ ∈ Aut(Ar) de degré algébrique d > 2. Il existe X1
une variété projective lisse et ψ : X1 → Pr un morphisme birationnel tel que
ψ prolonge le morphisme φ : Pr \Z(φ)→ Pr.
Démonstration. — L’application φ : Pr → Pr définie par
φ(x) = φ(x1, · · · ,xr+1) = ( f1(x), · · · , fr+1(x))
est une application rationnelle, lui est donc associé un système linéaire. On
note V = vect( f1, · · · , fr+1),et B = ∩ f∈V\{0}Z( f ) le sous-schéma des points
base. Donc d’après [F] paragraphe 4.4 nous avons le résultat désiré pi1 est
l’éclatement de Pr le long de B et X1 est projectif car il peut être plongé dans
Pr×P(V v) et on identifie P(V v) avec Pr.
Nous noterons E le diviseur exceptionnel associé
Proposition 10.2. — Soit φ ∈ Aut(Ar) de degré algébrique d ≥ 2. Il existe
(pi ,V ) une résolution générique.
Démonstration. — Il suffit d’appliquer le lemme 10.1 à φ et φ−1. Nous obtenons
alors deux variétes projectives lisses X1 et X2, dont nous prenons le produit fi-
bré au dessus de Pr, pour obtenir la variété V .
Notations. — Nous noterons E et F les diviseurs exceptionnels associés à
cette résolution.
10.1.2. Propriétés. —
Proposition 10.3. — Soit φ ∈Aut(Ar) de degré algébrique d≥ 2. Soit (pi ,V )
une résolution générique. Nous avons
ψ∗(H♯) = ψ ′∗(H♯) = 0.
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De plus, si dim(Z(φ)) = dim(Z(φ−1)) = 0. Pour toute courbe irréductible C
telle que C ⊂ H♯, nous avons :
ψ∗(C) = ψ ′∗(C) = 0.
Lemme 10.4. — ([S99] p.124) Soit φ un automorphisme non-linéaire de Ar.
Nous avons alors :
φ(H \Z(φ))⊂ Z(φ−1) et φ−1(H \Z(φ−1))⊂ Z(φ).
Démonstration. — Par construction, et d’après le lemme 10.4 nous avons :
ψ(H♯ \ (H♯∩E) = φ(H \Z(φ))⊂ Z(φ−1).
Or, Z(φ−1) est de codimension au moins 2, d’où le résultat. Le raisonnement
est analogue dans le cas d’une courbe irréductible, si on suppose : dim(Z(φ))=
dim(Z(φ−1)) = 0.
10.2. Un résultat préliminaire. —
Théorème 10.5 (Théorème de Kleiman ([Laz01] th 1.4.8.))
Soit X une variété (un schéma) complet. Si D est un R-diviseur nef de X,
alors pour toute sous-variété (schéma) irréductible V ⊂ X de dimension K,
nous avons :
DK.V ≥ 0.
10.3. Preuve théorème C. —
Démonstration. — Soit (pi ,V ) la résolution générique de φ . Soit D⊂H♯ une
courbe irréductible. D’après la proposition 10.3, nous avons :
ψ∗(C) = ψ ′∗(C) = 0.
Dans le cas de la dimension 2, on considère H♯. Calculons à l’aide de la
formule de projection :
D(α,pi ,V).C = (ψ∗(H)+ψ ′∗(H)−αpi∗(H)).C
= H.ψ∗(C)+H.ψ ′∗(C)−αH.pi∗(C) =−αH.pi∗(C)
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Or, H.pi∗(C) > 0. Donc en utilisant la contraposée du théorème de Kleiman
10.5, nous avons :
si α > 0 alors D(α,pi ,V ) n’est pas un diviseur nef.
Donc d’après la proposition 2.1 et la proposition 2.6, nous avons :
α(φ ,amp) = α(φ ,ne f )≤ 0.
L’autre inégalité est immédiate à partir du lemme 2.1
Remarque 10.6. — (1) Dans le cas de la dimension 2, si D(α,pi ,V ) est un
Q-diviseur le critère de Nakai-Moishezon ([H77] chapitre 5 théorème 1.10)
est suffisant, on peut l’appliquer à un multiple entier de D(α,pi ,V).
(2) Comme nous le voyons dans la preuve ci-dessus, il est possible de rem-
placer l’hypothèse sur les dimensions par l’hypothèse plus faible suivante :
(H) Il existe C ⊂ H♯ une courbe irréductible telle que : ψ∗(C) = ψ ′∗(C) = 0.
Une question naturelle se pose est-il possible d’affaiblir voir de supprimer
cette hypothèse ?
Les automorphismes réguliers apparaissent de manière naturelle en dy-
namique holomorphe (voir [S99]).
Définition 10.7. — Soit φ un automorphisme de Ar avec r ≥ 2. L’automor-
phisme φ est dit régulier si deg(φ)> 1 et :
Z(φ)∩Z(φ−1) = /0.
Lemme 10.8. — ([S99] proposition 2.3.2) Soit φ un automorphisme régulier
de Ar. Nous notons l = dim(Z(φ−1))+1, alors :
deg(φ)l = deg(φ−1)r−l.
De plus, dim(Z(φ))+dim(Z(φ−1)) = r−2.
Proposition 10.9. — Soit φ un automorphisme régulier de A3. Soit (pi ,V) la
résolution générique associée à φ .
Si deg(φ)≥ deg(φ−1), on suppose qu’il existe une courbe irréductible C⊂
H♯ telle que ψ∗(C) = 0 alors,
α(φ ,amp)≤ 0.
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La méthode est la même que pour démontrer le théorème C, on utilise sim-
plement en plus la remarque 10.6 et le lemme 10.8, en effet en dimension 3
pour un automorphisme régulier l’un des deux lieux de non-définition (Z(φ)
ou Z(φ−1)) est de dimension 0.
Remarque 10.10. — De la même manière, nous obtenons le résultat suivant.
Soit φ un automorphisme régulier de Ar vérifiant deg(φ) = deg(φ−1)r−1. Soit
(pi ,V ) la résolution générique associée à φ . S’il existe une courbe irréductible
C ⊂ H♯ telle que ψ ′∗(C) = 0, alors α(φ ,amp)≤ 0.
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Appendice A
Résultats de dynamique arithmétique
La dynamique arithmétique s’intéresse aux comportements, sur Q, d’endo-
morphismes de variétés, des variétés lisses projectives pour D. Northcott en
1950 [N50], des automorphismes de l’espace affine plus récemment [Si94],
[Den95], [M1] et [M2]. Idéalement, il s’agit de relier la géométrie des ap-
plications à leur dynamique arithmétique, tout comme dans les travaux sur le
nombre de points de hauteurs bornées des variétés (voir par exemple [P01]).
Dans le théorème A.4, le lien entre la géométrie des applications et leur dy-
namique arithmétique est clairement établi.
A.1. Résultats généraux. — Nous donnons ici des résulats que nous avons
utilisés ou qui les précisent. Nous renvoyons le lecteur à [M1], et [M2].
Nous avons tout d’abord le résultats général suivant :
Proposition A.1. — Soit φ un automorphisme de l’espace affine Ar et P un
point non périodique de Ar(Q). Si δ (φ) = 1, alors
lim
B→+∞
N(φ ,P,B)
logB =+∞.
Nous montrons que la ”taille des orbites” est essentiellement stable par
conjugaison par un automorphisme affine ([M1] et [M2]). La notion de con-
jugaison stable est une généralisation de la notion de conjugaison par un au-
tomorphisme de l’espace affine (voir par exemple [E95]), nous montrons que
la “taille des orbites” est également essentiellement stable par conjugaison
stable ([M1] et [M2]).
Nous obtenons également un résultat plus précis que la proposition A.1
pour une certaine catégorie d’automorphismes de degré dynamique 1 : les
automorphismes triangulaires.
Théorème A.2. — Soit µ∞ l’ensemble des racines de l’unité. Soit φ une ap-
plication triangulaire de Ar,
φ(X1, . . . ,Xr) = (a1X1 +F1(X2, . . . ,Xr),a2X2 +F2(X3, . . . ,Xr),
. . . ,ar−1Xr−1 +Fr−1(Xr),arXr +Fr);
avec Fi ∈ k[Xi+1, . . . ,Xr] pour 1≤ i≤ r−1 et ai ∈ k∗.
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Soit P = (x1, . . . ,xr) ∈ Ar(Q) un point non périodique, alors :
– s’il existe i tel que ai /∈ µ∞ et xi 6= 0 alors, N(φ ,P,B)≫≪ B;
– sinon logN(φ ,P,B)≫≪ B.
A.2. Automorphismes réguliers. — Une famille d’automorphismes affines
se distingue naturellement en dynamique holomorphe [S99], il s’agit des au-
tomorphismes réguliers.
Définition A.3. — Soit φ un automorphisme de Ar, Z(φ) désigne le lieu de
non-définition de l’application rationnelle (définie sur Pr) associée à φ . L’au-
tomorphisme φ est dit régulier si deg(φ)> 1 et :
Z(φ)∩Z(φ−1) = /0.
Nous relions la dynamique arithmétique des automorphismes réguliers à
leur géométrie.
Théorème A.4. — Soit φ un automorphisme régulier de Ar de degré d et
l = dimZ(φ−1)+1. Pour tout point non périodique P de Ar(Q), nous avons :
N(φ ,P,B)∼ rl
logB
logd .
En dimension 2, les applications de Hénon généralisées sont des automor-
phismes réguliers.
A.3. Situation produit. — Si φi ∈ Aut(Ari) pour 1 ≤ s, nous définisons
l’application Φ ∈ Aut(Ar1+···+rs) de la façon suivante :
Φ(x1, · · · ,xr1+···+rs) = (φ1(x1,1, · · · ,xr1,1), · · · ,φs(x1,s, · · · ,xrs,s)).
La connaissance du comportement des orbites de chaque application φi, nous
donne le comportement des orbites de l’automorphisme φ .
Nous pouvons par exemple considérer l’exemple suivant : Soit φ1 ∈Aut(A2)
une application élémentaire. Soit φ2 une application de Hénon généralisée.
L’automorphisme Φ a pour expression :
Φ = (αx+q(y),βy+ γ, p(z)−at,z).
De plus, nous avons δ (Φ) = δ (φ2).
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Dynamique arithmétique de Φ :
• soit P = (x,y,z, t). Si P1 = (x,y) /∈ Per(φ1,k) et P2 = (z, t) ∈ Per(φ2,k)
alors :
N(Φ,P,B) = N(φ1,P1,B).
Suivant le type d’automorphismes élémentaires différents cas se présentent.
Les tailles des orbites sont donc des fonctions qui asymptotiquement se com-
portent comme cB ou ceB.
• soit P = (x,y,z, t). Si P1 = (x,y) et P2 = (z, t) /∈ Per(φ2,k) alors :
N(Φ,P,B)∼ 2 logBlogδ (Φ) .
A.4. Exemples. — Nous donnons ici un autre exemple d’application de de-
gré dynamique égal à1 : l’application d’Anick.
Proposition A.5. — L’application d’Anick a pour expression :
σ : A4 → A4
(x,y,z,w) 7→


x− (xz+ yw)w
y+(xz+ yw)z
z
w
Les orbites des points non périodiques de σ sont contenues dans les quadriques
d’équations xz+yw = c, où c est une constante non nulle, elles ont pour taille
N(B)∼ c(x,y,z,w)eB.
Théorème A.6. — L’application de Nagata-“tordue” est définie de la manière
suivante :
φ : A3 → A3
(X ,Y,Z) 7→


Y −2(YZ +X2)X− (Y Z +X2)2Z
X +(Y Z+X2)Z
Z
Soit P un point non périodique, alors :
(1) Soit P de coordonnées (X,Y,Z) avec Z 6= 0,
N(φ ,P,B)∼ 2log4(B).
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(2) Soit P de coordonnées (X,Y,0)
N(φ ,P,B)∼ 2log3(B).
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