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In this article we study field-theoretical aspects of multipolar topological insulators. Previous
research has shown that such systems naturally couple to higher-rank tensor gauge fields that arise
as a result of gauging dipole or subsystem U(1) symmetries. Here we propose a complementary
framework using electric higher-form symmetries. We utilize the fact that gauging 1-form electric
symmetries results in a 2-form gauge field which couples naturally to extended line-like objects:
Wilson lines. In our context the Wilson lines are electric flux lines associated to the electric polar-
ization of the system. This allows us to define a generalized 2-form Peierls’ substitution for dipoles
that shows that the off-diagonal components of a rank-2 tensor gauge field Aij can arise as a lattice
Peierls factor generated by the background antisymmetric 2-form gauge field. This framework has
immediate applications: (i) it allows us to construct a manifestly topological quadrupolar response
action given by a Dixmier-Douady invariant – a generalization of a Chern number for 2-form gauge
fields – which makes plain the quantization of the quadrupole moment in the presence of certain
crystal symmetries; (ii) it allows for a clearer interpretation of the rank-2 Berry phase calculation
of the quadrupole moment; (iii) it allows for a proof of a generic Lieb-Schultz-Mattis theorem for
dipole-conserving systems.
I. INTRODUCTION
Symmetry protected topological (SPT) phases of mat-
ter have been of fundamental interest since the discov-
ery of topological insulators.1–9 For systems protected by
only internal symmetries, extensive analyses have yielded
a nearly complete understanding of the topological clas-
sification and the associated physical phenomena. One of
the fundamental features of such phases is the existence
of gapless modes at the boundary, protected by this in-
ternal symmetry. In recent years, there was a surge of
interest towards a class of systems protected by spacetime
symmetries realizing what was named higher-order sym-
metry protected topological phases (HOSPT).10–25 In a
non-trivial phase, such models may host protected gap-
less modes only at subdimensional edges of the lattice,
e.g., corners and hinges, while the rest of the boundary
stays gapped. General classification schemes and pro-
posals for further generalization of such phases quickly
followed,26–29 which included phases protected by a com-
bination of spacetime and internal symmetry.
A subclass of HOTIs are the electric multipole insula-
tors. The first example is the so-called quadrupole topo-
logical insulator10,11 (QTI), which is a free-fermion sys-
tem that exhibits corner charges due to the presence of
the quantized quadrupole moment in the bulk. Impor-
tantly, for the bulk quadrupole moment to be a well-
defined quantity, one must require that both the total
electric charge and the overall charge polarization of the
system vanish at all times. In the insulating phases of
the QTI, the polarization of the ground state is quan-
∗These authors contributed equally to the development of this
work.
tized/fixed by spatial symmetries. However, in more re-
cent developments the concept of a quadrupole HOTI
has been extended to systems that exhibit both micro-
scopic charge and dipole conservation.25,30 In such sys-
tems the charge and polarization of the ground state and
all excited states are fixed quantum numbers, and the
quadrupole moment is well-defined if they both vanish.
While much is known about the quadrupole HOTIs, one
element for which there are still open questions is the con-
nection between the topological classification and the ob-
servable, quantized quadrupole moment response. There
have been several articles that address key aspects of this
issue10,11,25,30 that we will review below, and in this ar-
ticle we will develop a new approach that helps resolve
some subtleties that arose in the previous works, and
finds some other immediate applications.
A useful framework for studying dipole-conserving
models and topological quadrupolar response is a field-
theoretical point of view that was developed to describe
recently uncovered fracton models. These models contain
symmetric tensor gauge fields, dubbed higher rank gauge
fields. In particular, so-called scalar-charge theories cou-
ple to a rank-2 U(1) gauge field Aij , and are equipped
with the following rank-2 Gauss’ law constraint:
∂i∂jEij = 0, (1)
where Eij = ∂i∂jA0 − ∂tAij is the rank-2 electric field.
The rank-2 Gauss’ law leads to both the conservation
of the total charge and the total dipole moment of the
system to which the gauge field couples. Furthermore,
theories where matter couples to only the off-diagonal
components of the rank-2 gauge field, e.g., Axy support
a new class of global symmetries that give rise to U(1)
charge conservation on spatial subsystems.31 On the lat-
tice, such off-diagonal rank-2 tensor fields naturally cou-
ple to dynamical ring-exchange processes,25,30 analogous
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2FIG. 1: A hierarchical refinement of the notion of ‘insulator.’
to how single-particle tunneling terms naturally couple to
the rank-1 electromagnetic vector potential via Peierls’
substitution. Models built from ring-exchange dynam-
ics that have microscopic dipole conservation have been
shown to exhibit HOTI phases including the aforemen-
tioned quantized quadrupole phase,25,30 Furthermore, in
Ref. 25, these ring-exchange models were coupled to
rank-2 tensor gauge fields and used to define a rank-2
Berry phase that successfully distinguishes between the
topological and trivial phases that differ by their bulk
quadrupole moments. This is in exact analogy to how
the Berry phase defined with the help of the regular elec-
tromagnetic U(1) gauge field can determine the electric
polarization.32,33
Let us now consider a complementary framework to
approach such dipole-conserving models. Recently, Ref.
25 proposed a refinement of the notion of an insulator.
In the absence of electrical currents, ~J = 0, the electrical
polarization, i.e., the overall 1-st multipole moment of
the system, is conserved
dPi
dt
= Ji = 0. (2)
With this in mind, one then may ask whether the
quadrupole moment Qij of the system, i.e., the overall
2-nd multipole moment, is also conserved in the physical
system at hand. In the absence of electrically charged
currents, the quadrupole moment of the system can in
principle still be altered by currents carrying electric
dipole moments. Heuristically, we can then say that
a charge insulator which satisfies Q˙ij 6= 0 will support
‘dipole currents,’ and we can call such systems dipole
metals. In the opposite case, when Q˙ij = Jij = 0, where
Jij is the dipole current, the system is a dipole insulator.
One can then ask whether the system supports currents
Jijk that carry quadrupole moments that would change
the octupole moment Oijk, and so on. This chain of rea-
soning is illustrated in Fig. 1 from which one can see
that an n-th order multipole insulator must conserve the
0-th through (n + 1)-th multipole moments with the 0-
th multipole moment being the total electric (monopole)
charge. In the present article, we use this foundation
to propose a framework that treats each conserved n-th
multipole moment as a conserved charge corresponding
to an n-form symmetry in the system. We will focus
our attention on systems conserving overall dipole mo-
ment, which we will treat as a conserved charge of a
global electric 1-form symmetry that exists in the ab-
sence of electrical charge currents. In this approach,
the electric field associated to the 1-form symmetry is
essentially the internal field produced by the polarized
material, which provides a natural connection to dipole
conservation. Such higher-form symmetries have been
of particular interest in the high-energy literature.34–38
Quite recently, these concepts were applied in condensed
matter systems to study fracton phenomena,39–45 which
are in turn related30 to the concept of higher order mul-
tipole topological insulators.
A central feature in our framework is the necessary
introduction of an antisymmetric 2-form tensor field B.
This is necessitated by the gauging of the global 1-form
symmetry that corresponds to the conservation of the to-
tal polarization of the system. Our formalism bridges the
gap between lattice models that exhibit dipole conserva-
tion due to the presence of subsystem U(1) symmetries,
and field theories with global 1-form symmetries, both
of which act on co-dimension 1 manifolds. The field B
naturally couples to one-dimensional extended objects,
i.e., the electric lines associated to the dipole moment,
and imparts a new type of Peierls’ phase to the motion
of dipoles. A key result is a new interpretation of the lat-
tice field Axy as a phase that arises from the motion of
dipoles in the background 2-form field B. The relation-
ship between Axy and B is captured by the generalized
Peierls’ substitution:
Axy =
e
~
¨
pxy
B, (3)
where pxy denotes an elementary plaquette in the spatial
lattice plane. As we will see below, one interesting con-
sequence of this approach is that it resolves a subtlety
from Ref. 25 by making apparent the topological nature
of the quadrupolar rank-2 Berry phase mentioned earlier.
Indeed, the rank-2 Berry phase25 that is picked up by the
ground state during the adiabatic insertion of one unit of
rank-2 flux through the system, can be reinterpreted as a
process that changes B by a global gauge transformation.
Additionally, the quadrupolar θ-term response of Ref. 30
can be reinterpreted as the topological response
SQ = − eθ
2pi
ˆ
dB, (4)
which is proportional to the Dixmier-Douady number of
the B field configuration,46–48 and provides a simple route
to proving the quantization of the quadrupolarization
qxy = eθ/2pi.
Our paper is structured as follows: we start with
Section II where motivate a topological formulation of
the rank-2 Berry phase by considering the parallels be-
tween the Berry phase of the SSH model and the rank-
2 Berry phase which was proposed for a ring-exchange
quadrupole model. Then in Section III we review higher
form symmetries and formalize polarization as a con-
served charge of a 1-form symmetry. The main formal re-
3sults are presented in Section IV where we develop a gen-
eralized Peierls’ substitution for dipole-conserving mod-
els. In Sections V and VI we explore two applications
of our formalism, the topological quadrupole response,
and a generalization of the Lieb-Schultz-Mattis theorem
to systems that conserve dipole moments respectively.
II. BERRY PHASES AND TOPOLOGICAL
RESPONSE IN DIPOLE AND QUADRUPOLE
MODELS
One of the main results of this paper will be the devel-
opment of a topological response term for the quadrupo-
larization in dipole-conserving systems. To set the con-
text for the rest of this paper, it is worth reviewing a sim-
ple dipole-conserving lattice model which was shown30 to
exhibit such a quantized response. However, before get-
ting to this model we will begin by reviewing the features
of a well-known charge-conserving model of a polarized
1D chain with a topological response term for charge po-
larization. Our presentation will exploit the analogies be-
tween the latter model, which has a dipole polarization,
and the former model, which has a quadrupole polariza-
tion.
A. Dipole model
Let us start with a well-known Su-Schrieffer-Heeger
(SSH) model that describes a one-dimensional chain
of non-interacting spinless fermions with the following
Hamiltonian:
HSSH =
N∑
i=1
(tc†i,Aci,B + λc
†
i,Bci+1,A + h.c.), (5)
where A,B are two degrees of freedom in the unit cell,
we assume periodic boundary conditions N + 1 ≡ 1, and
the model has inversion symmetry x → −x. When the
magnitudes of the intra-cell and inter-cell couplings t and
λ are not equal, this model is gapped and becomes an
insulator at half-filling.
The two insulating phases of this model, defined by the
coupling ratios |λ/t| > 1, and |λ/t| < 1, respectively can
be distinguished by a global property – a Berry phase
computed around the non-contractible loop of the Bril-
louin zone.49,50 Let us illustrate this result. Since we
are working with a free-fermion model with translational
invariance, we can write its ground state as a Slater de-
terminant of Bloch orbitals, which are ambiguous up to
the gauge transformation:
|u(k)〉 → eiφ(k)|u(k)〉, (6)
where the phase satisfies periodic boundary conditions:
φ(pi)−φ(−pi) = 2pin. This gauge structure allows for the
definition of the Berry connection:
a(k) = −i〈u(k)|∂k|u(k)〉, (7)
which transforms under the gauge transformation (6) as:
a(k) → a(k) + ∂kφ(k). We can then compute a gauge-
invariant quantity: the Berry phase around a closed loop
in a parameter space that coincides with the Brillouin
zone:
γBZ =
˛
BZ
a(k)dk =
{
pi mod 2pi when
∣∣λ
t
∣∣ > 1
0 mod 2pi when
∣∣λ
t
∣∣ < 1 .
(8)
The quantization of γBZ to take only the values 0, pi is
enforced by the inversion symmetry of Eq. (5). A key
physical difference between these two insulating phases
can be observed by opening the boundary in a manner
that preserves the unit cell structure and then observing
that, in the phase having non-trivial Berry phase, the
system hosts fractional ±e/2 charges as a consequence
of the non-trivial bulk polarization. This is opposed to
the phase with |λ/t| < 1 where the ground state of the
system is unpolarized.
Let us now provide a slightly different interpretation of
the Berry phase. We will consider our system coupled to
a background electromagnetic field. First, let us review
the way a 1-form gauge field manifests itself in tight-
binding lattice models that conserve global U(1) charge.
In the presence of an external electromagnetic field, lat-
tice translation operators are modified by a Peierls’ phase
in order to be gauge invariant:
c†r2cr1 → eiAr1,r2 c†r2cr1 with Ar1,r2 =
e
~
ˆ r2
r1
A, (9)
where A is a 1-form electromagnetic field with compo-
nents Aµ, and Ar1,r2 ≡ Al is the phase associated with
a particular link l of the lattice having endpoints r1 and
r2. Consider a one-dimensional, translationally-invariant
tight-binding chain with periodic boundary conditions,
and a gauge choice having a uniform vector potential A
across the chain. In this case, the phase factor associ-
ated with every link of the chain is simply eiAl , where Al
is the same for every link. Transforming our real-space
Hamiltonian H(A) to momentum space gives the Bloch
Hamiltonian H(k,Al). This provides a different inter-
pretation for the phase factor eiAl – it now plays the role
of a momentum shift as we simply have for the Bloch
Hamiltonian:
H(k,Al) ≡ H(k +Al, 0). (10)
This equivalence allows us to understand the Berry
phase computed across the Brillouin zone γBZ as the
Berry phase in the parameter space of the uniform phases
Al, which are generated by the uniform external elec-
tromagnetic field A. This approach can be used on
systems beyond the free-fermion limit to calculate the
charge polarization.32,33 To compute the more general
Berry phase we need to sweep the phases Al across an
effective Brillouin zone. Hence we let Al → Al+2pi/L, or
equivalently Ax → Ax + h/eL. Physically, this configu-
ration change of the background gauge field is equivalent
4to one unit of magnetic flux threaded through the loop
formed by our periodic chain.
We can now provide a physical interpretation of the
Berry phase in Eq. (8): γBZ is a phase difference ac-
quired by the ground state wave-function under the adi-
abatic evolution during which we insert one unit of mag-
netic flux through the center of the periodic chain. Dur-
ing that evolution over a long time T , we can imagine
Ax linearly interpolating between Ax = 0 and Ax =
h/eL. Both field configurations with Ax = 0 and with
Ax = h/eL are pure gauges that are related by a large
gauge transformation of the electromagnetic field. How-
ever, during the adiabatic process a constant electric field
Ex = −∂tAx(t) = −h/(eLT ) is generated across the
chain. For a static insulating phase, the total dipole mo-
ment Px is well-defined and couples to the non-vanishing
electric field during this process. The result is a phase
acquired during this evolution:
γBZ = −1~
ˆ T
0
dtP ·E = 1
~
ˆ T
0
dtPx∂tAx(t) = 2piPx
eL
.
(11)
Importantly, this analysis points to the symmetry-
protected topological nature of the polarization as it is
quantized in the presence of inversion symmetry. The
polarization of the chain px ≡ Px/L is odd under inver-
sion symmetry, but is defined only mod e, and thus for
an inversion symmetric polarized insulator we expect to
find γBZ = pi mod 2pi, while for an unpolarized system
we find γBZ = 0 mod 2pi, as was shown to be the case
for the SSH chain in Eq. (8).
We can recast this polarization response in a field-
theoretical language. For one-dimensional systems we
can write the topological θ-term,51,52 which exactly rep-
resents the polarization of the system P coupled to elec-
tric field E:
SP =
eθ
2pi
ˆ
dA ≡
ˆ
dtdx pxEx, (12)
with the identification px =
eθ
2pi . On a closed spacetime
manifold where the polarization is uniform, this integral
computes the Chern class of A, and we have ´ dA = 2pin
for some integer n. This reveals the periodic nature of θ:
shifting it by 2pi shifts the action by an integer multiple
of 2pi, leaving the path integral invariant. Thus we have
θ ≈ θ + 2pi. This identification mirrors the ambiguity
of the polarization for periodic systems. Furthermore,
by requiring an invariance of the path integral with re-
spect to spatial inversion symmetry, one quickly deter-
mines that the values of θ under this restriction can only
be: 0 or pi mod 2pi.
Let us now see how many of these notions can be suit-
ably carried over to models exhibiting dipole conservation
and quadrupole moments.
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FIG. 2: Lattice structure of the quadrupole ring-excahnge
model.
B. Quadrupole model
In Refs. 25,30 it was shown that imposing a subsystem
conservation of the U(1) charge on top of the global U(1)
charge symmetry leads to a class of Hamiltonians that
automatically conserve dipole moments and can support
quadrupole moments. In particular, let us consider a two-
dimensional model on a square lattice that independently
conserves total charge along every row and every column.
The basic allowed building blocks of the Hamiltonian are
so-called ring-exchange terms that are associated with
the plaquettes of the lattice:
c†r+xˆcrc
†
r+yˆcr+xˆ+yˆ ≡
∣∣ 〉 〈 ∣∣ , (13)
where white circles represent empty sites, and filled cir-
cles represent occupied sites. Taking these building
blocks, consider now the ring-exchange quadrupole model
constructed purely from quartic interactions defined on
a periodic Lx × Ly = Nxa × Nya lattice with four sites
per unit cell as shown in Fig. 2:
HQ = t
∑
r
(c†r,2cr,4c
†
r,1cr,3 + h.c.)
+λ
∑
r
(c†r,1cr+xˆ,3c
†
r+xˆ+yˆ,2cr+yˆ,4 + h.c.).
(14)
Every term in this Hamiltonian conserves both the to-
tal particle number in the system, and the total particle
number along every column and every row of the lattice.
Additionally, as a corollary, HQ preserves the total po-
larization in both the xˆ and yˆ directions. It was argued25
that in the limits |t|  |λ| or |t|  |λ|, the ground state
of this model is gapped at half-filling, and the system is
an insulator of both charges and dipoles. Furthermore, in
both of these limits the fixed dipole moment is vanishing
(at least up to a polarization quantum).
5Since the system is both neutral and unpolarized its
quadrupole moment is well-defined. Indeed it was shown
in Refs. 25,30 that the quadrupolarization of the ring-
exchange model is quantized in units of qxy = e/2. More-
over, it was also shown53 that in the zero-correlation
length limit when t = 0, the ground state of this model
can be adiabatically connected, while preserving C4 sym-
metry and hence vanishing polarization, to the ground
state of the free-fermion quadrupole model.10 Therefore,
it is natural to expect that the quadrupolarization of the
ring-exchange model is qxy = e/2 when λ dominates, and
we expect it to be vanishing when t dominates.
To be more precise we can turn to two types of calcula-
tions to determine the quadrupole moment. We can con-
sider the ground state expectation value of a many-body
quadrupole operator,54,55 analogous to Resta’s proposal
for the charge polarization,56 or we can use a Berry-phase
calculation.25 For comparison to the previous section, let
us consider the Berry phase approach. Our system is
inherently interacting, so the idea of a Berry phase of
Bloch functions over the periodic Brillouin zone is not
applicable. Nevertheless, we can apply the more general
procedure where we insert a uniform gauge field shift and
determine the Berry phase of the ground state after the
insertion of a flux quantum. However, the ring exchange
model does not couple at all to a uniform electromagnetic
vector potential A. To see this, one can resolve a ring-
exchange term as a product of two single-particle hopping
terms in an ordinary background electromagnetic field A.
For instance, by resolving (13) as a product of two terms
that hop single electrons along xˆ we could write:
c†r+xˆcrc
†
r+yˆcr+xˆ+yˆ
→
(
e−i
e
~
´ r+xˆ
r
Ac†r+xˆcr
)(
ei
e
~
´ r+xˆ+yˆ
r+yˆ
Ac†r+yˆcr+xˆ+yˆ
)
= ei(Ax(r+yˆ)−Ax(r))c†r+xˆcrc
†
r+yˆcr+xˆ+yˆ.
(15)
We could have alternatively resolved the ring exchange
term as electrons hopping along y which would have re-
sulted in a phase factor of ei(Ay(r+xˆ)−Ay(r)). Hence, if A
is uniform the phase factors vanish and there is no cou-
pling (and thus no polarization response to an applied
electric field which is consistent with a dipole conserving
system).
Instead of using the conventional electromagnetic vec-
tor potential we can take the approach of Ref. 30, and
introduce a new type of Peierls factor (c.f. (9)) that cou-
ples to the ring-exchange terms as:
c†r+xˆcrc
†
r+yˆcr+xˆ+yˆ → eiAxyc†r+xˆcrc†r+yˆcr+xˆ+yˆ. (16)
The Peierls factor depends on a field Axy that we will call
a rank-2 gauge field. A single ring-exchange term can be
viewed as an operator that either hops an x-dipole in the
yˆ-direction or as a y-dipole along xˆ. That ambivalence
is captured by the symmetry of the rank-2 gauge field:
Axy = Ayx.
76
Now that we have a new space of gauge fields we can
imagine making a uniform phase shift of this gauge field
across the whole lattice by the constant value q:
Axy → Axy + q, (17)
and then study the adiabatic evolution of the Hamilto-
nian as we slowly drive parameter q from 0 to 2pi/NxNy
over the time period T . In Ref. 25 it was shown that
such an adiabatic evolution for a charge and dipole in-
sulating system modifies the ground state wave function
by a phase that is proportional to the overall quadrupole
moment Qxy of the ground state. The Berry phase com-
puted in the parameter space spanned by q is:
γQ = i
ˆ 2pi/NxNy
0
dq〈Ψ0(q)|∂q|Ψ0(q)〉, (18)
and one can argue similar to Eq. 11 that it is equivalent
to25,54,55:
γQ =
1
e
ˆ T
0
dt Qxy∂tAxy(t) =
2piQxy
eLxLy
, (19)
where Qxy is the quadrupole moment and ∂tAxy is the
relevant piece of the rank-2 electric field Exy. This ap-
proach was shown to give the correct value of Qxy, for
the ground state of the ring-exchange model (14) where
we have:
γQ =
{
pi when λ = 1, t = 0
0 when λ = 0, t = 1
, (20)
as anticipated from our earlier arguments.
These results provide a powerful framework in which
one can calculate many-body quadrupole moments, but
the question whether the quantity γQ is in some sense
topologically quantized generally, say in the presence of
some protective symmetries, remains nebulous. Some ar-
guments for quantization were given in Refs. 25,30, but
there are still some open questions. To motivate some of
these questions let us look closer at the gauge field Axy.
To provide a heuristic interpretation of the phase Axy
we can find a relationship between the rank-2 and rank-1
gauge fields motivated by Eq. 15: Axy = ∂yAx. Equiva-
lently, by resolving a ring exchange term (13) as a prod-
uct of two electron hopping operators along yˆ, we obtain
a different relationship: Axy = ∂xAy. However, in the
absence of the Bz component of the usual rank-1 mag-
netic field we find that the two equations are equivalent,
as ∂xAy = ∂yAx; in principle, all of the normalized lin-
ear combinations of the two gradients of rank-1 fields
are equivalent. For instance, one can pick a symmetric
combination25,30:
Axy =
1
2
(∂xAy + ∂yAx) . (21)
Under this identification Axy inherits its gauge struc-
ture directly from the electromagnetic vector potential.
The phases Ai transform under the U(1) gauge group
6as Ai → Ai + ∂if leading to the following rank-2 gauge
transformations:
Axy → Axy + ∂x∂yf. (22)
Rank-2 field theories with these gauge transforma-
tions, dubbed “scalar-charge”57 fracton theories, have
attracted a considerable amount of attention in recent
years.31,58,59 Particularly, one of the features of scalar-
charge fracton field theories is that they exhibit conser-
vation of the dipole moment, which makes them a natural
candidate for a field to which dipoles can couple, as we
have essentially exploited.
We can make some additional important observations.
We have noted that the ring-exchange model is not sen-
sitive to uniform rank-1 fields. Thus, the model is not af-
fected by some configurations of the electromagnetic field
Aµ that are not pure gauge configurations, and should
normally be treated as non-vanishing physical electro-
magnetic fields. For instance, consider a constant elec-
tric field E = (Ex, 0)
T generated by Ax = −Ext. Clearly,
this rank-1 field configuration leaves Axy given by (21)
vanishing, but generates a physical electric field. This
simply mirrors the fact, that the matter in our theory, in-
stead of carrying electric charges, carries dipole moments
which are not affected by constant electric fields. These
observations allow for a wider class of effective “gauge”
transformations of the rank-1 field Aµ. Picking a particu-
lar map from rank-1 to rank-2 fields as in Eq. 21, we can
see that the spatial components Ai admit the following
transformations that leave the rank-2 field invariant up
to a rank-2 gauge transformation (22):
Ai → Ai + λi, where ∂iλj + ∂jλi = 2∂i∂jf, (23)
where i 6= j, and f can be an arbitrary function of the
spacetime coordinates. Effectively, the subsystem sym-
metry, and hence dipole conservation, allows one to en-
large the gauge group for the spatial components of the
underlying electromagnetic field. What is missing here is
a more unified way to treat these subtle issues.
Let us briefly turn to a related problem. In the two in-
sulating phases of the quadrupolar ring-exchange model,
the quadrupole moment is quantized.25,30 Thus, it is nat-
ural to search for a topological invariant that captures
this quantized observable. To provide a formulation of
the quadrupole Berry phase in terms of a quantized topo-
logical invariant it is tempting to rewrite the Axy field
in terms of the gradients of rank-1 field, for example,
as in Eq. 21. However, this interpretation immediately
encounters a problem: it is impossible to find a config-
uration of the electromagnetic field Aµ that will result
in a uniform rank-2 field in a periodic system without
simultaneously threading some amount of spurious elec-
tromagnetic flux through the plane of the periodic lat-
tice. Hence, connecting the rank-2 field to a quantized
topological response raises some questions.
In the following sections we present a framework that,
instead of connecting the rank-2 field to a non-uniform
electromagnetic field, allows one to alternatively relate
the rank-2 field Axy to a Peierls’ phase factor derived
from a background continuum 2-form field B that is in-
troduced as a result of gauging global 1-form symme-
tries. This will allow us to understand γQ as a phase the
ground state wave-function obtains as we interpolate be-
tween two configurations of the background 2-form field
that differ by a large gauge transformation. This will give
us a precise sense in which we can interpret the properties
of γQ, and its symmetry-enforced quantization.
Our construction replaces the subsystem U(1) symme-
tries with 1-form electric symmetries, and introduces a
background field B, that, instead of coupling to a conven-
tional charge current, minimally couples to the electro-
magnetic field strength F . As we will see, from this point
of view, the Peierls’ phase factor attached to the lattice
ring-exchange term (16) does not arise from the pair of
charges composing an elementary dipole (which couple to
A), but instead from the Wilson line that stretches be-
tween these two charges (which couples to B). Hence, we
introduce a generalized Peierls’ substitution where Axy is
interpreted as the lattice field that arises from the back-
ground 2-form field B integrated over a plaquette pxy,
instead of arising from differences in the rank-1 field A.
That is, the rank-2 field variable can be associated with:
Axy =
e
~
¨
pxy
B, (24)
which is one of the main conceptual developments of this
article. Before we arrive at this result, and the subse-
quent applications, we first need to introduce and review
the idea of higher form symmetries.
III. HIGHER-FORM SYMMETRIES AND
MULTIPOLE CONSERVATION
In this section we offer a brief review of higher-form
symmetries where the goal is to appropriately generalize
the usual notion of symmetry to extended objects, which
for our case are electric flux lines. We will closely follow
Ref. 35, but we will specialize to (2+1)d. Hereafter, we
will make a common abuse of language and use “gauging
a symmetry” to mean “promoting a global symmetry to
a local symmetry.”
In the overwhelming majority of theories, global sym-
metries are unitary operators that act on point-like ob-
jects, e.g., charged point-particles. Nevertheless, this can
be generalized to include symmetries acting on extended
objects, such as lines or membranes35, however, doing
so requires a careful treatment of how, and importantly
where, a unitary operator acts. To treat such symme-
tries several definitions are in order. First, a symmetry
that acts on an n-dimensional object is termed an “n-
form symmetry.” Second, objects are “charged under a
symmetry” if they transform non-trivially under a given
symmetry. And third, each n-form symmetry leads to
a conserved (n + 1)-form Noether current j, which we
7can use to define the charge operator acting on a spatial
(sub-)manifold Md−n in a d-dimensional space:
Q(Md−n) =
ˆ
Md−n
?j. (25)
The key point here is that the n-form symmetry action is
associated with a manifold Md−n. Symmetry operators
take this manifold as an input to describe where to act.
We will consider global symmetry operators that act on
a state only at a fixed time, and so the manifold Md−n
in our discussion will always be entirely spatial.
A. 0-form Symmetries and Charge Conservation
The most familiar example of a global symmetry is the
global U(1) charge symmetry. This is a 0-form symmetry
that acts by rotating the phase of every point-particle by
the same amount at a particular time. In this case the
(d−0)-dimensional manifoldMd is just the entire space.
More specifically, let us examine the case of the 0-form
U(1) symmetry in QED3. The charged objects (elec-
trons) are point-like in space, and the Noether current is
given by the electric current 1-form j = −ρdt+~j ·d~r. The
corresponding charge operator is then associated with the
entire 2-dimensional space:
Q(M2) =
ˆ
M2
?j =
ˆ
M3
ρ dxdy. (26)
A representative symmetry operator with parameter g is
thus:
Ug(M2) = exp
(
ig
ˆ
M2
?j
)
. (27)
This operator acts to rotate the phase of all charged oper-
ators (electrons) that intersect (i.e., are within) the spa-
tial 2-volume M2. The (3d) Hodge star operation takes
the ordinary current 1-form j to a 2-form, and we see
(?j)xy = j0 is the charge density. Thus, under the action
of Ug(M2), all electrons insideM2 will obtain a phase g
times their charge.
This operator action is a global symmetry when g is
constant in space and M2 is space itself. Gauging this
symmetry means that g(x) can depend on the spatial
coordinates, and parameterizes a local phase rotation via
Ug(M2) = exp
(
i
ˆ
M2
?j g(x)
)
. (28)
It also comes with the introduction of the usual elec-
tric field operator Ei, and the Gauss’ law constraint that
physical states satisfy:(
d∑
i=1
∂iEi − j0
)
|Phys〉 = 0. (29)
This relationship enforces the local conservation of
charge, and, along with the canonical commutation re-
lations [Aj(r), Ek(r
′)] = iδjkδ(r − r′), defines a gauge
transformation on Aj :
Aj → Aj + ∂jg(x). (30)
As a simple example we see that for N charged point-
particles, each located at a point ri, and carrying a charge
qi, we have j0 =
∑N
i=1 qiδ(r−ri). The gauged symmetry
operator (28) generates the local phase rotation for a
wave-function of N particles located in M2:
UgΨ(r1, r2, ..., rN ) = e
i
∑N
j=1 qjg(rj)Ψ(r1, r2, ..., rN ).
(31)
B. 1-form Symmetries and Dipole Conservation
Physically, a natural starting point for dipole conser-
vation is to require that the system does not conduct
electric charge:
dPi
dt
= ji ≡ 0, (32)
where Pi is the electric polarization vector. However, we
will now motivate that a natural formal setting for sys-
tems with conserved dipole moments are models mani-
festing 1-form symmetries. For the total dipole moment
to be a well-defined physical quantity, the total electric
charge of the system must vanish. However, a neutral
background can still support local dipole moments in the
form of closed dipole lines, or open dipole lines with end
points on the boundaries (see Fig. 3).
A key characteristic of charged particles coupled to
an electromagnetic gauge field is that electric field lines
naturally arise along with the introduction of a dipole
moment. To see this, consider a simple electron hop-
ping operator c†r+axˆcr. When acting on a neutral back-
ground this operator annihilates one electron at a site r
leaving a positively charged hole, and creates an electron
with negative charge at a site with coordinates r + axˆ,
thus effectively creating an elementary dipole moment
d = −eaxˆ. Importantly, in a background electromag-
netic field, this simple hopping operator needs to be mod-
ified by a Peierls’ phase60 Ax(r) defined on the link that
stretches between the two aforementioned sites:
c†r+axˆcr → eiAx(r)c†r+axˆcr. (33)
Upon quantization of electromagnetic field on the lattice,
we impose the following commutation relations on a lat-
tice vector potential Aˆl (which includes in its definition
the factor of e/~) and an electric field Eˆl′ (which is de-
fined in the units of −e/ε0) that live on the links l and
l′ respectively:
[Aˆl, Eˆl′ ] = iδl,l′ . (34)
8FIG. 3: A uniformly electrically-neutral chain carrying a po-
larization and an associated electric line which can be revealed
by breaking the periodic boundary conditions.
Thus, we see that the Peierls phase introduced in Eq.
(33) acts as a ladder operator for the electric field since
we have: [
Eˆl, e
±iAˆl
]
= ±e±iAˆl . (35)
Hence, we can regard e±iAˆl as a creation/annihilation
operator, and Eˆl as a number operator, for a bosonic
degree of freedom on the link l representing a line of
electric flux. Thus, we see that the hopping operator (33)
not only accounts for the changes in local electric charges,
but it also naturally takes into account the change in the
electric flux that passes between the pair of sites r and
r+ axˆ (see lower part of Fig. 3).
From this observation, and the constraints implied by
the absence of free charges/charged excitations, one can
calculate the bulk polarization of a system by counting
the associated oriented electric flux lines as depicted in
red in Fig. 3. To provide some physical intuition, let
us focus on the single polarized line depicted in Fig. 3.
The closed polarized line preserves the charge-neutrality
at every point of the system, but terminating this line on
a boundary creates a pair of opposite charges at the two
different boundary points. This accompanies an electric
field configuration with the total amount of electric flux
equal to ΦxE = q/ε0, where ε0 is the vacuum permittivity.
Furthermore, in addition to introducing the electric flux
to the bulk of the system, it reflects a polarization of
px = −q. In other words, we can employ the electric
flux going through the bulk of the polarized material to
calculate the polarization px = −ε0ΦxE .
Now we will show how one can calculate the polariza-
tion using the associated electric flux instead of charge
density, and how this is connected to a 1-form symme-
try operator. Consider a (2+1)d system, and impose
periodic boundary conditions in both spatial directions.
This system has no electric charges but can still support
closed polarization lines, i.e., closed electric flux lines.
To calculate the polarization along, say, the xˆ-direction
in the completely periodic system, we simply need to
calculate the net electric flux winding around in that di-
rection. Formally, this can be done by integrating the
electric field passing through a one-dimensional surface
M1x winding along yˆ. For example, we may take M1x to
be defined by the equation x = x0, and then calculate:
ΦxE =
ˆ
M1x
~E · ~ndy =
ˆ
M1x
Exdy = c
ˆ
M1x
?F , (36)
where ~E is the electric field, ~n is the unit normal vector
to M1x, and F is the electromagnetic field strength. We
can then identify the polarization px = −ε0ΦxE .
Importantly, there is an alternative interpretation of
the last integral in Eq. (36). Just as the integral of ?j
is the generator of the global U(1) charge conservation
symmetry, the integral of ?F can be understood as a
generator of an electric 1-form U(1) symmetry defined
over M1x:
Ug(M1x) = exp
(
igc
ˆ
M1x
?F
)
. (37)
Conservation of the total electric charge is equivalent to
demanding the invariance with respect to global U(1)
phase rotations (27), and analogously, demanding that
the system is invariant with respect to these 1-form trans-
formations defined over various closed surfacesM1 leads
to the conservation of the electric flux in the system,
which is, in our case, equivalent to the polarization. This
key observation allows us to reformulate the notion of
a dipole-conserving system as a system that is invariant
with respect to 1-form electric U(1) transformations, and
is a key concept in this article.
In this formalism, different components of the polar-
ization pi are associated to conserved charges of electric
1-form symmetries defined over closed (d−1)-dimensional
manifoldsMd−1i that are periodic along the (d−1) trans-
verse directions that are orthogonal to rˆi. Explicitly, we
can calculate the electric polarization pi along the xˆi di-
rection with the help of the electric 1-form symmetry
operator (37):
pi = − eLi
2piV
Im log
〈
U2piε0/e(Md−1i )
〉
, (38)
where Li is the system size along xˆi, and V is the volume
of the system.
This formula for the polarization is similar to they
many-body operator formalism introduced by Resta to
calculate the polarization56. To make the connection
more clear it is instructive to witness how this formula
applies in the context of (1 + 1)d electrodynamics with a
θ-term. In the presence of inversion symmetry the value
of θ is quantized to 0, pi, and it captures the response
properties of the (1 + 1)d topological polarized insula-
tor discussed earlier. Consider the following Lagrangian
density for electrodynamics on a circle:
L = − 1
2µ0c
F ∧ ?F + eθ
2pi
dA =
(
−ε0
2
E2x +
eθ
2pi
Ex
)
dtdx,
(39)
where we substituted Ex = c (∂tAx/c− ∂xAt). Now we
would like to quantize this theory on a 1-dimensional
9chain with N sites and the same number of links. The
canonical momentum to Ax is:
pix =
∂L
∂A˙x
= −ε0Ex + eθ
2pi
. (40)
We need to discretize this theory by introducing lattice
variables on the links l: Al ≡ e~
´
l
Aˆx(x)dx (which is 2pi
periodic) and pˆil ≡
´
l
pˆix(x)dx. Now we can obtain the
following lattice Hamiltonian:
Hˆ =
e2a
2ε0
N∑
l=1
(
pˆil
ea
− θ
2pi
)2
, (41)
where a is the lattice constant. Imposing canonical com-
mutation relations produces
[Aˆl, pˆil′ ] = ieaδl,l′ . (42)
We should also restrict the Hilbert space to the space of
physical gauge-invariant states by imposing the Gauss’
constraint:
∂xEx(x)|Phys〉 = 0↔ (Eˆl+1 − Eˆl)|Phys〉 = 0, ∀ l. (43)
For a one-dimensional chain this constraint requires that
for any physical state, the amount of electric flux (quan-
tified by the integer n) is the same for every link of the
lattice. Such states of this Hamiltonian are given by:
|ψn〉 = ein
∑
l Aˆl |vac〉, n ∈ Z. (44)
Taking into account the commutation relationship (42)
we can now write down the spectrum of the Hamiltonian
(41):
En = e
2L
2ε0c2
(
n− θ
2pi
)2
, (45)
where L = Na.
Consider now the special case when θ = pi which we
expect to correspond to a polarization px = ±e/2. For
this value of θ, the energy spectrum becomes doubly-
degenerate. Let us consider the two lowest energy states
|ψ0〉 and |ψ1〉 that form the ground state subspace, and
then calculate their polarization via Eq. 38. Since these
states are eigenstates of the canonical momentum we can
easily calculate the expectation value of the electric field.
For pˆil on a link l we find:
〈ψ0|pˆil|ψ0〉 = −aε0〈Eˆl〉0 + ea
2
= 0→ 〈Eˆl〉0 = e
2ε0
,
〈ψ1|pˆil|ψ1〉 = −aε0〈Eˆl〉1 + ea
2
= ea→ 〈Eˆl〉1 = − e
2ε0
.
(46)
Due to the Gauss’ constraint (43), the expectation value
of the electric field operators are the same on all links
of the chain for any given state. We can now apply Eq.
38 to determine the electric polarization for these two
states. To do so, we need to calculate the expectation
value of the operator:
U2piε0/e(M0l ) = exp
(
2pii
ε0
e
Eˆl
)
, (47)
where M0l in this case denotes a particular link of the
chain. Using the expressions in Eq. (46), we obtain the
following values of polarization for states |ψ0〉 and |ψ1〉:
p0x =
e
2
mod e, p1x = −
e
2
mod e. (48)
In other words, we find that p0x = p
1
x = e/2 mod e.
This result could have also been calculated from the
Goldstone-Wilczek response term (12)51.
Now, given the simple context of the one-dimensional
lattice, let us examine more closely the 1-form symmetry
operator. In a quantized electromagnetic theory, the op-
erator (47) acts by shifting one of the link variables Aˆl
by 2pi:
e2pii
ε0
e EˆlAˆl′e
−2pii ε0e Eˆl = Aˆl′ − 2piδl,l′ . (49)
In a lattice gauge theory, such a shift of the lattice
variable performs a large gauge transformation, i.e.,∑N
l=1 δAl = 0 mod 2pi. This shift is also gauge-
equivalent to the following uniform shift across all lattice
variables:
Al → Al − 2pi
N
. (50)
This uniform shift can be implemented by the operator:
U˜2piε0/e = exp
(
2piiε
Ne
N∑
l=1
Eˆl
)
, (51)
which is a gauge-equivalent to Eq. 47.77 It is well-
known56,61, that this particular large gauge transforma-
tion can be implemented by the following twist operator
acting on the fermionic degrees of freedom:
UX = exp
(
−2pii
L
N∑
i=1
xinˆi
)
, (52)
where xi is the coordinate of the lattice site i, and nˆi
is the particle number operator on that site. It is no
surprise then that we can substitute UX for U2piε0/e(M0l )
in Eq. 38 to obtain the well-known result:
px = − e
2pi
Im log 〈UX〉 . (53)
Intuitively, this equivalence can also be explained by
noticing that the quantum-mechanical electric field op-
erator in a time-independent system is just the position
operator Eˆ = − eε0 Xˆ, where Xˆ = 1L
∑
i xinˆi.
In summary, we have presented an alternative way to
calculate the charge polarization by counting the electric
flux in a system. While this may seem like a formal devel-
opment, our perspective will enable us to make advances
that were not manifest without it.
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FIG. 4: Two opposite Wilson lines carrying electric flux ΦE
wrapping around x-direction may be modified by arbitrary
phases under the action of Ug(M1) if the parameter g depends
on y. The manifold M1 is represented by the blue line.
IV. PEIERLS SUBSTITUTION FOR DIPOLES
Having an interpretation for dipole moments as elec-
tric flux lines allows us to consider an alternative way to
couple dipoles to a gauge field. The global U(1) 1-form
symmetries,
Ug(M1) = exp
(
igc
ˆ
M1
?F
)
(54)
can be gauged by letting g(r) be spatially dependent. For
an ordinary 0-form (gauge) symmetry in d+1 spacetime,
an operator that acts at a specific time can have g(r)
vary in d-dimensional space. Let us now illustrate how
this generalizes “local” 1-form symmetries.
We have shown that global 1-form symmetries are de-
fined over co-dimension 2 spatial manifolds, which for
our case of (2+1)d are lines (M1). The symmetry oper-
ator acts on one-dimensional objects that intersect M1
at a collection of points. To illustrate, we show a typical
configuration in Fig. 4. The cylinder is periodic in the
x-direction, and open in the y-direction. We can choose
a symmetry corresponding to the manifold M1 which is
represented by the blue vertical line. The global 1-form
symmetry operator Ug(M1) will rotate the global phase
of a quantum state according to the the total electric flux´
M1 ?F . In Fig. 4 we depicted a pair of electric flux lines
with opposite orientation and the same charge. Hence,
the total phase generated by Ug(M1) on this state is
trivial ei(g−g)ΦE = 1.
In general, as we describe in Appendix A, because of
the commutation relations between the electric field and
the gauge field A, a global 1-form symmetry action effec-
tively shifts exp
(
i e~
´
Γ
A) → exp (i e~ ´ΓA) exp(igΦE,Γ)
where Γ is any closed Wilson loop that intersects the sym-
metry manifoldM1, and ΦE,Γ is the electric flux carried
by the Wilson line Γ. Hence, an alternative interpreta-
tion of Ug(M1) is that it effectively threads magnetic
flux ΦB =
gh
e ΦE through the center of the cylinder that
will affect every Wilson line that encircles the periodic
x-direction.
To gauge this symmetry so that it becomes local, we
will allow g to vary as a function of the coordinate on
M1, i.e., we take g = g(y) for the configuration in Fig.
4. The gauged version of the 1-form symmetry operator
Ug is:
Ug(M1) = exp
(
ic
ˆ
M1
?F g(y)
)
. (55)
However, in the local case, by letting g be a function
of y, we are effectively inserting a different amount of
magnetic flux through different slices of the cylinder. If
the magnetic field is not allowed to escape through the
surface of the cylinder, this situation is physically impos-
sible in the absence of magnetic monopoles. But as we
will now see, the proper way to treat the local symmetry
requires the introduction of a new gauge field for the 1-
form symmetry that we have so far neglected, and which
will compensate for this issue.
A. Introduction of a 2-form gauge field
Gauging an n-form symmetry requires the introduction
of an (n + 1)-form gauge field. Thus, when we gauge
the electric 1-form symmetry, we will consider a 2-form
field62 B. In Appendix A we show that the action of the
1-form symmetry on a Wilson line operator amounts to
shifting A by a generic 1-form λ:
A → A+ λ. (56)
Under these transformations, F = dA is no longer in-
variant, i.e., this process can seemingly generate non-
vanishing physical electromagnetic fields. To compensate
we couple the system to a 2-form field B by extending the
derivative dA → dA− B. This is analogous to the mini-
mal coupling of a compact charged scalar field ϕ ∼ ϕ+2pi
when gauging electromagnetism: dϕ → dϕ − A. There-
fore, when treating dipole conserving systems using 1-
form symmetries, the new gauge invariant quantity we
need to consider is F − B.
Let us make a few comments. Under a gauge trans-
formation parameterized by a 1-form field λ, our fields
transform as
A → A+ λ
F → F + dλ
B → B + dλ.
(57)
We see that this transformation changes the physical
electromagnetic field F as we mentioned above. Al-
though this may seem unphysical at a first glance, we
have already encountered a similar extension of the gauge
freedom while reviewing rank-2 gauge fields in Section
II. There, the additional gauge freedom (23) was a con-
sequence of matter consisting of dipole moments that
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are restricted by the U(1) subsystem symmetry to move
transversely on rows and columns of the lattice. Here, we
instead impose 1-form symmetries that are similar, but
unlike subsystem symmetries they are not restricted to
act only on a certain subset of co-dimension 1 manifolds
and so, gauging these symmetries naturally results in a
richer gauge group (57). Importantly, this gauge struc-
ture allows for both “small” and “large” transformations
that are distinguished by computing the Chern class of
λ: ˆ
M2
dλ = 2pin, n ∈ Z. (58)
When this is nonzero, the transformation is large. Note
that the Chern class of λ is insensitive to the 1-
dimensional topology of λ that might support nonzero
winding around the non-contractible loops of the spatial
manifold; indeed, as we have mentioned these are just
flux insertions that are equivalent to the global 1-form
transformations, and are not any type of large 1-form
gauge transformatoin.
B. Dynamics of Electric Lines Coupled to a 2-form
Field
To gain some physical intuition about the 2-form gauge
field we can consider a Maxwell action modified to exhibit
gauge invariance under local 1-form symmetries:
L = − 1
2µ0c
(F − B) ∧ ?(F − B)
= − 1
2µ0c
F ∧ ?F − 1
2µ0c
B ∧ ?B + 1
µ0c
B ∧ ?F .
(59)
The last term is a contact term:
1
µ0c
B ∧ ?F = 1
2µ0c
BµνFµνdd+1x, (60)
where B = 12Bµνdxµ∧dxν and F = 12Fµνdxµ∧dxν . This
term is analogous to the usual coupling between a gauge
field and a current A ∧ ?J = AµJµ, except in this case
the gauge field is the 2-form B and the matter field is
the electromagnetic field ?F . This is important because
it indicates how the field B couples to the electric lines
in our system. For example, this contact term identifies
Btx as a kind of scalar potential for non-contractible x-
electric lines, which are positively charged under 1-form
symmetry. This is similar to how we identify At with the
regular electro-static potential for charged particles.
The key feature of this type of theory for our analysis is
that the electric lines (i.e., Wilson lines) are charged un-
der the 1-form symmetry and couple to the 2-form gauge
field B. Indeed, a Wilson line is created through the ac-
tion of ?F along a loop, thus creating an electric string.
However, as we can see, this process, and the dynamics
of electric lines in general, are no longer gauge invariant,
because F transforms under the 1-form symmetry. To
fix this we follow an analogous procedure to gauging a
0-form symmetry. In the usual case of QED, the elec-
tron operator ψ¯ is not gauge invariant on its own since
it is charged. To construct something gauge invariant we
attach this operator to an oppositely charged ψ via a Wil-
son line. Then the whole combination of particle, Wilson
line, and antiparticle is gauge invariant. In the case of a
gauged 1-form symmetry this means that a Wilson-line
by itself is not gauge invariant. Hence to form something
invariant we need to create a pair of oppositely oriented
Wilson lines and attach them via a “Wilson surface.”
Such a pair of Wilson lines will have opposite charges
under the electric 1-form U(1), and are an analog of the
particle/antiparticle pair. To establish gauge invariance,
the gauge field B is integrated on this surface in exactly
the same way A is integrated on a line. This cancels the
gauge variance of the Wilson lines, making the combina-
tion of ψ¯ψ, Wilson line, oppositely oriented Wilson line,
and Wilson surface, gauge invariant under the 1-form
symmetry.
Let us consider an example to see precisely how this
works. The probe 2-form current for a single, dynamical
Wilson line defined along a moving path Γ(t), parame-
terized by a variable s along its length, can be written
as:
F = 1
2
Fµν(r)drµ ∧ drν
=
q
2cε0
δ(r− r′) (∂srµ∂trν − ∂srν∂trµ) drµ ∧ drν ,
(61)
where r′ ∈ Γ(t), and ∂sr is a vector that is tangent to
Γ(t) at a point r ∈ Γ(t). In simpler terms we can consider
a charge q particle that one translates around a path
Γ(t0) to create the Wilson line configuration at any given
time t0. Importantly, this expression only captures the
transverse movement of Wilson lines during which a line
Γ sweeps out a two-dimensional surface.78 As a concrete
example, let us work in (2 + 1)d, and let the xˆ-direction
be periodic where x ∼ x+Lx. Imagine a process in which
one creates a closed electric line by winding a charge-q
particle in the xˆ direction along a path Γ(0) as shown
in Fig. 5(b). This line is then parallel-transported in
the yˆ-direction over a time period T . The corresponding
Wilson line current obtained via Eq. 61 is:
F = q
cε0
δ(y − y′(t))
[
cdx ∧ dt+ ∂ty
c
dx ∧ dy
]
, (62)
where the delta function is non-zero only along a path
Γ(t) which is defined at any given point in time by the
equation y = y′(t).
Using this configuration we can now illustrate the
physical properties of the coupling between B and electric
flux lines. Let us first verify that this background cur-
rent indeed carries a fixed amount of electric flux during
the whole process. We do this by counting the electric
flux passing through any one-dimensional spatial lineM1
that is parallel to the y-axis and oriented in the positive
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FIG. 5: A pair of opposite running electric lines created by
a successive application of the dipole hopping operator, that
transports y-dipole along the xˆ-direction. In other words,
dragging a dipole all around the manifold results in an oper-
ator that is a product of two parallel and oppositely running
operators.
yˆ-direction. To be explicit, consider M1 defined by the
equation x = x0 with the orientation in the positive yˆ-
direction. The electric flux at any point in time t is:
c
ˆ
M1
?F = q
ε0
ˆ
x=x0
dy δ(y − y′) = q
ε0
, (63)
where we essentially had to integrate the Fx0 component
of F over M1. Now let us compute the phase picked up
by our electric line when it sweeps out a tubular surface
Ξ and is parallel-transported in a background field B as
shown in Fig. 5(b). According to the contact term (60)
we have:
∆φ =
1
~µ0c
ˆ
B ∧ ?F = 1
~µ0
ˆ
dtdr2
1
2
BµνFµν
=
q
~
ˆ
Γ
dx
ˆ T
0
dt
1
2
Bxy∂ty′ = q~
ˆ
Ξ
B,
(64)
where we used that µ0ε0c
2 = 1. In the context of differen-
tial geometry the phase factor we get from (64) is known
as a surface holonomy63. From this result we immedi-
ately see that the background B field attaches phases
to the (transverse) motion of Wilson loops in analogy
with how a background A field attaches phases to mov-
ing point-particles. This is a key understanding of how
the B field will couple to matter on the lattice
Before we move on to the implications for lattice mod-
els we will briefly mention one more generic result. If we
introduce periodic boundary conditions in the yˆ-direction
of the cylinder, then we can transport the Wilson loop
around the resulting torus which will generate in a closed
Wilson surface. Now, requiring the periodicity of the
phase (64) during this process, we find that the integral
of the gauge field B around the whole manifold must
be quantized. With the periodic boundary conditions in
place, the total phase picked up by a Wilson line that
gets transported all the way around the torus can take
values equal to only 2pi times an integer:
e
~
ˆ
T 2
B = 2pin, n ∈ Z, (65)
where e is the electron charge (which also serves serves as
an elementary Wilson line charge). This is exactly anal-
ogous to how an integer number of static magnetic flux
quanta passing through a one-dimensional ring have no
physical consequences for electrons moving around the
ring. This integer n cannot be changed by smooth trans-
formations of B that are connected to the identity. Per-
forming a gauge transformation of B, we find that the
change in the surface holonomy is
e
~
ˆ
T 2
B → e
~
ˆ
T 2
B + e
~
ˆ
T 2
dλ. (66)
We find that the extra term either vanishes, when λ is
‘small’, or, as we saw in Eq. 58, it is equal to an in-
teger multiple of 2pi when λ is ‘large.’ The large gauge
transformations thus preserve the boundary conditions
for Wilson lines; this is exactly analogous to how the
large gauge transformations of A preserve the boundary
conditions for electrons moving around periodic mani-
fold. This quantization condition on the gauge field B
will be relevant for the discussion in Sec. V.
C. 2-form Peierls Substitution on the Lattice
We now return to the question of coupling gauge fields
to dipole conserving lattice models, such as the ring-
exchange model given in Eq. 14. Ring-exchange terms
naturally conserve dipole moments, and appear in the
lattice models of interest in the following form:
c†rcr+xˆc
†
r+xˆ+yˆcr+yˆ. (67)
This operator has a nice, albeit two-fold, physical in-
terpretation: we can think of it either as a term that
hops an elementary x-dipole one lattice spacing along
yˆ, or as a term that hops and elementary y-dipole one
lattice spacing along xˆ. Just as the hopping terms for
single electric charges can be thought of as extending
Wilson lines through the translation of a charged parti-
cle, hopping a dipole that consists of a pair of charges
extends a pair of Wilson lines attached as shown in Fig.
5(a). Since a dipole is built from two oppositely-charged
monopoles, the Wilson lines that are extended are oppo-
sitely oriented, and the net number of Wilson lines pass-
ing through any horizontal or vertical line remains un-
changed under the action of such a ring-exchange term.
However, as we have discussed above, Wilson lines, even
when appropriately coupled to charges, are not gauge in-
variant by themselves in the presence of gauged 1-form
symmetries, and we must introduce an additional gauge
field to account for this.
In a more general setting, we want to consider lattice
models having conserved dipole moments, implemented
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using global U(1) 1-form electric symmetries acting along
lattice lines (in (2+1)d) of a dual lattice. We have found
that upon gauging these global 1-form symmetries, indi-
vidual Wilson loops/lines are no longer gauge invariant
unless they are attached to a Wilson surface via a cou-
pling to the 2-form field B. Our central claim is that cou-
pling the dipoles, i.e., the electric lines, to the background
2-form field B provides a natural interpretation for the
appearance of the (off-diagonal) rank-2 lattice gauge field
Axy that couples to the ring-exchange terms in a lattice
Hamiltonian:
c†rcr+xˆc
†
r+xˆ+yˆcr+yˆ → eiAxyc†rcr+xˆc†r+xˆ+yˆcr+yˆ. (68)
Let us now provide the explicit construction relating
the 2-form gauge field B and the Peierls’ factor coupled to
the ring-exchange term. Since the operator (67), which
contains only fermionic fields, has a two-fold interpreta-
tion in terms of dipole hopping, we find that the electro-
magnetic Peierls’ phase for both of these processes would
yield different results. For example, resolving (67) as a
pair of electronic xˆ-hopping operators in the background
electromagnetic field A we have:
c†rcr+xˆc
†
r+xˆ+yˆcr+yˆ
→
(
e−iAx(r)c†rcr+xˆ
)(
eiAx(r+yˆ)c†r+xˆ+yˆcr+yˆ
)
,
(69)
where Ax(r) ≡ e~
´ r+xˆ
r
A. Clearly, this choice of cou-
pling to the background vector-potential renders the ring-
exchange term (67) invariant under the regular electro-
magnetic (0-form) gauge transformations. Equivalently,
Eq. 67 can be resolved as a product of two yˆ-hopping
operators:
c†rcr+xˆc
†
r+xˆ+yˆcr+yˆ
→ −
(
e−iAy(r)c†rcr+yˆ
)(
eiAy(r+xˆ)c†r+xˆ+yˆcr+xˆ
)
,
(70)
which is also gauge-invariant. In the most general form,
the ring-exchange term (67) coupled to the background
electromagnetic field takes the following form:(
aei∂xAy + bei∂yAx
)
c†rcr+xˆc
†
r+xˆ+yˆcr+yˆ, (71)
where the amplitudes a + b = 1 to recover the initial
ring-exchange term (67) in the absence of electromagnetic
fields.
Importantly, as we discussed earlier, this model re-
spects a restricted version of electric 1-form symmetry
defined over rows and columns of the dual lattice. This
generates two independently conserved 1-form charges:
Q(x)(x0) =
ˆ
x=x0
?F , Q(y)(y0) =
ˆ
y=y0
?F , (72)
where x0 and y0 are coordinates of a column and a row
of the dual lattice respectively.79 These charges represent
conserved electric lines (equivalently conserved dipole
moments) in the xˆ and yˆ-directions, and they generate
two independent transformations for the electromagnetic
vector-potential on the lattice:
Ax(t, r)→ Ax(t, r) + f (x)x (t, x0, y),
Ay(t, r)→ Ay(t, r) + f (y)y (t, x, y0),
(73)
where f (i) is a 1-form gauge transformation of the lattice
field A by the symmetry generated by the charge Q(i).
We note that the components f
(x)
y and f
(y)
x of the 1-
form gauge transformations generated by Q(x) and Q(y)
respectively, trivially vanish.
We need to attach additional phase factors to the ring-
exchange term to compensate for the 1-form gauge trans-
formation. Let us now determine these additional Peierls’
phases. To achieve gauge-invariance with respect to 1-
form transformations, we couple our theory to a pair of
background lattice 2-form fields B(x) and B(y), one for
each conserved charge. These fields are defined in terms
of a pair of background continuum 2-form fields B(x) and
B(y) as
B(x) =
e
~
¨
pxy
B(x), B(y) = e
~
¨
pxy
B(y), (74)
where pxy is the plaquette spanned by the ring-exchange
term. Under the 1-form gauge transformation the fields
B(x,y) transform as
B(x) → B(x) + dλ(x),
B(y) → B(y) + dλ(y),
(75)
and the lattice versions are given by
B(x) → B(x) + df (x),
B(y) → B(y) + df (y),
(76)
where f (i) = e~
˜
pxy
λ(i), and derivatives acting on the
lattice fields are actually nearest neighbor differences.
We can combine the transformation of the lattice fields
A and B(x,y) to restore gauge invariance:
∂yAx −B(x)yx → ∂yAx + ∂yf (x)x −B(x)yx − ∂yf (x)x ,
∂xAy −B(y)xy → ∂xAy + ∂xf (y)y −B(y)xy − ∂xf (y)y .
(77)
Hence, for the two processes described by the ring-
exchange term, as shown in Eq. 71, we need to add the
following phase factors
ei∂yAx → ei∂yAx−iB(x)yx ,
ei∂xAy → ei∂xAy−iB(y)xy
(78)
as our 2-form Peierls’ factors.
In Refs. 25,30 the rank-2 Peierls’ factor introduced
for the ring-exchange term was assumed to be unique.
Therefore, to make the connection between the 2-form
gauge field B and the rank-2 tensor field Axy we should
require our 2-form Peierls’ factor to be independent of
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our essentially arbitrary choice of whether to resolve the
ring-exchange term as a product of a pair of electron
hopping processes along x or along y. To achieve this
it is sufficient to identify B
(x)
yx = B
(y)
xy . Since the lattice
fields B(x) and B(y) are given by the spatial integrals, we
find the important relationship:
¨
S
B(x) = −
¨
S
B(y), (79)
for any arbitrary two-dimensional region S of the lattice.
This gives us the following relationship between the spa-
tial components of two 2-form fields:
B(x)xy = −B(y)xy ≡ Bxy. (80)
While we mathematically motivated this condition it
admits an intuitive physical interpretation. The coupling
between the ring-exchange term and the electromagnetic
vector-potential can admit two distinct interpretations
depending on whether we choose to resolve it as a pair
of xˆ- or yˆ- electron hopping operators (or even some lin-
ear combination of each). In the first case, the pair of
Wilson line operators entering (69) plays the role of a
translation operator for a segment of xˆ-electric line in the
yˆ-direction. When travelling across a plaquette pxy in the
positive yˆ-direction, this segment of electric line obtains
the following phase due to the background 2-form field
B(x):
∆φ(x) =
e
~
ˆ
pxy
B(x). (81)
Similarly, we can choose to resolve the ring-exchange
term as translating a segment of yˆ electric line in the
xˆ-direction. Computing the phase obtained during this
process due to the background field B(y) we find:
∆φ(y) = − e
~
ˆ
pxy
B(y). (82)
Note that the relative minus sign appears here because
of the reversed orientation of the pair of vectors involved:
one vector that sets the direction of the electric line, and
the other one that indicates the direction of motion of the
line. The first case is a right-handed orientation while
the second is left-handed. Since we require that both
of these processes are implemented by the same oper-
ator, the overall phase appearing from the coupling to
background fields must be defined unambiguously, which
prompts us to require
∆φ(x) = ∆φ(y). (83)
This can be achieved by imposing the constraint (79).
We are now able to provide an alternative interpre-
tation to the rank-2 gauge field Axy, as a generalized
Peierls’ phase arising from a background 2-form field:
Axy =
e
~
¨
pxy
dxdy Bxy, (84)
which is one of the primary conceptual results of our
article. Interpreting Aij as the phase acquired by the xi-
dipole moving in the xj-direction, it is evident that Eq.
(83) is a critical ingredient that enforces the symmetry
of the indices of Axy in our construction. We note that
generically, ∆φ(x) and ∆φ(y) may be different and then
the tensor Aij could support both symmetric and anti-
symmetric components. It is also worth noting that our
analysis does not carry over to the diagonal components
of Aij , as dipole moments moving along/parallel their
moment do not sweep out Wilson surfaces that would
couple to B.
Finally, we wish to make a connection between the
spatio-temporal components of the B field and the tem-
poral component of the electromagnetic field At. To do
so, let us consider the energetic cost of implementing the
process described by the ring-exchange term (67). First,
consider the energy difference between the two config-
urations of charges that are connected by the operator
(67). Introducing the electric potential ϕ = cAt, we can
determine the following change in the energy:
∆E = e(ϕ(r+xˆ+ yˆ)− ϕ(r+ yˆ)
− ϕ(r+ xˆ) + ϕ(r)) = eca2∂x∂yAt. (85)
We note, that for the lattice electric potential field At, ∂x
takes the role of the lattice derivative along xˆ: ∂xf(x) ≡
(f(x+ a)− f(x))/a.
We will now repeat this calculation from an alterna-
tive perspective. First we can examine the ring-exchange
term resolved as a pair of xˆ electron hopping operators
(69) in the presence of a background B field. From the
structure of the contact term between B and F (60), we
see that B(x)tx plays the role of a potential for Ex elec-
tric lines. Thus, the energy difference between the two
electromagnetic field configurations that are connected
by the hopping of x-oriented dipoles from Eq. (69) is:
∆Ex = − e
µ0ε0c
(ˆ r+axˆ+ayˆ
r+ayˆ
dxB(x)tx −
ˆ r+axˆ
r
dxB(x)tx
)
,
(86)
where we have used that the electric field created on the
link between sites r and (r+ axˆ) by the operator eiAˆx(r)
is 〈Eˆx(r)〉 = −e/ε0. We can now make a connection be-
tween At and the 2-form gauge field B(x) by requiring
that the energy difference derived from the lattice elec-
tric potential for charges (85) matches the one we just
derived from the electric-line potential: ∆E = ∆Ex. This
relationship produces:
eca2∂x∂yAt
= − e
µ0ε0c
(ˆ r+axˆ+ayˆ
r+ayˆ
dxB(x)tx −
ˆ r+axˆ
r
dxB(x)tx
) (87)
which gives:
a2∂x∂yAt = −
¨
pxy
dxdy ∂yB(x)tx , (88)
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where pxy denotes the plaquette between the pair of links
in question. Alternatively, we could have resolved the
ring-exchange term as a pair of yˆ electron hopping oper-
ators, and by matching the corresponding ∆Ey with (85),
we obtain the following relationship between the At and
B(y) fields:
a2∂x∂yAt = −
¨
pxy
dxdy ∂xB(y)ty . (89)
Finally, we expect both the calculations of ∆Ex and ∆Ey
to be interchangeable since they are two alternative de-
scriptions of the same physics. This gives us the following
relationship between spatio-temporal components of the
pair of two-form fields:
¨
pxy
∂yB(x)tx =
¨
pxy
∂xB(y)ty . (90)
To reach our final result we note that as the B(x) field,
by construction, couples only to xˆ electric lines, and B(y)
only to yˆ electric lines, the pair of components B
(x)
ty and
B
(y)
tx are redundant since they can take arbitrary values
without affecting the physics. We fix this redundancy by
setting B
(x)
ty = B
(y)
tx = 0. This last requirement allows us
to collect these results into the following form:
¨
pxy
(
∂xB(x)ty − ∂yB(x)tx
)
= a2∂x∂yAt
= −
¨
pxy
(
∂xB(y)ty − ∂yB(y)tx
)
.
(91)
The Eqs. 84 and 91 form the crucial connection between
the fields At, Axy and the 2-form field B ≡ B(x) = −B(y).
While the developments of this section may seem
purely formal, we find that they allow for some imme-
diate applications. We will discuss some of these ap-
plications in the following two sections, but let us first
resolve a question we raised in Section II about the anal-
ogy between the Berry phase methods for calculating the
polarization and quadrupolarization. The Berry phase
calculation for the many-body quadrupole moment was
discussed in terms of coupling the ring-exchange model
to the uniform Peierls’ phase eiAxy , and then letting Axy
evolve from 0 to 2pi/NxNy. We indicated that there were
some conceptual issues when trying to treat this uniform
factor as arising from gradients of the electromagnetic
vector potential. We can now resolve these inconsisten-
cies by treating Axy as arising from the background 2-
form field defined as B ≡ B(x) (the field B(y) is not in-
dependent and determined via the relationships (80,90)).
On a periodic spatial torus the Berry phase is developed
as B evolves from the configuration with ´
T 2
B = 0 to´
T 2
B = 2pi, which differ by a large gauge transforma-
tion carrying a Chern number of unity (58). In terms of
the gauge fields that couple to the x and y dipole mo-
ments, we can see that we are effectively driving
´
T 2
B(x)
and
´
T 2
B(y) from 0 to 2pi and −2pi respectively. This
amounts to slowly twisting the boundary conditions for
large x- and y-electric lines. There is no issue with choos-
ing B to be uniform, and hence the final configuration
produces a uniform rank-2 field associated with each pla-
quette pxy:
Axy =
e
~
¨
pxy
B = 2pi
NxNy
, (92)
which is precisely the change in Axy that was intro-
duced to generate quadrupolar Berry phase25. In sum-
mary, the Berry phase (19) can now be understood as a
phase picked up by a wave-function as we adiabatically
introduce a large gauge transformation of the background
gauge field B. This construction provides a reasoning for
why the rank-2 Berry phase is a sensible physical quan-
tity without sweeping under the rug some inconsistencies
that arise when one interprets the rank-2 field in terms
of derivatives of rank-1 fields in periodic systems.
V. APPLICATION I: QUADRUPOLAR
RESPONSE
As our next application we plan to explain the quanti-
zation of the quadrupole moment under certain symme-
tries by considering the topological response of a system
to a background 2-form B field. For simplicity, in this
section we always work with field variables that are de-
fined on a closed manifold that is periodic in both space
and time.
In one-dimensional systems, the familiar topological θ-
term51,64 encodes the overall charge polarization of the
system through the usual coupling of px and the electric
field Ex:
SP =
eθ
2pi
ˆ
dA ≡
ˆ
dtdx pxEx, (93)
where px =
eθ
2pi is the charge polarization. On a closed
manifold, and assuming px is uniform, this integral com-
putes the Chern class of A : ~e
´
dA = 2pin. This reveals
the periodic nature of θ: shifting it by 2pi shifts the ac-
tion by an integer multiple of 2pi. Since this leaves the
path integral invariant, we can identify θ ≡ θ+ 2pi. This
identification reflects the periodic nature of polarization,
in crystalline systems32, as it is defined mod 1 (or mod e
if we include units of charge). Furthermore, by requiring
an invariance of the Lagrangian with respect to spatial
inversion symmetry, one immediately finds that the value
of θ can take only two different values: 0 or pi mod 2pi.
This reasoning sheds a different light on the quantization
of the Berry phase in inversion symmetric systems as we
saw in Sec. II.
Using our new interpretation of the quadrupolar Berry
phase we will argue that this construction can be ex-
tended to derive the quadrupolar response in terms of
the two-form field B. In Ref. 30 it was shown that the
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quadrupolar response in (2+1)d can be realized via a sim-
ilar θ-term where the quadrupole moment qxy couples to
a rank-2 field:
SQ =
eθ
2pi
ˆ
dxdydt
(
c∂x∂yAt − ~
e
∂tAxy
)
≡ qxy
ˆ
dxdydt Exy,
(94)
where qxy ≡ eθ2pi , and Exy is the rank-2 electric field
(which is heuristically a gradient of the ordinary elec-
tric field). We note that in our convention Axy is defined
as a dimensionless field. Since we treat Axy and At ex-
clusively as lattice fields, it is appropriate to replace the
spatial integral of Axy by a sum over plaquettes p, and
the integral of ∂x∂yAt by a sum over sites r in this for-
mula:
SQ =
eθ
2pi
ˆ
dt
(∑
r
a2c∂x∂yAt(t, r)− ~
e
∑
p
∂tAxy(t,p)
)
.
(95)
All of the work at the end of the previous section will
let us translate this response term to the language of
2-forms. We consider a system with conserved dipole
moments in the x and y directions, and we will again
take B ≡ B(x), and note that the field B(y) is determined
using the relationships (80,90). We can make the first
replacement:
~
e
∑
p
∂tAxy =
∑
p
ˆ
p
dxdy ∂tBxy =
ˆ
dxdy ∂tBxy, (96)
where the admittedly confusing notation
∑
p
´
p
means
we are integrating over the area of each plaquette and
then summing them up one at a time. Similarly, using
the relationship (91) between the spatio-temporal com-
ponents of B we find:∑
r
a2∂x∂yAt =
ˆ
dxdy (∂xBty − ∂yBtx) . (97)
Substituting both of these sums back into (95) we find
SQ =
eθ
2pi
ˆ
dtdxdy (c∂xBty − c∂yBtx − ∂tBxy)
= − eθ
2pi
ˆ
dB. (98)
Remarkably, we find that the rank-2 quadrupolar re-
sponse can be written as a clear topological θ-term re-
sponse of the 2-form field B.
Thus, with the identification that qxy = eθ/2pi (cf.
Eq. 93) we propose that the off-diagonal quadrupolar
response is manifestly topological when written in terms
of B
SQ = −qxy
ˆ
dB, SQ ∈ 2piqxyZ. (99)
FIG. 6: Edge polarizations induced by the bulk Dixmier-
Douady term with the coefficient qxy, and the edge polar-
ization pattern near the corner of the QTI model11 with the
non-zero bulk quadrupolar polarization qxy.
This type of topological term computes the Dixmier-
Douady class of B, which is the generalization of the
Chern class to BU(1) 2-bundles [46,62,65]. The key re-
sult of this formulation is that the integral in Eq. 99
is topologically quantized when integrated over a closed
3-manifold, thus demonstrating the topological nature of
the quadrupolar response term.
Now that we have a firm basis for the topological na-
ture of the response action, we can argue that enforcing
certain symmetries can quantize the coefficient of the re-
sponse term. Since we expect the Maxwell action Eq.
59 to be invariant under mirror symmetries and rota-
tions, the individual components of the B field will in-
herit their symmetry transformation properties from the
corresponding electromagnetic field components through
their coupling in Eq. 59. In particular, consider the mir-
ror symmetry Mx : x → −x. Under this transformation
the electric field component Ex and the magnetic field Bz
both invert their signs, while the Ey component of the
electric field stays invariant. This gives us the following
transformation rules for the components of B:
Mx : Btx → −Btx, Bty → Bty, Bxy → −Bxy. (100)
The integrand in Eq. 99 then changes its overall sign
under the mirror symmetry Mx:
Mx : (∂tBxy/c+ ∂yBtx − ∂xBty)
→ −(∂tBxy/c+ ∂yBtx − ∂xBty). (101)
This analysis can be similarly repeated for the My : y →
−y symmetry with a similar result. Additionally, the
combination dB is odd under C4 rotations. This can
be seen by noticing that under such rotations we have
B(x) → B(y) and the constraints imposed on this pair of
fields in the previous section effectively require that:(
dB(x)
)
txy
= −
(
dB(y)
)
txy
. (102)
Now, requiring the action with the quadrupole re-
sponse term (99) to be invariant (modulo 2pi) under these
symmetries, we obtain a quantization condition on the θ
parameter to take only the values θ = npi for some in-
teger n. This directly translates into a quantized value
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of the quadrupole moment qxy: we find that the distinct
allowed values of θ are 0 and pi mod 2pi, which translates
to a pair of quantized values of the quadrupole moment
with qxy = 0 or e/2 modulo e. One can also check that
the response action (99) is even under C2 rotations and
time-reversal symmetries, which leave the quadrupole
moment invariant and would not quantize θ, qxy. As a
result, we see that the θ coefficient in our response ac-
tion is quantized by the same symmetries that quantize
the quadrupole moment.
Next, let us see what physical phenomena we can de-
rive from this response action. First we can consider the
effects of this term in the presence of a boundary which
separates the vacuum (y > 0) from the two-dimensional
(y < 0) system with a non-vanishing quadrupolar re-
sponse. At the boundary the response term naturally
reduces to:
S∂ = −qxy
ˆ
y=0
B = −ecθ
2pi
ˆ
y=0
dtdxBtx. (103)
As was noted in the previous section, the Btx that en-
ters the integral (103) effectively plays the role of a
potential for the electric lines running in the periodic
xˆ-direction. By taking a functional derivative of Eq.
103 with respect to Btx, and accounting for the cou-
pling constant between the electric field and B (60),
we find the electric line charge density at the bound-
ary ρxEl = −qxyµ0c2 = −qxy/ε0. As was noted in Sec-
tion IV A, closed non-contractible electric lines in (1+1)d
systems effectively count the polarization, and so we ar-
rive at the quadrupole version of the polarization-surface
charge theorem, where we reproduce the connection be-
tween a bulk quadrupole moment qxy and a boundary
polarization px:
px = −0ρxEl = qxy =
eθ
2pi
. (104)
Considering the boundary defined by x = 0 (where the
bulk interior is at x < 0) we find a similar relationship
between qxy and the boundary polarization py:
py = qxy =
eθ
2pi
. (105)
To arrive at this result we need to use Eq. 90 to turn
the integral over ∂yB(x)tx into one over ∂xB(y)ty , where B(y)ty
plays the role of a potential for electric y-lines. Note
that both px and py have the same sign relative to the
coordinate of their respective one-dimensional manifolds.
For systems with two edges, one horizontal and one
vertical, this creates exactly the pattern of edge polar-
izations found in the quadrupole topological insulator10
where the px and py polarizations ‘meet’ at the corner as
shown in Fig. 6. The corner charge can be calculated us-
ing the relationship (91) which explicitly introduces the
electric potential into the response action, and then fol-
lowing the derivation in Ref. 30, where one models the
physical corner of the lattice as a product of two step
functions, one finds the charge response:
j0 =
e
2pi
∂x∂yθ(x, y) =
eθ
2pi
δ(x− x0)δ(y − y0), (106)
which tells us that there is exactly eθ2pi electric charge
localized at the corner with coordinates (x0, y0).
Finally, following the recent work [66], we can pro-
pose a natural generalization of our quadrupolar response
term (99) to an arbitrary spatial dimension. Similar to
the original work that generalized the electric polariza-
tion response to higher dimensions, we start by “gauging
the translational symmetry”27 by introducing a transla-
tion Z-gauge field x˜i for each i-th spatial direction (see
Refs. 27,66 for details on this notation and the proper-
ties of the x˜i). The quadrupolar response term in (d+ 1)
dimensions then reads:
SQ =
∑
i<j
(−1)j−i−1qij
ˆ
dB ∧ x˜1 ∧ ...x˜i−1 ∧ x˜i+1...
...x˜j−1 ∧ x˜j+1... ∧ x˜d.
(107)
We note that the Wilson loop of x˜i computed in the xˆi
direction simply gives the length of the lattice in the i-
th direction:
´
i
x˜i = Li. Translating this action back
from the language of 2-form gauge fields to the rank-2
interpretation, we simply get the following form of rank-
2 response action for the quadrupole moment in higher
dimensions:
SQ =
∑
i<j
V
LiLj
qij
ˆ
dtdxidxj Eij , (108)
where Eij is a rank-2 electric field component acting
along the i− j plane.
VI. APPLICATION II: HIGHER-FORM
LIEB-SCHULTZ-MATTIS THEOREM
Now that we have identified a method to calculate
the electric polarization of dipole conserving systems
using electric lines, we are in a position to derive a
non-perturbative condition on the ground state degen-
eracy of dipole-conserving systems, i.e., systems that
respect global electric 1-form symmetry. This condi-
tion takes the form of Lieb-Schultz-Mattis theorem67,
and provides a no-go constraint for the existence of a
unique ground state in dipole-conserving systems (as we
have defined them in this article). Similar constraints
were recently obtained for systems with U(1) subsys-
tem symmetries68,69, however, as we will see shortly, our
newly introduced framework allows us to impose a more
generic and stringent condition on the ground state po-
larization of a dipole-conserving system to ensure the
ground state is not degenerate.
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FIG. 7: A segment of a periodic square lattice with a 1-form
symmetry acting along the blue line M1x. For each electric
line that passes through M1x, the 1-form operator Ug(M1x)
assigns a corresponding phase eigΦE .
Before we can proceed with the derivation of the main
results of this section, it is worthwhile to revisit the defi-
nition of electric polarization introduced in Section III B
in the context of lattice models. Consider an Nx × Ny
square lattice that is open along xˆ and periodic in the
yˆ-direction, hence forming a cylinder with a pair of edges
at x = 0 and x = Lx. Let us work with quantized elec-
tromagnetic fields on the lattice such that the electric-
field number operator Eˆx(r) is the canonical conjugate
of the lattice field Aˆx(r). In this context the global elec-
tric 1-form symmetry operators are defined over closed
one-dimensional manifolds passing over links of the dual
lattice. Explicitly, let us pick a closed loop M1x on the
dual lattice as shown by the blue line in Fig 7. The 1-
form symmetry operator associated with this loop is:
Ug(M1x) = exp
(
ig
cε0
e
ˆ
M1x
?F
)
. (109)
On the lattice this operator takes the following form:
Ug(M1x) = exp
ig Ny∑
n=1
Eˆx(r+ nayˆ)
 , (110)
where we the number operator Eˆx(r) counts the amount
of electric flux passing along the link connecting neigh-
boring sites with coordinates r and r+ axˆ.
Now, let us take an insulating state of electrons |Ψ(ri)〉
at a filling factor such that the system is charge neutral
(when including ionic charges). Then, imagine a process
in which one transports an electron at one of the cylin-
der’s edge sites with the initial position ri = (0, yi), to
a site rf = (Lx, yf ) on the opposite edge of the cylin-
der along a path Ξ (see Fig. 7). This can be done by
applying a sequence of hopping operators which results
in the single-electron translation operator that takes the
following form:
TΞ = c
†
rf
ei
∑
l∈Ξ Aˆlcri . (111)
For simplicity, consider the case when yi = yf . Since the
original state |Ψ(ri)〉 was uniformly charge-neutral, the
final state |Ψ(rf )〉 ≡ TΞ|Ψ(ri)〉 has a hole at a site ri and
an extra electron at rf . Thus the translation operator
TΞ can be regarded as an operator that introduces an
overall dipole moment d = −eLxxˆ, and an xˆ-polarization
equal to px = − eLy to the system. As was discussed in
Section III B, the Peierls’ phase factor entering TΞ plays
the role of a creation operator for the quantum electric
field line that stretches along Ξ. This electric line can
then be detected by calculating the expectation value of
the electric flux operator ΦˆxE =
e
ε0
∑Ny
y=1 Eˆx(x0, y) for the
state |Ψ(rf )〉 to obtain an alternative derivation of the
expected result:
px = −Lx
V
ε0〈ΦˆxE〉 = −
e
Ly
. (112)
Let us now introduce periodic boundary conditions in
the xˆ direction. Since we have specified that yi = yf ,
the state |Ψ(rf )〉 ends up being uniformly charge-neutral
after the boundaries are identified. As there are no lo-
cal electric charges in the system, the polarization can
no longer be calculated directly from the charge density,
however, it can still be evaluated by counting the elec-
tric flux created by the translation operator (111). For a
closed Ξ, TΞ acts non-trivially on only the electric-field
degrees of freedom living on the links to create an elec-
tric line winding around the lattice along the xˆ-direction.
Since introducing the periodic boundary conditions does
not affect the electric line in the bulk of the system, we
expect to obtain the same value of px when evaluating it
by counting the electric flux as in Eq. 112. However, after
transporting an electron around a closed loop we return
the electric charge configuration back to the initial one
and, therefore, we should not expect any physically ob-
servable changes in the overall electric polarization. This
seeming contradiction is resolved by the ambiguity in Eq.
38, where electric flux entering the expression for the elec-
tric polarization px is defined modulo e/ε0 - the amount
of electric flux one gains by translating a single electron
around the lattice. Therefore, in the completely generic
periodic system we must define the electric polarization
with respect to the polarization quantum e/Ly for px and
e/Lx for py, giving us px = − eLy = 0 mod eLy .
Now we want to additionally require lattice translation
symmetry in both directions. First, consider the impli-
cations of translations Tx acting along the direction in
which the path Ξ winds around. We find that to sat-
isfy translation symmetry Ξ must map to itself under
the action of Tx, and therefore, Ξ has to be represented
by a straight line running parallel to xˆ. Second, to have
invariance of the state with respect to lattice transla-
tions along yˆ – the direction transverse to Ξ – we require
that there must be an electric line parallel to Ξ in every
unit cell in the yˆ-direction. These constraints modify the
value of polarization quantum that we just proposed70.
A state resulting from the process of translating a single
electron around a lattice period is now prohibited as it
traces a single electric loop which does not respect both
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lattice translations. On the other hand, we can consider
processes in which Ny electrons are simultaneously trans-
lated around the xˆ-direction, creating Ny closed electric
loops running parallel to xˆ, and spaced out by the lattice
translation along yˆ. Again, since there is no change in
the positions of the collection of electric charges, we must
find that the resulting state must have a vanishing po-
larization up to the polarization quantum. Calculation
of the electric polarization px by evaluating the amount
of the electric flux winding in the xˆ-direction results in
a polarization of px = −Nye/Ly = e/a. Thus we find
the necessity of an enlarged polarization quantum for 2D
systems respecting translation symmetries of the lattice:
px ≡ px + nxe
ay
, py ≡ py + nye
ax
, (113)
where nx, ny are integers, and we have restored the possi-
bility of anisotropic lattice constants to show the distinct
polarization quanta in the two directions.
A. Derivation of the Higher-Form LSM theorem
Now that we have given a detailed discussion of our lat-
tice definition of the electric polarization, let us proceed
to derive a non-perturbative constraint for the polariza-
tion of a unique ground state of a dipole-conserving sys-
tem. In this subsection we will focus on systems which,
on top of the regular global U(1) charge conservation, re-
spect a restricted version of the 1-form electric symmetry,
i.e., we will require that the Hamiltonian commutes with
a set of operators Ug(M1), where M1 are straight lines
going along ether one of the rows or one of the columns
of the dual lattice; one example of such a symmetry oper-
ator is depicted in Fig. 7. If a different row or column is
chosen it will have no effect on the results, as one might
expect from translation symmetry. We note that in the
next subsection we provide a generalization for systems
that respect the full electric 1-form symmetry defined
over arbitrary closed loops instead of this restricted ver-
sion.
We will consider Hamiltonians that are coupled to
quantized electromagnetic degrees of freedom which are
represented using bosonic ladder operators (34) that act
on the links of the original lattice and create/destroy elec-
tric lines:
a†α(r) = e
iAˆα(r), aα(r) = e
−iAˆα(r). (114)
On a square lattice we consider a restricted global 1-form
symmetry that acts over a set of lines that run parallel
to either the rows or columns of the lattice, and which
wind around the torus either in the xˆ or yˆ-directions re-
spectively:
Uα,g(r) = exp
ig Nβ∑
n=1
Eˆα(r+ nrˆβ)
 , α 6= β, (115)
where the sum runs over lattice sites in a particular direc-
tion, and the electric field operator is a bosonic number
operator Eˆα(r) = a
†
α(r)aα(r) which takes integer values.
If we require that the Hamiltonian H commutes with all
such 1-form symmetry operators
Uα,g(r)HU
−1
α,g(r) = H, (116)
then we find that the simplest allowed local terms in
the Hamiltonian take the form a†x(r)ax(r+ yˆ)Ox(r) and
a†y(r)ay(r + xˆ)Oy(r), which are a composite of bosonic
hopping operators for the electric field lines that act be-
tween neighboring links of the lattice, and the fermionic
operators Ox(r) and Oy(r) which act on the sites of
the lattice. As an example, the ring-exchange model
discussed above will contain terms such as a†x(r)ax(r +
yˆ)Ox(r), where Ox(r) = c†rcr+xˆc†r+xˆ+yˆcr+yˆ. The general
form of Hamiltonians we consider here reads:
H = t
∑
r
[
a†x(r)ax(r+ yˆ)Ox(r)
+ a†y(r)ay(r+ xˆ)Oy(r) + h.c.
]
,
(117)
where t is a tunneling coefficient. Clearly, the ring-
exchange model which we discussed in previous sections
can be expressed in the form (117). Generalizations of
our results to many other electric flux-conserving models
are straightforward.
Now we can follow Refs. 61,67 to derive an analog
of the LSM theorem. First, we consider the following
“dipole twist” operator:
UdX = exp
2pii
Ly
Ny∑
n=1
naEˆx(x0, y = na)
 . (118)
Let |Ψ0〉 be the ground state of our system. Then:
〈Ψ0|(UdX)−1HUdX −H|Ψ0〉 = −t
(
e2pii/Ny − 1
)
×
∑
y=1
[〈a†x(x0, y)ax(x0, y + a)Ox(x0, y)〉+ h.c.] .
(119)
Taking the thermodynamic limit Ny → ∞, and Tay-
lor expanding in powers of 1/Ny, we see that the O(1)
term vanishes provided that the Hamiltonian and the
ground state respect parity or time-reversal symmetry.
Therefore, the energy of the excitation created by the
dipole twist operator UdX is O(1/Ny), which vanishes in
the thermodynamic limit Ny → ∞. Hence, the state
|Ψ˜0〉 = UdX |Ψ0〉 must lie in the ground state subspace.
Now we want to determine if this twisted state is or-
thogonal to the ground state with which we started. As-
suming no spontaneous breaking of the translation sym-
metry in the yˆ-direction, the state |Ψ0〉 must be an eigen-
state of the lattice translation operator Ty:
Ty|Ψ0〉 = eiky |Ψ0〉, (120)
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where ky is the many-body crystal momentum along yˆ.
On the other hand, applying Ty to the “twisted” state
|Ψ˜0〉 we find:
Ty|Ψ˜0〉 = TyUdXT−1y Ty|Ψ0〉 = eiky+2piiνy |Ψ˜0〉, (121)
where the crystal momentum shift is given by the average
electric flux winding along the xˆ-direction:
νy =
a
Ly
Ny∑
y=1
Eˆx(x0, y) ≡ ε0Φˆ
x
E
eNy
. (122)
Whenever νy /∈ Z, the twisted state |Ψ˜0〉 has a different
crystal momentum from |Ψ0〉, and therefore they must
be orthogonal to each other. This would necessitate a
ground state degeneracy. In contrast, the condition νy ∈
Z does not require a degenerate ground state. When this
condition is satisfied it requires a set of values of electric
flux ΦxE , which all, according to Eq. 113, translate to
the polarization px = 0 modulo the quantum e/a. A
similar condition can be derived for the νx - the average
electric flux winding around in the yˆ direction, i.e., we
find that the ground state of a periodic dipole-conserving
system can be unique only when the system is completely
unpolarized up to a polarization quantum
px = py = 0 mod
e
a
. (123)
In other words, one could heuristically say that the dipole
filling factor must be an integer to have a unique ground
state.
A similar constraint on the electric polarization in
dipole-conserving systems was recently obtained68,69, for
Nx×Ny square lattices with Hamiltonians that commute
with a pair of position space twist operators:
Uα = exp
(
2pii
Lx
∑
r
rαnˆr
)
, α = x, y, (124)
whose eigenvalues can also be related to the electronic
polarization56. In the type of models we consider here,
the commutation conditions for Ux, Uy with H are sim-
ilar to Eq. 116. The main difference in the approach
we take here is that the dipole twist operator used to
obtain the LSM condition in Eq. 123 is constructed us-
ing 1-form symmetry operators built from electric field
operators which have less restrictions imposed on them
by the periodicity of the system since they are not di-
rectly related to a coordinate operator like the Ux, Uy
are. This difference allowed us to obtain a much more
generic constraint than the one discussed in Refs. 68,69
- our condition (123) requires that the polarization in
a two-dimensional lattice system must vanish modulo a
two-dimensional polarization quantum, whereas the ear-
lier work required either that the polarization on each
row/column vanished up to a one-dimensional polariza-
tion quantum, or that required a restriction of the aspect
ratio of the 2D lattice to complete the derivation.
For a system with a boundary our result also yields an
interesting implication. Let our lattice be periodic along
yˆ and open in xˆ. This will result in a cylinder that has
two edges having their normal vectors pointing along the
open direction n = ±xˆ. Either of the two edges can be
considered as a one-dimensional periodic chain with Ny
unit cells. Because of the surface-charge theorem relating
polarization to boundary charge in crystals70,71, the con-
dition (123) on the xˆ-polarization of the system can be
re-expressed as a condition on the charge filling factor of
the edge. When the bulk has a unique ground state then
the boundary charge density induced by the polarized
bulk is given by the equation σb = p ·n = 0 modulo e/a,
i.e., the number of electrons per unit cell of the edge chain
must be an integer. This is interesting because it im-
plies that for the bulk to have a unique ground state the
boundary will need to have integer filling. This condition
on the boundary is precisely the conventional condition
of the one-dimensional LSM theorem72 that states that a
translationally invariant system that conserves the total
particle number (and parity or time reversal) cannot have
a unique ground state if the fermion number per unit cell
is not an integer. In other words, a dipole-conserving
system that satisfies the dipole LSM condition (123) so
that it can be in a bulk dipole-insulating phase having
a unique ground state, must also necessarily satisfy the
charge LSM condition on the boundary that allows for
a charge-insulating phase at the edge. This is natural
because if the bulk was a diople metal then the surface
would likely be able to carry charge currents from the
surface-charge theorem, whereas if the bulk is a dipole
insulator, the surface will not exhibit charge currents and
it will be insulating itself.
B. Flux-threading argument for higher-form LSM
theorem
Now let us provide a derivation of the LSM constraint
using an alternative method. We will apply a generic
flux-threading argument for 2-form fields, which is anal-
ogous to the flux-threading argument that was used to
derive the charge LSM theorem in Ref. 73. Here we
will relax the restriction placed on the 1-form symme-
tries in the previous subsection, and will consider sys-
tems with Hamiltonians that commute with all possible
electric 1-form symmetries. The discussion in this sub-
section mirrors the one presented in Ref. 74, with the
primary difference being that we have a different physi-
cal interpretation for the line-like objects charged under
the 1-form symmetry.
We will study a periodic two-dimensional system that
respects both the global charge (0-form) and dipole (1-
form) U(1) symmetries. First consider the following
dipole twist operator:
UdX = exp
(
2piicε0
eLy
ˆ
My
?F y
)
, (125)
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where My is a closed line (e.g., defined by the equation
x = 0) that wraps around the system in the yˆ-direction.
The length of My is therefore equal to the correspond-
ing dimension of the system Ly. When applied to the
Hamiltonian of the system, this operator performs a large
gauge transformation to the background 2-form field B.
Second, let us consider a procedure in which 2-form flux
is adiabatically inserted in a fashion that does not break
translation symmetry by defining the Hamiltonian:
H(Φ, t) = H
(
Bxy = cε0Φ
eLxLy
t
T
)
, (126)
where Bxy is the (only) spatial component of the 2-form
field B, and the time period T taken to be large. The
time-evolution operator for this process is
Ut(Φ) = T exp
(
−i
ˆ T
0
H(Φ, t)
)
, (127)
where T denotes the time-ordering. For Φ = 2pi, this
operator inserts one quantum of 2-form flux, which can
then be removed by the twist operator 125, and so we
can define the combined operator:
Udt = (UdX)−1Ut(2pi), (128)
which leaves the Hamiltonian of the system invariant.
Importantly, if we examine the action of this operator
on the ground state |Ψ0〉, we might find that the state
Udt |Ψ0〉, which must also lie in the ground state subspace,
differs from the original ground state. Consider the ac-
tion of the lattice translation operator Tˆy on the ground
state:
Ty|Ψ0〉 = eiky |Ψ0〉, (129)
where ky is the total crystal momentum of the ground
state along yˆ. Now let us examine the action of Ty on the
state Udt |Ψ0〉. Since the adiabatic flux insertion (127) is
done while preserving the translation symmetry, we have:
[Ty,Ut(2pi)] = 0. (130)
On the other hand, commuting Ty with the dipole twist
operator UdX we find:
TyU
d
X = U
d
XTy exp
(
2piicε0
eNy
ˆ
My
?F
)
. (131)
The integral in the phase factor quantifies the total elec-
tric flux/polarization in the xˆ-direction and so we have:
TyUdt |Ψ0〉 = exp
(
iky + 2pii
ε0Φˆ
x
E
eNy
)
Udt |Ψ0〉. (132)
Therefore, we once again see that, unless νy ≡ ε0ΦˆxE/eLy
is an integer, the state Udt |Ψ0〉 is orthogonal to the orig-
inal state |Ψ0〉, and the ground state cannot be unique.
An analogous constraint can be derived for the other
component of electric polarization px, considering the
dipole twist operator implemented along one of the rows.
Thus, from this derivation we have arrived at the same
pair of conditions for electric polarization (123) which we
previously obtained for a dipole-conserving system on a
square lattice.
VII. DISCUSSION AND CONCLUSION
In this article, we have compared the physics of lat-
tice models augmented by U(1) dipole and/or subsystem
symmetries to systems having generalized higher-form
global symmetries. Focusing on U(1) subsystem sym-
metries that are supported on co-dimension 1 sublattices,
and field theories with 1-form symmetries, we have found
a remarkable correspondence between these two physical
frameworks. In particular, we have shown that a 2-form
field that arises as a result of gauging the 1-form electric
symmetry can be related to the rank-2 tensor gauge field
via a generalized Peierls’ substitution. We have shown
that this 2-form field can be used to define a topolog-
ical response term for the quadrupole moment which,
via our mapping, translates to the recently introduced
quadrupolar response term for rank-2 fields30. The intro-
duced response term takes the form of a Dixmier-Douady
topological invariant, which is a natural generalization of
the Chern number for 2-form fields, and provides a nat-
ural route to prove the symmetry-enforced quantization
of the bulk quadrupole moment. Furthermore, our pro-
posed framework allows us to relate the recently uncov-
ered rank-2 Berry phase25 with the topological properties
of the 2-form field. Specifically, we have shown that the
adiabatic process which is used to define the rank-2 Berry
phase, effectively performs a large gauge transformation
of the underlying 2-form gauge field. Finally, we used
an alternative definition of the electric polarization for
periodic systems to prove a generic Lieb-Schultz-Mattis
theorem for systems that conserve charge and dipole mo-
ment.
One obvious direction for future work is to clarify how
our results extend to higher-form symmetries and sub-
system symmetries acting on co-dimension n sublattices.
A natural guess would be that gauging an n-form global
symmetry introduces a (n + 1)-form field that can be
used to define a general n-th order multipole topologi-
cal response term. For example, gauging a 2-form sym-
metry leads to a 3-form field that can then be associ-
ated with a volume trapped inside an elementary “cube-
exchange” term that hops an elementary quadrupole.
In the language of subsystem symmetries, such cube-
exchange terms are exactly the ones allowed by U(1)
symmetries conserving charge on every one-dimensional
subsystem of the cubic lattice. It also would be interest-
ing to also consider systems that respect magnetic 1-form
symmetries which we have not addressed at all.
Another important question is the anomalous be-
22
haviour of the multipole topological response terms in
the presence of the boundary. We briefly discussed how
the anomaly inflow from the bulk results in a polariza-
tion response term with a coefficient that matches the
bulk quadrupole moment as expected. It would be inter-
esting to explore the relationship between the topologi-
cal higher-form gauge theories and boundary-obstructed
topological phases75 where the topologically non-trivial
bulk phase manifests in a boundary SPT phase.
Our framework also provides hints at physics beyond
multipolar insulators. Higher-rank gauge theories are a
popular and interesting topic in their own right, and show
up quite naturally in other settings. It would be illumi-
nating to draw precise connections between the higher-
rank and higher-form gauge theories. Questions about
gauge-invariant combinations and the relation to gravity
may find answers by using the opposite description.
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couple only to off-diagonal entries of the Aij field.
77 Note that due to the Gauss’ law constraint, these opera-
tors evaluate to the same quantity on all physical states.
Since both of these operators implement the same large
gauge transformation, we can think of them as being
gauge-equivalent to each other differing by the (small)
gauge transformation Ax → Ax + ∂xf(x) implemented by
f(x) = −2pix/L+ 2piΘ(x− x0), where Θ(x) is a Heaviside
step function and the coordinate x0 is located on the link
l. In terms of the quantized electromagnetic field opera-
tors, this small gauge transformation is implemented by
the operator (U2piε0/e)
−1U˜2piε0/e.
78 Transporting Γ along itself without sweeping any surface
does not contribute to Eq. (61), which is similar to how a
rotation of a point particle around its center – a rearrange-
ment of internal degrees of freedom – is not captured by
the expression for a single-particle current.
79 We explicitly limit ourselves to systems which are locally
charge-neutral. If the electric fluxes for any two columns
are different, then there must be an excess of electric charge
localized between them. So the charges Q(x) for all columns
and Q(y) for all rows should be the same under our assump-
tions. In the ring-exchange model, the electric fluxes be-
tween pairs of neighboring rows and columns depend on the
initial particle fillings of the rows and columns. Since ring-
exchange terms conserve charges for rows and columns, it
is enough to specify the fillings of each row and each col-
umn to be the same.
Appendix A: 1-form Symmetries
In this appendix we provide a more detailed discussion
of some properties of electric 1-form symmetries. We will
focus our discussion in (3 + 1)d dimensions for illustra-
tive purposes, however, it is straightforward to translate
it to other spatial dimensions greater than one. Electric
1-form symmetries act on one-dimensional extended ob-
jects which generically intersect a spatial manifold associ-
ated with a symmetry operator at a collection of points.
By dimension counting we see that the symmetry op-
erators must be associated with co-dimension 2 spatial
manifolds, which in (3+1)d are two-dimensional surfaces.
Specifically, we are interested in electric 1-form symme-
tries generated by the charge:
Q(M2) = c
ˆ
M2
?F , (A1)
which simply counts the net amount of electric flux pierc-
ing through the two-dimensional closed surface M2.
Let us consider quantizing the gauge theory by intro-
ducing the following commutation relations between the
electric field Eˆi(r) and the gauge field Aˆj(r
′) operators:
[Aˆi(r), Eˆj(r′)] = −i ~
ε0
δαβδ(r− r′). (A2)
This allows us to see that the charge operator (A1) gen-
erates transformations of the electromagnetic vector po-
tential on the surfaceM2. To see this explicitly, we first
FIG. 8: Action of a 1-form global symmetry operator Ug(M2)
on electric lines created by Wilson line operators. Different
orientations of lines relative to the surfaceM2 lead to different
phase factors: an electric line that pierces the surface twice
in two opposite directions contributes no net flux to
´
M2 ?F .
use Poincare duality to rewrite the integral in (A1) as an
integral over the whole space:
ˆ
M2
?F =
ˆ
?F ∧M, (A3)
where M is a Poincare dual ofM2: M = δ(r−r0)(nxdx+
nydy + nzdz), where r0 ∈ M2, and ~n = (nx, ny, nz) is a
unit vector normal to the surfaceM2. Now it is straight-
forward to write down transformations of Aˆ generated by
the 1-form charge operator:
e−igQ(M
2)AˆeigQ(M2) = Aˆ+ g~
ε0
M. (A4)
For example, in the case when M2 is a boundary of
some compact region D3, we find that the correspond-
ing Poincare dual 1-form is exact M = dD, and thus the
corresponding 1-form charge generates a regular gauge
transformation, according to (A4). In the case when
the 1-form M (the Poincare dual to M2) is closed, but
not exact, Q(M2) generates a global 1-form symmetry.
Lastly, we can gauge the 1-form symmetry by allowing
g to smoothly vary along the surface M2. This allows
us to generate translations of Aˆ by an arbitrary smooth
1-form:
Aˆ → Aˆ+ λ. (A5)
Now consider a Wilson loop operator:
WˆΓ = exp
(
i
e
~
˛
Γ
Aˆ
)
(A6)
which acts on a state |0〉 by creating a flux e/ε0 electric
line along a closed path Γ. The action of a 1-form sym-
metry operator eigQ(M
2) can be nontrivial only if the
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Wilson line goes through the surface M2. The 1-form
transformation acts on a Wilson loop operator (A6) as:
e−igQ(M
2)WˆΓe
igQ(M2) = eigΦEWˆΓ, (A7)
where ΦE represents the net amount of electric flux gen-
erated by WˆΓ through M2. This action essentially at-
taches a phase equal to g times the amount of electric
flux generated by WˆΓ through the surface M2 as shown
in Fig. 8. Thus, Wilson lines are charged under the
electric 1-form symmetry in exactly the same way that
particles are charged under the global charge U(1) sym-
metry.
In the trivial case, when our 3d space is simply-
connected (i.e., the fundamental group is trivial), any
closed Wilson line that passes through a given surface
must come back through in the opposite direction. Thus,
the net electric flux throughM2 is always zero, and the 1-
form symmetry acts on Wilson loop operators as the iden-
tity. However, in the case when the space supports non-
contractible paths (i.e., its fundamental group is non-
trivial), this is no longer the case. For simplicity, consider
a three-torus T 3 obtained by taking a cube and gluing its
opposing sides. This manifold supports non-contractible
paths that wind around one of the three cycles of this
space. There also exist closed surfaces M2 that are sen-
sitive to Wilson lines defined along such non-contractible
paths. Heuristically, these surfaces “cut through” the pe-
riodic spatial torus, have no boundary, and do not bound
a volume themselves, and thus generate a global 1-form
transformation as mentioned above. For these surfaces,
it is possible that the path Γ only passes through M2
once and reconnects to itself around the periodic direc-
tion in space. Thus, a 1-form symmetry operator gen-
erates non-trivial phases only for such non-contractible
Wilson loops.
Interestingly, the non-trivial action of the global 1-form
symmetry operator can be intuitively understood as an
insertion of a regular magnetic flux through the loop Γ.
Indeed, consider the following transformation of the elec-
tromagnetic field A by a 1-form λ:
A → A+ λ. (A8)
Examining this transformation in the framework of the
regular electromagnetism, we can interpret it as thread-
ing an additional amount of magnetic flux equal to ∆φ =
e
~
´
Γ
λ through the loop Γ.
As the state state |WΓ〉 is obtained by acting with a
Wilson line operator (A6) on the vacuum, it is evident
that for any particular choice of λ the Wilson loop oper-
ator simply acquires a phase shift equal to −∆φ:
exp
(
i
e
~
ˆ
Γ
A
)
→ exp
(
i
e
~
ˆ
Γ
(A+ λ)
)
= exp
(
i
e
~
ˆ
Γ
λ
)
exp
(
i
e
~
ˆ
Γ
A
)
.
(A9)
A global 1-form transformation corresponds to a 1-form
λ such that a Wilson loop operator (A6) defined around
any path Γ winding once in the xˆ direction picks up the
same phase ∆φ = ge/ε0. This is equivalent to inserting
an additional magnetic flux ∆φ through the correspond-
ing hole of our three-torus.
When there are free charges/electrons in the theory,
the process of creating an electric flux line by nucleating
an electron-hole pair and then dragging them around in
the opposite directions is sensitive to the action of 1-form
symmetry operators. Specifically, an electron traveling
around the contractible loop Γ accumulates an Aharonov-
Bohm phase
∆φ =
e
~
ˆ
Γ
A. (A10)
Since 1-form transformations effectively take A to A+λ,
they shift ∆φ by e~
´
Γ
λ. For an electron to be insensitive
to 1-form transformations we must therefore restrict the
extra phase shift due to λ to satisfy
´
Γ
λ = 2pin. If in-
stead we had charge-p matter, there would be additional
non-trivial 1-form transformations where
´
Γ
λ = 2pin/p,
meaning that the group of U(1) 1-form transformations
gets explicitly broken down to Zp. It is clear from here
that the existence of charge-1 matter (i.e., free electrons)
in the theory completely destroys the electric 1-form sym-
metry and thus must be prohibited.
