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Abstract
Control of a small type helicopter is an interesting research area in unmanned aerial vehicle development. This study aims to
detect a more typical helicopter unequipped with markers as a means by which to resolve the various issues of the prior studies.
Accordingly, we propose a method of detecting the helicopter location and pose through using an infrastructure camera to recognize
its in-air natural features such as ellipse traced by the rotation of the helicopter’s propellers. A single-rotor system helicopter was
used as the controlled airframe in our experiments. Here, helicopter location is measured by detecting the main rotor ellipse center
and pose is measured following relationship between the main rotor ellipse and the tail rotor ellipse. Following these detection
results we confirmed the hovering control possibility of the helicopter through experiments.
Crown Copyright © 2015 Production and hosting by Elsevier B.V. on behalf of Electronics Research Institute (ERI). This is an open
access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1.  Introduction
1.1.  Research  background
Small helicopters have recently attracted attention due to their safety and agility. However, they have several
unresolved problems, such as requiring advanced technologies for operation, and an inability to fly outside the field of
vision of the operator. To resolve such issues, extensive research have been carried out on autonomous flight control for
small helicopters (Angeletti et al., 2008; Lee et al., 2013a,b; Misaki and Fujimoto, 2008; Cho et al., 2009; Censi et al.,
2013a,b; Noda et al., 2011, 2012; Passow et al., 2009; Schmid et al., 2013; Ruangwiset, 2009; Budiyono et al., 2011;
Lim and Machida, 2010; Salado et al., 2010; Jeong and Jung, 2013; Gurdan et al., 2007; Rejon and Aranda-Bricaire,
2007; Bae et al., 2007; Shimada et al., 2009; Fang et al., 2010; Weng and Abidin, 2006; Teoh et al., 2012).
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Research on small autonomous helicopters can be broadly classified into research on indoor autonomous flight
nd that on outdoor autonomous flight. This study proposes an autonomous flight system for an indoor environment.
pplications in areas such as indoor inspection activities and payload transportation are expected for the future. The
roposed autonomous flight system comprises a measurement section and a control section.
The measurement section that measures the location and pose of the airframe during indoor autonomous flight is
f critical importance. For airframe detection indoor GPS (Niwa et al., 2008; Van Diggelen, 2002) or an infrastructure
amera can be used. Sufficient accuracy cannot be obtained with an indoor GPS, making it difficult to apply to a small
elicopter. The method of using an infrastructure camera to detect distinctive markers such as LEDs and color markers
ttached to the airframe (Angeletti et al., 2008; Lee et al., 2013a; Misaki and Fujimoto, 2008) is one example of use of
n infrastructure camera. Infrastructure cameras have the advantage of being able to visually perceive the surrounding
nvironment in addition to information concerning the airframe. However, small helicopters have limited airframe
pace and additional components create extra load on the airframe.
The control section controls the flight of the airframe by using the information measured by the measurement
ection. Conventional control methods send the measured information for the airframe to a microprocessor installed in
he airframe (Censi et al., 2013a; Noda et al., 2011, 2012; Lim and Machida, 2010), which controls the small helicopter
hrough wired communications. However, installing a microprocessor motherboard in the small helicopter airframe is
roblematic because it makes the airframe heavy and unstable. While systems exist that use a multi-copter airframe for
he small helicopter, they require a large number of components to allow attachment and control of the four or more
otors on the craft.
Accordingly, this study aims to resolve these issues and propose an autonomous flight system that reduces the load
n a small helicopter.
.2.  Research  overview
This study aims to detect a more typical helicopter unequipped with markers as a means by which to resolve the
arious issues of the prior research detailed above. Accordingly, we propose a method of detecting the helicopter
ocation and pose through using an infrastructure camera to recognize its in-air natural features such as ellipse traced
y the rotation of the helicopter’s propellers. A single-rotor system helicopter was used as the controlled airframe in
ur experiments. Here, helicopter location is measured by detecting the main rotor ellipse center and pose is measured
ollowing relationship between the main rotor ellipse and the tail rotor ellipse.
The Hough transform (Chia et al., 2007), which has a comparatively low rate of misrecognition, was employed
s the method of ellipse recognition. Real-time processing cannot be expected because finding the five parameters of
n ellipse through the Hough transform of an ellipse is a complicated process. To overcome this problem, we found
he tangent of the ellipse by using the Hough transform for line detection and performed ellipse recognition using the
ough transform for line detection to find the center, major axis, minor axis and gradient of the major axis, in that
rder, from the tangent point and gradient information.
After measuring the location and pose, the control section wirelessly controls the small helicopter through a micro-
rocessor connected to a proportional controller. The controlled variable was calculated by the microprocessor from
he location and pose information of the small helicopter that was determined by the measurement section, and the
mall helicopter was wirelessly controlled by the proportional controller.
Using the ideas sketched above, we constructed a control system that reduced the load on the airframe of the small
elicopter.
.  Proposed  3-D  helicopter  location  measurement  and  control  system
.1.  System  outline
Fig. 1 shows an outline of the system of this study.
It was necessary to build a measurement system that fulfilled requirements for usage, measurement accuracy, and
easurement range for indoor application. Accordingly, we aimed to construct a system to facilitate autonomous
ight indoors and measure the location and pose of the helicopter without installing markers or other characteristic
omponents on the helicopter. The system is illustrated by Fig. 1, which shows the measurement and control process.
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Fig. 1. System outline.Fig. 2. Appearance of the RC helicopter.
First, an image is acquired from a camera installed on the ceiling and the helicopter is detected within the image.
Because the rotating propeller traces an ellipse, helicopter detection is realized through a process of detecting an
ellipse traced by main rotor in the image acquired. Next, for the measurement of airframe location and pose, the 3-D
coordinates of the airframe were measured from the location and the size of the center of the main rotor propeller in
the image. From this, the main rotor and the tail rotor are identified and the pose of the airframe is found from their
relative positions.
The obtained location and pose information is then delivered to the control section microprocessor and the con-
trolled variable is calculated from the difference between the helicopter’s objective location and the current location
according to proportional-integral-derivative (PID) control. Finally, the small helicopter is controlled wirelessly by the
proportional controller on the basis of the controlled variable.
The above comprises the system proposed in this study.
2.2.  Hardware  and  softwareOpenCV is used for ellipse recognition and ellipse drawing, and C++ is used as the programming language. A
USB camera that measures levels of red, blue, and green (hereinafter, an RGB camera) is used for imaging. The
radio-controlled (RC) helicopter is an S.R.B. Quark STD (HIROBO Corp.). Fig. 2 shows the appearance of the RC
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Table 1
Specifications of computer used in experiment.
OS Windows 7 Professional 32-bit
CPU Intel® CoreTM i5-2500 CPU@3.30 GHz
RAM 4.00 GB
h
(
t
a
3
3
t
c
aFig. 3. R8C/29-mounted microprocessor motherboard.
elicopter. The specifications of the computer used in this study are given in Table 1. A microprocessor motherboard
by Sunhayato Corp.) mounted with an R8C/29 microprocessor (by Renesas Electronics Corporation) was used to
ransmit the pulse-position modulation (PPM) signal that is the control signal for the RC helicopter. Fig. 3 shows the
ppearance of the microprocessor motherboard mounted with the R8C/29 microprocessor.
.  Measurement  section
.1.  Outline  of  the  measurement  section
The measurement section acquires an image from a camera installed on the ceiling and detects the helicopter within
he image. Once the rotating propeller is detected as an ellipse within the image, the 3-D coordinates of the airframe
an be calculated from the location and size of the center of the ellipse. At this time, the main rotor and the tail rotor
re identified and the attitude of the airframe is found from their relative positions.
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Fig. 4. Flowchart of the small helicopter recognition processing.Fig. 5. Original images (left: one frame before, right: current frame).
3.2.  Component  technologies
3.2.1.  Small  helicopter  recognition
The helicopter recognition process is summarized in a flowchart (Fig. 4). Each steps are detailed in next subsections.
3.2.1.1. a.  Difference  image.  If the entire original image is used when recognizing the ellipse, many ellipses other
than the helicopter propeller may be recognized. To eliminate this possibility, stroboscopic effects of the propeller
during rotation were used. The difference between the images one frame before and current frame is taken and the
circumference of color change is clipped. Image examples for this process are illustrated in Fig. 5. From this, the
presence of the helicopter is approximately determined and ellipse recognition is carried out. Furthermore, after having
carried out ellipse recognition, the system is designed such that only the area affected by the stroboscopic effect in the
recognized ellipse is taken as the helicopter propeller. At this point, the aliasing of the propeller is extremely subtle
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Fig. 6. Binarized difference images (left: before noise reduction, right: after noise reduction).
a
o
i
t
p
3
l
c
t
f
t
p
t
b
o
t
f
o
aFig. 7. Ellipse recognition by Hough transform.
nd so after performing the subtraction, the image is binarized to enhance chromatic variation. Chromatic variations
ther than the aliasing of the propeller are eliminated as noise through data smoothing as shown in Fig. 6
Background differencing is carried out to raise the detection rate. An image in which the helicopter is not present
s acquired in advance as the background and subtracted from the image with the helicopter present, after which only
he sections with a change in color are isolated from the original image. The aim of using this in ellipse recognition
rocessing is to increase the time efficiency of detection.
.2.1.2. b.  Ellipse  recognition  by  Hough  transform.  Ellipse detection is carried out by using the Hough transform for
ine detection and properties of ellipses (the midpoint of the chord between two tangent points and the point where the
orresponding tangent lines intersect together determine a line passing through the center of the ellipse) to recognize
he ellipse of the helicopter propeller. The procedure is as follows. (1) An edge image is acquired by edge detection
rom the image obtained from the camera (Fig. 7A). (2) One point is selected from inside the edge clipped in (1) and
he values of the surrounding 9 ×  9 pixels are extracted (Fig. 7B). (3) A pixel with a value of 1, excluding the central
ixel, is retrieved from within the 9 ×  9 pixels. The intercept and the gradient of the straight line connecting the pixel
o the central pixel is calculated and a voting procedure in Hough space is carried out (Fig. 7D). (4) This is carried out
etween all pixels with a value of 1 within the 9 ×  9 pixels (Fig. 7E). (5) The angle that receives the maximum number
f votes from within the voting results is made the angle of the line tangent to the central point. (6) The process from (2)
o (5) is carried out on all edge points within the extracted image (Fig. 7G). (7) The coordinate and tangent information
or all edge points are used to detect a candidate for the center of the ellipse. According to the geometrical properties
f an ellipse, the straight line that intersects the point midway between two arbitrary edge points on the circumference
nd the point of intersection between the corresponding tangent lines must intersect the center of the ellipse, and so
64 C. Premachandra et al. / Journal of Electrical Systems and Information Technology 2 (2015) 58–74
Fig. 8. Edge images (left: before main propeller detection, right: after main propeller detection).Fig. 9. Projection of a circle.
the center may be found by calculating multiple such lines. The derivation of this straight line is performed for all
edge points together (Fig. 7I). (8) If a point exists at which more than a certain number of lines intersecting the center
converge, that point is made the center of the ellipse (Fig. 7J). (9) The major axis, minor axis, and gradient of the major
axis of the ellipse are calculated for all edges in the voting process with the center of the ellipse as the center. (10)
Finally, ellipse fitting is carried out (Fig. 7K).
3.2.1.3. c.  Ellipse  ﬁtting.  Ellipse recognition is carried out by using the Hough transform, but over repeated trials,
a slight error was found to occur between the propeller and the determined ellipse. Accordingly, ellipse fitting was
carried out to resolve this issue. Fitting is the operation of superimposing the determined ellipse on the edge image and
judging whether it is the same shape. A detailed description follows.
When the processing of (b) (9) is complete, a large number of candidate ellipses are produced. The edge image is
superimposed on each candidate, and it is judged how many edge points lie on the candidate ellipse. The ellipse on
which the greatest number of edge points lies in the original image is determined as the propeller.
3.2.1.4. d.  Masking.  Mask processing is carried out to identify the tail rotor. One characteristic of Hough transform
ellipse recognition is that an ellipse with many edge points, such as a large ellipse, is easy to recognize. Thus, the main
propeller can be easily recognized, but recognition of the tail rotor is more difficult. Accordingly, after recognizing the
main propeller, the main propeller section of the edge image is removed and ellipse recognition is performed again
to identify the tail rotor. In the removal of the main rotor, an ellipse scaled to 7/6 the determined size on each axis
was used to ensure the edge points of the main propeller were removed. Fig. 8 shows images before and after mask
processing.
3.2.2. Derivation  of  the  distance  from  the  camera  to  the  small  helicopter
This study measured the location of a small helicopter by using a monocular camera. It is difficult for images from
a monocular camera to produce an absolute distance. However, in the case of a single object of fixed size, relative
distance can be measured from the change in size in the image. For the camera used in this study, the object size in the
image and the actual distance are inversely proportional.The propeller tips trace a circle in three-dimensional space but appear as an ellipse in the obtained two-dimensional
image. Considering the major axis of the ellipse, Fig. 9 below shows that the diameter of a circle is projected as the
major axis of an ellipse when the circle is parallel projected onto an image surface. Accordingly, the length (in pixels)
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Fig. 10. The circle at a location close to camera.
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tFig. 11. The circle at a location far from camera.
f the major axis extracted during image processing is used to find the distance from the camera to the helicopter.
igs. 10 and 11 are images taken from a closer and further distance, respectively.
From Figs. 10 and 11, shortening distance L  to the circle makes the major axis longer and lengthening it makes the
ajor axis shorter. This relationship is given by Eq. (1). Here, L0 is initial camera–helicopter distance, at that situation
he circle area given by the ellipse major axis is s0. Current camera–helicopter distance (L(t)) can be calculated
ubstituting the current circle area given by the current ellipse major axis (st):
L(t) =
√
S0
S(t)L0 (1)
he above shows that the distance to the circle (here, the helicopter) can be found through image processing.
.2.3. Method  of  determining  location  in  real  space
So far, we have found the distance from the camera to the small helicopter in real space (units: mm), and derived the
ocation in the camera image (units: pixels) with respect to the vertical and horizontal axes in the image. To calculate
he control variable, it is necessary to find the location in real space of the helicopter, which we find by combining the
istance from the camera to the small helicopter with the visual field angle of the camera.
Fig. 12 shows the concept. The left panel shows the plane at distance L  from the camera. In the figure, H  is the
ength from the image center to the edge of the field of view, which can be calculated from the visual field angle of
he camera, θ, and the length L. Considering the coordinates of a point on the xy  plane, the following equation holds
rue if w  is the distance from the center of this plane (unit: pixels) and h  is the dimension in the real world (unit: mm).
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Because the resolution of the image from the camera is 640 ×  480 pixels, the horizontal distance from the center to the
edge is 320 pixels. Thus,
h  = wH
320
(2)
is the result of converting the x  coordinate in the image of the helicopter (units: pixels) to an x coordinate in real space
(units: mm). The y  coordinate is found in the analogous way.
4.  Control  section
4.1.  Outline  of  the  control  section
The control section receives the determined location and attitude information as input to a R8C/29 microprocessor
and calculates the control variable to wirelessly control the small helicopter.
4.2.  Component  technologies
4.2.1.  Control  variable  calculation  method
The control variable is calculated by an R8C/29 microprocessor for the small helicopter to achieve hovering flight.
Table 2 summarizes the helicopter operations.
Fig. 13 illustrates the helicopter operations. Throttle, elevator, and aileron changes are carried out by PID control.The rudder is controlled by a gyrosensor, which is a built-in feature of the S.R.B. Quark STD RC helicopter used in this
research, such that the rudder maintains a fixed direction, and so this control variable is not included in the proportional
controller. The PID control is as follows. Fig. 14 shows the basic form of the PID control system.
Table 2
Helicopter operations.
Controlling Helicopter movement
Elevator Forward and backward
Rudder Left-right turning
Throttle Up and down
Aileron Left and right
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Fig. 13. Helicopter operations.
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Taking the difference between the target location and the current location of the helicopter as an error, the control
ontains a term that is proportional to this error because the action variable is small when the error is small and must
e made correspondingly large when the error is large. This is called “proportional action,” or “P action.”
If proportional control alone is performed, a certain error remains in the end with respect to the stepwise variation
f the objective value and noise. This is called steady “steady-state error” or “offset. “This offset can be removed by
ncluding a term proportional to the integral of the error. This is called “integral action,” or “I action.”
In order to reflect the action of fluctuations in error in the determination of the action variable and improve the
peration of the controlled object, a term proportional to the derivative of the error is included in the control. This is a
ind of predictive action and is called “derivative action,” or “D action.”
Control incorporating the above three actions is PID control. For an error e and an action variable u, PID control
an be expressed as
u(t) =  Kp
{
e(t) + 1
TI
∫ t
0
e(τ)dτ  +  TD de(t)
dt
}
(3)
p is the proportional gain, TI is the integral time, and TD is the derivative time. Kp is the ratio of error e  to the action
ariable u  in the P action. The integral time TI is the time until the proportional action and the I action output become
qual for the same stepwise input, and the derivative time TD is equal to the time until the proportional action and the
 action become equal for the same ramp form (linear) input.
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Fig. 15. Experimental environment.4.2.2.  PPM  signal
The signal output by the proportional controller is called the PPM signal. The PPM signal is a waveform consisting
of several channels. The corresponding motors operate according to the pulse width of each respective channel to
control the helicopter. Although the PPM signal of the proportional controller used has eight channels in total, only
four channels are used in this study.
After the final pulse corresponding to the eighth channel, the PPM signal has a so-called dummy pulse that regulates
the cycle of the entire PPM signal. The cycle of the entire PPM signal is 22 ms. The pulse width of each channel in the
signal is from 570 to 1770 s, and the pulse is in a neutral state when it is 1170 s.
Table 3 shows each PPM signal channel and the corresponding helicopter operation.Table 3
Each PPM signal channel and the corresponding helicopter operation.
Channel Movement
1CH Elevator
2CH Aileron
3CH Throttle
4CH Rudder
5CH Not used
6CH Not used
7CH Not used
8CH Not used
Dummy pulse Periodic tuning pulse
C. Premachandra et al. / Journal of Electrical Systems and Information Technology 2 (2015) 58–74 69
Fig. 16. Measured location (1).
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.  Experiments
.1.  Experiment  1:  location  measurement  experiment
.1.1.  Experiment  outline
Fig. 15 shows the environment of the experiment. As Fig. 16 illustrates, the camera faces down from above. The
amera is established at an angle, but coordinate transformation of the measurement results makes the x  and y  axes to
he right and downward, respectively, in the camera image, and the z  axis normal to the floor with increasing z values
ndicating increasing altitude.
The airframe of the small helicopter location was measured for 100 frames. The three locations are shown in
igs. 16–18. Figs. 16 and 17 are separated by and actual distance of 500 mm, and Figs. 16 and 18 are separated by an
ctual distance of 770 mm. First, the standard deviation of each measured value is calculated and evaluated. Next, the
verage error of the actual value and the measured value is calculated and evaluated.
.1.2. Results  and  discussion
The average measured location in Fig. 16 was (x, y, z) = (199, −602, 177). Figs. 19 and 20 show the xy  and xz  graphs,
espectively. Each is plotted for 100 measured values, corresponding to the 100 image frames.
The average measured location in Fig. 17 was (x, y, z) = (−235, −424, 209). Figs. 21 and 22 show the xy  and xz
raphs, respectively. Both are plotted for 100 measured values.
The average measured location in Fig. 18 was (x, y, z) = (−366, −446, 616). Figs. 23 and 24 show the xy  and xzraphs, respectively. Both are plotted for 100 measured values.
The standard deviations for each point are summarized in Table 4.
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Fig. 18. Measured location (3).
Fig. 19. xy graph for point (199, −602, 177).
Fig. 20. xz graph for point (199, −602, 177).
Fig. 21. xy graph for point (−235, −424, 209).
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Fig. 22. xz graph for point (−235, −424, 209).
Fig. 23. xy graph for point (−366, −446, 616).
Fig. 24. xz graph for point (−366, −446, 616).
Table 4
Standard deviations.
X [mm] Y [mm] Z [mm]
Point(199, −602, 177) 6.988 19.726 27.928
Point(-235, −424, 209) 2.607 6.128 12.574
Point(−366, −446, 616) 18.360 29.884 46.697
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Fig. 25. Attitude measurement for the small helicopter.Fig. 26. Attitude measurement results.
The standard deviation is kept to within 50 mm. The reason the standard deviation at point (−366, −446, 616) is
large may be because of noise resulting from a larger edge of the black section of the center of the propeller due to the
propeller being closer to the camera.
Finally, a comparison is made of actual values and measured values. Figs. 16 and 17 are separated by an actual
distance of 500 mm, and Figs. 16 and 18 by an actual distance of 770 mm. However, the distance values averaged across
the frames had errors of 28.7 mm and 35.15 mm, respectively. One of the main causes of this error is probably the error
produced when converting from the location (in pixels) in the camera to the location in real space (in millimeters). The
distance in millimeters corresponding to 1 pixel becomes longer and conversion accuracy decreases as the helicopter
is moved farther from the camera.
5.2.  Experiment  2:  airframe  attitude  experiment
5.2.1.  Experiment  outline
Fig. 25 shows a result of detecting both the main rotor and the tail rotor.0◦ is defined as when the small helicopter
is aligned along the x  direction. The small helicopter is fixed in place at an angle with respect to the x  axis and attitude
is measured for 100 frames based on the location detected for the two propellers. When fixed in place, the measured
value for the attitude was 71◦. First, the standard deviation of each measured value is calculated and evaluated. Next,
the average error of the actual value and the measured value is calculated and evaluated.
5.2.2. Results  and  discussion
The average measured value was 68◦. Fig. 26 shows the results measured for 100 frames.
The average value of the angle of the attitude measured was 68◦. The standard deviation was 6.37◦. Next, a
comparison is made of actual values and measured values. The average of the error from the actual value of 71◦
◦was 3.12 . The reason a standard deviation and error are produced can be attributed to the low precision of tail rotor
detection. The ellipse of the tail rotor has few edge points because it is small, which decreases detection accuracy.
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.3.  Experiment  3:  PPM  signal  control
.3.1.  Experiment  outline
The throttle PPM signal is output from the microprocessor and detected by an oscilloscope to confirm whether the
PM signal is being controlled or not. To visualize the change in an easy to understand manner, the maximum and
inimum values of the throttle are output. The rotation frequency of the small helicopter propeller is also confirmed
t that time.
.3.2. Results  and  discussion
Fig. 27 shows the results of having calculated the maximum and minimum throttle values. The first through fourth
ulses in the PPM signal waveform correspond to elevator, aileron, throttle, and rudder, respectively. Accordingly,
hrottle corresponds to the third waveform from the left in the PPM signal. As a result of having calculated the
aximum and minimum throttle values, it was verified that the width of the third pulse (marked with an arrow)
ecomes large. Accordingly, the PPM signal is generally being controlled correctly. Furthermore, it was verified that
he propeller of the small helicopter does not rotate at the minimum value, the value of the throttle gradually increases
o a maximum, and the rotation frequency increases in response.
.  Conclusions
This study proposed an autonomous flight system that decreases the load on a small helicopter through omitting
he installation of markers, ultrasonic sensors, and other such items on the airframe. Experimental results showed
hat a small helicopter could be detected by an inexpensive RGB camera, and hovering control of helicopter could be
onfirmed according to the location and direction of the helicopter. It shows some errors in detecting the helicopter
osition and pose, however these errors did not cause much helicopter controlling.
This time image processing of the camera was conducted using a computer. Sometimes, processing performance
f the computer was not so stable. As a future work, we plan to solve this problem applying appropriate hardware for
mage processing.
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