Compensator design for improved counterbalancing in high speed atomic force microscopy Rev. Sci. Instrum. 82, 113712 (2011) Compact x-ray microradiograph for in situ imaging of solidification processes: Bringing in situ x-ray micro-imaging from the synchrotron to the laboratory Rev. Sci. Instrum. 82, 105108 (2011) Coded apertures allow high-energy x-ray phase contrast imaging with laboratory sources J. Appl. Phys. 110, 014906 (2011) A method based on binocular vision servoing for positioning of a diagnostic package in inertial confinement fusion (ICF) experiments is presented. The general diagnostic instrument manipulator will provide precision three dimension positioning and alignment-to-target capability in ICF experiments.
I. INTRODUCTION
When performing inertial confinement fusion (ICF) experiments, diagnostic instruments must be inserted and located at a precise position [1] [2] [3] [4] [5] in the target chamber. A visionguided hybrid diagnostic instrument manipulator (DIM) providing three degrees of freedom (3-DOF), two rotational and one translational motion, has been designed for Shenguang Facility 6 by Huazhong University of Science and Technology (HUST) in China for locating instruments with precision pointing and radial positioning. While functionally similar to the DIM at the National Ignition Facility (NIF), 1 the DIM discussed here is self-positioning guided by a coarse/fine vision system consisting of a large field-of-view (FOV) camera and a set of large magnification binocular cameras (LMBC) for the coarse and fine phases, respectively, so that a wide FOV can be achieved without sacrificing optical resolution. In coarse phase, the large-FOV camera tracks the target holder guiding the DIM to approach it. Once the target is within the FOV of the binocular cameras, the fine positioning phase begins. This paper introduces a new visual servo method for the three-DOF fine-positioning. Unlike most binocular vision algorithms where the depth information relies on knowledge of the two camera coordinate systems with respect to that of the target, the model presented here is axisdecoupled and linear reducing the visual servo problem to estimating the displacement between the desired and current positions of the diagnostic instrument. This model requires only an offline alignment of both cameras. Apart from eliminating the needs to perform in situ vision/manipulator calibration which are often tedious and costly, this method uses analytically computed control inputs to compensate for the displacement error, and thus dramatically reduces the number of servo-loop iterations as compared to conventional control methods based on visual-servo-guided manipulator.
II. VISION-GUIDED MICRO-MOTION MANIPULATOR (V3M)
As shown in Fig. 1(a) , the DIM is a 3DOF hybrid parallel/serial mechanism for positioning a cart assembly that houses the diagnostic instrument (DI) with associated utilities/cables and the coarse/fine vision guidance system. The DIM consists of a linear positioner translating the cart relative to the main tube and an extensible bipod providing pitch and yaw rotations. This kinematic design decouples the orientation pointing from the radial positioning of the DI.
Guided by the large-FOV vision system (mounted below the carrier cart, not shown) that bases images of the target holder, the 3-DOF manipulator approximately locates the target feature within the FOV of the LMBC with a pair of cameras mounted symmetrically on the carrier cart as shown in Fig. 2(a) . Once the target is viewed in the LMBC, the fine positioning phase begins.
A. Offline alignment
Before placing the DIM in an ICF chamber in which experiments will be conducted, an offline vision system alignment is performed on a linear positioning stage with a mockup target (positioned on an adjustable 3-DOF stage) simulating the actual target in the ICF chamber as shown in Figs. 2(a) and 2(b). Mounted on the slider of the linear stage, the DI is placed on the cart such that its axis aligns with the slider motion. As an illustration, the tip of the DI is used as the datum for positioning the mockup target with the help of two orthogonally positioned microscopes. The alignment is performed in three steps: In step 1, the tip of the DI is positioned by the linear stage such that it coincides with the two microscopic axes as shown in Fig. 2(a) . Gauged by the grating ruler as shown in Fig. 2(b) , the DI is then retracted to the position (specified by the ICF experiment), which is followed by centering the mockup target at the position previously occupied by the tip of the DI during step 2. Once the mockup target is located, the binocular cameras are aligned such that the image points q ± of mockup target are the centers of the FOV as illustrated in Fig. 2(c) , where the subscripts "+" and "−" refer to the right and left images, respectively. After the offline alignment procedure completes, the instruments and the camera will be immobilized on the cart.
The objective of the in situ binocular visual servo after inserting into the ICF chamber is to track the target p such that p → q where p and q are the binocular images of the actual and mockup, respectively. The remainder of this paper focuses on the fine motion phase with the LMBC. Figure 2 illustrates the coordinate systems (following the right-hand rule) for the binocular vision system (BVS), where xyz is referred to here as BVS coordinate frame located at the midpoint between o + and o − at which the two cameras (spaced 2L apart) are mounted: x + y + z + and x − y − z − are the right camera (RC) and left camera (LC) coordinate systems, respectively; and P is a point in the XYZ reference (fixed) frame. In Fig. 2 , the calibrated point q along the z axis is known with respect to xyz frame.
B. Binocular vision system
As viewed in the xz plane (Fig. 2) , the cameras are oriented symmetrically such that their optical axes z ± meet at q along the z axis,
where 0 < θ < π/2. The coordinate transformation between xyz and x ± y ± z ± is given by Eq. (2):
where
As viewed by both RC and LC, q coincides with the origins of the image coordinate systems (Fig. 2 ). Without loss of generality, both cameras are assumed identical and have the same focal length f. The transformation from the 3D camera coor- Fig. 2 can be obtained using perspective projection (with pinhole camera) geometry,
With the aid of Fig. 3 , z ± can be derived trigonometrically,
where z ± = ∓(x ∓ − x ± cos 2θ/sin 2θ ). For fine-motion visual servo applications, a perturbation model based on weakperspective about the target P is derived
Some observations can be made from Eqs. (3) and (6) u) direction. Furthermore, when p is on the z axis, u + and u − have the same magnitude but opposite in sign.
r Similarly, v + and v − move in the same direction as p moves along the y direction; and when p is on the z axis, their motions in the corresponding image, v + and v − , will have the same magnitude and sign.
r Unlike the x or y motion (corresponding to which the two 2D-image points move in the same u or v direction), the image points on the RC and LC move in opposite direction along u when p moves along the z direction.
r Based on the above observations, a 3D image projection vector I is defined to describe the target image feature in terms of position information:
Specifically, the sign of w indicates the position of p relative to q along the z axis,
Using Eqs. (2)- (5) neglecting high order terms, p can be described in terms of the right and left image coordinates
Thus, the perturbation in the neighborhood of any target point P can be expressed as
where the image Jacobian [J img ] is given by
C. Micro-motion manipulator
The operational principle of the 3-DOF manipulator (driven by three translational actuators denoted as L 1 , L 2 , and L 3 ) for precise radial positioning, orientation pointing, and alignment to target, along with the coordinate systems for deriving its kinematics, is illustrated in Fig. 1(b) . Schematically, the bipod is treated as a plane formed by two translational actuators (L 1 and L 2 ) connecting to the main tube with a pair of universal joints (B 1 and B 2 ) and the base with ball joints (A 1  and A 2 ) . Similarly, the three universal joints (B 1 , B 2 , and O 1 ) and the BVS origin O form a moving plane free to yaw and pitch about O 1 (a point fixed relative to the base denoted as a Cartesian reference frame O 0 XYZ). The inverse kinematics of the 3-DOF manipulator involves two steps:
Step 1 relates the three incremental parameters (δy m and δθ X and δθ z about O 1 ) of moving platform to p (= p−q), where δy m is provided by the change in L 3 .
Step 2 calculates the changes in bipod lengths (L 1 and L 2 ) from the specified δθ X and δθ z about O 1.
Moving platform increments
To describe the kinematics of the moving platform, the moving frame o 1 
Bipod extensions
Since the displacements of the two universal joints B i (i = 1, 2) are known with respect to the moving frame, the changes in B i in XYZ frame for given δθ X and δθ z can be found from Eq. (14): where [I] is the 3 × 3 identity matrix. Hence, the incremental length compensation needed to materialize the differential rotations is
where 
Hybrid parallel-serial manipulator
Equations (13) and (16) can be combined and more compactly written as shown in Eq. (17): 
D. Integrated V3M kinematics
The block diagram depicted in Fig. 5 illustrates the kinematic control of the V3M, where I 0 is the image projection vector of the desired target location obtained from the offline alignment; and p o is the initial image captured by the in situ BVS in the ICF chamber. The fine-motion vision system computed the updated I from the LMBC. The desired incremental changes to drive the three linear actuators are given by Eq. (18):
The kinematic control is best illustrated with a numerical example. The values of geometrical parameters and the randomly selected initial pose of the V3M used in simulation are summarized in Table I , where the coordinates of O 1 , A 1 , and A 2 are known in the fixed reference XYZ frame while those of B 1 and B 2 are specified with respect to local coordinate frame x m y m z m . The geometrical parameters are based on an existing LMBC-guided prototype structure developed by HUST.
6 The forward kinematic model can be found in Ref. 6, 
an English version is briefly summarized in the Appendix for completeness.
From the current pose, the three actuating lengths of the manipulator can be calculated from inverse kinematic model (16), which moves the LMBC to capture new images and compute I to characterize the target coordinate. The difference between I and the desired target I 0 (from offline alignment), along with the measurements (δθ x , δθ z , and L 3 ) that characterize the pose of the manipulator, is used as a basis to point, position, and align to target. Figure 5 shows the simulated deviations (δu, δv, and δw) and their resultant | I |. Simulated results in Fig. 5 show the displacements of the limbs and the IPV, where δu, δv, and δw denote the deviation of the current IPV from desired; and | I | is the deviated length of IPV. As shown in Fig. 6(a) , the L 1 and L 2 are in opposite direction of L 3 . L 1 experiences a larger change than L 2 indicating that the DIM simultaneously rotates counterclockwise about the Z-axis and clockwise about the X-axis during compensation.
III. EXPERIMENTAL RESULTS
The image acquisition/processing system includes two TM-1405 Gigabit Ethernet Cameras and an industrial PC (IntelP4 2.6G CPU with 1G RAM). Communication with the control system is established through Ethernet. The cameras (each with a 0.4× lens magnification) are spaced 400 mm apart and sealed in an enclosed environment. Both of their axes converge towards the target about 500 mm away from them. The diameter of the work target is 200 μm. Image features are detected with sub-pixel precision. Given the simplicity of the image, the error is less than 0.2 pixels. These settings are employed for prototype verification; it is expected further optimization can be achieved based on the application needs.
Experiments were performed with the above-mentioned DIM prototype and a fast template-matching algorithm (called local entropy difference 7 ) for calculating the target center in the image. Figure 7 shows the LMBC and the target left and right images where the crosses "+" represent the desired position captured using the offline aligning stage. Experimental results are displayed in Fig. 8 showing the target position in the two images and the IPV that approaches to zero in scores of seconds implying that the instrument has been located at the desired position after the self-positioning. As the manipulator is relatively heavy, the speeds of limbs extension were restricted; as a result, self-positioning took about 10 seconds to approach the steady state and maintain stability. 
IV. CONCLUSION
A new method for instrument positioning for ICF experiment has been presented, which employs a LMBC and a 3-DOF micromanipulator. The LMBC generates an image displacement vector, which is correlated with the limbs length of the micromanipulator, to estimate the position displacement in 3D space. With the visual feedback, the manipulator enforce the instrument approaching to its desired position. The experiment results show that the positioning accuracy of this system is within 25 μm. Further work on the effects of structural dynamics on the performance of this method is being investigated.
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APPENDIX: INVERSE KINEMATICS AND FORWARD KINEMATICS
The inverse kinematics of the manipulator in Eqs. (A1) and (A2) map the actuating lengths for a specified end point position and orientation of the moving frame, respectively,
where P o (x mo , y mo , z mo ) is the current position of the end effector and P o1 is the position of initial point O 1 . The orientation of the moving platform (represented by rotational matrix R) can be obtained with the aid of sensors. As joints position (p mA , p mB ) and R known, the length of two limbs can be computed. That is 
