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Abstract 
The paper highlights a novel and robust method to control a robotic arm using iterative learning 
technique embedded in an active force control strategy. Two iterative learning algorithms are 
employed in the study - the first is used to tune automatically the controller gains while the second 
to estimate the inertia matrix of the robotic arm. These parameters are adoptively computed while 
the robot is executing a trajectory tracking task and subject to some form of external disturbance. 
No priori knowledge of both the controller gains and the estimated inertia matrix are ever assumed 
in the study. In this way, an adaptive and robust control scheme is derived. The effectiveness of the 
method is verified and can be seen from the results of the work presented in this paper. A trajectory 
track control of a two-link robot arm employing the proposed scheme with a number of operating 
and loading conditions is investigated in the study. 
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learning parameters (constants) 
position, velocity and acceleration vectors respectively in joint space 
reference acceleration vectors respectively in joint and Cartesian space 
harmonic force 
gravitational torque vector 
Coriolis and centrifugal torque vector 
NxN dimensional manipulator and actuator inertia matrix 
mass moment of inertia of the link 
compensated current vector 
current command vector 
estimated inertia matrix 
armature current vector of the torque motor 
PD controller gains 
motor torque constant 
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length of link 
length of link from the joint to the centre of gravity of the link 
mass of link 
payload mass 
radius of circular trajectory 
estimated disturbance torque vector 
disturbance torque vector 
current root of sum-squared positional track error, TEk = y(Xharxk)'i 
actuated torque vector 
endpoint tangential velocity 
desired position, velocity and acceleration vectors respectively 
in Cartesian space 
end-effector position, velocity and acceleration vectors respectively in 
Cartesian space 
current value of the estimated parameter 
next step value of the estimated parameter 
INTRODUCTION 
Robot force control is concerned with the physical interaction of the robot's end effector with the 
external environment in the forms of applied forces/torques, changes in the mass payloads and 
constrained elements. A number of control methods have been proposed to achieve stable and robust 
performance ranging from the classical proportional-derivative (PD) control [1] to the more recent 
intelligent control technique. The PD control is simple, efficient and provides stable performance when 
the operational speed is low and there are very little or no disturbances. The performance however is 
severely affected with the increase in speed and presence of disturbances. Adaptive control method 
[2, 3] improves the stability and robustness of the system via its adaptive feature, which enable it to 
operate in a wider range of parametric uncertainties and disturbances. Nevertheless, this technique 
is more commonly confined to theoretical and simulation study as it involves rigorous mathematical 
manipulation and assumptions. Active force control (AFC) of a robot arm has been demonstrated to be 
superior compared to the conventional methods in dealing with compensating a variety of disturbances 
[4,5]. There is a growing trend in robotic control to include adaptive and intelligent mechanism such 
as neural network, knowledge-based expert system, fuzzy logic and iterative learning algorithm. 
In this paper, an iterative learning technique acting as an adaptive mechanism is used together 
with the AFC strategy to control a rigid two-link horizontal planar robotic arm. The scheme is in fact 
an extension to the works described in [6, 7] where the effectiveness and practicality of the scheme 
applied to a two-link planar arm has been clearly demonstrated in the study. It is the objective of the 
proposed study to demonstrate the additional adaptive feature of the control scheme employing two 
iterative learning algorithms. The first is used to automatically and adaptively tune the controller 
gains while the second one to compute the estimated inertia matrix of the robot arm both without any 
prior knowledge of the controller and inertial parameters. We called the scheme AFCUTIL short for 
Active Force Control Using Twin Iterative Learning algorithms. 
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The paper is structured as follows. The first part presents a description of the problem statement 
and the fundamentals of both the AFC and iterative learning control techniques. The integration of 
the iterative learning algorithms and AFC applied to a manipulator is then demonstrated in the form 
of a simulation study. Consequently, an analysis and discussion of the results obtained are presented. 
Finally, a conclusion is derived and the direction for future works outlined. 
PROBLEM STATEMENT 
AFC is a force control strategy originated by Hewit H 8| and is primarily designed to ensure that a 
system remains stable and robust even in the presence of known or unknown disturbances. In AFC, 
the system mainly uses the estimated or measured values of a number of identified parameters to 
effect its compensation action. In this way, we can reduce the mathematical complexity of the robotic 
system, which is known to be highly coupled and non-linear. 
The main drawback of AFC is the acquisition of the estimated inertia matrix that is required by 
the AFC feed-forward loop. Previous methods rely heavily on either perfect modeling of the inertia 
matrix, crude approximation or the reference of a look-up table, which obviously require prior 
knowledge of the estimated inertia matrix. Although the methods are quite effective to implement, 
they lack in systematic approach and flexibility to compute the inertia matrix. Thus, a search for 
better ways to generate efficiently suitable estimated inertia matrix is sought. If a suitable method of 
estimating the inertia matrix can be found, then the practical value of implementing AFC scheme is 
considerably enhanced. Obviously, intelligent methods are viable options and should be exploited 
to achieve the objective as already discussed in '6 7|. Another common problem associated with a 
conventional control system is the tuning of the controller gains in order to achieve good and stable 
performance. While there are some other adaptive techniques used to solve this difficulty, we propose 
yet another strategy which is simple, effective and to be incorporated into the active force control 
method to control the robot arm. 
The basic idea of the proposed scheme is to generate both the PD controller gains (Kp and Krf) 
and the estimated inertia matrix (IN) of the arm in the AFC controller continuously, automatically 
and on-line using suitable learning algorithms as the arm is commanded to execute a prescribed task 
accurately even in the presence of disturbances. Given suitable initial conditions of these parameters 
and as the robot arm starts to perform the desired task, the iterative learning algorithms (ILA 1 and 
ILA 2) will compute the next value of the parameters from the current input value based on the 
resulting track error and suitable learning constants. 
As time increases, the learning mechanism causes the track error to gradually converge 
approaching zero datum and the process is iteratively repeated until a small and acceptable error margin 
is achieved. Consequently, the K , Kd and IN are said to have appropriate values to be effectively used 
by the AFCUTIL system. Fig. 1 is a graphic representation showing the mechanism of the proposed 
control scheme. 
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Figure 1: Mechanism of the proposed control scheme 
In the following sections, the fundamentals of both AFC and iterative learning methods are briefly 
highlighted so that a better understanding of the overall control scheme can be derived. 
ACTIVE FORCE CONTROL AND ITERATIVE LEARNING CONCEPTS 
Active Force Control (AFC) 
It has been shown that disturbances can be effectively eliminated via the compensating action of 
the AFC strategy14-91. The detailed mathematical analysis of the AFC scheme can be found in|91. The 
paper will only highlight the essentials of AFC applied to a robot arm. Figure 2 shows a schematic 
of AFC scheme applied to control a robot arm. 
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Figure 2: The AFC scheme applied to a robot arm 
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In AFC, it is essential that we obtain the physical measurements of the acceleration (e) of the 
arm and the actuated torque (T ) using accelerometer and torque sensor respectively as can be seen 
in Figure 2. Next, the estimated inertia matrix of the arm (IN) has to be appropriately identified by 
suitable means. In this way, we could estimate the disturbances based on the measured or estimated 
values of the variables and could be expressed as follows: 
T* = T -IN 9 (1) 
Eq. (1) can be further simplified as 
r,* = AT/,-ING (2) 
where 
r = v , (3) 
In this case, instead of measuring torque directly, we measure the torque current /( and then 
multiply it with the torque constant K which of course gives the value of the required actuated torque. 
While the measurement part is obvious, the inertial parameter can be obtained using a number of 
methods such as crude approximation, reference of a look-up table or intelligent means using neural 
network and iterative learning algorithms [6]. The last method was chosen and implemented in the 
paper. In addition to the above, we include a PD controller employing resolved motion acceleration 
control (RMAC) as described in'" which can improve the overall performance of the control scheme. 
RMAC is governed by the following equation: 
Xref =Xiar + Kd(Xbar-X) + Kp(xbar-x) (4) 
Eq. (2) is then transformed into 0re/by means of inverse Jacobian manipulation to be fed forward 
into the AFC control loop. The controller gains in Eq. (4) are adaptively obtained via the iterative 
learning algorithm. 
Iterative Learning 
One of the early proposer of the iterative learning method applied to robotic control is Suguru 
Arimoto who proposes a number of learning algorithms and at the same time provides analytical proof 
for their convergence, stability and robustness "°-'". Arimoto et al. have shown that the track error 
effectively converges to zero with the increase in time via the iterative learning scheme applied to 
the control of robot arm. We employ a slightly modified learning algorithm|61 to suit our application. 
In this study we use the following learning rule: 
yM=yk + ^ + T <"dt) TEk (5) 
The estimated parameter y in the study refers to the controller gains (K and Kd) for the first 
iterative learning loop and estimated inertia matrix (IN) for the second loop. Since we use the learning 
parameters in the form of a 'proportional' constant f and a 'derivative' constant G, the algorithm is 
conveniently described as a PD-type learning algorithm and can be represented as shown in Figure 
3. 
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Figure 3: A PD-type learning algorithm 
The Proposed AFCUTIL Control Scheme 
As mentioned earlier, the proposed control scheme is called AFCUTIL and since the learning 
algorithm used is a PD-type, the control scheme shall be explicitly known as AFCUTIL-PD. Figure 
4 shows how the PD-type learning algorithms are implemented in the system. The box (dashed-
line) represents the integration of AFC and the iterative learning algorithms, which is the 'heart' of 
the proposed scheme. From Figure 4, it is obvious that the iterative learning algorithms are easily 
embedded into the overall control scheme with the track error vector TE serving as the input to the 
learning algorithms section while the gains {K and Kd) and the estimated inertia matrix (IN) are 
treated as the outputs. Consequently, a simulation study of the above AFCUTIL-PD scheme has been 
performed considering various loading conditions and changes in the robotic parameters. 
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Figure 4: The AFCUTIL-PD control scheme 
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MATHEMATICAL MODEL OF THE ROBOT ARM 
The dynamic model or the general equation of motion of a robot manipulator [121 can be described 
as follows: 
r, = H(e)e + A re. o; + <?(e) + T4 (6) 
Fig. 5 shows a representation of a rigid two-link horizontal planar manipulator under study. We 
can omit the gravitational term here since the arm is assumed to move in a horizontal plane. Thus, 
the dynamic model is reduced to 
T„ = H(e)e + h (&, e ; + rrf (7) 
Figure 5: A representation of a rigid two-link planar arm 
For a two-link planar arm of serial configuration, the governing dynamic equations representing 
the torques for each link are expressed as follows: 
where 
Hn =m2lli2 +/, +« :(/, |2 +/(.,2 +2/,/(, cos^2)+/, 
//,, = H2< = mjtli:, cost?-, + m,/,.,2 + /, 
tf,, =/w,/,, :+/2 
h = m2lllc2sin02 
(8) 
(9) 
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SIMULATION 
Simulation work is performed using the MATLAB (Version 4.2b) and SIMULINK (Version 
software packages. Fig. 6 shows the SIMULINK block diagram of the proposed scheme. 
©-
1 Kd 
Iterative Learning 
Model 1 
Trajectory 
Iterative Learning 
Model 2 
Tg2 
AFC Loop 
Disturbance Model 
Dynamic Model 
thi.th2.thdt.iM2 
Figure 6: A SIMULINK representation of AFCUTIL-PD scheme 
Simulation Parameters 
The following parameters were used in the simulation study. 
Robot parameters: 
Link length: 
Link mass: 
Payload mass: 
/, = 0.25 m l2 = 0.2236 m 
m, = 0.25 kg m2 = 0.2236 kg 
m^ 0.01 kg 
Actuator parameter: 
Motor torque constant: Kt = 0.263 NmlA 
Iterative learning parameters: 
ILA1: 
Proportional term: 
Derivative term: 
/ = 0.0175 
G = 0.00008 
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ILA2: 
Proportional term: 
Derivative term: 
Other parameters: 
Sampling time: 
Integration algorithm: 
Initial conditions 
of parameters 
to be computed: 
Radius of circular trajectory: 
Starting position of end-effector 
Endpoint tangential velocity: 
Kt is derived from the actual data sheet for a dc torque motor "3| considered in the study. Simulation 
is performed taking into account specific introduced disturbance to test the system's robustness. 
The Prescribed Trajectory 
The prescribed trajectory considered in the simulation study is a circular path. It serves as the 
reference trajectory that the arm should accurately track via the control strategy. The trajectory can 
be described as follows: 
x, = 0.25 + 0.1 cos (Vcm t/r) (10) 
JC2 = 0.2 + 0.1 sm(VcJ/r) (11) 
Operating and Loading Conditions 
A number of operating and loading conditions is considered in the simulation study to investigate 
the effectiveness and robustness of the system. The conditions considered in the simulation are: 
Case I : No visible external disturbances acting on the system. 
Case II : A change of the payload mass at the end effector from wi = 0.07 kg to 2.5 kg is 
considered 
Case III : A disturbance modelled as a harmonic force at the end of the second link, Fb = 30 sin 
t is introduced to the system 
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RESULTS AND DISCUSSION 
Figure 7 through 12 shows the trajectory track performance of the arm under 3 different operating 
and loading conditions considered. It is evident that the initial actual trajectories are highly distorted 
as shown in Figures 7, 8, and 9. However as learning is accomplished, the differences between the 
actual and desired trajectories are insignificant as the final trajectories almost replicate the desired. 
This is illustrated in Figures 10, 11, and 12 showing trajectories at the later stage. The effectiveness 
of the iterative learning process can be clearly seen in Figures 13, 14 and 15 where the large initial 
track error gradually converges to near zero datum in all 3 cases as time increases. As depicted in 
Figures 13, 14 and 15, the convergence of error to a state where the K , Kd and IN are said to have 
appropriate values to be effectively used by the AFCUTIL system is achieved in time less than 4 
seconds. Note that with an endpoint tangential velocity of 0.5 m/s, the cycle time of the system to 
complete one circle is about 1.257 seconds. This means that the learning processes are accomplished 
in a duration of about 3 cycles time (which is very fast). The rapid convergence of error in all the 3 
cases proves that the AFCUTIL system exhibits a high degree of robustness and effectiveness. 
Figure 7: The trajectory of 
the arm in the first two cycles, 
no disturbance 
Figure 8: The trajectory of 
the arm in the first two cycles, 
m^ = 2.5 kg 
10 0.15 0-20 0.25 0.30 0.35 0.40 
Figure 9: The trajectory of 
the arm in the first two cycles, 
0.10 0.15 0.20 0.25 0.30 0.35 0.40 
Figure 10: The trajectory of 
the arm in the last two cycles, 
no disturbance 
Figure 11: The trajectory of 
the arm in the last two cycles, 
mp |=2.5kg 
0.10 0.15 0.20 0.25 0.30 0.35 0.40 
Figure 12: The trajectory of 
the arm in the last two cycles, 
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1 0.0* 
Figure 13: The trajectory 
of the arm throughout 
the simulation period, no 
disturbance 
Figure 14: The trajectory 
of the arm throughout the 
simulation period, m = 2.5 kg 
Figure 15: The trajectory 
of the arm throughout the 
simulation period, Fh 
Figure 16 through 18 shows the controller gains that are adaptively computed by the control 
algorithms. The curves are characterized by the sharp positive gradient at the initial phase followed by 
a slight bend and finally a gradual smaller positive slope ensue at the later stage. The latter suggests 
that the parameters are appropriately identified. Fig. 19 through 21 represents the computed estimated 
inertia matrix of the arm which again shows similar curve pattern. These curve patterns once again 
show that the AFCUTIL system gives excellent 'all-round' performances under various operating 
conditions even in the presence of disturbances. 
Figure 16: The controller 
gains adaptively computed 
in the study, no disturbance 
Figure 17: The controller 
gains adaptively computed 
in the study, m , = 2.5 kg 
Figure 18: The controller 
gains adaptively computed in 
the study, Fh = 30 sin t 
0.04-
0.03 
0 02^ 
0.01-
Y 
^s^- -' - • -^ 
...— 
IN1 
IN2 
Figure 19: The estimated 
inertial parameter computed 
in the study, no disturbance 
0 .0 * 
0.0> 
0.02 
0 .0* 
J" T 
^/-~ r~~ .r- ./— 
1N1 
1N2 
Figure 20: The estimated 
inertial parameter computed 
in the study, m = 2.5 kg 
Figure 21: The estimated 
inertial parameter computed 
in the study, Ffc = 30 sin t 
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CONCLUSION 
The proposed AFCUTIL-PD control scheme has been shown to be very effective in generating the 
required parameters (K , Kd and IN) automatically, continuously and on-line while the robot performs 
the desired task. The identification of these parameters consequently produces a very stable and 
robust performance even under the influence of the applied disturbances. The trajectory track error 
converges to acceptable error margin rapidly towards the end of the simulation period via the iterative 
learning strategy indicating that the learning process is complete and efficient. In this context, the 
scheme is thought to have effectively identified the parameters of the system. The performance of 
the scheme could be further investigated by considering a number of varying parameters such as the 
learning parameters, initial values of IN, prescribed trajectories, other type of disturbances and the 
arm's end-point velocity. 
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