Abstract. We present a fast algorithm for uniform sampling of contiguous minimum cuts separating a source vertex from a set of sink vertices in a weighted undirected planar graph with n vertices embedded in the plane. The algorithm takes O(n) time per sample, after an initial O(n 3 ) preprocessing time during which the algorithm computes the number of all such contiguous minimum cuts. Contiguous cuts (that is, cuts where a naturally defined boundary around the cut set forms a simply connected planar region) have applications in computer vision and medical imaging [6, 14] .
Introduction
Graph cuts have become a popular tool in computer vision over the past decade, see, e. g., [7, 6, 14] . The goal of image segmentation is to partition a given image into meaningful segments, for example, to isolate an object in the foreground from the background, or to find the boundary of an organ on an ultrasound image.
The image is represented by a graph of pixels (the vertices), edges connect neighboring pixels, and edge weights represent (dis)similarity between the endpoints. In the simplest scenario a user selects a point in the object (the source) and a point in the background (the sink) and a minimum cut between the source and the sink is used to isolate the object from the background.
However, thin objects such as blood vessels are often hard to isolate when using a cut between only two points, see, e. g., [14] . This is because the minimum cut might be clustered around the selected point in the object -for example, opting to sever the point from the rest of the blood vessel -instead of forming a needle-like shape with numerous cut edges of small weight. To avoid this problem, the user may select additional points (seeds) in the object and/or the background, and keep selecting such points until the desired segmentation is achieved -this is known as interactive image segmentation. However, with multiple seeds the cut might consist of several planar regions -for example, regions around the seeds, severing the blood vessel multiple times -instead of a desired single region. A natural solution to this problem is to enforce "contiguity" of the cut; similar concepts are known as a "connectivity prior" [14] and a "topology preserving cut" [6, 15] .
A cut separating the source vertices S from the sink vertices T is a set of vertices containing every vertex in S and no vertex from T -we refer to these cuts as (S, T )-cuts. An (S, T )-cut is minimum if the sum of the weights of edges connecting a vertex in the cut set to a vertex outside the cut set is the smallest possible across all (S, T )-cuts. For planar graphs embedded in the plane, we consider a cut to be contiguous if a region formed by connecting the neighborhoods around each cut vertex along edges and through faces shared by these vertices is simply connected, see Figure 1 and the formal definition in Section 2.
We present an O(n) algorithm that produces a uniformly random contiguous minimum cut separating a single source vertex from a set of sink vertices in a positively weighted undirected planar graph embedded in the plane. The algorithm uses O(n 3 ) preprocessing time during which it computes the number of all contiguous minimum (s, T )-cuts for a source s and a set of sink vertices T . Note that there could be exponentially many such cuts. Optimization problems with multiple optimum solutions have been recognized as drawbacks in computer vision, see, e. g., [10] . In such cases, random sampling can be used to gather various statistical data on the solutions, or the user can be given a choice between several randomly generated solutions.
We note that heuristics and approximation algorithms have been proposed for finding regions of various connectivity requirements [14, 15] ; however, to the best of our knowledge, our work is the first polynomial-time provably correct exact algorithm for such a problem.
The earliest works considering the problem of counting minimum cuts in a graph date back to the 1980's. Ball and Provan [1] showed that for a single source and a single sink, the problem reduces to the problem of counting maximal antichains in a poset. In particular, this poset is the directed acyclic graph obtained by finding an acyclic maximum flow, constructing the corresponding residual graph, and contracting each strongly connected component into a single vertex. This implies that the problem is #P -complete for general graphs [13] . Recently, building on [1] , a polynomial-time algorithm was developed for the single-source-single-sink variant for planar graphs [2] , using, as the first step, the same reduction to the maximal antichains. However, the reduction can not be applied in the contiguous multi-sink case, as the contractions can "bypass" vertices lying in the region defined by the contracted component.
We present a novel reduction that preserves the contiguity of the cuts by selectively contracting certain edges within the strongly connected components, as well as edges that connect vertices from different strongly connected components. This yields a planar directed acyclic multi-graph in which we need to count antichains satisfying a contiguity requirement -we call them contiguous forward cuts. Additionally, we present a new contiguity variant of the cut-cycle duality, where we represent contiguous forward cuts as special kinds of tours of the dual graph -we refer to them as non-crossing. This notion is similar to the so-called non-self-crossing cycle, but with the restriction that the tour forms a star-like shape with respect to every face.
Then we form an acyclic subgraph of the dual graph by "cutting" the primal graph along a tree connecting the source and sink vertices. We decompose each tour into paths in this subgraph where every pair of consecutive paths is joined by a single edge in the dual graph. Moreover, the paths can be sampled independently and are guaranteed to not cross. This allows us to use dynamic programming to obtain the final count of all non-crossing tours. While the proof of correctness is quite involved, the final algorithm is reasonably simple, as summarized in Algorithms 1 and 2.
For completeness, we mention recent works dealing with maximum flows and minimum cuts in planar graphs. Borradaile and Klein [3] gave an O(n log n) algorithm for the single-source-single-sink acyclic maximum flow. Borradaile, Sankowski, and Wulff-Nilsen [5] produce a minimum single-source-single-sink cut for any source-sink pair in time proportional to the size of the cut, after an initial O(n polylog n) preprocessing time. Italiano, Nussbaum, Sankowski, and Wulff-Nilsen [11] give algorithms for undirected planar graphs that break the O(n log n) time barrier. Recently, Borradaile, Klein, Mozes, Nussbaum, and Wulff-Nilsen [4] gave an O(n log 3 n) algorithm for maximum flow from multiple sources to multiple sinks. While all these algorithms are very ingenious, as far as we know, none of them produce the respective cut counts (or samples).
Finally, we remark that we do not know of any polynomial-time algorithms counting or sampling all minimum single-source multi-sink cuts in planar graphs (i. e., not just contiguous cuts). Similarly, the problem is open for simple cuts (i. e., cuts where the graph induced by the cut vertices is connected). In both cases Ball and Provan's reduction can be applied but it is unclear how to count the corresponding sets of antichains. In the case of general cuts, an antichain might correspond to a set of several tours, not just one. In the case of simple cuts, an antichain corresponds to a cycle and our dynamic programming technique does not guarantee to not repeat vertices across different path segments. The case of contiguous cuts with multiple sources and multiple sinks is also open.
The paper is organized as follows. Section 2 contains preliminaries, Section 3 describes how to reduce the problem to the problem of counting contiguous forward cuts in a planar directed acyclic multi-graph, Section 4 describes the representation of contiguous forward cuts via non-crossing tours in the dual graph, and Section 5 describes the main dynamic programming algorithm, followed by the sampling procedure. The proofs are omitted due to space constraints.
Preliminaries
Let G = (V, E, w) be a weighted undirected connected planar graph with edge weights w :
The value of the cut C is the sum of all edge weights of edges leading out of C -formally,
Given a directed graph H = (V H , E H ), we say that a cut C ⊆ V H is a forward-cut if there is no edge leading into C, i. e., there is no edge (u, v) 
A flow network is a directed graph G = (V, E, c) where c : E → R + defines non-negative edge capacities. Let s, t ∈ V , s ̸ = t, be two vertices called the source and the sink, respectively. A flow from s to t is a function f : E → R + 0 satisfying the following properties: (1) capacity constraint: f (e) ≤ c(e) for every e ∈ E, and (2) flow conservation:
The value of the flow f is the sum of the values of flow edges out of s minus the sum of the values of the flow edges into s, i. e.,
A flow is said to be maximum if it has the largest possible value among all flows from s to t (we also refer to such flows as s-t flows). A flow is said to be acyclic if the set of edges with positive flow value {e ∈ E | f (e) > 0} does not contain a directed cycle.
The residual graph of the flow f , denoted
, is a weighted directed graph where E f contains the following two types of edges: (1) for every e = (u, v) ∈ E with f (e) < c(e), the set E f contains a forward edge e = (u, v) with weight w f (e) = c(e) − f (e), and (2) for every e = (u, v) ∈ E with f (e) > 0, the set E f contains a backward edge e ′ = (v, u) with weight w f (e ′ ) = f (e). The following theorem describes Ball and Provan's reduction. 
Theorem 1 ([1, 2]). Let G = (V, E, w) be a connected positively weighted undirected graph and let
s, t ∈ V , s ̸ = t. Let G ′ = (V, E ′ ,
c) be a flow network obtained by including, for every edge
(u, v) ∈ V , two directed edges (u, v) and (v, u) in E ′ with capacities c(u, v) = c(v, u) = w(u, v
)-cuts in G is in bijection with the set of forward-(t,ŝ)-cuts in H by mapping a forward-(t,ŝ)-cut
C H ⊆ V H to the (s, t)-cut C = ∪ x̸ ∈CH x. Moreover, if G is connected,
then H, viewed as an undirected graph, is connected, and if G is planar, then H is planar. The graph H can be obtained in time O(|V
Next we define contiguous cuts that give rise to a contiguous region in the plane -a concept useful for many segmentation applications, see, e. g., [6, 14] for a discussion of several contiguity concepts. For a planar (directed or not) graph G = (V, E) embedded in the plane and a set of vertices C ⊂ V , we define R(C), a set of points in the plane, as follows. We start with the union of all faces that contain a vertex from C on their boundary. Then, for every vertex not in C, we remove an ε-neighborhood around this vertex. Finally, for every edge between two vertices that are both not in C, we remove an ε-neighborhood around this edge.
(By ε-neighborhood we mean the set of points in the plane with distance ≤ ε from the vertex or edge. We choose ε so that the ε-neighborhood does not intersect with non-adjacent edges or contain other vertices in the planar drawing of G.) We say that C is contiguous if R(C) forms a simply connected region in the plane, i. e., if the boundary of R(C) splits the plane into exactly two regions. See Figure 1(a)-(d) . Informally, in the grid graph the contiguity concept means a "corner-connected" region without holes.
To put contiguous cuts in perspective with the standard cut-cycle duality, we note that contiguous cuts are not dual with the so-called non-self-crossing cycles. Consider Figure 1 (e) where a non-self-crossing cycle separates the cut vertices from the remaining vertices, yet the cut is not contiguous.
Finally, to simplify our language, for a directed planar graph embedded in the plane, we refer to the two faces neighboring an edge e = (u, v) as the left face of e (when traversing e from u to v, this face is on the left) and the right face of e (the other face). We use the same terminology when describing regions bounded by directed paths/cycles. By a clockwise traversal of the boundary of a face (or a planar simply connected region) f we mean listing the edges on the boundary of f in the clockwise order as seen from the viewpoint of somebody standing inside f .
Reduction to contiguous forward cuts
In this section we present an algorithm that reduces the problem of counting all contiguous minimum (s, T )-cuts to the problem of counting all contiguous forward-(T ,ŝ)-cuts in a planar directed acyclic (multi)graph. On the surface this statement seems analogous to Theorem 1: we can create a super-sink connected to every sink by an ∞-weighted edge and apply the original reduction. However, this can result in contracting a cycle consisting of edges that are not minimumcut edges into a single vertex while "bypassing" the area inside the cycle. Hence, noncontiguous cuts become contiguous forward cuts, as demonstrated in Figure  2 . To avoid such problems, we designed a new reduction (Algorithm 1) that selectively contracts and removes edges to preserve contiguity.
Fig. 2. Contiguous (s, T )-cuts in G vs. contiguous forward-(T ,ŝ)-cuts in H.
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Theorem 2. Let G = (V, E, w) be a connected undirected planar graph embedded in the plane, w > 0. Let s ∈ V and T ⊆ V , s ̸ ∈ T . Algorithm 1 decides whether there exists a contiguous minimum (s, T )-cut in G. If yes, it constructs a directed acyclic (multi)graph H
′ = (V ′ H , E ′ H ) embedded in the plane, a vertex s ∈ V ′ H ,
and a set of verticesT ⊆ V ′ H such that the set of all contiguous minimum (s, T )-cuts in G is in bijection with the set of all contiguous forward-(T ,ŝ)-cuts in H ′ . The algorithm runs in time O(|V | 3 ). Moreover,T is the set of vertices of indegree 0 in H ′ andŝ is the only vertex of outdegree 0 in H ′ .
What happens when we apply Algorithm 1 to the graph from Figure 2 ? We will keep two edges from the middle vertex toŝ, as shown in Figure 3(a) , preventing the "illegal" contiguous forward cut from Figure 2(d) . A graph where Algorithm 1 needs to deal with self-loops is shown in Figure 3 Let (a, a) be the self-loop formed by ei in
if s ̸ ∈ a then 10:
The self-loop splits the plane into two regions: let R be the region that does not contain s.
11:
if all vertices inT are in R then 12:
Get H 
Non-crossing tours
In this section we classify contiguous forward-(T ,ŝ)-cuts as certain types of tours (i. e., cycles that are allowed to repeat vertices) in the dual planar graph. While these tours may revisit faces (i. e., vertices in the dual graph), they cannot "selfcross," as defined below. First, recall the standard definition of a directed planar dual. For a directed planar (multi)graph H = (V H , E H ) embedded in the plane, we define the dual (multi)graph H D = (V D , E D ) as follows: V D is the set of all faces of H and for every edge e ∈ E H we include an edge from f 1 to f 2 in E D where f 1 and f 2 are the left and the right face of e, respectively.
Next we define a "non-crossing" tour and the "inside" and the "outside" regions defined by the tour. Notice that a non-crossing tour can be drawn in the plane in a "non-selfcrossing way". Notice also that drawing a tour in a non-self-crossing way does not imply that the tour is non-crossing, as demonstrated in Figure 5 (c). 
Definition 1. Let H
′ = (V ′ H , E ′ H ) be a
connected planar directed acyclic (multi) graph embedded in the plane and let H
′ D = (V ′ D , E ′ D ) be its dual graph. Let d 1 , d 2 , . . . , d ℓ , d i ∈ E ′ D for i ∈ {1, . . . , ℓ}, be a tour in H ′ D . Let f 1 , . . . ,Lemma 1. Let H ′ D = (V ′ D , E ′ D ) be
Counting and sampling contiguous minimum (s, T )-cuts
In this section we prove the main theorem of the paper: 
O(|V | 3 ). A uniformly random contiguous minimum (s, T )-cut can be produced in additional linear time.
By Lemma 1, we know that it suffices to count all non-crossing tours separatingŝ fromT in the dual graph H ′ D . Even though counting cycles or tours in planar graphs tends to be #P -complete [8, 9, 12] , we show that the problem of counting non-crossing tours in H ′ D can be solved in polynomial time. In particular, we decompose the tour into paths (that cannot repeat vertices) and then we count (or sample) each path type separately. The counting algorithm combines the paths using dynamic programming.
Before we state the decomposition lemma, we define a "restricted dual" graph that, unlike the dual graph H ′ D , will be guaranteed to be acyclic. The definition will use a "tree" of edges in H ′ that connectsT toŝ. We need some additional terminology before stating the decomposition lemma. Suppose we reverse the edges of A and perform a depth-first traversal fromŝ, going through the neighbors of the current vertex in the counterclockwise order, starting from the edge we used to get to the vertex. Lett 1 ,t 2 , . . . ,t k be the order in which we visited the vertices inT (we refer to this order as the A-induced order of vertices inT ). Lett k+1 :=t 1 . For every i ∈ {1, . . . , k} we define a wedge as follows. Let v be the first common successor oft i andt i+1 when restricted only to edges in A. The path fromt i to v, using only edges in A, forms the left path of the wedge; similarly, the path fromt i+1 to v, using only edges in A, forms the right path. Every edge e ∈ A is in two wedges: the left and the right wedge of e, for which e lies on the right and the left path, respectively. See Figure 6 (a).
Observation 1 Let H
′ = (V ′ H , E ′ H ) be′ d = (V ′ d , E ′ d ) of H ′ as follows: V ′ d is
Lemma 2. The graph H
In addition to the A-induced order of vertices inT , we also define the Ainduced order of pairwise independent edges in A as follows. Let e 1 , e 2 , . . . , e q ∈ A, where for every i ̸ = j, e i is not a successor of e j in A. Suppose that we perform the same depth-first traversal of A as described in the previous paragraph. Then, if we visit the edges e 1 , e 2 , . . . , e q in this order (or its cyclic rotation), we say that the edges are ordered in the A-induced order of edges, see Figure 6 (b).
We say that edge e 1 ∈ A is j wedges apart from e 2 ∈ A if there are j − 1 intermediate vertices fromT between e 1 and e 2 . More precisely, let v be the first common successor of e 1 , e 2 when using only edges in A. Connect the starting vertices of e 1 and e 2 by a curve in the plane so that the curve does not touch any of the edges in A. Then, consider the region on the right of the e 1 -v path in A, on the left of the e 2 -v path in A, and bounded by the curve; if it contains exactly j − 1 vertices fromT , we say that e 1 is j wedges apart from e 2 , see Figure 6 (c).
The following lemma describes how to decompose a non-crossing tour that separatesŝ fromT into paths in the restricted dual graph H We conclude the paper with two remarks. First, the running time bound O(n 3 ) is tight. This can be seen by forming a graph with three paths of length n/3 starting at the same vertex s and ending at t 1 , t 2 , t 3 , respectively (except for s, the paths are disjoint). Second, the O(n 3 ) preprocessing time might seem prohibitively large for larger data sets. We note that in practice the graph H ′ , formed by contracting a typically very sizable set of edges, is likely going to be significantly smaller than the original graph. Combining this with a faster network flow algorithm [4] , the overall running time becomes much more practical.
