Risk is not always avoidable, but it is controllable. The aim of this paper is to present new techniques which use the stepwise regression analysis to model and evaluate the risks in planning software development and reducing risk with software process improvement. Top ten software risk factors in planning software development phase and thirty control factors were presented to respondents. This study incorporates risk management approach and planning software development to mitigate software project failure. Performed techniques used stepwise regression analysis models to compare the controls to each of the risk planning software development factors, in order to determine and evaluate if they are effective in mitigating the occurrence of each risk planning factor and, finally, to select the optimal model. Also, top ten risk planning software development factors were mitigated by using control factors. The study has been conducted on a group of software project managers. Successful project risk management will greatly improve the probability of project success.
Introduction
Despite much research and progress in the area of software project management, software development projects still fail to deliver acceptable systems on time and within budget. Much of the failure could be avoided by managers' pro-active maintenance and dealing with risk factors rather than waiting for problems to occur and then trying to react. Project management and risk management have been proposed as a solution to preserve the quality and integrity of a project by reducing cost escalation [1] . Due to the involvement of risk management in monitoring the success of a software project, analyzing potential risks, and making decisions about what to do about potential risks, the risk management is considered the planned control of risk. Integrating formal risk management with project management is a new phenomenon in software engineering and product management community. In addition, risk is an uncertainty that can have a negative or positive effect on meeting project objectives. Risk management is the process of identifying, analyzing and controlling risk throughout the life of a project to meet the project objectives.
However, an intelligent performance analysis approach is adapted for decision making to select the optimization techniques to apply in real world problem solving approach particularly related to industrial engineering problems [2] . In addition, the goal of risk management is early identification and recognition of risks and then actively changing the course of actions to mitigate and reduce the risk [3] . In the process of understanding the factors that contribute to software project success, risk is becoming increasingly important. This is a result of the size, complexity and strategic importance of many of the information systems currently being developed. Today, we must think of risk as a part of software project lifecycle which is important for a software project survival. On the other hand, risk management aims to read risks as improvement opportunities and provide inputs to growth plans [4] .
In our paper, we identified software planning risk factors and risk management techniques that guide software project managers to understand and mitigate risks in software analysis development projects. However, Software Development Life Cycle, according to [5] , is the process of creating or altering systems, and the models and methodologies that people use to develop these systems. Also, it includes the following phases: planning, analysis, design, implementation, and maintenance. In addition, we focused on the planning phase. During this phase, the group that is responsible for creating the system must first determine what the system needs to do for the organization (new requirements gathering) and evaluate existing system/software. Risk management is a practice of controlling risk and the practice consists of processes, methods and tools for managing risks in a software project before they become problems [6] .
This study will guide software managers to apply software risk management practices with real world software development organizations and verify the effectiveness of the modelling techniques on a software project. We hope that the approaches will succeed in the software risk management methodology, which will improve the probability of software project success. The objectives of this study are: to identify the software risk factors of planning software development in the Palestinian software development organizations, to rank the software risk factors in planning software development according to their importance, severity and occurrence frequency based on data source, to identify the activities performed by software project managers, to model and evaluate the identified risks in the planning of software development.
According to Taylor, we should apply techniques consistently throughout the software project risk management process [7] Risk management is a practice of controlling risk and the practice consists of processes, methods, and tools for managing risks in a software project before they become problems [6] . Therefore, Boehm talked about value-based risk management, including principles and practices for risk identification, analysis, prioritization, and mitigation [8] .
Literature Review
Previous studies had shown that risk mitigation in software projects are classified into three categories -namely, qualitative, quantitative and mining approaches. Firstly, quantitative risk is based on statistical methods that deal with accurate measurement about risk or lead to quantitative inputs that help to form a regression model to understand how software project risk factors influence project success. Furthermore, qualitative risk techniques lead to subjective opinions expressed or self-judgment by software manager using techniques, namely scenario analysis, Delphi analysis, brainstorming session, and other subjective approaches to mitigate risks. Elzamly and Hussin [9] improved quality of software projects of the participating companies while estimating the qualityaffecting risks in IT software projects. The results show that there were 40 common risks in software projects of IT companies in Palestine. The amount of technical and non-technical difficulties was very large. Khanfar, Elzamly, et al. [10] , the new technique used the chi-square ( 2 ) test to control the risks in a software project. However, we also used new techniques which are the regression test and effect size test proposed to manage the risks in a software project and reduce risk with software process improvement [11] . Furthermore, we used the new stepwise regression technique to manage the risks in a software project. These tests were performed using regression analysis to compare the controls to each of the risk factors to determine if they are effective in mitigating the occurrence of each risk factor implementation phase [12] . In addition, we proposed the new mining technique that use the fuzzy multiple regression analysis techniques to manage the risks in a software project. However, these mining tests were performed using fuzzy multiple regression analysis techniques to compare the risk management techniques to each of the software risk factors to determine if they are effective in mitigating the occurrence of each software risk factor [13] . Further, the fuzzy regression analysis modelling techniques are used to manage the risks in a planning software development project. Top ten software risk factors in planning phase and thirty risk management techniques were presented to respondents [14] . In addition, we identified and managed the maintenance risks in a software development project by using fuzzy multiple regression analysis [15] . Also, we proposed new mining techniques that use the fuzzy multiple regression analysis techniques with fuzzy concepts to manage the software risks in a software project. Top ten software risk factors in analysis phase and thirty risk management techniques were presented to respondents. However, these mining tests were performed using fuzzy multiple regression analysis techniques to compare the risk management techniques with each of the software risk factors in order to determine if they are effective in reducing the occurrence of each software risk factor [16] . Also, the paper aimed to present a new mining technique to identify the risk management techniques that are effective in reducing the occurrence of each software implementation risk [17] . In addition, we proposed the new quantitative and mining techniques to compare the risk management techniques to each of the software maintenance risks in order to identify and model if they are effective in mitigating the occurrence of each software maintenance risk in software development life cycle [18] . Furthermore, we presented the stepwise multiple regression analysis technique and Durbin Watson technique to reduce software maintenance risks in a software project [19] .
The authors continue the effort to enrich the managing software project risks considering mining and quantitative approach with large data set. Two techniques are introduced, namely stepwise multiple regression analysis and fuzzy multiple regression to manage the software risks [20] . This paper aims to present new techniques to determine if fuzzy and stepwise regression are effective in mitigating the occurrence of software risk factor in the implementation phase [21] . Finally, risk management methodology that has five phases: risk identification (planning, identification, prioritization), risk analysis and evaluation (risk analysis, risk evaluation), risk treatment, risk controlling, risk communication and documentation relied on three categories or techniques such as risk qualitative analysis, risk quantitative analysis and risk mining analysis throughout the life of a software project to meet the goals [22] . Although there are many methods in software risk management, software development projects have a high rate of risk failure. Thus, if the complexity and size of the software projects are increased, managing software development risk becomes more difficult [23] . There are several software risk management approaches, models, and frameworks according to a literature review.
Top 10 Software Risk Factors in
Planning Software Development Phase
We displayed the top ten software risk factors in planning software development project lifecycle that is most commonly used by researchers when studying the risk in software projects. However, the list consists of the 10 most serious risks to a project ranked from one to ten, each risk's status, and the plan for addressing each risk. These factors need to be addressed and thereafter they need to be controlled. 
Empirical Strategy
Data collection was achieved through the use of a structured questionnaire and historical data to assist in estimating the quality of software through determining risks that were common to the majority of software projects in the analyzed software companies. Top ten software risk factors and thirty control factors were presented to respondents. The method of sample selection referred to as 'snowball' and distribution of personal regular sampling was used. This procedure is appropriate when members of homogeneous groups (such as software project managers, IT managers) are difficult to locate. Seventy six software project managers participated in this study. The project managers that participated in this survey came from specific, mainly software project management in software development organizations.
Respondents were presented with various questions, which used scales 1-7. For presentation purposes in this paper and for effectiveness, the point scale is as follows: For choices being labeled 'unimportant' equals one, and 'extremely important' equals seven. Similarly, seven frequency categories were scaled into 'never' equals one and 'always' equals seven. All questions in software risk factors were measured on a seven-point Likert scale from unimportant to extremely important and software control factors were measured on a seven-point Likert scale from never to always. 
Correlation Analysis
Clearly, the preceding analysis states that there are correlations between determining variables besides correlation between risk factors and all determining control factors. However, the equation of Correlation Coefficient is the following:
Regression Analysis Model
Regression modeling is one of the most widely used statistical modeling techniques for fitting a response (dependent) variable Y as a function of predictor (independent) variables X i (multiple regression).
Indeed, software risk factor is a dependent variable while control factors are independent variables. A linear equation between one dependent and many independent variables may be expressed as: 
Stepwise Regression (Adds and Removes Variables)
According to [50] , [51] , stepwise regression method (SRM) combines and alternates between forward selection and backward elimination. At each step, the best remaining variable is added, provided it passes the 5% significance level, and then all variables currently in the regression are checked to see if any can be removed, using the greater than 10% significance criterion. In addition [51] , the MSRA method is a stepwise optimization process of the multiple regression analysis method. Also, a stepwise-regression method is applied which systematically adds and removes model components based on statistical test to automatically identify the risks for a large scale data in operation [52] . Therefore [50] , SRM is particularly useful when we need to predict a dependent variable from a (very) large set of independent variables.
Coefficient of Determination
Coefficient of determination (R 2 ) is the proportion of variation in the observed values of the response variable Y that is explained by the regressionŶ [49] :
According to [49] , regression sum of squares (RSS) is the variation in the observed values of the response variable Y that is explained by the regressionŶ, while total sum of squares (TSS) is the variation in the observed values of the response variable Y.
Durbin-Watson Statistic (D)
Durbin-Watson statistic is an index that tests for autocorrelation (the relationship between values separated from each other by a given time lag) in the residuals (prediction errors) from a statistical regression analysis (http://www.investo-
Consequently, we will avoid using independent variables that have errors with a strong positive or negative autocorrelation, because this can lead to an incorrect forecast for the dependent variable. However, the value D always lies between 0 and 4 the defined D-W statistic as:
where N is the number of observations. Table 2 . Mean score for each risk factor (planning software development). Table 4 . Mean score for each control factor.
Ranking of Importance of Risk Factors for Project Managers' Experience

Frequency of Occurrence of Controls
Relationships Between Risks and Control Variables
Regression technique was performed on the data to determine whether there were significant relationships between control factors and risk factors. These tests were performed using stepwise regression analysis model to compare the controls to each of the risk planning software development factors to determine and evaluate if they are effective in mitigating the occurrence of each risk factor. Significant relationships between risks and controls, being important for the optimal models, are presented in the continuation. This study presents the model for software risk management within planning software development process.
R1: Risk of 'Low Key User Involvement' compared to controls. 
However, we will avoid independent variables that have errors with a strong positive and negative correlation in the stepwise multiple regression model, because this can lead to an incorrect prediction based on independent variables.
R2: Risk of 'Unrealistic Schedules and
Budgets' compared to controls. 
No autocorrelation).
R3: Risk of 'Misunderstood / Unrealistic
Scope and Objectives (Goals)' compared to controls. 
R4: Risk of 'Insufficient / Inappropriate
Staffing' compared to controls. 
R5: Risk of 'Lack of Senior Management
Commitment and Technical Leadership' compared to controls. have a positive impact value of 0.268 and 0.254, respectively, multiple correlation is R=0.423 and the value of R 2 is 0.179. This means that the model (Table 26) 
R7: Risk of 'Lack of an Effective Software
Project Management Methodology' compared to controls. Table 29, Table 30, Table 31 , and Table 32 show that the obtained significant values are less than the selected significant value of  = 0.05, so there is a positive correlation between Controls 24, 25 and Risk 7, respectively. In addition, Control 24 has an impact on Risk 7, and the results show that Control 24 has a positive impact value of R=0.394 and the value of R 2 is 0.155. This means that the model (Table 30) 
Conclusions
The concern of our paper are the modelling risks of planning software development. The results show that all risk planning software projects were very important, and important in software project manager's perspective, whereas all Controls are used most of the time, and rather often. This study incorporates risk management approach and planning software development to mitigate software project failure by using stepwise multiple regression technique. These tests were performed using regression analysis (stepwise regression), in order to compare the Controls to each of the risk factors, to determine and evaluate if they are effective in mitigating the occurrence of each risk factor, and, finally, to select the optimal model. Only significant relationships between risks and controls were reported. C24: Ensuring quality-factor deliverables and task analysis, C27: Combining internal evaluations by external reviews, C25: Avoiding having too many new functions on software projects, C5: Developing and adhering a software project plan.
10 Absence of historical data (templates). C4: Develop prototyping and have the requirements reviewed by the client. ever, we reported the control factors in risk management approach were mitigated on risk planning software development factors in Table 45 . Through the results, we found out that some controls don't have impact, so the important controls should be considered by the software development companies in Palestinian. In addition, we cannot obtain historical data from database before using certain techniques. As future work, we intend to apply these study results on a real-world software project to verify the effectiveness of the new techniques and approach on a software project. We can use other techniques to manage and mitigate software project risks, such as neural network, genetic algorithm, Bayesian statistics, and other artificial intelligence techniques.
Appendix
Appendix illustrates models with an intercept (from Savin and White) 
