In recent years, correlation filter (CF) based tracking methods have attracted more attention due to its low computational complexity and excellent performance. Most CF based tracking methods adopt CNN features of multiple layers to train the tracker for better performance. These methods fuse CNN features of multiple layers directly, and cannot make full use of the valuable information contained in the CNN features. In this paper, an adaptive multi-features aware correlation filter method is proposed. By extracting several basic features, different combinations of CNN features are formed. The proposed method can select an optimal feature combination for tracking adaptively according to the object appearance at the current frame. Experimental results show that the proposed method can track different challenging sequences robustly. By evaluating on the OTB-100 dataset, it can be found that the proposed method is advantageous compared with the state-of-the-art methods.
I. INTRODUCTION
Visual tracking is one of the most important and difficult tasks in computer vision. It is widely used in various fields such as video surveillance, automatic driving, robotic services and so on [1] - [5] . By giving the initial position and scale of the object, visual tracking can locate the object robustly [6] - [8] . Because there are many uncertainties of object during tracking, such as occlusion, deformation, fast motion, etc., how to design a tracker with high accuracy and robustness is still a research focus.
Visual tracking methods can be divided into two categories, one is based on the generative model and the other is based on the discriminative model. The generative method models the object in the current frame, and then finds a region most similar to the model as the predicted position of the object in the next frame. The classical generative methods include Kalman filter [9] , particle filter [10] , mean-shift [11] and so on. The discriminative method first takes the target region as The associate editor coordinating the review of this manuscript and approving it for publication was Anandakumar Haldorai. a positive sample and the background region as a negative sample. Then a machine learning method is used to train the classifier. Finally, in the next frame, the trained classifier is employed to find the optimal region as the predicted target. Up to now, most tracking methods with good performance are based on the discriminative models. Both the convolution neural network (CNN) based method and the correlation filter (CF) based method belong to the discriminative model, which is the similarity between them.
The CNN based method can obtain an end-to-end CNN based tracker through a large number of data training [12] - [18] . This method has high accuracy when tracking and performs well in complex scenes. But it lacks training samples, and the online fine-tuning mechanism leads to a slow tracking speed. In recent years, the CF based method has gained great attention due to its excellent performance and high detection speed [19] . The CF based method collects positive and negative samples around the target, and solves a least squares problem to train the filter. By exploiting the diagonalization property of the circulant matrix in the Fourier space, the solution can be transferred to the frequency domain, which greatly reduces the computational complexity [20] , [21] .
The detection features of the CF based methods have developed from the traditional handcrafted features (such as raw pixels [19] , HOG [22] , [23] and Color Names (CN) [24] ) to the more powerful CNN features [25] - [27] . The CNN features are extracted from a pre-trained CNN model, which contains lots of semantic information.
However, most methods only use multi-layer CNN features [28] - [30] or fuse these features directly [31] - [34] , which cannot exploit the maximum potential of these features. In HCF [31] , three different layers of CNN features are applied to the tracker separately. HCF first trains a tracker with deep-layer features to locate the target position coarsely, which can find an approximate range of the object. Then, accurate positioning from coarse to fine is performed by utilizing the remaining lower two-layer features. In CFWCR [33] , a CF training method combining deep features and shallow features is proposed. CFWCR first assigns larger weights to deep-layer features and smaller weights to shallow-layer features. Then two features are fused for tracking. The reason is that deep-layer CNN features contain more semantic information and contribute more to tracking. Both methods focus more on deep features. But when the target is disturbed by the intra-class distractors, it may cause tracking failure. In addition, C-COT [26] and ECO [35] treat deeplayer and shallow-layer features equally in fusion, which cannot deal with all tracking scenes. MCCT [36] provides an adaptive way to fuse different features. With the help of the tracking results of several previous frames, MCCT utilizes the bounding box detected by different features to evaluate a best feature for tracking. Although there are a few CF based methods on multi-feature adaptive fusion, it still has much room for improvement.
In this paper, an adaptive multi-layer CNN features aware CF based tracker (AMFAT) is proposed. Different from the CF based methods which directly fuse multiple features, we provide various combinations of different features. The tracker can select a best feature combination adaptively according to the state of the object, which improves the tracking robustness.
The key contributions of our method are summarized as follows:
We proposed a correlation filtering tracking method based on adaptive selection of multi-features. The proposed method provided a variety of combinations of multiple CNN features. In each frame, the tracker can select a feature which is most suitable for the object appearance according to the response scores of different features.
We proposed a method for combining multiple features. Compared with the single feature fusing method, the proposed multiple combination method can better cope with different situations, such as deformation, occlusion, fast motion and so on.
We proposed a feature fusion evaluation method that combined the Peak-to-Sidelobe Ratio (PSR) and distance of the obtained response map. According to the maximum score of the evaluation method, the tracker will select a best feature for tracking.
The main structure of our paper is presented as follows. In Section 2, we introduce the development of the CF based tracking methods. In Section 3, we mainly describe the proposed method. In Section 4, we give some experimental results and evaluations. The last part is the conclusion.
II. RELATED WORKS
Applying correlation filters to tracking can be traced back to the minimum output sum of squared error (MOSSE) filter proposed by Bolme et al. [19] . MOSSE utilizes the convolution theorem to transfer the solution process of the filter to the frequency domain, which greatly reduces the computational complexity, and the frame rate exceeds 600 frames. Heriques et al. propose the CSK [20] and KCF [21] methods. In CSK, the filter is trained by using cyclic samples and the kerneltrick. KCF extends the multi-channel HOG features for tracking based on CSK. Martin et al. propose a multi-channels color name (CN) feature to extend the CSK filter, which also achieves good performance [24] . HOG is a gradient feature and CN is a color feature, they can complement each other very well. So up to now, the combination of HOG and CN is still the first choice for manual features in some tracking methods.
SAMF and DSST solve the scale problem in visual tracking. SAMF [37] adopt seven scales to calculate the response of the object instead of one scale. In DSST [38] , Martin et al. train translation and scale filters respectively. Both filters can use different methods and features, and the application is more flexible. However, because it needs to train an additional filter, the computational complexity is high. Subsequently, a fast DSST (fDSST) [39] method is proposed. By reducing the feature dimensionality with PCA and QR-factorization, the calculation speed is greatly improved.
The CF based method is difficult to tackle the boundary effect, and the error sample generated by the boundary effect will lead to the degradation of classifier performance [21] , [38] . SRDCF [23] expands the detection area of the object, and adds a spatial regularization term to the loss function to suppress the influence of the background area. In order to fuse the responses of features with different resolutions, C-COT [26] trains a continuous filter. Through the interpolation operation, the feature map is transferred to the continuous spatial domain, which improves the positioning accuracy. Because the C-COT model is too large and the objective function is too complex, the tracking speed is very slow. ECO [35] optimizes C-COT in many aspects to improve the tracking performance and speed.
What's more, some methods enrich the objective function by adding different constraints. DRT [28] adds the reliability weight and the local response consistency constraint to the objective function. The reliability weight describes the importance of different regions in the bounding box, and the local response consistency constraint is used to reduce the difference between different regions of the target. DRT solves the problem that the bounding box may be misled by unreliable regions, which reduces the tracking drift. STRCF [29] adds a temporal regularizer to the objective function. The temporal regularizer can better adapt to the appearance variation of the object, so that the tracker can locate the target successfully when the scene is occluded. In LADCF [30] , the constraint of the objective replaces the 2 -norm with the 1 -norm. The 1 -norm constraint makes the filter parameters sparse, which not only accelerates the solution, but also removes most of the useless parts of the filter parameters.
DeepSRDCF [25] can be considered as the first successful combination of CNN features and CF in tracking. Deep-SRDCF replaces the HOG feature of SRDCF [23] with the single-layer CNN feature, which improves the tracking performance greatly. HCF [31] goes further than the single-layer CNN feature used in DeepSRDCF. Based on the KCF [21] framework, it combines multi-layer CNN features, in which the high-layer CNN features provide semantic information, and the shallow-layer provides texture information to locate the target step by step. In UPDT [32] , a quality measure method is proposed. Based on the proposed quality measure, UPDT designs a loss function that combines deep features and shallow features. By minimizing the loss, the optimal combination of the two features can be obtained. Similar to UPDT, MHIT [34] trains three correlation filters independently according to the CNN features of three different layers, and then gets the weights of the three filters by solving a quadratic loss. After fusion, the final response of the object can be obtained and applied to tracking.
In recent years, more and more deep learning (DL) methods have been applied to visual tracking. DLT [40] is the first method to employ a deep CNN model to a tracking task. It proposes the idea of offline pre-training and online finetuning, which alleviates the problem of insufficient training samples. FCNT [41] builds a GNet and a SNet, and each net generates a foreground heat map respectively. Finally, the distracter detection is employed to determine which heat map to use to output the final tracking results. In the experiment, it is found that FCNT is not robust to occlusion, and the proposed update strategy still has room for improvement.
MDNet [13] trains the CNN model with the ground-truth. It contains shared layers and multiple branches of domainspecific layers. Each branch is responsible for classifying the target, and the shared layers are obtained by training each domain iteratively. In this way, the shared layers acquire the ability to describe general objects, and the domain-specific layers can solve the problem of inconsistent target classification of different sequences.
SiamFC [14] first applies the Siamese Network to visual tracking. It proposes a fully-convolutional siamese structure. The advantage of full convolution is that it can process images of any size. SiamFC calculates the correlation between sequence and the ground-truth, and locate the object with the highest similarity as the target position. SiamFC does not need to fine-tune the model and runs at a high speed, which breaks the limitation of deep CNN tracking methods that cannot meet the real-time requirement.
With the application of CNN features to the CF based methods, the tracking performance of the CF based method has been improved again with the help of the powerful representation capabilities of CNN features. And with the idea of CF, the correlation filter layer is added to the CNN framework for end-to-end training (such as CFNet [15] and DCFNet [12] ), which makes the tracking accuracy and the tracking speed of the CNN based methods reach a higher level. Therefore, with the continuous development of these two methods, the differences between them are disappearing gradually, and the mutual integration and promotion have become their development direction.
III. PROPOSED METHOD
In this section, we first revisit the based tracking framework. Then we introduce the multi-feature selection method. At last, we describe the proposed AMFAT method.
A. BASED TRACKING FRAMEWORK
The traditional CF tracking framework is built upon the discrete domain, and each feature channel have the same resolution [21] , [23] . In our method, we learn our filter to get different resolution of feature channels [26] . Each sample
j is first interpolated through an interpolation operator J d in order to get different resolution maps,
where N d represents the sampling resolution of x d j and x d [n] represents the index of the discrete spatial variable n. b d ∈ L 2 (T ) is an interpolation function, where L 2 (T ) is a Hilbert space. For each interpolated sample J d {x d }(t), the object confidence function s (t) = S f {x}(t) can be obtained by correlating with the filter f = f 1 , f 1 , . . . f D defined in the continuous domain, as shown in (2) .
Our goal is to get each f d through learning. By defining the desired convolution output y j ∈ L 2 (T ) of S f {x j }, the object cost function can be expressed as follows:
where α j represent the impact of each sample and w represent the spatial penalty function. By employing the Conjugate Gradient method, the continuous filters f can be learned through minimizing (3) iteratively.
B. FEATURE PROVISION AND SELECTION
With the rapid development of deep neural networks, CNN features extracted from pre-trained models have shown good performance in visual detection and tracking. CNN features in different layers contain different information. When the layers increase, the resolution of the feature map becomes lower, the texture details become less, but the semantic information becomes more abundant.
The deep features are more robust for tracking. Because it contains a large amount of high-dimensional semantic information, it is more adaptable to the appearance changes of objects, such as rotation and occlusion. However, its spatial resolution is so low that it is impossible to locate the target precisely. What's more, when the object is disturbed by the intra-class distractors, the deep features cannot distinguish the target, which results to tracking drift or tracking failure. The shallow features have high spatial resolution and contain a lot of detail information such as textures and colors, which can locate the object accurately. But if the object is slightly deformed, the shallow features may not be able to distinguish the object correctly.
Most existed CF based methods simply provide one feature combination. Only one feature combination cannot deal with scenes of diverse complex changes effectively. In order to handle with different tracking scenes and reveal the discriminant ability of CNN features in different layers, we propose a multiple feature combination method. We first extract the outputs of the conv1, conv3 and conv5 layers from the VGG-M [42] network as shallow, medium and deep features, respectively. And then, similar to MCCT [36] , it can form seven features according the combination of the three basic features, as shown in Table 1 . The combination of multiple features can deal with different tracking situations better. For example, when the object appearance is clear and the tracking state is stable, the tracker may select features with more shallow information (feature I, feature II or feature IV). When the object is polluted, the shallow features cannot find the object accurately, so the tracker may select the features with more deep information (feature III, feature VI or feature VII) to find the object from the pollution.
C. ADAPTIVE MULTI-FEATURES AWARE TRACKER
In order to select an optimal feature for each frame, we propose a feature evaluation method. Each feature first outputs a response map, and then based on this response map, an optimal score can be calculated for tracking. Our evaluation method combines mutual-evaluation E mutual (i) and selfevaluation E self (i). The mutual-evaluation E mutual (i) is to evaluate the validity of this feature through other remaining features. The self-evaluation E self (i) evaluates the feature itself by its own response. The mutual-evaluation E mutual (i) is calculated based on different responses, and can be expressed as:
where d ij represents the distance between the response of feature i and featurej, d max represents the maximum of all distances and k represents the index of the remaining six feature responses. Figure 1 shows the bounding boxes of different features in 2 sequences. When k j=1 d ij is large, the response center of feature i is far away from the other rest response maps, so feature i is unsuitable for tracking, as shown in Fig. 1(a) . when k j=1 d ij is small, feature i has a strong ability to describe the object appearance. The feature with the highest score is most suitable for tracking at the current frame, as shown in Fig. 1(b) .
The self-evaluation E self is calculated based on each feature itself, which can be expressed as
where P i denotes the PSR [43] of feature i, and P max denotes the maximum of the PSR among all features. When P i is larger than P j , the response map of feature i is sharper than feature j. It means that feature i is more suitable to describe the object. Figure 2 shows the response maps and their PSR of different features when the object is clear and polluted, respectively. When the object is clear (Fig. 2(a1) and Fig. 2(a2) ), the PSR of shallow feature (such as feature I) is higher, and its response map is sharper. Therefore, the tracker may choose shallow features for accurate positioning. When the object is occluded or blurred (Fig. 2(b1) and Fig. 2(b2) ), the PSR of deep feature (such as feature VI and feature VII) is higher. The semantic information contained in the deep features may enable the tracker to capture the object in time.
The final evaluation score Score (i) is calculated as:
where β reflects the emphasis of the evaluation method between E mutual (i) and E self (i). A feature fusion method is also proposed in MCCT [36] . In MCCT, the feature score is expressed based on the overlap ratio of each bounding box. In order to find the bounding box of each feature, MCCT needs to be solved at multiple scales, which requires lots of computation. In addition, MCCT relies on the results of several previous frames for calculating, which also consumes memory. The proposed method only needs to utilize the response maps of different features at the current frame, so the solving process is simple and fast. The whole flow of the proposed feature selection method is shown in Fig. 3 . In each frame, the tracker selects the feature with the highest score for tracking adaptively based on our evaluation method. Fig. 4 shows the feature selection in Sequence Girl2. As can be seen from Fig. 4 , when the object is suffered from deformation and occlusion (Frame 118), the tracker selects features with more deep information, so that the target can be found more easily. When the object appearance is clear (Frame 333), the tracker selects features with more shallow information for accurate positioning.
D. MULTI-SCALE SEARCHING STRATEGY
In the detection step, we adopt a multi-scale searching strategy. Similar to the SAMF [37] framework, for each new frame, we first build a feature pyramid with a scale layer S. For a target with the size P × R, we cut out an image patch of size a n P × a n R around the target, where a represents the scale factor, and n ∈ ( −S − 1/2 , . . . , S − 1/2 ). In our method, we choose 7 scales, i.e. S = 7, and a is assign to 1.02. When detection, we calculate the response of the candidate image patches on S layers, and then compare them with the obtained previous target. The response with the largest value is considered as the output.
IV. EXPERIMENTS
In this section, we first provide the implementation environment and set the values of some parameters. And then, we evaluate the proposed method on a challenging video dataset. At last, we analyze the evaluation metrics of the proposed method against state-of-the-art methods.
A. IMPLEMENTATION DETAILS
Our method is running under MATLAB R2015b with a 2.5GHZ i7 CPU and a 4 GB memory. We employ MatCon-vNet to extract the CNN features with a GEFORCE GX 860M GPU.
We utilize the OTB-100 dataset [44] which containing 100 sequences for evaluation. The OTB-100 dataset is also labeled with different attributes, which can reflect different VOLUME 7, 2019 difficulties in visual tracking, such as scale variation, occlusion, deformation, fast motion and so on. We adopt two evaluation metrics to evaluate our tracker, i.e., the precision plot and the success plot. The precision plot describes the percentage of frames whose center distance is less than different distance thresholds. The center distance refers to the distance between the center position of the bounding box estimated by the algorithm and the center position of the ground-truth. The success plot describes the percentage of frames when the intersection over union (IOU) between the bounding box and the ground-truth is greater than a threshold. What's more, we adopt the one-pass evaluation (OPE) method. OPE initializes the first frame with the position of the ground-truth, and then runs the algorithm to get the precision and success plot.
Except the emphasis factor β has not been set, other important parameters have been given in the paper. To set a best β, we perform a ablation experiment on the OTB-100 dataset to compare the effects of different β. Fig. 5 shows the scores of different β on the precision plots and success plots. It can be seen that the tracking performance is the best when β = 0.9. Therefore, we fixed β to 0.9 in the subsequent comparison experiments. What's more, the proposed method runs at a mean of 1.4fps. If we want to further improve the tracking speed and save memory, the PCA can be used to reduce the dimension of the extracted features. What's more, we can delay to update the module in several frames for improving the tracking efficiency.
B. COMPARISON WITH STATE-OF-THE-ART
We compared the proposed AMFAT with 12 state-of-theart trackers, including 9 CF based trackers, C-COT [26] , ECO-HC [35] , DeepSRDCF [25] , HDT [45] , Staple [46] , SRDCF [23] , SAMF [37] , KCF [21] , DSST [38] and 3 deep learning based trackers, SiamFC [14] , DCFNet [12] , CNN-SVM [47] . We first provide the precision plots and success plots of all trackers on the OTB-100 dataset, as shown in Fig. 6 . When the location error threshold exceeds 15, the precision of the proposed AMFAT is always the highest. The precision of AMFAT is 91.1% when the location error threshold is 20, which exceeds the CF based trackers C-COT (90.2%) by 0.9%, ECO-HC (86.7%) by 4.4% and DeepSRDCF (86.2%) by 4.9%. In the overall performance of the success plots, the success rate of AMFAT is always higher than other trackers when the overlap threshold exceeds 0.2. The success rate of AMFAT is 68.6% when the overlap threshold is 0.5, which exceeds C-COT (67.9%) by 0.7%, ECO-HC (65.2%) by 3.4% and DeepSRDCF (64.5%) by 4.1%. The good tracking performance of AMFAT should be attributed to its multi-feature adaptive selection strategy. For each frame, AMFAT can calculate the score of different feature combinations, and then select a feature which is most suitable for the current scene according to the score. When the object is polluted, the proposed multi-feature adaptive evaluation method is easier to adapt to the changes of the object appearance. Furthermore, we evaluated the proposed AMFAT and other trackers in 11 challenging attributes summarized in the OTB-100 dataset. Fig. 7 shows the success plots of trackers in different attributes. It can be seen from Fig. 7 that the proposed AMFAT surpasses other trackers in 7 of the 11 attributes, and has achieved the second place among the remaining 4 attributes. This shows the effectiveness of the proposed tracker no matter in which kind of challenging factors.
In addition, we provide a qualitative comparison between trackers in 7 sequences selected from the OTB-100 dataset. Fig. 8 shows the tracking results of 6 trackers (AMFAT, C-COT, ECO-HC, SiamFC, SRDCF and KCF) in Sequence Bird1, Sequence Bolt2, Sequence Diving, Sequence Ironman, Sequence Shaking, Sequence Box and Sequence Dragonbaby. In Sequence Bird1, the bird leaves out of the view in several frames. When the bird appears in the field again (#183), the proposed AMFAT can still capture the target. But C-COT and other trackers cannot locate the bird accurately again. In subsequent frames (#235, #254, #262), AMFAT can cope with bird deformation when the bird flaps its wings. Similarly, in Sequence Diving, the athlete also suffers from deformation (#162, #181, #207), AMFAT can track the athlete according to the appearance. ECO-HC, SRDCF and KCF work well when athletes suffers from slight deformation (#100, #162, #181), but they fail when the deformation become large (#207, #212). In Sequence Bolt2, when suffered from intra-class distractors, C-COT, SRDCF and KCF move from tracking Bolt to tracking other runners in several frames (#12, #17, #26). But AMFAT can always track Bolt robustly without being disturbed. In Sequence Ironman, the Ironman encounters the motion blur while fighting (#149, #152). This factor may reduce the ability of the tracker to describe the target. But the proposed AMFAT performs well under the motion blur situation. But C-COT and other trackers drift away, causing tracking to fail (#147, #158). In Sequence Shaking, the object encounters illumination variation. Illumination variation can change the brightness of the target instantaneously, which makes tracking difficult. But AMFAT can overcome the influence of illumination variation very well. What's more, similar results can be found in Sequence Box and Sequence Dragonbaby.
V. CONCLUSION
In this paper, an adaptive multi-features aware correlation filter method is proposed. The proposed method utilizes the CNN features of different layers, and an optimal feature combination is selected for tracking based on the obtained evaluation score. Moreover, a feature fusion evaluation method is proposed. Experimental results show that the multi-feature adaptive fusion method achieves better tracking performance even for polluted objects. Compared with some state-of-theart methods on OTB-100 dataset, the proposed method shows robustness and effectiveness. ZHENG CHANG received the B.S. degree in automation from the Huazhong University of Science and Technology, China, in 1999. He is currently a Professor with the Shenyang Institute of Automation, Chinese Academy of Sciences. His research interests include pattern recognition, photoelectric imaging, and image processing. VOLUME 7, 2019 
