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Although General Relativity (GR) is very successful in the explanation of the gravitational dynamics of
massive bodies and the large scale structure of the universe, it cannot be brought into accordance with
quantum theories that account for quantum effects on microscopic scales. In addition, certain extensions
of GR seem to provide an alternative explanation for dark matter or cosmological inflation. To this end and
for the pure sake of testing the pillars of GR, various alternative theories have been proposed. Gravitational
Waves (GWs) are a unique tool to verify whether GR is the true underlying theory of gravitation or whether
an alternative model has to be preferred. Among the strongest sources of GWs are coalescing supermassive
black hole (SMBH) binaries with masses of about 104 − 1010M. GWs from SMBH binaries are in the
frequency band of the planned space-based GW detector eLISA, that aims to be launched in 2034 and
could provide excellent tests of GR. From a data analysis perspective, when working in the post-Newtonian
(PN) approximation of Einstein’s field equations, GR waveforms from SMBHs are entirely characterised
by their set of PN coefficients. An accurate measurement of these coefficients will allow us to put strong
constraints on the free parameters of alternative theories in the relativistic, strong-field regime. Such tests
are highly necessary, as the presence of an alternative theory could corrupt parameter estimation or even
prevent detection when using GR templates.
In the first part of this work, we investigate how the introduction of higher harmonics to the gravitational
waveform of SMBHs with arbitrary spin-precession changes parameter estimation in the context of a Classic
LISA detector. Higher harmonics enrich the gravitational waveform with extra information about the orbital
dynamics of the observed binary system and hence allow us to break degeneracies among the binary and the
theory parameters to some extent. Working in the stationary phase approximation (SPA) and restricting
us to quasi-circular SMBH inspirals only, we introduce six theory parameters that account for modified
gravity and truncate the waveform at second PN order. In order to find the error distributions for the
theory parameters, we use the Fisher matrix formalism and carry out Monte Carlo simulations for 17
different mass configurations. We find that the use of higher harmonics is mandatory for total redshifted
masses ¦ 107M while for lower masses the errors with and without the use of higher harmonics are
comparable. We compute the correlations among the theory and the binary parameters and explore up to
what maximum redshifts deviations of 1-10% in the theory parameters are still detectable. As a practical
application, we compute an optimal lower bound on the Compton wavelength of the graviton. In addition,
we investigate the breakdown of the different approximations used when approaching the last stable orbit
in the presence of spin-precession.
In the second part, we propose the use of time domain waveforms for tests of GR instead of relying on
frequency domain waveforms, since numerical Fourier transforms have become considerably faster since
the conception of the SPA. To this end, we introduce modifications to a 2PN time domain waveform and
relate it at leading order to a modified waveform in the SPA. We use then a Markov Chain Monte Carlo
algorithm to test up to what modifications the eLISA detector is still able to detect non-GR waveforms with
GR templates. Moreover, we determine at what point the deviations are so strong that a fundamental bias
is introduced into parameter estimation and non-GR templates have to be used, even though GR templates
could still be sufficient for detection. We demonstrate that for corrections coming in beyond 1PN order
in phase and frequency, GR waveforms are sufficient for both detecting and estimating the parameters
of alternative theory signals. However, for theories introducing corrections at 0PN and 0.5PN order, GR





Obwohl die Allgemeine Relativitätstheorie (ART) die Dynamik von schweren Körpern und die grobe Struk-
tur des Universums sehr erfolgreich erklärt, sind bisher alle Versuche sie mit Quantentheorien zu vereinen,
die sich mit Quanteneffekten auf der mikroskopischen Skala beschäftigen, gescheitert. Ausserdem schei-
nen gewisse Erweiterungen der ART eine alternative Erklärung für dunkle Materie oder kosmologische
Inflation zu liefern. Zu diesem Zweck, und um die Fundamente der ART genauer zu überprüfen, sind
diverse alternative Gravitationstheorien vorgeschlagen worden. Gravitationswellen sind ein einzigartiges
Werkzeug um zu testen, ob die ART die grundlegende Theorie der Gravitation ist oder ob ein alternatives
Modell zu bevorzugen ist. Unter den stärksten Quellen von Gravitationswellen findet man miteinander ver-
schmelzende, superschwere schwarze Löcher (SMBHs) mit Massen von etwa 104−1010M. Die von solchen
Systemen ausgehenden Gravitationswellen fallen in den Frequenzbereich des geplanten satellitenbasier-
ten Gravitationswellen-Detektors eLISA, dessen Start für 2034 geplant ist und der exzellente Tests der ART
liefern könnte. Da wir in der post-Newton’schen (PN) Approximation der Einstein’schen Feldgleichungen
arbeiten, sind die von SMBHs ausgehenden Wellenformen in der ART aus einer Datenanalyse-Perspektive
mit ihrem Satz von PN-Koeffizienten komplett charakterisiert. Eine genaue Messung dieser Koeffizienten
wird es uns erlauben, die freien Parameter von alternativen Theorien im relativistischen Bereich mit starken
Gravitationsfeldern bedeutend einzuschränken. Solche Tests sind äusserst notwendig, da die Anwesenheit
einer alternativen Theorie zu einer fehlerhaften Parameterschätzung führen oder die Detektion mittels
ART-Templates sogar ganz verhindern könnte.
Im ersten Teil dieser Arbeit untersuchen wir, wie die Schätzung von Parametern von SMBHs mit präzedie-
renden Spins im Kontext eines klassischen LISA-Detektors verändert wird, wenn zusätzlich Oberschwin-
gungen der Gravitationswelle eingeführt werden. Oberschwingen bereichern die Gravitationswelle mit zu-
sätzlicher Information über die Dynamik des beobachteten Zweikörpersystems und erlauben uns so, ver-
schiedene Entartungen der System- und Theorieparameter zu einem gewissen Ausmass zu brechen. Wir
arbeiten in der Stationary Phase Approximation (SPA) und beschränken uns auf SMBHs, die auf quasi-
kreisförmigen Bahnen ineinanderfallen. Dazu führen wir sechs zusätzliche Theorieparameter ein, die ei-
ne modifizierte Gravitationstheorie berücksichtigen, und brechen bei quadratischer PN-Ordnung ab. Wir
wenden den Fisher-Matrix-Formalismus an um die Fehlerverteilung der Theorieparameter zu finden und
führen dazu Monte-Carlo-Simulationen für 17 verschiedene Massenkonfigurationen durch. Das führt uns
zur Tatsache, dass für totale Massen ¦ 107M Oberschwingungen zwingend berücksichtigt werden müs-
sen, während für leichtere Massen die Fehler mit und ohne Oberschwingungen etwa gleichwertig sind.
Wir errechnen die Korrelationen zwischen den Theorie- und den Systemparametern und geben maximale
Rotlichtverschiebungen an, bei denen Abweichungen von 1-10% immer noch detektierbar sind. Als ein
praktisches Beispiel berechnen wir eine optimale untere Schranke für die Compton-Wellenlänge des Gravi-
tons. Ausserdem untersuchen wir das Versagen der verschiedenen benutzten Approximationen, wenn sich
die schwarzen Löcher ihrer letzten stabilen Umlaufbahn nähern und berücksichtigen dabei die Anwesenheit
präzedierender Spins.
Im zweiten Teil dieser Arbeit schlagen wir vor, statt wie bisher mit Wellen im Frequenzraum zu arbei-
ten, für Tests der ART Wellen im Zeitraum zu benutzen, da numerische Fouriertransformationen seit der
Konzeption der SPA wesentlich schneller geworden sind. Dazu modifizieren wir eine 2PN Wellenform im
Zeitraum und setzen sie in führender Ordnung in eine Beziehung zu einer modifizierten SPA-Wellenform im
Frequenzraum. Anschliessend benutzen wir einen Markov-Chain-Monte-Carlo-Algorithmus um zu testen,
zu welchem Ausmass der eLISA-Detektor nicht-ART-Wellenformen mit ART-Templates noch finden kann.
Weiterhin bestimmen wir, wann die Abweichung der geschätzten Parameter so stark wird, dass ein fun-
damentaler systematischer Fehler vorliegt und nicht-ART Templates benutzt werden müssen, obwohl die
iii
iv
ART möglicherweise noch immer zu einer Detektion führt. Wir zeigen, dass ART-Templates für Korrekturen
höher als die 1PN-Ordnung in Phase und Frequenz ausreichend für die Detektion und Parameterschätzung
des Signals der alternativen Theorie sind. Für Theorien, die Korrekturen in der 0PN- oder 0.5PN-Ordnung
einführen, sind die ART-Templates jedoch nicht in der Lage, den gesamten Parameterraum abzudecken;
hier werden nicht-ART-Templates für die Parameterschätzung benötigt.
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In 1916, almost one hundred years ago, Albert Einstein showed that his earlier devised theory of general
relativity (GR) admits wave-like solutions on the spacetime manifold, so-called gravitational waves (GWs).
GWs propagate with the speed of light and locally ’stretch and squeeze’ spacetime. After Einstein had
published his results, a long argument started among the community whether GWs really carry energy or
whether they are just an artifact of gauge freedom. It was in the 1960s when Joseph Weber started to
build so-called resonant-mass detectors, that were made of a piezo-electric material and were expected to
respond to a possible GW strain with an electric signal. Already in 1967, he published a paper where he
claimed to have detected a GW signal. However, his results where (most certainly rightfully) discredited by
the community, since nobody expected GW amplitudes to be as strong as Weber claimed to have detected.
In fact, GWs are extremely weak since the coupling constant of GR, that is of the order of G/c4 ∼ 10−45,
makes the response of spacetime to time-varying matter sources extraordinarily stiff. As a consequence,
length scales suffer only a relative change of the order of ∆L/L ∼ 10−20 − 10−22 under the action of a
GW from a source at cosmological distance. In 1974, however, Robert Hulse and Russel Taylor provided
evidence for an indirect detection of GWs. They noticed that the observed orbital period of the binary pulsar
PSR B1913+16 is decreasing with time and could successfully explain this decay with energy loss through
gravitational radiation as predicted by GR. Hulse and Taylor were awarded with the Nobel prize in 1993
for this discovery that ended all discussions whether or not gravitational waves are real, physical effects. In
1992, Kip Thorne, Ronald Drever and Rainer Weiss founded the Laser Interferometer Gravitational-wave
Observatory (LIGO) that aims for a detection of GWs through the observation of phase interference in
a Michelson-type laser interferometer. LIGO consists of two sites, one in Hanford, Washington and one
in Livingston, Louisiana, that use laser interferometers with arm lengths of 4 km each. Along the way,
other laser interferometers have been constructed around the world, such as Virgo in Italy and GEO600 in
Germany. Currently, LIGO and Virgo are being upgraded and should hopefully provide a first direct GW
detection within the next decade. On about the same time scale, pulsar timing arrays that observe the
arrival time differences of pulses coming from different pulsars are expected to be ready for a detection of
GWs in the nHz regime. In Japan, the KAGRA detector that is placed in an underground tunnel and uses
cryogenic mirrors is currently under construction.
Ground-based laser interferometers are limited by noise of mainly seismic and thermal nature and are
confined to frequencies in the Hz-kHz regime. To this end a space-based detector, the Laser Interferometer
Space Antenna (LISA), has been proposed, that orbits around the Sun behind the Earth and forms a giant
triangle of laser arms with lengths of a few million kilometers. Starting as a joint mission between NASA
and ESA, LISA has now been established as an ESA-only mission (eLISA) and aims to be launched in 2034.
Already in mid-2015, an exploratory mission probing the technologies required for a LISA-like detector,
LISA-Pathfinder, will be sent into space. eLISA will open the window of millihertz GW astronomy and
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will allow us to observe the strongest sources of GWs that are currently known: supermassive black hole
(SMBH) binaries. Black holes are possible endpoints of collapsed stars and possess an event horizon beyond
which no escape from them is possible. Consequently, we are ignorant of the inner structure of black holes
and are only left with the models provided by GR.
Gravitational waves will not only improve our understanding of astrophysical objects and the structure
of the universe, but they will also allow us to perform tests of GR to an unpreceded accuracy. Alongside
the development of GR, also theories that describe the microscopic universe to very high precision were
devised and could be unified to quantum field theories that are able to describe electromagnetic, strong and
weak forces in the same theoretical formalism. However, all attempts to unify such theories with GR have
hitherto failed. Consequently, both theories are considered to be limiting cases of a possible grand unified
theory and a failure of GR at some point is expected. To this end and in order to explore other features
that are currently not explained by GR, many alternative models have been developed over the years.
Through solar system observations, various theories could be constrained or even ruled out. However, a
multitude of alternative theories is still on the table and incorporates free parameters that need far stronger
constraints. This task could be accomplished in an excellent way through space-based GW observations, as
they allow us to map the orbital evolution of SMBH binaries in the relativistic, strong-field regime to high
accuracy. Since the presence of an alternative theory of gravity can potentially change the orbital dynamics
of compact binaries, it can leave an imprint on the emitted gravitational radiation. Data from GW detectors
can thus, once available, be used to provide constraints on alternative theories and verify whether GR is
the true underlying theory or not.
In this thesis, we address the question to what extent a LISA-like detector will be able to constrain alter-
native theories and how large the errors on the parameter estimation are, if we use our GR waveforms to
detect signals that are generated by a non-GR theory. In particular, we work with gravitational waveforms
in the post-Newtonian (PN) approximation and introduce small perturbations to the PN coefficients. If
such a modified waveform template achieves a better fit with a signal present in the detector data, we can
take this as a clue that an alternative theory explains gravitation better.
Outline
The core of this thesis consists of the publications [1] and [2] that are included in Chapters 7 and 8,
respectively. An introduction to the field is provided by the Chapters 2-6.
In Chapter 2, the basic principles of GR and gravitational waves are introduced. To this end, we discuss the
linearised Einstein equations and use a multipole expansion to leading quadrupole order to investigate GW
generation. Finally, we give a brief introduction to the principles of post-Newtonian theory. In Chapter 3,
we unveil the strongest sources of GWs: supermassive black holes. We discuss their orbital configuration
and give their gravitational waveform in the PN approximation. Moreover, we address the impact of pre-
cessing spins. Chapter 4 motivates why one should test GR and discusses possible imprints that alternative
theories of gravity could leave on GWs. We discuss some examples of possible extensions to GR and move
then to more generic features that are not present in GR that one could test for. Finally, we establish how
GR can be verified through tests of its PN coefficients. In Chapter 5, we give an overview of the instru-
mental setup and the orbital configuration of a LISA-like detector and introduce how one deals with noise.
Chapter 6 reviews the essential methods for extracting information about the source from a signal in the
GW detector. To this end, matched filtering and the basic tools for frequentist and Bayesian statistics are
introduced: the Fisher matrix and the Markov Chain Monte Carlo algorithm. In Chapter 7, we investigate
how SMBH binaries on a quasi-circular orbit with precessing spins can be used to constrain alternative the-
ories. In particular, we introduce higher harmonics to a gravitational waveform with modified PN phase
coefficients in the stationary phase approximation to break degeneracies among binary and theory parame-
ters. To this end we use the Fisher matrix formalism and run Monte Carlo simulations for 17 different mass
3combinations. In addition, we investigate the breakdown of different commonly used approximations near
the last stable circular orbit in the presence of spin-precession. In Chapter 8, we propose the use of time
domain waveforms for tests of GR in the context of a LISA-like detector. We use a Markov Chain Monte
Carlo algorithm to explore the impact of relying on a GR template to find a non-GR signal. In particular,
we assess up to what deviations from the PN coefficients of GR the eLISA detector will still be able to detect
non-GR signals with sufficient signal-to-noise ratio, albeit using the wrong waveform model. Moreover, we
identify where the estimated parameters using the ’wrong’ (GR) model start to deviate significantly from
the true source parameters and, consequently, non-GR templates have to be used.
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Chapter2
General Relativity and Gravitational Waves
2.1 General Relativity in a nutshell
The laws of General Relativity (GR) are described by Einstein’s field equations at any point x on a four-
dimensional manifold (which we shall call spacetime) with x = (x0 c t, x1, x2, x3):









Tµν − 12 gµνT

. (2.2)
Here, c is the speed of light, G is Newton’s gravitational constant and t denotes the time coordinate.
To our present understanding, all physical processes in the macroscopic universe are governed by these
equations. The left-hand side renders information about the local curvature of spacetime while the right-
hand side incorporates the local energy-momentum density. It is thus that non-zero energy creates non-zero
spacetime curvature which governs the motion of test-masses. In the words of John A. Wheeler: “Matter
tells spacetime how to curve, and curved spacetime tells matter how to move.”
The energy-momentum density on the right-hand side is represented by the energy-momentum tensor Tµν
which contains all curvature-generating energy fields. The curvature on the left-hand side is expressed via
the Riemann tensor Rρσµν that can be seen as a measure of how parallel-transported vectors change when
transported along two different paths. The Ricci tensor Rµν = Rαµαν and the scalar curvature R = Rµµ are
contractions of the Riemann tensor (repeated indices are always summed over). Because Einstein’s field
equations are formulated only in terms of tensors, they are form-covariant, i.e. they are invariant under the
choice of coordinates. The tensor gµν represents the metric on the curved manifold and allows to express
a length element as ds2 = gµν d xµd xν, where the d xµ are coordinate differentials. The metric tensor is
used in tensor algebra to raise and lower indices.
In order to establish a connection between the Riemann and the metric tensor, one needs to impose an affine
connection that defines the parallel transport of vectors. Conveniently, this is done through the definition
of a covariant derivative ∇∂µ∂ν = Γρµν∂ρ which defines how one tangent space basis vector ∂µ ≡ ∂∂ xµ is
derivated along another basis vector ∂ν at a certain point on the manifold. The symbols Γ
ρ
µν are called
Christoffel symbols, a convenient choice (to enforce ∇g = 0) in terms of the metric is






gµσ,ν + gνσ,µ − gµν,σ

, (2.3)
where ’,’ denotes partial derivation. Similarly, the Riemann tensor can be expressed through Christoffel
symbols and their derivatives:
Rρσµν = ∂µΓ
ρ
σν − ∂νΓρσµ + ΓραµΓασν − ΓρανΓασµ. (2.4)
Test particles on a curved spacetime move on geodesics. A geodesic represents the worldline minimizing



















dτ . In flat space, the metric tensor
reduces to the Minkowski tensor
ηµν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

. (2.6)
It is straightforward that the Christoffel symbols as well as the Riemann tensor vanish in flat space.
This is indeed a very brief review of the concepts behind GR and serves mainly to establish the notions
used throughout this work. More sophisticated reviews can be found e.g. in [3–5].
Conventions
In the following, repeated indices always imply summation, Greek indices stand for four-dimensional vector
indices such as xµ with µ= 0,1, 2,3 and Latin indices refer to three-dimensional spatial vector components
such as x i with i = 1,2, 3. Time derivatives are usually abbreviated with a dot, as for example Φ˙ = dΦdt .
Throughout this work, we use the metric signature (−,+,+,+) of (2.6), such that (by general covariance)
ds2 = gµνdxµdxν = −c2dτ. Boldface symbols stand for three-dimensional vectors such as r with an
absolute value of r. Unit vectors are denoted by a hat, such as nˆ.
2.2 Principles of gravitational wave theory
Gravitational waves are ripples propagating and acting on the spacetime manifold itself. In order to gain
an understanding of how fast they travel and what they exactly do to spacetime, one can introduce a
perturbation to the underlying metric, similar to pulling a string on a guitar. In the following, we build up
basic structures that serve to explore how gravitational waves are generated and how they propagate.
2.2. PRINCIPLES OF GRAVITATIONAL WAVE THEORY 7
2.2.1 Linearisation of Einstein’s field equations
Suppose that we find ourselves in a vacuum far away from gravitational sources, where the flat space
Minkowski metric applies. Adding a perturbation hµν with |hµν|  1 to it results in the perturbed metric
tensor
gµν = ηµν + hµν. (2.7)
To compute the linearised Einstein equations, we follow the ladder from the Christoffel symbols Γρµν up to
the Ricci tensor Rµν. The linear approximation consists of neglecting terms of the order O (h2). To this end,




ηρσ(∂νhµσ + ∂µhνσ − ∂σhµν) +O (h2) . (2.8)








µ∂σhνρ − ∂ µ∂ρhνσ − ∂ν∂σhµρ

+O (h2), (2.9)







∂ α∂µhαν + ∂
α∂νhαµ −hµν − ∂µ∂ν h

+O (h2), (2.10)
where  = ∂µ∂ µ is the d’Alembert operator and h ≡ ηµνhµν is the trace of hµν. The corresponding scalar
curvature is
R = Rµµ = ∂
α∂ µhαµ −h+O (h2). (2.11)

















The above equations can be simplified by expressing them in terms of the trace-reversed metric h¯µν =
hµν − 12ηµν. Then (2.12) simplifies to
h¯µν +ηµν∂ ρ∂ σh¯ρσ − ∂ ρ∂νh¯µρ − ∂ ρ∂µh¯νρ = −16piGc4 Tµν. (2.13)
We can simplify the resulting field equations further by taking advantage of gauge freedom, in analogy to
electrodynamics. An infinitesimal coordinate transformation
xµ→ x ′µ = xµ + ξµ(x), |∂µξν|= O (h) (2.14)
transforms the metric perturbation (at linear order in h) to









∂ x ′ν under coordinate transformations. In terms of the trace-reversed metric, one
finds
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h¯µν(x)→ h¯′µν(x ′) = h¯µν(x)−
 
∂µξν + ∂νξµ −ηµν∂ρξρ

. (2.16)
The gauge transformation (2.14) can be interpreted in a very natural way: we are free to choose our
frame of reference and thus our coordinate system. Although an event is described differently in different
reference frames, it still describes the same physical process. In the context of GR, fixing the gauge means
going to a fixed frame; this is what we are going to do now.
One way to fix the gauge freedom (2.14) is the so-called De Donder gauge (in analogy to the Lorenz gauge
in electrodynamics)
∂ νh¯µν = 0. (2.17)





= ∂ νh¯µν −ξµ, what enables us to achieve
(∂ νh¯µν)′ = 0 by fixing ξµ = ∂ νh¯µν. Thus we find the linearised field equations
h¯µν = −16piGc4 Tµν. (2.18)
By differentiating (2.18) and applying the De Donder gauge, one immediately arrives at the flat space
energy-momentum conservation law
∂ νTµν = 0. (2.19)
Thus, at linear order in h, gravitational waves do not enter the energy-momentum tensor and higher order
will have to be taken into account in order to compute the energy of a GW [6].
To study the propagation of GWs and their interaction with test masses, it is interesting to look at vacuum
solutions of (2.18) where Tµν = 0. There the linearised field equations reduce to
h¯µν = 0. (2.20)
As  = ∇2 − 1c2 ∂ 2t , this implies that gravitational waves travel at the speed of light. Since the De Donder
gauge allows a further coordinate transformation of the form of (2.14) as long as it satisfies ξµ = 0, we
have four additional degrees of freedom ξµ left to simplify our equations. ξ0 can be chosen such that the
trace h¯ vanishes (then hµν = h¯µν). The three spatial components ξi can then be fixed in such a way that
h0i = 0. Then, by applying (2.17), we also find that ∂ 0h00 = 0, i.e. h00 is constant in time and thus we can
fix h00 = 0 for all time. The so-called transverse-traceless (TT) gauge is thus defined by
h0µ = 0, h
i
i = 0, ∂
jhi j = 0. (2.21)
A metric perturbation in the TT gauge will from now on be denoted as hT Ti j . One can easily verify that the
plane wave hT Ti j (x) = ei j(k) e
ikx with kµ = (ω/c,k) and ω/c = |k| solves (2.20) and that ∂ jhi j = 0 can
be interpreted in this case as k jhi j = 0. Here, ei j represents the 4 × 4 polarisation tensor. Without loss
of generality, we pick k = (0,0, 1) for a plane wave propagating in the z-direction. Then, one finds as a
solution in the TT gauge
hT Tab (t, z) =
 h+ h×
h× −h+
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for a plane wave moving along the z-axis and acting on the (x , y) plane with a, b = 1,2 (all other compo-
nents of ei j are zero). Considering an infinitesimal rigid rod lying in the (x , y) plane, its length element
oscillates as
ds2 = (h+dx








Note the mixing of dx and dy in the last term. If one looks at multiple freely-floating point-masses dis-
tributed on a circle, one finds two polarisation modes, a ’+’ (plus) and a ’×’ (cross) polarisation, as depicted
in Fig. 2.1. The indices in the decomposition of hT Tab (t, z) into h+ and h× in (2.22) were chosen accordingly.
Figure 2.1: Gravitational waves allow for two different polarisation modes: plus (left) and cross (right) polarisation.
Here, a GW that travels along the z-axis and acts on the (x , y) plane is depicted.1
It is possible to define a projector which is able to project every metric perturbation onto its transverse-
traceless part. Consider the projection
Pi j(nˆ) = δi j − nin j , (2.24)
which is transverse along the direction nˆ (ni Pi j = 0) and has the trace Pii = 2. This allows us to construct
the Lambda tensor which renders every rank 2 tensor transverse and traceless along nˆ:
Λi j,kl(nˆ) = PikPjl − 12 Pi j Pkl . (2.25)
If we deal with a plane wave hµν in the De Donder gauge, we are able to project it to the TT gauge through
hT Ti j = Λi j,klhkl , (2.26)
where summation is implied for repeated indices. We have destroyed the general covariance of GR by
linearizing it, jumping to a preferred reference frame. It can be shown from geodesic deviation (see e.g.
[6]) that the TT frame is the one where the coordinate difference of two test masses is constant when a
gravitational wave passes by.
So far we have investigated the propagation of perturbations on the spacetime manifold. To gain a deeper
understanding of gravitational waves, we will need to look at the sources that generate them; this will be
covered in the next subsection.
1Picture credit: A. Buonanno [7]
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2.2.2 Weak-field sources in the low-velocity expansion
In the following, let us introduce the idea of a multipole expansion of the linearised field equations, inspired
by [6]. In the previous subsection, we have found using the De Donder gauge (2.20),
h¯µν = −16piGc4 Tµν. (2.27)
It is well-known from electrodynamics that such a differential equation can be solved via a Green’s function
G that satisfies xG(x − x ′) = δ4
 
x − x ′. The Green’s function that fulfills this requirement is commonly
known as the retarded Green’s function and is given by
G(x − x ′) = − 1
4pi|x − x ′|δ(t −
|x − x ′|
c
− t ′). (2.28)
One can then find the solution of (2.27) by integrating over the one-point solutions G(x − x ′):
h¯µν(x) = −16piGc4
∫
d4 x ′ G(x − x ′) Tµν(x ′). (2.29)
Plugging in (2.28) and projecting onto the TT gauge, we arrive at




d3 x ′ 1|x − x ′|Tkl






where nˆ is the unit vector pointing along the propagation direction of the gravitational wave. Now suppose
the energy-momentum density of the source is restricted to a compact zone and the observer is far away
from that source. Without loss of generality, let the coordinate origin be within the source’s center of mass.
Then x ′ lives only within the source while x is a constant vector pointing from the center of mass of the
source to the observer. This yields |x ′|  |x | ≡ r and allows us to approximate to first order that nˆ = x|x |
and
|x − x ′|= r +5x ′ |x − x ′|

x ′=0









Then one finds (to leading order)






d3 x ′ Tkl

tret +





where tret ≡ t − rc is the retarded time. This expression is valid for arbitrary velocities. In the following
we aim to perform a low-velocity expansion of (2.32), assuming that v/c 1, where v is a typical velocity
within the source. This is equivalent to ω|x ′|c ∼ ω x ′·nˆc  1, where ω is a typical angular frequency within






























x ′ · nˆ
c
2





x ini ∂tret Tkl(tret; x
′) + 1
2c2




′) + . . .
(2.33)
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Thus (2.32) can be expressed as




















where the momenta of Ti j are given by
S i j(t) =
∫
d3 x T i j(t, x ), S i j,k(t) =
∫
d3 x T i j(t, x ) xk, S i j,kl(t) =
∫
d3 x T i j(t, x ) xk x l , (2.35)














d3 x T 00(t, x ) x i x j , (2.36)
etc. It is interesting to observe that








d3 x ∂i T
0i = 0, (2.37)
where ∂νT
µν = 0 and the fact that Tµν is compact has been used. It can also be shown that M˙ i and M˙ i j are
the linear and angular momentum of the mass distribution, respectively, by using energy conservation and
integration by parts. Moreover, M¨ i = 0. This means that the first two mass momenta cannot contribute to
gravitational wave emission in GR. However,
M¨ i j = ∂ 20
∫
d3 x T 00 x i x j =
∫
d3 x (∂k∂l T
kl) x i x j = 2
∫
d3 x T i j = 2 S i j . (2.38)
This enables us to write the leading (quadrupole) term of the expansion (2.34) as









kl(t − r/c), (2.39)
where we have introduced the traceless quadrupole moment
Qi j ≡ M i j − 1
3
δi j Mkk =
∫
d3 x ρ(t, x )






with the mass distribution ρ = 1c2 T
00 (in the low-velocity limit). Notice that Λi j,klQkl = Λi j,kl Mkl since
Λi j,klδkl = 0. We are then able to calculate in a straightforward way, by using the explicit form of Λi j,kl in














and thus the polarisation amplitudes for a wave propagating along zˆ are to leading quadrupole order












































The acquired polarisation amplitudes can be generalised to a source at arbitrary spherical angles (Θ,φ)
by rotating (2.42). For self-gravitating systems in the strong-field regime, as for example compact binary
inspirals, it will not be enough to consider only a linearised version of Einstein’s field equations; higher or-
ders will have to be included. This can be done in a rigorous way in the so-called post-Newtonian expansion
of GR that is introduced in the next section.
2.3 The post-Newtonian expansion of GR
The linearised equations computed in Section 2.2.2 give a useful insight into how GWs are generated. The
equations are, however, only applicable in weak gravitational fields which inevitably produce weak gravi-
tational waves. For actual detections, we are interested in the dynamical, strong field regime of GR where
also higher order terms play a significant role. As all the involved gravitational physics are (presumably)
governed by Einstein’s field equations, one has to resort to either numerical methods or analytically ex-
panded solutions. Numerical relativity has the advantage that it is as accurate as the resolution that is used
in the codes; yet it is computationally extremely expensive: binary black hole simulations can last from a
few days up to weeks. Numerical relativity can be very useful to improve our understanding of the physics
behind binary black hole mergers, but it is in practice unfit to do parameter estimation where a large num-
ber of waveform templates are required. In this work we will solely rely on an analytical expansion of the
field equations: the post-Newtonian (PN) expansion which is widely used to describe the orbital dynamics
of gravitational wave sources and the associated GW generation.
The idea behind the PN expansion is that the typical velocities v in a self-gravitating system are always
smaller than the speed of light c, and therefore the quantity ε ∼ v/c (which is usually  1) allows us to
perform a Taylor expansion of Einstein’s field equations. The virial theorem connects typical velocities to
typical gravitational field strengths inside a self-gravitating system, namely v/c ∼pRS/d, where d is the
length scale of the system, RS = 2 GM/c2 is its Schwarzschild radius and M its total mass.
In the following, a sketch of the ideas behind the PN expansion will be presented. Two equivalent ap-
proaches have been developed to this end, the multipolar post-Minkowskian wave generation formalism by
Blanchet and Damour [8–11] as well as the direct integration of the relaxed Einstein equations (DIRE) by
Will, Wiseman and Pati [12, 13]. As in practice the necessary mathematics are rather involved, we give
here only a short introduction to the formalism by Blanchet and Damour.
2.3.1 Relaxed Einstein equations
For the purpose of a rigorous expansion of Einstein’s equations, it is useful to work in so-called harmonic
coordinates and to define the ’gothic’ inverse metric gαβ =
p−detg gαβ and the gravitational field ampli-
tude hαβ = ηαβ − gαβ . By invoking the weak-field limit gαβ = ηαβ + hαβ with |hαβ |  1 that has been
introduced in Section 2.2.1, one can show that
hαβ = ηαβ −q1− hµµ  ηαβ + hαβ+O (h2) = −hαβ + 12ηαβhµµ +O (h2)≈ −h¯αβ , (2.44)
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where h¯αβ is the trace-reversed metric defined in Section 2.2.1 and det(η+h) = −1+hµµ+O (h2). Thus in
the limit of weak fields, the metric perturbation hαβ can be recovered from the gravitational field amplitude
hαβ . By taking into account the harmonic gauge condition ∂α
p−detg gαβ = 0, or equivalently ∂αhαβ = 0,




where = ηµν∂µ∂ν is the d’Alembert operator in flat space and
ταβ = |detg|Tαβ + c4
16piG
Λαβ , (2.46)













2gαµgβν − gαβ gµν (2gλτgεpi − gτεgλpi)hλpi,µ hτε,ν, (2.47)
where Λαβ is made of terms of at least quadratic order in hαβ . Formally, Eq. (2.45) can be solved by







t − |x−x ′|c , x ′;hαβ

|x − x ′| , (2.48)
but as ταβ is a functional of hαβ , there is no easy way to compute (2.48). To this end, the PN expansion
has to be employed, as introduced in the next subsection.
2.3.2 Expansion of the relaxed Einstein equations in the near and the far field zone
In order to solve the relaxed Einstein equations, two different approximations in two different regions of
interest can be applied [10]. If λ = λ/2pi is the reduced wavelength of the GW that is produced by the
source, then we find ourselves in the near field zone for distances r  λ and in the far field zone for r  λ.
In the near field zone (inside the source), one can perform a PN expansion in terms of v/c. To this end,














where it has been accounted for that the leading order component of the energy-momentum tensor τµν is
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what allows to solve them iteratively through
∇2hµνn = 16piGτµνn−4 + ∂ 2t hµνn−2. (2.52)
In the far field zone (outside the source), the gravitational field is weak and a post-Minkowskian (PM)
expansion can be performed: the gravitational field amplitude can be expanded in terms of RS/r or equiv-





and since we are outside of the source (Tαβ = 0), the relaxed Einstein equations reduce to
hαβ = Λαβ , (2.54)

















hαβ1 , . . . ,hαβn−2 . (2.55)
Thus the problem of GW generation can be solved perturbatively using the PN expansion in the near field
zone and the problem of GW propagation can be solved using the PM expansion in the far field zone. A
GW detector will measure gravitational waves as they are in the far field zone; however, the PM expansion
works with Tµν = 0, i.e. the source energy-momentum tensor does not enter the multipolar expansion.
Yet one has to be able to refer the measured GWs to the characteristics of the source. This can be cured
by considering an overlap zone with r ∼ λ where both the PM and the PN expansion are supposed to be
valid. Denoting for PM[..] a multipolar post-Minkowskian expansion in G and for PN[..] a post-Newtonian
expansion in 1/c, in the overlap zone the matching condition
PN[PM[hµν]] = PM[PN[hµν]] (2.56)
must hold. This associates the free parameters of the PM expansion to source parameters such as the total
mass M . In a set of involved computations that require regularisation procedures, the waveforms for the
sources considered in this work, compact binaries, can be derived. We shall not reproduce the calculations
but only list the results in Section 3.3.
Chapter3
Compact Binary Coalescence: Supermassive
Black Hole Binary Inspirals
3.1 Astrophysical context
In Section 2.2.2 we have found that gravitational waves are produced by sources with a non-zero third time
derivative of the quadrupole moment. The first sources that come to mind exhibiting this property are two
masses on a close orbit. Although ordinary stars are in principle massive enough to produce gravitational
radiation, they tend to be tidally disrupted long before reaching an orbital separation where the radiation
is strong enough. However, there exist certain exotic astrophysical objects that can maintain their form as
long until they reach the relativistic regime of gravity - so-called compact objects that are the end-product
of a collapsed star: white dwarves, neutron stars and black holes (BHs). With a radius below the so-called
Schwarzschild radius, BHs are the most compact objects that we know of. At the Schwarzschild radius
RS = 2 Gm/c2, an event horizon is located that lets nothing escape, not even light. Here m is the mass of
the BH that is typically around the mass of our sun, corresponding to a Schwarzschild radius of RS ∼ 3km.
Many galaxies host a supermassive black hole (SMBH) in their center. SMBHs play a crucial role in the
evolution of their host galaxy and their masses are usually in a well-established relation with the bulk
mass of the galaxy. The center of the Milky Way galaxy is believed to harbour a SMBH with a mass of
4.3×106M [14]. As SMBHs have typical masses between 104−1010M, they are thought to have formed
through successive mergers of so-called seed black holes. Such seeds could either be millions of stellar
mass BHs that have formed out of collapsed stars or a few intermediate-mass BHs that could have formed
through the direct collapse of a massive gaseous protogalactic disk. Both processes are still an open field
of research which would greatly benefit from gravitational wave observations [15].
In this work, we are interested in binaries of compact objects, so called compact binaries, that lose energy
and hence orbital separation through the emission of gravitational radiation, until they are deep in the
relativistic, strong field regime and ultimately merge to one final remnant. As neutron star binaries (often
so-called pulsars that emit electromagnetic pulses due to their strong rotation and magnetisation) usually
show velocities of only v/c ∼ 10−3, they are still in the regime of GR where fields are relatively weak. On
the other hand, SMBH binaries can have final velocities of up to v/c ∼ 0.3 and are the strongest sources
of gravitational waves that are currently known.
The coalescence process is usually divided into three stages (Fig. 3.1): The two BHs slowly approach each
other on adiabatically evolving orbits (inspiral) until they reach the last stable orbit and plunge towards
each other. After the merger, the final BH is still very excited and relaxes through emission of quasi-normal
ringdown modes in the form of gravitational radiation.
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Figure 3.1: The three stages of compact binary coalescence: inspiral, merger and ringdown.1
In the following, we will concentrate on the inspiral part of coalescing SMBHs only. The inspiral is, espe-
cially for BH binaries, quite well-modelled in terms of an analytic PN expansion and shows a clean orbital
evolution. We truncate the inspiral waveforms at orbital separations of ∼ 6− 7 GM/c2, as in this region
the post-Newtonian expansion is expected to break down.
3.2 Anatomy of a non-spinning compact binary inspiral
In the rest of this work, we will only consider the pure mechanics of a compact binary inspiral, in particular
the inspiral of two point masses due to the loss of energy through gravitational radiation. We will henceforth
neglect all astrophysical effects, such as accretion disks, additional stars orbiting the binary, etc. According
to [16], this can be done on a safe basis in the GW radiation dominated regime.
3.2.1 Position and orientation of the compact binary in space
The position of the center of mass (COM) of a compact binary in the sky can be expressed with a set
of spherical angles (θ ,φ) relative to a fixed frame tied to the distant stars with the Sun at its center
(see Section 5.1). Equivalently, one can use a unit vector nˆ pointing from the Sun to the source with
nˆ = (cosφ cosθ , sinφ cosθ , sinθ ). Since we are considering cosmological distances between the sources
and the detector, cosmological redshift affects the gravitational waves while they are travelling towards the
detector. This requires the notion of the luminosity distance DL , which is in the ΛCDM model as a function
of the redshift z of a source given by






ΩR(1+ z′)4 +ΩM (1+ z′)3 +ΩΛ
, (3.1)
withΩR = 4.9×10−5, ΩM = 0.3086, ΩΛ = 0.6914 and the Hubble constant H0 = 67.77 km/s/Mpc as found
by the Planck mission [17]. It is important to mention that for a pure gravitational wave observation, there
is no way of discriminating mass and redshift. This is because we can only measure redshifted masses
m (1+ z). Such a degeneracy could be broken with simultaneous electromagnetic observations.
Since the two point masses move on a plane, we need to indicate the tilting angles of this plane. This is
usually done with the inclination angle cos ι = Lˆ · nˆ and the polarisation angle [18]
tanψ=
Lˆ · zˆ − (Lˆ · nˆ)(zˆ · nˆ)
nˆ · (Lˆ× zˆ) . (3.2)
1Picture credit: Kip Thorne
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Here, Lˆ is the unit angular momentum vector of the the binary.
3.2.2 Inspiral dynamics
Having defined the COM position and the orientation of the plane of motion, the inspiral evolution is only
governed by the BH masses m1 and m2. It will later be convenient to also have the notions of the total
mass M = m1 + m2, the reduced mass µ = m1m2/M , the symmetric mass ratio η = m1m2/M2 and the
chirp massM = Mη3/5.
If we set m1 and m2 free at a certain orbital separation r0 and time t0, their following orbital motion
would be well-defined until they have successfully merged. This implies that there is a unique relation for
r = r(t). On the other hand, one can also describe the orbital evolution via the orbital phase Φ(t) that
starts at an initial phase Φ0 = Φ(t0). Initial time and phase are therefore enough to determine the inspiral
of the masses m1 and m2. More commonly, one uses the time and phase at formal coalescence, tc and Φc ,
respectively. The orbital phase as a function of time is then
Φ(t) = Φc −
∫ tc
t
ω(t ′)dt ′, (3.3)
where ω(t) is the angular orbital frequency of the compact binary that is a function of the binary masses
only and has to be determined by post-Newtonian theory. A non-spinning compact binary inspiral can thus
be described by a set of nine parameters:
Θ = {m1, m2, tc ,Φc ,θ ,φ, DL , ι,ψ} . (3.4)
3.2.3 Gravitational waveform structure
In the following we derive the gravitational waveform for a very basic example of a compact binary. Let
us assume that two point-like masses m1 and m2 are orbiting each other with angular frequency ω at a
separation R in the (x , y) plane. The motion is then described in terms of a one-body problem (reduced
mass µ orbiting around total mass M) by x0(t) = (R cosΦ(t), R sinΦ(t), 0), with Φ(t) = Φc −ω(tc − t)
and ω = Φ˙(t) = const. Orbital separation and frequency can be related through Kepler’s third law which
states that ω2 = GM/R3. The 00-component of the energy-momentum tensor of this particular problem is
T00(t, x ) = µc2δ(3) (x − x0) and hence the quadrupole moment is M i j = µ x i0(t)x j0(t), as given by (2.36).
In terms of the coordinates chosen above,
M11 = µR
2 cos2Φ(t), M12 = M21 = µR
2 cosΦ(t) sinΦ(t), M22 = µR
2 sin2Φ(t), (3.5)
and the second time derivatives are
M¨11 = −2µωR2 cos 2Φ(t), M¨12 = M¨21 = −2µωR2 sin 2Φ(t), M¨22 = 2µωR2 cos2Φ(t). (3.6)
When looking face-on onto such a compact binary from a distance r, one thus measures the gravitational
wave polarisation amplitudes (2.39)
h+ = −4(GM )
5/3
rc4




where we have used Kepler’s law to rewrite GµR2ω = (GM )5/3ω1/3. As an immediate conclusion, one
should note that the phase of the gravitational wave is twice the orbital phase of the binary, hence the
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dominant GW frequency comes in at fGW = 2 forb =ω/pi. By applying rotations to the result (3.7), one can
include the effect of arbitrary source orientation angles (θ ,φ), inclination ι and polarisation angle ψ.
In reality, the emission of gravitational radiation will lead to a loss of orbital energy and hence a loss
of orbital separation. The distance between the two binaries will shrink more and more, the orbital fre-
quency (and thus also the gravitational-wave frequency) will increase continuously until the two compact
objects have merged. Towards the relativistic regime, where most of the power is emitted, the linearised
approximation considered here will have failed already for some time; higher orders in terms of a post-
Newtonian expansion will be necessary. In Section 3.3, post-Newtonian waveforms are presented that take
this energy-loss into account.
3.3 Waveform models
In the following, let us introduce the waveform models in the PN expansion that have been established
by the community. As in gravitational wave astronomy usually Fourier transforms of the time domain
waveforms are needed, it can be favourable to work in the stationary phase approximation (SPA).
3.3.1 Time domain
For a non-spinning compact binary inspiral, one can write the orbital energy E and the gravitational wave
flux F as a PN expansion in terms of the dimensionless frequency x , as has been done to 3.5PN for non-
spinning compact binaries by [11, 19–23]:




















































































































where γE is Euler’s constant. Note that the 3.5PN term in the energy function is zero. Energy conservation
yields the balance law which states that
dE
dt
+F = 0, (3.10)
i.e. all energy that is radiated away is removed from the potential energy governing the orbital motion of
the two bodies. In the adiabatic limit, when the timescale for an orbit is much smaller than the typical
timescale for the decrease of orbital separation, i.e. in other words ω˙/ω  1, one can assume that the
inspiral is quasi-circular. This allows us to write down the system




















Since we work with Taylor expansions, there are multiple ways to go forward. A straightforward way
would be to keep the ratio F(x)/E′(x) as it is and solve the differential equations numerically with some
initial values for t and x . This approach is called TaylorT1 (after the nomenclature of [24]). If we do not
keep F(x)/E′(x) as a fraction but expand it again as a Taylor series, we get a different solution, as for
example given by the TaylorT2 formula




























A third approach is the TaylorT3 formula where t(x) is explicitly inverted to find x(t) as a PN expansion.

































































































This enables us to compute






























where we stopped at 2PN order. Through ω(Θ) = dΦdt
dt
dΘ , the angular frequency evolution can easily be
recovered as






































H(0)+,× + x1/2H(1/2)+,× + xH(1)+,× + x3/2H(3/2)+,× + x2H(2)+,×

. (3.19)
The harmonic coefficients H(n)+,× are sums of cosines of multiples of the orbital phase. Explicit expressions
for H(n)+,× can be found in [11]. The dominant contribution comes in at twice the orbital frequency: H(0)+ =
−(1+ cos2 ι) cos 2Φ and H(0)× = −2cos ι sin 2Φ, where ι is the orbital inclination parameter.
A detector measures a strain h(t) that is a linear combination of the above + and × polarisation modes,
depending on the orientation of the source in the sky relative to the detector. As later introduced in Chapter
5, in the low-frequency approximation the individual polarisations can be projected onto the detector arms
by using antenna pattern functions F+,×(θ ,φ,ψ),
h(t) = h+(t) F
+(t) + h×(t) F×(t). (3.20)
Figure 3.2: Plot of a typical gravitational waveform originating from the inspiral of two compact objects, a so-called
chirp. The Doppler modulation arising from the motion of the detector is already included and clearly visible.
3.3.2 Frequency domain
As one usually evaluates the inner product (6.5) in matched filtering (Section 6.1), it is necessary to move
the waveforms given in the previous section to the frequency domain. A Fourier transform of the waveform
(3.19) can be computed either numerically or analytically. To perform the Fourier transform numerically,
the time domain waveform has to be sampled at discrete points in time and a Fast Fourier Transform (FFT)
algorithm has to be used. In appendix A, the signal processing tools needed for such a procedure are
introduced. In general, there is no way of finding an analytical formula for a Fourier transform of (3.19);
however, one can make use of the so-called stationary phase approximation (SPA) which shall be introduced
here in terms of the dominant harmonic. An expansion for full harmonics can be found in Chapter 7.
The dominant harmonic of (3.20) is





(1+ cos2 ι) cos 2Φ(t) F+(t) + 2cos ι sin 2Φ(t) F×(t)

≡ 2 ac(t) cos 2Φ(t) + 2 as(t) sin 2Φ(t). (3.21)
For simplicity, let us first look at the Fourier transform of the cosine part only:





















withψ±(t) = 2pi f t±2Φ(t). The SPA considers only the region of the integral whereψ(t) is stationary, i.e.
ψ˙± = 2pi f ±2Φ˙= 0. The non-stationary part of the phase creates an oscillating term that is summed up by
the integral and contributes only at subleading order. Since for compact binaries we demand that the orbital
phase increases monotonically with time, we demand that Φ˙> 0 and henceψ+(t) has no stationary point.
We shall callψ−(t) henceforthψ f (t). Suppose that t f solves ψ˙ f (t f ) = 0. This is equivalent to 2F(t f ) = f ,
where F(t) = Φ˙/2pi is the orbital frequency and f is the (dominant) gravitational wave frequency of the
compact binary. Hence t f = t( f ), where t( f ) is the timing function (3.14). Let us now expand the
recovered phase around such a stationary point t f . By definition, the first time derivative vanishes; one





= −4piF˙(t f ), (3.23)
and hence the phase can be approximated as
ψ f (t)≈ψ f (t f )− 2piF˙(t f )(t − t f )2. (3.24)
Observing that the amplitude ac(t) is varying much more slowly than the gravitational wave phase, one
can assume that a(t f ) = const in the vicinity of the stationary point and therefore the Fourier integral
(3.22) becomes
h˜c( f )≈ ac(t f ) eiψ f (t f )
∫ ∞
−∞
dt e−ipiF˙(t f )(t−t f )2 =
ac(t f )q
2i F˙(t f )
eiψ f (t f ) =
ac(t f )q
2F˙(t f )
ei(ψ f (t f )−pi4 ), (3.25)




eiψ f (t f )−pi4 for the Fourier transform of the sine part of the waveform. This enables us to write
h˜( f ) =

ac(t f ) + i as(t f )










apol(t f ) e




(1+ cos2 ι)2[F+(t)]2 + cos2 ι[F×(t)]2, φpol(t) = atan2

cos ι F×(t)
(1+ cos2 ι) F+(t)

. (3.27)
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The complex amplitude has been rewritten in terms of z = |z|ei arg(z). The gravitational wave phase can be
found using the PN expanded functions in Section 3.3.1 to be


































truncated at 2PN, where pi4 has been redefined into the phase. Here, in the so-called restricted waveform
(RWF), the amplitude is only taken to leading order, in contrast to the full waveform (FWF) that takes the























and, since through the inversion of F(Θ) one finds Θ( f ), the waveform (3.26) can be expressed as









f −7/6Apol ei(Ψ( f )−φpol). (3.30)
The SPA is valid as long as the amplitude varies on a much slower timescale than the phase. This is enforced














where A(t) is the GW amplitude and Φ(t) is the orbital phase of the compact binary.
3.4 Spinning compact binaries
So far we have considered only non-spinning compact binaries. However, it is expected that most of the
SMBHs have a non-negligible spin that they acquired either in their formation process or during accretion.
This assigns spin vectors S1 and S2 to the two masses m1 and m2. In GR, S1 and S2 couple with the
angular momentum L (spin-orbit) and with each other (spin-spin) through gravito-magnetic effects, what
leads to a precession of both the spins and the angular momentum. The introduction of spins leaves us
with six additional binary parameters that we have to consider in waveform templates: The inclination
ι and the polarisation angle ψ as defined in Section 3.2.1 are relieved from their role and instead we
introduce as binary parameters the orientation angles of the angular momentum unit vector Lˆ, φL and θL ,
and the magnitudes and the orientation angles of the individual spins, χ1,φ1,θ1,χ2,φ2 and θ2. The spin







3.4. SPINNING COMPACT BINARIES 23
Hence the individual spins are given by Si = χi
Gm2i
c (cosφi cosθi , sinφi cosθi , sinθi) and the orbital angular
momentum is expressed as Lˆ = (cosφL cosθL , sinφL cosθL , sinθL). In the following, we review how spin-
precession affects GWs from compact binaries.
3.4.1 Spin-precession
To leading order in spin-orbit and spin-spin couplings, averaged over one orbit and neglecting radiation







































S j − 32(S j · Lˆ)Lˆ

× Si , (3.34)
where i, j ∈ {1,2} and i 6= j. There are no closed-form solutions of this system; thus one has to resort
to numerical methods to find S1,2(t) and L(t). If one neglects radiation reaction, S1, S2 and L precess
around the conserved total angular momentum vector J = S1 + S2 + L. Consequently, as soon as the spins
precess, the orbital angular momentum is not conserved anymore, leading to a precession of the orbital
plane. However, the magnitudes of the spins and the angular momentum are conserved, since it can easily






In the case of spins that are initially both aligned with the angular momentum vector, the spin-precession
equations reduce to
L˙= 0, S˙i = 0. (3.35)
This represents a static equilibrium solution, hence the spins and the angular momentum remain constant
and thus do not precess. It is considered to be quite likely that the spins of SMBHs are mostly nearly
parallel, as accreting gas is thought to align them, resulting in minor misalignment angles of 10−30◦ [28].
In this case, the spins and the angular momentum vectors are expected to precess smoothly around the
total angular momentum (Fig. 3.3).
If one of the individual spins is zero, we choose S2 = 0 here, then we deal with so-called simple precession











L× S = L×Ω, (3.36)













and S = S1 + S2 is the total spin vector. The vectors Lˆ and S1 precess thus around J with a precession






In general, especially if the absolute values of the angular momentum and the spins are of comparable
magnitude, the binary orbital plane can undergo strong precession (Fig. 3.4). Since the spin-precession
equations are proportional to 1/r3, precession dominates particularly towards the last cycles of the inspiral.













Figure 3.3: Spin evolution for an equal mass binary with m1 = m2 = 107M. The individual spins are small enough













Figure 3.4: Spin evolution for a binary with mass ratio of 1.6: m1 = 8×106M, m2 = 5×106M. Because of the large
initial spins, the angular momentum and the individual spins undergo strong precession.
3.4.2 Modified gravitational waveforms
The modification of the gravitational waveform due to non-zero spins and a precession thereof is twofold:
The pure presence of spins alters the conservative orbital energy and the GW flux through gravito-magnetic
effects, leading to an alternative frequency and orbital phase evolution. Spin-precession introduces an
additional modulation to the waveform, as it implies a precession of the orbital plane.
Modified orbital energy and flux
For a binary of spinning compact objects, additional spin-orbit and spin-spin couplings enter the conserva-













Si · Lˆ, (3.39)





aS1 · S2 − b(S1 · Lˆ)(S2 · Lˆ)

. (3.40)
The conservative (non-spinning, NS) orbital binding energy (3.8) is then modified by [30]
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σ (1,3) , (3.43)
truncated at 2PN order. It is worth noting that leading order spin-orbit effects enter here at 1.5PN or-
der while spin-spin effects come in only at 2PN order. Similarly, accounting for non-zero spins leads to
modifications of the GW flux (3.9)





x13/2 β (11, 5) , (3.45)




x7σ (223,48) . (3.46)
Assuming that β and σ are small and can be treated as constants (i.e. they vary on a much slower timescale
than the orbital frequency), we approximate to 2PN order in the adiabatic approximation
dx
dt


































This expression can be used to compute the time-of-frequency relation t(x), which allows us to find x(t)
through series inversion and consequently enables us to compute the orbital phase evolution Φ(t).
Treating β andσ as constants should be fine as long as spin-precession is considerably weak and the preces-
sion timescale is much larger than the orbital timescale (as assumed in the spin-precession equations). In
the stationary phase approximation, one should test carefully whether the conditions (3.31) are violated,
as spin-precession introduces another time-dependent term to the phase [31].
Phase modulation due to precession of the orbital plane
If the orbital angular momentum L undergoes a precession, then the plane of orbital motion moves around
as well. This creates an additional modulation in the waveform which can be modelled by promoting the
orbital phase to Φ(t)→ Φ(t) +δΦ(t) where δΦ(t) is an extra phase modulation term. This modulation is






1− (Lˆ · nˆ)2

(Lˆ× nˆ) · ˙ˆLdt, (3.48)
where nˆ points to the source as introduced in Section 3.2.1.
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In this section, we have established how spin-precession manifests in the phase evolution of the gravita-
tional waveform. By taking such additional information on the orbital dynamics of the binary into account,
the degeneracies introduced through the use of six additional spin parameters can partially be broken. This
is applied in the context of tests of GR in Chapter 7.
Chapter4
Alternative Theories of Gravity
Since the conception of GR, various alternatives to it have been proposed. Because of their large number,
it is crucial to establish a framework to classify them. As our focus is to provide GW astronomy tools that
let the data choose whether GR is the correct theory or not, we content ourselves here by giving only a very
short review of proposed theories and their possible imprints on gravitational waves. Extensive reviews
can be found in [32–34]. In the following, we motivate why it is a good idea to question GR although
it has been tested very well in the past. We then discuss the imprints of alternative theories on GWs and
introduce some examples of theories that are competing with GR. Going to a more general view, we then
introduce tests that check the data for generic features that should be absent in GR. Instead of characterizing
alternative models by a modified action or a particular physical phenomenon, data analysis procedures are
only interested in the set of the PN coefficients provided by those models. As the PN coefficients are just
real numbers, for the sake of testing GR it is therefore (at least in theory) sufficient to consider a linear
space of deformations from the PN coefficients of GR. Such tests are crucial, for if we fail to do them,
parameter estimation could suffer a fundamental bias [35].
4.1 Motivation - Why General Relativity should be questioned
The theory of general relativity has withstood various tests since its conception. Among such are the early,
’classical’ tests that made it widely accepted among the community: the correct prediction of the deflection
of light by the Sun and of Mercury’s perihelion precession. Since then, plenty of tests for different aspects
have been carried out that always ended up in favour of GR [32]. Nevertheless, GR has some theoretical
’shortcomings’ that make it hard to fit it in the picture of cosmology and quantum theory.
On a cosmological scale, GR is not able to provide a mechanism for the process of inflation, i.e. the very
rapid expansion that the universe is assumed to have undergone shortly after the big bang. Inflation is
necessary to explain the origin of the large-scale structure in the universe and the isotropicity of the cosmic
microwave background. Moreover, the rotation velocity curves of galaxies need the presence of additional
invisible gravitational mass in order to be in accordance with theoretical predictions: so-called dark matter
that responds only very weakly to non-gravitational forces. Because all attempts to detect the presence of
any dark matter particle candidate have failed so far, some people would welcome it if GR incorporated
such effects in an intrinsic way without having to rely on exotic forms of matter. Alternative theories such
as Modified Newtonian Dynamics (MOND) have been proposed to account for this. In 1998, supernovae
observations suggested that the known universe expands with an increasing instead of a decreasing velocity.
The mass content of the universe was expected to stop its expansion eventually, but apparently a non-zero
cosmological vacuum energy pushes against the gravitational pull. The simplest model that can account
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for the presently observed acceleration introduces a cosmological constant to Einstein’s equations that
accounts for a non-zero cosmological vacuum energy.
Since quantum theory is very successful in the explanation of physical phenomena on the microscopic scale,
demanding a common intersection with GR and that GR can be treated with the tools of quantum field
theory can be justified. However, all attempts to quantise GR have hitherto turned out to be unsatisfactory.
The fact that the vacuum energy predicted by quantum field theory is about fifty orders of magnitude
higher than the vacuum energy that leads to the current acceleration of the known universe can be seen as
a big clue that none of each theories is able to describe physical phenomena on both the microscopic and
macroscopic scale. This has led to the conception of quantum gravity theories that try to propose a general
relativistic theory that can be quantised.
Such arguments provide reason enough to test the predictions of GR carefully and to consider certain
physically motivated alternative theories. However, it needs to be emphasised that, in contrast to GR,
almost all competing theories considered here suffer from fundamental intrinsic problems [32] and are
therefore to our current knowledge not viable theories. In the following, we shortly review what aspects
of GR can be tested and reserve a special section for gravitational-wave tests.
The fundament of GR is the equivalence principle. Already Newton thought of the weak equivalence principle
(WEP) when he stated that the inertial and the gravitational mass are the same. The WEP is equivalent
to the principle of Universality of Free Fall which states that bodies freely falling in a gravitational field
experience the same acceleration, independent of their mass. GR is based on the Einstein equivalence
Principle (EEP) that incorporates the WEP but demands additionally that the outcome of any local non-
gravitational experiment is independent of the velocity of the reference frame (local Lorentz invariance)
and of the position of the reference frame (local position invariance). The strong equivalence principle
(SEP) extends the EEP to self-gravitating systems. Various tests have constrained the WEP, local Lorentz
invariance and local position invariance to a very high accuracy [32]. This suggests that we can assume
that, even if GR might not be correct, we deal with a theory of gravitation where the motion of matter
can be described through geodesics on a curved spacetime, i.e. with a metric tensor gµν. In the rest of this
chapter, we shall henceforth focus our attention only on metric theories that are endowed with a symmetric
metric gµν which in a local inertial frame reduces to the Minkowski metric ηµν and thus the laws of physics
reduce to special relativity. However, GR seems to be the only theory that incorporates the SEP to its full
extent. All other theories have been shown to violate either the WEP, local Lorentz invariance or local
position invariance; the higher explanation power has to be traded for one of these beautiful fundamental
principles. For example, quantum gravity incorporates the Planck length as a fundamental length scale;
this is a violation of local Lorentz invariance, as there length is not an invariant quantity. In string theory,
additional tensor, vector or scalar fields couple to matter and therefore also pose potential sources for
Lorentz invariance violations. Since we expect GR to fail at the Planck scale, one should consider it to be
quite likely that the SEP/EEP is violated at some level.
It is possible to incorporate violations of the SEP in terms of metric theories by including additional gravi-
tational fields of tensor, vector or scalar nature that couple with matter and produce a different spacetime
curvature than a theory with only a metric tensor gµν. Such extra fields cannot act directly on test bodies,
as matter couples still only to the metric tensor; the metric tensor is however influenced by the additional
fields, providing a different spacetime curvature. As a standard approach to create an alternative to GR,
one can therefore introduce additional fields to the Einstein-Hilbert action, as introduced in Section 4.3.
In order to create a framework to categorise alternative theories, the Parameterized Post-Newtonian (PPN)
formalism has been devised, that introduces a generalised 1PN expansion in order to classify the different
theories by mapping them to a set of PPN parameters. Through constraints on the PPN parameters, many
proposed theories have already been ruled out [32].
Various experiments, such as solar system tests, have been introduced to constrain the vast amount of
alternative theories that sprouted up since the conception of GR. However, GR is the only one with no
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adjustable parameters, all other theories provide at least one free parameter that has to be constrained
with experiments. Since, especially on a cosmological scale, already small modifications can have a large
impact, it is in general difficult to rule out a theory. It is hoped that by looking at the dynamical, strong-field
regime of GR, we are able to place much more stringent constraints on the zoo of alternative theories.
4.2 Imprints on gravitational waves
There are two stages where gravitational waves can be altered under the influence of an alternative theory
of gravity: generation and propagation. In GW generation, a different underlying theory implies different
conservative orbital motion and a different loss of energy through GW emission. Conservative orbital
motion can be changed because a modified spacetime curvature implies modified motion on modified
geodesics. As a consequence of the introduction of e.g. additional tensor, vector or scalar fields, energy can
be radiated away through additional channels such as dipolar radiation or additional degrees of freedom
in terms of spacetime excitation - alternative polarisation modes. Consequently, the relations for flux (3.9)
and orbital energy (3.8) are modified and hence lead to a modified orbital phase and frequency evolution;
as these govern the gravitational waveform that is emitted, the phase of the resulting GW will differ from
the one that is predicted by GR. We have already established that in GR gravitational waves travel at the
speed of light, independent of their frequency. However, they could also follow a dispersion relation which
would make the speed of a GW wave train a function of its frequency. This can e.g. be caused by a non-zero
’graviton mass’ (see Section 4.4.1), where GWs move faster the higher their frequency is. As the frequency
evolution of a compact binary inspiral increases monotonically, this results in a squeezing of the observed
waveform. Four extra polarisations are allowed in addition to the plus and cross polarisation admitted by
GR if one allows for alternative metric theories to exist: a transverse breathing mode and three longitudinal
modes [32]. Although we will not consider such alternative modes in this work (except for their possible
impact on the GW flux), we emphasise that, given a detector finds evidence for the existence of such an
alternative polarisation, a smoking-gun evidence against GR would be provided. However, such a task is
difficult for current detectors; possibly pulsar timing arrays that can be seen as a multiple arm detector will
serve this task.
Although to date no direct detection of GWs could be claimed using state-of-the-art laser interferometers,
the observation of the orbital decay of the binary pulsar PSR1913+16 provided indirect evidence for en-
ergy loss through gravitational radiation and allowed first tests of GR in stronger fields with v/c ∼ 10−3.
Recently, the orbital decay of PSR1913+16 has been measured to be in accordance with GR with an error
of less than 1% [32, 36].
4.3 The zoo of alternative theories - Particular examples
Scalar-Tensor, Brans-Dicke, Einstein-Aether, Horˇava-Lifshitz, Pauli-Fierz, Lightman-Lee, Gauss-Bonnet,
Einstein-Dilaton-Gauss-Bonnet, Horndeski, Braneworld, DGP, Kaluza-Klein, Will-Nordvedt, Hellings-
Nordvedt, Khronometric, Randall-Sundrum, Einstein-Cartan-Sciama-Kibble, dynamical/non-dynamical
Chern-Simons, Eddington-Inspired Born-Infeld Gravity, New Massive Gravity, Bi-Gravity, Tensor-Vector-
Scalar, f (R), Conformal gravity, Quintessence, Double Special Relativity Theory, Non-commutative
geometry, Lovelock gravity, Cascading gravity, . . .
This is an incomplete list of 30 alternative theories of gravity that are not ruled out and that aim to describe
particular effects that GR is not able to. As introduced in Section 4.1, a first approach to classify this zoo
of alternative theories is to map them to the PPN formalism. However, since the PPN formalism works in
the weak-field regime and considers only terms up to 1PN order, the free parameters of such theories can
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most likely not be constrained enough to rule the theory out. To this end, strong-field tests are required
which can be performed best through the observation of gravitational waves from compact binaries.
In the following we introduce selected examples of alternative theories that have been proposed. Let us
emphasise once more that a detailed review of alternative theories can be found in [32–34]; in this work
we are not interested in a particular theory to be true or false, but rather in GR being consistent with the
measured data or not. After possible evidence that GR is not the best theory to describe the data that has
been gathered by our detectors, selected alternative theories could be investigated more closely.




p−g d4 x + SM (ψM , gµν), (4.1)
where R represents the scalar curvature, g denotes the determinant of the metric and SM is the matter
action that universally couples a matter field ψM to the metric tensor. Any cosmological constant shall be
ignored for the time being. Since S has to be scalar, R is the most-general scalar that can be formed from
the metric in GR and
p−g d4 x is the invariant integration mass of GR, there are no alternative actions that
could lead to Einstein’s field equations. In the following, let us introduce some examples for alternative
theories that modify this action.
4.3.1 Scalar-tensor theories
Scalar-tensor theories [37–39] are very popular in unification schemes such as string theory or quantum
gravity. Moreover, scalar fields are used to provide a model for cosmological inflation. In addition to the
metric tensor, such theories contain a scalar functionϕ(x) that can be incorporated into the Einstein-Hilbert
action using minimal coupling, where a potential V (ϕ) and a coupling function A(ϕ) are used:
S =
∫ 
R− 2gµν∂µϕ∂νϕ − V (ϕ)
p−g d4 x + SM (ψM , A2(ϕ)gµν). (4.2)
This representation (in the so-called Einstein frame) is non-metric as here matter couples also to A(ϕ). A




p− g˜ d4 x + SM (ψM , g˜µν), (4.3)
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where T Mµν is the energy-momentum tensor constructed from g˜µν. A special case is Brans-Dicke theory (or
also referred to as massless Jordan-Fierz-Brans-Dicke theory) that assumes ω(φ) ≡ ωBD to be a constant.
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Brans-Dicke theory reduces to GR for ωBD →∞. The Brans-Dicke parameter could be constrained using
the Cassini spacecraft to ωBD > 4× 104 through measurements of the Shapiro time delay [40].
In the context of compact binaries and gravitational radiation, the dominant effects of scalar-tensor the-
ories on GW generation are the introduction of an additional scalar breathing polarisation mode and the
production of dipole radiation that arises through the non-trivial variation of the scalar field in the finite-
sized bodies (see e.g. [34]). Thus the orbital energy of the binary is (to leading order) modified by a
dipole term that enters one post-Newtonian order before the first contribution from GR. In terms of the
gravitational waveform in the stationary phase approximation, this can be written as [41]









and we recall that u = GMpi f /c3 = η3/5 x3/2. Here, S compares the self-gravitational binding energy per
unit mass for the two bodies and essentially depends on their equations of state: this is the point where
the SEP is violated. For binary black hole systems, S = 0, and hence there is no dipolar radiation in the
inspiral waveform [42]; we will therefore not go further into this theory, as it is irrelevant for the context
of this work. Furthermore, scalar-tensor theories can be better constrained using weak-field experiments
[34]. Nevertheless, they pose a nice pedagogical example of an alternative theory that has undergone a
considerable amount of studies.
4.3.2 Vector-tensor theories
Similar to the previous approach, one can introduce an additional gravitational field with vectorial charac-
ter to the Einstein-Hilbert action that will introduce Lorentz-violating preferred-frame effects to the theory.






∇µuα∇νuβ +λ(uµuµ + 1)













α − c4uµuνgαβ . (4.10)
The coefficients ci can be chosen arbitrarily, while λ is a Lagrange multiplier that serves to incorporate con-
straints that are imposed by different subtheories, such as Will-Nordvedt theory, Hellings-Nordvedt theory
and Khronometric theory. Einstein-Aether theory was introduced to account for the aether, a preferred
frame for the propagation of light. However, vector-tensor theories suffer several serious defects [32];
consequently, to date nobody has computed their effect on gravitational waves.
It is possible to create a relativistic theory that reduces to MOND in the weak field by including a scalar
gravitational field (tensor-vector-scalar theory, TeVeS). MOND [43] is a candidate to account for a correct
description of galaxy rotation curves without resorting to dark matter by introducing short-range correc-
tions to gravitational fields. TeVeS is not considered here since MOND-like modifications to strong-field
binary dynamics seem to be negligibly small [35].
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4.3.3 Modified quadratic gravity / Chern-Simons theory
Instead of incorporating additional fields, one can also account for higher powers of the Riemann curvature.
This will introduce effects that manifest in the untested strong field of GR. The most general action for










∇µϑ∇µϑ+ 2V (ϑ)p−g d4 x + SM (ψM , gµν), (4.11)
where αi , β and κ = 1/(16piG) are coupling constants, fi are functionals on the same field ϑ (which is a
restriction; in general the fi could act on different fields) and
∗Rµνρσ = (1/2)ερσαβ Rµναβ is the dual Rie-
mann tensor. The term proportional to β represents a potential and a kinetic energy term in order to achieve
minimal coupling. By choosing different values for the coupling constants, one can construct different the-
ory subspaces, such as Einstein-Dilaton-Gauss-Bonnet gravity with (α1,α2,α3,α4) = (1,−4,1, 0)αEDGB [45]
or dynamical Chern-Simons gravity with (α1,α2,α3,α4) = (0, 0,0,−1/4)αdCS [34, 46]. Both of these the-
ories arise when considering the low-energy expansion of string theory; dynamical Chern-Simons gravity
appears also when one considers loop quantum gravity [47].
The effect of dynamical Chern-Simons gravity on gravitational-wave generation has recently been under
deeper investigation [44]; to leading order, the GR waveform in the stationary phase approximation is
modified to









with the dynamical Chern-Simons coupling parameter ζ4 = α24/(βκM
4) and the total mass M . Through
the R∗R term, dynamical Chern-Simons gravity leads to parity violation that can let the plus and the cross
polarisation travel at different speeds. It is important to emphasise that, in contrast to the two types
of theories introduced before, modified quadratic gravity has no physical motivation, but rather aims to
describe higher-order corrections that enter by an even more complicated underlying theory. Modified
quadratic gravity should therefore be interpreted as an effective theory of a more fundamental theory that
is truncated at quadratic order.
4.3.4 f(R) theories




p−g d4 x + SM (ψM , gµν). (4.14)
f (R) theories are very popular in cosmology as they can be used to create models that explain inflation
and late-time acceleration (dark energy) of the universe. It has to be emphasised here that f (R) theories
are rather mathematical toys instead of being physically motivated. Similar to modified quadratic gravity,
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they could be seen as effective theories. We will not delve further into classes of f (R) theories as they are
formally equivalent to scalar-tensor theories, what can be shown by choosing the scalar field φ = d f /dR
and the potential V (φ) = R d f /dR− f (R); it is then possible to map metric f (R) theories to a Brans-Dicke
theory with ωBD = 0 and Palatini f (R) theories to a Brans-Dicke theory with ωBD = −3/2 [48].
4.4 Testing for generic features that are not present in GR
It is by construction that particular theories, as the ones introduced above, exhibit certain features that
are not present in GR, such as a ’massive’ graviton, emission of dipolar radiation, additional polarisation
modes, Lorentz or parity violation, a gravitational constant that varies in time or space, etc. Instead of doing
difficult and time-consuming computations for each individual from the zoo of alternatives introduced
above, one could therefore check the impact of such generic features on gravitational wave generation and
propagation. If a GR model extended with one or more of these features gives a better fit to the detector
data, then this provides evidence against GR and gives us at least a clue which specific alternatives need
more development to be able to test them more thoroughly against GR. This method has the disadvantage
that one is often not able to relate measured quantities to coupling constants of a particular theory, yet we
prefer such an approach since we are primarily interested in whether a modification of GR is necessary at
all. In the following, let us introduce some examples of generic physical features that represent a deviation
from GR.
4.4.1 Modified dispersion relation through massive gravity
In GR, gravitational waves propagate along null geodesics, i.e. they move with the speed of light. The
first alternative theory that implied a ’massive’ gravitational field was proposed by Pauli and Fierz [49].
Although all attempts to quantise GR have failed so far, such a massive field is commonly accounted for by a
theory with a massive gauge boson: a massive graviton. Massive gravity is expected to produce significant
differences from GR in the strong-field regime. Even though Pauli-Fierz theory suffers from a discontinuity
in the limit of arbitrarily small graviton masses, the idea of a massive graviton has become a popular field
of research. In the following, we consider the presence of massive gravity from a phenomenological point
of view and show the consequences for GW measurements.
As in special relativity the energy of a massive particle is given by E = mc2 (1− v2/c2)−1/2, the propagation









where mg represents the graviton mass. It is then possible to associate a Compton wavelength λg =
h/(mg c) to the graviton where h is Planck’s constant. Since the energy of a single graviton is frequency-
dependent, E = hf , gravitational waves with higher frequencies travel faster, with a speed closer to the
speed of light than for lower frequencies. This can be tested by comparing the arrival times of gravitational-
wave signals with electromagnetic counterparts. In particular, Will [50] has computed the arrival time
difference of two GWs emitted at times te and te +∆te to be













where ta and ta +∆ta are the corresponding arrival times, z is the redshift, fe, f ′e are the frequencies of
the first and the second wave and D(z) is the cosmological distance









ΩM (1+ z′)3 +ΩΛ
, (4.17)
which should not be confused with the luminosity distance introduced in Eq. (3.1). As for the gravitational-
wave signal from a compact binary chirp (as depicted in Fig. 3.2) the emitted frequencies increase mono-
tonically with time, high-frequency wave trains travel faster than low-frequency wave-trains in massive
gravity, what has the effect of squeezing the chirp together. Will [50] accounted for this by evaluating the
SPA phase (3.28) with the different arrival times from (4.16). This amounts to a (leading order) modifi-
cation of the 1PN GW phase coefficient of
h˜ = h˜GR e
−iβMGu−1 , (4.18)





It is therefore possible to extract effects originating from massive gravity only from detector data, without
considering timing differences between gravitational waves and electromagnetic counterparts. However,
as emphasised in Section 4.5, effects arising from a large set of different alternative theories or other sys-
tematic biases could also manifest in the 1PN phase coefficient, making the observation of electromagnetic
counterparts an essential part of the investigation of massive gravity.
The Compton wavelength of the graviton has been bounded by solar system tests to λg > 2.8× 1017 cm
[51]; binary pulsar observations provide a more stringent bound of λg > 1.5 × 1019 cm [52]. Various
studies have been published that compute bounds that can be achieved by space- or ground-based detectors
[1, 50, 53, 54, 54–58]. For SMBH binaries, classic LISA is typically able to place a bound of λg > (1−40)×
1021cm [34], depending on whether spins, eccentricity, full inspiral-merger-ringdown, etc. are included
and what algorithms are used for parameter error estimation.
4.4.2 Lorentz violation
Using a similar approach, one can incorporate Lorentz violation phenomenologically into GR waveforms.
In special relativity, m2c2 = pαpα (m = 0 for light) is a Lorentz invariant quantity. If this invariance is
violated, additional terms will enter the dispersion relation E2 = m2c4 + p2c2, where m is the potential
mass of the graviton (in GR, m = 0). Mirshekari et al. [59] account for Lorentz violation by introducing
an additional term to the dispersion relation:
E2 = m2c4 + p2c2 +Apαcα, (4.20)
where A,α are real numbers and A has the dimension of [energy]2−α. They find that this introduces
corrections to the GR waveform in terms of a phase correction,
h˜ = h˜GRe
−iβMGu−1−ζαuα−1 , (4.21)
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dz′. (4.23)
Among modified-action theories that allow for Lorentz violation, one can find extra-dimensional theories
[60], Horˇava-Lifshitz gravity [61] and theories with non-commutative geometry [62]. Violations of Lorentz
invariance are commonly found in loop quantum gravity and string theory where, however, the phase
corrections are predicted to be of 5.5 or 7 PN order, what is difficult to test considering the fact that the
PN expansion of GR is currently only known to 3.5PN.
4.4.3 Variable G(t) theories
Certain alternative theories predict a varying gravitational constant. For example in scalar-tensor theories,
G is promoted to a function G(φ) which is time and position dependent (and thus violates local position
invariance). If instead of being a constant, G was a function G(t, x , y, z) depending on when and where
a gravitational interaction takes place, GW emission would be modified. As a simple example, one can
impose [63]
G(t, x , y, z) = Gc + G˙c (tc − t), (4.24)
where Gc and G˙c are evaluated at the four-vector of the event of coalescence. Most probably, the time
dependence would be more complicated, but this serves nevertheless as a first approximation and provides
a nice toy example that illustrates the effect of a variable gravitational constant. As a consequence of the










This corresponds at leading order to a ’−4PN’ correction to the GR frequency frequency evolution and can
be inverted to find t(F) and hence the phase and amplitude of the stationary phase approximation. This
implies an SPA waveform that is at leading order corrected to






e−i 2565536 G˙cM u−13/3 . (4.26)
Measuring the variation of the gravitational constant with different sources at different redshifts would
allow us to construct a constraint map that shows the bounds on G˙/G as a function of redshift.
4.5 Testing the post-Newtonian coefficients of GR
Let us summarise the impact of a theory that differs from GR on gravitational waves from compact bi-
naries as we see them in the detector: the orbital evolution can be modified, maximum four additional
polarisations can be brought into existence and the speed of gravitational waves can be frequency depen-
dent. Except for the presence of alternative polarisation modes (where we refer the interested reader to
[64, 65]), such effects can be tested through deformations of the PN coefficients of existing GR waveform
templates that we are going to introduce in the following subsection.
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4.5.1 Deformed GR templates
If the orbital evolution of compact binaries is different from GR, then this means that the orbital frequency
and phase evolution have a different PN expansion, as established in Section 4.4. Particularly, the alter-
native theories and features introduced there yield leading order corrections to the PN expansion of the
GW phase and amplitude. In the light of these findings, Yunes and Pretorius [35] devised the so called
parameterized post-Einsteinian (ppE) scheme. There, waveform templates mimicking deformations to the
PN coefficients of GR are introduced that can account for particular alternative theories. The simplest
ppE waveform incorporates only leading order modifications and is given as a deformation of the l = 2
harmonic of the GR waveform in Fourier space as




where the ppE parameters (a,α, b,β) are real numbers and u is the reduced frequency. There are extensions
to the ppE scheme for alternative polarisations [65] and full inspiral-merger-ringdown waveforms [35, 56,
66]. For the inclusion of higher orders, one can consider












with a broad choice of different ppE parameters and logarithmic terms in the phase. However, Sampson
et al. [66] have shown that leading order corrections are already enough for discriminating GR from any
competing theory through the use of Bayesian model selection with presently discussed detectors. The ppE
framework is motivated from the observed fact that the metric theories and features considered in Sections
4.3 and 4.4 at leading order all lead to a deformation in the form of (4.27). Various studies exist that asses
the prediction capabilities of the ppE scheme using advanced computational methods [66–69]. They find
bounds that can be placed on the parameters (a,α, b,β) using Advanced LIGO or LISA that will allow to
constrain the zoo of alternatives in the same way as the ppN scheme did. Moreover, Chatziioannou et al.
[65] provide arguments that a and b are integer multiples of 1/3 with (a, b)> (−10/3,−15/3).
The four additional parameters (a,α, b,β) introduced by a simple ppE template can be treated in the
same way as the binary parameters. The resulting parametrically deformed GR template can then be used
together with data analysis algorithms to check whether it shows a higher overlap with the given detector
data than an ordinary GR template. To this end it has to be made sure that the template does not just
provide a better fit to the noise. Tools to perform model selection with modified waveforms are introduced
in Chapter 6.
The ppE framework was preceded by a study by Arun, Qusailah and Sathyaprakash [70, 71], who changed
the hitherto existing viewpoint of gravitational astronomy and took the PN coefficients of the SPA phase
themselves as the parameters to be measured (Note: effects manifesting in the GW phase can be measured
to a far better extent than amplitude effects). Considering only terms up to 2PN, the GW phase is in terms
of the GW frequency f :





For higher PN orders, also terms logarithmic in f will enter the phase. For quasi-circular, non-spinning
compact binaries, the ψi depend only on M and η. The first coefficient ψ0 is proportional to M
−5/3η−1
or in terms of the chirp mass to M 5/3. Thus by using a leading PN order template, one can infer the
chirp mass up to some error but not the total mass and the symmetric mass ratio individually. As the




1− 4η), this means that
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they are still totally correlated. This correlation can be broken by including the 1PN coefficient ψ1 (the
0.5PN coefficient is zero for GR and leads only to something interesting if GR is wrong) which consists of
a sum of two terms proportional to M−1 and (Mη)−1, respectively. This breaks the degeneracy between
m1 and m2 and allows us to measure the individual masses apart from some errors. This procedure can be
repeated for any possible combination ofψi andψ j , leading to different, individual estimates for m1 and m2
with corresponding error bars. Now, as a null test of GR, one demands that all individual measurements
(m1, m2) lie within the error bars of all other combinations. If this is violated, then GR seems to have
problems providing a waveform that is fit to describe the data in the detector. Arun et al. [71] find that
the coefficients ψi can all be measured to a few percent at a redshift of z = 1; it is however unclear how
much accuracy is needed, as it remains unknown as to what strength non-GR corrections should enter. One
could in principle perform such a null test for every phase correction predicted by alternative theories in
Sections 4.3 and 4.4, but the ppE scheme provides a much simpler test when combined with the concepts
of Bayesian inference introduced in Section 6.4.
4.5.2 Fundamental questions
Having established models that account for the imprints of alternative theories on gravitational waves,
different questions should be addressed [35]:
1. Before the first detection:
(a) The underlying theory is non-GR, GR templates are used:
To what extent can the signals still be detected, albeit with wrong templates? When are the
biases that are introduced to the estimated binary parameters significant?
(b) The underlying theory is GR, ppE templates are used:
How well can the ppE parameters be measured, i.e. what is their error distribution around
zero, and therefore how well can alternative theories be constrained? Since more parameters
are introduced while the amount of information stays the same, what additional degeneracies
are created among the parameters? Is there a way to break these correlations?
(c) The underlying theory is non-GR, ppE templates are used:
Given data from a particular underlying alternative theory, are we able to identify it using ppE
templates? This question is at the given moment not as urgent as (a) and (b), as we do not
have evidence for a failure of GR and do not expect that our currently discussed detectors will
be fit for such a task.
2. After the first detection:
(a) Given measured detector data, what are the betting odds for GR against any other theory? In
other words, what are the betting odds that the PN coefficients of GR fit the data best?
4.5.3 Other effects than can modify the PN coefficients
In the previous sections we have established that a way to verify GR is to check whether its theoretically
predicted PN expansion leads to waveforms that fit better with the measured detector data than for any
other competing theory. However, what we see in our data can also be modified by other effects of either
purely physical (astrophysical or instrumental) or theoretical nature (mismodelling) [34, 68].
During the generation of GWs, astrophysical effects can play a role: third bodies, accretion disks or other
sources of matter or energy can ’pollute’ the gravitational waveform, making it appear as if there was an
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alternative theory of gravity at work. Although it has been shown that such effects are negligible on the
time scale of the detector [16], they can always be removed by cross-correlating data from multiple sources
to find what is individual ’astrophysical noise’ and what particular effects are present for all the different
sources. If one considers only quasi-circular, non-spinning orbits, then also spin-precession and eccentricity
pose astrophysical systematics that alter the observed PN evolution.
Most certainly, the noise levels in ground and space-based GW detectors will neither be stationary nor
follow a Gaussian probability distribution, as introduced as an idealisation in Section 5.3. Especially time-
dependent noise could make parameter estimation much more difficult. Our lack of knowledge of the
detector transfer function impacts which proposed template (GR or non-GR) reaches the best fit with the
detector data and is therefore favoured. Also possibly some ununderstood instrumental glitches could
mimic the presence of an alternative theory. Although such instrumental effects can in principle pose severe
problems for tests of GR [72], they can be cured to a certain level by cross-correlating data from multiple
detectors.
The third systematic, mismodelling, cannot be cured by cross-correlating data from different sources or
detectors. Since we lack an exact solution of Einstein’s equations and are only left with approximations
thereof, there is always a possibility that Einstein’s theory is correct but our models are wrong. In our
case, we have to deal with the PN expansion for compact binary inspirals. The PN expansion has been
shown to converge only slowly [73, 74], it is unclear how large the error introduced by truncating the
true waveform is in reality. Moreover, it is hard to say what truncation order is sufficient for detection, as
we have never dealt with real detector data. Many studies have adopted the convention of evolving black
hole binaries up to the last stable orbit which is R = 6 GM/c2 in the case of a quasi-circular, non-spinning
inspiral. It is however unclear, whether the PN expansion is sufficiently valid in this region. Even more
complications regarding this problem arise when one considers spin-precession and eccentricity. Choosing
the wrong point to stop the integration can bias the results [1]. Usually, only the dominant l = 2, m = ±2
quadrupole mode of the GW tensor field is considered; however, sub-dominant modes can alter the results
significantly in some cases, especially for high masses [75] and lead to a mismodelled signal that could be
misinterpreted as an effect coming from an alternative theory. Moreover, different ways of truncating the
PN expressions have been introduced already in the time domain regime (Taylor T1-T4, Padé resummations,
etc. [24]) which all yield different evolutions toward the last circular orbit; it is unclear which truncation
is most appropriate. Due to the presence of the aforementioned potential sources for theoretical errors,
thus, in order to avoid mismodelling, a lot of work will have to be invested into the analytic expansions
of the Einstein equations. Especially comparisons of the PN expansion with numerical relativity have to
be extended for a better understanding for when the PN approximation is supposed to have failed. Such
investigations are particularly necessary for compact binaries with non-negligible spins, since there the
resulting orbits can be much more complex. Also the failure of the fitting algorithm can pose mismodelling,
e.g. if the MCMC algorithm (see Section 6.5) settles on a local but not global maximum.
Being aware of the above caveats, we assume for the rest of this work that they can be treated, i.e. if a
template with PN coefficients that are different from the one in GR fits the data better, then we assume
that this could be because GR is not the correct theory.
Our approach to testing GR has thus evolved from a theoretical perspective, by testing specific more or less
well-defined features (Section 4.3), to tests of generic features that should not be present in GR (Section
4.4) and finally to a data analysis perspective by checking whether each PN coefficient matches the pre-
dictions by GR or whether there is a model consisting of a set of different PN coefficients that fits the data
better. This allows us to test GR through only the possession of the detector data and the PN coefficients of
GR, but without any specific information about possible alternative theories; in other words, we “remain
agnostic as to which is the correct theory of Nature ” [34]. If there is a set of PN coefficients that describes
the data better than GR in a consistent way, we take this set to be our new model and check with the zoo
of alternatives which theory matches best with this model: We let the data choose the correct theory.
Chapter5
LISA-Like Detectors
The journey of the experimental detection of GWs started in the 1960s with resonant-mass detectors (or
also called bar detectors). Such detectors consist of a material with piezo-electric properties that, under the
strain of a passing GW, should give a measurable electrical potential difference. Although resonant-mass
detectors are subject to strong noise and can observe only a very narrow band of frequencies, Joseph We-
ber claimed a detection in 1967, which was totally unrealistic and could never be reproduced but boosted
experimental and theoretical research in the area of gravitational wave science significantly. In the 1970s,
the use of laser interferometers was promoted and culminated in the foundation of the ground-based Laser
Interferometer Gravitational-wave Observatory (LIGO). The simplest version of a laser interferometer con-
sists of an input laser beam that is splitted into two perpendicular arms through the use of a semipermeable
mirror. At the intended end of the laser arms, mirrors are positioned such that both beams are reflected
and interfere at a photo detector back at the origin. If a GW passes through the detector, the photons in
the two individual arms experience different travel times and arrive with different phases at the point of
interference. The phase difference can be measured by a phase meter and, if we forget about noise for the
moment, gives us information about the phasing of the gravitational wave. The delay of the photon travel
time can also be seen as a fractional length change h ∼ ∆LL of the laser arms, where L is a typical arm
length of the detector and h is the gravitational wave strain. The quantity h is a combination of the plus
and the cross polarisation of the wave which depends on the orientation of the detector with respect to the
propagation direction of the GW.
A unique way to observe events with frequencies around a few mHz is a space-based laser interferometer
that is equipped with laser arms in the gigameter regime. The mHz frequency band is expected to be
populated with the strongest existing GW sources: supermassive black hole binaries. A particular concept
for such a detector that has been put forward is the evolving Laser Interferometer Space Antenna (eLISA). The
European Space Agency (ESA) has recently selected the theme “The Gravitational Universe” for the ESA
Cosmic Vision L3 mission to be launched in 2034 in order to promote a space-based GW detector. eLISA is
a streamlined version of the classic LISA detector that fell out of NASA’s space programme due to budget
cuts in 2010. Both detectors share the concept of a drag-free constellation of three satellites that form a
triangle and follow the Earth 10 − 20◦ behind its orbit around the Sun (Fig. 5.1). The plane formed by
the triangle is always tilted by 60◦ relative to the orbital plane. Each satellite contains a freely-falling test-
mass that is shielded against solar radiation and magnetic fields by a disturbance reduction system (DRS)
and is ensured to stay freely floating by a gravitational reference sensor (GRS) that adjusts the satellite’s
position through micro-Newton thrusters. In the following, we do without a detailed technical description,
as the implementation is most certainly going to change again over the coming years (see [76–79] for
technical details of particular mission proposals). Let us refer to this prototype concept of a space-based
detector, without any specification of the number of arms or of their length, as a LISA-like detector. The
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former NASA mission which we shall call classic LISA [79] was designed to have three arms (6 links) with
a length of 5× 106 km each, while eLISA [76, 77] (sometimes also referred to as ’New Gravitational-wave
Observatory’ (NGO)) is the mission that has been proposed to ESA by the European community, with only
two arms (4 links) with lengths of 106 km each. A typical LISA-like detector is sensitive to frequencies
between ∼ 10−5 − 1 Hz.
Because laser frequency noise exceeds the GW signal and other noise sources excessively, plain arm length
changes that are measured by the detector cannot be directly used for gravitational wave astronomy. In-
stead, one forms so-called TDI (Time-Delay Interferometry) observables [80–83]: linear combinations of
the detector data of the individual arms where the time delays due to the different arrival times of the grav-
itational wave are accounted for. The simplest TDI observables are the unequal-arm Michelson observables
X for a two-arm detector or X , Y, Z for a three-arm detector. Additionally, a three-arm detector allows to
form TDI observables that have uncorrelated noise, in particular [84],
A= X , E =
1p
3
(X + 2Y ) (5.1)
is such a combination.
5.1 Different coordinate systems
Figure 5.1: The two different coordinate systems that are used in the context of gravitational wave astronomy. The
barycentric frame is fixed with respect to the distant stars, with the Sun at its center, while the detector frame rotates
around the Sun and around its own z-axis.1
In order to describe the positions of sources in the sky, a barycentric coordinate system (x , y, z) with the
Sun at its center that is tied to the fixed distant stars is most suitable. However, the detector measures
gravitational waves in its own system (x ′, y ′, z′) tied to the laser arm triangle that, since the triangle rotates
around the Sun and around itself, follows a complicated motion in terms of barycentric coordinates (Fig.
5.1). To justify the use of the barycentric frame, let us thus establish a relation between the two frames.








1Figure prototype adapted from C. Cutler [84]
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where α0 is the initial value of the orbital phase angle α(t) and T is the orbital period of one year. The
unit vector pointing from the Sun to the detector is thus
rˆ = xˆ cosα(t) + yˆ sinα(t). (5.3)
As the zˆ′ unit vector of the detector frame has always an angle of 60◦ (or pi3 ) with respect to zˆ and is






















[xˆ cosα(t) + yˆ sinα(t)] . (5.4)
The choice of xˆ ′(xˆ , yˆ , zˆ) and yˆ ′(xˆ , yˆ , zˆ) can be arbitrary as long as xˆ ′ and yˆ ′ form a positive oriented
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Having established such a relation, we will presume in the future that all detector data has already been
transformed to the barycentric frame. To this end, let us establish a relation between the GW strains that
are measured in the two frames. Depending on its orbital phase and the position of the source, the detector
registers the GW before or after it reaches the barycenter. Assuming that the GW amplitude varies only
slowly relative to the phase (adiabatic approximation) and that the finite size and rotational motion of the
detector can be neglected for this particular treatment, the gravitational waveform at the barycenter can
be found by moving the GW phase back or forth in time such that it matches the one in the detector. In
terms of the ’barycentric time’ t, this can be approximated by expressing the detector time ξ as
ξ(t) = t − R
c
sinθ cos(α(t)−φ), (5.7)
where R = 1AU and (θ ,φ) are the source angles in the sky. Consequently, if h(t) is the waveform in the
detector, then the corresponding waveform at the barycenter can be evaluated as h[ξ(t)]. In the SPA, this
can be accounted for in a similar way by shifting the GW phase by Ψ( f )→ Ψ( f ) +φD, with




where f is the GW frequency.
5.2 Detector response and antenna patterns
A single detector channel of a LISA-like detector will give us a one-dimensional output: an electric sig-
nal hout(t), the so-called response function. The GWs that reach the detector, however, come as a metric
perturbation tensor hTTi j (t). In the following, let us summarise how one can relate these two quantities.
The induced relative length change h(t) of a detector arm can be computed by a projection of hTTi j (t) onto
the detector arm which is essentially a function of source and detector orientation. In the so-called low-
frequency approximation (LFA) [82, 85], this can be achieved with a linear combination of the waveform
42 CHAPTER 5. LISA-LIKE DETECTORS
polarisations h+,×, weighted with the antenna pattern functions F+,×k (for detector channel k) that depend
on the orientation of the source in the sky:
hk(t; Θ) = h+[ξ(t); Θ] F
+
k (t;ψ,θ ,φ) + h×[ξ(t); Θ] F×k (t;ψ,θ ,φ), (5.9)
with [82, 86]




cos(2ψ)D+(t;ψ,θ ,φ,λk)− sin(2ψ)D×(t;ψ,θ ,φ,λk)

, (5.10)













−36sin2(θ ) sin(2α(t)− 2λ) + (3+ cos(2θ ))
× (cos(2φ) {9 sin(2λ)− sin(4α(t)− 2λ)}+ sin(2φ) {cos(4α(t)− 2λ)− 9cos(2λ)})
−4p3sin(2θ ) (sin(3α(t)− 2λ−φ)− 3 sin(α(t)− 2λ+φ)) ,
D×(t;ψ,θ ,φ,λ) = 1
16
p
3cos(θ ) (9cos(2λ− 2φ)− cos(4α(t)− 2λ− 2φ))
−6 sinθ (cos(3α(t)− 2λ−φ) + 3 cos(α(t)− 2λ+φ))] . (5.12)
For a detector with arm length L, the LFA is valid for GW frequencies below the so-called transfer frequency
f∗ = c/(2piL). When generating waveforms, one has therefore to make sure that the GW frequency stays
below f∗: depending on L, the LFA breaks down for binaries with total masses below ∼ 105M. In the
static limit, i.e. when the motion the detector with respect to the source is neglected, the above equations
reduce to
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F×2 (θ ,φ,ψ) = F+1
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The detector translates h(t) to the response function hout(t). Most definitely, the detector will not be
equally sensitive to all frequencies and will obey a transfer function T ( f ) with
h˜out( f ) = T ( f ) h˜( f ). (5.14)
In GW astronomy, we assume that the effects of T ( f ) have already been removed from the data by multi-
plying h˜out( f ) with T−1( f ) [6].
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5.3 Modelling detector noise
In an actual experimental detector setup, there will not only be the gravitational wave signal present, but
also a multitude of noise sources. If one does not treat noise at least as thoroughly as the generation
of gravitational waves in Chapter 3, it will be impossible to recover the desired signals. Therefore it is
of crucial importance to characterise how detector noise affects GW astronomy. The actual signal in the
detector will be the gravitational-wave strain h(t) superposed with noise,
s(t) = h(t) + n(t), (5.15)
where n(t) is the noise stream. In GW astronomy, the noise is usually assumed to be stationary and Gaus-
sian. We will follow this assumption but emphasise that in real detections, we should be ready to face the
challenge of understanding non-stationary non-Gaussian noise. Since noise is a stochastic process, let us
introduce the ensemble average (or expectation value) 〈..〉 that averages its argument for multiple samples
taken subsequently from the data stream. In the following, let us also assume that 〈n(t)〉= 0.
The behaviour of noise can be investigated through the autocorrelation function
R(τ) = 〈n(t +τ)n(t)〉, (5.16)
which can be expressed through its Fourier transform R˜( f ) as R(τ) =
∫∞








d f ′ 〈n˜∗( f ) n˜( f ′)〉 e2pii( f − f ′)t , (5.17)
R˜( f ) can be identified with the power spectral density of the noise. In the following we use the one-sided
power spectral density Sn( f ) =
1
2 R˜( f ), such that 〈n2(t)〉=
∫∞
0 d f Sn( f ). Moreover, we are able to identify
〈n˜∗( f ) n˜( f ′)〉= δ( f − f ′) 1
2
Sn( f ). (5.18)
It is crucial to know the exact form of the power spectral density Sn( f ) of the noise appearing in a LISA-like
detector. For such a detector, there are two main types of noise:
• Instrumental noise is an umbrella term for all the noise sources in the detector, such as laser shot
noise and uncertainties in the position and acceleration of the spacecraft.
• Since a LISA-like detector will only detect a certain number of sources that are significantly stronger
than the general background, sources that are below the detection threshold blend in with the back-
ground and form a noise floor of unresolvable sources, so called confusion noise.
The resulting power spectral density will be the sum of the spectral densities of these two individual noise
sources,
Sn( f ) = S
instr
n ( f ) + S
conf
n ( f ). (5.19)
Different models for the representation of instrumental [87, 88] and confusion noise [89, 90] can be used,
particular ones are introduced in Chapters 7 and 8. For an extensive review on the characterisation of
noise, the interested reader shall be referred to [91]. We will make use of the Gaussian quality of noise in
Chapter 6.
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Chapter6
Gravitational Wave Astronomy
In this chapter we review the tools that serve to analyze the data collected by gravitational-wave detectors
and that can provide estimates of how accurately we will be able to measure the underlying parameters of
compact binary inspirals. As GWs can be buried deep in noise, which is often considerably larger than the
actual signal itself, the most suitable instrument to recover GWs from compact binaries is matched filtering.
Matched filtering (Section 6.1) is the process of cross correlating the detector data with a set of signal
templates. A template that matches (to some extent) a GW signal present in the data will lead to a signal-to-
noise ratio that is above a certain detection threshold. Using matched filtering has the consequence that one
has to know a priori what potential signals could be in the data and needs to have a bank of templates ready
or generate them on the fly, what requires an immense amount of computation for compact binary model
templates with 9-17 free parameters. It is therefore crucial that data analysis algorithms remain highly
accurate, but are made the fastest possible. In the following we review the frequentist and the Bayesian
approach to gravitational wave astronomy that allow us both, albeit with different methods, to assess the
parameter estimation capabilities of a LISA-like detector. As our interest lies mainly in how a LISA-like
detector will perform in doing astronomy with GWs and no detector data with confirmed GW signals is
presently available, we use the notion ’gravitational wave astronomy’ here instead of the commonly used
term ’data analysis’.
6.1 Matched filtering
As introduced before, matched filtering is the cross correlation of a signal s(t) = h(t)+n(t) in the detector




s(t) f (t −τ)dt, (6.1)
where o(τ) denotes the overlap for a filter that is shifted by τ, h(t) is the GW signal and n(t) is the noise
stream. For conciseness, let us assume that the integral boundaries are always between −∞ and ∞ in
the following. The best match for the filter f (t) is where o(τ) has its maximum. Let us assume that this
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Given a signal s(t) and a template h(t), how can we know if the filter has found something? To this end,
let us define the signal-to-noise ratio (SNR) under the action of the filter F(t). For the nominator (signal)
















d f ′δ( f − f ′) h˜( f ) F˜∗( f ′) =
∫
d f h˜( f ) F˜∗( f ), (6.3)
where we chose to work in frequency space and have used F(t) = F∗(t). Note that since h(t) is deter-
ministic and has only one realisation, 〈h(t)〉 = h(t). Since 〈n(t)〉 = 0, let us compute the denominator N
through the variance of o in the absence of a gravitational-wave signal:
N2 =









d f ′ e2pi f t e−2pi f ′ t ′〈n˜∗( f ) n˜( f ′)〉 F(t) F(t ′)
=
∫
d f Sn( f ) |F˜(t)|2, (6.4)
where (5.18) has been used. In order to write the SNR in a well-arranged way, let us introduce the inner




g˜∗( f ) h˜( f ) + g˜( f ) h˜∗( f )
Sn( f )
d f = 4 Re
∫ ∞
0
g˜∗( f ) h˜( f )
Sn( f )
d f , (6.5)
where Sn( f ) in the denominator makes sure that contributions from frequencies where the detector noise







The quantity ρ is maximised if k∝ h, what leads us to the optimal filter F˜( f ) = h˜( f )Sn( f ) . Plugging this into






that can be achieved given that the parameter set Θ of the template h is perfectly known. To compute the
SNR of arbitrary data d(t), one can evaluate
ρ =
(d|h)p
(h|h) = ρopt +
(n|h)p
(h|h) . (6.8)
Because of the presence of noise, ρ(Θ) will be maximised for a different parameter set Θ than ρopt(Θ),
depending on the strength of the noise. More in-depth discussions of matched filtering can be found in [6]
and [91]. Matched filtering is the basic tool used by the parameter estimation methods introduced in the
following sections.
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6.2 Frequentist statistics and likelihood maximisation
The frequentist approach to statistics regards probability as a long-run occurrence frequency. Through the
conduction of a set of experiments, multiple random samples can be taken from the underlying probability
distribution. If the underlying probability distribution depends on a set of parameters, then these parame-
ters are considered to be fixed quantities that remain constant during the experiments. It is simply because
we can only sample noisy instances of the truth that the true parameters remain hidden from our eyes.
However, a large number of experiments will remove this noise and allow us to estimate the underlying
parameters.
As in a gravitational-wave experiment we do not possess the power to set the binary black holes back to
their initial position after they have merged, it is impossible to conduct the same experiment with similar
initial conditions even twice. This renders the frequentist approach questionable and in general one should
prefer a Bayesian approach as introduced in the next section. However, one can draw estimates for the
true underlying parameter set Θt through maximisation of the likelihood function:
Assuming Gaussian detector noise, the probability for a particular noise realisation n0 to appear in the
detector is given by p(n0), where p(n) is defined through the Gaussian distribution







with C being a normalisation constant. Since n = d−h, it is possible to express the probability distribution
for the data d(t) to appear in the detector given the GW signal h(t; Θ) as




(d − h(Θ)|d − h(Θ))

. (6.10)
The parameter estimation methods that are introduced in this work (maximum likelihood, MCMC) do not
require the knowledge of the normalisation constant; this is a very useful property, as it is in general very
difficult to compute.
One can define the reduced log-likelihood (reduced because the normalisation constant in (6.10) is dropped)
L(Θ) = −1
2
(d − h(Θ)|d − h(Θ)). (6.11)
The maximum likelihood method [6, 91, 92] provides us with an estimator ΘˆML for the true underlying






As (d|d) is independent of Θ, an alternative definition of the log-likelihood that simplifies the computation
of ΘˆML is L˜(Θ) = (d|h)− 12(h|h). The (time-averaged) expectation value of L˜ can then also be expressed
in terms of the signal-to-noise ratio (6.7) as 〈L˜(Θ)〉= 12ρ2. Given a certain value of the log-likelihood, the
SNR can thus easily be recovered with ρ =
Æ
2〈L˜(Θ)〉.
Due to the presence of noise in the data, ΘˆML will in general be different from Θt and show errors of
∆Θi = ΘiML −Θit . In the limit of high SNR, however, we expect that ∆Θi  1. This allows us to expand
the waveform template to quadratic order as
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have been used. In order
to get a clearer understanding of how the SNR enters the calculations, let us define h(Θ) = ρ h¯(Θ) with
the optimal SNR ρ =
p







In the limit of large SNR, we expect the first term in the square brackets in Eq. (6.15) to dominate over






The corresponding covariance matrix is then
Σi j = 〈∆Θi∆Θ j〉= 1
ρ2
(h¯i|h¯k)−1 〈(n|h¯k)(n|h¯l)〉 (h¯ j|h¯l)−1 = 1
ρ2
(h¯i|h¯ j)−1 = Γ−1i j , (6.17)





 ∂ h∂Θ j

(6.18)
is the so called Fisher information matrix (FIM). In the limit of large SNR, the 1σ errors and the correlations
among the parameters can therefore be estimated as
∆Θi =
q




respectively, with Ci j ∈ [−1,1]. This goes together with a Gaussian approximation of the likelihood surface,
as L(ΘˆML) is in the approximation considered above












≈ L(Θt) +ρ (n|h¯i)∆Θi − 12ρ










In the case of multiple detector channels, the resulting Fisher matrix is the sum of the ones for the individual
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The FIM is widely used in parameter estimation studies to assess the measurement accuracy of GW detec-
tors. As it requires only the derivatives of the considered waveform model and no realistic simulation of
noise, it can be computed very cheaply. However, the FIM suffers a couple of issues that should be handled
with caution: For many considered sources, the limit of large SNR is not fulfilled. It is also quite unclear
how large the SNR will have to be such that the assumption ∆Θi  1 is justified. If the limit of large SNR
is not reached, then the FIM might be a bad approximation of the covariance matrix. Consequently, errors
found in parameter estimation studies may be under- or overestimated. Moreover, by apparent degenera-
cies in the parameter space of gravitational waves generated by black hole binaries, the FIM can often be
ill-conditioned, making it very difficult to invert it numerically and harbouring potential errors [92]. Ro-
driguez et al. [93] found in the context of ground-based detectors that the FIM can greatly overestimate the
errors (up to three orders of magnitude), even for considerably high SNR, leading to an underestimation
of the science capabilities of GW detectors. Cornish and Porter [94] found that, for a classic LISA detector,
the FIM overestimates the errors even for sources with an SNR as high as 450 by about a factor of two.
They put this effect down to the fact that the FIM is unable to cope with the high correlations among the
parameters.
It has to be emphasised again that the FIM is a frequentist tool, i.e. it considers the true underlying param-
eter set Θt as fixed and treats the data as a random process. The FIM is not able to take prior information
on the parameter set into account and provides no notion of how likely it is that a certain parameter set Θ
describes the measured data best; for such statements one has to resort to Bayesian techniques.
6.3 The Bayesian approach to parameter estimation
“A frequentist is a person whose long-run ambition is to be wrong 5% of the time. A
Bayesian is one who, vaguely expecting a horse, and catching a glimpse of a donkey,
strongly believes that he has seen a mule. ” — Karl Pearson
As mentioned before, frequentist statistics may not be the optimal tool for GW astronomy, as here we deal
with single experiments that are non-repeatable and we may have prior information on the probability
distribution at hand from previous astrophysical observations. In real life, we will ask ourselves how likely
it is that a particular parameter set is the true one in the light of the detector data d. Frequentist statistics
is by design not able to answer such questions.
The heart of Bayesian statistics is Bayes’ theorem:
p(A|B) = p(B|A) p(A)
p(B)
, (6.22)
where A, B are two events and p(A|B) is the conditional probability for A to take place given that B has
already occurred. Taking for A the hypothesis that the set Θ describes the parameters of the source best
and for B the event that the particular data set d appears in the detector, we can write in terms of Bayes’
theorem:
p(Θ|d) = p(d|Θ) p(Θ)
p(d)
. (6.23)
Here, p(Θ) is the prior probability for Θ to be the true parameter set, i.e. what is known about Θ before
the experiment. In GW astronomy, these could e.g. be priors on the mass or distance distribution of black
holes through astronomical observations. p(d|Θ) is the likelihood introduced in Eq. (6.10) and the quantity
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p(d) =
∫
dΘ p(d|Θ) is the so-called evidence, marginalised over all possible values of Θ. As before, p(d)
is just a normalisation constant that is not important for the tools we are going to use. The resulting
distribution p(Θ|d) is the posterior probability after considering the prior and the likelihood. p(Θ|d) can
be understood as the probability that Θ gives the correct description of the measured data. In Bayesian
statistics, the notion of probability is not that of an observed frequency but rather that of the possibility
that an event is going to take place given also subjective expectations. In subsequent measurements, what
has been the posterior before is promoted to the prior and a new posterior is gained with the new data.
Once the likelihood and the prior are defined, the posterior distribution can be explored with methods such
as Markov Chain Monte Carlo, as introduced below. This is not an easy task, since Θ can have from 9 to 17
dimensions in GR. In Bayesian statistics, one trades the intuitive notion of probability that is much closer
to the human perception of reality for the fact that posterior probabilities are very expensive to compute.
To summarise, Bayesian statistics views the data as fixed and the underlying parameters as variable while
frequentist statistics assumes that the underlying parameters are fixed and various experiments with a
random component can be conducted. As Bayesian statistics requires a prior that shows the subjective
expectation of an individual, different priors will lead to different posteriors. Hence it would be useful to
check the robustness of acquired results by imposing different priors. It has to be emphasised that also a
flat prior is a subjective prior.
The Bayesian viewpoint is more natural and intuitive than the frequentist viewpoint for GW astronomy.
Yet it has been only recently that people started to incorporate Bayesian tools such as Markov Chain Monte
Carlo algorithms, as we are just entering an era where computers and algorithms are getting fast enough
to allow us to compute the desired probabilities in a reasonable time frame.
6.4 Bayesian inference for tests of GR
In Chapter 4 we introduced different alternatives to GR that are to date not ruled out using pulsar and
solar system tests. Given some detector data d, how can we know if GR (and hence the waveform model
in Section 3.3) is the true underlying theory? Might it be that an alternative to it, giving rise to a modified
waveform model, provides a better answer? In other words: What theory fits the data best while keeping
the number of possible parameters to a minimum? A good answer to this problem can be provided by
Bayesian inference. Although the methods mentioned in this section have not been used in the studies
conducted for this thesis, for future reference, let us give a brief review of how one can test hypotheses
with Bayesian inference, with emphasis on alternative theories. More in-depth reviews can be found in
[66, 67, 95].
Let us consider two different hypotheses in the following:
• HGR: GR is the true underlying theory and the GW signal is described with the waveform model
hGR(Θ) from Section 3.3.
• HNGR: Any parametrized deviation from GR is a better fundamental theory of gravity, implying a
modified waveform model hNGR(Θ,λ), where λ is a set of additional theory parameters.
In the remainder of this section, for simplicity, we will always use the vector Θ for the parameter set of
the waveform model, regardless whether Θ consists just of binary system parameters (GR) or contains also
additional theory parameters (NGR).
Let us come back to the central question of this section: Given some detector data d, which of the above
hypotheses is in favour and describes the data better?
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As in Section 6.3 we start with Bayes’ theorem:
p(Hi|d) = p(d|Hi) p(Hi)p(d) . (6.24)
Here, the posterior p(Hi|d), the probability that Hi is the true hypothesis describing the data, can be
computed through the evaluation of the likelihood p(d|Hi), the prior p(Hi) that can be placed on the
hypothesis and the evidence p(d) =
∑
i p(d|Hi) p(Hi) that takes again only the role of a normalisation
constant. The likelihood is marginalised over the binary and theory parameters:
p(d|Hi) =
∫
dΘ p(d|Θ,Hi) p(Θ|Hi), (6.25)
where p(Θ|Hi) are the priors that can be placed on the parameters in the specific case of where hypothesisHi is assumed to be true. p(d|Θ,Hi) is the likelihood function discussed in Section 6.3 with a waveform
model that assumes this particular hypothesis. If one aims to find the parameter set Θ that describes the
detector data best assuming that hypothesisHi is true, it is straightforward to generalize Eq. (6.23) to
p(Θ|d,Hi) = p(Θ|Hi) p(d|Θ,Hi)p(d|Hi) . (6.26)
Once the waveform models are established for the different hypotheses, all the necessary quantities needed
for Equation (6.24) are available. In practice, however, in order to compute the evidence p(d), we would
need to sum over all possible hypotheses (or theories); this is unfeasible because of the lack of our knowl-
edge of all possible models. Yet we can compare different hypotheses and choose which one we are going
to favour in the light of the measured data. A tool for such a comparison is the odds ratio





which compares relative probabilities and represents the ’betting odds’ for a certain hypothesis. The odds
ratio has the advantage that the evidence p(d) cancels out. More commonly, assuming flat prior odds,




Large Bayes factors would thus imply a clear tendency towards an alternative theory describing the data
much better than GR.
6.5 Exploring the posterior: The Markov Chain Monte Carlo algorithm
In the following, let us present a short introduction to the Markov Chain Monte Carlo (MCMC) algorithm -
a particular computational tool that can be used to explore the probability distributions introduced in the
previous sections. Comprehensive reviews can be found in [96, 97].
6.5.1 The Monte Carlo principle





target distribution p(x). The acquired samples can then be used to construct an approximate version of
the target distribution,






δ(x − x (k)). (6.29)
Thus, in the limit of large N , pN (x) ≈ p(x). Expectation integrals can then be approximated by only
considering samples x (i):
∫
f (x) p(x)dx = lim
N→∞
∫





f (x (i)). (6.30)
Monte Carlo simulations are widely used in computational physics; we use one to assess the errors on the
estimated theory parameters with Classic LISA in Chapter 7. If p(x) follows a complicated structure with
secondary maxima, is defined on a high-dimensional state space or is difficult to sample from at all, then
Monte Carlo-based algorithms become very inefficient. A more appropriate method is the use of Markov
Chains, as introduced in the next subsection.
6.5.2 A primer to Markov chain theory
Figure 6.1: A simple two-state system with assigned transition probabilities. After a large number of iterations, the
probability distribution settles down to p(x1) = 0.53 and p(x2) = 0.47.
Suppose we are to deal with a system of two different states x1 and x2, as visualised in Fig. 6.1. Let us
choose x1 as a starting point. To x1, jump probabilities are assigned: in 20% of the jumps, we come back
to x1 and in the remaining 80% we reach x2. Similarly, once we have reached x2, we will reach x1 only
in 90% of the cases, in the rest we will fall back on x2. Such jump probabilities can be formalised with a
transition matrix T (x i|x j), the probability to reach x i given one sits on x j . In the particular example, we





T has, by definition, to follow the normalisation rule
∑
i T (x i|xk) = 1. After k jumps, the probability
distribution is p(k)(x i) = ki/k where x = {x1, x2} and ki is the number of cases we ended up on x i . In the
limit of large k, the invariant distribution p(x) is reached, with
∑
i p(x i) = 1. In this particular example,
one finds p(x1) = 0.53 and p(x2) = 0.47 for large k.
Using marginalisation over conditional probabilities (as done in Section 6.4), we are able to write
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p(x1) = T (x1|x1) p(x1) + T (x1|x2) p(x2) =
2∑
i=1
T (x1|x i) p(x i),
p(x2) = T (x2|x1) p(x1) + T (x2|x2) p(x2) =
2∑
i=1
T (x2|x i) p(x i). (6.32)
This relation must hold for the invariant distribution. Defining the vector p = (p(x1), . . . , p(xn)) allows
us therefore to write relation (6.32) as the fix-point problem p = T p (which is also the definition of
the invariant distribution). Thus we can find the invariant distribution by evaluating p(k+1) = T p(k)
iteratively or, formally, T N p(0) −→
N→∞ p. For our particular example, one can indeed verify that T p = p for
p = (0.53,0.47).
Definition: A Markov chain is a series of random variables X (0), X (1), X (2), . . . on a common state space
where the probability distribution for X (k+1) only depends on X (k), in other words: the chain has no memory
of its history. More formally, p
 
X n+1|X (n), X (n−1), . . . , X (1), X (0)= p  X n+1|X (n).
Markov chains are ergodic, i.e. T N p(0)(x)→ p(x) in the limit of large N regardless of the initial condition
p(0)(x), as long as the transition matrix is irreducible and aperiodic. If the transition matrix is reducible, i.e.
the matrix T can be reduced into separate smaller matrices, then not all states in the chain can be visited
from within certain subsets of the state space. The requirement of aperiodicity makes sure that the Markov
chain does not alternate between a set of final probability distributions, never converging on one invariant
distribution.
In the multivariate and continuous case, where x ∈ Rn and p(x ) is a real and continuous function with∫
p(x )dn x = 1, the transition probabilities are expressed with the transition function T (x ′|x ) = T (x ′, x ).
The marginalisation (6.32) can then be expressed as
p(x ′) =
∫
T (x ′|x ) p(x )dn x , (6.33)
allowing for the fix-point iteration
p(k+1)(x ) =
∫
T (x ′|x ) p(k)(x )dn x . (6.34)
Given a probability distribution p(x ), we wish to construct a Markov chain for which p(x ) is the invariant
distribution. A reversible Markov chain satisfies the detailed balance condition
T (x ′|x ) p(x ) = T (x |x ′) p(x ′), (6.35)
i.e. if we pick a state from the target distribution p(x ) and jump with transition probability T , it is just as
likely that we pick x and go from x to x ′ as it is that we choose x ′ and go from x ′ to x . Then,
p(x ′) =
∫
T (x ′|x ) p(x )dn x =
∫
T (x |x ′) p(x ′)dn x = p(x ′)
∫
T (x |x ′)dn x = p(x ′). (6.36)
This is an important result since if we are able to find a transition function that satisfies the detailed balance
condition, then this will automatically ensure that p(x ) is its invariant distribution.
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6.5.3 Using auxiliary proposal distributions - Rejection sampling
Some probability distributions p(x) are very difficult to draw samples from. In order to prepare for the
Metropolis-Hastings algorithm that is described in the next subsection, we introduce here the concept of
adopting auxiliary distributions that are used instead for sampling. The basic idea of rejection sampling
is to sample from an auxiliary distribution q(x) that is easy to sample and satisfies p(x) ≤ Mq(x), where











Figure 6.2: In the rejection sampling algorithm, samples are drawn from an auxiliary distribution q(x). By using a
random value u drawn from an uniform distribution over [0,1], certain samples can be rejected in order to correct for
p(x).
In the following, samples x (i) are drawn from q(x) while each time another random value u is chosen from
a uniform probability distribution over [0,1]. If
u Mq(x (i))< p(x (i)), (6.37)
then we find ourselves in the area enclosed by p(x) and accept the sample, otherwise we reject it. This
method allows us to sample p(x) without actually having to draw samples from it directly. In high-
dimensional scenarios, however, rejection sampling is prone to fail, since









and M has usually to be quite large to allow Mq(x ) to enclose p(x ), leading to a very low acceptance rate.
6.5.4 Markov Chain Monte Carlo and the Metropolis-Hastings algorithm
Markov Chain Monte Carlo is a strategy to draw samples from a given probability distribution that is
difficult to sample while exploring the state space using Markov chains. One of the most practical and
most commonly used MCMC algorithms is the Metropolis-Hastings algorithm which is suitable especially
for multi-dimensional problems. The Metropolis-Hastings algorithm is also particularly useful as it does not
require the knowledge of the numerical value of a possible normalisation constant in front of the probability
distribution.
As the invariant distribution p(x ) is difficult to sample from, we introduce the auxiliary, candidate-generating
proposal density q(x ′|x ) which denotes the probability to jump to x ′ given that the current state is x . Most
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likely, q(x ′|x ) does not satisfy the detailed balance condition introduced in Section 6.5.2. However, we
can restore detailed balance by constructing a proposal distributionA (x ′|x )q(x ′|x ), whereA (x ′|x ) is an
arbitrary function and can be interpreted as the acceptance probability for a jump that has been proposed
by q(x ′|x ). The detailed balance condition is thus
A (x ′|x )q(x ′|x ) p(x ) =A (x |x ′)q(x |x ′) p(x ′). (6.39)
In order to ensure reversibility, it is convenient to choose A (x |x ′) = 1 for the acceptance probability to
jump back. Hence we end up withA (x ′|x ) = [q(x |x ′)p(x ′)]/[q(x ′|x )p(x )], or at iteration i,










where the maximum acceptance probability has been limited to one. Given a sample x (i) that has been
reached previously, the next sample x (i+1) is drawn from the auxiliary probability distribution q(x (i+1)|x (i)).
The sample x (i+1) is then accepted with the probability A  x (i+1)|x (i). Here, the ratio p(x (i+1))/p(x (i))
represents the reality, i.e. the probability distribution of the observed process as it is in nature. However,
the ratio q(x (i)|x (i+1))/q(x (i+1)|x (i)) can be adjusted by the choice of q(x |x ′), allowing us to optimise for
speed and acceptance rate of the chain.
The Metropolis-Hastings algorithm has two main disadvantages: First, since every sample is chosen ac-
cording to the previous one, the samples are correlated; a set of nearby samples will not reflect the correct
distribution. As a solution, only every nth sample can be stored. However, this will substantially increase
the number of samples that have to be acquired. Another solution would be to increase the width of q(x ′|x )
allowing for larger jumps; this can lead to very high rejection probabilities and therefore can take the chain
a long time to run. Secondly, although the chain eventually converges to the invariant distribution, it needs
some time to get from the initial state to the states where the probabilities are high and lurks around in
one particular low-probability region of the state space which thus appears to have higher probabilities at
the end. Such initial samples in the so-called burn-in phase do not represent the probability distribution
well and should be thrown away.
Concluding, the Metropolis-Hastings algorithm works as follows:
• Choose an initial value x (0).
• For i = 0 to N − 1:
– Randomise u ∈ [0,1] uniformly.
– Sample x ′ from q(x ′|x ).
– If u<A  x ′x (i): x (i+1) = x ′, else: x (i+1) = x (i).
6.5.5 Simulated annealing
Instead of sampling from a distribution, especially for the search of the underlying parameters of gravita-
tional wave sources, one can also be interested in finding its global maximum, in order to do a maximum a
posteriori estimate. Such a task could in principle be accomplished by an MCMC where the state x (i) lead-
ing to the highest p(x i) is fetched from the chain at the end of the run. This is however quite inefficient,
because only a few samples might come from the very vicinity of the maximum. Moreover, if the chain
starts away from the maximum, it can very easily get stuck on one of the secondary or tertiary maxima that
are distributed around the maximum [98]. A strategy to explore the maximum of a given probability dis-
tribution is simulated annealing which introduces a non-homogeneous (time-varying) Markov chain where
the invariant distribution is modified to depend on iteration i:
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p(i; x )∝ p1/Ti (x ), (6.41)
with a ’temperature’ Ti that decreases with i according to a certain cooling schedule which has the asymp-
totic property limi→∞ Ti = 1. As illustrated in Fig. 6.3, large temperatures render the invariant distribution
smoothed out and low temperatures narrow the peak around the global maximum. This allows the chain
to move easily between all local maxima in the beginning in order to find the approximate region of the
global maximum and, as the cooling schedule goes forward and the temperature is decreased more and
more, it settles around the global maximum and explores only its local surrounding. If one aims to explore
the global maximum with a Metropolis-Hastings algorithm, one could replace the usual burn-in phase with
a simulated annealing algorithm.
Figure 6.3: In simulated annealing, a temperature decreasing with the number of iterations is assigned to the invariant
distribution, as in Eq. (6.41). It is interesting to observe how the probability distribution is smoothed out for large
temperatures and is then successively narrowed for low temperatures. The probability distributions are all normalised to
one.
6.5.6 Choosing a good proposal distribution for gravitational-wave parameter estimation
The proposal distribution q(x (i+1)|x (i)) is usually chosen to follow a Gaussian distribution centered around
x (i) with a certain width parameter σ. A proposed jump will therefore preferably stay in the σ-vicinity of
x (i). Choosing the correct width parameter is crucial; if it is too small, then the corresponding jumps are too
small and the samples can be strongly correlated, perhaps not allowing to jump from one local maximum to
another. Conversely, if σ is too large, most of the jumps will be rejected as they are usually placed far away
from a local maximum, rendering the Markov chain very inefficient. In Figs. 6.4-6.6, a Metropolis-Hastings
algorithm is used to explore a bimodal target distribution by using a Gaussian distribution with a width
parameter that is too narrow, just right or too wide.
In GW astronomy, we explore the posterior probability distribution (6.23)
p(Θ|d)∝ p(Θ) e− 12 (d−h(Θ)|d−h(Θ)). (6.42)
We saw in Section 6.2 that this distribution can be approximated using the Fisher matrix Γi j . This approx-
imation is not perfect, but can nevertheless be used to form a good proposal distribution. We do this by
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Figure 6.4: Metropolis-Hastings algo-
rithm where the width parameter of
the proposal distribution is too nar-
row: the global maximum is missed
and the chain stays mostly in the sub-
dominant mode.
Figure 6.5: Here, the width parame-
ter seems to be optimally chosen: the
chain moves well through the whole
state space.
Figure 6.6: In this case, the σ param-
eter was too wide: the allowed jumps
are too large and rejected most of the
time, leaving us with a sparsely filled
chain.
taking a multivariate Gaussian distribution (with nine dimensions for the non-spinning case) with a width
parameter of σi = 1/
p
DEi in each eigendirection of Γi j [94, 99]. Here, Ei is the eigenvalue correspond-
ing to the chosen eigendirection and D is the number of dimensions that makes sure that typical jumps
are about 1σ of the full distribution. Cornish and Porter [94] find that the resulting acceptance rate is
lower than expected due to the Fisher matrix slightly overestimating uncertainties in the magnitude of the
eigenvalues and in the orientation of the eigenvectors.
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Abstract
We compute the accuracy at which a LISA-like space-based gravitational wave detector will
be able to observe deviations from General Relativity in the low frequency approximation. To
do so, we introduce six correction parameters that account for modified gravity in the second
post-Newtonian gravitational wave phase for inspiralling supermassive black hole binaries with
spin precession on quasi-circular orbits. Our implementation can be regarded as a subset of
the ppE formalism developed by Yunes and Pretorius, being able to investigate also next-to-
leading order effects. In order to find error distributions for the alternative theory parameters,
we use the Fisher information formalism and carry out Monte Carlo simulations for 17 different
binary black hole mass configurations in the range 105M < M < 108M with 103 randomly
distributed points in the parameter space each, comparing the full (FWF) and restricted (RWF)
version of the gravitational waveform. We find that the binaries can roughly be separated into
two groups: one with low (® 107M) and one with high total masses (¦ 107M). The RWF
errors on the alternative theory parameters are two orders of magnitude higher than the FWF
errors for high-mass binaries while almost comparable for low-mass binaries. Due to dilution
of the available information, the accuracy of the binary parameters is reduced by factors of
a few, except for the luminosity distance which is affected more seriously in the high-mass
regime. As an application and to compare our research with previous work, we compute an
optimal lower bound on the graviton Compton wavelength which is increased by a factor of
∼ 1.6 when using the FWF.
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7.1 Introduction
Although General Relativity (GR) has so far passed all experimental and observational tests [32], some
unsatisfactorily explained phenomena still remain which could be more elegantly described by alternative
gravity theories. Among these theories are the proposed inflationary epoch of the universe shortly after the
big bang which explains the temperature homogeneity of the cosmic microwave background, dark matter
which should account for the missing 23% of the mass in the universe and dark energy introduced as an
attempt to drive the observed late accelerated expansion of the universe. Moreover, attempts to quantize
GR or to unify gravitation with the other three fundamental forces are as yet incomplete. Consequently,
several modifications to GR have been proposed. Certain alternative theories work by introducing addi-
tional fields to the Einstein-Hilbert action of GR. Scalar-tensor field theories such as Brans-Dicke theory
[100] are candidates for reproducing inflation. Modified Newtonian Dynamics (MOND) [101] attempts to
get rid of dark matter by modifying the 1/r2 behavior of the gravitational potential; a relativistic version
introducing scalar and vector fields called Tensor-Vector-Scalar gravity (TeVeS) has also been proposed
[102]. The class of f (R) theories [103] modify the Einstein-Hilbert action by replacing the Riemann scalar
by a function of it. More phenomenological approaches such as Massive Graviton theories [50, 54] study
the wave propagation of a ’massive’ gravitational field.
Since alternatives to GR can be heavily constrained by the observation of Solar System effects and pulsar
binaries [32], viable alternative theory candidates should reduce to GR in the limit of weak fields. In
spacetime regions with strong dynamical gravity, such as binary black holes (BBHs), comparable constraints
do not yet exist and should be tested for. A good review of currently discussed alternatives to GR can be
found in the appendix of [35].
Among the most popular gravitational wave detectors are laser interferometers. Several ground-based
interferometers such as LIGO (USA), Virgo (Italy) and GEO600 (Germany) have been built and are already
operating, being sensitive to high frequencies between 10 Hz and 1 kHz. Currently LIGO is being upgraded
to Advanced LIGO with a sensitivity ten times better, and is expected to observe several events per year and
make gravitational wave detection likely within the next five years. Hence gravitational waves could finally
be observed directly a hundred years after their theoretical prediction by Einstein.
Complementary to ground-based detectors restricted by their short arm-length and seismic noise at low
frequencies, the spaceborne, low frequency detector eLISA/NGO (evolved Laser Interferometer Space An-
tenna / Next Gravitational Wave Observatory) has been proposed, sensitive in a range of ∼ 10−5 − 1 Hz.
The mission was originally planned as an ESA/NASA collaboration, consisting of three spacecrafts sepa-
rated by five million km, forming an equilateral triangle of laser arms. In 2011, NASA discontinued their
participation in the LISA project; the European Space Agency planned to realize the project on their own
with a reduced, affordable mission design called eLISA/NGO [77]. Although not selected as the first large
L1 mission, there is a high chance that eLISA/NGO will be selected within the next few years as an L2
mission. In this paper we perform calculations for the originally planned LISA-like detector, as this en-
ables us to compare our results to other studies and also since it is currently unknown with what technical
specifications eLISA will fly. We will use the term ’LISA’ for a classic LISA-like mission throughout this paper.
Among the strongest sources which LISA will detect are supermassive black hole binaries with masses be-
tween 105−107M. After a long inspiral phase, such binaries could merge into one single Kerr black hole
which rings down from its excited state by emitting gravitational radiation. Compact binary inspirals pro-
duce a very clean and long-lasting gravitational signal which may be accurately described by harmonics
of the orbital phase using the post-Newtonian (PN) formalism. Inspiralling BBHs emit gravitational radi-
ation carrying information about binary parameters such as the individual black hole masses and spins in
its amplitude and phase. By using matched filtering techniques [104, 105], the binary parameters can be
extracted from the noisy signal measured by the detector. Alternative gravity theories will also leave their
imprints on gravitational waves, since they modify the strong-field dynamics of the BBH, resulting in a
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different orbital phase evolution. Also a possible ’graviton mass’ will influence gravitational waves on their
way to us by making their velocity frequency dependent. Since alternative theories are heavily constrained
and LISA is expected to observe signals with very high signal-to-noise ratio (SNR), a signal from a BBH will
be detected with GR waveform templates regardless whether or not GR is true. This could create a fun-
damental bias [35] in parameter extraction if the signal is fitted with an incorrect GR waveform template,
leading to incorrect parameter estimation. To fix this bias, additional parameters controlling deviations
from GR can be introduced. Adding parameters while having the same information from the detectors in-
creases the correlation between the extracted parameters and thus decreases the accuracy in the recovered
parameter values.
Previous papers computed bounds which LISA could place on the Brans-Dicke parameter ωBD (see e.g.
[106, 107]) or on the graviton Compton wavelength λg (see e.g. [50]) using matched filtering. Due to
the no hair theorem, for BBHs, scalar field effects in Brans-Dicke theory arising from the inner structure of
compact objects cannot be distinguished; however, such massive binaries are an excellent environment to
test massive gravity effects. The effects of ’massive’ propagation have been investigated by various authors,
considering different source and detector models. After a first analysis of massive graviton propagation by
Will [50], Berti et al. [53] introduced spin parameters and spin-orbit/spin-spin couplings, finding a loss
of accuracy due to the extra parameters included in the model. Stavridis and Will [54] considered the
full precession of the spins and discovered that the resulting phase modulation restores the lost accuracy
on λg . Yagi and Tanaka [57] included eccentricity to the system and found that the additional structure
through both precession and eccentricity increases the measurement accuracy by an order of magnitude.
Arun and Will [55] showed that the bounds on λg are improved by almost an order of magnitude for
non-spinning BBHs when using the full waveform (FWF) instead of the restricted waveform (RWF) which
takes the phase up to full PN order but considers the amplitude only to leading order. Taking higher
harmonics into consideration increases the time during which the signal stays in the frequency window of
LISA and shows a richer structure in the gravitational wave, leading to less correlation in the parameter
space. Keppel and Ajith [56] used hybrid inspiral-merger-ringdown waveforms and found that they lead
to a ∼ 10 times higher accuracy than for inspiral-only waveforms. Moreover, Berti et al. [58] pointed out
that the combination of the bounds on λg from individually observed inspirals in a two-year running time
can again raise the accuracy by an order of magnitude. Tables summarizing lower bounds on λg and upper
bounds on ωBD found by previous works are e.g. provided by [56, 57]. Arun et al. [70] re-interpreted
the matched filtering method and fitted the post-Newtonian coefficients to the waveform instead of the
parameters usually extracted from them. They discussed to what extent LISA will be able to measure
deviations from the 3.5PN gravitational wave phase parameters in General Relativity. Yunes and Pretorius
[35] generalized this approach to a parameterized post-Einsteinian (ppE) formalism which maps different
types of alternative theories to the gravitational waveform of a compact binary merger. Cornish et al. [67]
used Markov Chain Monte Carlo simulations to investigate parameter biases and possible bounds on the
ppE parameters.
In this work we parametrize alternative theories by introducing corrections to the post-Newtonian coef-
ficients of the orbital phase for a BBH inspiral, including the full 2PN precession of spins and angular
momentum. We add higher harmonics to the waveform by considering the full 2PN amplitude. We post-
pone the discussion of eccentric orbits to later work and restrict our calculations to quasi-circular orbits.
Since matched filtering is far more sensitive to the gravitational wave phase than to the amplitude, we
do not consider corrections to the amplitude of the wave. We evaluate the measurement accuracy with
which a LISA-like mission will be able to detect such corrections for BBHs. To estimate the errors on the
parameters, we make use of the Fisher information formalism which is legitimate in the limit of high SNR
which LISA will provide.
The organization of this paper is as follows. In Sec. 7.2 we shortly introduce the necessary equations to
describe the evolution of the inspiral phase, the spins and the angular momentum of a BBH up to 2PN. In
Sec. 7.3 we introduce small departures from GR into the post-Newtonian frequency evolution equation. We
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then compute the modified orbital phase evolution in this scheme, incorporate it into a modified waveform
template in Sec. 7.4, taking the waveform to be the sum of harmonics of the orbital phase, compute
the Fourier transformed waveform including alternative theory parameters and compare it with the ppE
formalism in sec. 7.5. In Sec. 7.6 we review the Fisher information formalism in order to estimate the
errors on the parameters. In sec. 7.7 we explain the details of the Monte Carlo simulations we carried
out. We discuss the resulting error distributions on selected parameters in Sec. 7.8 to see to what extent
we can measure deviations from the 2PN gravitational wave phase predicted by GR and how strongly the
binary parameters are affected by the introduction of six new parameters to the model. We discuss two
representative BBH systems in Secs. 7.8.1) and 7.8.2). In sec. 7.8.3 we have a closer look at correlations
between the newly-introduced parameters. Because systems at higher redshifts experience higher errors,
we plot the maximal redshifts for different upper error limits of the alternative theory parameters in Section
7.8.4. As an example, we calculate the resulting optimal lower bounds on the Compton wavelength of the
graviton in Sec. 7.8.5. We summarize our work and discuss possible extensions in Sec. 7.9. In Appendix
7.11.1 we discuss the breakdown of three approximations used in this work and where the integrations
should be stopped. The expressions we used for the 2.5PN and 3PN frequency evolution are given in
appendix 7.11.2. We give tables with best-case, worst-case and median measurement errors of both the
binary and alternative theory parameters in Appendix 7.11.3.
7.2 Evolution of black hole binaries with precessing spins
A complete description of the inspiral evolution of two spinning black holes on a quasi-circular orbit with
two individual masses m1,2 and the corresponding spin vectors S1,2(t) is given by the angular momentum
unit vector Lˆ(t), the orbital angular frequencyω(t) and an initial value for the orbital phase ϕ(t0). Further
characteristics such as the orbital separation can be related toω using post-Newtonian expressions. There-
fore a quasi-circular BBH inspiral can be described by 12 intrinsic parameters. In order to relate the binary
with a detector, a unit vector nˆ pointing from the detector to the barycenter, and a luminosity distance dL
between the two can be introduced, bringing an additional set of 3 extrinsic parameters into play. Thus,
to describe a BBH inspiral on quasi-circular orbit, 15 parameters are required.
Since a description of the motion of such a system with full General Relativity is only possible with numerical
methods and at high computational cost, an analytic expansion of the Einstein equations in powers of v/c
has been studied: the post-Newtonian (PN) formalism. Currently, the equations of motion for spinning
objects are known up to 2.5PN, while spin-spin and spin-orbit coupling terms are only known up to 2PN
[19]. Therefore we take all the relevant expressions up to 2PN, i.e. O [(v/c)4] away from leading order.

















































is the dimensionless orbital frequency parameter, M = m1 +m2 is the total mass and ν= m1m2/M2 is the
symmetric mass ratio. The spin-orbit and spin-spin couplings are given by


















(a S1 · S2 − b(S1 · Lˆ)(S2 · Lˆ)), (7.4)
respectively. The precession of Lˆ and S1,2 induces a time dependence for these couplings, and thus a
modulation of the gravitational wave phase. The orbit-averaged evolution equations without radiation
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× Si , (7.6)
with i 6= j and i, j ∈ {1, 2}. The orbital separation r and the angular momentum are related to the orbital













since higher-order corrections would exceed the 2PN order. Eqs. (7.1) and (7.7) enable us to express the
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Si . (7.12)
We express the gravitational wave phase in terms of the “principal + direction” [108] defined as the direc-
tion of the vector Lˆ× nˆ. A precession of the angular momentum vector changes the principal + direction.









1−  Lˆ · nˆ2  Lˆ× nˆ · dLˆdω dω, (7.13)
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where ω0 is the orbital frequency at time t0, δϕ0 = −
∫ tc
t0
(dδϕ/dt)dt, and dLˆ/dω is given in Eq. (7.10).
The resulting 2PN orbital phase is then, expressed in terms of the orbital angular frequency: φ(ω) =
ϕ(ω) +δϕ(ω).
A signal observed from a BBH at cosmological distance is redshifted, i.e. the observed frequency is fo =
fe/(1+z), where fe is the frequency of the gravitational waves emitted by the binary. The relation between
redshift and luminosity distance in a ΛCDM cosmology without radiation and with ΩΛ = 0.72, Ωm = 0.28
and H0 = 70.1 km/s/Mpc [109] is








For binaries at cosmological distance, the redshifted signal can be expressed as one coming from a binary
with ’redshifted’ masses m˜1,2 = (1 + z)m1,2 at luminosity distance dL(z). Unfortunately, for gravitational
wave experiments, it is not possible to disentangle redshift, mass and distance: only two parameters out
of these three can be inferred. Simultaneous observations of electromagnetic counterparts, through which
the actual redshift could be measured, could break this correlation and lead to interesting astrophysical
insights.
7.3 Modifications to the 2PN orbital phase
Matched filtering techniques are more sensitive to the gravitational wave phase than to the amplitude.
The signal from a BBH inspiral can be described as a sum of harmonics of its orbital phase; to find the
imprints of alternative gravity theories on gravitational waves it is therefore reasonable to look at how the
orbital phase evolution of a BBH changes for small departures from GR. In the 2PN expansion, the orbital
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As thoroughly discussed by Yunes and Pretorius in the derivation of their ppE formalism [35], in the adia-







E is the total binding energy or Hamiltonian (conservative part) of the system while E˙ stands for the
energy loss through gravitational waves or other physical degrees of freedom of energy loss (dissipative
part). Considering the impact of alternative theories on these two quantities leads to modifications of the
gravitational wave phase. Certain theories such as Brans-Dicke theory introduce scalar fields which lead
to a difference in the self-gravitational binding energy G per unit mass [110], producing additional dipole
radiation. The energy loss formula including dipole contributions can be expressed to leading quadrupole











Here, v and r are the orbital velocity and separation of the system, respectively, while κ1 and κ2 are so-
called Peter-Mathews parameters and κD is a coefficient for the dipole contribution. Lother stands for any
other energy loss channel, either through other polarizations or as yet unknown physical processes. Since
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we do not have any good parametrization forLother so far, we do not consider it. In terms of dimensionless
frequency, the dipole radiation term in Eq. (7.17) leads to an additional x−1 term in the PN expansion
(7.15).
We introduce a general parametrization where the effects on the phase are emphasized and no correc-
tions to the wave amplitude are considered. The calculations are done for quasi-circular binaries with
precession of both black hole spins described by the full 2PN waveform (2PN expansion of both the phase
and the amplitude). We start by introducing corrections to the 2PN orbital frequency evolution d x/d t
which will lead to a corrected version of the 2PN orbital phase. To do that, we introduce a correction term
ai for every 2PN coefficient bi and an additional x
−1 and x1/2 term. Products of a correction term a-1 x−1
with a PN expanded expression such as 1 + b1 x + b3/2 x3/2 + b2 x2 result in b2 featuring already at 1PN
order. Hence for the final result to be consistent at 2PN order, we need to do all the calculations up to 3PN,
truncating at 2PN only at the very end. The current 2.5PN expansion accounts for spin-orbit effects while
the 3PN expansion does not consider spin effects at all. Nevertheless, these higher order expansions can
be used as approximations. The 3PN evolution equations of the dimensionless orbital angular frequency
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where β and σ are the spin-orbit and spin-spin couplings, respectively. To account for alternative theories,
























including corrections to every existing PN parameter and an additional x−1 and x1/2 term. The reason why
x2 log(x) appears is that a term proportional to x3 log(x) enters the 3PN phase which has to be included
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in 2PN corrections because of couplings with x−1 terms. Note that we treat the ai as constants, i.e. we
disregard any dependencies on binary parameters such as masses and spins, since we do not know how
they look like in general.
We now follow the steps for the derivation of the gravitational waveform presented in [112], introducing
these additional corrections, keeping them at first order, and truncating at 3PN. By inverting and integrating
Eq. (7.19) we find the time t(x) as a function of the frequency to be of the form:
t − tc ≈ t(x)











The coefficients Ti are functions of ai . To find the orbital phase as function of frequency, we need to recast
t(x) into a series expansion for x(t); we are then able to find the phase by integrating ω ∝ x3/2 over
time:


































a2 + 2a2,log − 2a1 b1 + 3a0 b21 − 4a−1 b31 − 2a0 b2 + 6a−1 b1 b2 b3/2
−2a−1 b3 − 2a1/2 + 3a−1 b23/2 − 4a−1 b3,log

,
A2,log = 5a2,log − 10a−1 b3,log. (7.22)
At this point we choose not to consider the correction term A2,log in our implementation for simplicity and
thus set A2,log = 0 in the following.
7.4 Modifications to the 2PN waveform
Having found a 2PN expression for the orbital phase corrections, we are able to construct the gravitational







A(n)+,× cos(nφ) + B(n)+,× sin(nφ)

. (7.23)
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Here, φ is the orbital phase of the binary with spin precession included: φ(t) = [ϕ(t)]mod + δϕ(t). The




a(n,i/2)+,× x i/2, B(n)+,× =
∑
i≥0
b(n,i/2)+,× x i/2. (7.24)
Explicit expressions for A(n)+,× and B(n)+,× can be found in [112]. A three arm classic LISA will form two
different detectors with uncorrelated noise: for a detector k with antenna pattern functions F+k and F
×
k ,

















Ak,n cos(nψ) + Bk,n sin(nψ)

, (7.25)
with the antenna pattern functions






cos 2φN cos2ψN − cosθN sin 2φN sin2ψN , (7.26)
F×1 (θN ,φN ,ψN ) = F+1 (θN ,φN ,ψN −pi/4), (7.27)
F+2 (θN ,φN ,ψN ) = F
+
1 (θN ,φN −pi/4,ψN ), (7.28)
F×2 (θN ,φN ,ψN ) = F+1 (θN ,φN −pi/4,ψN −pi/4). (7.29)
θN and φN are the spherical angles of the position of the binary in the detector frame, and ψN is defined
through
tanψN ≡ Lˆ · zˆ − (Lˆ · nˆ)(zˆ · nˆ)
nˆ · (Lˆ× zˆ) , (7.30)
with ψ = [ϕ]mod + δϕ + φD, including the LISA Doppler phase φD(t) = (ωR/c) sin θ¯N cos(Φ¯(t) − φ¯N ),




















































The Fourier transform of the response function is then, writing the cosine as an exponential and defining
the new phase ψk,n ≡ n([ϕ]mod +δϕ +φD) +φpolk,n:
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× e2pii f tdt.
(7.35)
The n = 0 integral accumulates around frequencies different from the gravitational wave frequency and
ei(2pi f t+ψk,n) around negative frequencies, so both can be neglected. Then the Fourier transform reduces to






















i(2pi f tn−ψk,n−pi4 ) ×
√√√√ 1d2ψk,ndt2  , (7.37)
evaluated at the stationary points tn = t2PN( f /n). The square root of the reciprocal of the second derivative
of ψk,n is found to be






[S( f )]mod, (7.38)
with [S( f /n)]mod = S2PN( f /n) +∆S being a 2PN function with



































∆S = S-1 x
−1 + S0 + S1/2 x1/2 + S1 x + S3/2 x3/2 + S2 x2 + S2,log x2 log(x). (7.39)
The Si are functions of the orbital phase corrections Ai . The waveform can then be written as








n [S( f /n)]mod
× exp¦i[n([Ψ( f /n)]mod −δϕ( f /n)−φD[t( f /n)])−φpolk,n[t( f /n)]]© , (7.40)
where the modified phase is defined as [Ψ( f /n)]mod = [Ψ( f /n)]2PN +∆Ψ, with


















































−1 +Ψ0 +Ψ1/2 x1/2 +Ψ1 x +Ψ3/2 x3/2 +Ψ2 x2

. (7.41)
The Ψi are also functions of the orbital phase corrections Ai . It makes thus sense to work only with the
phase correction parameters Ψi from now on. The coefficients of ∆S are then, given as functions of Ψi:
S-1 = − 724Ψ-1,






















b1 b3/2 − 4924 b5/2
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b21 − 1112 b2
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S2,log = −73 b3,logΨ-1. (7.42)
All the alternative theory parameters Ψi are treated as constants. They will most probably depend on
other binary parameters such as masses and spins, but it is not possible at this point to find a general
parametrization in terms of binary parameters. In practice this could lead to further covariances between
the alternative theory and binary parameters. Since in the PN expansion of the gravitational wave phase
usually coefficients depending on the symmetric mass ratio of the form α1 +α2ν+α3ν2 + . . . appear, one
could theoretically introduce a new set of parameters, as an attempt to disentangle binary and alternative
theory parameters, but it would increase the number of parameters drastically, therefore reducing the
accuracy of a single measurement. Since such a parametrization would not induce time varying couplings,
and this study focuses on the measurement accuracy for individual systems, we chose not to take the mass
ratio into account. However, the spins might lead to time varying modifications; we chose not to take them
into account either, because of the lack of theoretical predictions for their form.
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7.5 Connection to the ppE formalism
The idea of this work is based on the ppE formalism by Yunes and Pretorius [35]. To look for deviations from
GR, they introduce modifications to the amplitude and phase of the gravitational wave in the frequency
domain [67]:














Here, u = x3/2ν3/5 is the reduced frequency and αk, βk are alternative theory parameters which could
depend on the binary parameters, such as on the symmetric mass ratio or on some spin/angular-momentum
quantities. These deviations results in a modification for the n-th harmonic of the gravitational waveform
(in the frequency domain) of the form
h˜n( f ) = h˜
GR
n ( f ) [1+∆An( f /n)] e
in∆Ψ( f /n), (7.44)
where∆An and∆Ψ are power series in the frequency arising from the above modifications, and the overall
waveform is the sum h˜( f ) =
∑
n h˜n( f ). Previous studies [67, 113] used the restricted waveform (n = 2)
and investigated leading order deviations using a waveform template of the form






where a dependency on the symmetric mass ratio ν is introduced. Let us relate this to our parametrization
given in Eq. (7.40):
h˜n( f ) = h˜
GR






ein∆Ψ( f /n). (7.46)
Since in our implementation we start from the frequency evolution (7.19), the amplitude correction term
∆S/S entering through the stationary phase approximation is only a pseudo correction, as it can be ex-
pressed with phase correction parameters Ψi (7.42). Thus our implementation does not consider real
amplitude modifications, only the phase parameters Ψi can be put into relation with the ppE formalism.













Because of the special treatment of the symmetric mass ratio prefactor with a parameter Bk and since
the symmetric mass ratio enters the conversion between u and x , there is no clear way how to put the
parameter sets {βk, Bk, bk} and {Ψi , i} into relation. Only the frequency powers bk and i where the correc-
tions enter can be compared: they relate as bk =
2
3(ik − 52), where the ik are our summation indices. Our
implementation is thus a subset of the ppE formalism with bk = {−7/3,−5/3,−4/3,−1,−2/3,−1/3}.
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This subset with fixed frequency does not cover the leading order contributions of every alternative to
GR currently proposed. While it is able to catch leading order deviations originating from Brans-Dicke,
massive graviton and quadratic curvature-type theories, it will not see the leading order imprints of Dy-
namical Chern-Simons gravity, Variable G(t) theories and theories including extra dimensions (see [67]
for an overview table of the leading order contributions of alternative theories). On the other hand, our
implementation is able to investigate next-to-leading order effects and can quantify how the inclusion of
alternative theory parameters with more than just one frequency power affects the measurement accuracy
of a LISA-type detector, including the effects of spin precession and higher harmonics.
7.6 Parameter estimation
To estimate how accurately LISA can measure deviations from the 2PN gravitational wave phase predicted
by General Relativity, we use the standard Fisher information formalism for gravitational wave experiments,
as reviewed in [92, 114]. The Fisher information formalism holds only in the limit of high SNR; this is true
for a LISA-type mission, for which SNRs of a few thousands are expected. For low SNR, advanced Bayesian
techniques exploring the whole parameter space such as Markov Chain Monte Carlo methods, (see e.g.
[67, 115]) are needed. Also, once data will become available, Bayesian statistics taking into account prior
probability distributions will be the preferred framework [116].
We assume the gravitational wave signal to be buried in stationary Gaussian noise n(t) such that the
different Fourier components n˜( f ) are uncorrelated. Moreover, we presume that the noise of the two
detectors is totally uncorrelated. Assuming flat priors, for a signal h(t) described by a true parameter set
θt , with noise with spectral density Sn( f ), the probability for the measured data d(t) = n(t) + h(t;θt) to
take this specific form is proportional to
p(d|θt)∝ e−(d−h(θt )|d−h(θt )), (7.48)
where the inner product (g|h) is defined as
(g|h) = 4 Re
∫ ∞
0
g˜∗( f )h˜( f )
Sn( f )
d f . (7.49)
The use of a waveform template with the parameter set θ is inaccurate by ∆θ i = θ it − θ i . The errors ∆θ i
are then approximately given by maximizing the above likelihood distribution, expanding it in the errors
assumed to be small and keeping only first derivatives [92]:











 ∂ h∂ θ j

(7.51)




We chose the same noise curve for classic LISA as in [112], namely the piecewise fit used by the LISA
parameter estimation community [88] given by the instrumental noise
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and the confusion noise
Sconf( f ) =

10−44.62 f −2.3 ( f ¶ 10−3),
10−50.92 f −4.4 (10−3 < f ¶ 10−2.7),
10−62.8 f −8.8 (10−2.7 < f ¶ 10−2.4),
10−89.68 f −20 (10−2.4 < f ¶ 10−2),
0 (10−2 < f ),
(7.54)
where L = 5× 109 m is the arm length of classic LISA, Sp = 4× 10−22 m2 Hz−1 is the white position noise
level, Sa = 9×10−30 m2 s−4 Hz−1 is the white acceleration noise level, and f∗ = c/(2piL) is the arm transfer
frequency. The total noise curve is then Sh( f ) = Sn( f ) + Sconf( f ).
7.7 Simulations
For our simulations, 21 parameters are needed: 15 GR parameters plus 6 alternative theory parameters.
We use
(i) log10 m1/M and log10 m2/M, for the masses of the two black holes.
(ii) µl = cosθl and φl , for the spherical angles of the orbital angular momentum L at γ=
1
6 .






|S1| for the dimensionless strength of the spin of the first black hole, which has to satisfy
0¶ χ1 < 1.
(v) µ2 = cosθ2, φ2, and χ2 for the second black hole, defined equivalently as for the first one.
(vi) log tc , for the time of coalescence.
(vii) ϕc , the phase at coalescence. As this phase is random and its determination is not of any astrophysical
interest, we can safely neglect constants in the orbital phase, in particular δϕ0 from Eq. (7.13).
(viii) µn = cosθn and φn, the spherical angles of the position of the binary in the sky.
(ix) log dL , for the luminosity distance between the source and the Solar System.
(x) Ψi with i ∈ {−1,0, 1/2,1, 3/2,2}, the 6 alternative theory parameters defined in section 7.4
All angles are taken in the frame tied to the distant stars. Moreover, we set t = 0 to be at the time when
LISA will start operating.
We perform Monte Carlo simulations, keeping the masses m1,2, the redshift z and the alternative theory
parameters Ψi fixed, and randomizing all other parameters using a flat probability distribution. The spin
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precession equations (7.9) are integrated using a fourth order adaptive Runge-Kutta algorithm to find the
evolution of Lˆ(ω) and S1,2(ω), going backwards in frequency. As generic starting point for ω, we chose
the frequency at the Schwarzschild ISCO (innermost stable circular orbit) rISCO = 6 GM/c2. Even though
such a clear ISCO does not exist for black hole binaries with comparable mass and precessing spins, we
find that this limit is a good cut-off criterion, avoiding unphysical results. For more information about our
considerations, the reader is referred to section 7.11.1 in the appendix. We stop the evolution either at
t = 0 or when the frequency of the highest harmonic goes below the LISA band (6ω < 3 × 10−5 Hz).
The upper and lower bounds on all the randomized parameters of the simulation are straightforward (dL
is just a function of the redshift z, defined in (7.14)), except for tc for which we set a lower bound of
tc = t2PN(ω(r = rISCO)) using Eq. (7.20) and an upper bound of tc = 2yr, which is the minimum science
requirement for the LISA mission running time.
Using the angular momentum, spin and orbital time evolution we are able to compute the Fisher matrix
elements (7.51), taking the analytical derivatives with respect to log tc , log dL , φc , µn, φn and all the GR
correction parameters Ψi . The first three derivatives are easy to compute:
∂ h˜k(θ j , f )
∂ log tc
= 2pii f tc h˜k(θ
j , f ), (7.55)
∂ h˜k(θ j , f )
∂ log dL
= −h˜k(θ j , f ), (7.56)





j , f ), (7.57)
where h˜k,n is the nth harmonic of h˜k. The derivatives with respect to the corrections Ψi are of the form
∂ h˜k
∂Ψi






















and can be calculated in a straightforward way. The derivatives which we could not compute analytically
are approximated by




i j , f )− h˜k(θ j − 12εδi j , f )
ε
, (7.59)
where ε is a small displacement of the parameter θi which we chose to be of the constant value ε = 10−7
for every parameter, except for φl for which ε was divided by 2 − 2|µl |, µi (i ∈ {1,2}) for which ε was
divided by 5χi , and φi for which ε was divided by 10χi(1 − |µi|). The formula is accurate up to O(ε2).
For each set of parameters we then compute the Fisher matrix using Clenshaw-Curtis quadrature and then
invert it in order to find the corresponding errors on the parameters which we analyze in section 7.8. In
order to avoid matrix inversion problems, we use a normalization of the Fisher-Matrix so that all diagonal
elements are Aii = 1 and all off-diagonal elements are in the range Ai j ∈ [−1; 1]:
Ai j ≡ 1p
ΓiiΓ j j
Γi j . (7.60)
After inversion, the covariance matrix can then be recovered with




A−1i j . (7.61)





1−  Lˆ · nˆ2  Lˆ× nˆ · dLˆdω −→Lˆ·nˆ→1∞. (7.62)
Whenever this happens, we take the approximate value
δϕ(ω+δω)δϕ(ω) + angle
 
Lˆ(ω+δω)× nˆ ,  Lˆ(ω)× nˆ , (7.63)
as explained in [112].
7.8 Results
We performed simulations for 17 different mass configurations, with total masses between 105M and
108M, mass ratios varying between 1:1 and 1:10, and using 103 points in the parameter space for each
configuration. The redshift has been kept fixed to z = 1 since it is not possible to disentangle redshift,
mass and distance. The signal coming from a binary with masses m1,2 at redshift z and luminosity distance
dL(z) can be expressed with one from an apparent binary with m˜1,2 =
1+z
1+z0
m1,2 at redshift z0 and luminosity
distance dL(z0) multiplied by an overall factor of dL(z0)/dL(z). Thus every BBH inspiral producing a signal


























i j . (7.64)





Since we choose to work in a picture where General Relativity is the theory assumed to be true and we are
keen to know how well LISA will be able to measure deviations from its post-Newtonian expansion terms
ψi , we fixed the alternative theory parameters to the fiducial values Ψi = 0.
For each of the 17 binaries we computed the best-case measurement error (5% quantile), the typical error
(median) and the worst-case error (95% quantile) for the full (FWF) and restricted waveforms (RWF) and
present them in tables 7.1-7.14. For each BBH parameter we are interested in, we give an error table with
(21 parameters in total) and without (15 parameters in total) including the alternative theory parameters
Ψi . We do this to show how much accuracy is lost by introducing alternative theory corrections into a
GR waveform template. For binaries where no signal can be extracted from the dataset, we fix the error
to infinity. We give the errors on the sky localization not in terms of errors on µn and φn but instead in
terms of an error ellipse with principal axes 2a and 2b, enclosing the region outside of which there is an
1/e probability of finding the binary, following [117]. Moreover, in tables 7.15-7.20 we give measurement
errors on the alternative theory parameters, using both the RWF and FWF.
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Figure 7.1: Multiplication factor dL(z)/dL(z0) that scales the errors on the individual parameters computed at redshift
z = 1.
We roughly divide the binaries into two classes: low-mass binaries (M ® 107M) and high-mass binaries
(M ¦ 107M). Below we discuss these two cases, using BBHs with m1 = 106M, m2 = 3 × 105M and
m1 = 3×107M, m2 = 107M as representative examples for low-mass and high-mass binaries respectively.
We find when using both the RWF and the FWF, the error distributions of the mass and spin parameters
behave similarly, losing a factor 1.2− 5 of accuracy when alternative theory parameters are included. The
error on the sky location of the binary 2a and 2b is at maximum an order of magnitude worse. For high-
mass binaries, factors of ∼ 10 and ∼ 100 are lost in the determination of the luminosity distance dL , using
the FWF and RWF respectively. While the RWF/FWF errors on the alternative theory parameters are almost
equal for low-mass binaries, the RWF errors are about 100 times higher for high-mass binaries
7.8.1 Low-mass binaries
For low-mass binaries with total masses below 107M we find that in general, using the FWF instead of the
RWF improves the measurement errors ∆Ψi on the alternative theory parameters by a factor of ∼ 1.5− 3.
The correlation with the new parameters causes a decrease in the accuracy of the 15 binary parameters.
For both the FWF and the RWF, the errors on the mass and spin parameters are typically worse by a factor of
2−5 while the luminosity distance is approximately half as accurate. The sky location errors increase only
by∼ 10%; this is reasonable, since we do not expect alternative theories to correlate strongly with rotations
on a large scale. Therefore it is not necessary to use the FWF instead of the RWF for the sole purpose of
measuring alternative gravity parameters in the low-mass regime. We present selected distributions of the
measurement errors ∆m1/m1, ∆χ1/χ1, 2a, ∆dL/dL and all the six ∆Ψi in figures 7.2-7.15. The error
distributions of ∆m2/m2, ∆χ2/χ2 and 2b are similar to the ones of ∆m1/m1, ∆χ1/χ1 and 2a.
It is important to recall that we used the low frequency approximation (LFA) [82, 84, 85, 118] to generate
the LISA detector response. This approximation holds as long as the wavelength of the gravitational wave
is much larger than the arm length L of the LISA-type detector, in other words: as long as fGW  f∗ = c2piL ,
where c is the speed of light and f∗ is the so called transfer frequency. As soon as the wavelength is
comparable to the arm length, the detector response function begins to depend strongly on the sky location
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and orientation of the source. Effects neglected before, such as the cartwheel motion of LISA, become
important, resulting in a modulation of the the waveforms: more information about orientation and sky
location is encoded in the signal. Consequently, the errors on extrinsic parameters such as the angles
µn, φn, the luminosity distance dL and the angular momentum orientation µl , φl effectively decrease
compared to the LFA, while the intrinsic parameter errors differ only slighly. Usually, the problems with
the approximation start around 3 mHz [82, 85, 119]: in our case the first three mass configurations with
total masses of 3.3×105, 4×105 and 6×105M are above this limit, with frequencies (at fISCO = 6 GM/c2
and redshift z=1) of 6.6, 5 and 3.6 mHz, respectively. Following Fig. 2 in [85], this means that our results
for these three configurations should be too pessimistic, the relative errors on the luminosity distance would
in general be smaller by ∼ 10%, 20% and 50% for the respective configurations. Also the errors on sky













Figure 7.2: Comparison between the estimated distribu-
tions of the measurement error on m1 for a low-mass bi-
nary system m1 = 1× 106M and m2 = 3× 105M with
(RWF21) and without (RWF15) including alternative the-















Figure 7.3: Comparison between the estimated distribu-
tions of the measurement error on m1 for a low-mass bi-
nary system m1 = 1× 106M and m2 = 3× 105M with
(FWF21) and without (FWF15) including alternative the-














Figure 7.4: Comparison between the estimated distribu-
tions of the measurement error on χ1 for a low-mass bi-
nary system m1 = 1× 106M and m2 = 3× 105M with
(RWF21) and without (RWF15) including alternative the-














Figure 7.5: Comparison between the estimated distribu-
tions of the measurement error on χ1 for a low-mass bi-
nary system m1 = 1× 106M and m2 = 3× 105M with
(FWF21) and without (FWF15) including alternative the-














Figure 7.6: Comparison between the estimated distribu-
tions of the major axis of the positioning error ellipse for
a low-mass binary system m1 = 1 × 106M and m2 =
3× 105M with (RWF21) and without (RWF15) includ-













Figure 7.7: Comparison between the estimated distribu-
tions of the major axis of the positioning error ellipse for
a low-mass binary system m1 = 1 × 106M and m2 =
3 × 105M with (FWF21) and without (FWF15) includ-














Figure 7.8: Comparison between the estimated distribu-
tions of the measurement error on dL for a low-mass bi-
nary system m1 = 1× 106M and m2 = 3× 105M with
(RWF21) and without (RWF15) including alternative the-













Figure 7.9: Comparison between the estimated distribu-
tions of the measurement error on dL for a low-mass bi-
nary system m1 = 1× 106M and m2 = 3× 105M with
(FWF21) and without (FWF15) including alternative the-

















Figure 7.10: Comparison between the estimated distri-
butions of the measurement error on the alternative the-
ory parameter Ψ-1 for a low-mass binary system m1 =
1×106M and m2 = 3×105M, using the restricted wave-















Figure 7.11: Comparison between the estimated distri-
butions of the measurement error on the alternative the-
ory parameter Ψ0 for a low-mass binary system m1 =
1 × 106M and m2 = 3 × 105M, using the RWF and
the FWF.















Figure 7.12: Comparison between the estimated distri-
butions of the measurement error on the alternative the-
ory parameter Ψ1/2 for a low-mass binary system m1 =

















Figure 7.13: Comparison between the estimated distri-
butions of the measurement error on the alternative the-
ory parameter Ψ1 for a low-mass binary system m1 =

















Figure 7.14: Comparison between the estimated distri-
butions of the measurement error on the alternative the-
ory parameter Ψ3/2 for a low-mass binary system m1 =












Figure 7.15: Comparison between the estimated distri-
butions of the measurement error on the alternative the-
ory parameter Ψ2 for a low-mass binary system m1 =

















Figure 7.16: Comparison between the estimated distri-
butions of the measurement error on m1 for a high-mass
binary system m1 = 3×107M and m2 = 1×107M with
(FWF21) and without (FWF15) including alternative the-













Figure 7.17: Comparison between the estimated distri-
butions of the measurement error on χ1 for a high-mass
binary system m1 = 3×107M and m2 = 1×107M with
(FWF21) and without (FWF15) including alternative the-













Figure 7.18: Comparison between the estimated distri-
butions of the major axis of the positioning error ellipse
for a high-mass binary system m1 = 3 × 107M and
m2 = 1 × 107M with (FWF21) and without (FWF15)












Figure 7.19: Comparison between the estimated distri-
butions of the measurement error on dL for a high-mass
binary system m1 = 3×107M and m2 = 1×107M with
(FWF21) and without (FWF15) including alternative the-












Figure 7.20: Comparison between the estimated distri-
butions of the measurement error on the alternative the-
ory parameter Ψ-1 for a high-mass binary system m1 =

















Figure 7.21: Comparison between the estimated distri-
butions of the measurement error on the alternative the-
ory parameter Ψ0 for a high-mass binary system m1 =












Figure 7.22: Comparison between the estimated distri-
butions of the measurement error on the alternative the-
ory parameter Ψ1/2 for a high-mass binary system m1 =
















Figure 7.23: Comparison between the estimated distri-
butions of the measurement error on the alternative the-
ory parameter Ψ1 for a high-mass binary system m1 =
3× 107M and m2 = 1× 107M, using the RWF and the
FWF.















Figure 7.24: Comparison between the estimated distri-
butions of the measurement error on the alternative the-
ory parameter Ψ3/2 for a high-mass binary system m1 =
















Figure 7.25: Comparison between the estimated distri-
butions of the measurement error on the alternative the-
ory parameter Ψ2 for a high-mass binary system m1 =
3× 107M and m2 = 1× 107M, using the RWF and the
FWF.
7.8.2 High-mass binaries
By using the FWF instead of the RWF for high-mass binaries with total masses¦ 107M, we find significant
improvements for the measurement errors of the alternative theory parameters by factors of ∼ 100−1000
for ∆Ψ-1, ∼ 30− 60 for ∆Ψ0 and ∆Ψ1/2, and ∼ 10− 100 for ∆Ψ1, ∆Ψ3/2 and ∆Ψ2. This makes it clear
that it is inevitable to use the FWF in the high-mass regime to perform precision tests of GR. In any case,
since the second harmonic spends only a few orbits in the LISA band, the use of the RWF is not trustworthy.
Moreover, for BBHs with total masses higher than 108M, LISA will not be able to see the second harmonic
at all and so the RWF cannot be used. For both the FWF and the RWF, the errors on the mass and spin
parameters are typically worse by a factor of ∼ 1.2−4 when accounting for alternative gravity parameters.
The luminosity distance is about 50 − 1000 times less accurate for the RWF while for the FWF it is only
∼ 10− 100 times worse. For the FWF, the sky location error is at maximum 5 times worse while the RWF
loses up to a factor of ∼ 10 in accuracy.
We present selected distributions of the measurement errors ∆m1/m1, ∆χ1/χ1, 2a, ∆dL/dL and all the
six ∆Ψi in figures 7.16-7.25.
7.8.3 Correlations between alternative theory parameters





and are in a range between −1 (perfectly anti-correlated) and 1 (perfectly correlated). Since we are only
interested in the mere presence of correlations, we will focus on the absolute value |Ci j| varying in the
range between 0 (no correlation) and 1.
Because of their simple form in the gravitational wave phase, the alternative theory parameters are expected
to correlate highly among each other and with the rest of the phase parameters, especially with the ones
which have a similar simple dependency on frequency (and are already highly correlated) like the phase
or time at coalescence, φc and tc . Often, the use of higher harmonics makes the resulting errors and
correlations more complicated and unpredictable: the mostly narrow and symmetric RWF distribution is
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smeared out over the whole range of possible correlations, usually with a long tail. Also, higher harmonics
can in principle introduce new correlations among certain parameters that have not been there before.
Below we shortly investigate correlations among the alternative theory parameters and between alternative
theory and binary parameters.
Correlations between alternative theory parameters
We find that the alternative theory parameters can be subdivided into two sets: Ψlow ≡ {Ψ-1,Ψ0,Ψ1/2}
and Ψhigh ≡ {Ψ1,Ψ3/2,Ψ2}. The parameters in every set show very high correlations among each other,
but less correlation with the parameters of the other set. The parameters in Ψlow have either no fiducial
GR phase equivalent with the same frequency power (Ψ-1 and Ψ1/2) or one which is fixed to 1 (Ψ0). In
contrast, every parameter in Ψhigh can correlate to intrinsic binary parameters with the same frequency
dependency, such as masses and spins. Since one integrates over the frequency to compute the Fisher
matrix, two parameters have higher correlation if the frequency powers proportional to which they appear
in the phase or amplitude are close. So we expect parameters from Ψhigh to have higher correlation with the
intrinsic binary parameters appearing in the GR phase with the same frequency power than with the Ψlow
parameters appearing with lower frequency powers. Consequently, we expect high correlations among the
parameters within both sets and also high, but slightly lower correlations between parameters belonging
to a different set each. In Fig. 7.30, we plotted the median FWF correlations for selected parameters of
both sets against the total mass to illustrate this finding. For two parameters drawn from different sets, the
mass ratio also plays an important role for the resulting correlations, while for parameters from the same
set, the correlations mainly depend on the total mass.
Within the set Ψlow, the FWF is not very effective in breaking the correlations that are present using the
RWF model, in some cases it even introduces further correlation. Among theory parameters from the set
Ψhigh, there is a modest correlation breaking for high total masses while for low masses the FWF model
stretches out the nearly symmetric RWF correlation distributions by providing them with a long tail on the
left-hand side and slightly shifting the peak to the right-hand side (Fig. 7.26). For correlations between
two parameters coming out from different sets, there is the same stretching effect and modest correlation
breaking for high-masses as for parameters in Ψhigh, but only for parameters from Ψlow in combination with
Ψ2, a stronger breaking of correlations is achieved by the FWF (Fig. 7.27).
Correlations between binary and theory parameters
Although there are mass and spin-dependent terms that are proportional to the same frequency power
as the alternative theory parameters, mass, spin and angular momentum parameters show only absolute
correlations of ® 0.5 with the theory parameters, because they enter non-linearly and in several different
frequency powers. The phase and time at coalescence φc and tc are formally equivalent to Ψ5/2 and
Ψ4, respectively, and are therefore highly correlated with the theory parameters. Especially for tightly
correlated parameters, correlations can be broken easily through the introduction of extra structure with
higher harmonics. Also the correlations with the sky position parameters µn and φn can be strongly broken
for high masses (Fig. 7.28) when using higher harmonics. Interestingly, correlations with the luminosity
distance parameter dL increase for low masses (extra structure can in principle also introduce additional
correlations), while there is a modest breaking for high masses (Fig. 7.29).
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Figure 7.26: Correlation breaking for a low-mass m1 = 106M, m2 = 3×105M binary (left) and a m1 = 3×107M,
m2 = 107M binary (right). The results of the RWF are indicated with the (thin) blue line and the results for the FWF
with the (bold) red line. For this selected combination of theory parameters, there is modest breaking for high masses.

















Figure 7.27: Correlation breaking for a low-mass m1 = 106M, m2 = 3×105M binary (left) and a m1 = 3×107M,
m2 = 107M binary (right). The results of the RWF are indicated with the (thin) blue line and the results for the FWF
with the (bold) red line. For this selected combination of theory parameters, there is stronger correlation breaking for
high masses.
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Figure 7.28: Correlation breaking for a low-mass m1 = 106M, m2 = 3×105M binary (left) and a m1 = 3×107M,
m2 = 107M binary (right). The results of the RWF are indicated with the thin (blue) line and the results for the FWF
with the bold (red) line. When accounting for higher harmonics, correlations of φn with alternative theory parameters
are strongly broken for high masses.



















Figure 7.29: Correlation breaking for a low-mass m1 = 106M, m2 = 3×105M binary (left) and a m1 = 3×107M,
m2 = 107M binary (right). The results of the RWF are indicated with the thin (blue) line and the results for the FWF
with the bold (red) line. For low masses, the correlation with the luminosity distance parameter increases while there is
modest breaking for high masses when introducing higher harmonics.























Figure 7.30: Median correlations (FWF) between selected alternative theory parameters varying with total mass and
shown for each mass ratio independently (1:1 - solid line, 1:3 - dashed line, 1:10 - dotted line). The sets {Ψ-1,Ψ0,Ψ1/2}
and {Ψ1,Ψ3/2,Ψ2} show very high correlations among themselves (top-left, bottom-right) while correlations between
theory parameters belonging to different sets are lower (top-right, bottom-left).
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7.8.4 Upper limits for redshifted masses
All the errors tabularized in appendix 7.11.3 are given for the fixed redshift z = 1. Some of them in the
high-mass regime are apparently too high at z = 1. Nevertheless, since the measurement accuracy of the
parameters is correlated with the redshift as given in Eq. (7.65), for an equivalent mass configuration at
a lower redshift the errors should reduce to reasonable values. Since the actual values of the alternative
theory parameters are not known, we cannot fix the accuracy with which we want to measure Ψi(z). For
this reason, we introduce the relative accuracy parameter α such that ∆Ψi(z)/ψi < α where ψi is the






where z(dL) is the inverse of (7.14) and can be computed numerically. We use here the 5%-quantile for
∆Ψi(z0 = 1) as given in the tables in appendix 7.11.3, i.e. we define the (optimistic) maximal redshift as
the redshift where 5% of the binaries in the sample can still be seen with relative accuracy less than α. Since
we expect corrections to the 2PN phase parameters of GR to be small (at least for the lower PN orders), we
focus here on a relative accuracy below 10%. At redshift z = 1 this accuracy is already difficult to reach
for binaries with masses above 106M (see also [70]). It is important to emphasize that we concentrate
here on actually measuring the alternative theory parameters instead of just setting bounds upon them. In
figures 7.31-7.34 we present the maximal redshifts at which LISA can still measure the alternative theory
parameters Ψ0, Ψ1, Ψ3/2 and Ψ2 for certain mass configurations with relative accuracies of α = 10% and
α= 1%. Since for Ψ-1 and Ψ1/2 the fiducial 2PN phase coefficients are zero, we do not consider them. We
checked that the error roughly scales with the redshift. For a relative accuracy of 1%, Ψ0 is measurable up
to redshifts of z ∼ 1−10 for low-mass binaries and up to redshifts of z ∼ 0.01−0.1 for high-mass binaries.
Ψ1, Ψ3/2 and Ψ2 can all be detected with a relative accuracy of 1% up to redshifts of z ∼ 0.1− 1 for low
masses and z ∼ 0.01− 0.1 for high masses. For Ψ0, the use of the FWF improves the maximal redshifts by
about a factor of 2 for low masses and up to a factor of 10 for high masses, while the maximal redshifts are
improved by almost an order of magnitude for the rest of the alternative theory parameters. If we were
lucky and LISA could find a low-mass black hole binary at very low redshift z = 0.1, we would be able to















Figure 7.31: Maximal redshifts for the alternative the-
ory parameter Ψ0 such that the relative error ∆Ψ0/ψ0
is smaller than α. ψ0 is the corresponding fiducial 2PN
phase coefficient. For a relative error of 1%, low-mass bi-
naries are suitable up to redshifts z ∼ 1− 10 while high-














Figure 7.32: Maximal redshifts for the alternative the-
ory parameter Ψ1 such that the relative error ∆Ψ1/ψ1
is smaller than α. ψ1 is the corresponding fiducial 2PN
phase coefficient. For a relative error of 1%, low-mass bi-
naries are suitable up to redshifts z ∼ 0.1− 1 while high-
mass binaries can be observed up to z ∼ 0.01− 0.1.















Figure 7.33: Maximal redshifts for the alternative theory
parameter Ψ3/2 such that the relative error ∆Ψ3/2/ψ3/2
is smaller than α. ψ1 is the corresponding fiducial 2PN
phase coefficient. For a relative error of 1%, low-mass bi-
naries are suitable up to redshifts z ∼ 0.1− 1 while high-














Figure 7.34: Maximal redshifts for the alternative the-
ory parameter Ψ2 such that the relative error ∆Ψ2/ψ2
is smaller than α. ψ2 is the corresponding fiducial 2PN
phase coefficient. For a relative error of 1%, low-mass bi-
naries are suitable up to redshifts z ∼ 0.1− 1 while high-
mass binaries can be observed up to z ∼ 0.01− 0.1.
7.8.5 Example: Lower bound on graviton Compton wavelength
In order to compare our results with previous work in the field, we present here a lower bound on a
possible graviton Compton wavelength from our results at redshift z = 1. The term ’massive graviton’ is
commonly used to state that the speed of gravitational waves depends on frequency rather than being
constant. According to [50], the effect of a ’massive graviton’ can be accounted for by introducing a
gravitational wave phase correction
∆ΨMG(z) = −β(z)ν−3/5 x−3/2, (7.68)








Here λg is the Compton wavelength of the graviton, z is the redshift,M = (1 + z)Mν3/5 is the measured
chirp mass affected by redshift, and D(z) is the distance given as








ΩM (1+ z′)3 +ΩΛ
, (7.70)











We take the fiducial value β = 0, thus the error ∆β sets an upper bound on possible values for β . A lower
bound on the Compton wavelength of the graviton can then be calculated at redshift z as









where M is the redshifted total mass of the binary. At redshift z = 1 we find that optimal lower bounds
on λg originate from a (3 × 106 + 1 × 107)M binary for the FWF and from a (1 × 106 + 1 × 106)M
binary for the RWF. Including all six alternative theory parameters Ψi , the resulting average bounds are
λg > 1.2×1021 cm (FWF) and λg > 7.8×1020 cm (RWF). These bounds are both lower than the one Yagi
and Tanaka [57] found (λg > 4.9× 1021 cm) using the RWF and simple precession at a distance of 3 Gpc;
this is because the presence of the other five alternative theory parameters increases correlations among
the parameters. If we consider only one correction parameter Ψ1 which among other things accounts for
massive gravity, the bounds increase to λg > 7.6 × 1021 cm (FWF) and λg > 4.9 × 1021 cm (RWF). The
RWF bound is slightly higher than the one by Yagi and Tanaka for a (106 + 107)M binary; for this mass
configuration we found a lower RWF bound of λg > 2.8 × 1021 cm. Cornish et al. [67] found a similar
optimal RWF bound of λg > 3.8 × 1021 cm. The use of the FWF improves the bound on the graviton
Compton wavelength by a factor of ∼ 1.6 with respect to the RWF, regardless whether only one or all the
alternative theory parameters are included into the simulations. Approximately this factor of accuracy will
be lost when going from classic LISA to eLISA/NGO [58].
7.9 Conclusion and outlook
We analyzed the expected measurement error distributions of 17 different mass configurations of super-
massive black hole binaries with masses between 105 − 108M. We found that the black hole binaries
can roughly be divided into two groups: low-mass binaries with M ® 107M and high-mass binaries with
M ¦ 107M. Comparing the results of the simulations using the FWF and the RWF, we found that the
RWF errors on the alternative theory parameters Ψi are a factor of ∼ 100 times higher than the FWF errors
for high-mass binaries, while they are almost comparable for low-mass binaries. Due to the dilution of
the available information through the introduction of six extra parameters, the original parameters lose
accuracy. For masses and spins this is only a factor of 1.2-5 for both low- and high-mass binaries regardless
of whether the FWF or RWF is used. The loss of accuracy on the position of the black hole binary on the
sky is at maximum 10% for low-mass binaries and up to a factor of 5 for high-mass binaries. However, the
accuracy of the luminosity distance is affected more seriously for high-mass binaries, using the RWF results
in a loss of a factor of ∼ 50− 1000 while using the FWF reduces it to factors of ∼ 10− 100. For low-mass
binaries it is only about a factor of 2 worse. The use of the FWF is therefore mandatory for high-mass
binaries, while the parameter estimation is more efficient for low-mass binaries and only up to a factor of
5 times worse when the RWF is used instead of the FWF.
Since the error distributions were all calculated at fixed redshift z = 1 but the errors increase with redshift,
we computed typical maximal redshifts up to which the alternative theory parameters are detectable with
a relative accuracy smaller than 1% for the best 5% of the binaries in the sample. We found that for a
deviation of 1% from the fiducial value, Ψ0 is detectable up to redshifts of z ∼ 1− 10 for low total masses
and up to z ∼ 0.01 − 0.1 for high total masses. The rest of the alternative theory parameters Ψ1, Ψ3/2
and Ψ2 with a fiducial 2PN phase coefficient unequal zero are detectable up to redshifts of z ∼ 0.1− 1 for
low-mass binaries and z ∼ 0.01− 0.1 for high-mass binaries with the same relative accuracy. The use of
the FWF improves the maximal redshifts up to a factor of 10 for high total masses.
The FWF enables us to increase the optimal lower bound on the Compton wavelength of the graviton by
about a factor of 1.6 compared to the one reached by the RWF. We achieve an optimal lower bound of
λg > 7.6 × 1021 cm for the classic LISA detector design if only the alternative theory parameter Ψ1 is
considered.
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Since the proposed eLISA/NGO mission will most certainly fly as a reduced variant of classic LISA, it is
important to investigate the reassessment of certain aspects of the mission. A broad range of LISA variants
are currently reviewed by the community. To account for the technical ’shortcomings’ it is thus of great
importance to use as accurate waveform templates as possible to restore the lost accuracy with computa-
tional power on Earth. The use of the FWF improves the accuracy of the alternative theory parameters by
at least an order of magnitude compared to the RWF. As shown by [55], the use of hybrid inspiral-merger-
ringdown templates instead of inspiral-only templates improves the accuracy by an order of magnitude
for the RWF; it would be interesting to find out how much such templates are improved when the FWF is
used. The accuracy can further be enhanced by about an order of magnitude when considering combined
observations instead of just extracting alternative theory parameters from individual black hole binaries
[58]. Also effects of eccentric orbits should be accounted for to make the model more realistic.
Future work could include the introduction of amplitude corrections such as in [35], since certain al-
ternative theories have dominant contributions in the gravitational wave amplitude (e.g. Chern-Simons-
modified gravity [46]). Also, the underlying mechanism of spin precession should be analyzed for effects
originating from possible alternative theories. In this paper we neglected the energy loss of black hole
binaries through unexpected physical effects such as further degrees of freedom in the propagation of
gravitational waves arising from additional polarizations (e.g. longitudinal modes). It would be interest-
ing to introduce a parametrized model for these effects [65] into our simulations. Also, since we studied
a search for modifications at different PN orders at the same time, one could use the results of this work
to investigate how the use of next-to-leading order modifications of GR could affect the determination of
alternative theory parameters. The impact of turning off and on correction parameters also needs further
studies (following e.g. [116]).
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7.11 Appendix
7.11.1 Breakdown conditions
Since in previous work different viewpoints are taken on the choice of a critical orbit at which the inte-
grations need to be stopped for binary black holes with precessing spins, we give here a quick summary of
the approximations we used for the gravitational wave signal generation and indicate at which point we
consider them to have failed. The three major assumptions are that orbits can be considered to be quasi-
circular (adiabatic approximation), the spins can be treated as constants over one orbit (orbit-averaged
spin precession) and the weak field or post-Newtonian approximation, which assumes typical velocities
to be smaller than the speed of light, which enables us to perform a PN expansion in terms of powers of
v/c. We shall discuss below how to estimate at which point the breakdown of these assumptions occurs;
in particular, the breakdown of the PN approximation can be estimated using different methods, among
which the use of the minimum energy circular orbit (MECO) or the PN energy flux is common.
We decided to stop our integrations always at the ISCO of 6 GM/c2, since orbit-averaged spin precession can
already start to be inaccurate at this point and the authors do not trust the PN expansion below this limit.
Also we did not find any binary system with a minimum energy circular orbit, flux or adiabatic breakdown
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higher than this radius. In the following subsection we list four different approximations criteria and
discuss the limits of their validity.
Adiabatic approximation
The adiabatic approximation assumes that the time needed for one orbit is much smaller than the timescale
for orbit shrinkage. In other words, the orbit shrinkage velocity r˙ = drdt is required to be much smaller than
the orbital velocity ωr, then the orbits can be considered to be quasi-circular. The orbital separation is
























where β and σ (expected to vary only slowly on one orbit) have been treated as constants. As an indicator




The quantities ωr and r˙ = drdx
dx
dt can be computed to stop the integration when a certain adiabatic break-
down limit κadiab of our choice is reached. The breakdown radius for constant κadiab shows almost linear
dependency on the initial value of Lˆ · Seff (when the binary enters the LISA band). In Figs. 7.35 and 7.36,
the adiabatic breakdown limits for κadiab = 0.1,0.3 and 1.0 are plotted for 103 randomly distributed sys-
tems in the parameter space with equal masses and a mass ratio of 1:10 respectively. The figures indicate
that the adiabatic approximation is still quite reasonable (κadiab < 0.1) for orbital separations larger than
r = 5 GM/c2, so we do not have to consider it since we already stop before this limit.




























Figure 7.35: Plot of MECO radius (red), critical flux ra-
dius (blue) and adiabatic breakdown radii (green, for dif-
ferent limits κadiab) against the initial effective spin orien-
tation for 1000 simulated systems with two equal mass
2× 106M black holes (binary of two 106M black holes
seen at redshift z = 1).
























Figure 7.36: Plot of MECO radius (red), critical flux ra-
dius (blue) and adiabatic breakdown radii (green, for dif-
ferent limits κadiab) against the initial effective spin orien-
tation for 1000 simulated systems with black hole binaries
of mass ratio 1:10 (m1 = 2× 107M, m2 = 2× 106M).
90 CHAPTER 7. TESTING GR WITH SPIN PRECESSION AND HIGHER HARMONICS
MECO
The last stable circular orbit (ISCO) for test masses orbiting a non-spinning, Schwarzschild black hole
takes place at the minimum of the effective gravitational potential dVeffdr = 0, corresponding to an orbital
separation of 6 GM/c2. This is of course different for black hole binaries with comparable masses and














































the minimum energy circular orbit (MECO). Afterwards the binaries are thought to plunge and quasi-circular
orbit approximations will certainly fail. In figures 7.35 and 7.36, the MECO radii for 103 randomly dis-
tributed systems in the parameter space are plotted for mass ratios of 1:1 and 1:10 respectively. The MECO
radius is always below the radius where the gravitational wave energy flux reaches a critical limit (defined
in the next subsection), so we do not consider the MECO as a breakdown criterion for our simulations but
instead use the flux condition worked out in the next subsection.
Flux


























where d xd t and E are the 2PN expressions used in this paper. For the expressions α3/2 and α2 containing
spin-orbit and spin-spin couplings, the reader is referred to [19]. As long as x is small, this flux will stay
close to its leading order contribution. As soon as x gets close to 1, the 1PN term will grow stronger,
decrease the flux and eventually make it negative [123]. One can thus infer that the PN series tends to
breakdown if L deviates significantly from its leading order contribution and has for sure broken down if
the flux is negative.
We decided to stop the integrations if the flux is smaller than 10% of its leading order contribution (with
spin-angular momentum and spin-spin terms included). The plots in figures 7.35 and 7.36 show that the
critical flux is never reached above r = 5 GM/c2, which means that there are no black hole binaries with
a MECO higher than r = 6 GM/c2 in our mass range which could potentially lead to unphysical results.
Nevertheless, we use a catch in our code to stop the integration if the flux gets by an unforeseen chance
7.11. APPENDIX 91
smaller than 10% of its leading order contribution. Especially for parallel spins, one could theoretically
try to go even down to 2 − 4 GM/c2. In these regions a lot more SNR could be accumulated, resulting
in a ∼ 10 times higher overall SNR and sometimes several orders of magnitude smaller errors. This is
very dangerous, since we do not expect post-Newtonian theory to be physically accurate enough in these
regions and one should be suspicious of such small errors.
Orbit-averaged spin precession
Since we use orbit-averaged spin precession equations [18], we need to assure that the underlying assump-
tion of the timescale for precession always being smaller than the orbital time still holds. Like other recent
studies (see e.g. [119]), we do not consider the breakdown of this approximation in our integrations, since
both timescales are comparable only around 2− 3 GM/c2. We are however not sure, how strongly errors
in the spin precession affect the matched filtering process. Since large spin precession occurs only in the
late inspiral (where the largest part of the SNR is accumulated), an improper treatment of orbit-averaged
spin precession creates a theoretical error in the waveform template and thus could result in a significant
loss of SNR, despite the fact that the Fisher matrix gave an optimistic error estimate. We plan to quantify
this theoretical error in a future publication.
In this subsection, we present the breakdown radii corresponding to certain limits on the angular momen-
tum precession timescale, i.e. the critical orbits where the integration should be stopped. The timescale










Seff × Lˆ, (7.80)
with the effective spin vector Seff defined in (7.77). Thus Lˆ precesses with an angular frequency of approx-
imately ωprec =
G








where κprec is the critical limit of our choice. In the case where the two timescales are equal (κprec = 1), this
corresponds to a full precession in one orbit. At this point one certainly cannot speak of ’orbit-averaged’
spin precession anymore.
The maximum absolute value which the effective spin is able to reach can be found to be |Seff|= GM2c (2−ν),
for two aligned, maximally spinning black holes. Hence we can write the effective spin introducing a
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From Eqs. (7.79) - (7.82) we can then infer the critical radius where the orbit-averaged precession equa-









In figures 7.37 and 7.38, numerical simulations (including spin-spin terms) are shown, where 103 binary
systems with mass ratios 1:1 and 1:10 (and uniformly distributed parameters) are used, respectively. The
simulations match with the predictions by Eq. (7.84). For high effective spins, the integrations should
be stopped already around r = 6 GM/c2 in the conservative limit (κprec = 0.1) and r = 2 GM/c2 in a
very optimistic limit (κprec = 1). Since we stop at r = 6 GM/c2, we chose to ignore the breakdown of
orbit-averaged spin precession in the current work, but emphasize that theoretical errors arising from this
assumption should be investigated in the future.


























Figure 7.37: Plot of orbit-averaged precession break-
down radii (for different limits κprec) against the ini-
tial effective spin strength for 1000 simulated systems
with two equal mass 2×106M black holes. Spin-spin
effects lead to a scattering around the analytical spin-
orbit-only prediction from Eq. (7.84) represented by
the coloured lines.


























Figure 7.38: Plot of orbit-averaged precession break-
down radii (for different limits κprec) against the ini-
tial effective spin strength for 1000 simulated systems
with black hole binaries of mass ratio 1:10 (m1 =
2× 107M, m2 = 2× 106M). Spin-spin effects lead
to a scattering around the analytical spin-orbit-only
prediction from Eq. (7.84) represented by the coloured
lines.
7.11.2 The 2.5PN and 3PN orbital frequency evolution equations
The inclusion of dipole radiation corrections proportional to x−1 requires the knowledge of higher PN
orders to be consistent to 2PN order, namely 2.5PN and 3PN contributions. Since the current 2.5PN ex-
pansion just considers spin-orbit contributions and no spin-spin effects, and the 3PN expansion does not
account for any spin coupling effects at all, these are of course only approximations.
2.5PN from Blanchet et al. 2006















































































where ω = c3/(GM) x3/2, δm = m1 −m2 is the mass difference and m = m1 + m2 is the total mass. The








, Sl = S · l, Σl = Σ · l, (7.86)
where S = S1 + S2 is the total spin and l =
L
|L| is the angular momentum unit vector. This enables us to

































3PN without spin terms from Blanchet et al. 2002
In Luc Blanchet’s living review [19] (see also [20–22]), the 3PN expression for the total energy of non-





























































































































Here ν is the symmetric mass ratio and C = 0.577.. is the Euler constant. The logarithm in dE/dt will
lead to a logarithmic term in the 3PN expansion. The PN coefficients bi can be recovered by computing

















b1 x + b3/2 x
3/2 + b2 x
2 + b5/2 x5/2 + b3 x



























b3,log = −856105. (7.92)
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7.11.3 Tables
Table 7.1: Median, 5% and 95% quantiles of the estimated measurement errors on m1 for different mass configurations
at redshift z = 1 with alternative theory parameters included.
m1[M] m2[M] ∆m1/m1 with corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 5.2× 10−4 4.0× 10−4 1.4× 10−3 1.1× 10−3 7.1× 10−3 2.7× 10−3
3× 105 1× 105 5.1× 10−4 4.0× 10−4 1.6× 10−3 8.8× 10−4 1.1× 10−2 2.3× 10−3
3× 105 3× 105 6.4× 10−4 4.1× 10−4 2.4× 10−3 1.0× 10−3 1.5× 10−2 2.7× 10−3
1× 106 1× 105 1.2× 10−3 7.9× 10−4 2.8× 10−3 1.8× 10−3 1.4× 10−2 4.4× 10−3
1× 106 3× 105 1.1× 10−3 7.5× 10−4 3.3× 10−3 1.7× 10−3 1.9× 10−2 4.0× 10−3
1× 106 1× 106 1.3× 10−3 8.9× 10−4 6.2× 10−3 2.7× 10−3 6.6× 10−2 6.6× 10−3
3× 106 3× 105 2.3× 10−3 1.4× 10−3 6.0× 10−3 2.8× 10−3 3.3× 10−2 6.5× 10−3
3× 106 1× 106 2.5× 10−3 1.2× 10−3 1.1× 10−2 2.9× 10−3 6.6× 10−2 7.8× 10−3
3× 106 3× 106 4.9× 10−3 2.1× 10−3 3.2× 10−2 9.0× 10−3 0.33 2.7× 10−2
1× 107 1× 106 1.1× 10−2 2.1× 10−3 3.7× 10−2 4.0× 10−3 0.12 9.6× 10−3
1× 107 3× 106 2.1× 10−2 1.9× 10−3 9.0× 10−2 4.9× 10−3 0.34 1.5× 10−2
1× 107 1× 107 0.17 1.6× 10−2 0.83 3.4× 10−2 4.2 7.5× 10−2
3× 107 3× 106 0.14 5.6× 10−3 0.37 1.1× 10−2 1.1 2.2× 10−2
3× 107 1× 107 0.42 9.2× 10−3 1.1 2.0× 10−2 3.6 5.0× 10−2
3× 107 3× 107 3.7 5.8× 10−2 29 0.15 250 0.5
1× 108 1× 107 ∞ 0.13 ∞ 0.36 ∞ 1.5
1× 108 3× 107 ∞ 1.3 ∞ 3.8 ∞ 40
Table 7.2: Median, 5% and 95% quantiles of the estimated measurement errors on m1 for different mass configurations
at redshift z = 1 without considering alternative theory parameters.
m1[M] m2[M] ∆m1/m1 without corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 1.1× 10−4 8.2× 10−5 3.2× 10−4 2.4× 10−4 2.5× 10−3 2.5× 10−3
3× 105 1× 105 1.8× 10−4 1.4× 10−4 7.7× 10−4 4.5× 10−4 8.2× 10−3 8.2× 10−3
3× 105 3× 105 2.1× 10−4 1.4× 10−4 1.2× 10−3 2.9× 10−4 9.1× 10−3 9.1× 10−3
1× 106 1× 105 2.2× 10−4 1.5× 10−4 7.0× 10−4 4.2× 10−4 5.1× 10−3 5.1× 10−3
1× 106 3× 105 3.9× 10−4 2.7× 10−4 1.4× 10−3 8.6× 10−4 1.3× 10−2 1.3× 10−2
1× 106 1× 106 3.6× 10−4 2.6× 10−4 2.5× 10−3 6.9× 10−4 3.2× 10−2 3.2× 10−2
3× 106 3× 105 4.1× 10−4 2.3× 10−4 1.2× 10−3 6.6× 10−4 1.4× 10−2 1.4× 10−2
3× 106 1× 106 9.1× 10−4 5.0× 10−4 3.9× 10−3 1.2× 10−3 4.0× 10−2 4.0× 10−2
3× 106 3× 106 1.0× 10−3 3.8× 10−4 8.5× 10−3 8.3× 10−4 0.11 0.11
1× 107 1× 106 1.1× 10−3 4.0× 10−4 4.1× 10−3 1.3× 10−3 4.8× 10−2 4.8× 10−2
1× 107 3× 106 3.4× 10−3 7.9× 10−4 1.6× 10−2 1.8× 10−3 0.16 0.16
1× 107 1× 107 2.4× 10−2 2.1× 10−3 0.2 5.5× 10−3 1.6 1.6
3× 107 3× 106 1.4× 10−2 1.6× 10−3 9.0× 10−2 5.0× 10−3 0.55 0.55
3× 107 1× 107 0.38 4.4× 10−3 0.97 9.8× 10−3 3.1 3.1
3× 107 3× 107 3.2 5.1× 10−2 22 0.13 120 120
1× 108 1× 107 ∞ 0.1 ∞ 0.26 ∞ ∞
1× 108 3× 107 ∞ 0.92 ∞ 2.8 ∞ ∞
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Table 7.3: Median, 5% and 95% quantiles of the estimated measurement errors on m2 for different mass configurations
at redshift z = 1 with alternative theory parameters included.
m1[M] m2[M] ∆m2/m2 with corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 1.6× 10−4 1.2× 10−4 5.6× 10−4 4.0× 10−4 4.8× 10−3 2.2× 10−3
3× 105 1× 105 3.2× 10−4 2.2× 10−4 1.1× 10−3 7.6× 10−4 9.2× 10−3 2.3× 10−3
3× 105 3× 105 6.4× 10−4 4.2× 10−4 2.4× 10−3 1.0× 10−3 1.6× 10−2 2.6× 10−3
1× 106 1× 105 3.4× 10−4 2.3× 10−4 1.3× 10−3 8.7× 10−4 1.3× 10−2 4.5× 10−3
1× 106 3× 105 7.1× 10−4 4.9× 10−4 2.3× 10−3 1.5× 10−3 1.7× 10−2 4.1× 10−3
1× 106 1× 106 1.2× 10−3 8.8× 10−4 6.4× 10−3 2.7× 10−3 6.5× 10−2 6.6× 10−3
3× 106 3× 105 7.5× 10−4 4.8× 10−4 2.6× 10−3 1.5× 10−3 3.2× 10−2 7.8× 10−3
3× 106 1× 106 1.7× 10−3 8.4× 10−4 6.6× 10−3 3.0× 10−3 5.5× 10−2 1.0× 10−2
3× 106 3× 106 4.5× 10−3 2.1× 10−3 3.2× 10−2 9.0× 10−3 0.33 2.7× 10−2
1× 107 1× 106 3.0× 10−3 1.1× 10−3 1.2× 10−2 3.8× 10−3 9.6× 10−2 1.8× 10−2
1× 107 3× 106 6.1× 10−3 1.7× 10−3 2.9× 10−2 6.6× 10−3 0.27 2.6× 10−2
1× 107 1× 107 0.17 1.6× 10−2 0.8 3.4× 10−2 4.2 7.5× 10−2
3× 107 3× 106 7.5× 10−2 5.5× 10−3 0.38 1.8× 10−2 2.3 6.4× 10−2
3× 107 1× 107 1.2 1.5× 10−2 4.7 3.6× 10−2 22 0.11
3× 107 3× 107 3.3 5.8× 10−2 26 0.15 240 0.51
1× 108 1× 107 ∞ 0.83 ∞ 2.6 ∞ 12
1× 108 3× 107 ∞ 5.0 ∞ 17 ∞ 260
Table 7.4: Median, 5% and 95% quantiles of the estimated measurement errors on m2 for different mass configurations
at redshift z = 1 without considering alternative theory parameters.
m1[M] m2[M] ∆m2/m2 without corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 8.0× 10−5 5.9× 10−5 2.3× 10−4 1.7× 10−4 1.7× 10−3 1.7× 10−3
3× 105 1× 105 1.5× 10−4 1.2× 10−4 6.3× 10−4 3.7× 10−4 6.7× 10−3 6.7× 10−3
3× 105 3× 105 2.1× 10−4 1.3× 10−4 1.2× 10−3 2.9× 10−4 9.2× 10−3 9.2× 10−3
1× 106 1× 105 1.6× 10−4 1.1× 10−4 5.0× 10−4 3.0× 10−4 3.6× 10−3 3.6× 10−3
1× 106 3× 105 3.1× 10−4 2.2× 10−4 1.1× 10−3 6.9× 10−4 1.1× 10−2 1.1× 10−2
1× 106 1× 106 3.6× 10−4 2.7× 10−4 2.5× 10−3 6.9× 10−4 3.2× 10−2 3.2× 10−2
3× 106 3× 105 3.1× 10−4 1.7× 10−4 8.5× 10−4 4.7× 10−4 1.0× 10−2 1.0× 10−2
3× 106 1× 106 7.8× 10−4 4.2× 10−4 3.2× 10−3 9.7× 10−4 3.2× 10−2 3.2× 10−2
3× 106 3× 106 1.0× 10−3 3.7× 10−4 8.5× 10−3 8.2× 10−4 0.11 0.11
1× 107 1× 106 1.1× 10−3 4.0× 10−4 3.3× 10−3 1.0× 10−3 3.3× 10−2 3.3× 10−2
1× 107 3× 106 3.1× 10−3 7.3× 10−4 1.4× 10−2 1.5× 10−3 0.13 0.13
1× 107 1× 107 2.4× 10−2 2.1× 10−3 0.2 5.5× 10−3 1.6 1.6
3× 107 3× 106 3.5× 10−2 2.5× 10−3 0.13 5.0× 10−3 0.53 0.53
3× 107 1× 107 0.43 5.9× 10−3 1.5 1.3× 10−2 5.1 5.1
3× 107 3× 107 2.9 5.1× 10−2 19 0.13 130 130
1× 108 1× 107 ∞ 0.36 ∞ 1.0 ∞ ∞
1× 108 3× 107 ∞ 3.4 ∞ 9.9 ∞ ∞
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Table 7.5: Median, 5% and 95% quantiles of the estimated measurement errors on χ1 for different mass configurations
at redshift z = 1 with alternative theory parameters included.
m1[M] m2[M] ∆χ1 with corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 3.3× 10−4 2.2× 10−4 9.7× 10−4 6.7× 10−4 4.3× 10−3 2.6× 10−3
3× 105 1× 105 8.3× 10−4 5.6× 10−4 3.1× 10−3 2.0× 10−3 1.6× 10−2 1.0× 10−2
3× 105 3× 105 2.1× 10−3 1.6× 10−3 1.3× 10−2 8.9× 10−3 0.24 0.14
1× 106 1× 105 6.6× 10−4 4.3× 10−4 1.9× 10−3 1.2× 10−3 7.9× 10−3 4.4× 10−3
1× 106 3× 105 1.6× 10−3 1.0× 10−3 4.9× 10−3 3.0× 10−3 2.3× 10−2 1.2× 10−2
1× 106 1× 106 3.5× 10−3 2.6× 10−3 3.4× 10−2 2.0× 10−2 0.61 0.21
3× 106 3× 105 1.3× 10−3 7.1× 10−4 3.5× 10−3 1.9× 10−3 1.7× 10−2 6.7× 10−3
3× 106 1× 106 3.1× 10−3 1.3× 10−3 1.4× 10−2 5.1× 10−3 6.9× 10−2 2.5× 10−2
3× 106 3× 106 1.5× 10−2 6.5× 10−3 0.17 5.2× 10−2 2.8 0.65
1× 107 1× 106 5.0× 10−3 1.4× 10−3 1.7× 10−2 4.4× 10−3 6.9× 10−2 1.5× 10−2
1× 107 3× 106 1.2× 10−2 2.3× 10−3 6.4× 10−2 9.5× 10−3 0.32 4.9× 10−2
1× 107 1× 107 0.68 8.6× 10−2 4.2 0.47 23 2.9
3× 107 3× 106 9.6× 10−2 6.1× 10−3 0.41 2.2× 10−2 2.0 6.5× 10−2
3× 107 1× 107 1.6 2.1× 10−2 4.6 0.11 17 0.44
3× 107 3× 107 14 2.9 79 11 780 61
1× 108 1× 107 ∞ 0.75 ∞ 2.6 ∞ 9.0
1× 108 3× 107 ∞ 8.9 ∞ 25 ∞ 240
Table 7.6: Median, 5% and 95% quantiles of the estimated measurement errors on χ1 for different mass configurations
at redshift z = 1 without considering alternative theory parameters.
m1[M] m2[M] ∆χ1 without corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 1.8× 10−4 1.1× 10−4 4.2× 10−4 2.5× 10−4 1.6× 10−3 1.6× 10−3
3× 105 1× 105 4.6× 10−4 2.8× 10−4 1.4× 10−3 8.1× 10−4 9.3× 10−3 9.3× 10−3
3× 105 3× 105 1.0× 10−3 7.8× 10−4 6.0× 10−3 3.6× 10−3 8.8× 10−2 8.8× 10−2
1× 106 1× 105 3.6× 10−4 1.9× 10−4 8.7× 10−4 4.4× 10−4 2.9× 10−3 2.9× 10−3
1× 106 3× 105 8.6× 10−4 4.8× 10−4 2.2× 10−3 1.2× 10−3 1.2× 10−2 1.2× 10−2
1× 106 1× 106 1.6× 10−3 1.2× 10−3 1.2× 10−2 6.6× 10−3 0.19 0.19
3× 106 3× 105 4.8× 10−4 2.3× 10−4 1.2× 10−3 5.6× 10−4 5.8× 10−3 5.8× 10−3
3× 106 1× 106 1.3× 10−3 6.2× 10−4 4.2× 10−3 1.7× 10−3 3.2× 10−2 3.2× 10−2
3× 106 3× 106 4.4× 10−3 2.5× 10−3 4.0× 10−2 1.4× 10−2 0.92 0.92
1× 107 1× 106 1.3× 10−3 4.4× 10−4 3.5× 10−3 1.0× 10−3 1.5× 10−2 1.5× 10−2
1× 107 3× 106 3.5× 10−3 1.1× 10−3 1.5× 10−2 3.0× 10−3 0.1 0.1
1× 107 1× 107 0.12 2.1× 10−2 1.1 0.12 9.3 9.3
3× 107 3× 106 3.4× 10−2 2.7× 10−3 0.15 6.8× 10−3 0.63 0.63
3× 107 1× 107 0.46 9.4× 10−3 1.8 3.4× 10−2 7.5 7.5
3× 107 3× 107 12 1.3 63 5.1 520 520
1× 108 1× 107 ∞ 0.3 ∞ 1.3 ∞ ∞
1× 108 3× 107 ∞ 4.0 ∞ 14 ∞ ∞
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Table 7.7: Median, 5% and 95% quantiles of the estimated measurement errors on χ2 for different mass configurations
at redshift z = 1 with alternative theory parameters included.
m1[M] m2[M] ∆χ2 with corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 1.4× 10−3 8.9× 10−4 1.3× 10−2 9.0× 10−3 0.13 7.2× 10−2
3× 105 1× 105 2.0× 10−3 1.3× 10−3 9.7× 10−3 6.7× 10−3 8.9× 10−2 5.0× 10−2
3× 105 3× 105 2.0× 10−3 1.5× 10−3 1.4× 10−2 9.0× 10−3 0.25 0.13
1× 106 1× 105 3.3× 10−3 1.9× 10−3 2.7× 10−2 1.7× 10−2 0.32 0.15
1× 106 3× 105 3.4× 10−3 2.2× 10−3 1.8× 10−2 1.2× 10−2 0.13 5.7× 10−2
1× 106 1× 106 3.9× 10−3 2.7× 10−3 3.1× 10−2 1.9× 10−2 0.76 0.23
3× 106 3× 105 5.4× 10−3 2.7× 10−3 4.4× 10−2 2.4× 10−2 0.59 0.2
3× 106 1× 106 6.0× 10−3 2.6× 10−3 3.9× 10−2 1.9× 10−2 0.31 0.11
3× 106 3× 106 1.4× 10−2 6.7× 10−3 0.18 5.2× 10−2 2.7 0.66
1× 107 1× 106 1.9× 10−2 5.5× 10−3 0.17 5.1× 10−2 1.5 0.35
1× 107 3× 106 2.5× 10−2 4.8× 10−3 0.16 3.5× 10−2 1.4 0.26
1× 107 1× 107 0.72 9.6× 10−2 4.3 0.49 25 2.9
3× 107 3× 106 0.31 2.3× 10−2 4.0 0.24 33 1.3
3× 107 1× 107 2.6 4.3× 10−2 15 0.34 75 1.7
3× 107 3× 107 15 3.3 79 11 670 51
1× 108 1× 107 ∞ 3.0 ∞ 25 ∞ 140
1× 108 3× 107 ∞ 27 ∞ 120 ∞ 1.2× 103
Table 7.8: Median, 5% and 95% quantiles of the estimated measurement errors on χ2 for different mass configurations
at redshift z = 1 without considering alternative theory parameters.
m1[M] m2[M] ∆χ2 without corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 7.6× 10−4 4.5× 10−4 2.7× 10−3 1.6× 10−3 1.5× 10−2 1.5× 10−2
3× 105 1× 105 8.2× 10−4 5.3× 10−4 3.3× 10−3 1.9× 10−3 1.9× 10−2 1.9× 10−2
3× 105 3× 105 1.0× 10−3 8.2× 10−4 6.3× 10−3 3.7× 10−3 7.9× 10−2 7.9× 10−2
1× 106 1× 105 1.6× 10−3 7.7× 10−4 5.6× 10−3 2.9× 10−3 3.3× 10−2 3.3× 10−2
1× 106 3× 105 1.4× 10−3 8.6× 10−4 5.0× 10−3 2.9× 10−3 2.9× 10−2 2.9× 10−2
1× 106 1× 106 1.6× 10−3 1.1× 10−3 1.2× 10−2 6.4× 10−3 0.23 0.23
3× 106 3× 105 2.3× 10−3 1.2× 10−3 7.6× 10−3 3.9× 10−3 5.8× 10−2 5.8× 10−2
3× 106 1× 106 2.2× 10−3 1.1× 10−3 7.9× 10−3 3.7× 10−3 6.4× 10−2 6.4× 10−2
3× 106 3× 106 4.0× 10−3 2.4× 10−3 4.1× 10−2 1.4× 10−2 0.88 0.88
1× 107 1× 106 6.2× 10−3 2.0× 10−3 3.1× 10−2 9.1× 10−3 0.19 0.19
1× 107 3× 106 7.8× 10−3 2.5× 10−3 3.4× 10−2 9.5× 10−3 0.17 0.17
1× 107 1× 107 0.13 2.1× 10−2 1.2 0.12 9.6 9.6
3× 107 3× 106 0.13 8.6× 10−3 1.3 6.5× 10−2 6.9 6.9
3× 107 1× 107 0.59 2.0× 10−2 4.5 0.1 24 24
3× 107 3× 107 14 1.2 66 5.1 450 450
1× 108 1× 107 ∞ 1.4 ∞ 13 ∞ ∞
1× 108 3× 107 ∞ 8.1 ∞ 48 ∞ ∞
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Table 7.9: Median, 5% and 95% quantiles of the estimated measurement errors on 2a for different mass configurations
at redshift z = 1 with alternative theory parameters included.
m1[M] m2[M] 2a[′] with corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 7.5 4.5 21 13 83 67
3× 105 1× 105 5.3 3.3 24 15 99 81
3× 105 3× 105 6.9 4.3 29 21 110 100
1× 106 1× 105 12 8.2 37 22 130 96
1× 106 3× 105 11 7.2 36 23 140 100
1× 106 1× 106 11 6.7 47 34 180 140
3× 106 3× 105 16 8.0 40 21 160 100
3× 106 1× 106 15 7.3 51 27 220 150
3× 106 3× 106 15 7.6 74 40 420 260
1× 107 1× 106 27 8.9 87 28 440 130
1× 107 3× 106 26 8.8 130 41 700 190
1× 107 1× 107 58 18 459 130 4.4× 103 930
3× 107 3× 106 160 23 640 77 7.5× 103 350
3× 107 1× 107 459 43 5.0× 103 190 8.1× 104 1.2× 103
3× 107 3× 107 1.6× 104 670 3.8× 105 3.9× 103 7.9× 106 2.3× 104
1× 108 1× 107 ∞ 2.3× 103 ∞ 8.4× 103 ∞ 5.0× 104
1× 108 3× 107 ∞ 1.7× 104 ∞ 8.7× 104 ∞ 6.6× 105
Table 7.10: Median, 5% and 95% quantiles of the estimated measurement errors on 2a for different mass configurations
at redshift z = 1 without considering alternative theory parameters.
m1[M] m2[M] 2a[′] without corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 7.2 4.4 20 13 77 77
3× 105 1× 105 5.0 3.1 21 14 91 91
3× 105 3× 105 6.0 3.7 26 18 100 100
1× 106 1× 105 8.5 7.6 35 20 120 120
1× 106 3× 105 8.5 6.2 33 21 120 120
1× 106 1× 106 8.3 5.6 38 26 150 150
3× 106 3× 105 9.6 6.8 35 19 140 140
3× 106 1× 106 11 6.3 41 23 190 190
3× 106 3× 106 11 5.7 51 28 280 280
1× 107 1× 106 18 7.6 64 24 300 300
1× 107 3× 106 20 7.8 87 32 420 420
1× 107 1× 107 34 13 220 83 1.8× 103 1.8× 103
3× 107 3× 106 100 20 380 64 3.0× 103 3.0× 103
3× 107 1× 107 180 27 1.3× 103 120 1.5× 104 1.5× 104
3× 107 3× 107 4.7× 103 400 1.3× 105 2.2× 103 2.2× 106 2.2× 106
1× 108 1× 107 ∞ 1.4× 103 ∞ 4.5× 103 ∞ ∞
1× 108 3× 107 ∞ 7.1× 103 ∞ 3.3× 104 ∞ ∞
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Table 7.11: Median, 5% and 95% quantiles of the estimated measurement errors on 2b for different mass configurations
at redshift z = 1 with alternative theory parameters included.
m1[M] m2[M] 2b[′] with corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 0.98 0.57 4.7 2.7 13 7.3
3× 105 1× 105 0.9 0.52 4.1 2.4 17 9.3
3× 105 3× 105 1.5 0.89 5.8 3.4 22 15
1× 106 1× 105 2.3 1.0 11 5.0 28 13
1× 106 3× 105 1.8 1.1 9.0 4.8 30 17
1× 106 1× 106 2.0 1.1 9.7 5.8 39 27
3× 106 3× 105 2.4 1.2 11 5.4 31 14
3× 106 1× 106 2.1 1.0 10 4.9 34 16
3× 106 3× 106 2.2 1.1 12 5.7 56 30
1× 107 1× 106 3.4 1.1 17 5.6 66 16
1× 107 3× 106 3.9 1.4 19 6.1 87 25
1× 107 1× 107 14 4.3 64 18 310 93
3× 107 3× 106 29 3.8 110 15 919 56
3× 107 1× 107 88 10 600 34 6.1× 103 140
3× 107 3× 107 1.2× 103 93 2.9× 104 530 6.3× 105 3.0× 103
1× 108 1× 107 ∞ 490 ∞ 1.8× 103 ∞ 8.2× 103
1× 108 3× 107 ∞ 3.2× 103 ∞ 1.3× 104 ∞ 9.2× 104
Table 7.12: Median, 5% and 95% quantiles of the estimated measurement errors on 2b for different mass configurations
at redshift z = 1 without considering alternative theory parameters.
m1[M] m2[M] 2b[′] without corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 0.95 0.55 4.6 2.6 12 12
3× 105 1× 105 0.82 0.44 3.8 2.1 15 15
3× 105 3× 105 1.2 0.69 5.1 3.0 19 19
1× 106 1× 105 2.1 0.91 10 4.7 25 25
1× 106 3× 105 1.5 0.92 8.4 4.4 27 27
1× 106 1× 106 1.6 0.97 8.7 5.1 34 34
3× 106 3× 105 2.3 1.1 11 5.1 27 27
3× 106 1× 106 1.9 0.89 9.0 4.3 29 29
3× 106 3× 106 1.7 0.83 9.7 4.6 38 38
1× 107 1× 106 2.8 0.91 15 4.9 41 41
1× 107 3× 106 2.7 0.99 14 4.9 54 54
1× 107 1× 107 6.1 2.3 27 10 130 130
3× 107 3× 106 15 2.5 60 12 260 260
3× 107 1× 107 43 4.8 170 18 919 919
3× 107 3× 107 550 49 4.2× 103 250 7.1× 104 7.1× 104
1× 108 1× 107 ∞ 270 ∞ 890 ∞ ∞
1× 108 3× 107 ∞ 1.4× 103 ∞ 4.9× 103 ∞ ∞
7.11. APPENDIX 101
Table 7.13: Median, 5% and 95% quantiles of the estimated measurement errors on dL for different mass configurations
at redshift z = 1 with alternative theory parameters included.
m1[M] m2[M] ∆dL/dL with corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 2.4× 10−3 1.5× 10−3 4.8× 10−3 3.0× 10−3 1.4× 10−2 8.8× 10−3
3× 105 1× 105 2.3× 10−3 1.5× 10−3 4.9× 10−3 3.3× 10−3 1.8× 10−2 1.2× 10−2
3× 105 3× 105 2.7× 10−3 2.0× 10−3 7.0× 10−3 5.1× 10−3 2.1× 10−2 1.7× 10−2
1× 106 1× 105 3.7× 10−3 2.5× 10−3 8.0× 10−3 5.0× 10−3 2.2× 10−2 1.4× 10−2
1× 106 3× 105 3.0× 10−3 2.3× 10−3 7.6× 10−3 5.1× 10−3 2.4× 10−2 1.6× 10−2
1× 106 1× 106 3.8× 10−3 2.7× 10−3 1.1× 10−2 7.6× 10−3 3.4× 10−2 2.6× 10−2
3× 106 3× 105 4.9× 10−3 3.3× 10−3 9.9× 10−3 6.3× 10−3 3.1× 10−2 1.6× 10−2
3× 106 1× 106 5.3× 10−3 3.2× 10−3 1.2× 10−2 7.5× 10−3 4.0× 10−2 2.4× 10−2
3× 106 3× 106 6.9× 10−3 4.1× 10−3 2.3× 10−2 1.3× 10−2 7.6× 10−2 4.1× 10−2
1× 107 1× 106 1.6× 10−2 6.4× 10−3 3.7× 10−2 1.4× 10−2 0.11 3.2× 10−2
1× 107 3× 106 2.8× 10−2 6.9× 10−3 7.1× 10−2 1.7× 10−2 0.23 5.2× 10−2
1× 107 1× 107 0.23 4.3× 10−2 0.71 9.4× 10−2 3.1 0.23
3× 107 3× 106 0.89 3.5× 10−2 4.4 8.0× 10−2 21 0.18
3× 107 1× 107 9.3 0.11 43 0.26 210 0.73
3× 107 3× 107 1.3× 103 4.2 2.8× 104 11 3.0× 105 50
1× 108 1× 107 ∞ 16 ∞ 78 ∞ 560
1× 108 3× 107 ∞ 229 ∞ 1.0× 103 ∞ 1.9× 104
Table 7.14: Median, 5% and 95% quantiles of the estimated measurement errors on dL for different mass configurations
at redshift z = 1 without considering alternative theory parameters.
m1[M] m2[M] ∆dL/dL without corrections
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 1.1× 10−3 7.8× 10−4 2.5× 10−3 1.5× 10−3 9.4× 10−3 9.4× 10−3
3× 105 1× 105 9.2× 10−4 6.1× 10−4 2.8× 10−3 1.7× 10−3 1.4× 10−2 1.4× 10−2
3× 105 3× 105 1.2× 10−3 7.7× 10−4 4.3× 10−3 2.8× 10−3 1.8× 10−2 1.8× 10−2
1× 106 1× 105 1.9× 10−3 9.8× 10−4 5.0× 10−3 2.5× 10−3 1.8× 10−2 1.8× 10−2
1× 106 3× 105 1.7× 10−3 1.1× 10−3 4.9× 10−3 2.8× 10−3 2.0× 10−2 2.0× 10−2
1× 106 1× 106 1.8× 10−3 1.1× 10−3 6.8× 10−3 4.4× 10−3 2.7× 10−2 2.7× 10−2
3× 106 3× 105 2.0× 10−3 1.2× 10−3 5.1× 10−3 2.7× 10−3 2.2× 10−2 2.2× 10−2
3× 106 1× 106 2.0× 10−3 1.2× 10−3 5.9× 10−3 3.2× 10−3 2.9× 10−2 2.9× 10−2
3× 106 3× 106 2.1× 10−3 1.3× 10−3 8.7× 10−3 4.9× 10−3 4.6× 10−2 4.6× 10−2
1× 107 1× 106 3.1× 10−3 1.3× 10−3 8.4× 10−3 3.4× 10−3 4.0× 10−2 4.0× 10−2
1× 107 3× 106 4.0× 10−3 2.0× 10−3 1.2× 10−2 4.8× 10−3 7.2× 10−2 7.2× 10−2
1× 107 1× 107 1.4× 10−2 6.9× 10−3 6.2× 10−2 2.2× 10−2 0.31 0.31
3× 107 3× 106 3.0× 10−2 4.9× 10−3 8.0× 10−2 1.0× 10−2 0.49 0.49
3× 107 1× 107 0.23 1.6× 10−2 0.76 3.5× 10−2 3.2 3.2
3× 107 3× 107 3.3 0.21 21 0.5 380 380
1× 108 1× 107 ∞ 0.44 ∞ 1.1 ∞ ∞
1× 108 3× 107 ∞ 3.1 ∞ 9.4 ∞ ∞
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Table 7.15: Median, 5% and 95% quantiles of the estimated measurement errors on Ψ−1 for different mass configura-
tions at redshift z = 1
m1[M] m2[M] ∆Ψ−1
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 3.0× 10−6 1.8× 10−6 7.3× 10−6 5.4× 10−6 7.0× 10−5 4.9× 10−5
3× 105 1× 105 2.8× 10−6 1.8× 10−6 7.3× 10−6 6.0× 10−6 5.2× 10−5 4.6× 10−5
3× 105 3× 105 5.3× 10−6 3.2× 10−6 1.5× 10−5 1.1× 10−5 1.2× 10−4 8.2× 10−5
1× 106 1× 105 1.4× 10−5 5.9× 10−6 3.3× 10−5 2.2× 10−5 2.9× 10−4 2.2× 10−4
1× 106 3× 105 1.4× 10−5 7.8× 10−6 3.6× 10−5 2.6× 10−5 2.3× 10−4 1.8× 10−4
1× 106 1× 106 5.3× 10−5 2.2× 10−5 1.4× 10−4 8.8× 10−5 6.3× 10−4 4.0× 10−4
3× 106 3× 105 9.8× 10−5 3.1× 10−5 2.1× 10−4 1.1× 10−4 1.2× 10−3 6.1× 10−4
3× 106 1× 106 1.9× 10−4 3.1× 10−5 4.2× 10−4 1.6× 10−4 1.1× 10−3 6.1× 10−4
3× 106 3× 106 8.2× 10−4 1.4× 10−4 2.6× 10−3 7.0× 10−4 8.0× 10−3 2.1× 10−3
1× 107 1× 106 2.9× 10−3 3.8× 10−4 6.4× 10−3 9.3× 10−4 1.6× 10−2 2.8× 10−3
1× 107 3× 106 7.3× 10−3 3.4× 10−4 1.9× 10−2 1.9× 10−3 5.5× 10−2 4.8× 10−3
1× 107 1× 107 6.1× 10−2 1.0× 10−2 0.18 2.4× 10−2 0.77 6.3× 10−2
3× 107 3× 106 0.25 8.3× 10−3 1.3 1.7× 10−2 7.6 4.5× 10−2
3× 107 1× 107 2.9 4.3× 10−2 15 0.11 74 0.29
3× 107 3× 107 459 1.5 9.1× 103 4.0 9.1× 104 18
1× 108 1× 107 ∞ 4.6 ∞ 24 ∞ 210
1× 108 3× 107 ∞ 75 ∞ 400 ∞ 7.5× 103
Table 7.16: Median, 5% and 95% quantiles of the estimated measurement errors on Ψ0 for different mass configurations
at redshift z = 1
m1[M] m2[M] ∆Ψ0
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 1.4× 10−3 7.0× 10−4 3.1× 10−3 2.1× 10−3 1.7× 10−2 1.3× 10−2
3× 105 1× 105 1.3× 10−3 8.1× 10−4 3.2× 10−3 2.4× 10−3 1.4× 10−2 1.3× 10−2
3× 105 3× 105 2.2× 10−3 1.2× 10−3 5.9× 10−3 4.1× 10−3 3.1× 10−2 2.3× 10−2
1× 106 1× 105 4.7× 10−3 1.7× 10−3 1.0× 10−2 6.2× 10−3 6.3× 10−2 4.7× 10−2
1× 106 3× 105 4.6× 10−3 2.4× 10−3 1.2× 10−2 7.9× 10−3 5.3× 10−2 3.9× 10−2
1× 106 1× 106 1.5× 10−2 5.4× 10−3 3.8× 10−2 2.3× 10−2 0.13 9.1× 10−2
3× 106 3× 105 2.1× 10−2 5.7× 10−3 4.6× 10−2 2.5× 10−2 0.21 0.11
3× 106 1× 106 3.7× 10−2 4.7× 10−3 8.5× 10−2 3.5× 10−2 0.22 0.11
3× 106 3× 106 0.13 1.1× 10−2 0.38 0.11 1.1 0.34
1× 107 1× 106 0.31 4.6× 10−2 0.76 0.14 2.1 0.38
1× 107 3× 106 0.73 2.7× 10−2 2.0 0.25 5.8 0.66
1× 107 1× 107 4.8 0.96 14 2.3 60 6.2
3× 107 3× 106 8.4 0.73 71 1.8 530 4.4
3× 107 1× 107 96 3.5 800 9.1 4.4× 103 26
3× 107 3× 107 1.1× 104 110 2.7× 105 290 3.3× 106 1.2× 103
1× 108 1× 107 ∞ 160 ∞ 1.2× 103 ∞ 1.4× 104
1× 108 3× 107 ∞ 2.6× 103 ∞ 2.2× 104 ∞ 4.6× 105
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Table 7.17: Median, 5% and 95% quantiles of the estimated measurement errors on Ψ1/2 for different mass configura-
tions at redshift z = 1
m1[M] m2[M] ∆Ψ1/2
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 1.5× 10−2 5.7× 10−3 3.6× 10−2 2.0× 10−2 0.13 9.6× 10−2
3× 105 1× 105 1.4× 10−2 7.0× 10−3 3.3× 10−2 2.3× 10−2 0.13 0.11
3× 105 3× 105 1.8× 10−2 1.0× 10−2 5.0× 10−2 3.6× 10−2 0.24 0.18
1× 106 1× 105 3.9× 10−2 1.5× 10−2 8.7× 10−2 4.8× 10−2 0.4 0.3
1× 106 3× 105 3.5× 10−2 2.0× 10−2 9.1× 10−2 6.2× 10−2 0.35 0.27
1× 106 1× 106 0.1 3.4× 10−2 0.27 0.16 0.9 0.59
3× 106 3× 105 0.13 4.0× 10−2 0.29 0.16 1.2 0.66
3× 106 1× 106 0.22 3.6× 10−2 0.52 0.21 1.3 0.67
3× 106 3× 106 0.65 6.3× 10−2 2.0 0.6 6.0 1.9
1× 107 1× 106 1.3 0.23 3.6 0.78 10 2.1
1× 107 3× 106 3.2 0.15 9.0 1.3 28 3.5
1× 107 1× 107 19 4.0 56 10 250 29
3× 107 3× 106 21 2.9 240 7.7 2.0× 103 22
3× 107 1× 107 200 14 2.6× 103 37 1.4× 104 110
3× 107 3× 107 1.9× 104 409 5.7× 105 1.1× 103 6.8× 106 5.0× 103
1× 108 1× 107 ∞ 330 ∞ 3.5× 103 ∞ 5.1× 104
1× 108 3× 107 ∞ 5.6× 103 ∞ 7.1× 104 ∞ 1.5× 106
Table 7.18: Median, 5% and 95% quantiles of the estimated measurement errors on Ψ1 for different mass configurations
at redshift z = 1
m1[M] m2[M] ∆Ψ1
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 0.14 3.6× 10−2 0.32 0.16 0.91 0.61
3× 105 1× 105 0.15 4.5× 10−2 0.33 0.21 1.0 0.74
3× 105 3× 105 0.19 6.0× 10−2 0.48 0.29 1.6 1.4
1× 106 1× 105 0.3 7.5× 10−2 0.65 0.34 2.0 1.3
1× 106 3× 105 0.27 0.11 0.67 0.4 1.8 1.2
1× 106 1× 106 0.49 0.13 1.3 0.68 4.4 2.9
3× 106 3× 105 0.61 0.16 1.4 0.74 4.0 2.4
3× 106 1× 106 0.79 0.13 1.9 0.84 5.0 2.7
3× 106 3× 106 1.3 0.2 4.0 1.4 15 5.9
1× 107 1× 106 3.1 0.5 8.8 2.4 25 6.0
1× 107 3× 106 5.2 0.34 14 2.4 45 8.1
1× 107 1× 107 28 5.5 76 13 320 36
3× 107 3× 106 62 6.1 560 15 3.6× 103 35
3× 107 1× 107 400 17 3.7× 103 46 2.0× 104 120
3× 107 3× 107 4.2× 104 440 7.1× 105 1.1× 103 1.2× 107 5.1× 103
1× 108 1× 107 ∞ 1.0× 103 ∞ 8.0× 103 ∞ 8.3× 104
1× 108 3× 107 ∞ 8.5× 103 ∞ 9.0× 104 ∞ 1.8× 106
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Table 7.19: Median, 5% and 95% quantiles of the estimated measurement errors on Ψ3/2 for different mass configura-
tions at redshift z = 1
m1[M] m2[M] ∆Ψ3/2
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 1.1 0.13 2.5 1.4 8.2 6.3
3× 105 1× 105 1.3 0.16 3.0 1.9 8.7 7.3
3× 105 3× 105 2.0 0.22 5.1 2.9 16 14
1× 106 1× 105 2.8 0.24 6.1 3.4 23 15
1× 106 3× 105 3.0 0.63 7.5 4.5 21 14
1× 106 1× 106 6.8 0.71 17 8.9 47 32
3× 106 3× 105 7.5 0.71 18 9.7 53 33
3× 106 1× 106 11 0.42 27 11 66 33
3× 106 3× 106 20 1.1 54 18 160 63
1× 107 1× 106 35 3.7 110 32 330 77
1× 107 3× 106 58 1.5 180 34 600 110
1× 107 1× 107 250 61 770 150 3.6× 103 459
3× 107 3× 106 450 66 3.7× 103 190 3.1× 104 459
3× 107 1× 107 3.4× 103 160 2.8× 104 500 1.7× 105 1.5× 103
3× 107 3× 107 3.5× 105 3.6× 103 3.2× 106 1.0× 104 4.1× 107 4.7× 104
1× 108 1× 107 ∞ 8.7× 103 ∞ 5.4× 104 ∞ 6.5× 105
1× 108 3× 107 ∞ 7.2× 104 ∞ 6.8× 105 ∞ 1.4× 107
Table 7.20: Median, 5% and 95% quantiles of the estimated measurement errors on Ψ2 for different mass configurations
at redshift z = 1
m1[M] m2[M] ∆Ψ2
5%-quantile Median 95%-quantile
RWF FWF RWF FWF RWF FWF
3× 105 3× 104 4.0 0.35 8.9 5.3 30 23
3× 105 1× 105 5.1 0.6 12 7.6 34 28
3× 105 3× 105 8.2 0.83 21 12 63 52
1× 106 1× 105 10 0.76 23 13 86 55
1× 106 3× 105 12 2.1 30 18 85 54
1× 106 1× 106 26 2.7 65 33 180 120
3× 106 3× 105 26 1.9 63 35 180 110
3× 106 1× 106 38 1.3 97 40 250 120
3× 106 3× 106 60 3.0 170 58 520 210
1× 107 1× 106 84 9.3 320 110 1.0× 103 240
1× 107 3× 106 130 3.9 450 100 1.7× 103 340
1× 107 1× 107 509 130 1.6× 103 350 8.8× 103 1.1× 103
3× 107 3× 106 890 190 7.5× 103 490 6.3× 104 1.2× 103
3× 107 1× 107 9.5× 103 380 4.6× 104 1.0× 103 2.9× 105 3.1× 103
3× 107 3× 107 5.4× 105 5.7× 103 5.5× 106 1.7× 104 8.3× 107 8.7× 104
1× 108 1× 107 ∞ 2.8× 104 ∞ 1.3× 105 ∞ 1.3× 106
1× 108 3× 107 ∞ 2.0× 105 ∞ 1.2× 106 ∞ 2.4× 107
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Abstract
Motivated by the parameterized post-Einsteinian (ppE) scheme devised by Yunes and Preto-
rius, which introduces corrections to the post-Newtonian coefficients of the frequency domain
gravitational waveform in order to emulate alternative theories of gravity, we compute analyt-
ical time domain waveforms that, after a numerical Fourier transform, aim to represent (phase
corrected only) ppE waveforms. In this formalism, alternative theories manifest themselves via
corrections to the phase and frequency, as predicted by General Relativity (GR), at different
post-Newtonian (PN) orders. In order to present a generic test of alternative theories of gravity,
we assume that the coupling constant of each alternative theory is manifestly positive, allowing
corrections to the GR waveforms to be either positive or negative. By exploring the capabili-
ties of massive black hole binary GR waveforms in the detection and parameter estimation of
corrected time domain ppE signals, using the current eLISA configuration (as presented for the
ESA Cosmic Vision L3 mission), we demonstrate that for corrections arising at higher than 1PN
order in phase and frequency, GR waveforms are sufficient for both detecting and estimating
the parameters of alternative theory signals. However, for theories introducing corrections at
the 0 and 0.5 PN order, GR waveforms are not capable of covering the entire parameter space,
requiring the use of non-GR waveforms for detection and parameter estimation.
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8.1 Introduction
General Relativity (GR) has been tested rigorously in the recent past [32]; so far, no evidence has been
observed in the macroscopic regime that suggests any failure of GR. Nevertheless, various alternative the-
ories of gravity have been proposed in order to account for effects that are currently otherwise explained,
or for the lack of a common intersection between GR and quantum field theory. A few of these theories can
be ruled out by solar system and binary pulsar observations. However, many of them are still essentially
unconstrained since GR has never been tested in the true strong field regime where v/c approaches unity
or where Φ/c2 = GM/rc2 ∼ 1, where G is Newton’s gravitational constant, c is the speed of light, r is the
effective distance of measurement and M is the mass of the system.
Gravitational Waves (GWs) will provide a unique opportunity to test GR in the strong field, dynamical
regime. A ground-based network of detectors (i.e. Advanced LIGO, Advanced Virgo, KAGRA etc.) is cur-
rently being enhanced, with the aim of going online in 2015 and providing the first direct detection of
astrophysical sources of GWs in the Hz-kHz regime within the next decade. Simultaneously, pulsar timing
array analysis is expected to improve to a point where detection in the nHz regime should be possible within
the same time frame. On a longer time scale, ESA has recently chosen the theme of the “Gravitational Wave
Universe” for the ESA Cosmic Vision L3 mission in order to nourish the development of a space-based GW
mission. The mission, called eLISA, consists of a triangle of three spacecrafts in a heliocentric orbit, in-
terconnected with two laser arms. This single channel laser interferometer will operate at frequencies
between ∼ 10−5−1 Hz, and will be sensitive to supermassive black hole binaries (SMBHBs) with total red-
shifted masses between 104−108M. SMBHBs provide excellent strong-field tests of GR, as the waveform
models for such objects are quite well understood [11]. The waveforms are composed of three phases: in-
spiral, merger and ringdown. The inspiral phase is adequately described by post-Newtonian theory, while
the ringdown phase is known from perturbation theory. Incredible advances in numerical relativity now
mean that we have a much more complete idea of how the merger phase works. In the next few years as
this field improves even further, we will rapidly approach a point where we may have complete analytical
waveforms involving all three phases.
Tests of GR can be performed from a number of different viewpoints [34]. For direct tests, one takes a
certain alternative model to GR with known action, e.g. a scalar-tensor theory, computes the modified
gravitational waveforms and checks (in a post detection manner) whether or not they achieve a higher
correlation with the recorded data than GR waveforms. The advantage of such a top-down approach
is that it is possible to directly constrain the coupling constant(s) of the theory through evaluating the
detector data. At the same time, there is of course the disadvantage that GR can only be tested against this
specific theory. Since it requires an intense effort to perform such steps for every imaginable alternative
to GR, one can think of performing more generic tests. Certain features of GR can be tested in this more
phenomenological manner: what if the ‘graviton’ has a mass? What if Lorentz invariance is violated? What
if Newton’s gravitational constant changed with time? Such features could be exhibited by a certain subset
of alternative theories; and while a generic test will not be able to reveal which particular alternative is the
true underlying theory, it could certainly provide evidence against GR and point us in the right direction.
As a simple example, consider a class of theories that exhibit massive gravity. There have been several
studies assessing the ability of ground and space-based gravitational-wave detectors to see whether such
an effect is manifested in the detector data [1, 50, 53, 54, 54–58]. Will [50] has computed the effect of
a GW dispersion relation through the different arrival times of wave trains with different frequencies (to
leading order) as a 1PN correction to the frequency domain GR phase, namely






where f is the GW frequency, u = GMc3 pi f is the reduced GW frequency, and M = mη3/5 is the chirp
mass of the binary. In this last expression m = m1 + m2 and η = m1m2/m2 are the total mass and the
symmetric mass ratio of the source. Finally, z is the redshift of the source, and the distance parameter is
given by D(z) = 1+za0
∫ ta
te
a(t) d t, where te and ta are the times of signal emission and arrival, respectively,
and a(t) is the cosmic scale factor with present value a0 = a(ta). βMG is in functional relation to the
coupling constant of the massive gravity correction, the gravition’s Compton wavelength λg . From an
analysis perspective, in the remainder of this paper we call βMG the coupling constant of this particular
physical effect.
Being interested in whether or not GR is the correct theory, it is reasonable to perform as many such tests
as possible, without having to assume a certain alternative theory or a particular physical effect. This
can be done with a waveform model that aims to catch any possible deformation of the expected GR
waveform. Among such are tests that introduce perturbations to the post-Newtonian (PN) coefficients of
the GR inspiral waveform [35, 71]; similarly, the ringdown part of the waveform can be checked [35, 125–
127]. One has to be careful here, as one de-facto tests only the PN coefficients of GR or the perturbed Kerr
metric, respectively, but not directly GR itself. Although it has been shown that phenomenological inspiral-
merger-ringdown (IMR) waveforms can in principle decrease parameter estimation errors by almost an
order of magnitude [56], we consider only the inspiral part in this work due to the lack of a full theoretical
model for the merger phase. A framework to test the PN coefficients of the inspiral waveform that has
been studied recently is the ppE scheme devised by Yunes and Pretorius [35, 67, 69, 128] that is motivated
by the stationary phase approximation (SPA) and works in the frequency domain. There, leading order
corrections to the amplitude and the phase of the waveform are introduced:




where {α, a,β , b} is the set of ppE parameters with α,β ∈ R and a, b being integer multiples of −1/3.
Sampson et al. [66] have shown that leading order corrections are sufficient to discriminate between GR
and any alternative to it, while higher order corrections play only a subdominant role.
The existing ppE scheme has been developed in the frequency domain for a number of reasons: GW astron-
omy is mainly conducted using the concept of optimal Wiener or ‘matched’ filtering. Here, one assumes a
theoretical waveform model based on a number of physical parameters, and correlates this template with a
data set to test the viability of the choice of parameters. Matched filtering works extremely well in the case
where we are tasked with extracting a coherent signal buried in noise (which is almost always the case in
GW astronomy). By carrying out the analysis in the Fourier domain, it is possible to ‘lift’ the signal above
the noise. The important results in GW astronomy for both detection and parameter estimation require the




g˜∗( f )h˜( f ) + g˜( f )h˜∗( f )
Sn( f )
d f , (8.4)
where g˜( f ) and h˜( f ) are the Fourier transforms of the time domain waveforms g(t) and h(t), and Sn( f ) is
the noise spectral density of the detector (which we will define at a later stage). If Sn( f ) is constant across
the frequency band of the detector, we could use Parseval’s theorem to evaluate these inner products in
the time domain. As it is not constant for the sources we consider in this work, there is no closed form
solution to the above integrals, and they must then be evaluated numerically in the Fourier domain. When
GW algorithms were first developed, one had the option of generating a time domain waveform and then
carry out a numerical Fast Fourier Transform (FFT). However, due to the efficiency to the algorithm and the
available computers, the FFT accounted for a large fraction of the total waveform generation time. In this
case it was clearly more advantageous to generate the waveforms directly in the Fourier domain. This lead
to the widespread use of the SPA in GW parameter estimation due its low computational cost. In most cases
it has been shown to perform reasonably well for ground based detectors such as LIGO, although it should
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be pointed out that some modifications are necessary in the high mass regime [129–131]. Nowadays,
the FFT accounts for a small quantity of the total waveform generation time (normally on the order of
between 3-8%). Therefore, as the modelling of the binary system is conducted in the time domain, and as
the GW waveforms are initially derived in the time domain, there seems to be little point in expending the
extra theoretical energy to derive either higher order approximation or alternative theory SPA waveforms.
Furthermore, several studies have shown issues with the simple (unextended) SPA waveform, especially
at the high mass end and close to the last stable orbit [129–131]. For these reasons, we chose to work
in a framework of perturbed GR time domain waveforms. In order to establish a common base with the
frequency domain ppE scheme, we compute an approximate relation between both schemes.
As matched filtering is highly sensitive to phase corrections, in this work we neglect amplitude corrections
to the ppE waveforms and set α = a = 0 in Eqn (8.3). In terms of the phase correction parameters {b,β}
as used in (8.3), we work with the general form corrected orbital phase
Φ
(±)
NGR(Θ; b,β) = ΦGR(Θ)±Φc(Θ; b,β), (8.5)
where NGR stands for ‘non-GR’, Θ represents the dimensionless time (to be defined) and Φc(Θ; b,β) is
a corrective term to the GR phase that will also be defined at a later stage. As we stated earlier, our
goal is to work in the most general context possible, allowing for all possible deviations to GR. Therefore,
in constructing our theoretical framework, we always assume that the coupling constant β is manifestly
positive, allowing us to distinguish between positive and negative corrections to the GR waveform.
This paper is structured as follows: In section 8.2 we review time and frequency domain (SPA) waveform
models as they are in GR. Then, in section 8.3, we introduce modifications to both waveform models and
set them into approximate relation. In section 8.4 we introduce the methodology to detect non-GR signals
and carry out a parameter estimation for the different systems. Finally the results are presented in section
8.5.
8.2 Waveform models
8.2.1 Time domain waveform
If we consider the quasi-circular inspiral of two non-spinning supermassive black holes with masses m1
and m2, with respect to a fixed detector frame, we can define the binary unit angular momentum vector Lˆ
and the unit vector pointing from the detector to the source nˆ. The position of the source in the sky can
then be indicated with spherical angles (θ ,φ). The orientation of the binary relative to the detector can
be described by the inclination ι = arccos

Lˆ · nˆ and polarisation angle
ψ= arctan

Lˆ · zˆ − (Lˆ · nˆ)(zˆ · nˆ)
nˆ · (Lˆ× zˆ)

. (8.6)
The gravitational wave strain of the eLISA detector is, in the low frequency approximation [84], a linear
combination of h+,× polarisations, weighed with the antenna patterns F+,×:
h(t) = h+[ξ(t)]F
+
k + h×[ξ(t)]F×. (8.7)
Because of the detector motion relative to the source, a Doppler shift is introduced via a phase shifted
time parameter ξ(t) = t − R⊕c sinθ cos(α(t)−φ), where R⊕ = 1AU is the Earth-Sun distance and α(t) =
2pi fm t +α0 with LISA modulation frequency fm = 1/yr is the orbital phase of the detector.
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The antenna patterns depend on position and orientation of the source in the sky and are given for an
eLISA-like detector by [82, 86]




cos(2ψ)D+(t;ψ,θ ,φ,λk)− sin(2ψ)D×(t;ψ,θ ,φ,λk)

, (8.8)








with λ1 = 0 and λ2 = pi/4. Expressions for the detector patterns D+,×(t;ψ,θ ,φ,λk) will not be printed
here, but can be found in [86].
Many previous studies on detection and parameter estimation have used “restricted” post-Newtonian wave-
forms, i.e. the amplitude of the waveform is kept at the dominant order, while the phase of the waveform
is expanded to higher post-Newtonian orders. However, a large body of work has demonstrated that the
inclusion of higher harmonic corrections to the waveform are extremely important in both the breaking
of parameter correlations and the improvement of parameter estimation [88, 132–136]. In fact, in some
cases the estimation of luminosity distance, sky resolution and mass determination have been shown to
be improved by at least an order of magnitude due to the inclusion of the harmonic corrections [132].
With this in mind, we will use higher harmonic corrected gravitational wave polarisations up to second






H(0)+,× + x1/2H(1/2)+,× + xH(1)+,× + x3/2H(3/2)+,× + x2H(2)+,×

, (8.10)
where the post-Newtonian parameter x = (GMω/c3)2/3 is a function of the orbital frequency ω. The
luminosity distance DL is given as a function of redshift z in terms of the ΛCDM model by






ΩR(1+ z′)4 +ΩM (1+ z′)3 +ΩΛ
, (8.11)
using the concurrent Planck values ofΩR = 4.9×10−5,ΩM = 0.3086,ΩΛ = 0.6914 and the Hubble constant
H0 = 67.77 km s−1 Mpc−1 [17]. The waveform evolution is governed by the orbital phase and frequency of
the binary, which can be expressed to 2PN order using the dimensionless time variable Θ(t) = ηc
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Multiples of the orbital phase are then manifest in the harmonic coefficients H(n)+,×(Φ, ι, m1, m2).
8.2.2 Stationary phase approximation
To work directly in the Fourier domain, one requires an analytic form of the Fourier transform h˜( f ) =∫
e2pii f th(t)dt. Many previous studies in the field of GW data analysis have employed the stationary phase
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approximation which gives a reasonable approximation of the Fourier integral, respecting some limitations
towards high masses and close to the last stable orbit. In constructing the SPA, one assumes that because of
the rapid oscillatory nature of the integrand, the Fourier integral averages to zero, except at points where
the phase function has an extremum. By expanding the phase in a Taylor series around the stationary
point, the integral takes on the form of a Fresnel integral with a standard solution.
Only considering the dominant harmonic of Eqn (8.7) with the corresponding non-zero coefficients H(0)+ =
−(1+ cos2 ι) cos 2Φ and H(0)× = −2cos ι sin 2Φ, one ends up with (see e.g. [25, 117])









Apol[t( f )] f
−7/6 ei(Ψ( f )−ϕpol[t( f )]−ϕD[t( f )]), (8.14)
with the SPA phase given by
Ψ( f ) = 2pi f t( f )− 2Φ[t( f )]− pi
4
, (8.15)
and polarisation amplitude and phase
Apol =
Æ
(1+ cos2 ι)2 F+(t)2 + 4cos2 ι F×(t)2, (8.16)
ϕpol = atan2

2 cos ι F×(t)
(1+ cos2 ι)2 F+(t)

. (8.17)
The Doppler phase correction caused by detector motion is given by
ϕD = 2pi f
R⊕
c
sinθ cos(α[t( f )]−φ)]. (8.18)
Finally, the time evolution t( f ) is given by the TaylorT2 timing function which up to 2PN order is defined
by [24]




























The SPA has been shown to be reasonably accurate as long as the binary inspiral is in the adiabatic regime,




, where a(t) is the amplitude of the GW [26, 138].
8.3 Relating time and frequency domain waveforms
8.3.1 A relation between modified waveforms in time and frequency domains
To derive the perturbed time domain waveform, we start in the same manner as [35] and introduce a
leading order correction to the time domain orbital phase, albeit based a little bit more on the general
form of the GR orbital phase given by Eqn (8.13):





where κi(b,β) ∈ R and i ∈ {0, 1/2, 1,3/2,2} allow the corrections to enter somewhere between 0PN
and 2PN. We choose not to consider corrections above 2PN and below 0PN in this work: we disregard
‘negative’ PN terms such as a ‘-1PN’ dipole moment correction for simplicity and because for the main
class of theories exhibiting dipole radiation (scalar-tensor theories), SMBHB inspirals are not expected to
emit dipole radiation [39]. Furthermore, corrections coming in below 1PN order are better constrained
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using solar system tests and binary pulsar observations [67, 113]. In order to compare our results with
the considerable effort that has already been done in the field, we relate Eqn (8.20) to a leading order
phase-only correction ppE scheme. Eqn (8.3) implies the phase correction
ΨNGR(b,β; u) = ΨGR(u)∓ β ub. (8.21)
To relate Eqns (8.20) and (8.21), we construct a time domain waveform, that, after a numerical Fourier
transform, approximately reproduces a frequency domain waveform with a modified phase as in Eqn (8.21).
To this end, we introduce sub-leading terms to Eqn (8.20) which then becomes







The next question to answer is what set of {κi} leads to a time domain waveform that is consistent with
a modified SPA waveform with phase (8.21) . The necessary relations can be found by reconsidering the













































One should remember that for Eqn (8.26) we have only considered the dominant harmonic, while Eqn (8.27)
uses no such assumption. The functions t(u) and u(t) inherit the corrections applied to Ψ and Φ in the
previous section in a simple manner. Since we require u[t(u)] = u, relations between the time domain and








, Θ(u) = Θ[t(u)].









expanded up to 2PN order in u. For the non-GR time domain and SPA phases, we do this at linear order
in κi and β , assuming that the corrections are small enough. Setting theAk to zero, the resulting system
can then be solved for κi(b,β).
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Table 8.1: Impact of different frequency domain corrections to the phase on the parameter space of time domain
corrections κi(b,β).
b -5/3 -4/3 -1 -2/3 -1/3
κ0 16β 0 0 0 0
κ1/2 0 8βη
1/5 0 0 0
κ1 −16βΦ1 0 4βη2/5 0 0







 − 6415βΦ3/2η1/5 − 125 βΦ1η2/5 0 βη4/5
We restrict b and i such that corrections can come in only between 0PN and 2PN order, in detail b ∈
{−5/3,−4/3,−1,−2/3,−1/3} and i ∈ {0,1/2, 1,3/2,2}; this corresponds to 0PN, 0.5PN, 1PN, 1.5PN,
2PN corrections, respectively. While we fix one particular value of b, we always allow the full sum of
corrections proportional to κi in the time domain phase. This enables us to compute κi(b,β) for each
value of b; the results are listed in table 8.1. As expected, the κi are always proportional to β . If the
frequency domain phase correction enters at nPN order, n = (3b + 5)/2, then κi<n = 0 and the remaining
κi are proportional to η
2n/5. Also one can see that the lowest order correction κi then has the numeric
prefactor 24−2i . Moreover, in each diagonal term, the coefficients are proportional to Φ0 = 1, in the first
off-diagonal to Φ1/2 = 0, in the second off-diagonal to Φ1 and in the third off-diagonal to Φ3/2. In the
fourth off-diagonal element, terms proportional both to Φ21 and Φ2 can appear.
It is important to stress that these are approximate relations, i.e. we do not expect the time domain wave-
form to match the SPA waveform perfectly. This is because we expect time domain and SPA waveforms to
differ near the last stable orbit due to approximation errors in the SPA. However, the waveform match is
more than good enough to accomplish our task of constraining the ‘coupling constant’ β .
By the same argument as in [69], we assume that leading order corrections to the time domain phase are
already enough to discriminate between GR and competing theories. This can be justified through the
fact that the next-to-leading order term is in always of order 1PN away from the leading order term (see











 ∼ Θ− 14 . At an orbital separation of
Rmax = 7 GM/c2, Θ−1/4 usually takes a numerical value of around 0.7, while away from the last stable
orbit it will be much smaller.
Therefore, to leading order, taking only the diagonal terms in table 8.1 into account, we can write our
non-GR corrected phase as
Φ
(±)
NGR(b,β; Θ) = ΦGR(Θ)± 2−1−3bβ η 3b5 Θ− 3b8 , (8.29)
where i = 3b+52 has been used. This expression corresponds to the modified SPA phase
Ψ
(±)
NGR(b,β; u) = ΨGR(u)∓ βub. (8.30)
We should note here that the sign of the corrections in the time domain are reversed from those in the
frequency domain.
In our study, we assume that β is manifestly positive for two reasons. The first is that we would like to be
able to differentiate between positive and negative corrections to the GR phase. The second is a numerical
reason: when carrying out a parameter estimation study, we will need to calculate the Fisher Information
Matrix (FIM). As we expect β to be quite small for certain theories, the FIM is numerically more stable if
we chose ln(β) as the working parameter rather than β itself, thus requiring a positive value.
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Given the non-GR corrected phase, we can now also write down the modified orbital frequency evolution
ω
(±)





5 +1Θ− 3b8 −1. (8.31)
Using these expressions, our next goal is to compute for what size of β the eLISA detector is able to
distinguish between GR and a competing theory. This is done in section 8.5 for a total of ten different
cases: five values of b (as defined above) and for Φ(+)NGR and Φ
(−)
NGR individually. In the next subsection, we
discuss the limits that we choose to set on β , which will further be used as priors in our study.
8.3.2 Suggested limits to correction parameters
The possible values of β , and hence κi(b,β), have to be limited for two reasons: firstly, due to the fact that
we make the assumption that we are working with a perturbed GR waveform. By doing so, one can then,
after successful detection, conduct a further analysis of the recovered signal and check it against different
theories. If the corrections to the GR waveforms are too large (which they could well be after 1PN order
corrections where they there they are essentially unconstrained), then GR waveforms will fail to detect the
signal. Secondly, in the upcoming chapters, we use a Markov Chain Monte Carlo algorithm (MCMC) to
not only confirm detection, but also to conduct a Bayesian inference. For the MCMC to work, we need to
place priors on β , as a function of the theory described by different values of b.
In order to limit the perturbation of the GR waveform, one should demand that κi is small with respect
to the fiducial orbital phase coefficients (let us call them Φi) in Eqn (8.13). One issue is that not every
correction has its own fiducial GR coefficient. Since there is no 0.5PN term in the GR phase evolution, we
have no way of constraining the corresponding κ1/2 coefficient. In this case, we simply make sure that all
the other non-zero subleading coefficients in Eqn (8.22) (i.e. κ3/2 and κ2) stay within a certain limit. For





This results in a limit on β as a function of mass ratio q, depending on what order of approximation a
correction enters due to a theory with a particular value of b. We found that for all cases, regardless
of whether the corrections have a positive or negative sign, except for b = −4/3, the first non-zero κiΦi
dominates the others. Interestingly, for b = −4/3, κ2Φ2 dominates
κ3/2
Φ3/2
. The resulting upper limits on β are
plotted as a function of the mass ratio in Fig 8.1.
In cell (a) we plot the limits on β for theories with positive sign corrections, while in cell (b) we have
the maximum values of β for theories with negative corrections. In Table 8.2 we also provide an analytic
form for the limit of |β | for the different values of b. As these values are correct for the magnitude of the
coupling constant, it would suggest that the limits plotted in Fig 8.1 should be identical regardless of the
sign of the corrections. However, we can clearly see that this is not the case. The reason for the discrepancy
between the plot and the table is due to pathologies in the evolution of the non-GR orbital frequency. For
all cases, our goal is to evolve the binary systems to a minimum separation of R = 7 GM/c2. This works
in all cases when we consider positive corrections to the phase. However, when we introduce a negative
sign correction, the gradient of the non-GR orbital frequency changes sign before reaching 7 GM/c2. As a
consequence, we are then required to terminate the waveform evolution at the point where dωNGR/dt = 0.
Thus, the maximum limits for β(q) plotted in cell (b) correspond to waveforms terminated at a separation
of R(dωNGR/dt = 0). We should point out that as we go to smaller values of β in each theory, we do
recover a situation where the waveforms are once more terminated at R = 7 GM/c2.
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Figure 8.1: Maximum allowed values for β as a function of mass ratio q given the constraint of κi/Φi ≤ 0.5 for different
alternative theories. Cell (a) represents non-GR corrections with positive sign, while cell (b) represents non-GR corrections
with negative sign.
b = −5/3 (0PN) |β |< 0.03125
b = −4/3 (0.5PN) |β |< 15128η1/5
Φ2(η)Φ3/2 
b = −3/3 (1PN) |β |< |Φ1(η)|8η2/5
b = −2/3 (1.5PN) |β |< |Φ3/2|4η3/5
b = −1/3 (2PN) |β |< |Φ2(η)|2η4/5
Table 8.2: Upper limits on β for different powers of b, assuming that the κi(b,β) are at maximum 50% of the fiducial
GR orbital phase parameters Φi .
8.4 Detecting non-GR signals
8.4.1 Detector configuration
For this study we assume an eLISA configuration, where the space-craft are separated by 106 kms and
operate using four laser links. In this configuration, the observatory can be interpreted as a single channel
Michelson interferometer. This corresponds to the eLISA configuration accepted as a candidate for the ESA
Cosmic Vision L3 mission concept [76, 77]. The noise power spectral density for the eLISA observatory can
be modelled using the form
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Figure 8.2: Instrumental noise model for a 106m arm eLISA configuration.
where L = 106m is the arm-length of the particular LISA configuration, Sposn ( f ) = 1.21× 10−22m2/Hz is
the position noise, Saccn ( f ) = 9×10−30m2/(s4Hz) is the acceleration noise, S f xdn = 6.28×10−23m2/Hz is a
frequency independent fixed level noise in the detector and f∗ = 1/(2piL) is the mean transfer frequency.
We plot this noise curve in Fig. 8.2.
8.4.2 Bayesian inference and MCMC
Our goal in this work is twofold: we are first of all interested in testing the capability of GR templates in de-
tecting non-GR signals for differing values of (b,β). Once we have confirmed the regions of “detectability”,
the next question to answer is to what values of β are we capable of resolving the system parameters with-
out having to resort to using non-GR templates for different values of b. In each case, we inject a non-GR
signal into random Gaussian instrumental noise. Given a detector response s(t) = hNGR(t;λ, b,β) + n(t),
where hNGR is our corrected signal and n(t) is random instrumental noise, and a GR template h(t;λ)
with the 9-dimensional binary physical parameter vector λ = (m1, m2,θ ,φ, ι,ψ, DL , tc ,Φc), we define the
likelihood function







where C is a normalisation constant. The posterior distribution for the parameters λ is then given by Bayes’
theorem
p(λ|s) = pi(λ)L (λ)
p(s)
. (8.35)
where pi(λ) is the prior distribution of the binary parameters, and p(s) is the marginal likelihood or model
evidence.
Markov Chain Monte Carlo
As it is not our goal to conduct a full search over the entire possible parameter space for massive black hole
binaries, we make the fundamental assumption that we have been able to narrow the search region by
some other means. At this point we use a non-Markovian Metropolis-Hastings Markov Chain Monte Carlo
(MCMC) to narrow the search space even further. When using a standard MCMC, one picks a starting point
in the parameter space, and by using a tailored proposal distribution, proposes a jump to another part of
the parameter space with parameters λ′ using a proposal distribution of choice q( | ). One then compares
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the new and old points in parameter space by evaluating the Metropolis-Hastings ratio
H =
pi(λ′)L (λ′)q(λ|λ′)
pi(λ)L (λ)q(λ′|λ) . (8.36)
If we work with a Hessian MCMC, we can use a multivariate Gaussian based on the Fisher information








where we explicitly specify that we are constructing the FIM using GR templates. We call the MCMC Hessian
because the Hessian matrix of the log-likelihood is set equal to the FIM.
As we expect there to be a difference between the GR and non-GR waveforms for some particular theories,
even if we inject GR templates with the true parameter values, we do not expect the starting points to be
close to the final solution due to the mismatch between the two waveform models. This will be especially
evident in the investigation of the b = −5/3 and b = −4/3 theories. In Fig. 8.3 we plot the power spectra
for both the GR waveforms and for the non-GR waveforms in the b = −5/3 theory, assuming a SMBHB
with masses of 107−106 M at z = 1. The top image corresponds to positive corrections, while the bottom
image represents negative corrections. In each case we plot a range of different values of the coupling
constant β , with the maximum value corresponding to the limits derived earlier. If we first investigate the
positive corrections, we can see that the increased values of β shift the waveforms to lower frequencies. In
the case of β = 0.03, we can see that the dominant harmonic has started to drift below the lower frequency
cutoff of the detector at f = 10−5 Hz. For a GR template to detect this signal, it would first have to move
it’s total mass to a higher value, and then change it’s mass ratio to fit the spread of the power spectrum. An
investigation of the corresponding time domain waveforms shows that the higher the value of a positive β
correction, the faster the waveform reaches the termination radius of R = 7 GM/c2.
In the lower image, we observe that the higher the value of β , the more the waveforms are shifted to
higher frequencies as compared with the GR waveform. Again an investigation of the corresponding time
domain waveforms demonstrates that it takes longer in the case of negative corrections for the waveforms
to reach R = 7 GM/c2. For other theories, while the patterns are the same for both positive and negative
corrections, the correction at each lower value of b induces a correction into the GR phase and frequency
at higher PN orders. This implies that the deviations from a GR waveform become smaller as we go to
lower values of b.
Due to the large possible mis-match between the GR and non-GR waveforms, it turns out that the final
“detection” parameters for many of these systems lie many hundreds of sigma away from the input pa-
rameters. Therefore, while we are starting relatively close to the final solution in the parameter space, a
short search phase is required for the MCMC to converge. To achieve convergence, we use two types of
annealing schemes. The goal of annealing is to smoothen irregularities in the likelihood surface allowing
the Metropolis-Hastings chain to converge on a solution quicker. To accomplish this, we replace the factor
of 1/2 in Eqn (8.34) by an inverse temperature. When the temperature is large, the likelihood surface is
smoother and flatter. One then slowly cools the temperature back to a value of 1/2 with the hope that the
chain has now converged to the global solution. A problem with this method is choosing firstly, the initial
temperature and secondly, the cooling rate. It was shown that the first of these problems can be overcome
by allowing the chain to control the injected heat itself. This method, called thermostated annealing [139]
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Figure 8.3: Power spectra for both GR and non-GR waveforms assuming a SMBHB with individual source-frame masses
of 107−106 M at z = 1, for an alternative theory with b = −5/3, and for differing values of β . The top figure represents
positive non-GR corrections, while the bottom figure displays negative non-GR corrections.
where we define the signal to noise ratio (SNR) ρ as
ρ =
〈s|h〉p〈s|h〉 , (8.39)
and ρ0 is a SNR threshold value of choice. As lnL ∝ ρ2, the second quantity in Eqn (8.38) is nothing
more than a normalised likelihood. For this study, we choose ρ0 = 5. We run the thermostated annealing





−ξ1− iTc  0≤ i ≤ Tc
1
2 i > Tc
, (8.40)
to cool the surface over the next 104 iterations. At this point we begin a standard Hessian MCMC to estimate
the recovered parameters.
As the starting point of the chain, even though it represents the true input parameters, may lie many
hundreds of sigma from the final solution, the chain may start in a deep valley in the parameter space. In
this situation, the log-likelihood is negative and it takes a long time for the chain to move onto a peak.
To accelerate this process, we use a maximisation over the time of arrival tc . This is done by calculating
the correlation between the data and template, and searching for the maximum of the correlation. During
the annealing phases of the algorithm, we maximise over tc at every iteration while lnL ≤ 0. Once the
log-likelihood is positive, we then carry out a maximisation every ten iterations.
Setting priors for the MCMC
Finally, we impose the following priors on a subset of the physical parameters: using a flat prior, we
constrain the maximum possible redshifted mass to be less than 1.163 × 108 M. This ensures that the
minimum last stable orbit frequency for higher harmonic waveforms is approximately at 5× 10−5 Hz. For
the symmetric mass ratio, we confine our search to the flat prior between 0.01≤ η≤ 0.25, corresponding to
a mass ratio domain of 100≤ q ≤ 1. As the mass distribution as a function of distance is one of the goals of
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any space observatory, we use a flat prior on the luminosity distance given by 7.7×10−4 ≤ DL/Gpc≤ 110.
The lower bound on this prior assumes that the closest a SMBHB can exist is in the M31 (Andromeda)
galaxy. The upper bound corresponds to a redshift of z ∼ 10. Finally, as we assume an observation period
of one year, we restrict the search over time of coalescence to 0.2≤ tc/yrs≤ 0.99. All angular parameters
are allowed to vary over their natural ranges.
In each run, we start the MCMC algorithm at the true input values as our goal is not only detection of the
non-GR signal, but also an estimation of parameters.
To investigate the capabilities of the eLISA detector, we chose five test sources with mass combinations of
(m1, m2) = {(1.1, 1)×106, (5,1)×106, (107, 106), (8×106, 5.333×105), (8×106, 4×105)}M. These mass
combinations correspond to mass ratios of q = {1.1,5, 10,15, 20}. In all cases, the sources were placed at
a redshift of z = 1 and the time to coalescence was set at tc = 0.89 yrs. The input angular values were set
as {θ ,φ, ι,ϕc ,ψ}= {2.054, 4.5,0.256, 3.707,1.794}.
8.4.3 Setting a detection threshold
Before investigating the detection possibilities of the GR waveforms, we need to set a detection threshold
for the eLISA observatory. To do this, we conduct a null-signal test by assuming that the output of the
detector is composed of instrumental noise only, i.e. o(t) = n(t). It is known that when a galaxy of white
dwarf binaries is also included in the data stream, an algorithm can be fooled into a false detection. This
is commonly known as the white-dwarf transform, where the SMBHB signal is able to match power from
the multitude of white dwarves at different frequencies and returns a ρ > 0. While we do not include a
galactic foreground in this study, in the same manner, it is also possible for a SMBHB template to match
the random fluctuations of a Gaussian instrumental noise and also return a positive SNR.
To set our threshold for detection, we ran fifteen algorithms, as described above, from different starting
positions in the parameter space. In all cases, the algorithms returned “detections” with SNRs of 9 ≤ ρ ≤
9.5. To account for the possibility of slightly higher values, we thus decided to take ρ = 10 as our threshold
for detection.
8.5 Results
8.5.1 Detection horizons for non-GR theories
Given the SNR threshold calculated in the previous section, our first objective is to calculate the detection
horizons for the different possible theories (i.e. the maximum redshift a system of a certain mass can be
detected with ρ ≥ 10). To arrive at the various detection horizons, we use a Monte Carlo simulation
based on an astrophysical distribution of sources [142]. For the Monte Carlo, we impose two restrictions:
the first is that the maximum allowed redshifted total mass corresponds to the MCMC limit of m(z) =
1.163 × 108 M. The second is, for computational purposes, to restrict the maximum array length for
waveform generation to 223 elements. This second restriction will automatically exclude the investigation
of some lower mass systems. For each system, the angular values are drawn from standard ranges, while
the time of coalescence is chosen to be between 0.3 ≤ tc/yrs ≤ 0.99. Finally, β is chosen from a uniform
distribution given the limits provided in Fig 8.1 for each value of b.
In Fig 8.4 we plot the detection horizons for both positive (upper panel) and negative (lower panel cor-
rections). The various theories are represented by: GR (solid black line), b = −1/3 (red dotted line),
b = −2/3 (blue dashed line), b = −1 (green dot-dashed line), b = −4/3 (orange double dot-dashed line),
b = −5/3 (magenta double dash-dot line).
8.5. RESULTS 119





















Figure 8.4: Detection horizons as a function of redshifted total mass for positive (top figure) and negative (bottom
figure) non-GR corrected waveforms. In each figure we compare the different theories: GR (solid black line), b = −1/3
(red dotted line), b = −2/3 (blue dashed line), b = −1 (green dot-dashed line), b = −4/3 (orange double dot-dashed
line), b = −5/3 (magenta double dash-dot line).
We first focus on the positive corrections. At the high mass range, the redshift horizons for the alternative
theories are shifted to lower total masses. This is consistent with what we saw in Fig 8.3. The higher the
values of β for different values of b, the more high mass waveforms are pushed towards lower frequencies
and in some cases, the dominant harmonic exits the detector band. This results in these systems becoming
undetectable as the remaining visible harmonics achieve a SNR less than the detection threshold. Con-
versely, we can see that at the low mass end, systems that would otherwise have been undetectable are
now visible due again to the fact that they have been shifted to lower frequencies. This shift now moves
the dominant harmonic further into the sweet-spot of the detector and out of the photon shot noise. This
allows us gain a slight factor in the minimum total redshifted mass detectable with the eLISA detector
as compared to when we are using GR signals. We should also note that there is a slight increase in the
maximum achieved redshift when using non-GR waveforms.
Now focusing on the negative corrections, we can see that the situation is almost reversed, but still consis-
tent with Fig 8.3. In this case, at the high mass end, systems that were undetectable due to the fact that
the dominant harmonic was below the lower frequency cutoff of the detector, are now resolvable to higher
redshift than in the GR case. This is due to the fact that with the negative corrections, the waveforms are
moved to higher frequencies, thus making the dominant harmonic of the waveform visible. This allows us
to make a visible gain in the redshift horizon particularly for the b = −4/3 and b = −5/3 theories. What
is also impressive is that for these two theories the maximum achievable redshift increases from z ∼ 12 in
the GR case to z ∼ 14. At the low mass end, we can see that for the b = −1/3, b = −2/3 and b = −1
we achieve a small increase in the minimum total mass we can detect. For the b = −4/3 and b = −5/3
theories, the sudden drop-off can be explained by the fact that the waveforms are moved to a low enough
frequency due to the value of β that our waveform generation exceeds the constraint that the maximum
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allowed array is 223 elements long. Furthermore, we see that the detection horizon for the b = −4/3 is
smaller than all other alternative theories in the negative correction case. This is due to the fact that the
b = −4/3 theory introduces a correction at 0.5PN order in phase and frequency, which zero in GR. The ef-
fect of adding a negative quantity is that the detection horizon is very much reduced at low total redshifted
masses.
8.5.2 Detectability of non-GR signals using GR templates and observed bias in the param-
eter estimation
In Fig. 8.5 we present the individual detection limits that our search code has found. The dashed black
line represents the limits that we set on β , as depicted in Fig. 8.1. For the values of β and q that are
below the yellow curve, our search code managed to detect the injected non-GR signal using only a GR
template with a SNR threshold of ρ ≥ 10. We find that all the considered non-GR signals can be detected,
except for a small region in the case of a positive correction with b = −5/3. There, our search code fails
to detect the non-GR signal for mass ratios q ¦ 5 slightly (less than a factor of two) before the upper limit
on β . This is because lower order corrections have a larger impact on the GR waveform (as shown in Fig.
8.3), especially for a correction at 0PN order which is essentially a leading order correction of GR. For the
negative b = −5/3 correction, this is no problem, as there the maximum allowed value for β is only around
two thirds of the one for the positive correction (to prevent pathologies in the waveform, as introduced in
Section 8.3.2).
For values of β and q that are in the red area of the plots in Fig. 8.5, the true source parameters are within
the 2σ error prediction for the parameters recovered by the MCMC using the GR template. It is thus unclear
whether the observed difference between the estimated parameters and the true source parameters should
be put down to the presence of an alternative theory or can simply be attributed to noise. Consequently, GR
templates can be used for detection in the red area. With increasing values of β , the estimated parameters
are shifted away from the true source parameters, until the true source parameters are outside of the
spread of the chain (yellow region). At this point, one can observe a significant fundamental bias in the
estimated parameters and hence has to start to use non-GR waveforms for detection. Let us stress that
our only concern here is to decide whether or not it makes sense to use a non-GR template for parameter
estimation. In order to give statements about whether the detector data favours GR or an alternative theory,
one has to employ model selection tools, such as an evaluation of the Bayes factor [67, 128]. We postpone
such treatments to a future paper.
We observe that, with an increasing value of b, the red curves in Fig. 8.5 approach the detection limit more
and more. Towards a 2PN correction (b = −1/3), the GR template is sufficient for parameter estimation
for practically all considered mass ratios and the fundamental bias introduced to the parameters by the
presence of an alternative theory is within the spread of the search algorithm. Going to lower values
of b (from bottom to the top in Fig. 8.5), we notice that the yellow area takes more and more space,
corresponding to an increasing number of cases where the GR waveform is still sufficient for detection, but
insufficient for parameter estimation. In such cases, a corrected, non-GR waveform has to be used in order
to recover unbiased binary parameters. For b = −5/3, this is the case for values of β that are around one
order of magnitude below the detection limit, while for b = −4/3 it is a factor of a few. For the nearly
equal-mass case with q = 1.1, the difference is around an order of magnitude for all corrections, decreasing
towards higher mass ratios. We put this is down to the fact that the correction to the orbital phase (8.29)




We have introduced perturbations to the 2PN time domain orbital phase evolution of non-spinning, quasi-
circular supermassive black hole binary inspirals predicted by GR. To make sure that the considered mod-
ifications are perturbative, we limited them to be at maximum 50% of the fiducial PN coefficients. We
found that for negative corrections the limits that have to be used are in reality up to a factor of ten lower
than the ones for the positive corrections, because of pathologies in the evolution of the non-GR orbital
frequency. In order to be able to compare our results with previous works that have been done in terms of
the ppE framework in the stationary phase approximation, we have established an approximate relation
between waveforms modified in the time and frequency domain. Using a Metropolis-Hastings search algo-
rithm with an initial burn-in phase consisting of thermostated annealing followed by simulated annealing,
we found that GR waveforms are sufficient for both detection and parameter estimation of non-GR theories
that come with corrections beyond 1PN. On the other hand, for leading order and 0.5PN modifications,
GR waveforms are not capable of covering the entire parameter space, making it necessary to use non-GR
waveforms above a certain threshold in order to avoid a fundamental bias in the recovered parameters.
This is due to the fact that low-order corrections can shift the power spectrum of the modified gravitational
waveform by a significant fraction, while the effect of higher order corrections is relatively small. Moreover,
we found that the detection horizon of the eLISA detector could be improved from maximum redshifts of
12 up to redshifts of 14 if GR suffers a 0 or 0.5PN correction.
In addition to the results presented here, in a future work we plan to assess which values of β allow a
discrimination between GR and an alternative theory with sufficiently high betting odds. To this end, we
intend to apply Bayesian model selection tools in the context of different LISA-like detector configurations.
Possible future work could also be invested into the introduction of spin-precession and eccentricity to our
waveform model. Thereby we could avoid the complicated computations that are required to reconcile
such effects with the stationary phase approximation [25, 31].
8.6 Appendix
8.6.1 Antipodal sky solutions
Due to symmetries in the antenna pattern functions in the low-frequency approximation introduced in
Section 5.2 and in the harmonic coefficients given in section 3.3.1, secondary maxima with alternative
solutions for the angles θ , φ, ι and ψ exist on the likelihood surface, so-called antipodal sky solutions,
that are almost indistinguishable from the true values at the global maximum. In particular, a secondary
maximum is located at [143, 144]
θ ′ = pi− θ , φ′ = pi+φ, ι′ = pi− ι, ψ′ = pi−ψ. (8.41)
Two other local maxima can be found at (θ ′,φ′, ι) and (θ ,φ, ι′). At low frequencies, the solution is strictly
antipodal and it is impossible to distinguish the true sky position from the alternative solutions. The
degeneracy begins only to resolve with increasing frequency, reducing the height of the secondary maxima.
As a consequence, the Markov Chain has a hard time to distinguish the true sky position from one of the
alternative solutions. Since this is a similar problem for both GR and non-GR templates, we consider it to
be a detection with correct parameters if the MCMC gets stuck on one of the antipodal sky solutions.
8.6.2 Pinpointing a detection
In order to clarify what we consider to be a successful recovery of the parameters of an injected non-GR
signal through a GR template, we supply a few example chains here. Fig. 8.6 depicts a successful recovery
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Figure 8.5: Allowed upper limits for β (dashed black line), detection limits (yellow curve) and limits where unbiased
parameter estimation is still possible with GR templates (red curve). We account for positive (left, sgn = +1) and negative
(right, sgn = −1) corrections and increasing values of b (top to bottom). Except for the positive correction with b = −5/3,
GR templates manage to detect all injected non-GR waveforms. With increasing values of b, the red curve below which
GR templates are sufficient for parameter estimation approaches the detection limit.
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of the global maximum. The true parameters (black line) are within the 2σ spread of the chain (red),
and hence one cannot distinguish whether the recovered parameter values differ from the true model
because of the presence of an alternative theory of gravity or whether the observed deviation is just caused
by noise. Consequently, the fundamental bias created by the alternative theory is not strong enough to
overcome noise; using a non-GR template to recover the binary parameters is useless at this point. As
discussed in the previous subsection, the chain can also end up on a secondary maximum representing an
antipodal sky solution (green line), as shown in Fig. 8.7. As GR does not manage to distinguish antipodal
sky solutions from the true solution either, we consider this case to be a detection where the bias introduced
by the alternative theory is not strong enough to be possibly recovered. The mass parameters M and µ
are slightly off in order to achieve the same likelihood as the true values have for the global maximum.
In Fig. 8.8, a case is introduced where the recovered parameters show a significant difference from the
true parameters: the true values are outside the spread of the chain. As a consequence, the parameters
recovered with a GR template will be biased and the use of a non-GR template is mandatory in this case.
By starting a couple of MCMC chains for positive and negative corrections with b ∈ −53 ,−43 ,−1,−23 ,−13	
and different values of β , one can hence infer the unbiased parameter estimation limits as they are illus-
trated in Fig. 8.5.
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Figure 8.6: Chain values for 500’000 iterations on a log-likelihood surface with an injected positively-corrected non-GR
waveform with b = −2/3 and β = 0.025. The true values of the parameters (black line) are within the 2σ spread of
the chain (red). Consequently, a GR-template and a non-GR template perform equally well in the recovery of the binary






































































































Figure 8.7: Chain values for 500’000 iterations on a log-likelihood surface with an injected positively-corrected non-GR
waveform with b = −1 and β = 0.021. The chain (red) prefers the secondary maximum provided by the antipodal
sky solution (green line) to the true parameters (black line) and slightly shifts M and µ in order to achieve the same
likelihood as is reached by the global maximum. Since GR cannot distinguish the two solutions either, we consider the
true parameters to be within the spread of the chain and treat this case similar to the one shown in Fig. 8.6.




























































































Figure 8.8: Chain values for 500’000 iterations on a log-likelihood surface with an injected positively-corrected non-GR
waveform with b = −5/3 and β = 0.0029. The true parameter values (black line) and also the antipodal sky solutions
(green line) are outside the spread of the chain (red). Therefore, in this case the GR template is not fit for parameter
estimation and the use of a non-GR template is necessary in order to recover unbiased parameters.
AppendixA
Signal Processing Basics
In contrast to the analytical stationary phase approximation of the Fourier transform that is presented
in Section 3.3.2, one can also compute the Fourier transform numerically. In order to avoid numerical
artifacts, the sampling of the data needs to be treated carefully. In the following we give a brief overview
on the basics of signal processing.
A.1 Sampling the time domain waveform
Sampling is the process of discretizing a waveform. To this end, let us take N samples at equally spaced
time steps ∆ts. The sample rate fs = 1/∆ts is defined as the number of samples that are taken per second.
For a signal observed for a time span Tobs, the required number of samples is N = Tobs/∆ts.
In order to capture a representative sample of a given signal, we need to consider the Nyquist theorem.
This theorem states the requirement that fs ≥ 2 fmax, where fmax is the maximum frequency appearing
in the signal. This fact can be illustrated when considering periodic signals, such as sine and cosine:
there we need at least two data points per cycle such that the frequency content of the signal is analyzed
properly. Taking less samples leads to undersampling effects that introduce spurious frequencies (Fig. A.1).
In practice, taking four points per signal cycle provides sufficient accuracy, i.e. we work with a sample rate
of fs = 4 fmax. This means in terms of the number of samples that N = 4 Tobs fmax.
Figure A.1: According to the Nyquist theorem, at least two samples per signal cycle have to be collected, as done for a
harmonic signal in the bottom plot. If less samples are taken, the frequency content of the signal is wrong, as illustrated
in the top plot (undersampling).
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Fast Fourier transforms require an array of samples of length n = 2k, k ∈ N. We incorporate this by taking
the next higher sample number that is a power of two:
n = 2dlog2 Ne. (A.1)
The adjusted sample rate can then be computed as fs = n/Tobs = 2dlog2 4 Tobs fmaxe and lets us compute the
waveform samples
hk = h(k∆ts), k ∈ {0, . . . , n− 1}. (A.2)
A.2 Windowing
As in this work we are only considering the inspiral part of the gravitational waveform, we will stop at
some predefined last stable orbit or even before if we encounter a breakdown of a certain approximation.
This leads to a waveform that suddenly sets on when the detector starts to listen and is then immediately
cut off at a certain point. If not accounted for, such cut offs lead to excessive ringing in the Fourier domain,
in terms of frequencies that are higher than the maximum frequency present in the signal. This is because
sinusoids with very short periods are required to model a sharp cut off. To prevent ringing, the cut off has







with the full-width-half-maximum TH . In order to window a gravitational-wave chirp such as e.g. the one
















t > tmax − TH , (A.4)
where tmax is the time when the chirp is cut off. This has by design the property that the waveform is set
to zero at t = 0, slowly increases to the normal amplitude until t = TH , and then decreases again to zero
between t = tmax − TH and t = tmax. In our work we use TH = 105s, what is about 0.3% of a typical total
observation time of one year.







Figure A.2: This is a plot of the typical shape of a Hann Window that is used to smooth out sharp cut-off edges in the
time domain waveform which would introduce excessive ringing in the FFT.
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A.3 The Fast Fourier Transform algorithm (FFT)
In the following we summarise the idea behind the Fast Fourier transform (FFT) algorithm [145] that we
use in our codes. Suppose we sample a time domain signal at times tk = k∆t, k = 0, . . . , N . We want
to compute the discrete Fourier transform (DFT) sampled at frequencies fn =
n



















2piink/N , H( fn)≈∆t Hn, (A.6)
with O (N2) evaluations of the exponential. The FFT exploits the symmetries of Hn to reduce the amount




























One can immediately observe the following symmetries:
An+ N2 = An, Bn+ N2 = Bn, e
2pii(n+ N2 )
N = −e 2pii nN . (A.8)
This enables us to compute the Fourier transform as
Hn =
 An + e
2pii n
N Bn, 0≤ n< N2 ,
An− N2 − e
2pii n
N Bn− N2 ,
N
2 ≤ n< N .
(A.9)




evaluations of the exponen-
tial. Following a similar procedure, An and Bn can subsequently be decomposed into odd and even parts,
leading to the desired O (N log N) behaviour. In order to achieve maximum efficiency, the FFT algorithm
requires an array of evenly spaced time domain samples that has a length of 2n with n being an integer
number. This has to be taken into account when determining the correct sample frequency.
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