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Preface
In coding theory, Reed-Solomon codes are one of the most well-known and
widely used classes of error-correcting codes. These codes have excellent
mathematical features and important applications, from deep-space commu-
nication to consumer electronics, such as CDs and DVDs. The extensive
practical use of Reed-Solomon codes is made possible by the existence of
efficient decoding procedures and, at the same time, makes it necessary to
devise ever-faster decoding algorithms. Indeed, while the structure of Reed-
Solomon codes is well understood, the problem of designing optimal decoding
algorithms still remains an active area of research.
In this thesis we study and compare two major strategies known for de-
coding Reed-Solomon codes: the Peterson-Gorenstein-Zierler (PGZ ) and the
Berlekamp-Massey (BM ) decoder. Our aim is to improve existing decoding
algorithms, by decreasing their computational time complexity, and propose
faster new ones, based on a parallel implementation in integrated circuits.
The PGZ decoder, introduced in 1961, was the first practical decoder for
Reed-Solomon codes. It is based on simple tools of linear algebra and finds
the number, the positions and the values of errors, which occurred during
transmission, by computing determinants or solving linear systems. Despite
its simplicity, the PGZ decoder has often been considered quite inefficient
because of its O(t4) computational time complexity, where t is the error cor-
rection capability of the code. This opinion is not justified, indeed there exists
an improved version of the PGZ decoder with quadratic computational time
complexity, which we will call the fast Peterson-Gorenstein-Zierler (f PGZ )
decoding algorithm. This improvement, which was presented by M. Schim-
idt and G.P. Fettweis in 1996, is obtained by exploiting the Hankel structure
of the matrices involved in the decoding and fast inversion techniques for
Hankel matrices.
Because of this, the PGZ decoder can finally be considered an effective
alternative to the BM decoder, which was introduced in 1969 as a first ex-
ample of a quadratic time decoding algorithm for Reed-Solomon codes. In
addition we show that the modified version of the PGZ decoder is not only
v
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an alternative to the BM decoder, but in a sense it is a particular case of the
latter. In fact, we prove that the intermediate outcomes obtained in the im-
plementation of f PGZ are a subset of those of the BM decoding algorithm.
Thus we show that the relationship between these two decoding strategies
for Reed-Solomon codes is much closer than previously thought.
The BM decoder is an iterative algorithm which computes a recursive
sequence of polynomials converging to the error-locator polynomial σ(x),
whose degree is the number of errors and whose roots identify the error posi-
tions. The error values are usually computed by evaluating ω(x) in the roots
of σ(x), where ω(x) is the error-evaluator polynomial. We prove that it is
possible to improve the error value computation in the BM decoder avoiding
the additional operations needed to compute ω(x) from σ(x). We achieve
this result by using a polynomial which is a byproduct of the computation
of σ(x) in the place of ω(x). This alternative method for the evaluation of
errors in the BM decoder had already been observed by T. Horiguchi, but
in this thesis we obtain a more direct proof, recovering the new formula as a
corollary of the correctness of the BM decoding algorithm.
Nevertheless we study the techniques of linear algebra used by T. Horigu-
chi in order to generalize the applications of his new error evaluation method.
Thanks to this generalization, we also improve the error value computation
in the PGZ decoder. In fact we prove that the error values can be calcu-
lated by evaluating polynomials that are intermediate outcomes of the f PGZ
decoding algorithm, instead of solving a separate linear system as usual.
Moreover thanks to the study done on the structure of the syndrome mat-
rix and its leading principal minors, we can state a new iterative formulation
of the PGZ decoder well suited to a parallel implementation on integrated
microchips. Indeed we prove that the number, the positions and the values
of the errors can be computed directly by using the leading principal minors
of the syndrome matrix, whose computation can be accomplished iteratively
via a parallel implementation of the Laplace expansion for determinants. We
show that this parallel version of the PGZ decoder is a decoding algorithm
for Reed-Solomon codes with an O(e) computational time complexity, where
e is the number of errors which occurred, although a fairly large number
(about t
(
t
⌊t/2⌋
)
) of elementary circuit elements is needed.
Finally a parallel implementation for the BM decoder is given, which is
less expensive and simpler from the point of view of the hardware required.
In this case we restructure the BM decoding algorithm in order to avoid some
instructions hindering the parallel implementation. The result is a decoding
algorithm with an O(t) computational time complexity.
Our conclusions are that the PGZ and BM decoder are both valid altern-
atives for decoding Reed-Solomon codes. As seen, the choice of a decoding
vii
algorithm and an architecture for its hardware implementation has to be in-
fluenced by the particular application of the code and its resulting conditions.
We analyze several different cases throughout our thesis.
The organization of the thesis is as follows. In chapter 1, Reed-Solomon
codes and the general outline of their decoding algorithms are described.
In chapter 2, the Peterson-Gorenstein-Zierler decoder and its quadratic im-
proved version are discussed. We also describe the necessary and sufficient
conditions to avoid decoder malfunctions in the f PGZ decoding algorithm.
In chapter 3, we study in detail the Berlekamp-Massey decoder and its imple-
mentation as a t-bounded distance decoding algorithm and we compare the
latter with the f PGZ decoding algorithm. Chapter 4 deals with Horiguchi’s
formula to compute the error values and its applications to the f PGZ and
the BM decoding algorithms and continues the comparison between these
two decoding strategies. Finally, in chapter 5 we present and compare two
parallel decoding algorithms implementable as integrated circuits, one based
on the PGZ decoder and linear algebra and the other on the BM decoding
algorithm.
viii PREFACE
Chapter 1
Coding Theory
Coding theory deals with mathematical models and algorithms to transmit
data across noisy channels. In sections 1.1, 1.2 and 1.3 we will give a brief
introduction to error-correcting codes and how they work. For the proofs of
the propositions and theorems stated in these sections, we refer to [HLL+91].
In section 1.4 we will introduce Reed-Solomon codes, with the notations and
the properties that will be used in the next chapters to investigate their
decoding procedure. The general outline of the latter is described in section
1.5.
1.1 Error-Correcting Codes
Error-correcting codes are used to detect and correct errors that occur when
data are transmitted across some noisy channel or stored on some medium.
In many cases, the data are transmitted or stored as a sequence of words
of fixed length n and each word is made up of symbols taken from a finite
alphabet. We describe this situation considering a finite field K and a fixed
natural number n. A block code (or simply code) of length n is a subset of
Kn, denoted by C. In this model, the elements of the field K represent the
symbols of the finite alphabet and the vectors in Kn represent all possible
words of length n. For this reason, throughout this thesis, words (of length n)
are synonymous with vectors of Kn. The vectors of C represent all words that
can form the transmitted sequence of data and they will be called codewords.
The noise of the channel used for the transmission may cause some errors,
namely some components of a transmitted codeword, during the transmis-
sion, may be modified (but cannot be eliminated, indeed we suppose that a
codeword of length n is always received as a word length n). In this case the
received word is of the same length but different from the transmitted one.
1
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In order to measure this difference, we introduce the following tools:
Definition 1.1.1. The Hamming weight of a word v = (v0, v1, . . . , vn−1) ∈ Kn
is the number of the nonzero components of v, that is
wt(v) = #{i | vi 6= 0}
The Hamming distance between two words u, v ∈ Kn is the Hamming weight
of the vector u− v, that is
dist(u, v) = wt(u− v) = #{i | ui 6= vi}
It can be easily shown that the Hamming distance defines a metric on
the vector space Kn.
Note that if c ∈ C is sent over a channel and r ∈ Kn is received, then the
Hamming distance between r and c is the number of errors which occurred,
that is the number of components of c modified during the transmission. The
vector e = r−c is called the error vector and we have that wt(e) = dist(r, c).
We assume that the errors are distributed randomly, that is a component
of the transmitted word can be wrong independently of the other components
and the probability that a component is affected in transmission is the same
for all the components. If we indicate with p this probability (0 ≤ p ≤ 1)
and with r ∈ Kn a received word, then the probability that the word v ∈ Kn
is the sent word is
pd (1− p)n−d
where d = dist(r, v). We can reasonably suppose that 0 < p < 1
2
and thus
we have that
pd1 (1− p)n−d1 ≤ pd2 (1− p)n−d2 ⇔ d1 ≥ d2
namely the closest codeword (in the sense of the Hamming distance) to r
is the most likely to have been sent. For this reason, we correct a received
word r with the codeword that is the closest to r. If there are several words
in C at the same distance from r, we may arbitrarily choose one of these or
we may ask for a retransmission. Any algorithm doing this will be denoted
by a decoding algorithm.
Clearly with this decoding strategy mistakes may happen since the closest
codeword to r may not be the one sent. In order to understand and avoid
decoding mistakes we study and classify the error vectors in the following
way:
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Definition 1.1.2. A vector e ∈ Kn\{0} is a detectable error if for any c ∈ C
we have that c + e /∈ C, while it is an correctable error if for any c ∈ C we
have that dist(c+ e, c) < dist(c+ e, v) for any v ∈ C \ {c}.
In other words, e is detectable if for any transmitted codeword c, we can
recognize that c+ e is not a codeword, whereas it is correctable if c is closer
to c+e than any other codeword. In order to distinguish between detectable
and correctable errors, the following definition is useful:
Definition 1.1.3. If C is a code with at least two different words, then the
integer dist(C) defined by
dist(C) = min{dist(u, v) | u, v ∈ C and u 6= v}
is called the distance of the code C.
The following two propositions show the relation between the distance of
a code and the identification of detectable or correctable error vectors.
Proposition 1.1.4. Let C ⊆ Kn be a code of distance d. All error vectors
e ∈ Kn \ {0} such that wt(e) ≦ d− 1 are detectable and there is at least one
error vector in Kn of weight d that is not detectable.
Proposition 1.1.5. Let C ⊆ Kn be a code of distance d. All error vectors
e ∈ Kn such that wt(e) ≦
⌊
d−1
2
⌋
are correctable and there is at least one
error vector in Kn of weight
⌊
d−1
2
⌋
+ 1 that is not correctable.
For this reason, in a code of distance d the integer
t =
⌊
d− 1
2
⌋
is called the error correction capability of the code. Indeed as seen if the
number of errors happened is less or equal to t, then a decoding algorithm
corrects the received word with the sent codeword and no decoding mistakes
can happen.
This codes property leads to define an useful kind of decoding algorithm:
we call t-bounded distance decoding algorithm a decoding algorithm that
either decodes a received word r into the unique codeword c at distance
not more than t from r (if such codeword exists) or indicates that no such
codeword exists, declaring a decoder failure. To understand the behavior of a
t-bounded distance decoding algorithm, we introduce the set formed by the
disjoint union of all the closed balls of radius t centered at a codeword:
B =
⊔
c∈C
Bt(c)
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There are three possible cases that may occur when the codeword c ∈ C is
transmitted and r = c+ e is received:
1. If wt(e) ≤ t, then r ∈ B. A t-bounded distance decoding algorithm
decodes correctly r, giving as output c.
2. If wt(e) > t and r ∈ B, then there exists c˜ ∈ C such that c˜ 6= c and
r ∈ Bt(c˜). In this case, the output of a t-bounded distance decoding
algorithm will be the “wrong” codeword c˜. Thus we talk about decoder
error. Note that evidently decoder errors cannot be detected in any way
and they are unavoidable for any decoding algorithm.
3. If r /∈ B, then a t-bounded distance decoding algorithm must detect
the error vector e and declare the decoder failure, even though it is not
capable of correcting it.
As we will see later on, when r /∈ B some decoding algorithms may not
indicate decoder failure as expected and may instead produce an output
vector that is not a codeword at all. This can happen even if they behave as
t-bounded distance decoding algorithm in the case that r ∈ B. We refer to
this event as a decoder malfunction. We will show that decoder malfunctions
can be detected and avoided by adding conditions which declare a decoder
failure.
1.2 Linear Codes
Linear codes are a large family of error-correcting codes, for which tools and
techniques of linear algebra are used in encoding and decoding algorithms.
In this section we briefly recall the main proprieties of these codes.
Definition 1.2.1. Let C be a code of length n. If C is also a linear subspace
of Kn, then it is called a linear code. In this case, the dimension of C as a
linear subspace of Kn is called the dimension of the code C,
We indicate with C(n, k, d) a linear code of length n, dimension k and
distance d. The structure of vector space allows a simpler description of the
code. For example, if C is a linear code, then its distance can be calculated
simply as
dist(C) = min{wt(v) | v ∈ C and v 6= 0}
and moreover it is possible to define the following useful matrices, which
characterize a linear code:
1.3. CYCLIC CODES 5
Definition 1.2.2. Let C be a linear code of length n and dimension k. Any
k × n matrix whose rows form a basis for C, as a linear subspace of Kn, is
called a generator matrix. While any n× (n−k) matrix whose columns form
a basis for the orthogonal complement of C is called a parity-check matrix.
Obviously, if G is a generator matrix for the code C(n, k, d), then we have
rk(G) = k and
v ∈ C ⇐⇒ ∃u ∈ Kk such that v = uG
while if P is a parity-check matrix for C(n, k, d), then rk(P ) = n− k and
v ∈ C ⇐⇒ vP = 0
The following proposition shows how to calculate the distance of a linear
code knowing a parity-check matrix.
Proposition 1.2.3. Consider a linear code C of length n and dimension k.
Let P be a parity-check matrix for C. Then C has distance d if and only if
any d − 1 rows of P are linearly independent, and at least d rows of P are
linearly dependent.
As consequence, we obtain the following theorem that shows the exist-
ing relation between the three main characteristics of a linear code: length,
dimension and distance.
Theorem 1.2.4 (Singleton Bound). For any linear code C(n, k, d),
d ≥ n− k + 1.
A linear code C(n, k, d) that realizes the equality d = n−k+1 is said to be
a maximum distance separable (or MDS) code. If we recall that the integer
t =
⌊
d−1
2
⌋
represents the error correction capability of the code, we can
understand that MDS codes are optimal codes, in the sense that they have
the greatest error correction capability for the same length and dimension.
1.3 Cyclic Codes
In order to have very efficient decoding algorithms, linear codes may be no
sufficient. So we introduce codes with more algebraic structure:
Definition 1.3.1. A code C of length n is cyclic if it is closed under the
operation cyclic right shift of a codeword. In other words C ⊆ Kn is a cyclic
code if
v = (v0, v1, . . . , vn−1) ∈ C =⇒ pi(v)
def
= (vn−1, v0, . . . , vn−2) ∈ C
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To appreciate the algebraic structure of a cyclic code we introduce the
representation of the elements in Kn as polynomials. There is an one-to-one
correspondence between vectors in Kn and polynomials in K[x] of degree less
than n− 1, defined by
v = (v0, v1, . . . , vn−1)←→ v(x) =
n−1∑
i=0
vix
i
Thus a code of length n can be represented as a set of polynomials of de-
gree at most n − 1. Moreover if the vector v corresponds to the polyno-
mial v(x), as showed above, the vector pi(v) corresponds to the polynomial
xv(x) (mod xn − 1). So a cyclic code of length n can be seen as a subspace
of the ring K[x]/(xn − 1) closed under the multiplication by x. That is, a
cyclic code of length n corresponds to an ideal of the ring K[x]/(xn − 1).
Moreover any ideal of K[x]/(xn − 1) corresponds to a cyclic code and so we
have the one-to-one correspondence given by:
C ⊆ Kn cyclic code ←→ C ⊆ K[x]/(xn − 1) ideal
Henceforth, when studying cyclic codes, we will refer to the elements in
Kn both as vectors and as polynomials.
Since K[x]/(xn−1) is a principal ideal ring, every cyclic code, as an ideal,
can be generated by just one element. More precisely, we have:
Proposition 1.3.2. Let C be a cyclic code, then there exists a unique nonzero
polynomial g(x) ∈ C such that
v(x) ∈ C ⇐⇒ g(x)|v(x)
We define the generator polynomial of the cyclic code C the polynomial
g(x) described above and we call the cyclic code of length n generated by the
polynomial g(x), the code formed by all vectors v ∈ Kn such that g(x)|v(x).
Remark that not all polynomials in K[x] can be generator polynomials of a
cyclic code. Indeed the set {v ∈ Kn : g(x)|v(x)} is a cyclic code if and only
if the polynomial g(x)|xn − 1.
Proposition 1.3.3. If C is a cyclic code of length n and g(x) is its generator
polynomial, then
dim(C) = n− deg(g(x))
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An important class of cyclic codes, still used a lot in practice, was dis-
covered by R. C. Bose and D. K. Ray-Chaudhuri (1960) and independently
by A. Hocquenghem (1959). The codes are known as BCH codes.
Definition 1.3.4 (BCH code). Let Fq be the finite field consisting of q
elements and let n and δ be two positive integer. Given the smallest a ∈ N
such that Fqa has a primitive nth root of unity β, then a cyclic code of
length n over Fq is called a BCH code of parameters n and δ generated by
β if its generator polynomial is the least common multiple of the minimal
polynomials over Fq of β
l, βl+1, . . . , βl+δ−2, for some l ∈ N. This code is
indicated by BCH(n, δ, β).
We observe that the the least common multiple of the minimal polyno-
mials of βl, βl+1, . . . , βl+δ−2 divides xn − 1 because β is a primitive nth root
of unity. So the above definition is correct.
Example 1.3.5. Let l = 1 and q = 2. Let β ∈ F16 be a primitive fourth
root of unity satisfying β4+ β+1 = 0, then its minimal polynomials over F2
is the irreducible polynomial f1(x) = x
4 + x + 1. Since f1(β
2) = f1(β)
2 and
f1(β
4) = f1(β)
4, f1(x) is also the minimal polynomials over F2 of β
2 and of
β4. Moreover it can be easily proved that the minimal polynomials over F2 of
β3 is f2(x) = x
4 + x3 + 1. Thus the code BCH(15, 5, β) over F2 is generated
by the polynomial
g(x) = f1(x) · f2(x) = x
8 + x7 + x5 + x4 + x3 + x+ 1
1.4 Reed-Solomon Codes
Reed-Solomon codes, named after their inventors [RS60], are an extensively
studied family of error-correcting codes, heavily used in theoretical and prac-
tical settings. Furthermore, the optimality of the Reed-Solomon codes, in
terms of error correction capability, and their algebraic properties are the
main reasons for the great fame of these codes and their widespread use in
coding theory and computer science.
From here on, let Fq be the finite field consisting of q elements (Fq = Fpm
with m, p ∈ N and p prime). We indicate with n the cardinality of the
multiplicative group of Fq, that is n = q− 1, and with α a primitive element
of Fq, i.e. an element with multiplicative order equal to n. Reed-Solomon
codes are special case of cyclic codes of length n over the field Fq. More
precisely:
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Definition 1.4.1 (Reed-Solomon code). Let n and α be as above and let d
be an integer less than or equal to n. The Reed-Solomon code of parameters
n and d generated by α (denoted by RS(n, d, α)) is the cyclic code of length
n over Fq generated by the polynomial
g(x) = (x− αl)(x− αl+1) · · · (x− αl+d−2)
for some l ∈ N
We observe that Reed-Solomon codes are examples (the simplest ones) of
BCH codes, namely in the case n = q−1. For simplicity, we will always take
l = 1, but the general treatment is equivalent. The following proposition
summarizes the properties of a Reed-Solomon code.
Proposition 1.4.2. Let RS(n, d, α) be as in definition 1.4.1. Then the fol-
lowing holds:
(1) dim (RS(n, d, α)) = n− d+ 1;
(2) v ∈ RS(n, d, α) ⇔ v(αi) = 0 ∀ i = 1, 2, . . . , d − 1 and a parity-check
matrix for the code RS(n, d, α) is
P =

1 1 · · · 1
α α2 · · · αd−1
α2 (α2)2 · · · (αd−1)2
...
...
...
αn−1 (α2)n−1 · · · (αd−1)n−1
 ;
(3) dist (RS(n, d, α)) = d;
(4) the code RS(n, d, α) is an MDS code.
Proof. 1. From definition 1.4.1 it follows that deg(g(x)) = d− 1, thus (1)
is an immediate consequence of proposition 1.3.3.
2. Since the code RS(n, d, α) is a cyclic code generated by the polynomial
g(x), the equivalence stated in (2) follows directly from proposition
1.3.2. To verify that P is a parity-check matrix for the code RS(n, d, α)
is sufficient to observe that, if v ∈ (Fq)n, then we may evaluate the
polynomial v(x) in αj with an inner product, in fact:
v(αj) = (v0, v1, . . . , vn−1)

1
αj
...
α(n−1)j
 =
n−1∑
i=0
viα
ij
Therefore we have that v(αi) = 0 ∀ i = 1, 2, . . . , d− 1⇔ vP = 0.
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3. From the Singleton bound, using (1), it follows that
dist (RS(n, d, α)) ≤ d
To conclude the proof it is sufficient to show that any d − 1 rows of
P are linearly independent. In fact, by proposition 1.2.3, this leads
to dist (RS(n, d, α)) ≥ d. Consider d − 1 rows in P . In other words,
for any i = 1, 2, . . . , d − 1, we choose mi ∈ {0, 1, . . . , n − 1} (with the
condition mi 6= mj , if i 6= j) and we define ai = αmi . So we obtain the
square submatrix
M =

a1 a
2
1 · · · a
d−1
1
a2 a
2
2 · · · a
d−1
2
...
...
...
ad−1 a
2
d−1 · · · a
d−1
d−1

and it is easy to show that M is non-singular because it can be written
as a product of a non-singular Vandermonde matrix and a non-singular
diagonal matrix. That is
M =

1 a1 a
2
1 · · · a
d−2
1
1 a2 a
2
2 · · · a
d−2
2
...
...
...
...
1 ad−1 a
2
d−1 · · · a
d−2
d−1


a1 0 · · · 0
0 a2
. . .
...
...
. . .
. . . 0
0 · · · 0 ad−1

4. Trivial using (1) and (3).
1.5 Decoding Reed-Solomon Codes
Consider a Reed-Solomon code of length n and distance d over Fq and let α
be the primitive nth root of unity that defines the code.
Suppose that c = (c0, c1, . . . , cn−1) ∈ RS(n, d, α) is the codeword sent
and e = (e0, e1, . . . , en−1) ∈ (Fq)n is the error vector, thus the received word
is r = c + e = (r0, r1, . . . , rn−1) ∈ (Fq)n. We represent this situation with
the polynomials
c(x) =
n−1∑
i=0
cix
i ∈ Fq[x]
e(x) =
n−1∑
i=0
eix
i ∈ Fq[x]
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r(x) =
n−1∑
i=0
rix
i ∈ Fq[x]
and, clearly, we have r(x) = c(x) + e(x).
From now on, we call e the Hamming weight of the error vector e and we
define
I = {i | ei 6= 0} = {p1 < p2 < · · · < pe}
the set of the positions where an error occurs. Thus for any i ∈ {1, 2, . . . , e},
Ei = epi ∈ Fq represents the value of the error that occurs in the position pi.
In order to correct the received word r, we need to find the set I and the
values Ei. For this purpose we introduce the following tools:
Definition 1.5.1. For any i ∈ {1, 2, . . . , e}, we define
Xi = α
pi ∈ Fq (1.1)Moreover we call
σ(x) =
e∏
i=1
(1−Xix) the error-locator polynomial
ω(x) =
e∑
i=1
EiXi
∏
j 6=i
(1−Xjx) the error-evaluator polynomial.
Evidently the elements X−11 , X
−1
2 , . . . , X
−1
e are precisely the roots of σ(x) in
the field Fq and they identify the errors positions thanks to the relation
X−1i = α
n−pi for any i ∈ {1, 2, . . . , e}
which follows by (1.1). Thus if we are able to calculate the error-locator
polynomial, then we can know all the error positions {p1, p2, . . . , pe} from
its roots. While the error-locator polynomial permits calculating the error
positions, the error-evaluator polynomial is linked to the computation of the
error values E1, E2, . . . , Ee. Indeed it is easy to prove the following relation,
stated for the first time in [For65] and known as Forney’s formula:
Ei = −
ω(X−1i )
σ′(X−1i )
∀ i = 1, 2, . . . , e (1.2)
where σ′(x) is the formal derivative of σ(x). Thus the knowledge of the poly-
nomials σ(x) and ω(x) permits a complete decoding of the received word
r, since it allows the computation of the error positions and of error val-
ues. For this reason from here on our aim is the determination of the these
polynomials.
Other simple properties of the error-locator and the error-evaluator follow
immediately by their definition. We list them below:
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Remark 1.5.2.
1. deg(σ(x)) = e = wt(e) and σ(0) = 1;
2. σ(x) splits completely in Fq[x] and does not have multiple roots;
3. deg(ω(x)) ≤ e− 1;
4. gcd (σ(x), ω(x)) = 1.
In proposition 1.4.2 we saw that
v ∈ RS(n, d, α)⇔ v(αi) = 0 ∀ i = 1, 2, . . . , d− 1
and this justifies the introduction of the following definition:
Definition 1.5.3. For any i ∈ {1, 2, . . . , d− 1} we define
Si = r(α
i) the ith syndrome
Moreover S(x) =
d−1∑
i=1
Six
i−1 is the syndrome polynomial.
It is clear that if S1 = S2 = · · · = Sd−1 = 0, then r ∈ RS(n, d, α) and thus
either e = 0 or e is a not detectable error. If we suppose that e = wt(e) is
less or equal to t, the error correction capability of the code RS(n, d, α), then
the second case is not possible by proposition 1.1.4 and hence the condition
S1 = S2 = · · · = Sd−1 = 0 implies that no error has occurred.
Since c ∈ RS(n, d, α), c(αi) = 0 for every i ∈ {1, 2, . . . , d − 1}, thus we
can observe that
Si = r(α
i) = c(αi)︸ ︷︷ ︸
=0
+e(αi) = e(αi) =
e∑
j=1
EjX
i
j (1.3)
for any i ∈ {1, 2, . . . , d − 1}. This characterization of the syndromes is of
fundamental importance because it allows to write a relation, more precisely
a congruence, stated in the following proposition and satisfied by the error-
locator and error-evaluator polynomials.
Proposition 1.5.4 (key equation). If σ(x), ω(x) and S(x) are the polyno-
mials respectively defined in definition 1.5.1 and 1.5.3, then
σ(x)S(x) ≡ ω(x)
(
mod xd−1
)
(1.4)
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Proof. We observe that
ω(x)
σ(x)
=
e∑
i=1
EiXi
∏
j 6=i
(1−Xjx)
e∏
k=1
(1−Xkx)
=
e∑
i=1
EiXi
1
1−Xix
and using the identity
∑
i≥0
yi =
1
1− y
we obtain
ω(x)
σ(x)
=
e∑
i=1
EiXi
+∞∑
j=0
(Xix)
j =
+∞∑
j=0
(
e∑
i=1
EiX
j+1
i
)
xj
By (1.3), we have
ω(x)
σ(x)
=
d−2∑
j=0
Sj+1x
j
︸ ︷︷ ︸
S(x)
+
∑
j≥d−1
(
e∑
i=1
EiX
j+1
i
)
xj
Considering the last equality modulo xd−1 the proof is completed.
Given the syndrome polynomial, the pair (σ(x), ω(x)) is not the unique
possible solution of the key equation (1.4). For this reason we consider the
set:
M =
{
(a(x), b(x)) ∈ Fq[x]
2 | a(x)S(x) ≡ b(x)
(
modxd−1
)}
Evidently, M is a submodule of Fq[x]2 and (σ(x), ω(x)) ∈ M. Considering
that deg (ω(x)) < deg (σ(x)), we are interested in the pairs (a(x), b(x)) ∈M
such that deg (b(x)) < deg (a(x)) and thus we introduce the followings defin-
itions:
Definition 1.5.5. We call a pair (a(x), b(x)) ∈ Fq[x]2 a valid solution of the
key equation (1.4) if (a(x), b(x)) ∈M and deg (b(x)) < deg (a(x)) . Moreover
we call a pair (a(x), b(x)) ∈ M a valid solution of minimal degree if it is a
valid solution and for any other valid solution (a1(x), b1(x)), we have that
deg(a(x)) ≤ deg(a1(x)).
Recalling that e = wt(e) and t is the error correction capability of the
code RS(n, d, α), we have:
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Theorem 1.5.6. If e ≤ t, then the pair (σ(x), ω(x)) is the unique, up to a
multiplicative constant, valid solution of minimal degree of the key equation
(1.4).
Proof. We have already observed that (σ(x), ω(x)) is a valid solution of
the key equation (1.4). Now we show that (σ(x), ω(x)) is a valid solu-
tion of minimal degree. If there were a valid solution (a(x), b(x)) such that
deg(a(x)) < deg(σ(x)) then we would have
a(x)ω(x) ≡ a(x)σ(x)S(x) ≡ b(x)σ(x)
(
modxd−1
)
(1.5)
and, since deg(σ(x)) = e,
deg(a(x)ω(x)) = deg(a(x)) + deg(ω(x)) < 2e < d− 1
deg(b(x)σ(x)) = deg(b(x)) + deg(σ(x)) < 2e < d− 1
From the degree inequalities, it follows that the congruence (1.5) is an equal-
ity, i.e. :
a(x)ω(x) = b(x)σ(x).
Therefore σ(x)|a(x)ω(x). Since gcd (σ(x), ω(x)) = 1, it follows that σ(x)|a(x)
and this is absurd. Hence (σ(x), ω(x)) is a valid solution of minimal de-
gree. Finally we show that (σ(x), ω(x)) is the unique (up to a multiplic-
ative constant) valid solution of minimal degree. Let (σ˜(x), ω˜(x)) ∈ M
be a valid solution of minimal degree of the key equation (1.4). Then
deg (σ˜(x)) = deg(σ(x)) = e and
σ˜(x)ω(x) ≡ σ˜(x)σ(x)S(x) ≡ ω˜(x)σ(x)
(
mod xd−1
)
with deg(σ˜(x)ω(x)) < 2e < d− 1 and deg(ω˜(x)σ(x)) < 2e < d− 1. Thus we
have that
σ˜(x)ω(x) = ω˜(x)σ(x)
Since gcd (σ(x), ω(x)) = 1 and deg (σ˜(x)) = deg(σ(x)), we can conclude that
there exists k ∈ Fq such that
σ˜(x) = kσ(x) and ω˜(x) = kω(x)
The proof is concluded.
Thanks to theorem 1.5.6, developing procedures that, given the syndrome
polynomial S(x), solve the key equation (1.4) finding its minimal valid solu-
tion, will allow us to be able to find the polynomials σ(x) and ω(x), that is
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to decode r.
Any procedure that solves the key equation (1.4) and more in general
any procedure that performs the decoding of Reed-Solomon codes, requires
computations using finite field arithmetic. In this thesis we do not discuss in
detail the implementations and the circuits that perform addition, multiplic-
ation and division over Fq (for which we refer to [LC83] and [PW72]). We
only recall that the elements of Fq = Fpm can be represented as vectors of
(Fp)
m with respect to a basis (for example {1, α, α2, . . . , αm−1} with α prim-
itive element of Fq) and that, with the vector representation, additions and
multiplications by constant field element are simple, but unconstant multi-
plication and division are not. In particular:
- To add two field elements, we simply add their vector representations
over the base field Fp. This operation is the simplest among Fq arith-
metic.
- Multiplying a field element by a fixed element from the same field is
simple enough because it can be seen as a Fp linear map of Fq. Thus it
involves only few additions and multiplications over the base field Fp
(see example 1.5.7), whereas multiplying two arbitrary field elements is
more expensive in terms of number of operations over Fp involved and
in terms of implementation.
- Division can be handled by first computing the inverse and then mul-
tiplying by it. It is the most expensive operation in Fq because it adds
to the multiplication complexity the time of an inverse calculation. The
inversion in Fq is a quite complicated operation: a direct approach is to
use a table of mpm positions in which the inverses of the field elements
are stored, but there are also alternative methods that can be more
advantageous for decoder where codes are defined over Fq for different
values of q. For example there are several methods for computing an
inverse based on the Extended Euclidean Algorithm. See [BHLN94] for
details.
Example 1.5.7. Suppose we want to multiply a field element β in F24 by
the primitive element α whose minimal polynomial is f(x) = x4+x+1. The
element β can be expressed as β = b0+ b1α+ b2α
2+ b3α
3, with bi ∈ F2. Thus
β · α = b0α + b1α
2 + b2α
3 + b3 α
4︸︷︷︸
=α+1
= b3 + (b0 + b3)α + b1α
2 + b2α
3
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This multiplication can be carried out by one shift of the feedback register
shown in figure 1.1 with the cost of only one addition in the base field F2.
The circle represents an adder over F2, while the rectangular elements are
storage devices.
b0 + b1 b2 b3
Figure 1.1: circuit for multiplying arbitrary element in F24 by α
First the vector representation (b0, b1, b2, b3) of β is loaded into the re-
gister. Then the register is pulsed: all the stored elements shift right and
the element b3 goes from the fourth storage device into the first one. At the
same time, the element b0 is moved into the adder where it is added with b3.
The sum is stored in the second device. The final configuration contains the
vector representation of βα (see figure 1.2).
b3 + b0 + b3 b1 b2
Figure 1.2: final configuration of the register of fig. 1.1
At this point, we can outline the general procedure of the decoding al-
gorithms for Reed-Solomon codes, which consists of four major steps:
Step 1. Computation of the syndromes. Since for any i ∈ {1, 2, . . . , d−1}
Si = r(α
i), this first task may be accomplished using Horner’s
method for evaluating polynomials. This technique is based on the
polynomial decomposition given by
rn−1x
n−1 + · · ·+ r1x+ r0 =
(
· · · (rn−1x+ rn−2)x+ · · ·
)
x+ r0
that allows to compute Sj gradually as ri’s are received, as it is
shown by the following calculations:
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Input: r = (r0, r1, . . . , rn−1), α
j;
Output: Sj ;
Begin
Sj := rn−1;
for i = n− 2, n− 3, . . . , 0 do
Sj := α
j · Sj + ri;
endfor;
End
We note that all syndromes can be computed simultaneously and
that rn−1 is the first received symbol. Thus after r0 is received, all
d− 1 syndrome computations are completed at the same time.
Figure 1.3 represents a circuit that after n shits contains Si = r(α
i).
The vector r = (r0, r1, . . . , rn−1) is shifted into the circuit one com-
ponent a time. After the first shift, the storage device contains rn−1,
after the second it contains rn−1α
i + rn−2 and so on.
×αi
+ Si
input : r0, . . . , rn−1
Figure 1.3: circuit for computing r(αi)
Step 2. Determination of the error-locator polynomial and of the
number of errors that occurred. This is done exploiting the
characterization of σ(x) due to the key equation (1.4). In chapters
2 and 3 we will study two different strategies to accomplish this
point.
Step 3. Finding the error positions. Recalling that the elementsXi = α
pi
are the inverses of the roots of σ(x), the error positions p1, p2, . . . , pe
are computed using Chien’s search. This is an exhaustive search
over all the elements in Fq that finds the roots of
σ(x) = σex
e + σe−1x
e−1 + · · ·+ σ1x+ 1
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based on the fact that
αi is a root of σ(x)⇐⇒ 1 +
e∑
j=1
σjα
ij = 0
Thus if i goes from 1 to n − 1, at each step it is necessary only to
multiply the jth addend σjα
ij by αj in order to obtain the next set
of addends. Chien’s search procedure can be summarized as follow:
Algorithm 1.5.8 (Chien’s search for error positions).
Input: the length of the code n, the error number e and the coef-
ficients of σ(x) = σex
e + σe−1x
e−1 + · · ·+ σ1x+ 1.
Output: the error positions p1 < p2 < · · · < pe.
Begin
k := e;
for i = 1, 2, . . . , n do
σl := σl · αl for any l = 1, 2, . . . , e;
S := 1 +
e∑
j=1
σj ;
if S = 0 then
pk := n− i;
k := k − 1;
endif
endfor
If k 6= 0 then declare a decoder malfunction;
End
Chien’s search can be implemented in a single circuit (see figure 1.4)
with t multipliers for multiplying by α, α2, . . . , αt respectively and
few adders, with a computational complexity upper bounded by n
multiplications and en additions. More details are given in [Chi64].
Step 4. Finding the error values.
This task can be accomplished using Forney’s formula (1.2), but
throughout this thesis we will also see other alternative methods to
compute error values. We observe that, depending on the decoding
algorithm used, this last step may be implemented not only after
the step 3, but also during the step 3: each time that Chien’s search
finds an error position pi, the decoding algorithm corrects the pith
components of r computing Ei immediately.
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+ + S = 0?
σ1 σ2 σt
×α ×α2 ×αt
output
Figure 1.4: circuit for Chien’s search
It is important to note that steps 1 and 3 of the general procedure involve
only additions and multiplications by fixed elements (the first d − 1 powers
of α) and their implementation is simple, so these steps requires a negligible
computational costs compared with steps 2 and 4. Moreover steps 1 and 3
are essentially the same in all the decoding algorithms that we will study
in this thesis. For these reasons they will be not discussed over and they
will be not counted in estimating of the computational cost of the decoding
algorithms that we will analyze later on.
Delay
Syndrome
Computation
Solving Key
Equation
Chien’s
Search &
Error values
Computation
+
e
Received
word r
Decoded
word
Figure 1.5: a block diagram for the general decoding procedure
Chapter 2
Peterson-Gorenstein-Zierler
Decoder
W. Wesley Peterson in 1960 developed the first practical decoder for Reed-
Solomon codes based on syndrome computation only using tools of linear
algebra. In particular, Peterson developed an algorithm for binary BCH
codes that finds the location of the errors solving a linear system and Daniel
E. Gorenstein and Neal Zierler, a year later, extended this algorithm for
nonbinary codes.
In this chapter we will analyze the Peterson-Gorenstein-Zierler decoding
algorithm and we will present an important improvement [SF97] obtained
using a fast inversion method of an Hankel matrix. Finally we will describe
the necessary and sufficient conditions to avoid decoder malfunctions in the
fast implementation of the Peterson-Gorenstein-Zierler decoder.
As discussed in section 1.5, while studying the Peterson-Gorenstein-Zierler
decoding algorithm we will focus our attention only in how it carries out step
2 (computing the error-locator polynomial) and step 4 (computing the error
values) of the general outline.
2.1 PGZ Decoding Algorithm
Consider a code RS(n, d, α) over the field Fq and let c, e and r = c+e be the
codeword sent, the error vector and the word received in a data transmission,
like in section 1.5. We recall that t represents the error correction capability
of the code RS(n, d, α) (i.e. t =
⌊
d−1
2
⌋
) and from now on we assume that
e = wt(e) ≤ t. If e > t we do not expect to be able to correct the errors.
By remark 1.5.2, we can express the error-locator polynomial σ(x) and the
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error-evaluator polynomial ω(x) as:
σ(x) = σex
e + σe−1x
e−1 + · · ·+ σ1x+ 1
ω(x) = ωe−1x
e−1 + ωe−2x
e−2 + · · ·+ ω1x+ ω0
The validity of the key equation (1.4) for the polynomials σ(x) and ω(x)
implies that the coefficients of xe, xe+1, . . . , xd−2 in the polynomial σ(x)S(x)
are equal to zero. Thus we have the following linear system of d − 1 − e
equations for the unknowns σ1, σ2, . . . , σe:
e∑
i=1
Se+1−i σi + Se+1 = 0
e∑
i=1
Se+2−i σi + Se+2 = 0
· · ·
e∑
i=1
Sd−1−i σi + Sd−1 = 0
(2.1)
whose solution (if it exists and is unique) determines the coefficients of the
error-locator polynomial σ(x). The linear system (2.1) may be expressed in
matrix form as
S1 S2 · · · Se
S2 S3 · · · Se+1
...
...
...
Sd−1−e Sd−e · · · Sd−2


σe
σe−1
...
σ1
 = −

Se+1
Se+2
...
Sd−1
 (2.2)
and in order to study its solutions, we define the following useful matrices:
Definition 2.1.1. Let t be the error correction capability of the codeRS(n, d, α),
we call
A =

S1 S2 · · · St+1
S2 S3 · · · St+2
...
...
...
Sd−1−t Sd−t · · · Sd−1

the syndrome matrix and we indicate with Ai its i × i leading principal
minor. That is
Ai =

S1 S2 · · · Si
S2 S3 · · · Si+1
...
...
...
Si Si+1 · · · S2i−1

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In the following proposition we study the properties of the syndrome
matrix and of its minors Ai:
Proposition 2.1.2. Let t be the error correction capability of RS(n, d, α)
and e = wt(e). If e ≤ t, then
(1) Ae is a non-singular matrix;
(2) the rank of the syndrome matrix A is equal to e;
(3) if ρ = max{i ≤ t | det(Ai) 6= 0}, then the rank of A is equal to ρ. So
we have e = ρ.
Proof. 1. We consider the matrices
V =

1 1 · · · 1
X1 X2 · · · Xe
...
...
...
Xe−11 X
e−1
2 · · · X
e−1
e
 D =

E1X1 0 · · · 0
0 E2X2
. . .
...
...
. . .
. . . 0
0 · · · 0 EeXe

Since the values Xi’s are all distinct and different from zero and the
value Ei’s are all different from zero, the Vandermonde matrix V and
the diagonal matrix D are both non-singular. The proof can be easily
concluded verifying that Ae = V DV
T by (1.3).
2. Since the matrix Ae is a submatrix of A, it follows from (1) that
rk(A) ≥ e. We consider the matrices
V1 =

1 1 · · · 1
X1 X2 · · · Xe
...
...
...
Xd−2−t1 X
d−2−t
2 · · · X
d−2−t
e
 V2 =

1 X1 · · · X t1
1 X2 · · · X t2
...
...
...
1 Xe · · · X
t
e

It is easy to verify that A = V1DV2. Recalling that the rank of a
product of matrices is less or equal to the rank of each factor matrix
and observing that rk(D) = e, we obtain that rk(A) ≤ e. So the proof
is complete.
3. Since, by definition, det(Aρ) 6= 0, we have that rk(A) ≥ ρ. On the
other hand, we saw in (1) that det(Ae) 6= 0, therefore we have e ≤ ρ.
Hence, from (2) it follows that rk(A) ≤ ρ and this concludes the proof.
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An immediate consequence is that, given the syndrome matrix A, we can
calculate the number of errors which occurred e as
e = max{i ≤ t | det(Ai) 6= 0}
Furthermore by proposition 2.1.2 we know that there exists a unique solution
of the linear system (2.1) and the first e equations are sufficient to calculate it.
In other words, the coefficients σ1, σ2, . . . , σe of the error-locator polynomial
are completely determined by solving
Ae

σe
σe−1
...
σ1
 = −

Se+1
Se+2
...
S2e
 (2.3)
Once that the error-locator polynomial is known, we will calculate its roots
and the error positions p1, p2, . . . , pe using (1.1) and Chien’s search as seen
in section 1.5.
At this stage it remains to calculate the error values, knowing their po-
sitions. For this aim we consider the relations (1.3) about the syndromes
S1, S2, . . . , Sd−1. As the elements X1, X2, . . . , Xe are known, we obtain a set
of d− 1 linear equations in the unknowns E1, E2, . . . , Ee:
S1 =
e∑
j=1
Ej Xj
S2 =
e∑
j=1
Ej X
2
j
· · ·
Sd−1 =
e∑
j=1
Ej X
d−1
j
The first e equations can be solved for the error values Ei’s considering the
following linear system:
X1 X2 · · · Xe
X21 X
2
2 · · · X
2
e
...
...
...
Xe1 X
e
2 · · · X
e
e


E1
E2
...
Ee
 =

S1
S2
...
Se
 (2.4)
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The coefficient matrix of linear system (2.4) has a special structure, indeed
it is the product of a Vandermonde matrix and a diagonal matrix:
X1 X2 · · · Xe
X21 X
2
2 · · · X
2
e
...
...
...
Xe1 X
e
2 · · · X
e
e
 =

1 1 · · · 1
X1 X2 · · · Xe
...
...
...
Xe−11 X
e−1
2 · · · X
e−1
e

︸ ︷︷ ︸
V

X1 0 · · · 0
0 X2
. . .
...
...
. . .
. . . 0
0 · · · 0 Xe

︸ ︷︷ ︸
X
Since the Xi’s are distinct and nonzero by definition, both the Vandermonde
matrix V and the diagonal matrix X are invertible. Thus,
E1
E2
...
Ee
 = X−1V −1

S1
S2
...
Se

︸ ︷︷ ︸
s
Since V is a Vandermonde matrix, the step V −1s can be efficiently carried out
using the Bjo¨rck-Pereyra algorithm for the solution of Vandermonde systems,
while the step X−1 (V −1s) consists simply in e divisions. The Bjo¨rck-Pereyra
algorithm transforms the right side vector of a Vandermonde system by a
sequence of simple transformations into the solution vector. The components
are modified in a suitable order so that no extra storage is needed. For more
details and a complete exposition of the Bjo¨rck-Pereyra algorithm, we refer
to [BP70]. In the following we present an algorithm that first compute the
vector y = (y0, y1, . . . , ye−1)
T ∈ (Fq)e such that y = V −1s (implementing the
Bjo¨rck-Pereyra algorithm for the matrix V and the right side vector s) and
after it solves the diagonal system.
Algorithm 2.1.3 (BP algorithm for computing error values).
Input: the number of error e, the elements X1, X2, . . . , Xe and the syndrome
vector s = (S1, S2, . . . , Se)
T ;
Output: the error values E1, E2, . . . , Ee;
Begin
BP .1 (finding y = V −1s)
y := s;
for k = 1, 2, . . . , e− 1 do
for i = e− 1, e− 2, . . . , k do
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yi := yi −Xkyi−1;
endfor
endfor
for k = e− 1, e− 2, . . . , 1 do
for i = k, k + 1, . . . , e− 1 do
yi :=
yi
Xi+1 −Xi+1−k
;
endfor
for i = k − 1, k, . . . , e− 2 do
yi := yi − yi+1;
endfor
endfor
BP .2 (solving the diagonal system)
for i = 1, 2, . . . , e do
Ei := yi−1X
−1
i ;
End
By direct counting, it is easy to verify that algorithm 2.1.3 has a compu-
tational time complexity of O(e2) arithmetic operations.
With this observations, the Peterson-Gorenstein-Zierler (PGZ ) decoding al-
gorithm consists of the followings steps:
Algorithm 2.1.4 (PGZ decoding algorithm forRS(n, d, α)).
Input: the received word r(x);
Output: the codeword c(x);
Begin
PGZ .1 (syndrome computation)
for i = 1, 2, . . . , d− 1 do
Si := r(α
i);
endfor
PGZ .2 (error-locator polynomial computation)
i :=
⌊
d−1
2
⌋
;
det := det(Ai);
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while (det = 0) repeat
i := i− 1;
det := det(Ai);
endwhile;
e := i;
solve the linear system (2.3) to find σ1, σ2, . . . , σe;
σ(x) := σex
e + σe−1x
e−1 + · · ·+ σ1x+ 1;
PGZ .3 (finding error positions)
calculate the error positions p1, p2, . . . , pe and the elements
X−11 , X
−1
2 , . . . , X
−1
e using Chien’s search (alg. 1.5.8);
PGZ .4 (finding error values)
solve linear system (2.4) with algorithm 2.1.3;
E1
E2
...
Ee
 = X−1V −1

S1
S2
...
Se

Return c(x) := r(x)−
e∑
i=1
Eix
pi ;
End
The correctness of the PGZ decoding algorithm 2.1.4 follows immediately
from proposition 2.1.2. We are now interested in estimating its computational
cost. The calculation of e in PGZ .2 is done by testing the non-singularity
of Ai, beginning from i = t and decrementing i. Since the computational
complexity of det(Ai) is O(i
3) and
t∑
i=e
i3 =
(
t(t+ 1)
2
)2
−
(
(e− 1)e
2
)2
then calculating e has a computational cost of order O(t4). The compu-
tational cost of finding the coefficients σ1, σ2, . . . , σe is the cost of solving
an e × e linear system, that is O(e3), whereas the linear system solved in
PGZ .4 has a computational complexity of O(e2) operations due to algorithm
2.1.3. However the total computational time complexity of PGZ decoding
algorithm 2.1.4 is of order O(t4) and this makes it not applicable for large t.
We also observe that in PGZ decoder the steps 3 and 4 of the general
outline are sequential. Indeed step PGZ .4 can be implemented only after
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the end of PGZ .3, because algorithm 2.1.3 used in PGZ .3 to calculate the
error values needs all the elements Xi’s together. In chapter 4 we will see a
modified version of PGZ decoder with a different strategy for the error value
computation.
2.2 f PGZ Decoding Algorithm
Although the PGZ decoding algorithm 2.1.4 involves simple linear algebra,
its implementation is computationally expensive in general. For this reason
in this section we will study and formalize an alternative implementation of
the PGZ decoder, shown in [SF97], in which some special proprieties of the
syndrome matrix are used to decrease the computational cost of finding the
number of error e and solving the linear system (2.3) (step PGZ .2).
We observe that the syndrome matrix A is an Hankel matrix, that is a
matrix with constant positive sloping diagonals. Techniques for fast inversion
of Hankel matrices are well known (see [HR85]) and this section we use them
to calculate the rank of the syndrome matrix A and the solutions of the linear
system (2.3). For a more convenient notation, we will indicate with 0(j) the
zero vector of j components, for any j ∈ N.
The algorithm that we present is iterative and is based on the following
idea: if for an index i ≤ t we have det(Ai) 6= 0 and we already know the
vectors w(i) and y(i) in (Fq)
i such that
Aiw
(i) = −

Si+1
Si+2
...
S2i
 (2.5)
Aiy
(i) =
(
0(i−1)
1
)
(2.6)
then, using the Hankel form of the syndrome matrix, we can calculate the
first index j > i such that det(Aj) 6= 0 and the vectors w(j) and y(j) in (Fq)j
such that the systems (2.5) and (2.6) also hold for i = j. Clearly, if we are
able to do this step, repeating it, we can implement an iterative algorithm
which calculates the maximum index ρ ≤ t such that det(Aρ) 6= 0 and the
vectors w(ρ) and y(ρ) that solve (2.5) and (2.6) for i = ρ. As we saw in
proposition 2.1.2, supposing e ≤ t, we have that the index ρ is equal to e. So
the vector w(ρ) given as output is the unique vector that satisfies the linear
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system (2.3). In other words
w(ρ) =

σe
σe−1
...
σ1

We will call the fast Peterson-Gorenstein-Zierler (f PGZ ) decoding algorithm
the decoding algorithm obtained by solving the linear system (2.3) with this
iterative procedure.
In order to study the iterative step on which is based the f PGZ decod-
ing algorithm, we need the following definitions and a propriety of Hankel
matrices.
Definition 2.2.1. Let i ≤ t such that det(Ai) 6= 0. If
w(i) =

w
(i)
0
w
(i)
1
...
w
(i)
i−1
 ∈ (Fq)i
is the solution of system (2.5), then for any j ∈ {1, 2, . . . , t− i} we define
εj = Si+jw
(i)
0 + Si+j+1w
(i)
1 + · · ·+ S2i+j−1w
(i)
i−1 + S2i+j ∈ Fq
Furthermore if the elements εj’s are not all equal to zero, then we call
r = min {j ∈ {1, 2, . . . , t− i} | εj 6= 0} ∈ N
+
the singularity gap of the step i.
The following lemma is stated and proved in section 1 chapter 1 of [HR85]
for Hankel matrices with entries in C, but it is easy to verify that the same
proof also holds for Hankel matrices with entries in the field Fq.
Lemma 2.2.2. Let
M =

m1 m2 · · · ml
m2 m3 · · · ml+1
...
...
...
ml ml+1 · · · m2l−1
 ∈ (Fq)l×l
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a general l× l Hankel matrix. If there exist m ∈ Fq, w ∈ (Fq)l and y ∈ (Fq)l
such that
Mw =

ml+1
ml+2
...
m2l−1
m
 and My =
(
0(i−1)
1
)
then M is non-singular.
At this stage we can enunciate the theorem that shows formally how the
iterative step of f PGZ decoding algorithm works. The proof of this theorem
is a constructive proof and gives the formulas necessary to implement the
algorithm.
Theorem 2.2.3. Let i be an index less or equal to t such that det(Ai) 6= 0.
Let w(i) and y(i) be the vectors in (Fq)
i that solve respectively (2.5) and (2.6).
Recalling the notation of definition 2.2.1, we have that:
(1) If εj = 0 for all j ∈ {1, 2, . . . , t− i}, then
i = max{j ≤ t | det(Aj) 6= 0}
(2) If there exists j ∈ {1, 2, . . . , t − i} such that εj 6= 0 and r is the
singularity gap, then we have that
r = min {j ∈ {1, 2, . . . , t− i} | det(Ai+j) 6= 0}
Proof. By the linear system (2.5) and by definition 2.2.1 it follows that for
any j ∈ {1, 2, . . . , t− i}:
Ai+j
w(i)1
0(j−1)
 =

0(i)
ε1
...
εj

If the εj’s are all equal to zero, then ker(Ai+j) 6= {0} for any j ∈ {1, 2, . . . , t−i}.
In particular det(Ai+j) = 0 for any j ∈ {1, 2, . . . , t − i} and hence (1) is
proved. If not all the εj’s are zero, then by definition of r we have that
ε1 = ε2 = · · · = εr−1 = 0. Hence det(Ai+j) = 0 for any j ∈ {1, 2, . . . , r − 1}
and to complete the proof of (2) it is sufficient to show that det(Ai+r) 6= 0.
2.2. FPGZ DECODING ALGORITHM 29
By lemma 2.2.2, it is sufficient to show the existence of vectors w(i+r) and
y(i+r) in (Fq)
i+r such that
Ai+rw
(i+r) = −

Si+r+1
Si+r+2
...
S2i+2r
 (2.7)
Ai+ry
(i+r) =
(
0(i+r−1)
1
)
(2.8)
Since Ai+r
w(i)1
0(r−1)
 = (0(i+r−1)
εr
)
and εr 6= 0, it follows that the vector
y(i+r) =
1
εr
w(i)1
0(r−1)
 ∈ (Fq)i+r (2.9)
is well defined and satisfies the system (2.8). Moreover we define the vectors
a(0),a(1), . . . ,a(r−1) ∈ (Fq)i+r as
a(0) = y(i+r)
a(j) =

0
a
(j−1)
0
a
(j−1)
1
...
a
(j−1)
i+j−1
0(r−j−1)

− αja
(0) ∀ j = 1, 2, . . . , r − 1
(2.10)
where
αj = Si+r+1a
(j−1)
0 + Si+r+2a
(j−1)
1 + · · ·+ S2i+r+ja
(j−1)
i+j−1 (2.11)
It can be easily proved by induction that, for any j ∈ {0, 1, . . . , r − 1}, the
product Ai+ra
(j) is equal to the vector with all the components zero except
the component i+ r− j, which is equal to 1. Indeed the base case is implied
by (2.8) and if
Ai+ra
(j) =
0(i+r−j−1)1
0(j)

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then
Ai+ra
(j+1) = Ai+r

0
a
(j)
0
a
(j)
1
...
a
(j)
i+j
0(r−j−2)

− αj+1Ai+ra
(0) =
=

S2 S3 · · · Si+j+2
S3 S4 · · · Si+j+3
...
...
...
Si+r Si+r+1 · · · S2i+j+r


a
(j)
0
a
(j)
1
...
a
(j)
i+j
− αj+1Ai+ry(i+r)
inductive
hypothesisy
=
=

0(i+r−j−2)
1
0(j)
αj+1
− αj+1(0(i+r−1)1
)
=
0(i+r−j−2)1
0(j+1)

In a similar way, we recursively define the vectors b(0), b(1), . . . , b(r) in (Fq)
i
as 
b(0) = w(i)
b(j) =

0
b
(j−1)
0
b
(j−1)
1
...
b
(j−1)
i−2
− b
(j−1)
i−1 w
(i) − βjy(i) ∀ j = 1, 2, . . . , r
(2.12)
where
βj = Si+1b
(j−1)
0 + Si+2b
(j−1)
1 · · ·+ S2ib
(j−1)
i−1 + S2i+j (2.13)
It can be proved, again by induction, that for any j ∈ {0, 1, . . . , r} we have
Aib
(j) = −

Si+j+1
Si+j+2
...
S2i+j

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Finally, for any j ∈ {1, 2, . . . , r} we define
γj = Si+jb
(r)
0 + Si+j+1b
(r)
1 + · · ·+ S2i+j−1b
(r)
i−1 (2.14)
and we observe that
Ai+r

b(r)
0
...
0
 =

−Si+r+1
−Si+r+2
...
−S2i+r
γ1
...
γr

Thus we conclude the proof defining the vector w(i+r) as
w(i+r) =
(
b(r)
0(r)
)
−
r−1∑
l=0
[γr−l + S2i+2r−l]a
(l) (2.15)
In order to work, the f PGZ decoding algorithm needs a base step. For
this reason we observe that:
Remark 2.2.4. If e = wt(e) ≤ t, then either S1 = S2 = · · · = Sd−1 = 0 or
there exists i ≤ e such that Si 6= 0. In fact, if not all the syndromes were
zero and S1 = S2 = · · · = Se = 0 held, then we would have at the same time
that det(Ae) 6= 0 (by proposition 2.1.2) and that all the entries of the first
row of Ae are equal to zero. This obviously is absurd.
Thus we can define
i0 = min
{
j ∈ N+ | Sj 6= 0
}
and we have that
Ai0 =

0 · · · 0 0 Si0
0 · · · 0 Si0 Si0+1
...
...
...
...
Si0 · · · S2i0−3 S2i0−2 S2i0−1

is a non-singular lower triangular matrix. So
y(i0) =
(
S−1i0
0i0−1
)
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satisfies (2.6) for i = i0 and the vector w
(i0), which satisfies (2.5) for i = i0,
can be calculated with linear algebra algorithms for triangular matrix of com-
plexity O((i0)
2).
We are now ready to summarize the f PGZ decoding algorithm as follows.
Since when r = 1 the formula (2.15) to calculate w(i+r) is simpler than in
the general case, in the following decoding algorithm we prefer to consider
separately the case ε1 6= 0.
Algorithm 2.2.5 (f PGZ decoding algorithm forRS(n, d, α)).
Input: the received word r(x);
Output: the codeword c(x);
Begin
f PGZ .1 (syndrome computation)
for i = 1, 2, . . . , d− 1 do
Si := r(α
i);
endfor
f PGZ .2 (error-locator polynomial computation)
(a) (base step)
t :=
⌊
d−1
2
⌋
;
i0 := 1;
while (Si0 = 0 and i0 ≤ d− 1) repeat
i0 := i0 + 1;
endwhile
if i0 = d then return r;
if i0 > t then declare a failure;
calculate w(i0) and y(i0);
(b) (iterative procedure)
i := i0;
while (i < t) repeat
ε1 := Si+1w
(i)
0 + Si+2w
(i)
1 + · · ·+ S2iw
(i)
i−1 + S2i+1;
if (ε1 6= 0) then
y(i+1) := 1
ε1
(
w(i)
1
)
;
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η := Si+1y
(i)
0 + Si+2y
(i)
1 + · · ·+ S2iy
(i)
i−1;
ε2 := Si+2w
(i)
0 + Si+3w
(i)
1 + · · ·+ S2i+1w
(i)
i−1 + S2i+2;
w(i+1) :=
(
0
w(i)
)
− ε1
(
y(i)
0
)
+ (ε1η − ε2)y(i+1);
i := i+ 1;
else
r := 1;
while (εr = 0) repeat
r := r + 1;
if r > t− i then
go to step c;
else εr := Si+rw
(i)
0 + Si+r+1w
(i)
1 + · · ·+ S2i+r−1w
(i)
i−1 + S2i+r;
endwhile
y(i+r) := 1
εr
w(i)1
0(r−1)
;
calculate vectors a(j)’s using (2.10);
calculate vectors b(j)’s using (2.12);
l := 1;
for l = 1, 2, . . . , r
γl := Si+lb
(r)
0 + Si+l+1b
(r)
1 + · · ·+ S2i+l−1b
(r)
i−1;
endfor
w(i+r) :=
(
b(r)
0(r)
)
−
r−1∑
l=0
[γr−l + S2i+2r−l]a
(l);
i := i+ r;
endwhile
(c) e := i;
σ(x) := w
(i)
0 x
i + w
(i)
1 x
i−1 + · · ·+ w(i)i−1x+ 1;
f PGZ .3 (finding error positions)
calculate the error positions p1, p2, . . . , pe and the elements
X−11 , X
−1
2 , . . . , X
−1
e using Chien’s search (alg. 1.5.8);
f PGZ .4 (finding error values)
solve linear system (2.4) with algorithm 2.1.3;
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E1
E2
...
Ee
 = X−1V −1

S1
S2
...
Se

Return c(x) := r(x)−
e∑
i=1
Eix
pi;
End
From theorem 2.2.3 and from what we have seen until now, it follows
that if e ≤ t, then the f PGZ decoding algorithm 2.2.5 correctly gives as
output the transmitted codeword c. Now we will estimate its computational
complexity. We consider step f PGZ .2, by remark 2.2.4 it follows that the
computational cost of (a) is of order O(e2), thus we can focus our attention
on the iterative step from i to i+ r in (b):
• the computation of the gap r and of the elements εj’s needs at most ir
multiplications and ir additions
• from (2.9) we deduce that the vector y(i+r) can be calculated from w(i)
with one inversion and i multiplications;
• from (2.11) we find that the computational cost of the elements αj ’s
is upper bounded by ir + r2 multiplications and ir + r2 additions,
while from (2.13) and (2.14) we find that the elements βj’s and γj’s are
computed with at most 2ir multiplications and 2ir additions;
• from (2.10) we deduce that the cost of the vectors a(j)’s is at most
ir+r multiplications and ir+r2 additions, while (2.12) implies that the
vectors b(j)’s can be calculated with ir multiplications and ir additions;
• finally (2.15) implies that the number of operations necessary to calcu-
late the vector w(i+r) from the vectors b(r) and a(j)’s is upper bounded
by ir + r2 multiplications and ir + r2 + r + i additions.
Considering that i, r ≤ t, the iterative step from i to i+r requires at most one
inversion, 9tr+ t+r multiplications and 10tr+ t+r additions. Evidently the
total computational cost of (b) in f PGZ .2 is given by the sum of the costs of
the iterative steps and since the sum of the singularity gaps is clearly equal
to e− i0 (i.e. less or equal to e), we can conclude that in (b) the total number
of operations is
e inversions
10et+ e multiplications
11et+ e additions
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Step f PGZ .4 is the same of PGZ .4 and has a computational cost is of O(e2)
operations. Hence the computational complexity of the f PGZ decoding al-
gorithm 2.2.5 is O(et), much better than in the case of the PGZ decoding
algorithm 2.1.4.
To conclude we give an example of decoding of a Reed-Solomon code
using the f PGZ decoding algorithm 2.2.5:
Example 2.2.6. Let α be a primitive element of F24 satisfying α
4+α+1 = 0.
Consider over F24 the code, RS(15, 9, α) generated by
g(x) = (x− α)(x− α2) · · · (x− α8)
The code has distance 9, so t = 4. Suppose that the codeword sent is c = 0
and the error vector is
e(x) = α2x2 + αx8 + α7x13
Clearly r(x) = e(x) and step f PGZ .1 reads out the syndromes
S1 = r(α) = α
12 S2 = r(α
2) = 0 S3 = r(α
3) = 0 S4 = r(α
4) = α5
S5 = r(α
5) = α11 S6 = r(α
6) = α13 S7 = r(α
7) = α3 S8 = r(α
8) = α
Step f PGZ .2 in (a) sets i0 = 1, w
(1) = 0, y(1) = α3, while in (b) calculates:
(i = 1)−−−−→ ε1 = S2w
(1)
0 + S3 = 0
ε2 = S3w
(1)
0 + S4 = 0 + α
5 = α5
ε1 = 0 and ε2 6= 0⇒ the singularity gap is r = 2, hence
i = i+ 2 = 3;
y(3) = 1
ε2
w(1)01
0
 =
0α10
0
;
w(3) =
α8α9
α6
;
(i = 3)−−−−→ ε1 = S4w
(3)
0 + S5w
(3)
1 + S6w
(3)
2 + S7 = α
13 + α5 + α4 + α3 = 0
ε1 = 0⇒ the singularity gap is r > t− i = 1, hence
e = i = 3;
σ(x) = α8x3 + α9x2 + α6x+ 1;
36 CHAPTER 2. PETERSON-GORENSTEIN-ZIERLER DECODER
Since σ(x) = α8x3 + α9x2 + α6x + 1 = (1 + α2x) (1 + α8x) (1 + α13x), step
f PGZ .3 calculates that
X1 = α
2, X2 = α
8, X3 = α
13
Therefore the error positions are
p1 = 2, p2 = 8, p3 = 13
Finally in f PGZ .4 the linear systemα2 α8 α13(α2)2 (α8)2 (α13)2
(α2)
3
(α8)
3
(α13)
3
E1E2
E3
 =
α120
0

is solved to find that the error values are
E1 = α
2, E2 = α, E3 = α
7
Thus e(x) = E1x
p1 + E2x
p2 + E3x
p3 = α2x2 + αx8 + α7x13 and the received
word r is correctly decoded in c = r − e = 0.
2.3 Avoiding Malfunctions in f PGZ
In section 1.1, we studied the definition and the behavior of a t-bounded
distance decoding algorithm. In this section we want to understand whether
the f PGZ decoding algorithm 2.2.5 for Reed-Solomon codes is t-bounded
distance or not. In particular we will describe the necessary and sufficient
conditions to avoid malfunctions of this decoding algorithm.
Consider the code RS(n, d, α) and let t be its error correction capability.
Let c, e and r = c + e respectively denote the transmitted codeword, the
vector error and the received word. Without any conditions about e = wt(e),
we suppose that the received word r is the input given to the f PGZ decoding
algorithm 2.2.5. In section 1.1, we defined the set B as:
B =
⊔
c∈RS(n,d,α)
Bt(c)
By what we have already proved, if wt(e) ≤ t, then r ∈ B and the f PGZ
decoding algorithm 2.2.5 decodes correctly r, giving as output c. Whereas if
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wt(e) > t and r ∈ B, then an unavoidable decoder error has happened. So
to know whether the f PGZ decoding algorithm 2.2.5 is t-bounded distance
or not, we have to study what happens when r /∈ B, recalling that when
r /∈ B then a t-bounded distance decoding algorithm does not correct r and
declare the decoder failure.
For this aim, we introduce the following notation: denote by e˜ the as-
sumed number of occurred errors computed at the end of f PGZ .2 and recall
that
e˜ = max{i ∈ {1, 2, . . . , t | det(Ai) 6= 0}} ≤ t
Similarity we assume that:
- σ˜(x) = σ˜e˜x
e˜ + · · ·+ σ˜1x+ 1 is the polynomial calculated in f PGZ .2,
- X˜1, X˜2, ..., X˜e˜ are the inverses of the roots of σ˜(x) calculated in f PGZ .3,
- E˜i is the ith assumed error value,
- e˜ is the assumed error vector. Note that e˜ = wt(e˜).
and we call c˜ = r − e˜ the output vector. We observe that, since e˜ ≤ t, it
holds that
r ∈ B ⇐⇒ c˜ ∈ RS(n, d, α) (2.16)
and we show in the following example a malfunction of the f PGZ decoder.
Example 2.3.1. Let α denote a primitive element of F24 satisfying α
4+α+1 = 0.
Consider over F24 the code, RS(15, 9, α) generated by
g(x) = (x− α)(x− α2) · · · (x− α8)
The code has distance 9, so t = 4. Suppose that the sent codeword is 0 and
the error vector is
e(x) = α3x+ α3x2 + α14x10 + α5x12 + α8x13
Clearly e = 5 and r(x) = e(x). The syndrome values are:
S1 = r(α) = α
10 S2 = r(α
2) = α2 S3 = r(α
3) = α8 S4 = r(α
4) = α7
S5 = r(α
5) = 0 S6 = r(α
6) = α3 S7 = r(α
7) = α9 S8 = r(α
8) = α8
So f PGZ .2 starts setting i0 = 1, w
(1) = α7 and y(1) = α5 and continues with
the iterations:
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(i = 1)−−−−→ ε1 = S2w
(1)
0 + S3 = α
2α7 + α8 = α12;
ε1 6= 0⇒ y
(2) =
1
ε1
(
w
(1)
0
1
)
=
1
α12
(
α7
1
)
=
(
α10
α3
)
;
ε2 = S3w
(1)
0 + S4 = α
8α7 + α7 = α9;
η = S2y
(1)
0 + S4 = α
2α5 = α7;
w(2)=
(
0
α7
)
− α12
(
α5
0
)
+ [ε1η − ε2]
(
α10
α3
)
=
=
(
α11
α12
)
;
(i = 2)−−−−→ ε1 = S3w
(2)
0 + S4w
(2)
1 + S5 = α
8α11 + α7α12 + 0 = 0;
ε2 = S4w
(2)
0 + S5w
(2)
1 + S6 = α
7α11 + 0 + α3 = 0;
ε1 = ε2 = 0⇒e˜ = 2;
σ˜(x) = α11x2 + α12x+ 1;
Since σ˜(x) = (1 + x)(1 + α11x), in f PGZ .3 we have X˜1 = 1 = α
0 and
X˜2 = α
11. So the assumed error positions are i1 = 0 and i2 = 11. Finally in
f PGZ .4 calculates the assumed error values solving(
1 α11
1 α7
)(
E˜1
E˜2
)
=
(
α10
α2
)
Thus we have that E˜1 = α
6 and E˜2 = α
11 and the output vector is
c˜(x) = r(x)− (α11x11 + α6) =
= α6 + α3x+ α3x2 + α14x10 + α11x11 + α5x12 + α8x13 6= c(x)
We note that
c˜(α7) = α7 6= 0⇒ c˜ /∈ RS(15, 9, α)⇒ r /∈ B
Thus a decoder malfunction has occurred.
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To avoid malfunctions of this kind in the f PGZ decoding algorithm we
need to add in its implementation the conditions necessary and sufficient to
assure that the received word r belongs to the set B. If one of these conditions
will be not satisfied, then the f PGZ decoder must declare a failure without
carry out the decoding. By (2.16), one way to prevent malfunction from
occurring is simply to add a step at the end of the algorithm which checks
if c˜ ∈ RS(n, d, α). This involves checking d − 1 equations. We will see later
in this section that the same goal may be achieved with a lower number of
equations to check. First a lemma about Hankel matrices is necessary:
Lemma 2.3.2. Let M be a k × k or k × (k + 1) Hankel matrix and let m
be its rank. If the m×m leading principal minor in M is non-singular, then
all the entries of M are completely determined by the first 2m entries.
We leave the proof of lemma 2.3.2 to the reader since it uses only the
symmetric structure of an Hankel matrix and some easy linear algebra.
We state now the proposition that fixes the conditions to add in the f PGZ
decoding algorithm 2.2.5 in order to make it t-bound distance:
Proposition 2.3.3. With previous notations, we have that c˜ ∈ RS(n, d, α)
if and only if
(1) there exists i0 ≤ t as defined in remark 2.2.4;
(2) σ˜(x) has exactly e˜ distinct roots, all belonging to the field Fq and all
different from zero;
(3) rk(A) = e˜;
(4) for any i ∈ {1, 2, . . . , e˜}, E˜i 6= 0.
Condition (1) has been already included in the f PGZ decoding algorithm
2.2.5, but it is not sufficient as seen in example 2.3.1.
Proof. If c˜ ∈ RS(n, d, α), then r = c˜ + e˜ with wt(e˜) ≤ t. Thus we can
repeat the construction of section 2.1, with c˜ and e˜ in place of c and e,
concluding that conditions (1), (2), (3) and (4) are satisfied. On the other
hand, supposing that conditions (1), (2), (3) and (4) are satisfied, we have
to prove that c˜ ∈ RS(n, d, α), which is equivalent to prove that c˜(αi) = 0
for any i = 1, 2, . . . , d− 1. We observe that
c˜(αi) = r(αi)− e˜(αi) = Si − e˜(α
i)
and we define S˜i = e˜(α
i). Condition (1) ensures that step f PGZ .2 can
start correctly, while condition (2) ensures that in step f PGZ .3 there exist
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p1, p2 . . . , pe˜ in {1, 2, . . . , n} such that X˜i = αpi and ja 6= jb if a 6= b. Thus
e˜(x) =
e˜∑
i=1
E˜ix
pi . Since the assumed error values E˜i’s are computed in
f PGZ .4 solving the linear system
X˜1 X˜2 · · · X˜e˜
X˜21 X˜
2
2 · · · X˜
2
e˜
...
...
...
X˜ e˜1 X˜
e˜
2 · · · X˜
e˜
e˜


E˜1
E˜2
...
E˜e˜
 =

S1
S2
...
Se˜

we know that
Sj =
e˜∑
i=1
E˜iX˜
j
i =
e˜∑
i=1
E˜i(˜α
pi)j = e˜(αj) ∀ j = 1, 2, . . . , e˜
So we have already proved that Si = S˜i for any i = 1, 2, ..., e˜. We will prove
now that the same equality also holds for i = e˜ + 1, e˜+ 2, . . . , d− 1.
From
Ae˜
 σ˜e˜...
σ˜1
 = −
Se˜+1...
S2e˜

it follows that the first 2e˜ syndromes are completely determined by the first
e˜ syndromes, in fact:
− Se˜+l =
e˜∑
i=1
Se˜+l−i σ˜i ∀ l = 1, 2, . . . , e˜ (2.17)
From σ˜(X˜−1i ) = 0 for any i = 1, 2, . . . , e˜ it holds that
X˜ e˜i + σ˜1X˜
e˜−1
i + · · ·+ σ˜e˜ = 0
Let j 6= 0 be a natural number, we multiply the former equation by E˜iX˜
j
i (dif-
ferent from zero by conditions (2) and (4)) and after we sum over i = 1, 2, . . . , e˜.
Thus we obtain(
e˜∑
i=1
E˜iX˜
e˜+j
i
)
+
(
e˜∑
i=1
E˜iX˜
e˜+j−1
i
)
σ˜1 + · · ·+
(
e˜∑
i=1
E˜iX˜
j
i
)
σ˜e˜ = 0 ∀ j ≥ 1
that is
− S˜e˜+j =
e˜∑
i=1
S˜e˜+j−i σ˜i ∀ j ≥ 1 (2.18)
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Hence from (2.17) and (2.18) we also find that Si = S˜i for i = 1, 2, . . . , 2e˜.
Finally we consider the matrix A˜ defined by
A˜ =

S˜1 S˜2 · · · S˜t+1
S˜2 S˜3 · · · S˜t+2
...
...
...
S˜d−1−t S˜d−t · · · S˜d−1

Since A˜ is the syndrome matrix for the error vector e˜, which has weight less
or equal to t, we know that rk(A˜) = wt (e˜) = e˜. So we can conclude the
proof using condition (3) and lemma 2.3.2, which implies that A and A˜ are
equal.
Note that in the example 2.3.1 the syndrome matrix is
A =

α10 α2 α8 α7 0
α2 α8 α7 0 α3
α8 α7 0 α3 α9
α7 0 α3 α9 α7

and it holds that rk(A) ≥ 3 since
det
α10 α2 0α2 α8 α3
α8 α7 α9
 = α14 6= 0
but e˜ = 2, thus the condition rk(A) = e˜ cannot hold.
While conditions (1), (2) and (4) in proposition 2.3.3 may be easily imple-
mented without any significant extra cost, condition (3) is not good from an
implementation point of view. For this reason we observe that the following
equivalent condition holds:
Proposition 2.3.4. Supposing that conditions (1), (2) and (4) of proposition
2.3.3 hold, we have that
rk(A) = e˜⇐⇒ A

0i
σ˜e˜
...
σ˜1
1
0t−e˜−i

= 0 ∀ i = 0, 1, . . . , t− e˜
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Proof. If rk(A) = e˜, then from what we saw in the proof of proposition 2.3.3
it follows that
−Se˜+j =
e˜∑
i=1
Se˜+j−i σ˜i ∀ j = 1, 2, . . . , d− 1− e˜
and we obtain straightly the right side condition. On the other hand, since
e˜ is calculated as max {i ∈ {1, 2, . . . , t} | det(Ai) 6= 0}, it is always true that
rk(A) ≥ e˜ and it remains to prove only that rk(A) ≤ e˜. If the right side
condition is accomplished, then there are t+1−e˜ linearly independent vectors
in ker(A). It follows that dim(ker(A)) ≥ t + 1 − e˜. By definition of the
syndrome matrix, we have that t+1 = dim(ker(A))+rk(A), hence rk(A) ≤ e˜
and the proof is complete.
Thanks to the Hankel structure of the syndrome matrix, checking the
right side condition in proposition 2.3.4 is equivalent to checking the following
d− 1− 2e˜ equations: 
S2e˜+1 +
e˜∑
i=1
S2e˜+1−i σ˜i = 0
S2e˜+2 +
e˜∑
i=1
S2e˜+2−i σ˜i = 0
· · ·
Sd−1 +
e˜∑
i=1
Sd−1−i σ˜i = 0
Note that the first t− e˜ equations hold by the condition
ε1 = ε2 = · · · = εt−e˜ = 0
that happens at the end f PGZ .2. Checking the remaining equations has a
computational complexity of O(e˜t) operations, so we may add this check to
step f PGZ .2 without increasing its total complexity.
Finally we observe that the f PGZ decoder can malfunction because it
may not use all the syndrome values in the decoding, indeed step f PGZ .2
calculates e˜ and σ˜(x) using only the first e˜ + t syndromes. Thus it is un-
derstandable that the controls necessary to avoid malfunctions involve the
remaining syndromes.
Chapter 3
Berlekamp-Massey Decoder
Elwyn R. Berlekamp published his algorithm to solve the key equation (1.4)
in 1968 and in 1969 James Massey gave a simplified version of it. The
described algorithm found the polynomials σ(x) and ω(x) with an iterative
procedure based on polynomial families defined by recursion. In section 3.1
we will study in detail this procedure, while in section 3.2 we will describe
the necessary and sufficient conditions to avoid decoder malfunctions in the
implementation given of the Berlekamp-Massey decoder. Finally in section
3.3 we will compare the latter with the f PGZ decoding algorithm.
3.1 BM Decoding Algorithm
The Berlekamp-Massey (BM ) decoding algorithm is iterative and solves
the key equation (1.4) in successively higher degrees. In other words, for
i = 0, 1, . . . , d− 1 we attempt to find polynomials of “small” degree
σ(i)(x) =
i∑
j=0
σ
(i)
j x
j ∈ Fq[x]
ω(i)(x) =
i−1∑
j=0
ω
(i)
j x
j ∈ Fq[x]
which satisfy
σ(i)(x)S(x) ≡ ω(i)(x)
(
modxi
)
(3.1)
We look for solutions of small degree because we have already seen in the
theorem 1.5.6 that the pair (σ(x), ω(x)) is the valid solution of minimal degree
for the key equation (1.4). The iterative nature of the algorithm follows from
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the observation that if we know a solution to (3.1) that satisfies the conditions
deg
(
σ(i)(x)
)
≤ i and deg
(
ω(i)(x)
)
≤ i− 1, then we may write
σ(i)(x)S(x) ≡ ω(i)(x) + ∆ix
i
(
modxi+1
)
where ∆i is the coefficient of x
i in the polynomial σ(i)(x)S(x), that is
∆i
def
=
i∑
j=0
Si+1−j σ
(i)
j (3.2)
and it is called ith discrepancy. If ∆i = 0, then we may evidently proceed
taking σ(i+1)(x) = σ(i)(x) and ω(i+1)(x) = ω(i)(x). In order to define σ(i+1)(x)
and ω(i+1)(x) also in the case when ∆i 6= 0, we introduce the auxiliary poly-
nomials τ (i)(x) and γ(i)(x), which will be chosen so that they are a solution
of the auxiliary equation
τ (i)(x)S(x) ≡ γ(i)(x) + xi−1
(
mod xi
)
(3.3)
Supposing the existence of the auxiliary polynomials τ (i)(x) and γ(i)(x) for
any i ∈ {0, 1, . . . , d− 2}, then
Definition 3.1.1. We define{
σ(0)(x) = 1
σ(i+1)(x) = σ(i)(x)−∆ixτ (i)(x){
ω(0)(x) = 0
ω(i+1)(x) = ω(i)(x)−∆ixγ(i)(x)
for any i ∈ {0, 1, . . . , d− 2}.
We will show later on in proposition 3.1.5 that the polynomials σ(i)(x)’s
and ω(i)(x)’s just defined satisfy (3.1) for every i ∈ {0, 1, . . . , d − 1} and
moreover we will prove that σ(d−1)(x) = σ(x) and ω(d−1)(x) = ω(x).
The auxiliary polynomials are recursively defined during the algorithm.
Indeed if τ (i)(x) and γ(i)(x) satisfy the congruence (3.3), then we have two
obvious ways to define τ (i+1)(x) and γ(i+1)(x):{
τ (i+1)(x) = xτ (i)(x)
γ(i+1)(x) = xγ(i)(x)
or
{
τ (i+1)(x) = σ
(i)(x)
∆i
γ(i+1)(x) = ω
(i)(x)
∆i
If ∆i = 0, then our choice is forced, while, if ∆i 6= 0, then our choice must be
based upon the aim to minimize the degrees of σ(i+1)(x) and ω(i+1)(x). For
this reason we introduce the function D : N→ N, defined by
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Definition 3.1.2. Let D(0) = 0 and
D(i+ 1) =
{
D(i) if ∆i = 0 or 2D(i) ≥ i+ 1
i+ 1−D(i) if ∆i 6= 0 and 2D(i) < i+ 1
for any i ≥ 0.
The function D is evidently nondecreasing and nonnegative and D(i) ≤ i
for any i ∈ N. Moreover, as we will prove later on in this section, it repres-
ents an upper bound for deg
(
σ(i)(x)
)
and permits the right definition of the
auxiliary polynomials as follows:
Definition 3.1.3. Let τ (0)(x) = 1 and γ(0)(x) = −x−1. Then
τ (i+1)(x) =
{
xτ (i)(x) if ∆i = 0 or 2D(i) ≥ i+ 1
σ(i)(x)
∆i
if ∆i 6= 0 and 2D(i) < i+ 1
γ(i+1)(x) =
{
xγ(i)(x) if ∆i = 0 or 2D(i) ≥ i+ 1
ω(i)(x)
∆i
if ∆i 6= 0 and 2D(i) < i+ 1
for any i ∈ {0, 1, . . . , d− 2}.
With these definitions it is immediate to show that:
Proposition 3.1.4. If σ(i)(x), ω(i)(x), τ (i)(x) and γ(i)(x) are the polynomials
defined respectively in definitions 3.1.1 and 3.1.3, then
σ(i)(x)S(x) ≡ ω(i)(x)
(
modxi
)
τ (i)(x)S(x) ≡ γ(i)(x) + xi−1
(
modxi
)
for any i ∈ {0, 1 . . . , d− 1}. Moreover
ω(i)(x)τ (i)(x)− σ(i)(x)γ(i)(x) = xi−1 (3.4)
and thus we have that gcd
(
σ(i)(x), ω(i)(x)
)
= 1.
Proof. We will prove the proposition by induction. If i = 0 the congruences
are both trivial. Suppose the congruences true for i, it follows that{
σ(i)(x)S(x) ≡ ω(i)(x) + ∆ix
i (mod xi+1)
xi ≡ xτ (i)(x)S(x)− xγ(i)(x) (modxi+1)
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where ∆i is defined by (3.2). Substituting the expression for x
i in the first
congruence we obtain that
σ(i)(x)S(x) ≡ ω(i)(x) + ∆i
(
xτ (i)(x)S(x)− xγ(i)(x)
) (
modxi+1
)
and using that
σ(i+1)(x) = σ(i)(x)−∆ixτ
(i)(x)
ω(i+1)(x) = ω(i)(x)−∆ixγ
(i)(x)
we can conclude that
σ(i+1)(x)S(x) ≡ ω(i+1)(x)
(
mod xi+1
)
Now we consider the relations that can define τ (i+1)(x) (definition 3.1.3).
In the first case
τ (i+1)(x)S(x) = xτ (i)(x)S(x) ≡ xγ(i)(x) + xi
(
modxi+1
)
In the other case
τ (i+1)(x)S(x) =
σ(i)(x)
∆i
S(x) ≡
ω(i)(x) + ∆ix
i
∆i
(
modxi+1
)
≡ γ(i+1)(x) + xi
(
mod xi+1
)
and this concludes the proof of the inductive step. Thus the congruences are
proved. In order to prove (3.4) we note that base case is again trivial, so we
focus our attention on the inductive step:
ω(i+1)τ (i+1) − σ(i+1)γ(i+1) =
(
ω(i) −∆ixγ
(i)
)
τ (i+1) −
(
σ(i) −∆ixτ
(i)
)
γ(i+1)
Depending on the values of ∆i and D(i) we will substitute in the former ex-
pression the right values for τ (i+1)(x) and γ(i+1)(x). It is an easy computation
to verify that, in both cases, using the inductive hypothesis we obtain that
ω(i+1)(x)τ (i+1)(x)− σ(i+1)(x)γ(i+1)(x) = xi
From the relation just proved, it follows that gcd
(
σ(i)(x), ω(i)(x)
)
|x(i−1), but
it is immediate to prove that σ(i)(0) = 1 for every i, that is x ∤ σ(i)(x). Thus
we conclude that gcd
(
σ(i)(x), ω(i)(x)
)
= 1.
In order to prove that the polynomials σ(d−1)(x) and ω(d−1)(x) are re-
spectively the error-locator polynomial and the error-evaluator polynomial,
we need the followings propositions and theorems:
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Proposition 3.1.5. If σ(i)(x), ω(i)(x), τ (i)(x) and γ(i)(x) are the polynomials
defined respectively in definitions 3.1.1 and 3.1.3, then ∀ i ∈ {0, 1, . . . , d−1}
we have that
(1)
{
deg
(
σ(i)(x)
)
≤ D(i)
deg
(
τ (i)(x)
)
≤ i−D(i)
(2)
{
deg
(
ω(i)(x)
)
≤ D(i)− 1
deg
(
γ(i)(x)
)
≤ i−D(i)− 1
where D is the integer function defined in definition 3.1.2.
Proof. We will prove both claims by induction. The base case of (1) is trivial.
Suppose that the inequalities are true for i and consider the polynomial
τ (i+1)(x). Depending on the values of ∆i and D(i) we have:
deg
(
τ (i+1)
)
=
{
1 + deg
(
τ (i)
)
≤ 1 + i−D(i) = 1 + i−D(i+ 1)
deg
(
σ(i)
)
≤ D(i) = i+ 1−D(i+ 1)
So, in both cases, deg
(
τ (i+1)(x)
)
≤ i+ 1−D(i+ 1). Moreover, using that
σ(i+1)(x) = σ(i)(x)−∆ixτ
(i)(x)
we have that
if ∆i = 0 =⇒ deg
(
σ(i+1)
)
= deg
(
σ(i)
)
≤ D(i) = D(i+ 1)
if ∆i 6= 0 =⇒ deg
(
σ(i+1)
)
≤ max {D(i), i+ 1−D(i)} = D(i+ 1)
and (1) is proved. The proof of (2) is almost identical to that of (1), using
the relation that defines ω(i+1)(x) (definition 3.1.1).
Consider now the set of all possible solutions of the key equation (3.1),
that is
Mi =
{
(a(x), b(x)) ∈ Fq[x]
2 | a(x)S(x) ≡ b(x)
(
mod xi
)}
Clearly Mi is a free submodule of rank 2 of Fq[x]2, since {(1, S(x)), (0, xi)}
is obviously a basis of Mi. In the following theorem we will show that even
the set
{(
σ(i)(x), ω(i)(x)
)
,
(
xτ (i)(x), xγ(i)(x)
)}
is a base for Mi.
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Theorem 3.1.6. Let i be a fixed index in {1, . . . , d−1}. If (a(x), b(x)) ∈Mi
then there exist polynomials u(x), v(x) ∈ Fq[x] such that u(0) = a(0) and{
a(x) = u(x)σ(i)(x) + v(x)xτ (i)(x)
b(x) = u(x)ω(i)(x) + v(x)xγ(i)(x)
Moreover, if there exists δ ∈ N+ such that deg(a(x)) ≤ δ and deg(b(x)) ≤ δ−1
then we have deg(u(x)) ≤ δ −D(i) and deg(v(x)) ≤ δ +D(i)− i− 1.
Proof. By hypothesis we have that
a(x)ω(i)(x) ≡ a(x)σ(i)(x)S(x) ≡ b(x)σ(i)(x)
(
mod xi
)
a(x)γ(i)(x) ≡ a(x)
[
τ (i)(x)S(x)− xi−1
]
≡ b(x)τ (i)(x)− a(0)xi−1
(
modxi
)
so there exist polynomials u˜(x) and v(x) such that
a(x)ω(i)(x)− b(x)σ(i)(x) = xiv(x)
a(x)γ(i)(x)− b(x)τ (i)(x) = xi−1 [xu˜(x)− a(0)]
We define u(x) = a(0)− xu˜(x), hence we have that u(0) = a(0) and
a(x)ω(i)(x)− b(x)σ(i)(x) = xiv(x) (3.5)
− a(x)γ(i)(x) + b(x)τ (i)(x) = xi−1u(x) (3.6)
from which, using (3.4), it follows that:
xi−1a(x) =
[
ω(i)(x)τ (i)(x)− σ(i)(x)γ(i)(x)
]
a(x) =
= τ (i)(x)
[
a(x)ω(i)(x)− b(x)σ(i)(x)
]
− σ(i)(x)
[
a(x)γ(i)(x)− b(x)τ (i)(x)
]
=
= xi−1
[
u(x)σi)(x) + v(x)xτ (i)(x)
]
and
xi−1b(x) =
[
ω(i)(x)τ (i)(x)− σ(i)(x)γ(i)(x)
]
b(x) =
= γ(i)(x)
[
a(x)ω(i)(x)− b(x)σ(i)(x)
]
− ω(i)(x)
[
a(x)γ(i)(x)− b(x)τ (i)(x)
]
=
= xi−1
[
u(x)ωi)(x) + v(x)xγ(i)(x)
]
So the first part of the theorem 3.1.6 is proved. From (3.5) and (3.6) it also
follows that
i−1+deg(u(x)) ≤ max
{
deg
(
γ(i)(x)
)
+ deg (a(x)) , deg
(
τ (i)(x)
)
+ deg(b(x))
}
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i+ deg(v(x)) ≤ max
{
deg
(
ω(i)(x)
)
+ deg(a(x)), deg
(
σ(i)(x)
)
+ deg(b(x))
}
If deg(b(x)) < deg(a(x)), using the degree inequalities stated in proposition
3.1.5, we obtain that
max
{
deg
(
γ(i)(x)
)
+ deg(a(x)), deg
(
τ (i)(x)
)
+ deg(b(x))
}
≤ δ+ i−D(i)− 1
max
{
deg
(
ω(i)(x)
)
+ deg(a(x)), deg
(
σ(i)(x)
)
+ deg(b(x))
}
≤ D(i) + δ − 1
so we have deg(u(x)) ≤ δ −D(i) and deg(v(x)) ≤ δ +D(i)− i− 1 and this
concludes the proof.
Corollary 3.1.7. Let i be a fixed index in {1, . . . , d − 1} and let δ ∈ N+
be less or equal to
⌊
i
2
⌋
. If (a(x), b(x)) ∈ Mi, a(0) 6= 0, deg(a(x)) ≤ δ and
deg(b(x)) ≤ δ − 1, then we have D(i) ≤ δ and{
a(x) = u(x)σ(i)(x)
b(x) = u(x)ω(i)(x)
where u(x) = gcd(a(x), b(x)) ∈ Fq[x].
Proof. Since (a(x), b(x)) ∈ Mi, from theorem 3.1.6 it follows that there are
u(x) and v(x) in Fq[x] such that u(0) = a(0) and{
a(x) = u(x)σ(i)(x) + v(x)τ (i)(x)
b(x) = u(x)ω(i)(x) + v(x)γ(i)(x)
Since u(0) = a(0) 6= 0, we have that deg(u(x)) ≥ 0 hence, from (3.6) it
follows that
deg
(
−a(x)γ(i)(x) + b(x)τ (i)(x)
)
≥ i− 1
that is
deg
(
a(x)γ(i)(x)
)
≥ i− 1 or deg
(
b(x)τ (i)(x)
)
≥ i− 1
Using proposition 3.1.5, we see that
deg (a(x)) ≥ D(i) or deg (b(x)) ≥ D(i)− 1
In both cases, using the hypothesis on the degree of a(x) or b(x), we conclude
that D(i) ≤ δ. Since δ ≤
⌊
i
2
⌋
and D(i) ≤ δ, using theorem 3.1.6, we have
that
deg (v(x)) ≤ δ +D(i)− i− 1 ≤ 2δ − i− 1 ≤ 2
⌊
i
2
⌋
− i− 1 < 0
that is v(x) = 0. Moreover, since gcd
(
σ(i)(x), ω(i)(x)
)
= 1, it is clear that
u(x) = gcd(a(x), b(x)) and the proof is concluded.
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Corollary 3.1.8. We recall the definitions given on page 44 of the polyno-
mials σ(i)(x)’s and ω(i)(x)’s for i ∈ {0, 1, . . . , d− 2}:{
σ(0) = 1
σ(i+1)(x) = σ(i)(x)−∆ixτ (i)(x)
{
ω(0) = 0
ω(i+1)(x) = ω(i)(x)−∆ixγ(i)(x)
If e ≤ t, then we have {
σ(d−1)(x) = σ(x)
ω(d−1)(x) = ω(x)
Moreover D(d− 1) = e.
Proof. By the key equation (1.4), we already know that (σ(x), ω(x)) ∈Md−1.
Hence, using remark 1.5.2 and corollary 3.1.7, we immediately conclude that
σ(d−1)(x) = σ(x), ω(d−1)(x) = ω(x) and D(d− 1) ≤ e. Since
e = deg (σ(x)) = deg
(
σ(d−1)(x)
)
≤ D(d− 1)
the proof is completed.
Before entering into the details of the BM decoding algorithm and stat-
ing it explicitly, we observe that if we know the polynomial σ(x), then the
polynomial ω(x) is completely determined, since the key equation (1.4) also
implies that the coefficients of the error-evaluator polynomial are equal to
the coefficients of the product σ(x)S(x) for all terms 1, x, . . . , xe−1. In other
words the coefficients of ω(x) are determined by:
ω0 = S1
ωi = Si+1 +
i∑
j=1
Si+1−j σj for i = 1, 2, . . . , e− 1
(3.7)
Thus the computation of the polynomials ω(i)(x)’s and γ(i)(x)’s is not ne-
cessary and, in order to save arithmetic operations and memory space, we
prefer to calculate the error-evaluator polynomial ω(x) by (3.7) after we have
computed the error-locator polynomial σ(x).
Algorithm 3.1.9 (BM decoding algorithm for RS(n, d, α)).
Input: the received word r(x);
Output: the codeword c(x);
Begin
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BM .1 (syndrome computation)
for i = 1, 2, . . . , d− 1 do
Si := r(α
i);
endfor
BM .2 (error-locator polynomial computation)
σ(0) := 1;
τ (0) := 1;
D(0) := 0;
for i = 0, 1, . . . , d− 2 do
∆i :=
D(i)∑
j=0
Si+1−j σ
(i)
j ;
σ(i+1)(x) := σ(i)(x)−∆ixτ (i)(x);
if (∆i = 0 or 2D(i) ≥ i+ 1) then
D(i+ 1) := D(i);
τ (i+1)(x) := xτ (i)(x);
else
D(i+ 1) := i+ 1−D(i);
τ (i+1)(x) := σ
(i)(x)
∆i
;
endfor
e := D(d− 1);
σ(x) := σ(d−1)(x);
BM .3 (finding error positions)
calculate the error positions p1, p2, . . . , pe and the elements
X−11 , X
−1
2 , . . . , X
−1
e using Chien’s search (alg. 1.5.8);
BM .4 (finding error values)
ω(x) := S1 +
e−1∑
i=1
(
Si+1 +
i∑
j=1
Si+1−j σj
)
xi ;
for i = 1, 2, . . . , e do
Ei := −
ω(X−1i )
σ′(X−1i )
;
endfor
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Return c(x) := r(x)−
e∑
i=1
Eix
pi;
End
When e ≤ t, corollary 3.1.8 ensures the correctness of the BM decoding
algorithm. Its computational complexity (ignoring BM .1 and BM .3) is of
order O(t2). In fact, the cost of the ith iterative step in BM .2 is due to:
• the computation of the ith discrepancy (i multiplications and i addi-
tions);
• the computation of the coefficients of σ(i+1)(x) as{
σ
(i+1)
0 := 1
σ
(i+1)
j := σ
(i)
j −∆iτ
(i)
j−1
for any j = 1, 2, . . . , i+ 1 (i+ 1 multiplications and i+ 1 additions);
• the computation of the coefficients of τ (i+1)(x) as{
τ
(i+1)
0 := 0
τ
(i+1)
j := τ
(i)
j−1
or
{
δ := ∆−1i
τ
(i+1)
l := δ · σ
(i)
l
for j = 1, 2, . . . , i+1 and l = 0, 1, . . . , i (at most one inversion and i+1
multiplications);
Hence the ith iterative step in BM .2 has a complexity upper bounded by
3i+2 multiplications, 2i+1 additions and one inversion. Thus summing for
i = 0 to i = d − 2 and recalling that t =
⌊
d−1
2
⌋
(that is d − 1 = 2t + 1 or
d− 1 = 2t), we obtain that the total complexity of BM .2 is upper bounded
by:
2t+ 1 inversions
6t2 + 7t+ 4 multiplications
4t2 + 4t+ 1 additions
Step BM .4 does not increase the order of this upper bound because:
• the coefficient ωi is computed by i multiplications and i additions,
thus the computation of ω(x) requires a number of multiplications and
additions less than e2;
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• the computation of the error Ei requires two polynomial evaluations
and one division; using the same procedure seen for Chien’s search (see
algorithm 1.5.8) we can evaluate polynomials ω(x) and σ′(x) in all the
field elements with a negligible cost compared to the cost of computing
the coefficients ωi’s and the following e divisions
ω(X−1i )
σ′(X−1i )
.
Remark 3.1.10. In section 1.5, we studied Horner’s method to evaluate
polynomials for computing the syndromes Si = r(α
i). Despite that we prefer
use Chien’s search to evaluate the polynomials ω(x) and σ′(x) because these
polynomials have lower degree than r(x) (n > d − 1 > t ≥ e) and are
evaluated over a wider range of elements than r(x). These two differences
make it inefficient to implement the evaluation of ω(x) and σ′(x) in a manner
similar to used for syndrome computations, since it would takes n−1 circuits
like figure 1.3. While only two circuits like figure 1.4 are sufficient, if we use
Chien’s search.
Remark 3.1.11. We note the BM decoding algorithm 3.1.9 is an example
of decoder for Reed-Solomon codes in which the steps 3 and 4 of the general
outline are not necessarily consecutive (see section 1.5). Indeed we note that
if the computation of ω(x) is brought forward at the end of BM .2, then the
evaluations of the polynomials ω(x) and σ′(x) in αi can be simultaneously
implemented with the same evaluation of σ(x) done in step BM .3. Moreover,
each time that the evaluation of σ(x) gives a value equal to zero, the division
necessary to calculate Ei in BM .4 can be implement in a separate divider,
while the polynomial evaluations go on. For example if σ(α) = 0, then the
divider calculates
ω(α)
σ′(α)
in BM .4 while the circuits that implement Chien’s
search continue to evaluate σ(x), ω(x), and σ′(x) in α2, α3, . . . Thanks to this
pipelined strategy, after the n loops in which Chien’s search evaluates the
polynomials σ(x), ω(x), and σ′(x) in all the field elements, some of the divi-
sions needed to compute the error values may have been already executed.
Thus in practice the number of divisions that remain to perform in BM .4,
after the end of step BM .3, is less than e.
Remark 3.1.12. One last observation on the polynomial evaluation: if the
field Fq has characteristic equal to 2, then
σ′(x) =
e∑
j=1
j odd
σjx
j
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Chien’s circuit 1
Chien’s circuit 2
Chien’s circuit 3
control
σ(αi) = 0?
divider
σ(αi)
ω(αi)
σ
′(αi)
output
Figure 3.1: pipelined architecture for BM .3 and BM .4
Thus the value σ′(αi) can be obtained as a byproduct of the computation of
σ(αi) summing the odd terms of the latter.
In addition, we show with the next proposition that it is possible to
obtain a new formula to calculate error values in which the error-evaluator
polynomial ω(x) doesn’t appear.
Proposition 3.1.13. Let τ (d−1)(x) be the last polynomial of the polynomial
sequence
{
τ (j)(x)
}d−1
j=0
(definition 3.1.3) and let σ′(x) be the formal derivative
of the error-locator polynomial σ(x). Then for any i ∈ {1, 2, . . . , e}, we have
that
Ei = −
(
X−1i
)d−2
σ′(X−1i )τ
(d−1)(X−1i )
(3.8)
Proof. We write the relation (3.4) seen in proposition 3.1.4 setting i = d− 1
and we obtain that
ω(x)τ (d−1)(x)− σ(x)γ(d−1)(x) = xd−2
Evaluating the former equality in X−1i , we have
ω(X−1i ) =
(
X−1i
)d−2
τ (d−1)(X−1i )
At last substituting this expression in Forney’s formula we can conclude the
proof.
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For this reason, it is possible to implement the BM decoder without
computing the error-evaluator polynomial ω(x) saving memory space and
operations. In this case we can substitute step BM .4 with
BM .4b for i = 1, 2, . . . , e do
Ei := −
(
X−1i
)d−2
σ′(X−1i )τ
(d−1)(X−1i )
;
endfor
Step BM .4b can be implemented via the same pipelined strategy described
in remark 3.1.11 for BM .4. In this way the polynomial evaluation needed by
(3.8) are simultaneously implemented with step BM .3 and afterwards step
BM .4b requires at most e divisions and e multiplications.
We give an example of decoding of a Reed-Solomon code using the BM
decoding algorithm 3.1.9:
Example 3.1.14. Let α be a primitive element of F24 satisfying α
4+α+1 = 0.
Consider over F24 the code, RS(15, 9, α) generated by
g(x) = (x− α)(x− α2) · · · (x− α8)
The code has distance 9, so t = 4. Suppose that the sent codeword is c = 0
and the error vector is
e(x) = α2x2 + αx8 + α7x13
Clearly r(x) = e(x) and the syndrome values are:
S1 = r(α) = α
12 S2 = r(α
2) = 0 S3 = r(α
3) = 0 S4 = r(α
4) = α5
S5 = r(α
5) = α11 S6 = r(α
6) = α13 S7 = r(α
7) = α3 S8 = r(α
8) = α
Hence the iterations in BM .2 are:
(i = 0)−−−−→ ∆0 = S1 = α12;
σ(1)(x) = σ(0)(x)−∆0xτ (0) = 1 + α12x;
∆0 6= 0 and 2D(0) < 1 =⇒ D(1) = 1;
τ (1)(x) =
1
∆0
= α3;
(i = 1)−−−−→ ∆1 = S2 + S1σ
(1)
1 = α
9;
σ(2)(x) = σ(1)(x)−∆1xτ
(1) = 1;
2D(1) ≥ 2 =⇒ D(2) = 1;
τ (2)(x) = α3x;
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(i = 2)−−−−→ ∆2 = S3 + S2σ
(2)
1 = 0;
σ(3)(x) = σ(2)(x) = 1;
∆2 = 0 =⇒ D(3) = 1;
τ (3)(x) = α3x2;
(i = 3)−−−−→ ∆3 = S4 + S3σ
(3)
1 = α
5;
σ(4)(x) = σ(3)(x)−∆3xτ (3) = 1 + α8x3;
∆3 6= 0 and 2D(3) < 4 =⇒ D(4) = 3;
τ (4)(x) =
σ(3)
∆3
= α10;
(i = 4)−−−−→ ∆4 = S5 + S4σ
(4)
1 + S3σ
(4)
2 + S2σ
(4)
3 = α
11;
σ(5)(x) = σ(4)(x)−∆4xτ
(4) = 1 + α6x+ α8x3;
2D(4) ≥ 5 =⇒ D(5) = 3;
τ (5)(x) = α10x;
(i = 5)−−−−→∆5 = S6 + S5σ
(5)
1 + S4σ
(5)
2 + S3σ
(5)
3 = α
14;
σ(6)(x) = σ(5)(x)−∆5xτ (5) = 1 + α6x+ α9x2 + α8x3;
2D(5) ≥ 6 =⇒ D(6) = 3;
τ (6)(x) = α10x2;
(i = 6)−−−−→∆6 = S7 + S6σ
(6)
1 + S5σ
(6)
2 + S4σ
(6)
3 = 0;
σ(7)(x) = σ(6)(x) = 1 + α6x+ α9x2 + α8x3;
∆6 = 0 =⇒ D(7) = 3;
τ (7)(x) = α10x3;
(i = 7)−−−−→∆7 = S8 + S7σ
(7)
1 + S6σ
(7)
2 + S5σ
(7)
3 = 0;
σ(8)(x) = σ(7)(x) = 1 + α6x+ α9x2 + α8x3;
∆7 = 0 =⇒ D(8) = 3;
τ (8)(x) = α10x4;
At the end BM .2 sets e = D(8) = 3 and
σ(x) = α8x3 + α9x2 + α6x+ 1 =
(
1 + α2x
) (
1 + α8x
) (
1 + α13x
)
After that BM .3 calculates that
X1 = α
2, X2 = α
8, X3 = α
13
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Hence the error positions are
p1 = 2, p2 = 8, p3 = 13
Finally in BM .4 the error-evaluator polynomial is computed
ω(x) = α6x2 + α3x+ α12
and the error values are found by Forney’s formula:
E1 = α
2, E2 = α, E3 = α
7
Thus
e(x) = E1x
p1 + E2x
p2 + E3x
p3 = α2x2 + αx8 + α7x13
and the received word r is correctly decoded in c = r − e = 0.
Inversionless BM decoder
As remembered in section 1.5, the inversion is one of the most complicated
operations among those of finite field arithmetic. For this reason, an im-
plementation in which inversions can be replaced by some multiplications is
preferable.
For the BM decoder the discrepancy inversions executed the step BM .2
can be avoided introducing the following tools:
Definition 3.1.15. We recursively define the function β : N → F ∗q and the
polynomial families
{
σ˚(i)(x)
}d−1
i=0
and
{
τ˚ (i)(x)
}d−1
i=0
as β(0) = 1, σ˚(0)(x) = 1,
τ˚ (0)(x) = 1 and
σ˚(i+1)(x) = β(i)˚σ(i)(x)− ∆˚ixτ˚
(i)(x)
τ˚ (i+1)(x) =
{
xτ˚ (i)(x) if ∆˚i = 0 or 2D(i) ≥ i+ 1
σ˚(i)(x) if ∆˚i 6= 0 and 2D(i) < i+ 1
β(i+ 1) =
{
β(i) if ∆˚i = 0 or 2D(i) ≥ i+ 1
∆˚i if ∆˚i 6= 0 and 2D(i) < i+ 1
where ∆˚i is the coefficient of the term x
i in the polynomial σ˚(i)(x)S(x).
It is immediate to prove by induction that:
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Proposition 3.1.16. If i ∈ {0, 1, . . . , d− 1}, then
τ˚ (i)(x) = β(i)τ (i)(x) and σ˚(i)(x) =
(
i−1∏
j=0
β(j)
)
σ(i)(x)
Proof. The base case is trivial. Suppose that the equalities are true for i,
then
∆˚i =
(
i−1∏
j=0
β(j)
)
∆i
and thus
σ˚(i+1) = β(i)˚σ(i)(x)− ∆˚ixτ˚
(i)(x) =
= β(i)
(
i−1∏
j=0
β(j)
)
σ(i)(x)−
(
i−1∏
j=0
β(j)
)
∆ixβ(i)τ
(i)(x) =
=
(
i∏
j=0
β(j)
)(
σ(i)(x)−∆ixτ
(i)(x)
)
=
(
i∏
j=0
β(j)
)
σ(i+1)
Moreover we have that either
τ˚ (i+1)(x) = xτ˚ (i)(x) = xβ(i)τ (i)(x) = β(i+ 1)τ (i+1)(x)
or
τ˚ (i+1)(x) = σ˚(i)(x) =
(
i−1∏
j=0
β(j)
)
σ(i)(x) =
∆˚i
∆i
σ(i)(x) = β(i+ 1)τ (i+1)(x)
This concludes the proof.
The BM decoding algorithm 3.1.9 implemented with the polynomials
σ˚(i)(x) and τ˚ (i)(x) in the place of the polynomials σ(i)(x) and τ (i)(x) actually
finds scalar multiples b · σ(x) and b · ω(x) instead of the polynomials σ(x)
and ω(x), where
b =
d−2∏
j=0
β(j)
However, it is obvious that Chien’s search will find the same error positions
and it follows from Forney’s formula (1.2) that the same error vales are
obtained. While formula (3.8) has to be modified in
Ei = −
b β(d− 1)
(
X−1i
)d−2
σ˚′(X−1i )˚τ
(d−1)(X−1i )
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3.2 Avoiding Malfunctions in BM
In this section we will study the necessary and sufficient conditions to make
the BM decoding algorithm 3.1.9 for Reed-Solomon codes a t-bounded dis-
tance decoder.
Consider again the code RS(n, d, α) with error correction capability equal
to t. Let c, e and r = c + e respectively be the transmitted codeword, the
vector error and the received word. The input given to the BM decoding
algorithm 3.1.9 is r and no assumption is made on the weight of e. Let B
be the set defined in section 1.1, we have already shown that if r ∈ B the
BM decoding algorithm 3.1.9 either decodes correctly r (when wt(e) ≤ t)
or runs into an inevitable decoder error occurs (if wt(e) > t). It remains to
study what happens when r /∈ B. For this aim we denote:
- e˜ the degree of σ(d−1)(x) and
σ(d−1)(x) = σ
(d−1)
e˜ x
e˜ + σ
(d−1)
e˜−1 x
e˜−1 + · · ·+ σ(d−1)1 x+ 1,
- X˜1, X˜2, ..., X˜e˜ the inverses of the roots of σ
(d−1)(x) calculated in BM .3;
- E˜i the ith assumed error value,
- e˜ the assumed error vector.
Moreover we define S˜i = e˜(α
i) and S˜(x) = S˜1+ S˜2x+ · · ·+ S˜d−1x
d−1. Finally,
let c˜ = r − e˜ be again the output vector.
First of all we give two example of possible malfunctions for the BM
decoder.
Example 3.2.1. Let α be a primitive element of F24 satisfying α
4+α+1 = 0.
Consider over F24 the code, RS(15, 5, α) generated by
g(x) = (x− α)(x− α2)(x− α3)(x− α4)
The code has distance 5, so t = 2. Suppose that the sent codeword is c = 0
and the error vector is
e(x) = α6 + α3x+ α4x2 + x7
Clearly r(x) = e(x), e = 4 and the syndrome values are:
S1 = r(α) = α
3 S2 = r(α
2) = α5
S3 = r(α
3) = α7 S4 = r(α
4) = α8
The iterations BM .2 are:
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(i = 0)−−−−→ ∆0 = S1 = α3;
σ(1)(x) = σ(0)(x)−∆0xτ (0) = 1 + α3x;
∆0 6= 0 and 2D(0) < 1 =⇒ D(1) = 1;
τ (1)(x) =
1
∆0
= α12;
(i = 1)−−−−→ ∆1 = S2 + S1σ
(1)
1 = α
5 + α6 = α9;
σ(2)(x) = σ(1)(x)−∆1xτ (1) = 1 + α2x;
2D(1) ≥ 2 =⇒ D(2) = 1;
τ (2)(x) = α12x;
(i = 2)−−−−→ ∆2 = S3 + S2σ
(2)
1 = α
7 + α7 = 0;
σ(3)(x) = σ(2)(x) = 1 + α2x;
∆2 = 0 =⇒ D(3) = 1;
τ (3)(x) = α12x2;
(i = 3)−−−−→ ∆3 = S4 + S3σ
(3)
1 = α
8 + α9 = α12;
σ(4)(x) = σ(3)(x)−∆3xτ (3) = 1 + α2x+ α9x3;
∆3 6= 0 and 2D(3) < 4 =⇒ D(4) = 3;
τ (4)(x) =
σ(3)
∆3
= α3 + α5x;
Hence the BM decoding algorithm 3.1.9 sets e˜ = 3 and since
σ(4)(x) = 1 + α2x+ α9x3 = α9
(
x+ α5
) (
x2 + α5x+ α
)
BM .3 cannot proceed because the polynomial x2+α5x+α is irreducible over
Fq[x]. In this case the BM decoder have to declare a decoder failure. Note
that e˜ = D(4) but e˜ > t.
Example 3.2.2. Consider the same code of example 3.2.1, supposing that
c = 0 and
e(x) = α3x+ αx2 + x10
then r(x) = e(x), e = 4 and the syndrome values are:
S1 = r(α) = α
6 S2 = r(α
2) = α5
S3 = r(α
3) = α5 S4 = r(α
4) = α5
The iterations BM .2 in this case are:
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(i = 0)−−−−→ ∆0 = S1 = α6;
σ(1)(x) = σ(0)(x)−∆0xτ (0) = 1 + α6x;
∆0 6= 0 and 2D(0) < 1 =⇒ D(1) = 1;
τ (1)(x) =
1
∆0
= α9;
(i = 1)−−−−→ ∆1 = S2 + S1σ
(1)
1 = α
5 + α12 = α14;
σ(2)(x) = σ(1)(x)−∆1xτ (1) = 1 + α14x;
2D(1) ≥ 2 =⇒ D(2) = 1;
τ (2)(x) = α9x;
(i = 2)−−−−→ ∆2 = S3 + S2σ
(2)
1 = α
5 + α2 = α8;
σ(3)(x) = σ(2)(x)−∆2xτ (2) = 1 + α14x+ α2x2;
∆2 6= 0 and 2D(2) < 3 =⇒ D(3) = 2;
τ (3)(x) =
σ(2)
∆2
= α7 + α6x;
(i = 3)−−−−→ ∆3 = S4 + S3σ
(3)
1 + S2σ
(3)
2 = α
5 + α4 + α7 = α11;
σ(4)(x) = σ(3)(x)−∆3xτ
(3) = 1 + x;
2D(3) ≥ 4 =⇒ D(4) = 2;
τ (4)(x) = α7x+ α6x2;
Thus e˜ = 1 and, since σ4(x) = 1+x, BM .3 calculates that X˜1 = 1 = α
0. The
assumed error position is j1 = 0. Finally in BM .4 the algorithm calculate the
error-evaluator polynomial ω(x) = α6 and the assumed error value E˜1 = α
6.
Thus e˜ = E˜1x
j1 = α6 and the received word r is wrongly decoded in
c˜ = r − e˜ = α6 + α3x+ αx2 + x10
Evidently a decoder malfunction has happened. Note thatD(4) = 2 > e˜ = 1.
In both the examples it occurs that r /∈ B but the BM decoder does
not declare the failure and carries on the decoding, bringing about a decoder
malfunction. In order to avoid such behavior of the BM decoder we have to
add to its implementations the conditions necessary and sufficient to assure
that r ∈ B. For this reason we give the following proposition.
Proposition 3.2.3. With previous notations, we have that r ∈ B if and only
if
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(1) σ(d−1)(x) has exactly e˜ distinct roots, all belonging to the field Fq and
all different from zero;
(2) D(d− 1) = e˜ and e˜ ≤ t;
Proof. If r ∈ B, then there exists a unique c1 ∈ RS(n, d, α) such that
r ∈ Bt(c1). We repeat the construction saw in section 3.1 with c1 in place
of c. Since wt(r − c1) ≤ t, then c1 is equal to the output vector c˜ and the
right side conditions are accomplished. On the other hand, we suppose that
conditions (1) and (2) are satisfied and we prove that r ∈ B. Since r = c˜+ e˜
and e˜ ≤ t, we need only to prove that c˜ ∈ RS(n, d, α). For condition (1) we
may assume that σ(d−1)(x) =
e˜∏
i=1
(
1− X˜ix
)
and that S˜i = e˜(α
i) =
e˜∑
j=1
E˜jX˜
i
j
for any i = 1, 2, . . . , e˜. Moreover we know that E˜i = −
ω(d−1)(X˜−1i )
(σ(d−1))
′
(X˜−1i )
for
any i = 1, 2, . . . , e˜. Then
σ(d−1)(x)S˜(x) =
e˜∏
i=1
(
1− X˜ix
)(d−1∑
l=1
xl−1
e˜∑
j=1
E˜jX˜
l
j
)
=
=
e˜∏
i=1
(
1− X˜ix
)( e˜∑
j=1
E˜j
d−1∑
l=1
xl−1X˜ lj
)
=
=
e˜∑
j=1
(
E˜j
e˜∏
i=1
(
1− X˜ix
) d−1∑
l=1
xl−1X˜ lj
)
=
=
e˜∑
j=1
(
−
ω(d−1)(X˜−1j )
(σ(d−1))
′
(X˜−1j )
e˜∏
i=1
(
1− X˜ix
) d−1∑
l=1
xl−1X˜ lj
)
Now we observe that the sum on l is equal to X˜j
1− (X˜jx)d−1
1− X˜jx
and that
(
σ(d−1)
)′
(X˜−1j ) = −X˜j
e˜∏
i=1i 6=j
(
1− X˜iX˜
−1
j
)
.
Thus we have
σ(d−1)(x)S˜(x) =
e˜∑
j=1
(
ω(d−1)(X˜−1j )
∏
i 6=j
1− X˜ix
1− X˜iX˜
−1
j
(
1− (X˜jx)
d−1
))
=
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=
e˜∑
j=1
(
ω(d−1)(X˜−1j )
∏
i 6=j
1− X˜ix
1− X˜iX˜
−1
j
)
+(X˜jx)
d−1
[
e˜∑
j=1
ω(d−1)(X˜−1j )
∏
i 6=j
1− X˜ix
1− X˜iX˜
−1
j
]
The first sum on the right side is the Lagrange interpolation formula for the
unique polynomial that has degree less then e˜ and takes value ω(d−1)(X˜−1j )
at X˜−1j for i = 1, 2, . . . , e˜. Since deg
(
ω(d−1)(x)
)
≤ D(d− 1)− 1 = e˜− 1, this
unique polynomial must be ω(d−1)(x) itself. So we obtain that
σ(d−1)(x)S˜(x) ≡ ω(d−1)(x)
(
modxd−1
)
But for proposition 3.1.5 we know that
σ(d−1)(x)S(x) ≡ ω(d−1)(x)
(
modxd−1
)
Hence it follows that S(x) = S˜(x), that is
Si − S˜i = r(α
i)− e˜(αi) = c˜(αi) = 0
for any i = 1, 2, . . . , d− 1. This concludes the proof.
Thus we can conclude that adding the conditions (1) and (2) of proposi-
tion 3.2.3 at the end of step BM .2, the BM decoding algorithm 3.1.9 becomes
a t-bounded distance decoding algorithm.
Observe that since the elements X˜1, X˜2, ..., X˜e˜ are the inverses of the roots
of σ(d−1)(x), by (3.4) it follows that
E˜i = −
ω(d−1)(X˜−1i )
(σ(d−1))
′
(X˜−1i )
= −
(
X˜−1i
)d−2
(σ(d−1))
′
(X˜−1i ) · τ
(d−1)(X˜−1i )
for any i = 1, 2, . . . , e˜. Hence the proposition 3.2.3 also holds for the imple-
mentation of the BM decoder with the formula (3.8) in the place of Forney’s
formula (1.2) (see proposition 3.1.13).
3.3 Comparing f PGZ .2 and BM .2
From a computational point of view, when the average number of errors is
much less than the error correction capability t, then the f PGZ decoding
algorithm 2.2.5 (on page 32) has some significant advantages in comparison
with the BM decoding algorithm 3.1.9 (on page 50). In fact, whatever the
number of errors is, the complexity of BM decoding algorithm 3.1.9 is of
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order O(t2), whereas the complexity of f PGZ decoding algorithm 2.2.5 is of
order O(et) and so it depends on e. Nevertheless the program structure in
the f PGZ decoding algorithm 2.2.5, especially when the singularity gap is
strictly greater than 1, is more complicated and requires more program code
than the BM decoding algorithm 3.1.9.
Now we want to examine and compare the structure of the two iterative
algorithms in order to find some common features and computations. For
this purpose we state the following two remarks and theorem 3.3.3.
Remark 3.3.1. We recall the one-to-one correspondence between vectors in
(Fq)
i and polynomials in Fq[X ] of degree less than i studied in section 1.3
and given by
v = (v0, v1, . . . , vi−1)←→ v(x) =
i−1∑
j=0
vjx
j = v0 + v1x+ · · ·+ vi−1x
i−1
and we note that there exists another possible correspondence. Indeed if
v = (v0, v1, . . . , vi−1) ∈ (Fq)i then we will call v(x) the unique polynomial of
Fq[x] of degree less than i given by:
v(x) =
i−1∑
j=0
vjx
i−1−j = vi−1 + vi−2x · · ·+ v0x
i−1
Usually v(x) is called the reciprocal polynomial of v(x). Observe that
v(x) = xi−1 · v(x−1)
Remark 3.3.2. Let i be an index less or equal to t and such that det(Ai) 6= 0.
Recall that in section 2.2 we have defined w(i) =
(
w
(i)
0 , w
(i)
1 , . . . , w
(i)
i−1
)T
as
the vector in (Fq)
i that satisfies
Aiw
(i) = −

Si+1
S1+2
...
S2i
 (3.9)
Now we introduce the polynomial
Pw(i)(x)
def
= x ·w(i)(x) + 1 = w(i)0 x
i + w
(i)
1 x
i−1 + · · ·+ w(i)i−1x+ 1
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and we observe that for any j ∈ {1, 2, . . . , t − i}, the element εj, defined as
the sum
εj = Si+jw
(i)
0 + Si+j+1w
(i)
1 + · · ·+ S2i+j−1w
(i)
i−1 + S2i+j ∈ Fq
(see definiton 2.2.1) is equal to the coefficient of x2i+j−1 in Pw(i)(x)S(x).
We further recall that the vectors w(i)’s are computed in step f PGZ .2
of the f PGZ decoding algorithm 2.2.5. While the BM decoding algorithm
3.1.9 in step BM .2 calculates the polynomials σ(i)(x)’s as in definition 3.1.1.
Finally we remind that for any j ∈ {0, 1, . . . , d − 1}, ∆j is defined as the
coefficient of xj in the polynomial σ(j)(x)S(x).
Theorem 3.3.3. Let i an index less or equal to t and such that det(Ai) 6= 0
and let w(i) be the vector in (Fq)
i that satisfies (3.9). If r is the singularity
gap as in definition 2.2.1, i.e.
r = min {j ∈ {1, 2, . . . , t− i} | εj 6= 0} ∈ N
+
then we have that:
Pw(i)(x) = σ
(2i)(x) = σ(2i+1)(x) = · · · = σ(2i+r−1)(x)
Moreover it follows from this that ∆2i+r−1 = εr 6= 0 and that if r ≥ 2, then
∆2i = ∆2i+1 = · · · = ∆2i+r−2 = 0;
Proof. From (3.9) and ε1 = ε2 = · · · = εr−1 = 0 it follows that
S1 · · · Si
...
...
Si · · · S2i−1
Si+1 · · · S2i
...
...
Si+r−1 · · · S2i−r−2

w(i) = −

Si+1
...
S2i
S2i+1
...
S2i+r−1

that is
i−1∑
l=0
Sj+l w
(i)
l + Si+j = 0 ∀ j = 1, 2, . . . , i+ r − 1
Since S(x) =
d−1∑
j=1
Sjx
j−1 and Pw(i)(x) = w
(i)
0 x
i + w
(i)
1 x
i−1 + · · ·+ w(i)i−1x + 1,
the sums on the right side in the former equalities are the coefficients of
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xi, xi+1, . . . , x2i+r−2 in the polynomial Pw(i)(x)S(x). These coefficients are
all zero, hence there exists f (i)(x) ∈ Fq[X ] such that deg
(
f (i)
)
≤ i− 1 and
Pw(i)(x)S(x) ≡ f
(i)(x)
(
modx2i+j
)
∀ j = 0, 1, . . . , r − 1
So we have obtained that
(
Pw(i)(x), f
(i)(x)
)
∈ M2i+j, ∀ j = 0, 1, . . . , r − 1.
Now we may use the corollary 3.1.7 to conclude that, for any j = 0, 1, . . . , r−1{
Pw(i)(x) = u(x)σ
(2i+j)(x)
f (i)(x) = u(x)ω(2i+j)(x)
(3.10)
where u(x) = gcd
(
Pw(i)(x), f
(i)(x)
)
.
It immediately follows from the first equations of systems (3.10) that
σ(2i)(x) = σ(2i+1)(x) = · · · = σ(2i+r−1)(x)
and therefore, using that σ(j+1)(x) = σ(j)(x) − ∆jxτ (j)(x) we find that if
r ≥ 2, then ∆2i = ∆2i+1 = · · · = ∆2i+r−2 = 0. It also follows from (3.10)
with j = 0 that
deg
(
σ(2i)(x)
)
≤ i and deg
(
ω(2i)(x)
)
≤ i− 1.
In particular, due to the relation σ(2i)(x)S(x) ≡ ω(2i)(x) (mod x2i), the up-
per bound of deg
(
ω(2i)
)
implies that the coefficients of xi, xi+1, . . . , x2i−1 in
σ(2i)(x)S(x) are all zero. Hence, we may write
σ(2i)(x) = σ
(2i)
i x
i + σ
(2i)
i−1x
i−1 + · · ·+ σ(2i)1 x+ 1
and 
Si+1 + σ
(2i)
1 Si + · · ·+ σ
(2i)
i S1 = 0
Si+2 + σ
(2i)
1 Si+1 + · · ·+ σ
(2i)
i S2 = 0
· · ·
S2i + σ
(2i)
1 S2i−1 + · · ·+ σ
(2i)
i Si = 0
that is
Ai

σ
(2i)
i
σ
(2i)
i−1
...
σ
(2i)
1
 = −

Si+1
Si+2
...
S2i

Since det(Ai) 6= 0, from the definition of the vector w(i) we deduce that
w(i) =

σ
(2i)
i
σ
(2i)
i−1
...
σ
(2i)
1

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Thus Pw(i)(x) = σ
(2i)(x).
Finally we will show that ∆2i+r−1 = εr. As we saw in remark 3.3.2,
εr is the coefficient of x
2i+r−1 in the polynomial Pw(i)(x)S(x), while (3.2)
on page 44 defines ∆2i+r−1 as the coefficient of x
2i+r−1 in the polynomial
σ(2i+r−1)(x)S(x). Since Pw(i)(x) = σ
(2i+r−1)(x), it follows that ∆2i+r−1 = εr,
which is different from zero by definition.
Theorem 3.3.3 shows that every vector w(i) computed during the step
f PGZ .2 corresponds always to the polynomial σ(2i)(x), in the sense that the
components of w(i) are the coefficients of σ(2i)(x). In other words the in-
termediate outcomes of the f PGZ decoding algorithm are a subset of the
intermediate outcomes of the BM decoder. The vice versa is not true, in-
deed, as we can see comparing example 2.2.6 and example 3.1.14, some of
polynomials σ(j)(x)’s may not appear in the set of the polynomials Pw(j)(x)’s.
In example 2.2.6 we decode the received word r(x) = α2x2 +αx8 + α7x13 by
the f PGZ decoder and we have as intermediate outcomes the polynomials
Pw(1)(x) = 0x+ 1 = 1 Pw(3)(x) = α
8x3 + α9x2 + α6x+ 1
While, in example 3.1.14, decoding the same received word with the BM
decoder, we obtain the polynomials:
σ(0)(x) = 1 σ(1)(x) = 1 + α12 σ(2)(x) = σ(3)(x) = 1
σ(4)(x) = 1 + α8x3 σ(5)(x) = 1 + α6x+ α8x3
σ(6)(x) = σ(7)(x) = σ(8)(x) = 1 + α6x+ α9x2 + α8x3
It easy verify that
Pw(1)(x) = σ
(2)(x) = σ(3)(x)
Pw(3)(x) = σ
(6)(x) = σ(7)(x) = σ(8)(x)
and the polynomial σ(1)(x), σ(4)(x), σ(5)(x) do not corresponds to any poly-
nomial of the form Pw(i)(x).
Moreover theorem 3.3.3 states that when the singularity gap r of the ith
iterative step of f PGZ .2 is greater than 1 (that is the f PGZ decoder “jumps”
from i to i+ r) then even the iterative steps BM .2 “jump” from 2i to 2i+ r,
since σ(2i)(x) = σ(2i+1)(x) = · · · = σ(2i+r−1)(x).
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Chapter 4
Error Value Formulas
In the former chapters we saw that both in the f PGZ decoding algorithm
2.2.5 and in the BM decoding algorithm 3.1.9 the error locations are determ-
ined by the roots of the error-locator polynomial σ(x) through an exhaustive
search among the elements of Fq. Instead, the error values are calculated by
different methods in each different decoding algorithm. In the f PGZ .4, the
error values E1, E2, . . . , Ee are calculated by the BP algorithm 2.1.3 to solve
the following linear system
X1 X2 · · · Xe
X21 X
2
2 · · · X
2
e
...
...
...
Xe1 X
e
2 · · · X
e
e


E1
E2
...
Ee
 =

S1
S2
...
Se
 .
where Xi is the inverse of ith root of σ(x) and Si is the ith syndrome (see
definitions 1.5.1 and 1.5.3). In the BM decoding algorithm 3.1.9, the error
values are usually determined simultaneously to the error positions using
the error-evaluator polynomial ω(x) and Forney’s formula (1.2) (see remark
3.1.11). But we have also shown in proposition 3.1.13 that the computation of
the error-evaluator polynomial in the BM decoding algorithm can be avoided.
Indeed, we proved that for any i ∈ {1, 2, . . . , e}:
Ei = −
(
X−1i
)d−2
σ′(X−1i )τ
(d−1)(X−1i )
where the polynomial τ (d−1)(x) is one of the auxiliary polynomials calculate
in the BM decoding algorithm.
The aim of this chapter is to complete the comparison between the f PGZ
and the BM decoders showing how to calculate the error values in both the
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decoding algorithms by using the linear algebra of the syndrome matrix and
the byproducts of the computations for the error-locator polynomial.
4.1 Horiguchi’s formula
In [Hor88] T. Horiguchi presents a new error-evaluation method for comput-
ing error values in decoding Reed-Solomon codes through the BM decoding
algorithm using simply tools of linear algebra. In this section we presented
this method in order to apply it both to the f PGZ and the BM decoding
algorithms. With this aim, we introduce the following tools:
Definition 4.1.1. For any i ∈ {1, 2, . . . , t}, let Bi be the i× (i+ 1) matrix
defined by
Bi =

S1 S2 · · · Si+1
S2 S3 · · · Si+2
...
...
...
Si Si+1 · · · S2i

Moreover for any j = 0, 1, . . . , i we call B
(j)
i the square i× i matrix obtained
from Bi removing the (j + 1)th column and we define
k
(i)
j = (−1)
i+j det(B
(j)
i )
Finally we call k(i) the vector in (Fq)
i+1 given by
k(i) =

k
(i)
0
k
(i)
1
...
k
(i)
i

Remark 4.1.2. Note that for any i ∈ {2, 3, . . . , t} we have that
k
(i)
i = (−1)
2i det(B
(i)
i ) = det(Ai) =
i−1∑
j=0
Si+j k
(i−1)
j (4.1)
where Ai is the i × i leading principal minor of the syndrome matrix (see
definition 2.1.1). Moreover for any i ∈ {1, 2, . . . , t} and j ∈ {1, 2, . . . , i},
expanding the determinant of the following singular matrix along the last
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row 
S1 S2 · · · Si+1
S2 S3 · · · Si+2
...
...
...
Si Si+1 · · · S2i
Sj Sj+1 · · · Sj+i

we obtain that
i∑
l=0
Sj+lk
(i)
l = 0. Hence Bik
(i) = 0 for any ∀ i ∈ {1, 2, . . . , t}.
We recall that c ∈ RS(n, d, α), e and r = c + e respectively denote
the transmitted codeword, the vector error and the received word. Whereas
t is the error correction capability of the code RS(n, d, α). From now on,
throughout this chapter, we suppose that e = wt(e) > 1.
Proposition 4.1.3. If e = wt(e), then
dim(ker(Be)) = dim(ker(Be−1)) = 1
In particular ker(Be) = span{k
(e)} and ker(Be−1) = span{k
(e−1)}.
Proof. We saw in proposition 2.1.2 that the square matrix Ae is non-singular,
so the matrix Be has rank equal to e and it immediately follows that the
dimension of ker(Be) is equal to 1. Moreover as k
(e)
e = det(Ae) 6= 0 and
k(e) ∈ ker(Be), it is clear that ker(Be) = span{k
(e)}. Since
k(e)e =
e−1∑
j=0
Se+j k
(e−1)
j
from k
(e)
e 6= 0 it follows that there is an index l ∈ {1, 2, . . . , e} such that
k
(e−1)
l 6= 0. Therefore, k
(e−1) 6= 0 and there is a (e−1)× (e−1) non-singular
minor in the matrix Be−1. Hence we can conclude that rk(Be−1) = e− 1, i.e.
ker(Be−1) has dimension equal to 1, and that ker(Be−1) = span{k
(e−1)}.
We recall the notation used for polynomials of Fq[x] (see remark 3.3.1) :
Remark 4.1.4. If v = (v0, v1, . . . , vi−1) ∈ (Fq)i then we will call:
v(x)
def
=
i−1∑
j=0
vjx
j = v0 + v1x+ · · ·+ vi−1x
i−1
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v(x)
def
=
i−1∑
j=0
vjx
i−1−j = vi−1 + vi−2x+ · · ·+ v0x
i−1
Pv(x)
def
= 1 + vi−1x+ · · ·+ v0x
1
Corollary 4.1.5. Let k
(e)
(x) be the polynomial obtained from vector k(e) as
in remark 4.1.4, that is k
(e)
(x) = k
(e)
0 x
e + · · ·+ k(e)e−1x + k
(e)
e . If e ≤ t, then
we have that
σ(x) =
1
k
(e)
e
k
(e)
(x)
Proof. If σ(x) = σex
e+· · ·+σ1x+1, then we call σ = (σe, . . . , σ1, 1)
T ∈ (Fq)e+1
Since e ≤ t, from the linear system (2.2) on page 20 it follows that σ ∈ ker(Be).
Thus, by proposition 4.1.3, there exists λ ∈ Fq such that σ = λk
(e). Using
the last component of the former equality we find that λ = 1
v
(e)
e
. Thus
σ =
1
k
(e)
e
k(e)
and the proof is completed.
We recall that if e = wt(e) is the number of the error that have occurred
in the positions p1, p2, . . . , pe, then the elements X1, X2, . . . , Xe are defined
as Xi = α
pi and are the inverses of the roots of the error-locator polynomial
σ(x) (see definition 1.5.1).
Theorem 4.1.6 (Horiguchi’s formula). Consider the vectors k(e−1) and k(e)
as in definition 4.1.1 and let k
(e−1)
(x) be the polynomial obtained as in remark
4.1.4. For any i ∈ {1, 2, . . . , e}, the following equation holds:
Ei = −
k
(e)
e ·
(
X−1i
)2(e−1)
σ′(X−1i )k
(e−1)
(X−1i )
where σ′(x) is the formal derivative of the error-locator polynomial σ(x).
Proof. In order to prove the theorem, we introduce the following elements:
for any i, j ∈ {1, 2, . . . , e} let
Ê
(i)
j = EjXj(1−XjX
−1
i ) ∈ Fq,
X̂
(i)
j = XjX
−1
i ∈ Fq.
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Moreover for any l ≥ 1 we consider the sum given by
Ŝ
(i)
l =
e∑
j=1
j 6=i
Ê
(i)
j
(
X̂
(i)
j
)l−1
.
Finally let Â
(i)
e−1 be the (e− 1)× (e− 1) matrix defined by
Â
(i)
e−1 =

Ŝ
(i)
1 Ŝ
(i)
2 · · · Ŝ
(i)
e−1
Ŝ
(i)
2 Ŝ
(i)
3 · · · Ŝ
(i)
e
...
...
...
Ŝ
(i)
e−1 Ŝ
(i)
e · · · Ŝ
(i)
2e−3

It is easy to verify that Â
(i)
e−1 = (V̂
(i))T D̂(i)V̂ (i), where V̂ (i) and D̂(i) are the
square matrices defined by:
V̂ (i) =

1 X̂
(i)
1 · · ·
(
X̂
(i)
1
)e−2
...
...
...
1 X̂
(i)
i−1 · · ·
(
X̂
(i)
i−1
)e−2
1 X̂
(i)
i+1 · · ·
(
X̂
(i)
i+1
)e−2
...
...
...
1 X̂
(i)
e · · ·
(
X̂
(i)
e
)e−2

D̂(i) =

Ê
(i)
1 X̂
(i)
1 0 · · · · · · · · · 0
0
. . .
...
... Ê
(i)
i−1X̂
(i)
i−1
Ê
(i)
i−1X̂
(i)
i−1
...
...
. . . 0
0 · · · · · · · · · 0 Ê(i)e X̂
(i)
e

Hence, by Binet’s formula, we have that
det(Â
(i)
e−1) =
e∏
j=1
j 6=i
Ê
(i)
j X̂
(i)
j
∏
l>j
l,j 6=i
(X̂
(i)
l − X̂
(i)
j )
2 =
=
(
X−1i
)(e−1)(e−2) e∏
j=1
j 6=i
EjXj(1−XjX
−1
i )
∏
l>j
l,j 6=i
(Xl −Xj)
2
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On the other hand, we observe that
Ŝ
(i)
l =
e∑
j=1
j 6=i
Ê
(i)
j
(
X̂
(i)
j
)l−1 Ê(i)i = 0y
=
e∑
j=1
Ê
(i)
j
(
X̂
(i)
j
)l−1
=
=
e∑
j=1
EjXj(1−XjX
−1
i )
(
XjX
−1
i
)l−1
=
=
e∑
j=1
EjX
l
j
(
X−1i
)l−1
−
e∑
j=1
EjX
l+1
j
(
X−1i
)l
=
= Sl
(
X−1i
)l−1
− Sl+1
(
X−1i
)l
Thus Â
(i)
e−1 is equal to
S1 − S2X
−1
i · · · Se−1
(
X−1i
)e−2
− Se
(
X−1i
)e−1
S2X
−1
i − S3
(
X−1i
)2
· · · Se
(
X−1i
)e−1
− Se+1
(
X−1i
)e
...
...
Se−1
(
X−1i
)e−2
− Se
(
X−1i
)e−1
· · · S2e−3
(
X−1i
)2e−4
− S2e−2
(
X−1i
)2e−3

and, by linearity, we have that
det(Â
(i)
e−1) = det

S1 S2X
−1
i · · · Se
(
X−1i
)e−1
S2X
−1
i S3
(
X−1i
)2
· · · Se+1
(
X−1i
)e
...
...
...
Se−1
(
X−1i
)e−2
Se
(
X−1i
)e−1
· · · S2e−2
(
X−1i
)2e−3
1 1 · · · 1
 =
=
(
X−1i
) (e−2)(e−1)
2 det

S1 S2X
−1
i · · · Se
(
X−1i
)e−1
S2 S3X
−1
i · · · Se+1
(
X−1i
)e−1
...
...
...
Se−1 SeX
−1
i · · · S2e−2
(
X−1i
)e−1
1 1 · · · 1
 =
=
(
X−1i
) (e−2)(e−1)
2
e−1∑
j=0
(
X−1i
) (e−1)e
2
−j
k
(e−1)
j =
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=
(
X−1i
) (e−2)(e−1)
2
+ (e−1)e
2
−e+1
e−1∑
j=0
(
X−1i
)e−1−j
k
(e−1)
j =
=
(
X−1i
)(e−2)(e−1)
k
(e−1)
(X−1i )
Now, comparing the two formulas just obtained for det(Ai), we deduce that
k
(e−1)
(X−1i ) =
e∏
j=1
j 6=i
EjXj(1−XjX
−1
i )
∏
l>j
l,j 6=i
(Xl −Xj)
2
Finally, using the last equation we can calculate that
k
(e)
e
k
(e−1)
(X−1i )
=
det(Ae)
k
(e−1)
(X−1i )
=
e∏
j=1
EjXj
∏
l>j
(Xl −Xj)
2
e∏
j=1
j 6=i
EjXj(1−XjX
−1
i )
∏
l>j
l,j 6=i
(Xl −Xj)
2
=
=
EiXi
e∏
j=1
j 6=i
(1−XjX
−1
i )
e∏
j=1
j 6=i
(Xi −Xj)
2 =
= EiXi X
2(e−1)
i
e∏
j=1
j 6=i
(1−XjX
−1
i ) =
= −EiX
2(e−1)
i σ
′(X−1i )
This concludes the proof.
Corollary 4.1.7 (generalized Horiguchi’s formula).
If u = (u0, u1, . . . , ue−1) ∈ ker(Be−1) \ {0}, then for any i ∈ {1, 2, . . . , e} it
holds that
Ei = −
(
X−1i
)2(e−1) e−1∑
j=0
Se+j uj
σ′(X−1i )u(X
−1
i )
where u(x) = u0x
e−1 + u1x
e−2 + · · ·+ ue−1 as in remark 4.1.4.
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Proof. By proposition 4.1.3, we know that there exists λ ∈ F∗q such that
u = λk(e−1)
Hence we have that(
X−1i
)2(e−1) e−1∑
j=0
Se+j uj
σ′(X−1i )u(X
−1
i )
=
(
X−1i
)2(e−1) e−1∑
j=0
Se+j λv
(e−1)
j
σ′(X−1i )λk
(e−1)
(X−1i )
=
=
(
X−1i
)2(e−1) e−1∑
j=0
Se+j v
(e−1)
j
σ′(X−1i )k
(e−1)
(X−1i )
=
↑
equation (4.1)
=
(
X−1i
)2(e−1)
k
(e)
e
σ′(X−1i )k
(e−1)
(X−1i )
= −Ei
Thus the proof is completed.
Throughout the next two sections, the formula stated in corollary 4.1.7
will be the key to find new error-evaluation formulas for the f PGZ and the
BM decoding algorithms.
4.2 Application to the f PGZ Decoder
In this section we will show how use corollary 4.1.7 of Horiguchi’s formula
in order to find a new method of computing error values suited to the f PGZ
decoder. We recall the f PGZ decoding algorithm 2.2.5 (summarized on page
32): in step f PGZ .2 the vectors w(i) ∈ (Fq)
i satisfying
Aiw
(i) = −

Si+1
Si+2
...
S2i

are computed for any index i ≤ t such that det(Ai) 6= 0. In particular we
will assume to have computed
θ = max {j < e | det(Aj) 6= 0}
and we will show how use the vector w(θ), which is a byproduct of the compu-
tation of σ(x), and Horiguchi’s formula (theorem 4.1.6) in order to calculate
the error values.
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Proposition 4.2.1. Let w(θ) =
(
w
(θ)
0 , w
(θ)
1 , . . . , w
(θ)
θ−1
)T
∈ (Fq)θ be the vector
satisfying
Aθw
(θ) = −

Sθ+1
Sθ+2
...
S2θ
 (4.2)
and
Pw(θ)(x) = w
(θ)
0 x
θ + w
(θ)
1 x
θ−1 + · · ·+ w(θ)θ−1x+ 1 ∈ Fq[x]
εe−θ = Sew
(θ)
0 + Se+1w
(θ)
1 + · · ·+ Se+θ−1w
(θ)
θ−1 + Se+θ ∈ Fq
(see remark 4.1.4 and definition 2.2.1). Then for any i ∈ {1, 2, . . . , e} we
have that
Ei = −
εe−θ ·
(
X−1i
)e+θ−1
σ′(X−1i )Pw(θ)(X
−1
i )
(4.3)
Proof. Recalling definition 4.1.1, system (4.2) implies that
Bθ
(
w(θ)
1
)
= 0
Further the definition of θ implies that the coefficients
εj = Sθ+jw
(θ)
0 + · · ·+ S2θ+j−1w
(θ)
θ−1 + S2θ+j
are equal to zero for any j ∈ {1, 2, . . . , e− θ − 1}. It follows that
Bθ
Sθ+1 · · · S2θ+1
...
...
Se−1 · · · Se+θ−1

(
w(θ)
1
)
= 0
Hence we have that
w(θ)1
0e−θ−1
 ∈ ker(Be−1) \ {0} and by corollary 4.1.7 we
can conclude that:
Ei = −
[
Se+θ +
θ−1∑
j=0
Se+jw
(θ)
j
] (
X−1i
)2(e−1)
σ′(X−1i )
(
X−1i
)e−θ−1
Pw(θ)(X
−1
i )
=
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= −
εe−θ ·
(
X−1i
)e+θ−1
σ′(X−1i )Pw(θ)(X
−1
i )
.
Proposition 4.2.1 gives an alternative way to compute the error values
Ei’s in the f PGZ decoder without the need of separately solving the linear
system (2.4) in step f PGZ .4. Indeed (4.3) relates each Ei, independently of
the others error values, directly with the syndromes, the roots of σ(x) and
the vector w(θ). Note that the latter and the coefficient εe−θ are byproducts
of the computation of σ(x), thus no extra computations are needed to know
them. Step f PGZ .4 can be replaced with
f PGZ .4b for i = 1, 2, . . . , e do
Ei := −
εe−θ ·
(
X−1i
)e+θ−1
σ′(X−1i )Pw(θ)(X
−1
i )
;
endfor
As already seen in remark 3.1.11 for the BM decoder, formula (4.3) has the
advantages of allowing to the f PGZ decoder the calculation of error values
together with those of positions. Indeed the polynomials σ′(x) and P
(θ)
w (x)
can be evaluated in αi simultaneously to the error-locator polynomial during
Chien’s search of f PGZ .3 and, when σ(αi) = 0, the multiplication and the
division necessary to calculate the occurring error value can be executed by
a multiplier and a divider while the polynomial evaluations go on in the
element αi+1, αi+2, . . .
With this procedure step f PGZ .4b, after the polynomial evaluations,
requires e division and e multiplications to compute the error values Ei’s.
4.3 Comparison with the BM Decoder
Now consider the BM decoding algorithm 3.1.9 as described on page 50. In
particular we focus our attention on step 2 of algorithm 3.1.9. In that step
the algorithm finds the polynomials σ(i)(x) and ω(i)(x) such that
σ(i)(x)S(x) ≡ ω(i)(x)
(
mod xi
)
for any i = 1, 2, . . . , d− 1 (see definition 1.5.1 and proposition 3.1.4).
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In this section, using again Horiguchi’s formula, we will show how the
polynomials σ(i)(x)’s can be used to find the error values in the place of
the error-evaluator polynomial. For this purpose we will give the following
definition, for which we recall that
∆i =
i∑
j=0
Si+1−j σ
(i)
j
is the coefficient of xi in the polynomial σ(i)(x)S(x) and that the function
D : N→ N is defined in definition 3.1.2 on page 45.
Definition 4.3.1. Let C : N→ Z the integer function defined by:
C(0) = −1;
C(i+ 1) =
{
C(i) if ∆i = 0 or 2D(i) ≥ i+ 1;
i otherwise;
We observe that C(i) represents the iterative step where the most recent
change of the function D(i) occurred prior to step i. In other words,
C(i) = j ⇐⇒ D(i) = D(i− 1) = · · · = D(j + 1) > D(j)
Lemma 4.3.2. Let c = C(d− 1). If e ≤ t, then we have that
c−D(c) = e− 1
and moreover 1 +D(c) ≤ e.
Proof. By definition 4.3.1, since C(d− 1) = c, we have that
D(d− 1) = D(d− 2) = · · · = D(c+ 1) = c+ 1−D(c) > D(c)
By corollary 3.1.7, we know that D(d − 1) = e. Hence e > D(c) and
e = c + 1−D(c).
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Proposition 4.3.3. If c = C(d− 1) and e ≤ t, then for any i ∈ {1, 2, . . . e}
the following equation holds:
Ei = −
(
X−1i
)c
∆c
σ′(X−1i )σ
(c)(X−1i )
(4.4)
where ∆c is the coefficient of x
c in the polynomial σ(c)(x)S(x) as defined in
section 3.1.
Proof. The BM decoding algorithm 3.1.9 calculates the polynomials
σ(c)(x) = σ
(c)
D(c)x
D(c) + · · ·+ σ(c)1 x+ 1
ω(c)(x) = ω
(c)
D(c)−1x
D(c)−1 + · · ·+ ω(c)1 x+ 1
such that
σ(c)(x)S(x) ≡ ω(c)(x) (mod xc)
It follows that the coefficients of xD(c), . . . , xc−1 in the polynomial σ(c)(x)S(x)
are equal to zero. Hence if we call σ(c) =
(
σ
(c)
D(c), . . . , σ
(c)
1 , 1
)T
∈ (Fq)D(c)+1,
then we have 
S1 · · · SD(c)+1
S2 · · · SD(c)+2
...
...
Sc−D(c) · · · Sc
σ(c) = 0(c−D(c))
By lemma 4.3.2, we obtain that
S1 · · · Se
S2 · · · Se+1
...
...
Se−1 · · · S2e−2

(
σ(c)
0(e−D(c)−1)
)
= Be−1
(
σ(c)
0(e−D(c)−1)
)
= 0(e−1)
Thus (
σ(c)
0(e−D(c)−1)
)
∈ ker(Be−1) \ {0
(e)}
Now we use corollary 4.1.7 and we have that
Ei = −
(
X−1i
)2(e−1) Se+D(c) + D(c)∑
j=1
Se+D(c)−jσ
(c)
j

σ′(X−1i )
(
X−1i
)e−1−D(c)
σ(c)(X−1i )
=x
e+D(c)=c+1
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= −
(
X−1i
)c
∆c
σ′(X−1i )σ
(c)(X−1i )
This concludes the proof.
Since the polynomial σ(c)(x) and the coefficient ∆c are obtained as byproducts
of the computation for σ(x), the formula stated in 4.3.3 permits a more ef-
ficient decoding algorithm than Forney’s formula (1.2) saving the cost of
computing the error-evaluator polynomial ω(x).
Remark 4.3.4. We have already seen in proposition 3.1.13 that the compu-
tation of the error-evaluator polynomial ω(x) in step BM .4 can be avoided.
Indeed, we proved that for any i ∈ {1, 2, . . . , e}
Ei = −
(
X−1i
)d−2
σ′(X−1i )τ
(d−1)(X−1i )
(3.8)
where the polynomial τ (d−1)(x) is the last of the auxiliary polynomials
calculate in step BM .2. It is easy to show that the latter and (4.4) are the
same formula. Indeed
C(d− 1) = c ⇒ D(d− 1) = D(d− 2) = · · · = D(c+ 1) > D(c)
⇒ τ (d−1)(x) = xτ (d−2)(x) = · · · = xd−c−2τ (c+1)(x) =
= xd−c−2
σ(c)(x)
∆c
Hence
Ei = −
(
X−1i
)d−2
σ′(X−1i )τ
(d−1)(X−1i )
= −
(
X−1i
)c
∆c
σ′(X−1i )σ
(c)(X−1i )
As seen in section 3.1, the polynomials in (4.4) and in (3.8) are evaluated
in the field element using Chien’s search circuit (figure 1.4).
We observe that
e ≤ t ≤
d− 1
2
=⇒ e ≤ d− 1− e
and moreover
deg
(
σ(c)(x)
)
≤ D(c) ≤ e− 1
deg
(
τ (d−1)(x)
)
≤ d− 1−D(d− 1) = d− 1− e
Thus deg
(
σ(c)(x)
)
< deg
(
τ (d−1)(x)
)
and so (4.4) can be a better choice than
(3.8) because the evaluation of τ (d−1)(x) in the field elements needs more
circuit components than the evaluation of σ(c)(x).
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Chapter 5
Parallel Implementation
The continuing improvements of microelectronics technology leads to the
availability of integrated circuits (microchips) with high-speed parallel ar-
chitectures. Indeed, as at the state of the art one microchip can contain a
large number of circuits and it is possible that independent tasks are accom-
plished simultaneously by different circuits of the same microchip. A very
simple example is a microchip with m adders: with the computational time
complexity of only one addition, this microchip can add two vectors of m
components because the ith adder of the microchip adds the ith components
of the two vectors simultaneously for i = 1, 2, . . . , m. The same idea is used
to implement the multiplication of a vector of m components by a scalar
element with m multipliers and with a time complexity equal to only one
multiplication. Another example regards the sum of m elements: observing
that
m∑
i=1
ai =
⌈m/2⌉∑
i=1
ai
+
 m∑
i=⌈m/2⌉+1
ai

and repeating this splitting, the sum of m elements can be computed with
⌈log2m⌉ additions using at most m adders forming a tree of depth ⌈log2m⌉
(see figure 5.1).
We can note immediately that the complexity of parallel algorithms is
estimated in terms of the time (as the classical sequential algorithms) and of
the space (number of circuit elements) that they take.
We also observe that the improvement brought by the parallel implement-
ation also depends on the inner parallelism of the instructions that have to
be implemented: adding two vectors (or two polynomials) and multiplying
a vector (or a polynomial) by a scalar element are operations that have a
high level of inner parallelism. Instead the same is not true for the sum of
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m elements. Indeed with m adders the complexity of this operation decrease
only from m to ⌈log2m⌉ additions.
a1
a2
a3
a4
+
+
+ a1 + a2 + a3 + a4
Figure 5.1: adder tree for summing four elements
In more complicated cases, it is necessary to have a fundamental under-
standing of the algorithm structure to realize the full potential of parallel
computing. Indeed often it may happen that the most efficient algorithms
for classic sequential implementation are not necessarily the most efficient
for parallel architectures. For this, the task of this chapter is revising the
main steps of the PGZ and the BM decoding algorithms studied in chapters
2 and 3 in order to understand when a parallel implementation of these steps
can bring some significant advantages decreasing the computational cost of
the decoding. Moreover, when it is necessary, we will modify some steps of
the decoding algorithms mentioned above in order to achieve the maximum
benefits from their parallelization.
5.1 Parallel Implementation of PGZ Decoder
As seen in section 2.1, step PGZ .2 of the PGZ decoding algorithm 2.1.4
calculates first e the number of errors that occur, computing for i = t, t−1, . . .
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the determinants of the matrices
Ai =

S1 S2 · · · Si
S2 S3 · · · Si+1
...
...
...
Si Si+1 · · · S2i−1

and setting e := max{i ≤ t | det(Ai) 6= 0}, and after calculates the error-
locator polynomial σ(x) solving the linear system
Ae

σe
σe−1
...
σ1
 = −

Se+1
Se+2
...
S2e

In this section we will give a parallel implementation of this procedure,
exploiting the Laplace expansion for determinants for the calculation of the
determinants of the matrices Ai’s, which are nothing but the leading principal
minors of the syndrome matrix
A =

S1 S2 · · · St+1
S2 S3 · · · St+2
...
...
...
Sd−1−t Sd−t · · · Sd−1

and exploiting Horiguchi’s formula (theorem 4.1.6) for finding the error-
locator polynomial using the minors already computed during the calculation
of e. More generally, we will use the properties of the minors of the syndrome
matrix, which have been proved in section 4.1, to also express the error val-
ues in terms of minors already computed, modifying so the implementation
of the step PGZ .4.
For this, we introduce the following tools:
Definition 5.1.1. Let i be an index less or equal to t. We consider the set
Ni defined by
Ni =
{
j = (j1, j2, . . . , ji) ∈ N
i | 1 ≤ j1 < j2 < · · · < ji ≤ t
}
For any j = (j1, j2, . . . , ji) ∈ Ni we define d
(i)
j as the determinant of the i× i
minor of A given by the first i rows and the columns j1, j2, . . . , ji. That is
d
(i)
j = det

Sj1 Sj2 · · · Sji
Sj1+1 Sj2+1 · · · Sji+1
...
...
...
Sj1+i−1 Sj2+i−1 · · · Sji+i−1

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We now observe that using the Laplace expansion for determinants we
have that:
d
(i)
(j1,j2,...,ji)
=
i∑
l=1
Sjl+i−1(−1)
i+ld
(i−1)
(j1,...,jl−1,jl+1,...,ji)
(5.1)
for any (j1, j2, . . . , ji) ∈ Ni and for any i ∈ {1, 2, . . . , t}.
Remark 5.1.2. We recall that the elements k
(i)
j ’s are defined in section 4.1
as
k
(i)
j = (−1)
i+j

S1 S2 · · · Si+1
S2 S3 · · · Si+2
...
...
...
Si Si+1 · · · S2i

for any i ≥ 1, j ∈ {0, 1, . . . , i} and we note that they are a subset of the
elements dij ’s. More precisely for any i ≥ 1, j ∈ {0, 1, . . . , i} we have that:
k
(i)
j = (−1)
i+jd
(i)
(1,...,j,j+2,...,i+1) (5.2)
The next proposition shows that we can express the number of errors
that occur, the error-locator polynomial and the error values in terms of the
minors d
(e)
j ’s.
Proposition 5.1.3. If e ≤ t, then
(1) e = min
{
i ∈ {1, 2, . . . , t} |d(i+1)j = 0 ∀ j ∈ Ni+1
}
;
(2) σ(x) =
1
d
(e)
(1,2,...,e)
(
e∑
j=0
(−1)e+jd(e)(1,...,j,j+2,...,e+1) x
e−j
)
;
(3) For any i ∈ {1, 2, . . . , e} we have that
Ei = −
d
(e)
(1,2,...,e)
(
X−1i
)2(e−1)
σ′(X−1i )ω̂(X
−1
i )
where ω̂(x) =
e−1∑
j=0
(−1)e−1+jd(e−1)(1,...,j,j+2,...,e) x
e−1−j
Proof. To prove (1) we define
m = min
{
i ∈ {1, 2, . . . , t} |d(i+1)j = 0 ∀j ∈ Ni+1
}
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and we will show that e = m. Recalling proposition 2.1.2, we have that
e ≤ t⇒ e = rk(A)⇒ (d(e+1)j = 0 ∀j ∈ Ne+1)⇒ m ≤ e
Further we note that by (5.1), if m < e, then d
(e)
(1,2,...,e) = det(Ae) = 0 and this
is absurd (see proposition 2.1.2). Thus e = m and (1) is proved. Using (5.2),
(2) follows immediately by corollary 4.1.5 and (3) follows from Horiguchi’s
formula (theorem 4.1.6).
Remark 5.1.4. In order to save divisions, we may consider the polynomial
σ˚(x)
def
= d
(e)
(1,2,...,e) · σ(x)
It is clear that σ˚(x) has the same roots as the error-locator polynomial σ(x)
and that it holds
Ei = −
(
d
(e)
(1,2,...,e)
)2 (
X−1i
)2(e−1)
σ˚′(X−1i )ω̂(X
−1
i )
for any i ∈ {1, 2, . . . , e}
Finally we deduce from (5.1) that if we already know the minor d
(i−1)
j for
every j ∈ Ni−1, then any minor d
(i)
(j1,...,ji)
can be calculated with only i inde-
pendent multiplications and one sum of i elements. Furthermore we observe
that the computation of one d
(i)
(j1,...,ji)
is independent of the computation of
the others minors i×i. Hence we may think of an iterative parallel algorithm
in which the ith step computes at the same time all the determinants d
(i)
j
using (5.1). We write in details this algorithm, which we will call parallel
Peterson-Gorenstein-Zierler (pPGZ ) decoding algorithm:
Algorithm 5.1.5 (pPGZ decoding algorithm forRS(n, d, α)).
Input: the received word r(x);
Output: the codeword c(x);
Begin
pPGZ .1 (syndrome computation)
for i = 1, 2, . . . , d− 1 do
Si := r(α
i);
endfor
pPGZ .2 (error-locator polynomial computation)
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a) (inizialization)
t :=
⌊
d−1
2
⌋
;
i := 1;
while (i ≤ t) repeat
d
(1)
i := Si;
i := i+ 1;
endwhile
b) (iterative parallel procedure)
i := 2;
while (i ≤ t) do in parallel
d
(i)
(j1,...,ji)
:=
i∑
l=1
Sjl+i−1(−1)
i+ld
(i−1)
(j1,...,jl−1,jl+1,...,ji)
;
if (all d
(i)
(j1,...,ji)
’s are zero) then
if
(
d
(i−1)
(1,...,i−1) 6= 0
)
then
e := i− 1;
go to step c;
else declare a malfunction;
else i := i+ 1;
endwhile
e := t;
c) σ˚(x) :=
e∑
j=0
(−1)e+jd(e)(1,...,j,j+2,...,e+1) x
e−j;
ω̂(x) :=
e−1∑
j=0
(−1)e−1+jd(e−1)(1,...,j,j+2,...,e) x
e−1−j ;
pPGZ .3 (finding errors positions)
calculate the error positions p1, p2, . . . , pe and the elements
X−11 , X
−1
2 , . . . , X
−1
e using Chien’s search;
pPGZ .4 (finding error values)
for i = 1, 2, . . . , e do in parallel
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Ei := −
(
d
(e)
(1,2,...,e)
)2 (
X−1i
)2(e−1)
σ˚′(X−1i )ω̂(X
−1
i )
endfor
Return c(x) := r(x)−
e∑
i=1
Eix
pi;
End
The correctness of the pPGZ algorithm is assured by proposition 5.1.3.
As regards the computational cost, we observe that since
#{d(i)j | j ∈ Ni} = #Ni =
(
t
i
)
in order that the ith step of pPGZ .2 can calculate the minors d
(i)
j ’s sim-
ultaneously for every j ∈ Ni, at most
(
t
i
)
circuit (with shared memory)
are necessary. Each of these is formed from i multipliers and i adders and
computes one of the minor d
(i)
j with:
• 1 multiplication (the multipliers compute simultaneously the products
of the type Sjl+i−1(−1)
i+l · d(i−1)(j1,...,jl−1,jl+1,...,ji));
• ⌈log2 i⌉ additions (the products computed are added in an adder tree
of maximum depth ⌈log2 t⌉);
As i goes from 1 to e, the computational cost of pPGZ .2 is upper bounded
by e multiplications and e ⌈log2 e⌉ additions using at most
max
{(
t
i
)
| 1 ≤ i ≤ e
}
=
(
t
⌊t/2⌋
)
circuits. That is
t
(
t
⌊t/2⌋
)
multipliers t
(
t
⌊t/2⌋
)
adders
In order that this number is not too big, we have to suppose to be correcting
Reed-Solomon codes with a small correction capability. For example if t ≤ 8
we need only some hundreds of multipliers and adders that nowadays can be
held in only one microchip (see table 5.1).
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t 3 4 5 6 7 8 9
t
(
t
⌊t/2⌋
)
9 24 50 120 245 560 1134
Table 5.1: number of circuit elements required by pPGZ .2
As already seen for step f PGZ .4b (see section 4.2), for the implementation
of pPGZ .3 and pPGZ .4 we suppose that there are 4 circuits for Chien’s search
that compute all the polynomial evaluations needed to the error positions and
error values computation with a negligible computational time complexity
compared to the cost of other operations involved. After the polynomial
evaluations, first the multiplications σ˚′(X−1i ) · ω̂(X
−1
i ) are executed at the
same time by e multipliers and then the divisions needed to calculate Ei’s
are simultaneously handled by e dividers. The complexity of the main step
of the pPGZ decoding algorithm are summarized in the following table:
time complexity space complexity
pPGZ .2
e multiplications
e ⌈log2 e⌉ additions
t
(
t
⌊t/2⌋
)
multipliers
t
(
t
⌊t/2⌋
)
adders
pPGZ .4
1 division
1 multiplication
t dividers
2t multipliers
Table 5.2: parallel complexity of pPGZ .2 and pPGZ .4
5.2 Parallel Implementation of the BM de-
coder
We recall the implementation given in section 3.1 of the BM decoding al-
gorithm 3.1.9, in which the error-locator polynomial is calculated computing
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recursively the polynomials σ(1)(x), σ(2)(x), . . . , σ(d−1)(x) = σ(x) (see defini-
tion 3.1.1 and corollary 3.1.8) by the instructions of the step BM .2 recalled
below.
BM.2 (error-locator computation)
σ(0) := 1;
τ (0) := 1;
D(0) := 0;
for i = 0, 1, . . . , d− 2 do
∆i :=
D(i)∑
j=0
Si+1−j σ
(i)
j ;
σ(i+1)(x) := σ(i)(x)−∆ixτ (i)(x); (∗)
if (∆i = 0 or 2D(i) ≥ i+ 1) then
D(i+ 1) := D(i);
τ (i+1)(x) := xτ (i)(x); (b)
else
D(i+ 1) := i+ 1−D(i);
τ (i+1)(x) := σ
(i)(x)
∆i
; (b)
endfor
e := D(d− 1);
σ(x) := σ(d−1)(x);
We can note that the polynomial updates (∗) and (b) do not constitute
obstacles to parallel computation. Indeed as seen we can add two polynomials
or multiply a polynomial by a field element with the cost of one multiplication
or one addition (with a linear number of multipliers and adders). Thus
the instructions (∗) and (b) can be implemented at same time, after the
discrepancy ∆i has been computed, with the overall cost of one inversion,
one multiplication an one addition. It is the computation of discrepancy the
∆i that constitutes the parallel computing bottleneck. This is because ∆i
is computed via a sum of i elements (which requires one multiplication but
⌈log2 i⌉ additions implemented in a circuit with i multipliers and i adders)
and moreover because it must be computed before the polynomial update
(∗).
In order to eliminate this bottleneck and reach a greater parallelism, the
BM decoding algorithm 3.1.9 is modified following an idea of Dilip V. Sarwate
and Naresh R. Shanbhag in [SS01].
For this we introduce the following polynomials:
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Definition 5.2.1. Let σ(i)(x) and τ (i) the polynomials given in definitions
3.1.1 and 3.1.3. If S(x) = S1+S2x+· · ·+sd−1x
d−2 is the syndrome polynomial
(definition 1.5.3), then for any i ∈ {0, 1, . . . , d−1} we define the polynomials
∆(i)(x) = σ(i)(x)S(x)
Θ(i)(x) = τ (i)(x)S(x)
Moreover ∆
(i)
j and Θ
(i)
j will denote respectively the coefficient of the term x
j
in ∆(i)(x) and in Θ(i)(x).
We recall that the ith discrepancy ∆i is defined as the coefficient of the
term xi in the polynomial σ(i)(x)S(x), hence it is obvious that
∆
(i)
i = ∆i
for every i = 0, 1, . . . , d− 2.
The following proposition states the recursive properties of the polynomial
families
{
∆(i)(x)
}d−1
i=0
and
{
Θ(i)(x)
}d−1
i=0
;
Proposition 5.2.2. With the notations of definition 5.2.1, it holds that:
(1) ∆(0)(x) = S(x) and Θ(0)(x) = S(x);
(2) For any i ∈ {0, 1, . . . , d− 2}
∆(i+1)(x) = ∆(i)(x)−∆(i)i xΘ
(i)(x) (5.3)
(3) If D : N → N is the function stated in definition 3.1.2 as D(0) = 0
and
D(i+ 1) =
{
D(i) if ∆
(i)
i = 0 or 2D(i) ≥ i+ 1
i+ 1−D(i) if ∆(i)i 6= 0 and 2D(i) < i+ 1
then
Θ(i+1)(x) =
{
xΘ(i)(x) if ∆
(i)
i = 0 or 2D(i) ≥ i+ 1
∆(i)(x)
∆
(i)
i
if ∆
(i)
i 6= 0 and 2D(i) < i+ 1
(5.4)
for any i ∈ {0, 1, . . . , d− 2}
Proof. 1. Trivial using that σ(0)(x) = τ (0)(x) = 1 by definition;
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2. From the definition 3.1.1, it follows that
∆(i+1)(x) = σ(i+1)(x)S(x) =
(
σ(i)(x)−∆ixτ
(i)(x)
)
S(x) =
= σ(i)(x)S(x)−∆(i)i xτ
(i)(x)S(x) =
= ∆(i)(x)−∆(i)i xΘ
(i)(x)
3. From definition 3.1.3 it follows that if ∆
(i)
i = 0 or 2D(i) ≥ i+ 1 then
Θ(i+1)(x) = τ (i+1)(x)S(x) = xτ (i)(x)S(x) = xΘ(i)(x)
Whereas if ∆
(i)
i 6= 0 and 2D(i) < i+ 1 then
Θ(i+1)(x) = τ (i+1)(x)S(x) =
σ(i)(x)
∆
(i)
i
S(x) =
∆(i)(x)
∆
(i)
i
Proposition 5.2.2 allows us to calculate the discrepancies ∆1,∆2, . . . ,∆d−2
avoiding the sum of several elements as in (∗). Indeed it is sufficient to
implement the update of the polynomial ∆(i)(x) as described in the previous
proposition in order to compute the (i + 1)th discrepancy at the same time
that the polynomial σ(i)(x) is been computed.
Moreover we note that for any j < i, the coefficients ∆
(i)
j and Θ
(i)
j cannot
affect the value of any later discrepancies ∆i+k. Consequently, we need not
store the coefficients ∆
(i)
j and Θ
(i)
j for j < i and we can save memory space
and circuit elements, defining
∆̂(i)(x)
def
=
d−2∑
j=0
∆
(i)
i+j x
j (5.5)
Θ̂(i)(x)
def
=
d−2∑
j=0
Θ
(i)
i+j x
j (5.6)
From this it holds that:
Proposition 5.2.3. If ∆̂
(i)
j is the coefficient of x
j in the polynomial ∆̂(i)(x),
then
(1) ∆̂(0) = S(x) and Θ̂(0)(x) = S(x);
(2) For any i ∈ {0, 1, . . . , d− 2},
∆̂(i+1)(x) =
(
d−2∑
j=1
∆̂
(i)
j x
j−1
)
− ∆̂(i)0 Θ̂
(i)(x)
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(3) For any i ∈ {0, 1, . . . , d− 2},
Θ̂(i+1)(x) =

Θ̂(i)(x) if ∆̂
(i)
0 = 0 or 2D(i) ≥ i+ 1
1
∆̂
(i)
0
(
d−2∑
j=1
∆̂
(i)
j x
j−1
)
if ∆̂
(i)
0 6= 0 and 2D(i) < i+ 1
Proof. 1. By (5.5) and (5.6) it follows that ∆̂(0)(x) = ∆(0)(x) = S(x) and
Θ̂(0)(x) = Θ̂(0)(x) = S(x).
2. By (5.5) and (5.3) it follows that
∆̂(i+1)(x) =
d−2∑
j=0
∆
(i+1)
i+1+j x
j =
=
d−2∑
j=0
(
∆
(i)
i+1+j −∆
(i)
i Θ
(i)
i+j
)
xj
∆
(i)
i+d−1
=0
↓
=
=
d−2∑
j=1
∆
(i)
i+j x
j−1 −∆(i)i
d−2∑
j=0
Θ
(i)
i+j x
j =
=
(
d−2∑
j=1
∆̂
(i)
j x
j−1
)
− ∆̂(i)0 Θ̂
(i)(x)
where we used that ∆
(i)
i+d−1 = 0 because
deg
(
∆(i)(x)
)
= deg
(
σ(i)(x)
)
+ deg (S(x)) ≤ i+ d− 2
3. (3) follows by (5.6) and (5.4) similarly to what already done for (2).
Before showing in detail the parallel implementation of the BM decoding
algorithm due to the reformulated discrepancy computation as seen in pro-
position 5.2.3, we present in the following proposition the relation between
the error values and the coefficients of the polynomial ∆̂(d−1)(x). We will use
it to reformulate the step BM .4.
Proposition 5.2.4. Let ∆̂
(d−1)
j ’s be the coefficients of the polynomial ∆̂
(d−1)(x)
and let e = wt(e) the number of errors which occurred. If e ≤ t then for any
i ∈ {1, 2, . . . , e} it holds that
Ei =
∆̂(d−1)(X−1i ) ·
(
X−1i
)d−1
σ′(X−1i )
(5.7)
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Proof. By corollary 3.1.8 we know that if e ≤ t then σ(d−1)(x) = σ(x). Thus
we have that:
∆(d−1)(x) = σ(d−1)(x)S(x) = σ(x)S(x)
and by the key equation (1.4) it follows that
∆(d−1)(x) ≡ ω(x)
(
modxd−1
)
Now we observe that deg
(
∆(d−1)(x)
)
= deg (σ(x)) + deg (S(x)) = e + d− 2,
while deg (ω(x)) ≤ e− 1. Thus we conclude that ∆(d−1)e+d−2+j = 0 for any j ≤ 1
and that the previous congruence implies:
∆(d−1)(x) = ω(x) +
(
∆
(d−1)
d−1 +∆
(d−1)
d x+ · · ·+∆
(d−1)
e+d−2x
e−1
)
xd−1 =
= ω(x) + ∆̂(d−1)(x) xd−1
Hence for any i ∈ {1, 2, . . . , e} we have that
0 = ∆(d−1)(X−1i ) = ω(X
−1
i ) + ∆̂
(d−1)(X−1i ) ·
(
X−1i
)d−1
and substituting ω(X−1i ) = −∆̂
(d−1)(X−1i ) ·
(
X−1i
)d−1
in Forney’s formula
(1.2) we can conclude the proof.
We state now the parallel Berlekamp-Massey (pBM ) decoding algorithm:
Algorithm 5.2.5 (pBM decoding algorithm forRS(n, d, α)).
Input: the received word r(x);
Output: the codeword c(x);
Begin
pBM .1 (syndrome computation)
for i = 1, 2, . . . , d− 1 do in parallel
Si := r(α
i);
endfor
pBM .2 (error-locator polynomial computation)
σ(0) := 1;
τ (0) := 1;
∆̂(0) := S(x);
Θ̂(0) := S(x);
D(0) := 0;
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for i = 0, 1, . . . , d− 2 do in parallel
σ(i+1)(x) := σ(i)(x)− ∆̂(i)0 xτ
(i)(x);
∆̂(i+1)(x) :=
(
d−2∑
j=1
∆̂
(i)
j x
j−1
)
− ∆̂(i)0 Θ̂
(i)(x);
if (∆̂
(i)
0 = 0 or 2D(i) ≥ i+ 1) then
D(i+ 1) := D(i);
τ (i+1)(x) := xτ (i)(x);
Θ̂(i+1)(x) := Θ̂(i)(x);
else
D(i+ 1) := i+ 1−D(i);
τ (i+1)(x) :=
σ(i)(x)
∆̂
(i)
0
;
Θ̂(i+1)(x) :=
1
∆̂
(i)
0
(
d−2∑
j=1
∆̂
(i)
j x
j−1
)
;
endfor
e := D(d− 1);
σ(x) := σ(d−1)(x);
pBM .3 (finding error positions)
calculate the error positions p1, p2, . . . , pe and the elements
X−11 , X
−1
2 , . . . , X
−1
e using Chien’s search;
pBM .4 (finding the error values)
for i = 1, 2, . . . , e do in parallel
Ei :=
∆̂(d−1)(X−1i ) ·
(
X−1i
)d−1
σ′(X−1i )
;
endfor
Return c(x) := r(x)−
e∑
i=1
Eix
pi;
End
The correctness of the pBM decoding algorithm follows by propositions
5.2.3 and 5.2.4. The instructions of step pBM .2 can be implemented in a
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systolic architecture composed of an array of d+ t circuit of the same type,
which store and update the polynomial coefficients, and of a control unit,
which computes the function D and determines whether the discrepancy is
zero computing its inverse if necessary (see figure 5.2).
CONTROL
c0 c1 cd−3 cd−2
cd−1 cd cd+t−2 cd+t−1
∆̂
(i)
0
Figure 5.2: architectures for pBM .2
More precisely, each circuit is composed of two storage devices, two multi-
pliers and an adder. After i steps the circuit cj for j = 0, 1, . . . , d−2 contains
the coefficients ∆̂
(i)
j and Θ̂
(i)
j , while for j = d − 1, d, . . . , d+ t − 1 stores the
coefficients σ
(i)
d+t−1−j and τ
(i)
d+t−1−j . During the (i+ 1)th step, the coefficients
contained in each circuit shift left and the circuit cj carries out the following
instructions to update the polynomial coefficient which it contains:
∆̂
(i+1)
j = ∆̂
(i)
j+1 − ∆̂
(i)
0 Θ̂
(i)
j
Θ̂
(i+1)
j =

Θ̂
(i)
j if ∆̂
(i)
0 = 0 or 2D(i) ≥ i+ 1
∆̂
(i)
j+1
∆̂
(i)
0
if ∆̂
(i)
0 6= 0 and 2D(i) < i+ 1
for j = 0, 1, . . . , d− 2
or
σ
(i+1)
j = σ
(i)
j − ∆̂
(i)
0 τ
(i)
j−1
τ
(i+1)
j =

τ
(i)
j−1 if ∆̂
(i)
0 = 0 or 2D(i) ≥ i+ 1
σ
(i)
j
∆̂
(i)
0
if ∆̂
(i)
0 6= 0 and 2D(i) < i+ 1
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for j = d− 1, d, . . . , d+ t− 1
Step pBM .4 requires 2 circuits for Chien’s search in order to evaluate the
polynomials xd−1∆̂(d−1)(x) and σ′(x) in the field elements. As usual these
polynomial evaluations are executed at the same time of the evaluation of
σ(x) done in step pBM .3 with a negligible cost with respect to the others
instructions. Following the evaluations, the error values Ei’s are computed
executing simultaneously the divisions needed with e dividers. Thus, re-
calling that t =
⌊
d−1
2
⌋
, the complexity of step pBM .2 and pBM .4 can be
summarized as in table 5.3. Note that we consider the upper bound of the
quantities involved, which is reached when d is even and d − 1 = 2t + 1.
When d is odd and d − 1 = 2t, the number of arithmetic operations needed
decreases to 2t, while 6t+ 2 multipliers and 3t+ 1 adders are enough.
time complexity space complexity
pBM .2
2t+ 1 inversions
2t+ 1 multiplications
2t+ 1 additions
1 inversion circuit
6t+ 4 multipliers
3t+ 2 adders
pBM .4 1 division t dividers
Table 5.3: parallel complexity of pBM .2 and pBM .4
Remark 5.2.6. As seen at the end of section 3.1, the BM decoding algorithm
3.1.9 can be modified to avoid the inversions computed in step BM .2. If in
this section we consider the polynomials σ˚(i)(x) and τ˚ (i)(x) (see definition
3.1.15) instead of the polynomials σ(i)(x) and τ (i)(x), then in step pBM .2 we
will have the following instructions
pBM .2b σ˚(0) := 1;
τ˚ (0) := 1;
∆˚(0) := S(x);
Θ˚(0) := S(x);
D(0) := 0;
β(0) := 1;
for i = 0, 1, . . . , d− 2 do in parallel
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σ˚(i+1)(x) := β(i)˚σ(i)(x)− ∆˚(i)0 xτ˚
(i)(x);
∆˚(i+1)(x) := β(i)
(
d−2∑
j=1
∆˚
(i)
j x
j−1
)
− ∆˚(i)0 Θ˚
(i)(x);
if (∆˚
(i)
0 = 0 or 2D(i) ≥ i+ 1) then
D(i+ 1) := D(i);
β(i+ 1) := β(i);
τ˚ (i+1)(x) := xτ˚ (i)(x);
Θ˚(i+1)(x) := Θ˚(i)(x);
else
D(i+ 1) := i+ 1−D(i);
β(i+ 1) := ∆˚
(i)
0
τ˚ (i+1)(x) := σ˚(i)(x);
Θ˚(i+1)(x) :=
d−2∑
j=1
∆˚
(i)
j x
j−1;
endfor
e := D(d− 1);
σ˚(x) := σ˚(d−1)(x);
In this way each discrepancy inversion is replaced by multiplications (of
the coefficients of the polynomials involved) executable at the same time the
other multiplications already present (see [SS01] for more details). So the
polynomials σ˚(d−1)(x) = b · σ(d−1) and ∆˚(d−1)(x) = b · ∆̂(d−i)(x), where
b =
d−2∏
j=0
β(j)
can be computed by the circuit cj with a complexity upper bounded by:
time complexity space complexity
pBM .2b
2t+ 1 multiplications
2t+ 1 additions
6t+ 4 multipliers
3t+ 2 adders
Table 5.4: parallel complexity of inversionless pBM .2
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Finally we note that the error value formula (5.7) used in pBM .4 does
not change, indeed it holds that
Ei =
∆˚(d−1)(X−1i ) ·
(
X−1i
)d−1
σ˚′(X−1i )
Conclusions
In this thesis we have studied and proposed several decoding algorithms for
Reed-Solomon codes, dwelling on their computational time complexity. In
particular, we have proved that, when the decoding is expressed in terms of
linear systems and tools of linear algebra, a detailed study of the matrices
involved (the syndrome matrix A, the matrices Ai and Bj) leads to efficient
procedures for computing both the error-locator polynomial and the error
values. This permits to see the linear algebra approach in a new light, since it
is now competitive with other decoding strategies. Finally the linear algebra
techniques allow to reach the goal of a parallel implementation of the PGZ
decoding strategy. We note that the computational time cost is lower for the
pPGZ decoding algorithm 5.1.5 than for the pBM decoding algorithm 5.2.5
(proposed in [SS01]), but the second one allows a parallel implementation
that employs a smaller number of circuit elements arranged in a simpler
systolic architecture (see table 5.5 on page 103). Thus the pPGZ decoding
algorithm 5.1.5 can represent the better choice for Reed-Solomon codes in
some special cases, as when the error correction capability is small and the
transmission channel is quite good, while the pBM decoding algorithm 5.2.5
allows a linear time decoding with a linear number of hardware elements also
in more general cases.
As intermediate results we have proved the following:
• from a theoretical point of view, we have used the f PGZ decoding
algorithm 2.2.5 to uncover the existing relationship between the leading
principal minors Ai of the syndrome matrix and the discrepancies ∆j
computed by the BM decoding algorithm 3.1.9. Indeed in theorem
3.3.3 we have proved that if det(Ai) 6= 0, then
r = min{j | det(Ai+j) = 0} ⇒ ∆2i = · · · = ∆2i+r−2 = 0 and ∆2i+r−1 6= 0
We have achieved this result by comparing the intermediate outcomes of
the f PGZ decoding algorithm 2.2.5 with the ones of the BM decoding
algorithm 3.1.9;
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• we have found the necessary and sufficient conditions that must be
added to the f PGZ and the BM decoding algorithms in order to make
them t-bounded distance decoding algorithms;
• for what concerns the error value computation, we have proved a new
formula for the BM decoder (used in BM .4b), which needs fewer arith-
metic operations than Forney’s formula. Moreover we have noted that
step BM .4 (or BM .4b) allows an advantageous pipelined implement-
ation with step BM .3. In step f PGZ .4 this is not possible because
the error values are calculated by solving a linear system in which the
coefficient matrix is formed by some powers of the σ(x) roots. We
have eliminated this disadvantage of the f PGZ decoding algorithm by
proving in proposition 4.2.1 that
Ei = −
εe−θ ·
(
X−1i
)e+θ−1
σ′(X−1i )Pw(θ)(X
−1
i )
This formula allows to compute each Ei using the vector w
(θ) and
coefficient εe−θ, which are byproducts of the computation of σ(x) in
f PGZ .2. Moreover it can be executed by a pipelined implementation
with step f PGZ .3;
• as regards the parallel implementation, we have proved that the pro-
posed pPGZ decoding algorithm 5.1.5 has an O(e) multiplicative time
complexity with O(t·
(
t
⌊t/2⌋
)
) circuit elements. Moreover we have studied
the pBM decoding algorithm 5.2.5, which has an O(t) multiplicative
time complexity with O(t) circuit elements. For the second one our
main contribution concerns the formalization of the proof of the al-
gorithm correctness.
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time complexity space complexity
pPGZ
1 divisions
e+ 1 multiplications
e ⌈log2 e⌉ additions
t dividers
t
(
t
⌊t/2⌋
)
+ 2t multipliers
t
(
t
⌊t/2⌋
)
adders
pBM
1 divisions
2t+ 1 multiplications
2t+ 1 additions
t dividers
6t+ 4 multipliers
3t+ 2 adders
(inversionless)
Table 5.5: complexity comparison
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