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Abstract
The process called the chip-ﬁring game has been around for no more than 20 years, but it has
rapidly become an important and interesting object of study in structural combinatorics. The reason
for this is partly due to its relation with the Tutte polynomial and group theory, but also because of
the contribution of people in theoretical physics who know it as the (Abelian) sandpile model.
Here, we survey some of the numerous connections that the chip-ﬁring game has with some other
parts of combinatorics and with theoretical physics. Among these we present its relation with the
Tutte polynomial, group theory, greedoids with repetition and matroids. We also reintroduce it as the
Abelian sandpile model of statistical mechanics and give a relation with the Potts model.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In 1986, Spencer [40] was studying the following problem: given k ∈ N and n vectors
{v1, . . . , vn} inRm, ‖vi‖∞1, 0 in, do there exist e1, . . . , en, ei ∈ {−1, 1} for 1 in,
such that ‖∑ni=1 eivi‖∞kn1/2?
His answer uses a “balancing game”. We have a pile of N chips in the center of a
long path, at each move we take N/2	 chips to the right and 
N/2 to the left. Now,
the game continues with these two new piles and so on. Later, Anderson et al. in [1]
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extended the game by allowing the player to move one chip at a time either to the right or
to the left, and starting with an arbitrary distribution of chips.
In 1991, Björner et al. [12] studied the natural generalization of this game to simple
graphs.We put some chips on each vertex ofG; we say that a vertex is ready if it has at least
as many chips as its degree, in which case we can ﬁre it and the result is that it distributes
one chip to each of its neighbours, this can cause another vertex to be ready, and so on.
This game was called the chip-ﬁring game. Here, they were mainly interested in the ﬁnal
distribution of chips after a sequence of moves that follow the rules and the duration of the
process. A game following the rules is called a legal game. Even though they were working
in the context of simple graphs, exactly the same analysis can be done for graphs with
multiple edges, and we state their main results in this more general context.
Theorem 1 (Björner et al. [12]). Given a connected multi-graph and an initial distribu-
tion of chips, either every legal game can be continued indeﬁnitely, or every legal game
terminates after the same number of moves with the same ﬁnal position. The number of
times a given vertex is ﬁred is the same in every legal game.
Theorem 2 (Björner et al. [12]). Given a connected multi-graph G and an initial distri-
bution of N chips:
(1) If N > 2|E(G)| − |V (G)|, then the game is inﬁnite.
(2) If |E(G)|N2|E(G)| − |V (G)|, then there exists an initial conﬁguration which
terminates after a ﬁnite number of ﬁrings and also one which continues indeﬁnitely.
(3) If N < |E(G)|, the game is ﬁnite.
From about the same time as Spencer’s studies we have the work of Bak et al. and Dhar
[3,23]. In [3] they introduce the notion of self-organized critical phenomena. This notion
has as a model Abelian sandpiles that were introduced by Dhar [23]. Later we will see that
the chip-ﬁring game and theAbelian sandpile model are, under certain restrictions, the same
process, which is interesting as they were proposed independently and for totally different
reasons.
It was Biggs [6] who came up with a process that was related to the chip-ﬁring game
and to Abelian sandpiles. In this game we also have a graph G, but this time we are given
a special vertex q. The rules of this new game are as above for every vertex except for q,
but q has a debit of chips equal to the number of chips on the graph and is ready only when
every other vertex is not, then q is ﬁred until some vertex is ready. The last rule ensures an
inﬁnite game. In [6], the game is called the dollar game, and dollars are used instead of
chips. The vertex q plays the role of the government and the whole game is a simulation of
the economy. Here, however, we stick to the term chip-ﬁring game for this new game.
In Section 2 we introduce matroids and also the Tutte polynomial, these notions will be
required later. Section 3 is devoted to the chip-ﬁring game and some of its many properties,
so it is a long section.We start with the deﬁnition of the chip ﬁring and critical conﬁguration
to move later to some greedoid theory in Section 3.1, this tool is used to analyse critical
conﬁgurations in Section 3.2. In Section 3.3 we include the deﬁnition of the critical group
of a graph, and in Sections 3.4 and 3.5 we describe the relation of the chip ﬁring and
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its critical conﬁgurations with the Tutte polynomial. From here we move to the Abelian
sandpile model and its relation with the chip-ﬁring game in the context of statistical physics
in Section 4. Finally, in Section 5 we also relate the chip-ﬁring game with the matroid
complex of cographic matroids and mention a partial solution to a conjecture of Richard
Stanley.
2. Preliminaries
We consider throughout this paper labelled connected graphs which may have loops and
multiple edges, so it is useful for a graph G and a vertex v ∈ V (G) to denote by indeg(v)
twice the number of loops at v, and by exdeg(v) the number of edges that are incident to
v but are not loops, so deg(v) = indeg(v) + exdeg(v). Also, for v,w ∈ V (G), we deﬁne
(v,w) to be the number of edges joining v and w.
2.1. Some matroid theory
AmatroidM is just a generalization of a matrix and can be deﬁned as a pair (E, r), where
E is a ﬁnite set and r is a submodular rank function mapping 2|E| → Z and satisfying the
conditions
0r(A) |A|, A ⊆ E,
A ⊆ B ⇒ r(A)r(B)
and
r(A ∪ B)+ r(A ∩ B)r(A)+ r(B), A,B ⊆ E.
If A ⊆ E and r(A) = |A|, the set A is called an independent set of M, and a maximal
independent set in the poset of subsets of E is called a basis ofM. It is not difﬁcult to prove,
see [38], that if A ⊆ B and B is an independent set, then A is also an independent set ofM;
and that any basis of M has cardinality r(E). Also, for a matroid M = (E, r) we have its
dual matroidM∗ = (E, r∗), where the rank function is deﬁned by
r∗(A)= |A| − r(E)+ r(E\A)
for all A ⊆ E. It is easy to prove that (M∗)∗ =M , see [38].
As examples of matroids we have graphic matroids: given a graph G= (V ,E) we have
the matroidM(G)= (E, r), where for a subset of edges A its rank is deﬁned by
r(A)= |V | − k(A),
and k(A) is the number of connected components in the subgraph of G with edge set A and
vertex set V. Clearly, if G is connected, the bases ofM(G) are the spanning trees of G and
r(E)= |V | − 1. A matroidM whose dual matroidM∗ can be realized as a graphic matroid
is called a cographic matroid. If the cographic matroidM = (E, r) has as dual the graphic
matroid M∗ = N(G), then r(E) is equal to the cyclomatic number of G. For more about
matroid theory, see [38,46].
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2.2. The Tutte polynomial
If M is a matroid over a set E, then its Tutte polynomial is deﬁned as
T (M; x, y)=
∑
A⊆E
(x − 1)r(E)−r(A)(y − 1)|A|−r(A), (1)
where r is the rank function of M. An interesting property of T that relates M and M∗ is
that T (M∗; x, y) = T (M; y, x). This polynomial is an important invariant as it contains
much information on the graph in the case of a graphic matroid M(G), or, in general, on
the matroid. For example, each of the following is a special case of the general problem of
evaluating T (M; x, y) for a graph (or matroid) along particular curves of the (x,y) plane:
• the chromatic and ﬂow polynomials of a graph;
• the all terminal reliability probability of a network;
• the partition function of the Q-state Potts model;
• the Jones polynomial of an alternating knot;
• the weight enumerator of a linear code over GF(q);
• the number of bases of the matroid M.
This last evaluation is just T (M; 1, 1). See [15] for a comprehensive survey.
The Tutte polynomial also has a recursive deﬁnition that we state here just for the case
of graphs: if G has no edges, then T (G; x, y)= 1, otherwise for any e ∈ E(G);
T (G; x, y)= xT (G/e; x, y), whenever e is a coloop, (2)
T (G; x, y)= yT (G\e; x, y), whenever e is a loop, (3)
T (G; x, y)= T (G\e; x, y)+ T (G/e; x, y), otherwise. (4)
HereG/e is the graph G with the edge e contracted andG\e is the graph G with the edge e
deleted. In other words, Tmay be computed recursively by choosing the edges in any order
and repeatedly using (2)–(4) to evaluated T. The fact that this T is also given by (1) shows
that the process is independent of the order in which the edges are chosen.
Example. In Fig. 1, we show an example of computing the Tutte polynomial of the graph
G, that is K4 minus one edge. By adding the monomials at the bottom of the ﬁgure, we get
that T (G; x, y)= x3 + 2x2 + x + 2xy + y + y2. Note that T (G; 1, 1)= 8 is the number
of spanning trees of the graph.
3. The chip-ﬁring game
We restate the deﬁnition of the chip-ﬁring game with some mathematical notation. Let
G be a graph and q ∈ V (G). A conﬁguration is a function
 : V (G)→ Z,
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Fig. 1. An example of computing the Tutte polynomial recursively.
where (v)0 for all v = q and (q) = −∑v =q (v). Then, a conﬁguration represents
a distribution of chips in G during a chip-ﬁring game. The deﬁnition of (q) is based on
some algebraic tool required later but it may be helpful for the reader to image that q has
an unlimited source of chips. Alternatively, a conﬁguration can be considered as a vector c
in Z|V (G)| such that 1t c · =0 and ci0 for all i = q.
A vertex v = q is ready if (v) deg(v), q is ready if every other vertex is not ready. For
a conﬁguration  and a ready vertex w, ﬁring w results in the new conﬁguration ′ deﬁned
by
′(v)=
{
(v)+ (v,w) if v = w,
(w)− exdeg(w) if v = w.
Now, the rule of the game is simple. If you have a ready vertex v, you ﬁre v. We say that
this is a legal ﬁring.
Firstly, notice that q is going to ﬁre just when no other vertex can ﬁre and it will ﬁre
until some vertex v = q becomes ready. Secondly, at some moment you can have several
vertices ready, none of them q by the previous observation, and then you ﬁre one of your
choice. Later we will see that this selection does not affect the combinatorics of the objects
of our interest. Finally, if we have a loop at vertexw, a ﬁring of the vertexw sends two chips
through the loop that return again to the vertex, so loops do not affect the redistribution of
chips, but to deﬁne the process for graphs with loops is important as we will be working
with the Tutte polynomial.
An example of the ﬁring of two vertices is shown in Fig. 2. The two vertices with a circle
around them are ﬁred one after the other and the number next to each vertex corresponds
to its number of chips.
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Fig. 2. An example of the ﬁring of two vertices in a chip-ﬁring game.
We can express the ﬁring rule by means of the Laplacian matrix of the graph. For a graph
G, its Laplacian matrix Q is the |V (G)| × |V (G)| matrix whose rows and columns are
indexed by the vertices of G and
Qv,w =
{−(v,w) if v = w,
exdeg(w) if v = w. (5)
Then, if we consider a conﬁguration  as a vector in Z|V |, ﬁring vertex w corresponds to
taking the new vector −Qhw, where the vector hw is zero in every entry except in entry
w that is 1. And in general, a sequence s of ﬁrings can be represented as  −Q[s], where
the value of [s] at entry w is the number of times we have ﬁred vertex w. Of course, all this
can be done only if the ﬁrings are legal.
A legal sequence for a conﬁguration  = 1 is a sequence  of vertices (v1, . . . , vk−1),
such that: v1 is ready in 1 and at each moment i, vi is ready in i , and i is obtained from
i−1 by ﬁring vi−1, 2 ik. So a legal sequence is a sequence of vertices that can be ﬁred
in a game with starting conﬁguration . If we can go from an initial conﬁguration  to a
conﬁguration ′ by a legal sequence we write  → ′.A conﬁguration  is stable if for every
vertex v = q, (v)< deg(v), so, in a stable conﬁguration, the only vertex that is ready is q.
Suppose we start with a conﬁguration  and after a legal sequence of length k, where k1
if the graph does not consist just of loops, we arrive at the same conﬁguration, we say that 
is a recurrent conﬁguration. A stable conﬁguration that is also recurrent is called a critical
conﬁguration. The following statement is known [5], but we supply a proof in order to give
the reader some feeling about the chip-ﬁring game.
Theorem 3. For a connected graph G and initial conﬁguration , there exists a legal
sequence which produces a critical conﬁguration.
Proof. This follows by the pigeon-hole principle.We start ﬁring vertices as long as we obey
the rules of the game. First note that the vertices V (G)\q cannot be ﬁred inﬁnitely without
ﬁring q. Such a sequence of ﬁrings would imply that a vertex is ﬁred inﬁnitely often and,
because there is only a ﬁnite number of chips, so are all its neighbours. As G is connected,
this argument implies that a neighbour of q is ﬁred inﬁnitely often but that would mean an
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inﬁnite loss of chips and thiscontradicts the ﬁniteness of the number of chips. Therefore,
at some moment we have to ﬁre q and hence reached a stable conﬁguration. Now, we
can ﬁre q as many times as necessary and start again until another stable conﬁguration is
reached and so on. But the number of stable conﬁgurations is ﬁnite, therefore at some point
a conﬁguration occurs twice, say ′. Then, the legal sequence from  to the ﬁrst time we
obtain ′ satisﬁes the statement. 
From now on, we use Cq(G) for the set of critical conﬁgurations of the graph G with
special vertex q. If q is not important, we use just C(G) and if G is implicit in the context,
just C.
3.1. Some Greedoid theory
We are interested in providing a new proof of the known Theorem 7 stated below, but we
require the theory of greedoids with repetition. So, before continuing with the chip-ﬁring
gamewe summarize some results of the theory of greedoids with repetition. Greedoids were
introduced around 1980 byB.Korte andL. Lovász as a generalization of thematroid concept
within the context of combinatorial optimization.A greedoid is deﬁned as a collection of or-
dered sets satisfying a version of thematroid axiomswhere the order of the sets is important,
see [32]. Greedoids with repetition were introduced by allowing that these ordered sets have
repetition of elements. For more about greedoids see [32] and for greedoids with repetition,
see [13]. Here we follow [12] as we just need results that deal with the chip-ﬁring game.
Let E be a ﬁnite set of cardinality n.Aword over E is any ﬁnite sequence of elements of E
and we denote the set of all possible words by E∗. A languageL over E is any non-empty
subset of E∗. A subword  of a word  is any subsequence of . For a word , we denote
by || the length of , and by [] its scoreor commutative image, that is, the vector in Zn
which is deﬁned by
[]i = k if i ∈ E occurs k times in .
A languageL is left-hereditary if whenever a word  belongs toL, then any preﬁx of 
also belongs toL . The language is locally free if the following holds:
• Let  ∈ L and i = j be two elements of E such that i and j belong toL, then ij
also belongs to E.
We say thatL is permutable if whenever  and ′ are two words inL such that [] = [′]
and i ∈L, for some i ∈ E, then we also have ′i ∈L.
The importance of these properties is that they imply a very strong exchange property on
the languageL. This property is the following:
ST: If  and ′ belong to L, then  contains a subword  such that ′ ∈ L and
[′] = [] ∨ [′], where for two vectors a and b in Zn, a ∨ b denotes the coordinate-wise
maximum.
The property (ST) implies, for example, that
GE: If  and ′ belong toL and ||> |′|, then there exists an element i in  such that
′i ∈L.
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If L is just left-hereditary and satisﬁes this last property, then it is a greedoid with
repetition [13]. We call the property (GE), the greedoid property.
The following lemma states the equivalence between the ﬁrst three properties and (ST);
the proof is in [12].
Lemma 4. Every locally free, permutable, left-hereditary language has the strong ex-
change property. Conversely, every language with the strong exchange property is locally
free and permutable.
As with matroids, some greedoids and greedoids with repetition have special elements
that work as bases. We say that a word  ∈ L is basic if it is not the preﬁx of any other
word inL. Suppose thatL has a basic word , then any other basic word has to have the
same length as  and there is no word of greater length by (GE). This common length is
called the rank of the language. If there is not a basic word inL, then its rank is inﬁnite as
every word ofL can be extended indeﬁnitely. Here we will just work with languages with
ﬁnite rank.
If we further suppose that L is a left-hereditary language that satisﬁes (ST), then we
can conclude that all basic words have the same score. This is all that we need for our
analysis of the chip-ﬁring game, however, the last observation has been generalized in [12]
as follows. Two words  and ′ in a left-hereditary language are said to be equivalent,
 ∼ ′, if for every string  such that  ∈ L, we also have ′ ∈ L. The equivalence
classes of this relation are called ﬂats. We can assign an order relation to the set of ﬂats of
L by saying that a ﬂat A is a subﬂat of a ﬂat B, if every word in A can be extended to a
word in B.
Lemma 5. LetL be a locally free, permutable, left-hereditary language of ﬁnite rank and
 and ′ be two words inL. Then, the ﬂat deﬁned by  is a subﬂat of the ﬂat deﬁned by ′
if and only if [][′]. In particular,  ∼ ′ if and only if [] = [′].
Again, the proof can be found in [12].
3.2. Critical conﬁgurations
We now return to the chip-ﬁring game to analyse very closely the critical conﬁgurations
of a given graph. The results we are presenting here have been proved in different ways.
One approach is to use direct counting arguments as in [6].Another is to apply group theory
arguments to the Picard group as in [21]. Here, we explore an approach hinted at in [6]
based on the theory of greedoids with repetition. First we notice that Theorem 3 allows us
to deﬁne the following language:
L() = {| is a legal sequence for  such that it can be extended to produce a critical
conﬁguration and any conﬁguration obtained in the ﬁring of  is not critical}.
We now apply the theory of greedoids with repetition toL().
Lemma 6. For a graph G and initial conﬁguration , the languageL() is locally free,
permutable and left-hereditary.
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Proof. Clearly, if  ∈ L() and ′ is a preﬁx of , then ′ can be extended to  and then
to a critical conﬁguration, soL() is left-hereditary.
To prove thatL() is permutable take two legal sequences  and ′ with the same score,
that is, [] = [′], then  −Q[] =  −Q[′], where Q is the Laplacian matrix, and thus
both sequences lead to the same conﬁguration. Therefore, if there exists a vertex w such
that w ∈L(), then ′w also belongs toL().
Let  ∈L(). Suppose there exist two different verticesw andw′ such that w and w′
can be extended to produce a critical conﬁguration, this implies w,w′ = q. Thus, after the
legal sequence  we cannot arrive at a stable conﬁguration, and then, neither to a critical
conﬁguration. Also, vertices w and w′ have at least as many chips as their degrees, so we
can ﬁre both and the sequence ww′ produces a conﬁguration that can now be extended to
a critical conﬁguration by Theorem 3. This provesL() is locally free and completes the
proof of the lemma. 
Theorem 7. For a graphG and a conﬁguration , there exists a unique critical conﬁgura-
tion c such that  → c.
Proof. We know by the proof of Theorem 3 that L() is not empty. This language has
as basic words all the legal sequences that starting from  ﬁnish in a critical conﬁguration
and they do not pass through any other critical conﬁguration; let us take one of these
conﬁgurations, say c.
As L(), by Lemma 4, has the greedoid exchange property, all basic words have the
same length; also any two basic words are equivalent, thus, by the previous Lemma 5, they
have the same score and lead to the same critical conﬁguration. We conclude that this c is
unique. 
So, the previous theorem shows that the selection of the ﬁring during a chip-ﬁring game
is irrelevant for the critical conﬁguration to which we arrive eventually.
For a critical conﬁguration , we called the basic words of L() critical sequences.
Critical sequences have been studied before [6,8] for loopless graphs with multiple edges.
We include an important result from [6, p. 5], that is also mentioned in [23]. The result was
probably stated for the ﬁrst time by Dhar and is known by many authors as Dhar criterion.
Proposition 8. LetGbeagraphand c bea critical conﬁguration, thenany critical sequence
consists of ﬁring all the vertices of G exactly once.
Corollary 9. If  and c are critical conﬁgurations such that  → c, then = c.
Proof. Observe that after a legal sequence for  we arrive at  by Proposition 8. Then by
Theorem 7, = c. 
3.3. The critical group
Given a graph G, the Laplacian matrix Q, see (5), can be regarded as an homomorphism,
Q : C0(G,Z)→ C0(G,Z),
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where C0(G,Z) is the Abelian group of integer-valued functions on V (G). If we consider
now the homomorphism
 : C0(G,Z)→ Z
deﬁned by (F )=∑v∈V (G) F (v), it is proved in [6] the following.
Proposition 10. The image ofQ is a subgroup of the kernel of .
For each conﬁguration , let () be the unique critical conﬁguration given by Theorem
7. By deﬁnition, any conﬁguration  belongs to the kernel of . Let [] denoted the coset of
 with respect to ImQ. In [6] it is proved that the function
 : ker /ImQ→ C(G)
deﬁned by ([])= () is a bijection. Thus, it is obtained the following
Theorem 11. The setC(G) of critical conﬁgurations on a connected graphG can be given
the structure of an Abelian group.
Using the group operation on ker /ImQ, that is [] + [′] = [+ ′], and the function
 we have a group operation • on C. For  and ′, two critical conﬁgurations, we have
 • ′ = (+ ′).
This group is known as the critical group of G [6] or the Jacobian group [2]. Probably
the ﬁrst introduction of the critical group was given in [33]. In [21], it is proved that if G
is a planar graph and G∗ is a geometric dual of G, then C(G)C(G∗). Also, in [45] it is
proved that if for two connected graphs G and H, the (graphic) matroidsM(G) andM(H)
are isomorphic (see [38] for deﬁnition and a necessary and sufﬁcient condition for this to
happen), then C(G)C(H).
This group, when considered as ker /ImQ, has a nice presentation that is described
in [6,7]. Let 	u be the function in C0(G,Z) which takes the value 1 at vertex u and 0
everywhere else, clearly, the function 	u − 	q is in ker . We have a critical conﬁguration
associated with it, namely gu = [	u − 	q ].
It is shown in [6] that {gu |u = q} is a set of generators for the critical group of G.
Furthermore, this set of generators satisfy a canonical set of relations. This presentation is
called the Picard presentation. In the Picard presentation there is a relation Rv for each
vertex v = q in G.
Rv : exdeg(v)gv = indeg(v)gv +
∑
w =q
(v,w)gw.
Recall that deg(v)= indeg(v)+ exdeg(v), see p. 5. By adding these relations, it is obtained
the following relation Rq :
Rq :
∑
w =q
(v,w)gw = 0.
198 C. Merino / Discrete Mathematics 302 (2005) 188–210
Observe that while the critical group does not depend on the choice of q, the Picard presen-
tation does.
Recently, there has been a growing interest in understanding the structure of the critical
group. More precisely, as C(G) is a ﬁnitely generated Abelian group, it has a direct sum
decomposition
C(G)(Z/n1Z)⊕ · · · ⊕ (Z/nrZ),
where the integers ni are known as the invariant factors, and they satisfy ni |ni+1 for
1 ir − 1. To obtain the invariant factors, ﬁrst you take a presentation of the group
and construct a matrix with these relations, then you reduce the matrix to its Smith Normal
Form. This is a diagonal matrix and the elements in the diagonal are the invariant factors
(see [16, pp. 143–151] for details).
We have some remarks to make. First, in the case of the critical group of a graph G, the
matrix of relations is given by the matrix obtained from the Laplacian matrix Q of G when
we removed the q row and column [5]. Second, the minimal number of generators forC(G)
is the number of invariant factors nj such that nj > 1, and we denote this number by 
(G).
The number of invariant factors that are equal to 1 is denoted1(G). Then1(G)+
(G)=n,
the number of vertices of G. Finally, given that the order of C(G) equals the number of
spanning trees of G, we have that
∏n
i=1ni equals the number of spanning trees of G.
Now, for Kn we have C(Kn)
⊕n−2
i=1 (Z/nZ) and 
(G) = n − 2. It can be proved that
if G is an n-vertex graph such that 
(G)= n− 2, then GKn. On the other hand, for the
n-cycle Cn we have C(Cn)(Z/nZ) and 
(Cn) = 1. So these two graphs are extremes
of the whole spectrum of possibilities and the following questions have been addressed by
several people:
For which n-vertex graphs does the group C(G) have n − 3 or n − 4 minimal number
of generators? For example, Kn\e, the complete graph minus an edge, has n− 3 minimal
number of generators. For which graphs is C(G) cyclic? This seems a much more difﬁcult
question. For example, this is the case of the n-cycle but computational search shows that
this happens in most cases. More precisely, there is the following conjecture of Wagner
[45].
Conjecture 12. If c > 1 and c log(n)/n<p(n)< 1 − o(log(n)/n) then, as n → ∞, the
probability that C(G(n, p)) is cyclic converges to 1. Finite point set in convex position.
Here,G(n, p) is the random simple undirected graphwith n vertices and edge-probability
0p1.The lower bound on p ensures thatwith very high probabilityG(n, p) is connected
and the upper bound is to avoidG(n, p) to be the complete graphs on n vertices or a complete
bipartite graph. There are results about 1(G) in [30] but the implications of these results
in the above problems does not seem to have been explored yet.
As a ﬁnal comment, note that for any ﬁnitely generated Abelian group K with decompo-
sition K(Z/n1Z)⊕ · · · ⊕ (Z/nrZ), we can construct a graph G such that C(G)K , by
joining r cycles of lengths n1, . . . , nr at a single vertex. This is, however, not a 2-connected
graph and as a graphic matroid M(G), it is not a connected matroid. So, the structure of
C(G) for a 2-connected graph G is more interesting.
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As another interesting connection of the chip-ﬁring game and algebra we have the fol-
lowing relation with Gröbner bases [22]. LetG be a simple graph with vertex set {1, . . . , n},
with the vertex n equal to q and let the degree of vertex i be denoted di . In [22], to a ﬁring
of the vertex i, there is associated the binomial
T (xi)= xdii −
∏
j =i
x
(i,j)
j
in Q [x1, . . . , xn]. The authors deﬁne the ideal IG generated by xn − 1 and the binomials
T (xi), for 1 in. Then, it is given an explicit Gröbner basis of the ideal IG with respect to
an order called the toppling order and furthermore, it is given an explicit minimal Gröbner
basis with respect to the toppling order.
Also interesting is that the quotientQ [x1, . . . , xn]/IG, as aQ-vector space, has dimension
the order of the critical group. A basis of this vector space is given by the set of monomials
that do not reduce to 0 by a choosen Gröbner basis. These monomials are called reduced
monomials. The authors of [22] give a bijection between the set of reduced monomials with
respect to the toppling order and the set of critical conﬁgurations. Using this, they describe
an algorithm to compute the identity of the critical group.
More on the critical group can be found in [6,7,21–24,45].
3.4. Weighting conﬁgurations
For a conﬁguration , we deﬁne its weight, w(), to be
w()=
∑
v =q
(v).
If  is critical, we also deﬁne its level as
level()= w()− |E(G)| + deg(q).
This deﬁnition seems less natural but shortly we explain why it is the right quantity to be
associated to a critical conﬁguration.
Wewant to view a critical conﬁguration as a conﬁguration in the general chip-ﬁring game
of Björner et al. [12] in order to apply the powerful Theorem 1. For a graph G and a stable
conﬁguration  of the chip-ﬁring game, we get a conﬁguration for the general chip-ﬁring
game by redeﬁning the value of (q) to be deg(q); this conﬁguration q of the general
chip-ﬁring game is called the extension of .
Lemma 13. Let G be a graph and  be a stable conﬁguration for the chip-ﬁring game. If
 is critical, then the corresponding extension q produces an inﬁnite chip-ﬁring game.
Proof. We know that  has a ﬁring consisting of ﬁring each vertex once, and the vertex q is
the ﬁrst in this sequence. This will produce the same conﬁguration . If we mimic this ﬁring
for q , that has enough chips to start this sequence, we arrive at the same conﬁguration q .
We keep on repeating this sequence and we get the inﬁnite ﬁring. 
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Fig. 3. A graph used to show the levels of its critical conﬁgurations.
Theorem 14. Let G be a graph and  a critical conﬁguration, then
0 level() |E(G)| − |V (G)| + 1.
Proof. By Lemma 13, we can associate to  a conﬁguration q for the general chip-ﬁring
game that produces an inﬁnite game, so, by Theorem 2, the total number of chips on q is
at least |E(G)|. But q and  have the same number of chips at every vertex except for q,
so w()+ deg(q) |E(G)| and then level()0.
For the right inequality just note that as every critical conﬁguration is stable,
w()
∑
v =q
(deg(v)− 1)= 2|E(G)| − deg(q)− |V (G)| + 1. 
As an example we consider the graph G in Fig. 3. Let c be a critical conﬁguration,
then we consider it as a point of R2 by taking (c(a), c(b)) as c. In Fig. 4, we have drawn
all the critical conﬁgurations of G (using this identiﬁcation) together with their corre-
sponding levels. Notice that a loop increases the minimal level by 1. Thus, in a loop-
less graph the minimal level is 0, and in the case of the graph in Fig. 4 its minimal
level is 1.
3.5. Critical conﬁgurations and the Tutte polynomial
Already in [6,29] it is proved that for a graph G, the number of critical conﬁgurations
equals the number of spanning trees, and in [8] there is an explicit bijection. Also for a
loopless graph, using the proof of Theorem 2 in [12], we can infer that there is an injection
from the set of acyclic orientations with exactly one predeﬁned source to the set of critical
conﬁgurations of level 0. These quantities are, respectively, evaluations of the Tutte poly-
nomial at the points (1, 1) and (1, 0). So, it was natural to try to count the number of critical
conﬁgurations of a given level and expect a relation with the Tutte polynomial. For a graph
G, for all i0, we deﬁne ci to be the number of critical conﬁgurations with level i. Of
course, by Theorem 14, ci =0 for all i > |E(G)|− |V (G)|+1.We now take the generating
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Fig. 4. The critical conﬁgurations of the graph in Fig. 3.
function of the critical conﬁgurations, that is, the polynomial
Pq(G; y)=
|E(G)|−|V (G)|+1∑
i=0
ciy
i
.
All these deﬁnitions were proposed by Biggs [7]. Later, in [35], it was proved that the above
polynomial is an evaluation of the Tutte polynomial. More precisely, we have the following
Theorem 15. For a graph G and a vertex q, we have that the generating function of the
critical conﬁgurations is the Tutte polynomial of G along the line x = 1, that is,
Pq(G; y)= T (G; 1, y).
Thus, the polynomial on the left-hand side is independent of the choice of the special
vertex q.
The proof of Theorem 15 uses a contraction deletion argument. For an arbitrary graph G
with special vertex q, if we choose an edge e with q as one of its ends then it can be veriﬁed
that
Pq(G; y)=
{
Pq(G/e; y) if e is a loop,
yP q(G\e; y) if e is a coloop,
Pq(G\e; y)+ Pq(G/e; y) otherwise.
(6)
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Pq(G;y) Pq(G-e;y)= + Pq(G/e;y)
Fig. 5. Exempliﬁcation of the inductive step of Theorem 15.
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Fig. 6. The graph used to exemplify the proof of Theorem 15.
AsPq(L; y)=y=T (L; 1, y) andPq(I ; y)=1=T (I ; 1, y), where L is the graph consisting
of a single loop and I is the graph consisting of a single edge, from the contraction–deletion
formulas (2)–(4) the result follows.
Using the same identiﬁcation as the one in Fig. 4, we explain by means of Fig. 5, how
the inductive step of the proof works in a particular example. The graphs to be considered
here have been drawn in Fig. 6.
The evaluation T (G; 1, y) of the Tutte polynomial is known to be equal to ∑T yj (T )
(since the seminal work of Tutte [44]), where the sum is over all spanning trees of G, and
j (T ) is the external activity of T. Let G = (V ,E) be a graph with an order <E on its
edge-set E. For a spanning tree T of G, an edge e not in T is externally active for T if it is
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the greatest edge, according to <E , in the unique cycle of T ∪ {e}. The external activity of
T is just the number of externally active edges for T.
Recently, Le Borgne [14] gave a bijection between the set of critical conﬁgurations of
level j of G and the set of spanning trees of G with external activity j. So, he gets a different
proof of Theorem 15.
The relation between the Tutte polynomial of a graph G and the critical group of G goes
further than the mentioned fact that T (G; 1, 1) equals the order of C(G). The growth func-
tion ofC(G) is an evaluation of the Tutte polynomial ofG. For deﬁnition of growth function
and a precise statement, see [7]. However, you cannot compute the Tutte polynomial from
the group C(G). Take the graph G consisting of the graphs C3 and C4 joint at a vertex, then
we have thatC(G)Z3⊕Z4Z12C(C12). ButT (G; x, y)=(y+x+x2)(y+x+x2+x3)
and T (C12; x, y)= y + x + x2 + · · · + x11. This was already mentioned in [45]. So, this
naturally leads to the problem of ﬁnding graphsG andH such that T (G; x, y)=T (H ; x, y)
but C(G)C(H). O. Giménez and C. Merino found by computer search such a pair
of graphs, and they can be found in http://calli.matem.unam.mx/∼merino/
publications.html.
4. Abelian sandpiles and the Potts model
Self-organized criticality is a concept widely considered in various domains since Bak
et al. [3] introduced it more than 10 years ago. One of the paradigms in this framework is
the Abelian sandpile model, introduced by Dhar [23].
We start by recalling the deﬁnition of the general Abelian sandpile model on a set of N
sites labelled 1, 2, . . . , N , together with an N × N integer matrix ij , that we refer to as
the system. The matrix ij is called the toppling matrix and satisﬁes
ii > 0, ij 0 and si =
∑
j
ij 0.
At each site the height of the sandpile is given by an integer hi . The set !h = {hi} is
called the conﬁguration of the system. For every site i, a threshold Hi is deﬁned; con-
ﬁgurations with hi <Hi are called stable. For every stable conﬁguration, the height hi
increases in time at a constant rate (depending on i), this is called the loading of the
system. This loading continues until at some site i, its height hi exceeds the threshold
Hi , then the site i topples and all the values hj , 1jN , are updated according to the
rule:
h′j = hj − ij for all j . (7)
If after this redistribution some height exceeds its threshold we apply the toppling rule
(7) and so on, until we arrive at a stable conﬁguration and the loading resumes. When
there are two or more possible topplings, we choose one arbitrarily and we continue
with the remaining topplings. The sequence of topplings is called an avalanche. We as-
sume that an avalanche is “instantaneous”, that is, no loading occurs during an
avalanche.
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The value si is called the dissipation at site i. It may happen that an avalanche continues
without end. We can avoid this possibility by requiring that from every non-dissipative site
i, i.e. si = 0, there exists a path to a dissipative site j, i.e. sj > 0. In other words, there is
a sequence i0, . . . , in, with i0 = i, in = j and ik−1,ik < 0, for k = 1, . . . , n. In this case
we said that the system is weakly dissipative [29]. From now on, we shall assume that the
system is always weakly dissipative.
When the matrix ij is symmetric and the loading of the system at site i equals the
dissipation at i, the Abelian sandpile model coincides with the chip-ﬁring game on a graph
[12]. We now explain this.
Every site of theAbelian sandpile model corresponds to a vertex in a graph G containing
N + 1 vertices, that is the number of vertices is one more than the number of sites in the
system. We label the vertices 0, 1, . . . , N . The graph has multiple edges, and the number
of edges between sites i and j, i and j both nonzero, equals |ij |. For all i = 0, we connect
site i to site 0 using |∑Nj=1 ij | edges.
Every vertex i, 1 iN , has a number of chips i that represents its height hi (when
seen as a site of the system) at every moment of time and vertex 0 has a negative number of
chips given by
∑N
i=1(−hi). A toppling at site i corresponds to ﬁring vertex i. The loading
of the system is represented by the ﬁring of the vertex 0, in this case the height of site i (its
number of chips in G) is increased by the number of edges from 0 to i. The vertex 0 ﬁres
only when no ordinary vertex can ﬁre.
The model has an important Abelian property, namely the stable conﬁguration of the
system after an avalanche, and the number of breaks at any site during an avalanche, do
not depend on the order of breaks during the avalanche. This can be proved by using
greedoids with repetition as in Lemma 6 but it has been proved before [29] using different
techniques.
We have described a connection of the chip-ﬁring game and statistical physics. There is
yet another one given by the Potts model. The classical Potts model was introduced by Potts
in 1952 and in its most basic form can be described as follows.
Consider a ﬁnite latticeLn ofN sites or general connected graphG=(V ,E) and suppose
that each site (= vertex) can have associated with it a spin, which can have one ofQ values.
The energy between two interacting spins is taken to be zero if the spins are the same and
equal to a constant if they are different.
Now, the Hamiltonian H is given by
H()= J
∑
i∼j
(1− 	(i , j )), (8)
where the sum is over all nearest-neighbour pairs of sites i, j, i is the spin at site i and 	 is the
Kronecker delta function. Here J is the (constant) interaction. The model is ferromagnetic
when J > 0 and antiferromagnetic if J < 0.
The probability of ﬁnding the system in state  is then given by
Pr[] = e−H()/Z, (9)
where Z, the normalizing constant, is the partition function of the Potts model and =1/kT ,
where k is Boltzmann’s constant and T is the temperature.
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Thus the partition function is
ZPotts(G;Q,K)=
∑

exp

−K ∑
i∼j
(1− 	(i , j ))

 , (10)
where K = J/kT , the summation in the exponential is over all near neighbour unordered
pairs (i, j), and the ﬁrst summation is over all possible spin conﬁgurations. For more about
the Potts model, see [43,47,49,50].
The Q-state Potts model is related to the Tutte polynomial by the following equality, see
[47,49].
ZPotts(G;Q,K)=Q(eK − 1)|V |−1e−K|E|T
(
G; e
K +Q− 1
eK − 1 , e
K
)
. (11)
A partial extension of the Potts model is the random cluster model introduced by Fortuin
and Kasteleyn in 1972. This extends the ferromagnetic Potts model to the whole of the
region Q> 0. Its partition function ZRC(G;p,Q) corresponds to the Tutte polynomial in
the quadrant x > 1, y > 1:
ZRC(G;p,Q)=Qp|V |−1q |E|−|V |+1T
(
G; 1+ Qq
p
,
1
q
)
, (12)
where p is a parameter of the model and q = 1− p. See [48].
Several authors, seeWu [50], have considered the formal limiting behaviour of theQ-state
Potts model asQ→ 0. This makes more sense in the context of the random cluster model
which is deﬁned for all Q> 0. Let us now consider this convergence for some particular
case.
Suppose in the random cluster model, Q tends to zero with p kept ﬁxed then
lim
Q→0
1
Q
ZRC(G;p,Q)= cT
(
G; 1, 1
1− p
)
,
where c is a constant. Thus, we get
(1) the reliability probability, see [19,47], and
(2) the chip-ﬁring game, that is the Abelian sandpile model,
as two different realizations of this limiting behaviour.
This interpretation of the sandpile model has been considered before by Majumdar and
Dhar [34] but their approach was quite different.
5. Chip ﬁring and matroid complexes
In this section we explain the relation between the chip-ﬁring game and a long-standing
conjecture of Stanley [41].
Let  be a pure (d − 1)-dimensional simplicial complex, that is a (d − 1)-dimensional
simplicial complexwhosemaximal faces, or facets, have all the same cardinality.Associated
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to  we have its face vector or f-vector (f0, f1, . . . , fd ), where fi is the number of faces of
size i of . The generating function of the f-vector, or face enumerator is deﬁned by
f(x)=
d∑
i=0
fix
d−i
.
For a pure simplicial complex , a shelling is a linear order of the facets F1, F2, . . . , Ft
such that, for 1 l t , Fl meets the complex generated by its predecessors, called l−1, in
a non-void union of maximal proper faces. A complex is said to be shellable if it is pure
and admits a shelling.
Deﬁne, for 1 l t ,
R(Fl)= {x ∈ Fl | Fl\x ∈ l−1},
where here 0 = ∅. The number of facets such that |Fl −R(Fl)| = i is denoted by hi and
it does not depend on the particular shelling, see [10]. The vector (h0, h1, . . ., hd ) is called
the h-vector of . The generating function of the h-vector, or shelling polynomial is given
by
h(x)=
d∑
i=0
hix
d−i
. (13)
Also, it is well known, see for example [10], that the face enumerator and the shelling
polynomial satisfy the relation
h(x + 1)= f(x).
If M = (E, r) is a matroid, the family of all independent sets forms a simplicial complex
of dimension r(E) − 1, that we denote by (M). The facets of (M) are the bases of
the matroid M and therefore, (M) is pure. Complexes of this kind are called matroid
complexes. Matroid complexes are known to be shellable, also it is known that the shelling
polynomial of (M) is an evaluation of the Tutte polynomial (for a proof of these results,
see [10]) that is,
T (M; x, 1)= h(M)(x).
By duality, we also have
T (M; 1, y)= h(M∗)(y).
An order ideal (or down-set) of a poset P is a subset I of P such that if x ∈ I and yx, then
y ∈ I . An multicomplex is an order ideal in the poset (Nn, ), for some n, where ab if
a(i)b(i) for 1 in.
The rank of an element in a multicomplex P is just the sum of the value of its entries. A
multicomplex whose maximal elements are all of the same rank is called pure. The vector
(h0, . . . , hd ), where hi is the number of monomials of rank i, is the degree sequence of
the multicomplex. A vector (h0, . . . , hd ) is called a (pure) O-sequence if it is the degree
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sequence of some (pure) multicomplex. Stanley proved that the h-vector of a shellable
simplicial complex is an O-sequence and made the following conjecture [41].
Conjecture 16. The h-vector of a matroid complex is a pure O-sequence.
We have the following result which is implicit in the work of Biggs [7]. A proof can be
found in [37].
Theorem 17. IfM is a cographic matroid, then the h-vector of the matroid complex (M)
is a pureO-sequence. In otherwords the conjecture of Stanley is true for cographicmatroids.
Proof. LetM be a cographic matroid. Then its dualM∗ is a graphic matroid and there exists
a graph G such thatM∗ =M(G). Let |V (G)| − 1= n and q ∈ V (G).
It is not difﬁcult to prove that if c is a critical conﬁguration, c′ is a stable conﬁguration
and c′c, when considered as elements of (Nn, ), then c′ is also a critical conﬁguration.
Let C be the set of critical conﬁgurations of G. The coordinate-wise maximum of all
elements of C in (Nn, ) is the critical conﬁguration deﬁned by
c⊥(v)= deg(v)− 1, v = q.
Now, let I be the down-set in (Nn, ) given by: a ∈ I if ac⊥. Clearly C is contained in
I. Consider the function f : I → Nn given by
f (c)(v)= c⊥(v)− c(v).
Note that f (c) ∈ I and f (f (c))=c.Also it is clear that if c and c′ are critical conﬁgurations
such that cc′, then f (c)f (c′).
Let a ∈ f (C) and b ∈ Nn such that ba, then !0ba and the images of these
elements satisfy f (a)f (b)f (!0) = c⊥. We know that f (a) is a critical conﬁguration,
and by the second inequality we get that f (b) is a stable conﬁguration. Thus , f (b) is a
critical conﬁguration, and also b = f (f (b)) ∈ f (C). Therefore f (C) is a multicomplex.
The maximal elements of f (C) are precisely the image under f of the critical conﬁgura-
tions with minimal level, therefore f (C) is a pure multicomplex. Algebraic manipulation
shows that the pure O-sequence of f (C) is the vector (c|E(G)|−|V (G)|+1, . . . , ck), where k
is the number of loops of G.
To ﬁnish the proof, it is used Theorem 15 and (13) to get
r∑
i=0
ciy
i = T (G; 1, y)
=
r∑
i=0
hiy
r−i
,
where r = |E(G)| − |V (G)| + 1 is the rank of M. Then cr−i = hi , for 0 ir , as
required. 
From the above proof we get that the image fC(C) is a pure multicomplex that we denote
byMq(G). Note that changing the choice of q may change the multicomplex but not the
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degree sequence. Recently, Manoj Chari proves Theorem 17 but using a more traditional
graph-theory approach, see [17].
The multicomplexMq(G) has the additional property of being an M-shellable poset. A
poset Q is anM-poset if it is isomorphic to a multicomplex with just one maximal element.
Given two elements xy of a poset, if the interval [x, y] is an M-poset then it is called
an M-interval. A pure poset P is M-partitionable if P can be partitioned into M-intervals
[xi, yi], i = 1, . . . , n, such that each yi is a maximal element of the poset P. Such partition
is called an M-partition of P.
Deﬁnition 18. AnM-shelling of a poset P is anM-partition of P, along with an ordering of
theM-intervals such that the union of the elements in any initial subsequence ofM-intervals
in the ordering is an order ideal of P. A poset P is M-shellable if it admits an M-shelling.
In the case that P is a simplicial complex,M-shellability is equivalent to shellability; and
in the case that P is a (pure) multicomplex, any initial subsequence of M-intervals in an
M-shelling is a (pure) multicomplex.
Finally, if we called shellable O-sequence, the degree sequence of a pure M-shellable
multicomplex, we have a conjecture of Chari [18]:
Conjecture 19. For a coloop freematroid, the h-vector of its matroid complex is a shellable
O-sequence.
Example 3 in [18] shows that the notion ofM-shellable multicomplex is strictly stronger
than that of M-shellable poset. The following can be found in [37]:
Theorem 20. Let G be a loopless connected graph and q be a special vertex of G, the
multicomplexMq(G) is M-shellable.
Corollary 21. For a coloop-free cographic matroid M, the h-vector of its matroid complex
is a shellable O-sequence.
6. Final remarks
Balancing games have developed independently of chip-ﬁring games, as an example see
[4,25,39]. Also, there has been an enormous quantity of papers devoted to the general chip-
ﬁring game of Björner et al. [12] as well as to a generalization to directed graphs [11],
see for example [9,20,27,28,31,42]. This generalization to directed graphs has an ancestor
called the “probabilistic abacus” in [26].
There are at least two generalizations of the chip-ﬁring game. One is for directed graphs.
Björner and Lovász introduced a natural extension of the general chip-ﬁring game (as
described in the Introduction on p.2) to directed graphs. More recently,Wagner has consid-
ered the corresponding natural extension of the chip-ﬁring game discussed here to strongly
connected directed graphs [45]. Another possibility has been considered in [36] where the
chip-ﬁring game is generalized to a chip-ﬁring process on lattices (discrete addition groups)
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and then used to give a chip-ﬁring game for the class of regular matroids (matroids rep-
resentable by totally unimodular matrices, see [38]) which contains the class of graphic
matroids. Unfortunately, in both approaches, the relation with the Tutte polynomial seems
to be lost.
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