Analisi e sviluppo di un compressore spettrale per mesh poligonali ad elevato grado di complessita' by CASTA, CARLO LUIGI
Università di Pisa
Facoltà di Scienze Matematiche, Fisiche e Naturali
Corso di Laurea Specialistica in Tecnologie Informatiche
Tesi di Laurea
analisi e sviluppo
di un compressore spettrale
per mesh poligonali








“Talk is cheap. Show me the code.”
– Linus B. Torvalds

Sommario
Sin dai primi anni ’90, per far fronte alla crescita costante di complessità e di-
mensioni dei modelli tridimensionali, sono stati proposti una grande quantità
di algoritmi per la loro compressione. In particolare è stato dimostrato come i
metodi di compressione spettrale siano quelli che forniscono risultati ottimali
in termini di efficacia. Scopo di questo lavoro di tesi è quello di sviluppare un
sistema completo di compressione spettrale e contemporaneamente studiare
delle metodologie per aumentarne al massimo l’efficienza.
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I modelli tridimensionali (3D) sono largamente utilizzati nelle applicazio-
ni grafiche per la rappresentazione di oggetti. Con l’avanzare della tecnologia
è migliorata la qualità di tali modelli e di conseguenza ne è aumentata la di-
mensione. Contestualmente è cresciuta la domanda di fruizione di contenuti
interattivi tridimensionali, e con la presenza sempre più permeante del web
nella vita quotidiana, diventa di fondamentale importanza riuscire a com-
primerli efficacemente per ottimizzarne la trasmissione su rete. Un modello
3D è definito sostanzialmente da due insiemi di dati: la connettività, ovvero
le informazioni di connettività tra i vertici, e la geometria, cioè le coordi-
nate dei vertici nello spazio. Negli ultimi anni sono stati sviluppati molti
algoritmi per la compressione specifica di modelli 3D, tuttavia la maggior
parte di questi algoritmi si focalizza sulla connettività, cioè comprime effica-
cemente la connettività e poi, facendosi guidare da questa, comprime anche
la geometria associata, producendo una compressione non ottimale di que-
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st’ultima. Purtroppo la porzione di un modello dedicata ai dati geometrici
è molto più consistente di quella dedicata alla connettività (una media di 15
bit per vertice rispetto ad appena 3 bit per vertice della connettività); è per-
ciò evidente come sia opportuno lavorare principalmente sulla compressione
dei dati geometrici e non viceversa.
Un tentativo di migliorare la situazione appena descritta è rappresen-
tato dall’idea della compressione spettrale che, generalizzando il caso della
compressione dei segnali tramite le basi di Fourier, cerca una base ottimale
relativa a uno specifico modello 3D da utilizzare per la sua compressione.
Tralasciando i dettagli che verranno forniti nei capitoli successivi, l’idea fon-
damentale è quella di riconoscere che non tutti i vertici di un modello sono
uguali in termini di informazione fornita: si pensi a un classico esempio di
modello tridimensionale. Il modello delfino mostrato nella figura 1 è im-
Figura 1: Un esempio di modello 3D
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mediatamente riconoscibile per un occhio umano, nonostante la forma reale
dell’animale sia approssimata da triangoli. Si immagini cosa cambierebbe
se si rimuovessero dei vertici dalla parte centrale del modello: i triangoli
dovrebbero essere più “allungati” e sicuramente la superficie diventerebbe
più squadrata, allontanandosi ulteriormente dalla forma affusolata tipica del
mammifero. Tuttavia l’animale sarebbe ancora perfettamente riconoscibile.
Si immagini invece di rimuovere dei vertici dalle pinne pettorali o da quella
dorsale. Il modello così modificato, privato di dettagli significativi, ricorde-
rebbe più una banana che un delfino, e l’occhio umano avrebbe bisogno di
più tempo per identificarlo (potrebbe persino non riconoscerlo affatto).
Il risultato ottenuto con il semplice esperimento appena suggerito non è
altro che la conferma del fatto che non tutti i vertici hanno la stessa impor-
tanza per l’occhio umano. Di conseguenza è possibile pensare di sfruttare
questo dato memorizzando i vertici meno rilevanti con minor precisione (e
quindi risparmiando spazio per la loro rappresentazione) con la certezza che
l’errore introdotto dall’approssimazione sarà percepito solo minimamente da
un osservatore. Quello appena descritto è lo stesso principio su cui si basano
popolari tipi di file compressi come il formato mp3, in cui vengono scartate
le frequenze audio impercettibili per l’orecchio umano; o il formato jpeg, che
sfrutta il fatto che l’occhio umano sia molto più portato a cogliere differenze
di luminosità che non l’intensità effettiva dei colori.
La teoria della compressione spettrale per modelli tridimensionali è stata
proposta approssimativamente nel 2000, tuttavia nonostante la sua ottima-
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lità, dimostrata in lavori successivi, è rimasta un metodo solo teorico per
via dell’alta complessità di calcolo richiesto: è infatti necessario ricavare lo
spettro (autovalori e autovettori) di matrici potenzialmente molto grandi, e
la ricerca degli autovalori è in generale un’operazione di complessità O(n3).
In questo lavoro di tesi si studieranno le problematiche principali della com-
pressione spettrale, e si realizzerà un compressore spettrale completo con
l’obiettivo di aumentarne al massimo l’efficienza esplicitando dove possibi-
le il parallelismo nelle operazioni (anche utilizzando l’imponente potenza di
calcolo delle moderne schede video) e sfruttando risultati e algoritmi che spa-
ziano dall’ottimizzazione combinatoria su grafi all’analisi armonica.
La tesi si articola in cinque capitoli. Il primo introduce le tematiche e
i concetti fondamentali dell’informatica grafica e della percezione negli am-
bienti virtuali concentrandosi sulla percezione visiva, per poi descrivere il fun-
zionamento dei moderni software e hardware grafici e introdurre l’argomento
delle mesh tridimensionali e del perché sia importante la loro compressione.
Il secondo capitolo è incentrato sulla compressione dei modelli 3D, argomento
che viene affrontato dopo un’introduzione su cosa sia e su quali principi si basi
la compressione dell’informazione in generale. Nel terzo capitolo viene pre-
sentato il metodo di compressione oggetto della tesi: ne vengono spiegate le
radici che affondano nella teoria dei segnali e nell’analisi armonica e vengono
esposti i principali vantaggi e svantaggi dell’applicazione del metodo, nonché
i punti cruciali da tenere in considerazione per una sua implementazione.
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Il capitolo successivo, il quarto, presenta l’implementazione del metodo in
un’applicazione completa di codifica e decodifica, descrivendo e motivando le
scelte che sono state fatte per migliorare al massimo l’efficienza del metodo.
Il quinto capitolo è interamente dedicato ai risultati sperimentali delle pre-
stazioni dell’applicazione e ai confronti con le alternative esistenti. Il lavoro si
conclude con alcune considerazioni sui risultati ottenuti e con delle proposte




Grafica tridimensionale e realtà virtuale
1.1 Visualizzazione di ambienti virtuali
1.1.1 Realtà virtuale
La realtà virtuale è un’esperienza immersiva multisensoriale. L’idea di
fondo è quella di costruire dei mondi che non esistono realmente ma che
forniscano sensazioni e stimoli in grado di rendere verosimile ogni possibile
situazione immaginaria, tanto da poter far credere a chi vive l’esperienza
virtuale di essere parte integrante di quel mondo.
Affinché questo accada, un mondo di realtà virtuale deve rispondere a
tutte le leggi della fisica alle quali siamo abituati da sempre e con le quali
conviviamo quotidianamente. Un sistema di realtà virtuale, dovendo assol-
vere a funzioni quali la percezione dei movimenti dell’utente, il loro controllo
e la risposta sensoriale, necessita delle seguenti tecnologie:
• rappresentazione grafica in tempo reale;
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• display stereoscopico;
• rilevamento della posizione e della traiettoria di parti del corpo umano;
• suono olofonico;
• ritorno di forza e di sensazioni tattili;
• sintesi e analisi vocale.
Per realizzare questi obiettivi, occorrono workstation capaci di eseguire in
tempo reale tutti i calcoli necessari a produrre la risposta all’azione del sog-
getto, senza ritardi percepibili. In particolare, l’elaborazione grafica tridi-
mensionale consente la creazione dell’ambiente virtuale, e la visione stereo-
scopica fa sì che l’utente si senta immerso in tale ambiente, riuscendo a
percepire la tridimensionalità degli oggetti che lo circondano.
I fattori che caratterizzano la presenza in ambienti virtuali sono tre (si
veda [24]):
1. la quantità di informazione sensoriale diretta all’operatore;
2. la possibilità di modificare i sensori umani nell’ambiente virtuale;
3. la possibilità di controllare l’ambiente.
La quantità di informazione che stimola le facoltà sensoriali dell’utente deve
rendere più realistica possibile l’immersione nell’ambiente virtuale in cui egli
si trova, coinvolgendolo completamente. Ad esempio le immagini in bianco e
nero forniscono molte meno informazioni rispetto a quelle a colori, così come
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un’immagine ad alta definizione è percepita come più realistica rispetto alla
stessa immagine ma a bassa risoluzione.
Il secondo fattore caratterizza la possibilità, da parte dell’operatore, di
poter volgere l’attenzione ad eventi che lo circondano, come ad esempio in-
seguire con lo sguardo un oggetto in movimento o muovere la testa nella
direzione di un suono.
L’interazione con l’ambiente è fortemente correlata con la possibilità di
poterlo controllare. La manipolazione degli oggetti è fondamentale per la
veridicità delle sensazioni virtuali: l’esplorazione, lo spostamento e la mani-
polazione degli oggetti sono azioni frequenti nella vita quotidiana ed è quindi
fondamentale che siano riprodotti il più fedelmente possibile nell’ambiente
virtuale.
Si può parlare di presenza virtuale solo quando le tre componenti sopra
descritte siano presenti e siano riprodotte in maniera ottimale. L’obiettivo è
dunque quello di mettere a punto sistemi di interazione fisica per il controllo
dell’ambiente.
Il laboratorio PercRo1 della Scuola S. Anna di Pisa opera in quest’am-
bito, usando tre approcci di sviluppo:
1. Sviluppo di sistemi di interfaccia e per il ritorno di forza e tattile.
2. Sviluppo di rendering grafico ad alta definizione in tempo reale.
1Il PERCeptual RObotics è un laboratorio di ricerca che ha come missione lo sviluppo
di nuovi sistemi e tecnologie nell’ambito della realtà virtuale e tele–robotica.
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3. Studio delle problematiche relative alla modellazione.
Tra gli aspetti elencati, quello che riveste maggior importanza nella crea-
zione di un ambiente virtuale immersivo è senz’altro un sistema grafico in gra-
do di generare immagini sintetiche che risultino convincenti per un osservato-
re. L’informatica grafica è il ramo dell’informatica che si occupa esattamente
di questo problema e che verrà presentata nei paragrafi successivi.
1.1.2 Computer Graphics
Sotto il nome di computer graphics (o informatica grafica) rientrano nu-
merose discipline e tecniche apparentemente non molto correlate, che hanno
spesso in comune il solo mezzo (il computer) con il quale vengono realizzate:
si pensi alle interfacce grafiche di programmi e sistemi operativi, ai grafici
scientifici e statistici, al CAD, ai sistemi multimediali, alle simulazioni. Il
substrato comune è costituito dal sistema video, un complesso insieme di
controller e interfacce che gestiscono la visualizzazione di oggetti e forme
realizzate con svariate tecniche; tale sistema è comunemente identificato co-
me raster display [12]. Un’immagine sul raster display è costituita dal raster,
cioé un insieme di linee orizzontali dette scanlines, ognuna delle quali è for-
mata da una riga di pixel (contrazione di picture element). In questo sistema
il pixel è la più piccola unità visualizzabile.
L’immagine generata dal computer, che sarà poi da visualizzare nel di-
splay, è dunque composta da una matrice di pixel. Tale matrice, denominata
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pixmap, viene memorizzata in uno spazio di memoria centrale dedicato chia-
mato frame buffer. Al momento della visualizzazione, per ciascun pixel il
video controller invia un raggio luminoso la cui intensità varia a seconda del
valore del pixel2.
Figura 1.1: Architettura di un raster display
Sebbene nei primi anni di sviluppo dell’informatica grafica i display fos-
sero solo di tipo vettoriale – cioè erano in grado di tracciare direttamente
linee e punti – i raster display li hanno nel tempo soppiantati per via dei
loro bassi costi di produzione e della possibilità di visualizzare immagini a
colori. Tuttavia questa tecnologia continua a soffrire degli svantaggi legati
ad una discretizzazione dell’immagine, approssimazione che causa effetti di
2nei sistemi a colori ci sono tre raggi, uno per ogni colore primario: rosso, verde e blu.
5
Capitolo 1 · Grafica tridimensionale e realtà virtuale
scalettatura legati agli errori di campionamento3.
1.1.3 La grafica tridimensionale
Rispetto al caso classico della grafica bidimensionale, nella grafica 3D ci si
trova a dover gestire un ulteriore grado di complessità. La terza dimensione
aggiunta introduce un insieme di problemi dovuti al fatto che i dispositivi
video sono intrinsecamente 2D. Un aiuto concettuale quando si opera con la
grafica a tre dimensioni è il parallelo con la macchina fotografica, che viene
utilizzata per generare immagini bidimensionali (le fotografie) che rappre-
sentano ambienti tridimensionali (il mondo reale). L’aiuto allora può essere
quello di pensare a una fotocamera mobile che, posta in un determinato punto
dello spazio (viewpoint), realizza un’immagine bidimensionale, cioè un foto-
gramma o frame dell’ambiente o dell’oggetto 3D. Dal punto di vista pratico
la fotocamera è costituita da un programma che produce l’immagine sullo
schermo, e l’ambiente o l’oggetto 3D è un insieme di dati costituiti da punti,
linee e superfici.
La creazione di ciascun frame passa attraverso l’attuazione di una serie
di passi che riguardano [23]:
1. Il tipo di proiezione: nel seguito saranno considerate le due proiezioni
più comuni, ovvero quella prospettica e quella ortogonale (o parallela).
Nel primo caso la distanza tra il centro della proiezione e il piano di vista
è finita, nel secondo il centro della proiezione è posto all’infinito, tanto
3nella teoria dei segnali questo fenomeno viene definito aliasing.
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che è improprio parlare di centro della proiezione: si parla solamente
di direzione di proiezione.
2. I parametri di vista, ovvero le coordinate del modello nel proprio siste-
ma di riferimento (object coordinates) e la posizione dell’osservatore e
del piano di vista (viewplane). Di norma si usano due sistemi di coor-
dinate: le suddette object coordinates e le eye coordinates, che sono
sempre le coordinate dell’oggetto, però in un sistema di riferimento in
cui il punto di origine è l’osservatore;
3. Il clipping, ovvero l’eliminazione di quella porzione della scena 3D che
non rientra nei confini della finestra grafica. Viene definito a tale scopo
un volume di vista differente a seconda del tipo di proiezione, sul quale
vengono poi applicati degli algoritmi di clipping.
4. Proiezione e visualizzazione: il contenuto della proiezione del volume di
vista sul piano di proiezione viene visualizzato su una zona rettangolare
dello schermo, detta viewport.
Il piano di vista è definito mediante un punto giacente su di esso detto VRP
(view reference point) e una normale al piano detta VPN (view plane normal);
il volume di vista è la porzione della scena visibile dall’osservatore in base
al tipo di proiezione utilizzata ed eventualmente all’apertura del campo di
vista. Nel caso di proiezione prospettica il volume di vista è una piramide
semi-infinita con vertice nell’osservatore; nel caso di proiezione parallela è
un parallelepipedo infinito. Per rendere finito il volume di vista si ricorre
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a due ulteriori piani di clipping, che specificano una distanza minima e una
distanza massima oltre la quale la geometria non è più visibile; tali piani
sono detti rispettivamente near plane e far plane.
Figura 1.2: Diversi tipi di proiezione
La serie di tasformazioni che i dati geometrici devono attraversare affin-
ché la rappresentazione matematica diventi un’immagine a schermo prende
il nome di pipeline grafica o pipeline di rendering. Essa può essere divisa
concettualmente in tre stadi: trasformazione, illuminazione e rasterizzazio-
ne. Lo stadio di trasformazione è a sua volta suddiviso in altri tre sottostadi.
Si parte dalle coordinate di un vertice dell’oggetto in object coordinates e si
passa al sistema di coordinate solidali all’osservatore tramite una trasforma-
zione di modelview. Tale trasformazione, che di fatto si ottiene tramite una
moltiplicazione matriciale, può essere considerata come l’azione di posizio-
nare la camera e l’oggetto nella scena. Segue poi la fase di projection, che
definisce il volume di vista e esclude le porzioni non visibili della scena. In-
fine nella trasformazione di viewport le coordinate 3D vengono convertite in
window coordinates, ovvero in coordinate bidimensionali che rappresentano
8
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la posizione del punto nello schermo. Le window coordinates, pur essen-
do bidimensionali, contengono di fatto tre coordinate, poichè la terza, z, è
utilizzata per risolvere correttamente la visibilità degli oggetti ed è memo-
rizzata in un’apposita area di memoria: lo z-buffer. Questo accorgimento è
necessario poiché più punti 3D, al termine della serie di trasformazioni, posso-
no risultare nello stesso punto sullo schermo, ma solamente quello più vicino
all’osservatore deve risultare visibile e quindi essere effettivamente disegnato.
Lo stadio di illuminazione implementa la corretta determinazione del colo-
re di ogni pixel sullo schermo, basandosi su informazioni relative ai materiali
e sul tipo e posizione delle sorgenti di luce nella scena. Quello che viene cal-
colato è un contributo di colore che viene poi combinato con altri contributi
derivanti dalle eventuali informazioni sulle texture (che sono generalmente
delle immagini bidimensionali, verranno descritte in maggior dettaglio più
avanti).
Lo stadio di rasterizzazione, infine, gestisce tutte le operazioni effettuate
sul singolo pixel, cioè operazioni 2D come l’alpha blending (la determinazione
del colore nei casi di oggetti traslucidi) e lo z-buffering (la determinazione di
quale punto è più vicino all’osservatore e che quindi copre gli altri alle sue
spalle).
Gli acceleratori grafici più recenti permettono di gestire internamente
tutte le fasi sopra descritte della pipeline grafica, a differenza dei modelli
antecedenti che erano in grado di gestire la sola fase di rasterizzazione, la-
sciando alla CPU il carico delle operazioni di trasformazione e illuminazione.
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Per questo motivo, con le ultime schede grafiche è nato il concetto di GPU
(Graphic Processing Unit) poichè tali dispositivi possono essere considerati
dei veri e propri processori dedicati.
Il modello di illuminazione utilizzato nelle moderne pipeline grafiche è
quello di Phong, che è divenuto uno standard nella grafica computerizzata per
il buon compromesso tra qualità finale e costo computazionale. Secondo tale
modello, la riflessione della radiazione luminosa viene modellata in termini
di tre componenti additive: diffusa, speculare e ambientale, ognuna definita
sia per le sorgenti luminose che per i materiali della scena (in quest’ultimo
caso assume il significato di capacità di riflessione).
• La luce ambientale è riflessa in tutte le direzioni nello stesso modo. Per
tale motivo colpisce ogni punto con la stessa intensità indipendente-
mente dalla sua normale. Non è utile per creare effetti 3D;
• la luce diffusa proviene da una direzione particolare ed è riflessa in
tutte le direzioni. L’intensità con cui illumina un dato punto dipende
dall’angolo di incidenza tra la normale in quel punto e la direzione di
provenienza della luce. Questa è la componente che determina gli effetti
3D;
• la luce speculare infine proviene da una direzione particolare e vie-
ne riflessa in un’altra direzione ben precisa. Serve a creare l’effetto
luccicante tipico dei materiali riflettenti (es: materiali metallici).
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Per ogni primitiva deve essere specificato un materiale i cui parametri
possono essere applicati uniformemente a tutta la superficie, oppure modula-
ti da una texture. Una texture è una matrice rettangolare di dati, ad esempio
colore e luminanza oppure colore e componente alpha4. I singoli dati della
matrice vengono detti texel, contrazione delle parole texture e element. In
altre parole, si tratta di un’immagine bidimensionale le cui informazioni ven-
gono associate alle primitive geometriche (tale operazione è detta mapping, o
texture-mapping) con le quali condividono tutte le successive trasformazioni
geometriche. Il vantaggio derivante dall’uso delle texture è il fatto che indi-
pendentemente dalla complessità della geometria che sostituiscono, necessi-
tano di un tempo costante per la resa grafica. Combinate con la geometria,
le texture sono in grado di migliorare notevolmente il grado apparente di det-
taglio di un modello, senza aumentarne il numero di primitive geometriche
utilizzate.
Figura 1.3: L’operazione di texture mapping
4il c.d. alpha channel è un’area di memoria contenente informazioni usate per effetti
di trasparenza o traslucenza.
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1.1.4 OpenGL e la grafica interattiva
Affinché un’applicazione possa accedere alle funzionalità della pipeline
grafica descritta nel paragrafo precedente è necessaria una libreria o API
(Application Programming Interface) che si occupi del compito di gesti-
re l’hardware sottostante, sollevando in tal modo l’applicazione da questo
compito.
Nell’ambito della visualizzazione grafica esistono varie librerie preposte a
questo scopo. Alcune di esse sono legate direttamente a uno specifico tipo di
hardware e sono configurate per funzionare solo con tale prodotto5. Il codice
scritto utilizzando queste librerie non è adattabile in questo caso ad altre
piattaforme.
Altre piattaforme sono invece legate a uno specifico sistema operativo.
Un esempio sono le librerie DirectX di Microsoft. Il codice è in questo caso
indipendente dall’hardware utilizzato, però dipende dal sistema operativo
e non è portabile su piattaforme differenti come ad esempio Unix. Infine
vi sono alcune librerie indipendenti sia dall’hardware che dalla piattaforma.
Una di queste è OpenGL, introdotta dalla Silicon Graphics e della quale esiste
un’implementazione per tutti i maggiori sistemi operativi. La larga diffusione
di questa libreria ha fatto in modo che la grande maggioranza delle schede
video in commercio supportino direttamente (implementate in hardware) le
funzionalità che OpenGL mette a disposizione.
5un esempio in tal senso sono le Glide di 3dFX
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OpenGL offre una serie di funzioni dedicate alla grafica 3D, ma è in grado
di trattare anche quella 2D, considerata come un sottoinsieme della prima.
Per mantenere la sua indipendenza dalla piattaforma usata, OpenGL non
fornisce alcuna funzione di gestione della finestra di visualizzazione. Perciò
l’applicazione deve fare ricorso alle funzioni dello specifico sistema operativo
oppure utilizzare altre librerie che si occupano di astrarre questa operazione
(ad esempio: GLUT6, SDL7).
Le funzioni messe a disposizione da OpenGL permettono di tracciare
semplici primitive geometriche come punti, linee e triangoli, oppure poligoni
convessi composti da un numero arbitrario di lati o curve espresse analiti-
camente e, mediante un’estensione della libreria, anche superfici complesse
(NURBS, un acronimo che sta per non-uniform rational b-splines, traducibile
con “b-spline razionali non uniformi”). Nel trattare queste entità più com-
plesse è la libreria che si fa carico di decomporle in primitive semplici quali
linee e poligoni. Dal momento che tali superfici curve richiedono un grosso
carico computazionale, nella grafica tridimensionale interattiva le entità che
vengono effettivamente usate restano i poligoni, e in particolare i triangoli.
Le trasformazioni geometriche necessarie per la visualizzazione sono spe-
cificate dall’applicazione che impartisce comandi a OpenGL mediante tre
matrici: model, view e perspective. Le prime due permettono di realizzare la
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spettica delle primitive. Una volta eliminate le primitive che non rientrano
nel volume di vista, alle rimanenti viene applicata la trasformazione di view-
port, con la quale si ottengono le coordinate in pixel per la visualizzazione
sullo schermo.
Per specificare l’illuminazione della scena OpenGL prevede tre tipi di
sorgenti luminose: puntiformi, direzionali e di tipo spot. La luce puntiforme
proviene da una sorgente posta in un determinato punto dello spazio ed emet-
te raggi in ogni direzione. La luce direzionale proviene da una sorgente che si
suppone posta all’infinito e con direzione assegnata: i raggi emessi sono così
tutti paralleli tra loro. La luce di tipo spot è analoga a quella puntiforme, ma
il campo di emissione è ristretto a un cono del quale è specificata l’apertura
angolare.
OpenGL consente infine di tracciare le primitive con materiali uniformi
o specificando un’immagine come texture per eseguire il texture-mapping,
come descritto nella sezione precedente.
Le specifiche di OpenGL sono state decise e sono periodicamente riesami-
nate da un comitato indipendente di produttori software e hardware (ARB,
Architecture Review Board), i cui membri permanenti sono: Digital Equi-
pment, IBM, Intel, Microsoft e Silicon Graphics. Tale comitato ratifica le
variazioni alle specifiche della libreria, l’uscita di nuove versioni e di test di
conformità che le varie implementazioni devono soddisfare.
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1.2 Rappresentazione delle superfici
Nella grafica tridimensionale i modelli visualizzati consistono solitamente
in un insieme di poligoni interconnessi che approssimano la superficie del-
l’oggetto che si vuole visualizzare. La forma così ottenuta prende il nome
di mesh (letteralmente: rete, per via della similitudine tra una rete e l’insie-
me dei vertici–nodi connessi tra loro tramite dei bordi). Dal punto di vista
geometrico una mesh è una superficie lineare a tratti, formata da facce trian-
golari unite tra loro. Agli elementi di una mesh possono essere associati, oltre
che informazioni puramente geometriche, anche informazioni di altro genere
che possono essere suddivise in due categorie: gli attributi scalari come le
normali o le coordinate delle texture, e gli attributi discreti, ad esempio il
materiale.
Una superficie poligonale consiste in un insieme di poligoni collocati in
uno spazio euclideo tridimensionale R3. Nel caso più generale è possibile
assumere che tali poligoni siano dei triangoli, dal momento che qualsiasi
faccia con almeno quattro lati può essere triangolata ma non viceversa [18].
Questa assunzione comporta numerosi vantaggi in termini di modellazione ed
elaborazione per la computer grafica, e inoltre ha l’importante conseguenza
che una superficie poligonale può essere formalizzata utilizzando la teoria
dei complessi simpliciali. In questa sezione saranno presentate le definizioni
relative ai concetti di tale teoria che saranno utilizzate nei capitoli successivi.
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1.2.1 Simplessi e complessi simpliciali
Definizione di k-simplesso
Si definisce un k-simplesso σk come la combinazione di k + 1 punti li-
nearmente indipendenti di uno spazio euclideo Rn, con n ≥ k. k rappresenta
l’ordine del simplesso, mentre i punti sono denominati vertici. Ad esempio,
uno 0-simplesso è un punto, un 1-simplesso è un segmento, un 2-simplesso è
un triangolo, e così via.
Figura 1.4: Simplessi di ordine 0, 1, 2 e 3
Facce e co-facce
Ogni simplesso σ definito da un sottoinsieme di vertici di σk è detto
faccia di σk e si indica con σ ≤ σk. Se σ 6= σk tale faccia è detta propria. La
relazione reciproca è denominata co-faccia: in questo caso σk è co-faccia di
σ (σk ≥ σ).
Definizione di k-complesso simpliciale
Un k-complesso simpliciale Σ è definito come una collezione di simplessi
che soddisfano le seguenti condizioni:
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• per ogni coppia σi, σj ∈ Σ deve risultare che σi ∩ σj = ∅ oppure σi ∩
σj ∈ Σ. In altre parole, due spigoli possono solo intersecarsi in un
vertice comune, oppure due triangoli possono intersecarsi solo lungo
uno spigolo o un vertice condiviso;
• per ogni simplesso σi ∈ Σ, tutte le facce σj di σi appartengono a Σ.
Il grado k del complesso simpliciale Σ è uguale al grado massimo dei simplessi
σi che lo compongono.
Chiusura, star e link di un complesso simpliciale
La chiusura C del complesso simpliciale Σ, indicata con Cl(Σ), è definita
come il più piccolo complesso simpliciale che contenga tutte le facce di Σ.
Siano σ i simplessi che compongono Σ:
Cl(Σ) = {τ ∈ C | τ ≤ σ ∈ Σ}
Figura 1.5: Chiusura delle parti in giallo
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La star S di Σ è definita invece come l’insieme delle co-facce di Σ:
St(Σ) = {τ ∈ S | τ ≥ σ ∈ Σ}
Figura 1.6: Star del punto in giallo
Si definisce infine link L di Σ come il contorno di St(Σ):
Lk(Σ) = Cl(St(Σ))− St(Cl(Σ)− ∅)
Figura 1.7: Link del punto in giallo
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1.2.2 Mesh come complessi simpliciali
Grazie alle definizioni fornite nella precedente sezione è facile cogliere
l’analogia tra una superficie di triangoli in R3 e un 2-complesso simpliciale. Di
seguito sono illustrate ulteriori definizioni atte a caratterizzare la connettività
delle superfici.
Superfici manifold
Un manifold è una superficie Σ ∈ R3 tale che ogni punto su Σ ha un
intorno omeomorfo a un disco aperto o un semidisco aperto in R2. In altre
parole, ciascuno spigolo della superficie poligonale deve avere esattamente
due facce incidenti; ovviamente, se la superficie presenta dei bordi, gli spigoli
che ne fanno parte devono avere una sola faccia incidente. Eventuali spigoli
e vertici che non sono conformi a tali proprietà vengono detti degeneri.
Si può generalizzare il concetto di manifold per superfici appartenenti a
spazi euclidei con dimensione maggiore di tre: un complesso simpliciale è un
n-manifold se tutti i suoi punti sono omeomorfi a una n-sfera aperta.
I manifold sono molto importanti nella grafica computerizzata poiché mol-
te strutture dati e algoritmi possono gestire solo superfici con tale proprietà.
Superfici orientabili
Una superficie si dice orientabile se è possibile determinare una normale
in ciascun punto in modo coerente. Esempi di superfici orientabili sono sfere,
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Figura 1.8: Superfici non manifold
piani o tori; esempi di superfici non orientabili sono invece il nastro di Möbius,
la bottiglia di Klein o dei non-manifold.
Figura 1.9: La bottiglia di Klein
Genus di una superficie
Si definisce genus di una superficie connessa, chiusa, orientata e 2-manifold
il numero intero che rappresenta il massimo numero dei tagli lungo curve
chiuse semplici che è possibile effettuare senza rendere il manifold sconnesso.
Una definizione meno formale indica il genus come “il numero di maniglie
della superficie”.
20
1.2 Rappresentazione delle superfici
Figura 1.10: Alcune superfici con differenti genus
Caratteristica di Eulero
Sia Σ un complesso simpliciale composto da sk k-simplessi. La caratteri-








Restringendosi al caso di un 2-complesso simpliciale si ottiene che:
χ(Σ) = v − e+ f (1.2)
Dove v è il numero di vertici, e è il numero di spigoli e f è il numero di
facce del 2-complesso simpliciale. La caratteristica di Eulero rappresenta
un’invariante di Σ, vale a dire che tale quantità non dipende dalla particolare
triangolazione utilizzata, ma soltanto dalla connettività della superficie. Vale
infatti la seguente equivalenza:
χ(Σ) = 2(c− g)− b
dove c è il numero di componenti non connesse della mesh, g è il genus
della superficie e b il suo numero di bordi. Poiché in una mesh di triangoli
manifold e chiusa ciascuno spigolo ha esattamente due triangoli incidenti e
21
Capitolo 1 · Grafica tridimensionale e realtà virtuale
ciascun triangolo ha tre spigoli incidenti, si ha che 2e = 3f . Sostituendo tale
espressione nell’equazione (1.2) si ottiene:
χ = v − 3
2
f + f = v − 1
2
f ⇒ 2χ = 2v − f
Dal momento che la caratteristica χ è tipicamente un valore molto piccolo,
per mesh con un numero elevato di vertici si ha la relazione notevole:
f ' 2v
e di conseguenza anche:
v ' f
2
Valenza di un vertice
La valenza d di un vertice è data dal numero di edge incidenti in esso.
Può essere dimostrato che la somma delle valenze è due volte il numero degli
edge. Vale cioè: ∑
d = 2e ' 6v
ovvero in media i vertici di una mesh triangolare hanno valenza uguale a 6.
1.3 Mesh di triangoli
Nell’ambito delle applicazioni grafiche interattive, le mesh poligonali co-
stituiscono il modo più comune di rappresentare i modelli tridimensionali.
Una mesh poligonale è costituita da una collezione di vertici e di poligoni
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che definiscono la forma di un poliedro nello spazio. Le mesh poligonali rie-
scono ad approssimare qualsiasi tipo di superficie e permettono di visitare e
processare gli elementi del modello molto efficientemente qualora si vogliano
eseguire elaborazioni su di esso.
Una classe particolare di mesh poligonali spesso usata nella computer
grafica è la mesh di triangoli, dove cioè i poligoni che la costituiscono devo-
no essere esclusivamente dei triangoli. Tale tipologia di mesh è largamente
diffusa perché l’hardware dedicato adotta il triangolo come una primitiva gra-
fica, conseguentemente gran parte del lavoro di ricerca in informatica grafica
riguarda elaborazioni applicabili a tali superfici.
1.3.1 Strutture dati
Le strutture dati atte a organizzare gli elementi di una mesh poligonale
si pongono generalmente due obiettivi: ottenere la massima flessibilità e la
massima efficienza.
Per flessibilità si intende la capacità di fornire delle interfacce per poter
accedere in qualunque momento a un arbitrario elemento della mesh. Un
altro aspetto che rende una struttura dati flessibile è quello di offrire la pos-
sibilità di rappresentare ogni genere di mesh, indipendentemente dal tipo di
poligoni che la compongono.
Inoltre, una struttura dati deve essere efficiente, sia in termini di spazio
di memoria necessario che di tempo di accesso agli elementi durante la sua
navigazione.
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Una mesh poligonale consiste di un insieme di vertici, spigoli, facce e
delle relazioni topologiche che legano tali elementi. Le strutture dati che
li possono contenere sono raggruppate in due categorie: quelle face-based e
quelle edge-based.
Nelle strutture face-based ogni poligono è memorizzato con una strut-
tura contenente i puntatori ai vertici che lo compongono ed eventualmente
i puntatori alle facce adiacenti. Questa semplice rappresentazione, sebbene
possa essere efficiente in talune situazioni (ad esempio nella visualizzazione),
comporta un’elevata complessità di calcolo nella gestione di mesh composte
da poligoni con un numero variabile di lati. Nei paragrafi successivi vengono
analizzati due esempi di strutture edge-based.
1.3.2 Winged-edge
Per superare il problema della complessità di gestione di mesh composte
da poligoni con un numero variabile di lati sono stati sviluppati altri tipi di b-
rep (rappresentazione di bordi) più complessi di tipo edge-based. Un metodo
comune di tale rappresentazione è la struttura dati winged-edge. Con questa
tecnica le informazioni relative alla connettività sono memorizzate in ciascuno
degli oggetti che rappresentano uno spigolo. In particolare ogni spigolo tiene
un puntatore ai seguenti elementi:
• i due vertici ai suoi estremi;
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• le due facce adiacenti, chiamate rispettivamente faccia destra e faccia
sinistra;
• lo spigolo che lo precede e quello che lo segue nella faccia destra;
• lo spigolo che lo precede e quello che lo segue nella faccia sinistra.
Affinché tutti gli elementi siano raggiungibili tra loro, ogni vertice e ogni
faccia devono inoltre possedere un puntatore a uno degli spigoli incidenti.
Questa struttura permette di accedere in tempo costante solo i vertici e
le facce adiacenti a uno spigolo. Per altri tipi di informazioni sono necessa-
ri calcoli più dispendiosi. Un altro problema della struttura winged-edge è
rappresentato dal fatto che gli spigoli non sono orientati esplicitamente, quin-
di a ogni accesso è necessario riconoscere quale sia l’estremità dello spigolo
interessata.
1.3.3 Half-edge
L’half-edge è un’altra struttura per mesh poligonali in cui ogni spigolo è
considerato come l’insieme di due entità, chiamate appunto half-edge, cia-
scuna delle quali punta verso una sua estremità. Ogni spigolo risulta così
orientato e il suo verso è determinato dal fatto che vi si riferisca con uno o
con l’altro half edge di cui è composto. Oltre a superare il limite esistente
nella struttura winged-edge, con half-edge si riescono a ottenere risultati ec-
cellenti con tempi di accesso costanti per la maggior parte delle operazioni
più comuni.
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Nella struttura half-edge una mesh poligonale viene rappresentata con un
insieme di vertici, half-edge e facce. Gli elementi centrali della struttura sono
ovviamente gli half-edge, che devono essere collegati tra loro e con tutti gli
altri elementi della mesh. Se la mesh è composta di soli triangoli dato un
qualunque half-edge h sussiste la relazione:
previous(h) = next(next(h))
Un’altra relazione importante che si verifica è la seguente (ancora valida
per qualunque half-edge h):
opposite(opposite(h)) = h
Quest’ultima relazione ha il significato che uno spigolo può essere rappre-
sentato da al più due half-edge che siano rispettivamente opposti. Questo
fatto limita la connettività delle superfici rappresentabili: la struttura half-
edge non è adatta a rappresentare alcuni tipi di superfici non-manifold. Una
superficie non-manifold può infatti presentare due forme di elementi degeneri:
• vertici complessi : sono i vertici il cui intorno non è omeomorfo a un
disco;
• spigoli complessi : sono quegli spigoli che appartengono a più di due
facce;
da queste definizioni si intuisce facilmente come non sia possibile rappresen-
tare mesh aventi spigoli complessi con la struttura half-edge.
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1.4 Gestione di modelli di grandi dimensioni
Nel campo della computer grafica si ha spesso a che fare con modelli o
scenari composti da molti milioni di poligoni. Nonostante il grande incre-
mento di prestazioni verificatosi negli ultimi anni relativamente ai processori
grafici, la visualizzazione di modelli di tali dimensioni, quando l’applicazione
richiede un certo grado di interattività e di rapidità dei tempi di risposta,
rende necessario il ricorso a particolari tecniche di ottimizzazione. Di seguito
viene riportata una panoramica di tali tecniche.
1.4.1 Tecniche di riduzione della complessità
Di questa categoria fanno parte tutti i metodi e gli algoritmi attraverso
i quali i modelli subiscono delle trasformazioni finalizzate ad ottenere una
copia simile all’originale ma costituita da un numero minore di poligoni; in
questo modo si riesce ad alleggerire sia il carico della GPU che la memoria
necessaria a memorizzare i modelli, tipicamente a discapito della loro qualità
visiva. Tali strategie sono generalmente conosciute con il nome di tecniche
di semplificazione. Fa parte delle tecniche di riduzione della complessità
anche l’uso di texture8, con le quali è possibile incrementare il dettaglio di
un modello tridimensionale senza accrescerne il numero di primitive grafiche,
e quindi la complessità.
8si pensi al texture mapping, e soprattutto al bump mapping.
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1.4.2 Tecniche di ottimizzazione a run-time
Queste tecniche consistono in una serie di strategie atte a minimizzare il
numero di primitive grafiche da inviare alla pipeline della scheda video a se-
conda del valore di alcuni parametri variabili nel tempo e che sono calcolabili
solo a tempo di esecuzione per ciascun frame. Esistono ad esempio criteri
di ottimizzazione che operano sulla base di una valutazione della porzione di
scena che rientra nel campo visivo o della distanza che sussiste tra il soggetto
e l’osservatore.
Gestione dei livelli di dettaglio
Un ottimo metodo finalizzato a diminuire il carico del processore grafico
è quello di utilizzare modelli forniti in diverse copie aventi diverso livello di
dettaglio: è così possibile, ad esempio, inviare alla pipeline grafica versioni del
soggetto composte da un numero inferiore di primitive se esso si trova in una
posizione molto lontana dall’osservatore, che quindi ne vedrebbe in ogni caso
una sagoma poco dettagliata. La figura 1.11 mostra un esempio di questo
Figura 1.11: Differenti livelli di dettaglio
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concetto: si passa dalla mesh originale di oltre 5.000 vertici (usata quando
l’osservatore è molto vicino) a una rappresentazione più compatta di circa
1.500 per le medie distanze, fino a una versione estremamente semplificata
di approssimativamente 150 vertici da utilizzare quando l’oggetto si trova a
grande distanza dall’osservatore.
Visibility e Occlusion culling
La determinazione della porzione del campo visivo è da sempre un pro-
blema fondamentale della computer grafica. La sua importanza è stata evi-
denziata soprattutto negli ultimi anni a causa del crescere della complessità
dei modelli utilizzati nelle applicazioni interattive, il cui rendering in tempo
reale effettuato con gli approcci classici è divenuto praticamente impossibile.
Per visibility culling si intende l’insieme delle tecniche con cui è possibile
scartare rapidamente il maggior numero di primitive che non sono visibili,
cioè che non contribuiscono al colore di nessun pixel dello schermo. Le due
tecniche classiche sono il view-frustum culling e il back-face culling.
• il view-frustum culling consiste nell’individuare e scartare tutte le pri-
mitive che risultano esterne al frustum, cioè al tronco di cono che co-
stituisce il campo visivo in una proiezione prospettica. Un’implemen-
tazione conservativa di tale tecnica prevede di raggruppare le primitive
di uno stesso oggetto in un’unica entità e di eseguire il test sulla sua
bounding box, ovvero il più piccolo parallelepipedo che contenga l’intera
entità. Purtroppo nel caso in cui lo scenario presenti un numero troppo
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elevato di oggetti, effettuare il test su ciascuno di essi può rappresenta-
re comunque un onere computazionale insostenibile. Il problema può
essere evitato organizzando gli oggetti in una struttura gerarchica: in
questo modo si evitano di esaminare interi insiemi di entità (il problema
si sposta quindi sulla scelta di opportune rappresentazioni gerarchiche
che garantiscano un buon bilanciamento delle entità della scena).
• gli algoritmi che implementano il back-face culling scartano le facce che
sono rivolte nel verso opposto alla direzione di vista. Questa tecnica è
implementata direttamente in hardware nei moderni dispositivi grafici
ed è attivabile tramite il comando OpenGL glEnable(GL_CULL_FACE).
Per ciascun poligono è calcolata l’equazione del piano su cui esso giace:
se la distanza tra tale piano e il punto di vista è negativa, il poligono
in questione può essere scartato.
Le tecniche di occlusion culling hanno invece lo scopo di scartare le primi-
tive la cui visibilità è ostruita da altre parti della scena. Si tratta di strategie
di tipo globale, cioè che coinvolgono l’intera scena e il cui risultato dipende
dalle posizioni relative tra i vari oggetti che la compongono. Eseguire il te-
st di occlusione per ciascun poligono può quindi essere un’operazione molto
costosa, pertanto, come nel caso del view-frustum culling, gli algoritmi di oc-
clusion culling operano su oggetti organizzati in strutture gerarchiche. Uno
degli algoritmi di occlusion culling più usati è lo hierarchical z-buffering [10].
Le tecniche presentate in questa sezione sono di solito usate congiuntamen-
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te in modo da ottimizzare il più possibile il rendering della scena: vengono
prima selezionati gli oggetti contenuti nel volume di vista con un test di view-
frustum culling; ad essi è poi applicato un algoritmo di occlusion culling fino
a ottenere un insieme di oggetti potenzialmente visibili. Infine, tali oggetti
sono inviati alla pipeline grafica che ne effettuerà un back-face culling.
La figura 1.12 mostra i diversi tipi di culling di primitive appena descritti













Compressione di mesh tridimensionali
Le informazioni necessarie a descrivere una mesh sono di due tipi: quelle
relative alla connettività e quelle relative alla geometria. La connettività
consiste nelle informazioni sulle interconnessioni degli elementi della mesh,
mentre la geometria specifica la posizione dei vertici nello spazio.
La tecnica standard di rappresentazione di una mesh descrive la connet-
tività tramite una tabella di incidenza faccia – vertici: per ogni faccia è data
una lista orientata di indici che rappresentano i vertici della faccia stessa. Si
può dimostrare che alcune delle informazioni contenute nella tabella di inci-
denza sono ridondanti in quanto sono ricavabili analizzando la connettività
della mesh. Per questo motivo, e con il fine di rendere più efficiente l’uso del-
la memoria necessaria all’archiviazione di modelli tridimensionali, sono state
elaborate numerose tecniche di compressione specifiche.
Prima di esaminare in dettaglio il problema della codifica e della com-
pressione di mesh poligonali, verranno ricordati alcuni concetti fondamentali
relativi alla codifica e alla compressione dell’ informazione in generale.
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2.1 Tecniche di codifica dell’informazione
Le tecniche di codifica dei dati sono suddivise fondamentalmente in due
categorie: le tecniche lossless e quelle lossy. La caratteristica fondamentale
di una compressione lossless è che il prodotto di una codifica e successiva
decodifica è una copia identica all’originale, senza nessun tipo di modifica
(perdita) dell’informazione. Le tecniche lossy sono invece applicate nei ca-
si in cui sia possibile fare una scelta controllata delle informazioni che si
considerano sacrificabili e che possano dunque essere perse nel processo di
codifica – decodifica, senza per questo modificare sensibilmente la percezione
di somiglianza all’ originale.
2.1.1 Tecniche lossless
In generale un flusso di dati può essere visto come una sequenza di simbo-
li, il cui insieme costituisce un alfabeto A = {σ1 . . . σa} di cardinalità a. Sia
ad esempio Sn = σi1σi2 . . . σin una sequenza di n simboli, ognuno dei quali
può essere rappresentato con dlog2 ae bit. L’intera sequenza Sn occupa così
ndlog2 ae bit di memoria. Per aumentare l’efficienza della memorizzazione si
può pensare di rappresentare i simboli con un numero variabile di bit, per
esempio dando maggiore importanza ai simboli più ricorrenti. Sia #i(Sn) il
numero di simboli σi all’interno della sequenza Sn e pi(Sn) = #i(Sn)n la pro-
babilità del simbolo σi di comparire all’interno della sequenza Sn. Definendo





, il numero di bit ottimale
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per ciascun simbolo è dato da:
a∑
i=0









2.1.2 Codifica di Huffman
L’algoritmo di codifica di Huffman [19] associa a ciascun simbolo un codice
di un numero variabile di bit in modo che a probabilità più alte corrispondano
codici più corti. I codici di Huffman hanno il vincolo del prefisso unico per
poter essere riconosciuti nonostante la lunghezza variabile. Questo può essere
garantito costruendo i codici a partire da un albero binario le cui foglie siano
associate ai simboli. Il percorso dalla radice al simbolo σi costituisce un
codice ci tale che ad ogni livello dell’albero corrisponde un bit che specifica
il percorso seguito: ad esempio 0 se si procede con il figlio sinistro, 1 se si
procede con quello destro.
L’algoritmo di Huffman specifica come costruire l’albero dei simboli e
come ricavarne i codici, sia in fase di codifica che di decodifica. Inizialmente
ad ogni simbolo viene associato un nodo e ad ogni nodo un peso pari alla
probabilità di apparizione del simbolo che rappresenta. I passi per costruire
l’albero sono i seguenti:
1. selezione dei due nodi liberi con il minor peso;
2. creazione di un nuovo nodo da porre come padre per i nodi liberi
individuati il cui peso è la somma dei pesi dei figli;
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3. associazione di un valore binario ai rami dell’albero che collegano il
nodo appena creato con quelli selezionati; per convenzione si attribuisce
il valore 0 al ramo sinistro e 1 a quello destro;
4. inserimento del nuovo nodo nella lista dei nodi liberi e rimozione dei
due nodi selezionati dalla stessa;
5. ripetizione dal passo numero 1 finché la lista dei nodi liberi non contiene
un unico elemento, che sarà la radice dell’albero.
Una volta costruito l’albero, encoder e decoder possono compiere la tradu-
zione dei simboli nel modo più efficiente possibile. Ad esempio, l’encoder
può costruire i codici in una fase di preprocessing visitando l’albero in ordine
anticipato in modo da potervi così accedere con accesso diretto. Durante la
fase di decodifica invece il decoder riconosce i simboli percorrendo l’albero
a partire dalla radice. Per ogni bit letto il decoder visita il figlio destro se
il valore di tale bit è uno, altrimenti visita il figlio sinistro. Quando il nodo
visitato è una foglia viene emesso il simbolo ad esso associato. Con la lettura
del bit successivo la visita dell’albero è ripresa a partire dalla radice, e così
via.
La tabella 2.1.2 esemplifica il risultato di un’esecuzione dell’algoritmo
dato un semplice alfabeto. L’algoritmo inizia scegliendo i due simboli con
frequenza minore: D ed E. Viene creato quindi un nodo, padre di questi due
simboli foglia, la cui frequenza è posta a 11. Alla foglia D è assegnato il ramo
0, mentre alla foglia E viene assegnato il ramo 1. Alla seconda iterazione
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Tabella 2.1: Esempio di codifica Huffman
vengono scelti i simboli B e C, che ora sono quelli con frequenza minore, e
si procede in maniera analoga nella creazione del nodo padre. Iterando la
procedura fino a completare l’albero, e combinando per ogni simbolo i codici
dei rami nel percorso foglia – radice, si ottengono le codifiche indicate nella
tabella.
2.1.3 Codifica aritmetica
L’algoritmo di Huffman purtroppo è ottimale soltanto se le probabilità
dei simboli sono potenze negative di due, poiché in tal caso i codici hanno
una lunghezza intera di bit. Se ad esempio la probabilità fosse 1
5
, l’ottimo
sarebbe una codifica di log2 5 = 2, 3219 bit. Nella codifica aritmetica [25]
non vengono assegnati codici ai simboli, ma l’intero flusso di dati viene rap-
presentato con un singolo numero in virgola mobile compreso tra zero e uno.
Si supponga di comprimere una sequenza S di n simboli il cui alfabeto A
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abbia cardinalità a. Ciascun simbolo σi ha associata una probabilità di ap-
parizione pi. Definito l’intervallo di riferimento w = [wL, wH ] e indicando
con wm l’intervallo di riferimento relativo all’iterazione m, l’algoritmo del-
la compressione aritmetica si può schematizzare nell’esecuzione dei seguenti
passi:
1. inizializzazione dell’intervallo di riferimento w = w0 con wL = 0 e
wH = 1;
2. suddivisione di w in a sottointervalli vi = [viL, viH ] in modo che (viH −
viL) ∝ pi;
3. lettura del simbolo σs in ingresso;




5. ripetizione dei passi da 2 a 4 per ciascuno degli n simboli in ingresso;
6. la codifica corrisponde ad un valoreW scelto in modo cheW ∈ [wL, wH ].
Si possono fare alcune considerazioni sul numero di bit necessari a rap-
presentare W . La prima suddivisione dell’intervallo di riferimento produce
dei sottointervalli vi di ampiezza v¯i = pi, dal momento che w¯0 =
∑k
i=1 pi = 1.
Dopo n suddivisioni l’ampiezza dell’intervallo di riferimento è determinata






2.1 Tecniche di codifica dell’informazione
Figura 2.1: Un esempio di codifica aritmetica
Si supponga di suddividere l’intervallo di riferimento iniziale [0, 1] in sottoin-
tervalli di ampiezza w¯n, ciascuno dei quali è individuato da un indice. Uno
soltanto di questi intervalli corrisponde a wn. Il valore della codifica W può







e il numero di bit necessari per rappresentare N è quindi:















Si dimostra così che con la codifica aritmetica si può raggiungere l’ottimo
(Formula 2.1 a pagina 35), cioè la minima entropia.
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2.1.4 Tecniche lossy
Nelle tecniche di compressione lossy, come già detto, viene tollerata la
perdita di parte dell’informazione associata ai dati originali al fine di con-
sentire un maggiore livello di compressione. Questa perdita di informazione
dev’essere tale da non degradare eccessivamente la percezione dell’oggetto
codificato. Un esempio di tale tecnica è la codifica delle immagini in formato
JPEG o dei video in formato MPEG. Queste tecniche possono essere appli-
cate con successo anche alla geometria di una mesh, come verrà mostrato
nel prossimo capitolo. La rappresentazione della geometria nei formati più
comuni (file di tipo VRML, OBJ, ASC) consiste infatti in un vettore di nu-
meri in virgola mobile, ciascuno dei quali è rappresentato generalmente con
32 o 64 bit di memoria. Nel caso di molte applicazioni di visualizzazione di
scene tridimensionali, tale livello di accuratezza non è necessario, ed è quindi
conveniente quantizzare tali valori su un numero inferiore di bit.
2.1.5 Quantizzazione
Nel processo di quantizzazione i valori di un dominio continuo (ad esempio
una retta reale) vengono approssimati con un insieme relativamente piccolo
di valori discreti. L’esempio più semplice di quantizzazione è quella scalare,




2.2 Compressione della connettività
dove x è il numero reale da approssimare mentre f(x) e g(i) sono due funzioni
a valori reali. In questo contesto i = bf(x)c (chiamato anche indice di quan-
tizzazione) è l’elemento memorizzato o trasmesso, mentre il valore originale
viene ricavato calcolando g(i). La più comune formula di quantizzazione è
quella uniforme, che approssima valori reali dell’intervallo [0, 1) con un intero




dove f(x) e g(i) sono semplici funzioni di scalatura. La funzione g(i) intro-
duce inoltre un offset per porre il valore ricavato nel punto medio del relativo
intervallo di quantizzazione 2−M .
2.2 Compressione della connettività
Comprimere la connettività significa riuscire a rappresentare le informa-
zioni ottenute nella tabella delle incidenze faccia – vertice nel modo più effi-
ciente possibile. Secondo il metodo di rappresentazione standard la connet-
tività di una mesh composta da f triangoli e v vertici occupa 3fdlog2 ve ≈
6vdlog2 ve bit, cioè circa 6dlog2 ve bit per vertice. Un esempio di questa
rappresentazione è il nodo IndexedFaceSet del linguaggio VRML.
Shape {
appearence Appearence {
material Mater ia l {
emissiveColor 0.8 0.2 0.0
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coordIndex [0, 3, 2, 1, -1
0, 1, 4, -1
1, 2, 4, -1
2, 3, 4, -1
3, 0, 4, -1]
}
}
Listato 2.1: Esempio di codice VRML
Il frammento di codice nel riquadro descrive una piramide. Si possono no-
tare le sezioni point in cui è definita la lista delle coordinate dei vertici (la
geometria) e la sezione coordIndex che specifica la tabella delle incidenze
faccia – vertice (quindi la connettività). È facile osservare come l’efficienza
di tale rappresentazione sia inversamente proporzionale alle dimensioni della
mesh, rendendola poco indicata per modelli di grandi dimensioni.
Al fine di evitare la pesante limitazione legata alle dimensioni della mesh,
sono stati sviluppati numerosi algoritmi di compressione, nei quali il numero
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di bit richiesti per rappresentare un vertice non dipende dalla dimensione
della mesh. Una caratteristica comune a tali metodi è la visita progressiva
della facce che compongono la superficie (chiamata conquista): gli elementi
della mesh vengono codificati nel momento in cui entrano a far parte della
regione “conquistata”.
Nei paragrafi successivi saranno brevemente presentate delle caratteristi-
che comuni ad algoritmi utilizzati tipicamente per la codifica della connetti-
vità, come Cut-Border Machine, Edge Breaker, Face Fixer e Valence Based
Encoding (per i dettagli su questi metodi si vedano [7], [1] e [20]).
2.2.1 Algoritmi di codifica
Come già accennato in precedenza, gli algoritmi di compressione della
connettività definiscono una regione conquistata che contiene tutti gli ele-
menti della mesh analizzati fino a un determinato istante. Un vertice o uno
spigolo si dice processato quando sono state visitate tutte le facce che vi
incidono. Un vertice o uno spigolo non ancora processati, che però abbiano
almeno una delle facce incidenti visitata si dicono attivi. L’insieme dei vertici
e degli spigoli attivi costituisce il bordo di taglio, cioè quella linea che delimi-
ta la regione di accrescimento e che separa gli elementi processati da quelli
ancora non processati. La regione di accrescimento si espande verso le facce
non visitate incidenti sul bordo di taglio. Un particolare spigolo attivo del
bordo di taglio viene chiamato gate e il vertice al quale punta è detto pivot.
La regione di accrescimento si espande verso le facce non ancora visitate inci-
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denti sul gate e sul pivot. Le operazioni di espansione sono dette comandi e
ad ognuna di essere corrisponde un simbolo, che può essere accompagnato da
informazioni relative alla relazioni di incidenza tra gli elementi considerati.
Il processo di codifica inizia scegliendo una faccia i cui lati vanno a co-
struire il primo bordo di taglio, e uno dei suoi spigoli è scelto come gate. La
regione di accrescimento viene espansa progressivamente secondo regole sta-
bilite dal particolare algoritmo, finché la mesh non è conquistata interamente.
Il procedimento può essere sintetizzato nei seguenti passi:
1. costruzione di una struttura che consenta l’accesso alle incidenze e alle
adiacenze tra gli elementi della mesh;
2. scelta della faccia iniziale: vengono inizializzati bordo di taglio, gate e
pivot;
3. finché tutta la mesh non è conquistata sono ripetute le seguenti opera-
zioni:
• determinazione dell’operazione da eseguire analizzando le inciden-
ze del gate;
• esecuzione dell’operazione determinata con l’eventuale accresci-
mento della regione conquistata;
• aggiornamento delle informazioni di incidenza tra gli elementi e
scelta di un nuovo gate e pivot se necessario.
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2.2.2 Casi speciali: split, merge e bordi
Split
Durante l’espansione della regione conquistata può verificarsi il caso in
cui il bordo di taglio non sia più un poligono semplice. Ciò accade quando
l’algoritmo tenta di conquistare un vertice già analizzato che appartenga al
bordo di taglio corrente. Il verificarsi di questa condizione viene gestito da
una procedura denominata split, che consiste fondamentalmente nel dividere
il bordo di taglio in due parti. Al fine di gestire correttamente la presenza
simultanea di più bordi di taglio, questi vengono introdotti in uno stack.
Tale struttura dati consente di tenere ordinati i bordi di taglio che devono
ancora essere processati. Quando si verifica lo split di un bordo di taglio,
uno dei due bordi generati viene processato immdiatamente, mentre l’altro
viene inserito nello stack per essere trattato successivamente.
Merge
Un altro caso particolare che può verificarsi è l’intersezione di due diversi
bordi di taglio. Tale situazione viene gestita tramite un’operazione di merge.
Come nel caso dello split, può darsi che si tenti di processare un vertice già
conquistato. Se tale vertice appartiene al bordo di taglio corrente si ha uno
split, altrimenti si esegue un merge tra il bordo di taglio corrente e quello a
cui appartiene il vertice in questione. Quest’ultimo viene unito con il bordo
di taglio corrente ed è rimosso dallo stack.
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Mesh con bordi
Nel caso in cui la mesh da codificare presenti dei bordi vi sono diversi
metodi che possono essere adottati per gestire questa particolarità. L’idea
più semplice è quella di considerare il bordo della mesh come il perimetro di
una faccia virtuale ad essa complementare. Il problema è risolto aggiungendo
alla mesh tante facce virtuali quanti sono i bordi che presenta.
Questa tecnica non può però essere adottata se la mesh ha il vincolo di
essere composta esclusivamente da triangoli; generalmente il bordo ha più
di tre lati e quindi non può essere chiuso con un’unica faccia triangolare.
In questo caso è possibile chiudere il bordo della mesh inserendo un vertice
cosiddetto fittizio, (dummy) e tanti triangoli quanti sono i lati del bordo in
modo da collegarne ogni spigolo con il vertice dummy.
Si può anche evitare di aggiungere elementi virtuali alla mesh inizializ-
zando lo stack dei bordi di taglio in modo particolare: si creano inizialmente
tanti bordi di taglio quanti sono i bordi della mesh. Tutti questi bordi di
taglio sono inseriti nello stack. In altre parole, i buchi della mesh sono visti
come regioni già conquistate a priori.
2.3 Compressione della geometria
Mentre nella precedente sezione sono state presentate delle strategie per
comprimere la connettività di una mesh, di seguito saranno mostrati alcuni
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metodi generali utilizzati durante la codifica delle informazioni relative alla
sua geometria.
2.3.1 Quantizzazione delle coordinate
Come già accennato nella sezione relativa alle tecniche di codifica lossy, il
primo approccio che si può usare per migliorare l’efficienza della rappresen-
tazione della geometria di una mesh è quello di quantizzare le coordinate dei
vertici. Spesso infatti succede che le mesh siano ottenute da dispositivi che
effettuano scansioni tridimensionali. Questi dispositivi hardware sono dotati
di un’alta precisione che spesso non è necessaria e anzi può rappresentare
una forma di rumore nel modello risultante. Anche usare numeri in virgola
mobile per rappresentare le coordinate dei vertici in molti casi può essere un
inutile spreco: i 32 bit del tipo float, o i 64 del tipo double, permettono
di posizionare i vertici praticamente in qualsiasi punto dello spazio, mentre
potrebbero essere sufficienti soltanto un ristretto insieme di livelli. Per questi
motivi il primo passo nella compressione della geometria è la sua quantizza-
zione: ciascun vertice è spostato verso il punto di una griglia tridimensionale
ad esso più vicino (la quantizzazione uniforme, già presentata nella sezione
2.1.5).
Considerando che una mesh ha n vertici V = {v1, . . . , vn}, che la griglia
è composta da k valori quantizzati Q = {q1, . . . , qk} e che la funzione che
mappa i vertici ai punti della griglia è m : V → Q, si può stimare l’errore
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Per minimizzare l’errore è necessario che la regione di spazio occupata dalla
griglia sia più piccola possibile, altrimenti alcuni livelli rimarrebbero inutiliz-
zati. Per questo motivo la griglia viene scelta in modo che le sue dimensioni
coincidano con la bounding box della mesh. Spesso si fa coincidere la regione
di spazio della griglia con la cosiddetta axis-aligned bounding box, cioè una
bounding box i cui spigoli sono paralleli agli assi principali nello spazio. Si
consideri ad esempio il solo asse delle x. Si supponga inoltre che la boun-
ding box abbia come estremo sinistro x0 e che sia lunga l: l’insieme Qx dei
k livelli quantizzati è dato da Qx = {x0, x0 + lk−1 , x0 + 2lk−1 + . . . + x0 + l}.
In modo analogo sono definiti gli insiemi Qy e Qz, per un totale di k3 va-
lori. Ciascun vertice può quindi essere rappresentato da una tripla di interi
ciascuno appartenente all’insieme {0, . . . , k − 1}. Nell’encoder e nel decoder
assume quindi vitale importanza la posizione e la dimensione della bounding
box della mesh.
Possono essere usate altre forme di quantizzazione mirate a minimizzare
l’errore, ma che sono solitamente molto più costose in termini computazionali.
2.3.2 Tecniche di predizione dei vertici
Le tecniche di predizione dei vertici sono utilizzate al fine di ottenere dei
simboli che si prestino meglio a essere compressi con una codifica a entropia
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minima. Il vertice predetto sarà tanto più vicino al vertice reale quanto
migliore è l’algoritmo di predizione utilizzato. A questo punto è sufficiente
codificare l’errore di predizione, cioè la differenza tra il vertice predetto e
quello reale, che avrà una distribuzione tipicamente centrata nello 0 e un
dominio di valori molto ristretto.






vale a dire che il vertice predetto è la combinazione lineare dei vertici già
analizzati, solitamente un numero molto ristretto. L’esempio più semplice
di predizione lineare è quello in cui i coefficienti della combinazione lineare
valgono a1 = 1, a2 = a3 = . . . = ak = 0. Più in generale per minimizzare
l’errore di predizione si scelgono i coefficienti in modo tale che valga:









Purtroppo risolvere esattamente questo sistema richiede una quantità di cal-
coli piuttosto elevata. Tuttavia analizzando la struttura triangolare della
mesh si nota che è possibile utilizzare un metodo di predizione lineare molto
efficiente e che consente di ottenere ottimi risultati.
Il metodo in questione è la cosiddetta regola del parallelogrammo [9], che
prende il nome dalla sua interpretazione geometrica. Il principio empirico su
cui si basa è infatti quello secondo cui due triangoli adiacenti di una mesh
tendono a formare un parallelogrammo.
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Figura 2.2: Regola del parallelogrammo
Il funzionamento del metodo è illustrato nella figura 2.2. Quando l’algo-
ritmo si trova a dover codificare il vertice v4 è già a conoscenza del triangolo
(v1, v2, v3), e il vertice può quindi essere predetto come p4 = v3 + v2− v1. La
linea più spessa indica l’errore commesso in questo caso dalla predizione, che




Nel capitolo precedente sono state fatte delle considerazioni generali sulla
compressione delle mesh, e in particolare sulla distinzione tra compressione
di connettività e geometria. Questo capitolo illustra in dettaglio la compres-
sione spettrale, un metodo di compressione lossy specifico per le informazioni
geometriche di una mesh. Il metodo utilizza inizialmente informazioni pu-
ramente topologiche per determinare quello che informalmente è possibile
definire come un ordine di rilevanza tra i vertici che compongono la mesh.
Tale classificazione è utilizzata successivamente per guidare la compressione
vera e propria.
I metodi basati sul principio della compressione (o trasformazione) spet-
trale sono stati e sono tuttora utilizzati con ottimi risultati per la compres-
sione di immagini bidimensionali e di flussi video (si vedano [5], [14]). Ad
esempio il noto algoritmo JPEG si basa sulla DCT (la trasformata discreta
del coseno) per ottenere un ottimo rapporto tra qualità visiva e spazio occu-
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pato. Fondamentalmente queste tecniche consistono nel codificare dei dati
esprimendoli come combinazione lineare di un insieme di funzioni di basi or-
togonali, in cui ogni funzione è caratterizzata da una frequenza. Il concetto
fondamentale, alla base di questi metodi di compressione, è la possibilità di
ottenere una rappresentazione dei dati ragionevolmente fedele all’originale
utilizzando solo un piccolo sottoinsieme di queste funzioni.
Nel corso del capitolo verrà mostrato come estendere i concetti dell’analisi
di Fourier, cruciale per la determinazione delle frequenze e dello spettro, al
caso delle mesh tridimensionali.
3.1 Analisi spettrale
Per capire come arrivare all’analisi spettrale di intere mesh tridimensio-
nali, si consideri inizialmente un semplice grafo con n nodi connessi tra loro
a formare un anello. È possibile definire una matrice di adiacenza A per tale
grafo: si tratta di una matrice tridiagonale simmetrica di dimensione n2, con




0 1 · · ·
1 0






L’operatore di Laplace associato ad A è L = I − 1
2
A e coincide con la
derivata seconda spaziale. Come è noto dalla teoria sulle matrici [16], le fun-
zioni coseno di base nella trasformata di Fourier 1-dimensionale coincidono
esattamente con gli autovettori di L, mentre gli autovalori associati rappre-
sentano le frequenze (per la precisione le frequenze al quadrato). La somma
delle righe di L vale zero, perciò anche il suo determinante è nullo, ovvero L
è una matrice singolare e ha un autovalore uguale a 0, a cui è associato un
autovettore a valori costanti. La proiezione di qualsiasi vettore di dimensio-
ne n su questo vettore di base non è altro che la media del vettore (la sua
componente continua).
Nel caso dei segnali bidimensionali le funzioni di base di Fourier sono gli
autovettori della matrice laplaciana di un grafo con la connettività di una
griglia bidimensionale; la matrice di adiacenza in questo caso è definita come
segue: Aij vale 1 in corrispondenza delle coppie (i, j) per cui il nodo i e il nodo
j sono adiacenti nella griglia e 0 altrimenti; il laplaciano L è definito invece
come I − 1
4
A. Per via della struttura regolare della griglia bidimensionale,
le funzioni di base (gli autovettori di L) sono esattamente le funzioni usate
anche nella compressione JPEG.
3.1.1 Spettro di una mesh tridimensionale
La teoria spettrale classica può essere estesa anche a grafi con topologie
diverse e in particolare a strutture di mesh 3D. Si consideri una generica
mesh, la cui coppia connettività – geometria può essere vista come un grafo
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G = (V,E) in cui V è l’insieme dei nodi (o vertici) e E è l’insieme degli archi
(o edge) che connettono i nodi tra loro. Sia A la matrice di adiacenza definita




1 se i e j sono vertici adiacenti
0 altrimenti
Si noti che in A, ricordando la caratteristica di Eulero (Formula 1.1, a pag.
21), in media saranno diversi da zero solo sei valori per riga. A questo punto
sia D una matrice diagonale tale che Dii = 1di , dove di è la valenza del vertice
i, allora L = I −DA è il laplaciano della mesh, e ogni Lij è uguale a:
Lij =

1 se i = j
1
di
se i e j sono adiacenti
0 altrimenti
Se il vertice i non ha vertici adiacenti allora Lii = 0.
Gli autovettori di L formano una base ortogonale di Rn. Gli autovalori
associati possono essere considerate frequenze, e le tre proiezioni di ciascuno
dei tre vettori di coordinate della geometria della mesh (x, y, z) sulla base
suddetta sono lo spettro della geometria. Le geometrie che perlopiù appros-
simano forme curve (smooth) e hanno quindi un numero ridotto di “spigoli
vivi” portano ad avere degli spettri dominati dalle componenti a bassa fre-
quenza. In altre parole, per mesh in cui le coordinate dei vertici siano simili
alla media delle coordinate dei vertici adiacenti, l’operatore laplaciano appli-
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cato alla geometria della mesh ha come risultato dei numeri piccoli in valore
assoluto.
Si noti come di fatto esistano tre spettri per ogni mesh – uno per ogni
componente x, y e z della geometria – e come ciascuno possa avere caratte-
ristiche differenti, in base alle proprietà geometriche della mesh (ad esempio
la curvatura).
3.2 Il processo di codifica
Dopo aver presentato le basi teoriche su cui si fonda il principio della
compressione spettrale, verranno esaminati da un punto di vista più pratico
e in maggior dettaglio i passi necessari per ottenere la codifica di una mesh
tridimensionale, che possono essere sintetizzati nella seguente lista:
1. determinare la matrice laplaciana Ln×n relativa alla meshM di n vertici
di cui si vuole comprimere la geometria;
2. trovare gli autovalori e gli autovettori di L, e ordinarli in ordine cre-
scente;
3. per ogni componente x, y e z della geometria, proiettare i vettori delle
coordinate Xn×1, Yn×1 e Zn×1 sulla base ortonormale data dagli auto-
vettori di L; il risultato saranno tre vettori, rispettivamente Cx, Cy
e Cz, ciascuno contenente i coefficienti spettrali per la componente
geometrica proiettata;
55
Capitolo 3 · La compressione spettrale
4. quantizzare i vettori dei coefficienti ottenuti a una precisione inferiore
rispetto ai classici tipi di dato float o double da 32 bit o 64 bit;
sperimentalmente è stato verificato ([14]) che un valore tra i 10 bit e i
16 bit è un’approssimazione accettabile;
5. troncare i vettori dei coefficienti già quantizzati per ridurre ulteriormen-
te la precisione necessaria e favorire l’esecuzione del passo successivo;
6. applicare una codifica entropica come la codifica di Huffman o quella
aritmetica (descritte nel capitolo precedente) per ottimizzare lo spazio
necessario a memorizzare i vettori dei coefficienti.
La fase di decodifica è speculare a quella di codifica appena elencata. Si
noti che per decodificare i coefficienti è necessario avere a disposizione la
connettività della mesh per poterne determinare la matrice laplaciana L (e
calcolarne gli autovettori e autovalori).
3.2.1 Analisi spettrale della matrice laplaciana
Il primo passo per effettuare la compressione spettrale è quello di ottenere
la matrice laplaciana per la mesh M che si intende comprimere. È già stato
visto come ottenere tale matrice a partire dalla connettività di una mesh.
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Dati due vertici i e j l’elemento Lij vale:
Lij =

1 se i = j
1
di
se i e j sono adiacenti
0 altrimenti
Per costruzione quindi L è una matrice simmetrica e, come è stato ricorda-
to nel paragrafo precedente, in media ogni vertice ha valenza sei, ovvero è
connesso tramite un edge ad altri sei vertici, perciò generalmente L è anche
sparsa (una proprietà che risulta molto utile in fase di implementazione).
Una volta determinata L si procede con la ricerca dei suoi autovalori e
autovettori per ottenere la base ortonormale da utilizzare nella decomposi-
zione spettrale. Purtroppo questa operazione ha complessità computazionale
O(n3), cosa che rende l’intero metodo poco adatto per un utilizzo in applica-
zioni interattive. È possibile tentare alcuni approcci per cercare di superare
questo limite, ovvero:
• ridurre la complessità della ricerca di autovalori e autovettori (paralle-
lizzazione, ottimizzazioni ad-hoc);
• suddividere la mesh (e quindi la matrice L) in sotto-mesh e considerare
ciascuna delle parti indipendentemente;
• utilizzare una base fissata per evitare di doverne calcolare una diversa
per ogni mesh.
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In [14] viene proposta un’ulteriore opzione, ovvero quella di utilizzare dei
metodi a multirisoluzione per mesh tridimensionali; l’idea di fondo è che si
possa applicare l’intera procedura di codifica spettrale a una mesh semplifi-
cata rispetto a quella originale1, e quindi molto più trattabile dal punto di
vista della complessità. Questa possibilità tuttavia non verrà approfondita
ulteriormente in questa tesi, in quanto gli stessi autori di [14] concludono che
si tratta di metodi numericamente instabili, e che per mesh con un numero
di vertici superiore al migliaio risultano comunque inutilizzabili.
Ottimizzazione della ricerca di autovalori
Il primo approccio che si può adottare per rendere compatibile la com-
pressione spettrale con un suo utilizzo in un’applicazione interattiva è senza
alcun dubbio quello di cercare di ridurre la complessità del calcolo degli auto-
vettori e degli autovalori della matrice laplaciana. In [6] si trova un’accurata
e formale descrizione dei metodi dal punto di vista numerico mentre in [21] il
problema del calcolo degli autovettori è affrontato dal punto di vista dell’im-




1Si veda [7] (cap. 2) per una discussione sul concetto di semplificazione di una mesh e
sui rispettivi algoritmi.
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• Divide et Impera
• MRRR
La definizione del metodo di Jacobi risale al 1846, e dei quattro metodi elen-
cati è l’unico che si applica a qualunque matrice reale simmetrica; è inoltre
l’algoritmo che approssima con maggior precisione gli autovalori e gli auto-
vettori. Purtroppo è anche il meno efficiente. Il metodo QR opera su matrici
tridiagonali simmetriche ed è il metodo di riferimento quando si vogliono
trovare solo gli autovalori (che vengono trovati con n2 operazioni) oppure per
matrici di dimensioni 25×25 o inferiori. Oltre questa dimensione solitamente
si ricorre al metodo Divide et Impera, elaborato nei primi anni ’80. Questo
metodo suddivide il problema originale in sottoproblemi che possono essere
calcolati indipendentemente per poi mettere in relazione i risultati dei sotto-
problemi tra loro e ottenere la soluzione del problema di partenza. Il MRRR
infine è il più recente tra i metodi, risale infatti agli anni ’90. MRRR è un
acronimo che sta per Multiple Relatively Robust Representations. Sebbene
l’errore che introduce sia leggermente superiore a quello del Divide et Impe-
ra, questo metodo ha nel caso pessimo una complessità di O(n2) per trovare
tutti gli autovalori e autovettori, oppure O(kn) per trovarne solo k.
Dopo questa breve presentazione è chiaro che il metodo di Jacobi non
è applicabile per matrici di dimensioni ragguardevoli come quelle che ver-
ranno trattate dall’algoritmo di compressione spettrale. È quindi necessario
aggiungere alla complessità del calcolo di autovettori e autovalori anche quel-
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la di un algoritmo che trasformi la matrice L da simmetrica a tridiagonale
simmetrica. Il metodo comunemente utilizzato per questa trasformazione è
il cosiddetto metodo di Householder, che richiede l’esecuzione di approssima-
tivamente 4
3
n3 moltiplicazioni. Tuttavia è possibile sfruttare la conoscenza
della struttura di L, che è una matrice sparsa, e utilizzare un altro meto-
do per la sua tridiagonalizzazione. Fondamentalmente una matrice sparsa
consente di ottimizzare l’operazione del prodotto tra matrici o tra matrice e
vettore. Un metodo di complessità O(n · n2) in cui n2 rappresenta appunto
la complessità della moltiplicazione matrice – vettore è il metodo di Lanczos,
che quindi potrebbe rappresentare la scelta più adeguata. Purtroppo il meto-
do di Lanczos, quando è eseguito su una macchina con precisione aritmetica
finita, è soggetto a problemi di stabilità numerica (in particolare problemi
di mantenimento dell’ortogonalità tra vettori), perciò bisogna implementare
nell’algoritmo delle tecniche che prevengano questi problemi.
Suddivisione della mesh
La suddivisione di una mesh in più parti è una tecnica che consente di
ridurre la dimensione della matrice laplaciana e di conseguenza di rendere più
veloce la ricerca degli autovalori e autovettori. Naturalmente questo significa





che quelli di un’unica matrice di dimensione n×n. Tuttavia, ricordando che
calcolare gli autovalori di una matrice è un’operazione di complessità cubica
in n, è evidente come la riduzione del valore di quest’ultimo sia vantaggiosa
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nonostante l’aggiunta di una costante moltiplicativa k.
Suddividere una mesh in più parti è un’operazione che può causare de-
gradazioni anche significative nella qualità della codifica, soprattutto a causa
dell’aggiunta dei bordi fittizi che sono inevitabilmente introdotti per delimi-
tare ogni sottomesh. In [14] ci si riferisce a tale fenomeno come edge-effect.
Per ridurre la degradazione introdotta le partizioni dovrebbero essere ben
bilanciate, ovvero dovrebbero contenere in media tutte lo stesso numero di
vertici e dovrebbe essere minimizzato il numero di bordi usati per dividere
le partizioni. Purtroppo questo problema di partizionamento appartiene alla
classe dei problemi NP-Completi, e la ricerca di una sua soluzione ottima è
attualmente una branca di ricerca dell’ottimizzazione combinatoria. È ne-
cessario perciò utilizzare un approccio algoritmico euristico che consenta di
ottenere una soluzione ammissibile del problema in un tempo accettabile per
il suo impiego in un’applicazione interattiva. MeTiS è uno degli algoritmi
che lavora con una simile euristica, e la cui implementazione ottimizzata di
complessità O(n) è liberamente disponibile e ben documentata [15].
La figura 3.1 mostra il celebre modello “Stanford Bunny” prima e dopo la
sua suddivisione in sottomesh tramite l’utilizzo di MeTiS. In questo caso si
tratta di un modello composto da 34.834 vertici, di conseguenza andrebbero
trovati gli autovettori e autovalori di una matrice di 34.8342 elementi. Come
si può notare dalla figura, la mesh originale è stata partizionata in circa 70
sottomesh (colorate appositamente con colori arbitrari per rendere visibile la
suddivisione) di approssimativamente 500 vertici ciascuna. Fermo restando
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Figura 3.1: MeTiS applicato a una mesh
la complessità computazionale dei metodi per la ricerca degli autovalori di
O(n3) il fattore n è diminuito di due ordini di grandezza, da 104 a 102. In
definitiva si passa dunque da un numero di operazioni di approssimativamente
(104)
3
= 1012 a un numero decisamente inferiore: 70 · (102)3 ' 107. Si noti
come anche la memoria richiesta per la memorizzazione delle matrici sia
sensibilmente diminuita.
Utilizzo di basi spettrali fissate
Uno dei limiti più pesanti del metodo di compressione spettrale è quello
di dover calcolare autovettori e autovalori di matrici di grossa dimensione, e
di doverlo fare non solo da parte di chi esegue la compressione (si potrebbe
ovviare al problema utilizzando macchine adatte a un tale carico di lavoro)
ma anche da parte di chi riceve i coefficienti compressi e vuole decomprimerli
per riottenere la mesh originale.
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Una proposta per evitare la quantità di calcoli necessari per trovare au-
tovettori e autovalori di una matrice di grosse dimensioni e che differisce di
volta in volta in base all’input è esposta in [13]. L’idea fondamentalmente è
quella di utilizzare delle funzioni di base fissate e quindi indipendenti dalla
connettività della mesh; in tal modo si riduce la complessità di calcolo richie-
sta, anche se naturalmente la base utilizzata sarà diversa da quella ottimale.
In particolare si possono utilizzare quelle derivate da una connettività re-
golare bidimensionale. Gli autovettori della matrice associata a questo tipo
di connettività sono esattamente quelle della trasformata discreta di Fou-
rier (DFT). Questo consente di utilizzare la trasformata di Fourier veloce
(meglio nota come FFT, dall’inglese Fast Fourier Transform), un algoritmo
altamente ottimizzato per calcolare proprio la DFT, durante le fasi di codifica
e decodifica.
La figura 3.2 mostra ancora il modello bunny evidenziando il dettaglio
dell’orecchio per apprezzare le differenze tra le differenti compressioni; in al-
to viene mostrato il modello originale di 34.834 vertici, mentre le due figure
in basso mostrano rispettivamente: a sinistra la ricostruzione effettuata con
approssimativamente il 70% dei coefficienti spettrali utilizzando la base ot-
timale (quindi la matrice laplaciana ricavata direttamente dalla connettività
originale); a destra invece la ricostruzione (sempre utilizzando circa il 70%
dei coefficienti) effettuata usando le basi fissate.
I problemi da affrontare con questo approccio sono essenzialmente di due
tipi: il primo è quello di riuscire ad adattare la connettività di una mesh
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Figura 3.2: Mesh compressa con differenti basi spettrali
arbitraria a quella regolare da cui sono state ottenute le funzioni di base.
Questo problema di mapping o embedding di una mesh in un’altra (in termini
di grafi si parla di graph embedding) è un problema NP-Arduo, perciò viene
utilizzata un’euristica nota come metodo di Tutte (si veda [13] per i dettagli)
per risolverlo.
Il secondo problema è duale al primo, ed è quello di dover ricostruire la
mesh originale dai coefficienti ottenuti dopo un’operazione di embedding, che
potenzialmente ha modificato l’ordine originario dei vertici e ne ha introdotto
di fittizi (dummy) per adattare la connettività originale a quella regolare di
riferimento. L’ordine originario dei vertici si può ricavare eseguendo nella fase
di decodifica il processo di embedding (esattamente come nella codifica), e
una volta ottenuto e utilizzato per riordinare i vertici, si può utilizzare per
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determinare quali siano i vertici fittizi e ignorarli nella ricostruzione.
3.2.2 Decomposizione della geometria
Dopo aver trovato la base ortogonale data dagli autovettori della ma-
trice laplaciana L, il passo successivo nella compressione spettrale è quello
di riscrivere la geometria originale in funzione di questa base per ottenere
i coefficienti spettrali. In sostanza bisogna effettuare una decomposizione
di un vettore rispetto a una base ortonormale e poi una sua ricostruzione
utilizzando sempre la stessa base ma un numero ridotto di coefficienti.
La decomposizione di un vettore X di dimensione n × 1 per una base





dove C = {ci} sono i coefficienti della decomposizione. La ricostruzione del





L’uguaglianza di Parseval [8] garantisce che ‖c‖ = ‖X‖. È bene osservare che
l’ordine dei vettori della base è importante, dato che ne viene utilizzato solo
un sottoinsieme durante la fase di ricostruzione. Una decomposizione è utile
quando un piccolo sottoinsieme di coefficienti contiene la maggior parte della
norma (l’energia) del vettore. In questo caso infatti, si può usare solo questo
piccolo numero di coefficienti per ottenere una ricostruzione del vettore, e più
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l’energià sarà concentrata nei coefficienti utilizzati, più la distanza euclidea
del vettore ricostruito rispetto al vettore originale sarà piccola. Questa è una
proprietà decisamente auspicabile per un’applicazione di compressione.
3.2.3 Ottimizzazione dei coefficienti
Dopo il passo di decomposizione dei vettori con la geometria, si ottengono
i vettori dei coefficienti spettrali. Senza operare ulteriori manipolazioni, si
hanno ancora tre vettori di dimensione n × 1, esattamente come prima di
iniziare la fase di codifica (la differenza sta nel fatto che prima erano tre vet-
tori di coordinate geometriche, ora sono tre vettori di coefficienti spettrali),
perciò dopo le precedenti operazioni ancora non c’è stato alcun vantaggio in
termini di spazio necessario per la memorizzazione della mesh.
A questo punto si procede con alcune tecniche per la compressione dei
coefficienti, come spiegato nel paragrafo 2.3 a proposito della compressione
della geometria. La prima operazione da eseguire è una quantizzazione dei
vettori ottenuti, i cui coefficienti difficilmente conterranno tutti i valori che
possono rappresentare i tipi di dato con cui sono dichiarati. Ad esempio se
fossero memorizzati in un vettore di float in una macchina con architettura
x86 i valori potrebbero andare da 1,4·10−45 a 3,402 823 5·1038. Le probabilità
che questo avvenga sono basse anche per valori scelti casualmente, e sono
praticamente nulle nel caso in esame, in cui i coefficienti ottenuti hanno la
proprietà di tendere rapidamente a zero (coerentemente con la concentrazione
di energia nei primi coefficienti).
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Dopo aver quantizzato i vettori con uno dei metodi descritti nel paragrafo
2.1.5, un passo ulteriore per ridurre il numero di bit richiesto è quello di
effettuare un troncamento. Infatti riducendo il numero delle cifre decimali
da rappresentare saranno necessari complessivamente meno bit. Le proprietà
dei coefficienti spettrali consentono di applicare un troncamento minimo o
nullo agli elementi che si trovano all’inizio del vettore, e di aumentarlo con
gli altri elementi.
L’ultima operazione da compiere sul vettore quantizzato e troncato è una
ulteriore compressione, stavolta però di tipo lossless a differenza delle altre
due: si comprimono i coefficienti tramite una codifica entropica: la codifica
di Huffman o (preferibilmente) quella aritmetica.
3.3 Il processo di decodifica
Come già anticipato, il processo di decodifica a partire da una serie di
coefficienti compressi è speculare al processo di compressione. Per poter
utilizzare i coefficienti è necessario per prima cosa avere a disposizione la
connettività della mesh, da cui ricavare la matrice laplaciana L per trovare i
suoi autovettori.
Si consideri una situazione tipica in cui un server comprime la mesh che
si vuole trasmettere e la invia a un client. Il primo passo che compie il server
è l’invio della connettività compressa. Esistono diversi algoritmi che com-
primono efficientemente la connettività con una media di 1,5 bit per vertice
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(bpv). L’operazione di invio della connettività può essere effettuata mentre
il server si occupa dei rimanenti passi per comprimere la geometria. Dopo
che il client ha calcolato la base relativa alla mesh può ricevere i coefficienti
e effettuare una moltiplicazione matrice–vettore (tra la base e il vettore dei
coefficienti) per riottenere i vertici. A questo punto, ottenute la connettività
e la geometria, la ricostruzione della mesh è completa.
3.3.1 Ricostruzione progressiva
Il processo di codifica e decodifica descritto in questo capitolo suggerisce
la possibilità di un approccio progressivo di trasmissione e decodifica. Con-
siderando sempre la situazione server–client illustrata precedentemente, si
noti come il server, dopo l’invio della connettività, può inviare singolarmente
i coefficienti (conservando comunque l’ordinamento interno); il client, rice-
vendoli, può utilizzarli uno alla volta per approssimare meglio la geometria
originale. Le proprietà dei coefficienti spettrali garantiscono infatti che i pri-
mi valori ricevuti sono anche quelli più “rilevanti” ai fini della determinazione
della forma geometrica. Naturalmente per poter utilizzare questa modalità
bisogna rinunciare ai passi di quantizzazione e codifica entropica, che ope-
rano sull’intera sequenza dei coefficienti. Un compromesso accettabile può
essere quello di utilizzare un tipo di dato con un numero inferiore di bit per
la rappresentazione dei coefficienti, ad esempio un float a 16 bit, noto anche
come half float.
Il parallelo con quanto già avviene in alcune codifiche e trasmissioni di
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Figura 3.3: Ricostruzione progressiva dei dati
immagini come il formato JPEG è immediato, ed è esemplificato in figura2
3.3. La mesh manichino (428 vertici) dell’esempio è rappresentata in tre fasi
della sua ricostruzione, a partire dall’immagine a sinistra in cui sono stati
utilizzati solo il 10% dei coefficienti totali, che salgono al 40% nell’immagine
centrale e arrivano al 99% nell’immagine più a destra, che è indistinguibile
dall’originale.




Sviluppo di un compressore spettrale
In questo capitolo saranno forniti i dettagli sull’implementazione di un
compressore spettrale completo in linguaggio C++, a partire dalle tecnologie
e dai framework utilizzati. Saranno documentate tutte le scelte architettu-
rali e implementative con riferimento alle problematiche discusse nei capitoli
precedenti.
4.1 Tecnologie utilizzate
4.1.1 Blas e Lapack
Dall’anno della sua prima pubblicazione, il 1979, la libreria BLAS (Basic
Linear Algebra Subprograms) è stata utilizzata come riferimento da tutte le
successive librerie che intendevano fornire funzionalià di calcolo algebrico. Si
può dire quindi che attualmente la API di BLAS sia uno standard de facto in
questo campo. Scritta originariamente in Fortran 77, tale implementazione
è presto diventata solo un riferimento, mentre sono state sviluppate imple-
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mentazioni ottimizzate sia commerciali che gratuite. Le funzionalità offerte
da BLAS sono suddivise in base alla precisione numerica richiesta e in tre
livelli, coerentemente con la loro complessità computazionale.
Il livello 1 contiene tutte le funzioni di complessità lineare che operano
su un singolo vettore; la più nota tra queste è la *axpy, che implementa
l’operazione y = αx + y, dove x e y sono vettori di uguale dimensione e α è
uno scalare.
Nel livello 2 sono raccolte le funzioni di complessità quadratica, come le
moltiplicazioni di una matrice per un vettore. Un esempio tipico è *gemv,
che implementa y = αAx+ βy, dove A è una matrice, x e y sono due vettori
e α e β sono scalari.
Infine le funzioni a complessità cubica fanno parte del livello 3 di BLAS;
la *gemm, ad esempio, esegue C = αAB + βC, con A, B e C matrici e α e β
scalari.
L’ultima distizione, come anticipato, riguarda il tipo di dato con cui si
lavora. Nelle funzioni di esempio citate, al posto dell’asterisco, va specificato
un carattere che identifica proprio il tipo delle variabili. Ne sono definiti
quattro tipi:
S indica il tipo di dato reale a virgola mobile in precisione singola, corri-
sponde a un float in un linguaggio come il C++;
D come S però in doppia precisione (quindi come un double);
C è il tipo di dato complesso in precisione singola;
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Z come C ma a doppia precisione.
Ad esempio sgemm esegue una moltiplicazione tra matrici di float, mentre
zgemv opera una moltiplicazione tra matrice e vettore complessi a doppia
precisione.
Utilizzando la libreria BLAS come base sono stati progettati diversi pac-
chetti che forniscono funzionalità più avanzate. Uno di questi (forse il più
conosciuto) è LAPACK, contrazione di Linear Algebra Package. Questa li-
breria amplia BLAS fornendo funzioni per la risoluzione di sistemi lineari, la
ricerca di autovalori e autovettori e la fattorizzazione di matrici.
Sia l’implementazione di riferimento di BLAS che LAPACK sono libe-
ramente scaricabili rispettivamente dalle pagine http://www.netlib.org/
blas e http://www.netlib.org/lapack.
4.1.2 Eigen
Eigen è una libreria di funzioni per l’algebra lineare scritta in C++. For-
nisce un’interfaccia per definire e manipolare agevolmente vettori e matrici
nonché un insieme di algoritmi relativi a tali rappresentazioni (come la tra-
sposizione e i più comuni tipi di fattorizzazione). La libreria fa uso unica-
mente di template, quindi di fatto viene compilata insieme all’applicazione in
cui viene utilizzata. Le potenzialità offerte dall’overloading degli operatori in
C++ consente di esprimere un’operazione complessa come una moltiplicazione
tra due matrici in una maniera decisamente intuitiva:
73
Capitolo 4 · Sviluppo di un compressore spettrale
#inc lude <Eigen/Core >
USING_PART_OF_NAMESPACE_EIGEN
i n t main()
{
// dichiaro una matrice 3 x 3 e la riempio con l’operatore <<
Matrix3f m;
m3 << 1, 2, 3, 4, 5, 6, 7, 8, 9;
// dichiaro una matrice identita ’ 3 x 3
Matrix3f n = Matrix3f :: Identity ();
// eseguo la moltiplicazione tra matrici e stampo il risultato
// (la classe Matrix si occupa di formattare correttamente l’output)
std::cout << m * n << std::endl;
}
Listato 4.1: Esempio di utilizzo di Eigen
Sebbene Eigen mantenga la compatibilità con qualunque tipo di archi-
tettura, è possibile compilare la libreria con il supporto per le istruzioni
vettoriali (come SSE1) fornite dai moderni processori multicore, con evidenti
miglioramenti delle performance. Eigen è stata scritta con lo scopo di essere
interoperabile con le principali librerie numeriche esistenti, tra cui BLAS e
LAPACK; per questo motivo è possibile utilizzare quasi direttamente delle
matrici o dei vettori dichiarati con Eigen in funzioni LAPACK. Questo con-
sente naturalmente di evitare delle potenzialmente costose e inutili operazioni
1Streaming SIMD Extensions, introdotte da Intel, sono un set di istruzioni SIMD che

























Figura 4.1: Benchmark della libreria Eigen
di conversione tra formati.
La figura 4.1 mostra un test delle performance della libreria in una molti-
plicazione di matrici. A parte il confronto con le maggiori librerie disponibili
sia commerciali (la Math Kernel Library della Intel, la AMD Core Math
Library) che gratuite (GOTO Blas e ATLAS ), il grafico rende evidente la
differenza di performance tra la stessa libreria compilata con il supporto per
le istruzioni vettoriali (nel grafico eigen2 ) e senza (eigen2_novec).
Eigen è un progetto open source, gratuito e distribuito sotto licenzaGPL3.
La pagina internet del progetto è http://eigen.tuxfamily.org.
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4.1.3 CUDA
La complessità delle schede video è cresciuta esponenzialmente negli ul-
timi anni (si veda la sezione 1.1.3 a pagina 6): si è passati rapidamente da
un modello di scheda completamente non programmabile che gestiva la so-
la operazione di rasterizzazione all’implementazione in hardware dell’intera
pipeline grafica. La GeForce 256 della nVidia nel 1999 è stata la prima
a fornire il supporto hardware per le fasi di T&L, ovvero Transform and
Lighting. Tra il 2001 e il 2003 schede come la GeForce FX di nVidia e la
Radeon 9800 di ATI hanno introdotto il concetto di pipeline programmabile,
consentendo agli sviluppatori di intervenire programmaticamente sulle fasi di
trasformazione dei vertici e illuminazione dei fragment2 tramite veri e propri
programmi per GPU chiamati shader.
Contemporaneamente all’aumento di flessibilità delle operazioni svolte
dalla GPU (con l’introduzione dei geometry shader e lo sviluppo di linguaggi
per shader sempre più ad alto livello), la sostanziale indipendenza dei calcoli
eseguiti per ogni vertice in input ha portato alla creazione di potenti unità
di calcolo parallelo. Si tratta di unità “vettoriali” SIMD [11] in cui la stessa
istruzione o sequenza di istruzioni è applicata a molteplici dati in input. Si
pensi che una scheda video come la nVidia GTX 480, alla portata di qua-
lunque appassionato di videogiochi, ha al suo interno ben 15 multiprocessor
per un totale di 480 core.
2in questo stadio della pipeline non si parla ancora di pixel poiché nei test di visibilità
successivi il frammento potrebbe risultare nascosto ed essere scartato.
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Con queste premesse era solo questione di tempo prima che si pensasse di
utilizzare le GPU come macchine per il calcolo parallelo. È nato infatti ben
presto il concetto di GPGPU, acronimo di General Purpose GPU, a voler
sottolineare la possibilità di utilizzare le schede video in altri ambiti oltre
quello puramente grafico. Sia ATI con Stream che nVidia con CUDA hanno
fornito degli strumenti proprietari per sfruttare questa possibilità. In seguito
il Khronos Group, un consorzio indipendente, ha definito uno standard aperto
per la creazione di programmi per GPU: OpenCL.
Nel frattempo nVidia ha usato il suo CUDA come blocco base per lo
sviluppo di numerosi framework e librerie rilasciate freeware (disponibili su
http://developer.nvidia.com/object/gpucomputing.html), tra cui:
• CuBLAS, un’implementazione di BLAS su GPU;
• CuRAND, una libreria incentrata sulla generazione di numeri pseudo-
random di qualità;
• CuFFT, che implementa la trasformata di Fourier veloce e le funzioni
relative;
• CuSparse, che fornisce delle routine algebriche ottimizzate per lavorare
con matrici sparse.
Il compressore spettrale che si vuole realizzare è principalmente rivolto a
soggetti che lavorano abitualmente con la computer grafica, è perciò sensato
assumere che il programma abbia a disposizione un’unità come le GPU di
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cui si è parlato. Si è scelto di utilizzare un framework proprietario come
CUDA solo per via del suo stadio di sviluppo, molto più avanzato rispetto
ad analoghi progetti basati su OpenCL. Inoltre, vista l’attuale semplicità
di porting da CUDA a OpenCL è ragionevole assumere che il codice scritto
per CuBLAS andrà modificato solo in minima parte al momento di una sua
futura conversione.
4.1.4 OpenMesh e libHDS
Nel capitolo 1 è stato affrontato il problema della gestione delle mesh e
della scelta di una struttura dati che consentisse un compromesso tra la fles-
sibilità di manipolazione e l’efficienza di memorizzazione e accesso ai singoli
dati. Una struttura dati che è risultata molto interessante sotto questo punto
di vista è la Half–edge (par. 1.3.3, pag. 25).
Esistono diversi framework per la gestione delle mesh tridimensionali che
usano half–edge come struttura dati. Un esempio è OpenMesh, attivamen-
te sviluppata dal dipartimento di informatica grafica dell’università tedesca
RWTH Aachen. La libreria è scritta in C++ e fa ampio ricorso ai template
per la specializzazione tra i vari tipi di mesh (poligonali, triangolari) e gli at-
tributi richiesti (normali alle facce o al vertice, colori). Il sito di riferimento
per il download e la documentazione è http://openmesh.org. OpenMesh è
distribuita con licenza GPL3.
Un altro esempio di libreria per la gestione di mesh è libHDS, sviluppata
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inizialmente in [7] e ora disponibile3 come progetto indipendente distribuito
con licenza LGPL3. Contrariamente a OpenMesh gestisce esclusivamente
mesh triangolari, e le funzionalità offerte sono molto più basilari. Questo
tuttavia la rende una libreria molto leggera e perfettamente indicata per
progetti in cui sia necessario interfacciarsi con delle mesh dal solo punto di
vista della struttura dati, senza aggiungere inutile complessità.
4.1.5 lib3dzip
La compressione spettrale è un’operazione che riguarda la geometria di
una mesh, non la sua connettività. Inoltre le informazioni sulla connettività
sono necessarie per poter ottenere i coefficienti spettrali. È perciò neces-
saria una libreria che fornisca dei metodi per gestire la connettività di una
mesh e comprimerla o decomprimerla all’occorrenza. La scelta è ricaduta su
lib3dzip, che si basa sulle funzionalità offerte da libHDS. Questa libreria im-
plementa l’algoritmo Valence Based Encoding esposto in [2] per comprimere
la connettività, e opzionalmente è anche in grado di comprimere la geometria
facendosi guidare dalla compressione della connettività utilizzando la strate-
gia di predizione esposta in 2.3.2. Naturalmente ai fini di questo lavoro tale
opzione non verrà utilizzata. Come libHDS, anche questa libreria è disponi-
bile con licenza LGPL3 ed è possibile scaricarla dalla sua pagina internet:
https://code.launchpad.net/~djgaspa/+junk/lib3dzip.
3la homepage di libHDS è: https://code.launchpad.net/~djgaspa/+junk/libhds
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4.2 Applicazione Benchmark
Nel corso del lavoro di tesi sono state sviluppate due applicazioni: la prima
è quella che verrà presentata in questo paragrafo. Nei capitoli precedenti è
stato illustrato come una parte sostanziale della computazione sia costituita
dalla ricerca di autovettori e autovalori di grosse matrici; ha perciò senso uno
studio su quale degli algoritmi o implementazioni esistenti si comporti meglio
nel caso in esame. La prima applicazione sviluppata ha esattamente questo
scopo. In questa prima fase dello sviluppo la parte relativa alla compressione
vera e propria è stata volutamente omessa per evitare di aggiungere inutile
complessità.
4.2.1 Progettazione
La natura di questa applicazione ha portato a una progettazione con
un certo grado di modularità. In particolare i moduli sono costituiti da
differenti implementazioni dei solutori di autovettori, mentre il substrato
comune è dato dal resto del procedimento della compressione spettrale che
viene eseguito indipendentemente da tali moduli, quindi il caricamento della
connettività, l’eventuale suddivisione in partizioni della mesh principale e la
determinazione della matrice laplaciana.
Dal punto di vista implementativo, tale modularità è stata ottenuta de-
finendo una classe astratta con funzione di interfaccia di cui viene riportato
per chiarezza solo il metodo centrale per il funzionamento dei moduli:
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c l a s s IEigenSolver
{
pub l i c :
v i r t u a l bool FindEigenVV( const Eigen:: SparseMatrix < f l o a t > &Matrix ,
Eigen:: VectorXf &EigenValues ,
Eigen:: MatrixXf &EigenVectors) = 0;
};
Listato 4.2: Interfaccia IEigenSolver.h
È immediato notare che per ogni implementazione di un metodo di risolu-
zione di autovettori, è sufficiente includere tale definizione e implementare
l’interfaccia descritta. Come è possibile verificare dalla signature del meto-
do, un risolutore deve essere in grado di accettare in input una matrice sparsa
di elementi di tipo float e di fornire come risultato un vettore di autovalori
e una matrice di autovettori relativi all’input. Come già anticipato nei para-
grafi precedenti è stata utilizzata la libreria Eigen per lavorare agevolmente
con i tipi di dato come matrici e vettori.
4.2.2 Moduli
Per aumentare ulteriormente la modularità dell’applicazione, è stato sfrut-
tato il sistema di plugin fornito dalle librerie Qt con cui è stata sviluppata
l’interfaccia grafica dell’intera applicazione. Tale sistema consente di gene-
rare per ogni plugin una libreria condivisa che può essere caricata a tempo
di esecuzione dall’applicazione principale, rendendo di fatto indipendente il
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ciclo di sviluppo dell’applicazione e dei plugin, a meno di cambiamenti nelle
interfacce, che ovviamente richiedono almeno una nuova compilazione.
Di seguito verranno descritti brevemente i plugin che sono stati sviluppati
e i risultati ottenuti nella compressione dei modelli Nefertiti (299 vertici),
Mannequin (428 vertici), e Venus, di 711 vertici, mostrati in figura 4.2.
Figura 4.2: Alcuni modelli 3D low–poly
Eigen
Il primo plugin sviluppato è quello che utilizza direttamente il risolutore
implementato nella libreria Eigen, nella classe SelfAdjointEigenSolver. Si
tratta di un’implementazione dell’algoritmo QR, e da codice è possibile infor-
mare Eigen sulla natura simmetrica della matrice di cui si vogliono calcolare
gli autovettori per ottimizzare il calcolo.
82
4.2 Applicazione Benchmark
Mesh Solutore Tempo di codifica
nefertiti (299 vertici) Eigen 0,14 secondi
mannequin (428 vertici) Eigen 0,39 secondi
venus (711 vertici) Eigen 1,75 secondi
Tabella 4.1: Risultati del modulo Eigen
Arpack
Arpack implementa una versione particolare dell’algoritmo di Lanczos,
il cosiddetto implicitly restarted Lanczos method, per trovare gli autovettori
delle matrici. È particolarmente indicato per matrici sparse poiché la libreria
non fa alcuna assunzione sul sistema utilizzato per memorizzare la matrice
su cui opera; è pertanto possibile utilizzare formati compressi. L’unico requi-
sito è che sia definita un’operazione di moltiplicazione tra matrice e vettore,
dove il vettore è fornito dalla libreria ad ogni iterazione dell’algoritmo. Data
questa particolarità sono state implementate tre versioni che di fatto diffe-
riscono per la sola implementazione della moltiplicazione matrice–vettore.
ArpackEigen utilizza la moltiplicazione fornita dalla libreria Eigen, Arpack-
Blas utilizza la libreria Blas e infine ArpackCuBlas utilizza la versione per
GPU di Blas, CuBlas. I risultati ottenuti con queste implementazioni so-
no elencati nella tabella 4.2. Eigen è l’unica libreria che sfrutta la sparsità
della matrice e infatti i risultati sono a suo favore. La versione CuBlas non
è molto competitiva per via dell’inevitabile latenza data dal tempo di se-
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tup della GPU e del trasferimento tra memoria principale e memoria della
scheda video. La bassa complessità dell’operazione svolta non consente una
sovrapposizione di comunicazione e calcolo tale da mascherare questi tempi.
Questo problema è particolarmente evidente per le mesh più piccole.
Mesh Solutore Tempo di codifica
nefertiti (299 vertici) ArpackEigen 0,25 secondi
mannequin (428 vertici) ArpackEigen 0,7 secondi
venus (711 vertici) ArpackEigen 3,05 secondi
nefertiti (299 vertici) ArpackBlas 0,29 secondi
mannequin (428 vertici) ArpackBlas 0,83 secondi
venus (711 vertici) ArpackBlas 3,4 secondi
nefertiti (299 vertici) ArpackCuBlas 1,85 secondi
mannequin (428 vertici) ArpackCuBlas 2,6 secondi
venus (711 vertici) ArpackCuBlas 3,8 secondi
Tabella 4.2: Risultati del modulo Arpack
Lapack
Lapack fornisce diverse implementazioni di risolutori per autovettori; quel-
li attualmente più performanti sono il Divide et Impera (o Divide & Conquer)
e MRRR, rappresentati rispettivamente dalle routine ssyevd e ssyevr. Il pri-
mo garantisce una precisione leggermente superiore degli autovettori trovati,
mentre il secondo ha una complessità computazionale inferiore.
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Mesh Solutore Tempo di codifica
nefertiti (299 vertici) Lapack D&C 0,09 secondi
mannequin (428 vertici) Lapack D&C 0,23 secondi
venus (711 vertici) Lapack D&C 0,97 secondi
nefertiti (299 vertici) Lapack MRRR 0,07 secondi
mannequin (428 vertici) Lapack MRRR 0,2 secondi
venus (711 vertici) Lapack MRRR 0,8 secondi
Tabella 4.3: Risultati del modulo Lapack
CuSparse
Durante lo sviluppo dell’applicazione la NVidia ha rilasciato la sua pri-
ma versione di CuSparse, una libreria ottimizzata per operazioni su GPU
con matrici sparse (si veda 4.1.3). Uno dei moduli è quindi stato progettato
per effettuare due passi: il primo consiste nella trasformazione da matrice
simmetrica a matrice tridiagonale utilizzando l’algoritmo di Lanczos già ac-
cennato in 3.2.1, e poi sulla matrice risultante viene applicato direttamente
l’algoritmo MRRR di Lapack per matrici tridiagonali (sstemr). Il vantaggio
di questo approccio è la possibilità di sfruttare la sparsità della matrice in
input, anche se come si può notare dai risultati, il tempo del trasferimento tra
memoria centrale e memoria video è ancora troppo elevato perché si possano
apprezzare dei miglioramenti rispetto al solo MRRR.
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Mesh Solutore Tempo di codifica
nefertiti (299 vertici) CuSparse 0,97 secondi
mannequin (428 vertici) CuSparse 1,15 secondi
venus (711 vertici) CuSparse 1,87 secondi
Tabella 4.4: Risultati del modulo CuSparse
Riepilogo Risultati
I risultati raccolti durante questa prima fase di sviluppo e sintetizzati nel
grafico in figura 4.3 consentono di avere un’idea approssimata delle perfor-
mance dei vari metodi. Tutti i test sono stati effettuati con dei modelli con
un massimo di 700 vertici che quindi possono essere considerati decisamente
low-poly ai nostri giorni. È possibile tuttavia considerare i risultati ottenuti
con questi modelli nell’ottica della suddivisione di mesh più complesse in par-
tizioni di piccole dimensioni. Dai dati è evidente come l’implementazione più
performante sia quella dell’algoritmo MRRR fornita da Lapack. Per questo
motivo il compressore spettrale completo, che verrà descritto nel paragrafo
successivo, adotterà questa implementazione come riferimento.
4.3 Il Compressore Spettrale
Le fasi di cui si compone la compressione spettrale sono state illustrate
in dettaglio nel capitolo 3. Nella progettazione dell’applicazione si è tenuto
conto che le fasi di codifica e decodifica sono praticamente speculari; questo
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Figura 4.3: Performance dei moduli
ha portato alla creazione di blocchi base (ad esempio un risolutore di auto-
vettori per matrici) da assemblare per ottenere le funzionalità richieste dalle
due classi principali, Encoder e Decoder.
L’encoder dovrebbe ricevere in input una mesh e inviare in output una
sequenza di bit (i coefficienti spettrali opportunamente compressi). Il primo
problema da affrontare è quindi quale rappresentazione utilizzare per la mesh
da fornire all’encoder. Per mantenere una certa indipendenza dai vari formati
di rappresentazione, si è scelto di utilizzare la forma più semplice possibile:
un vettore di vertici e uno di facce (triangoli).
I parametri che è possibile definire in fase di codifica sono:
1. l’eventuale suddivisione della mesh in partizioni e la loro dimensione;
2. la quantità di coefficienti spettrali desiderati;
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3. il numero di bit da utilizzare per la quantizzazione dei coefficienti.
L’output dell’encoder è inviato su un oggetto std::ostream, un’astrazione
abbastanza generica da poter rappresentare un file su disco o un buffer in
memoria.
La dichiarazione della classe Encoder è la seguente:
c l a s s Encoder
{
pub l i c :
Encoder( f l o a t *v, unsigned *f, i n t vsize , i n t fsize );
void encode(std:: ostream &os,
f l o a t coeffsRatio ,
unsigned short splitThreshold = 0,
unsigned char q = 16);
};
Listato 4.3: Classe Encoder
Il costruttore di classe si aspetta come input una mesh nel formato descrit-
to precedentemente e si occupa di inizializzare le variabili interne alla classe
che saranno utili in fase di codifica. La funzione encode, a parte un riferi-
mento a un oggetto di tipo std::ostream valido, riceve un valore che indica
la quantità dei coefficienti spettrali da emettere (in percentuale), l’eventuale
dimensione in numero di vertici delle partizioni in cui si vuole suddividere la
mesh (il valore 0 ha il significato di nessuna suddivisione), e infine il numero
di bit su cui quantizzare il risultato della codifica.
La funzione encode implementa esattamente il procedimento descritto
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nel capitolo precedente; una sua descrizione in pseudocodice che tiene conto
anche della possibilità di partizionare la mesh è il seguente:
i f num_partizioni = 0
L = crea_laplaciano(mesh);
EV = trova_autovettori(L);
C = EV * mesh.geometria;
e l s e
f o reach partizione p
Lp = crea_laplaciano(p(mesh ));
EVp = trova_autovettori(Lp);
Cp = EVp * p(mesh). geometria;
C = (Cp0 , Cp1 , ..., Cpn -1);
Cq = quantizza(C);
output = codifica_entropica(Cq);
Listato 4.4: Funzione di codifica spettrale
Per quanto riguarda la parte relativa alla decodifica, il decoder deve es-
sere in grado, data la connettività della mesh che si intende ricostruire e
i rispettivi coefficienti spettrali compressi, di ottenere i dati geometrici in
forma non codificata. Mentre l’output dell’encoder è inviato su un oggetto
std::ostream, il decoder si aspetta di poter leggere i dati compressi da un
std::istream. Come si può immaginare, l’interfaccia del decoder è semplice
poiché a differenza della parte di codifica non sono previste opzioni di decom-
pressione: queste ultime coincidono con quelle scelte in fase di compressione
e sono gestite internamente dall’implementazione. Di seguito è mostrata
l’interfaccia della classe Decoder per chiarezza.
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c l a s s Decoder
{
pub l i c :
Decoder(unsigned i n t *f, unsigned i n t fsize , const i n t nVert );
void decode(std:: istream &is);
std::vector < f l o a t >& getVertices ()
};
Listato 4.5: Classe Decoder
Si può notare come il costruttore di tale classe si aspetti di avere in input la
connettività della mesh nella forma già adottata per l’encoder con il numero
totale dei vertici (questa informazione serve fondamentalmente a riservare
uno spazio sufficiente per la ricostruzione). La funzione decode richiede
solo uno stream di input con i dati generati dal compressore in modo da
poter effettuare la ricostruzione della geometria e infine è fornito un metodo
getVertices per avere accesso ai dati geometrici della mesh ricostruita.
4.3.1 L’algoritmo di codifica
A parte l’operazione di ricerca degli autovettori, che a questo punto si
può considerare ampiamente discussa, le altre operazioni meritevoli di atten-
zione sono le implementazioni della quantizzazione e del partizionamento. In
questo paragrafo sono descritte delle parti dell’algoritmo utilizzate sia nel-
la funzione di codifica che in quella di decodifica, perciò quando si parla di
compressore si intende in realtà la coppia compressore – decompressore.
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Quantizzazione
Nella prima implementazione del compressore, è stata inizialmente im-
piegata una semplice quantizzazione uniforme. Tale scelta si è rivelata non
ottimale soprattutto utilizzando un numero basso di bit per la quantizzazio-
ne. Ciò non dovrebbe stupire ricordando le proprietà dei coefficienti spettrali.
In figura 4.4 sono mostrati tutti i coefficienti (considerando solo le coordinate
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Figura 4.4: Coefficienti spettrali della mesh venus
È possibile notare come la forma della curva sia poco adatta ad essere
quantizzata su una griglia uniforme; è invece decisamente adatta a essere sud-
divisa in partizioni, ciascuna quantizzata con un numero di bit differente. Per
questo motivo è stato implementato un diverso approccio, una quantizzazio-
ne di tipo non uniforme (esemplificata nella tabella 4.5). Come illustrato nel
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listato 4.3, la funzione di encoding accetta come input un valore q, compreso
tra 0 e 255, che rappresenta il numero di bit da utilizzare per la quantizzazio-
ne uniforme. Si è scelto di utilizzare il valore 0, che sarebbe comunque privo
di significato, per selezionare il tipo di quantizzazione non uniforme appena
descritto. Naturalmente la suddivisione proposta in figura è solo un esempio
tra tutte quelle possibili. Sarebbe possibile definire diverse combinazioni di
percentuale coefficienti – bit di quantizzazione che modifichino il trade–off
tra qualità e dimensioni, analogamente a quanto avviene con la modifica del
parametro di qualità nella compressione JPEG .
Coefficienti Bit di quantizzazione
0% – 5% 16
5% – 15% 12
15% – 25% 10
25% – 40% 8
40% – 100% 4
Tabella 4.5: Schema di quantizzazione non uniforme
Il passo successivo alla quantizzazione è la codifica entropica. Tramite
l’utilizzo di opportune macro all’interno del codice, è possibile selezionare
quale codifica adottare tra quella di Huffman e quella aritmetica. Sperimen-
talmente la seconda ha prodotto migliori risultati sia in termini di velocità
di codifica che di qualità della compressione, perciò è utilizzata come scelta
predefinita.
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Partizionamento
Nel capitolo precedente è stato presentato il problema di gestire mesh
ad elevata complessità. Per mesh con n vertici in cui n è un numero molto
grande, si dovrebbe effettuare il calcolo degli autovettori di matrici n × n,
che non è una soluzione praticabile. Come discusso nella sezione 3.2.1 è pos-
sibile suddividere la mesh originale in k partizioni più piccole per rendere più
agevole la codifica. Osservando il listato 4.4 si può notare come le operazio-
ni eseguite per ogni partizione siano indipendenti tra loro. Fermo restando
le limitazioni dell’hardware su cui è eseguito, il codice è stato progettato
in modo da sfruttare questa indipendenza. In particolare si è fatto uso di
OpenMP4, un’interfaccia programmatica pensata per introdurre il paralleli-
smo nelle applicazioni senza dover modificare troppo pesantemente il codice
esistente. Ad esempio, volendo parallelizzare un ciclo for le cui iterazioni sia-
no già indipendenti l’una dall’altra, è sufficiente inserire la direttiva #pragma
omp parallel for; in questo modo il compilatore – se supporta OpenMP –
genererà il codice e fornirà il supporto a tempo di esecuzione per distribuire
le iterazioni tra i diversi thread (il cui numero dipende naturalmente dalle
caratteristiche della macchina su cui viene eseguito il codice).
Quando si opera con mesh partizionate, ovviamente si ottengono dei coef-
ficienti spettrali relativi a ogni partizione. Una suddivisione della mesh venus
in partizioni di approssimativamente 32 vertici (e quindi in 711
32
' 22 parti-
zioni) genera una serie di coefficienti come quelli nel grafico in figura 4.5.
4la sigla sta per Open Multi–Processing
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Figura 4.5: Coefficienti spettrali di venus partizionata
Una simile sequenza non può essere quantizzata e codificata come descrit-
to precedentemente, e soprattutto viene a cadere una fondamentale assunzio-
ne del compressore spettrale, ovvero che i coefficienti siano in ordine di rile-
vanza. Per rimediare a questa situazione è stata implementata una scrittura
ordinata nel vettore dei coefficienti: vengono scritti tutti i primi coefficienti
di ogni partizione, poi tutti i secondi e così via. Può capitare che non tutte le
partizioni abbiano un numero uguale di vertici, perciò è necessario prestare
attenzione a come gestire questi casi. È stato scelto di dimensionare il vet-
tore dei coefficienti moltiplicando il numero dei coefficienti della partizione
più grande per il numero delle partizioni. Se da un lato questa soluzione
richiede più spazio in memoria dello stretto necessario, dall’altro garantisce
un trattamento uniforme per ognuna delle partizioni; inoltre gli spazi non
utilizzati del vettore per i coefficienti sono dei valori nulli, che nella fase di
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ricostruzione della geometria non influiscono negativamente, limitandosi a
non contribuire in alcun modo a formare il valore del vertice. Un grafico che
rappresenta la stessa situazione di figura 4.5 ma con gli accorgimenti appena
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Figura 4.6: Coefficienti spettrali ordinati di venus partizionata
Si noti come nonostante l’ordinamento il grafico non sia identico a quello
della stessa mesh non partizionata mostrato in figura 4.4. In particolare i
coefficienti significativi (quelli molto diversi da zero) sono in numero mag-
giore. Ciò è una diretta conseguenza del fatto che ogni partizione viene
considerata una mesh indipendente, come se avesse bordi propri (proprietà
che i coefficienti spettrali rappresentano con valori maggiori) e, come verrà
mostrato nel capitolo successivo, porterà ad avere un file risultante meno





Una parte importante dello sviluppo di un algoritmo di compressione è
naturalmente l’analisi delle sue performance. Per poter effettuare dei test il
primo passo è senza dubbio quello di scegliere dei dati abbastanza complessi
da consentire di analizzare in maniera soddisfacente i vari aspetti dell’al-
goritmo. Nel caso in esame i dati su cui lavorare sono costituiti da mesh
tridimensionali, di cui esistono vari database pubblici e gratuiti. La scelta è
ricaduta sul sito AIM@SHAPE1, un portale orientato alla conservazione e in-
dicizzazione di immagini e modelli digitali. Sono stati selezionati tre modelli,
tutti ad elevata complessità ma differenti per numero di vertici e di trian-
goli, oltre ad avere differenze come l’origine (due sono stati ottenuti tramite
scansione laser mentre uno è completamente sintetico) o la concentrazione di
dettagli sulle superfici.
Il primo modello scelto è Raptor 2, un modello di velociraptor composto
1http://shapes.aim-at-shape.net
2Raptor: http://shapes.aim-at-shape.net/view.php?id=178
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da un milione di vertici e due milioni di triangoli, e mostrato in figura 5.1;
il secondo è il Chinese Lion o Chinese Dragon3, scansione 3D di una statua
cinese. Ha circa 650.000 vertici e un milione di triangoli (figura 5.2). L’ultimo
modello scelto è Ramesses4, statua di Ramesses II (anche questo ottenuto
con una scansione laser) che consta di 800.000 vertici e un milione e mezzo
di triangoli (figura 5.3).
Mesh Vertici Triangoli Dimensione del file
Chinese Dragon 655.980 1.311.956 48,6 MB
Ramesses 826.266 1.652.528 62,2 MB
Raptor 1.000.080 2.000.000 80,2 MB
Tabella 5.1: Proprietà delle mesh usate nei test
Uno degli obiettivi del lavoro di tesi era quello di rendere utilizzabile la
compressione spettrale anche su macchine con dotazioni hardware abbastanza
comuni, perciò tutti i test sono stati eseguiti su un notebook Acer 5930, con
le seguenti caratteristiche:
• CPU Intel Core2Duo T9400, un processore dual core in cui ogni core
opera a 2,6 GHz ed è dotato di una cache di primo livello da 32 KB
per le istruzioni e 32 KB per i dati; inoltre i due core condividono una
cache di secondo livello da 6 MB.




Figura 5.1: Il modello Raptor
Figura 5.2: Il modello Chinese Dragon
Figura 5.3: Il modello Ramesses
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• GPU NVidia GeForce 9600M, dotata di 4 multiprocessor da 8 core
ciascuno, che operano a 500 MHz. La GPU ha 512 MB di memoria
dedicata di tipo GDDR3, con banda massima di 25,6 GB/s.
I test eseguiti sono pensati per valutare gli aspetti fondamentali dell’al-
goritmo, che si possono riassumere nei seguenti fattori principali:
• l’efficacia, ovvero la capacità di ridurre le informazioni necessarie a
rappresentare la mesh;
• l’efficienza, ovvero il tempo necessario a comprimere e decomprimere
tali informazioni;
• infine l’errore commesso, ovvero la distanza che intercorre tra la mesh
ricostruita dalle informazioni compresse e quella originale. Visto che si
sta analizzando un algoritmo di tipo lossy ci si aspetta che tale errore
sia diverso da zero, e quindi è un interessante parametro da studiare.
L’andamento dei fattori appena elencati va naturalmente studiato al va-
riare di alcuni parametri che il programma di compressione riceve in input;
si tratta fondamentalmente di tre valori:
• il numero dei coefficienti spettrali desiderati;
• il fattore di quantizzazione;
• le dimensioni delle partizioni della mesh.
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Ad esempio dalla ricostruzione di una mesh effettuata utilizzando pochi coef-
ficienti spettrali ci si aspetta una maggiore compressione ma anche una mag-
giore perdita di dettagli (e quindi una distanza visuale maggiore dalla mesh
originale) rispetto a una ricostruzione effettuata con molti coefficienti; la
quantizzazione, come è già stato detto, opera un’approssimazione su dei va-
lori, e quindi la variazione di questo parametro dovrebbe avere concettual-
mente gli stessi effetti della variazione del numero di coefficienti. Infine la
dimensione delle partizioni della mesh influisce direttamente sulla dimen-
sione delle matrici di cui l’algoritmo si troverà a calcolare gli autovettori;
perciò partizioni più piccole dovrebbero portare a tempi inferiori di esecuzio-
ne dell’algoritmo, ma contemporaneamente vengono perse le informazioni di
connettività tra vertici appartenenti a partizioni diverse, fattore che dovrebbe
influire negativamente sull’errore commesso.
5.1 Efficacia della compressione
Dovendo valutare un algoritmo di compressione, è immediato pensare di
valutare la qualità di tale compressione, ovvero quanto l’algoritmo è in grado
di ridurre la dimensione dei dati originari.
Il primo test è stato effettuato al variare della dimensione delle partizioni
ma tenendo fissati il parametro di quantizzazione a 10 bit e il numero dei
coefficienti spettrali al 40%. I risultati in figura 5.4, mostrano come l’au-
mento della quantità di partizioni influisca negativamente sull’efficacia della
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compressione. I motivi sono essenzialmente tre:
• il decoder deve essere a conoscenza di quanti coefficienti spettrali vanno
utilizzati per ogni partizione, perciò una parte del file compresso è
composto da queste informazioni (che aumentano con l’aumentare del
numero delle partizioni);
• come già discusso in 4.3.1 viene effettuato un ordinamento dei coeffi-
cienti ottenuti nella prima fase dell’encoding per agevolare le fasi di
quantizzazione e codifica entropica, e tali coefficienti per i motivi già
discussi vengono memorizzati in un vettore più grande dello stretto ne-
cessario, ovvero Np × max{Cip, i = 1, . . . , Np}, dove Np è il numero
totale delle partizioni e Cip è il numero dei coefficienti della partizione
i-esima;
• infine, come preventivato in 4.3.1, la distribuzione dei coefficienti spet-
trali è diversa rispetto a quella della mesh originaria, e aumenta il
numero dei coefficienti con valori grandi. Ciò rende la compressione di
tale distribuzione meno compatta.
Per il secondo test, fissata la dimensione delle partizioni a 64 vertici e la
quantizzazione a 10 bit, si mostra come cambia la dimensione del file compres-
so al variare dei coefficienti spettrali utilizzati. In questo caso, come si può
notare (e come era lecito attendersi) le curve dei grafici sono perfettamente
sovrapponibili (figura 5.5).
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Figura 5.4: Dimensioni file con partizioni variabili
Infine è stato eseguito un ultimo test per verificare l’impatto del fattore di
quantizzazione sulla dimensione finale del file. Per questo test è stato utiliz-
zato un solo modello (il Chinese Dragon) poiché la quantizzazione non ha a
che fare con le peculiarità di una mesh. Nel grafico (figura 5.6) sono mostrati
i risultati delle due differenti implementazioni della quantizzazione (uniforme
e non). Nel primo caso la curva è stata disegnata al variare del fattore di
quantizzazione, nel secondo caso si tratta di una retta corrispondente alla
dimensione del file. Per completezza sono mostrati i risultati ottenuti con
le stesse impostazioni ma utilizzando diverse codifiche entropiche (di Huff-
man e aritmetica). Si può notare come la codifica aritmetica produca sempre
risultati migliori (miglior compressione) a parità di tutti gli altri fattori.
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Figura 5.5: Dimensioni file con coefficienti variabili
5.2 Efficienza dell’algoritmo
Un altro importante elemento da considerare quando si valuta un algorit-
mo è la sua efficienza al variare dei dati in input. Sebbene il tempo di codifica
sia influenzato da diversi fattori, tra cui il numero di coefficienti spettrali ri-
chiesti e il fattore di quantizzazione, la variabile dominante è la dimensione
delle partizioni della mesh, che corrisponde alla dimensione delle matrici di
cui l’algoritmo dovrà trovare autovalori e autovettori.
Da questi risultati è chiaro come i tempi di codifica peggiorino rapida-
mente con l’aumentare delle dimensioni delle partizioni. Ciò è in linea con
le discussioni nei capitoli precedenti, infatti partizioni più grosse implicano
matrici più grosse da dover risolvere ricavandone gli autovettori. D’altro


































 Quant. non uniforme + Cod. Huﬀman
 Quant. non uniforme + Cod. Aritmetica
Figura 5.6: Chinese Dragon – Dimensioni file con quantizzazione variabile
di matrici di adiacenza, ma tale funzione ha una bassa complessità (molto
bassa se rapportata al calcolo degli autovettori) perciò optare per una bassa
dimensione delle partizioni è quasi sempre una scelta preferibile.
Un’ultima osservazione che si può fare è che il minimo delle curve nei
grafici non è in corrispondenza della più piccola dimensione delle partizioni.
Questo perché oltre un certo punto critico, le partizioni – per quanto piccole –
sono in numero talmente grande che la loro continua creazione e riempimento
rende l’algoritmo memory–bound, limitazione che rende inutile la maggiore
velocità di calcolo ottenuta.
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Figura 5.7: Tempi di codifica al variare delle partizioni
5.3 Valutazione dell’errore commesso
L’ultima serie di test che sono stati effettuati riguardano l’errore com-
piuto durante la compressione dei modelli. Questi risultati sono ovviamente
da tenere in considerazione quando si decidono quali parametri utilizzare nel
compressore. L’inevitabile errore di approssimazione che si commette rico-
struendo una mesh dalla sua forma compressa influisce infatti sulla qualità
visiva del modello, ed è necessario operare delle scelte per bilanciare l’ef-
ficienza della compressione e la velocità di esecuzione con la qualità visiva
dei risultati. Per stimare l’errore commesso durante la compressione è uti-
lizzata una misura nota come radice dell’errore quadratico medio (RMSE ),
applicata ai due vettori contenenti la geometria originale della mesh e quella
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Gli esiti dei test al variare dei coefficienti sono in figura 5.8 e mostrano
come – per le mesh utilizzate – anche con una compressione che scarti il 90%
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Figura 5.8: Errore commesso al variare dei coefficienti
L’errore commesso cambia anche in base alla dimensione delle partizioni
(e quindi alla quantità di partizioni). Come già discusso, ogni partizione vie-
ne considerata una mesh indipendente e codificata come tale; questo porta
inevitabilmente a una perdita di informazione relativa alle connessioni tra
vertici che in origine erano parte di una stessa mesh e dopo il partizionamen-
to non lo sono più. Dal grafico (figura 5.9) si può notare come la perdita
107
Capitolo 5 · Analisi delle performance
di informazione sia proporzionale alle dimensioni della mesh: a parità di di-
mensioni delle partizioni, l’errore più grande corrisponde alla mesh con più
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Figura 5.9: Errore commesso al variare delle partizioni
Infine è stato valutato l’errore introdotto dalla quantizzazione dei coef-
ficienti. Per questo test è stata presa in considerazione solo la quantizza-
zione uniforme (quella non uniforme ha ovviamente un valore costante in-
dipendente dalla variazione del parametro considerato). Si può notare (fi-
gura 5.10) come fino a un valore di 12 bit l’errore introdotto sia minimo
(RMSE < 1%) e praticamente identico tra i diversi modelli, mentre oltre
questo valore le perdite di precisione iniziano ad aumentare rapidamente e
in maniera proporzionale alle dimensioni della mesh.
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Figura 5.10: Errore commesso al variare della quantizzazione
5.4 Confronto con altri compressori
I test presentati finora avevano lo scopo di studiare l’influenza dei diversi
possibili parametri nel comportamento dell’algoritmo di compressione spet-
trale. Al termine di questo studio, relativo al solo applicativo realizzato, ha
senso effettuare un’ultima serie di confronti che riguardino il comportamento
del compressore spettrale rispetto ad alcune alternative esistenti. In partico-
lare è stato scelto di effettuare un confronto sulla capacità di compressione
(l’efficacia) avendo come termini di paragone un generico compressore di file
(il noto zip) e un compressore specifico per modelli geometrici (3dzip, già
presentato nella sezione 4.1.5). Il programma zip utilizza internamente una
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combinazione di LZ77 5 e codifica di Huffman per ottenere una rappresenta-
zione compressa, mentre 3dzip effettua una predizione dei vertici utilizzando
la regola del parallelogrammo già descritta in 2.3.2.
Il modello utilizzato per questo test è Raptor, e i risultati sono mostrati
in figura 5.11. Per correttezza è opportuno notare che zip usa un algoritmo
di tipo lossless, quindi è normale che il suo rapporto di compressione non
arrivi ai livelli degli altri due compressori di tipo lossy. Inoltre si tratta di
un compressore generico che non può fare troppe assunzioni sul tipo di dati
con cui deve operare.
Il compressore spettrale nel test raggiunge il ragguardevole fattore di
compressione del 98% suddividendo la mesh in partizioni di approssimativa-
mente 128 vertici ciascuna, utilizzando solo il 15% del totale dei coefficienti
spettrali per la ricostruzione e infine quantizzando il vettore dei coefficienti
nella modalità non uniforme descritta nel capitolo precedente. Nonostante
la significativa riduzione di spazio occupato, l’errore compiuto è limitato a
0, 08%.
La contropartita di una compressione così efficace è rappresentata dal-
l’incremento sostanziale dei tempi di caricamento. Nel grafico in figura 5.12
è evidenziata la differenza tra il tempo di caricamento della stessa mesh non
compressa e di quella compressa. Ciò non dovrebbe stupire visto che, come è
stato più volte ricordato, una decompressione (necessaria per il caricamento)
5Una descrizione del metodo si trova in “DEFLATE Compressed Data Format
Specification”, RFC 1951.
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Figura 5.11: Efficacia compressione
è computazionalmente onerosa quanto una compressione.
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In questo lavoro di tesi è stato affrontato lo studio della compressione
spettrale e delle relative problematiche. Il risultato è un compressore spet-
trale completo e funzionante con delle discrete performance, come si è potuto
verificare nel capitolo precedente.
La limitazione principale del metodo di compressione spettrale, nonostan-
te il lavoro svolto nel tentativo di massimizzare l’efficienza dell’implementa-
zione, è data dai tempi di compressione e decompressione, che sono ancora
troppo elevati per pensare a un impiego in applicazioni real–time. Tuttavia
l’ottimo livello di compressione raggiunto giustifica ampiamente la ricerca in
tal senso. Per ora si può pensare a un utilizzo del compressore in ambienti
con pesanti limiti di banda di trasmissione. Un caso d’uso può essere quello
di un’applicazione interattiva accessibile via internet in cui viene creato una
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tantum un ambiente virtuale che consenta l’esplorazione da parte di un uten-
te. Avrebbe senso in questo caso avere una fase di caricamento oﬄine anche
onerosa ma che permetta di ridurre drasticamente i dati trasmessi nella fase
di esecuzione online (si pensi alle tipologie di connessione per cui è previsto
un costo per ogni kilobyte in transito). Un esempio reale del caso d’uso ap-
pena descritto è il framework XVR (eXtreme Virtual Reality), sviluppato dal
laboratorio PercRo e pensato per la realizzazione di applicazioni di realtà
virtuale in ambito web.
Figura 5.13: Alcuni sistemi sviluppati nel laboratorio PercRo con XVR
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Sviluppi futuri
Il risultato del lavoro svolto in questa tesi è un compressore completo,
tuttavia è possibile pensare a diversi spunti per ottenere dei miglioramenti in
vari aspetti. Il più importante è naturalmente l’aspetto relativo alla velocità
di esecuzione. Le strade più promettenti da seguire in questo caso sono:
- ottimizzazione della fase di partizionamento;
- parallelizzazione della ricerca degli autovettori.
La fase di partizionamento nel compressore sviluppato è affidata a Me-
TiS, che per quanto funzionante non è più sviluppato attivamente dal 2007,
con tutte le implicazioni derivanti in termini di performance. Dai risultati
ottenuti studiando l’esecuzione del programma con un programma di profi-
ling, è emerso che una parte consistente del tempo di calcolo utilizzato dal
compressore (oltre il 50%) è impiegato da funzioni riconducibili a MeTiS.
Lo sviluppo di un’alternativa opportunamente ottimizzata quindi avrebbe
certamente un impatto positivo sulle performance dell’intero compressore.
L’altro promettente campo di ottimizzazione è quello relativo alla ricer-
ca degli autovettori delle matrici utilizzate dal compressore. Con l’avvento
di schede video sempre più potenti, di fatto si avrà a disposizione in ogni
computer – sotto forma di coprocessori paralleli – una potenza di calcolo
impensabile fino a qualche anno fa. Sviluppare un risolutore di autovettori
completamente parallelo che sia in grado di sfruttare questa potenza di cal-
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colo è un modo certo per ottenere dei netti miglioramenti nelle performance
dell’algoritmo di compressione spettrale.
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