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Abstract
We considered classical solutions to the initial boundary value
problem for non-isentropic compressible Euler equations with damp-
ing in multi-dimensions. We obtained global a priori estimates and
global existence results of classical solutions to both non-isentropic
Euler equations with damping and their nonlinear diffusion equa-
tions under small data assumption. We proved the pressure and
velocity decay exponentially to constants, while the entropy and
density can not approach constants. Finally, we proved the pressure
and velocity of the non-isentropic Euler equations with damping
converge exponentially to those of their nonlinear diffusion equa-
tions when the time goes to infinity.
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1
1 Introduction
In this paper, we consider classical solutions to IBVP for non-isentropic
compressible Euler equations with damping in three dimensions:

̺t + u · ∇̺+ ̺∇ · u = 0,
̺ut + ̺u · ∇u +∇p+ a̺u = 0,
St + u · ∇S = 0,
(̺, u, S)(x, 0) = (̺0(x), u0(x), S0(x)),
u · n|∂Ω = 0, ∀t ≥ 0,
(1.1)
where ̺, u, S, p denotes the density, velocity, entropy and pressure of ideal gases,
respectively. The friction coefficient a > 0, Ω ⊂ R3 is a bounded domain with
smooth boundary ∂Ω. The physical model of the equations (1.1) is the non-
isentropic flow of the ideal gases in porous media, for which the pressure law
reads
p = A̺γeS , (1.2)
where A > 0, γ =
Cp
CV
> 1 are constants.
As long as (̺, p, v, S) in (1.1) remain classical, IBVP (1.1) are equivalent
to the following IBVP, where the first two equations can be symmetrized.

pt + u · ∇p+ γp∇ · u = 0,
ut + u · ∇u+ 1̺∇p+ au = 0,
St + u · ∇S = 0,
(p, u, S)(x, 0) = (p0(x), u0(x), S0(x)),
u · n|∂Ω = 0, ∀t ≥ 0,
(1.3)
where ̺ = ̺(p, S) := 1γ√
A
p
1
γ exp{−Sγ }.
There is a huge literature about the compressible Euler equations with
damping, we introduce these results as follows:
As to the isothermal compressible Euler equations with damping:{
̺t +∇ · (̺u) = 0,
̺ut + ̺u · ∇u+ σ¯2∇̺+ a̺u = 0,
(1.4)
where σ¯2 = Rθ∗ is constant. The equations (1.4) describe the isothermal flow
of ideal gases in porous media. Zhao (see [19]) proved the global existence of
classical solutions to IBVP for (1.4) with small data. For BV solutions, see
[3, 9]. For entropy weak solutions, see [8, 19].
As to the isentropic compressible Euler equations with damping:{
̺t +∇ · (̺u) = 0,
̺ut + ̺u · ∇u+∇p+ a̺u = 0,
(1.5)
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with p(ρ) = Aργ , Sideris, Thomases and Wang (see [16]) proved the global
existence of classical solutions to 3D Cauchy problem for (1.5) under small data
assumption. They also proved the singularity formation of classical solutions
for a class of large data. Pan and Zhao (see [13]) proved the global existence
and exponential decay of classical solutions to 3D IBVP for (1.5) under small
data assumption, verified the Darcy law when the total mass of the diffusion
equations equals the total mass of IBVP (1.5). Due to the boundary conditions
∂ℓtu · n|∂Ω = 0 but Dαu · n|∂Ω may not be zero, the a priori estimates for IBVP
(see [13]) are more complicated than those for Cauchy problem (see [16]).
All the variables in the isothermal case (1.4) and the isentropic case (1.5)
have diffusion property, which approach constants when the time goes to in-
finity. While the entropy and density of the non-isentropic Euler equations
with damping (1.1) are transported in Eulerian coordinates, which bring main
difficulties for the non-isentropic Euler equations with damping.
In ([4],[5],[6],[7], [11],[12],[14],[20]), the authors applied characteristics anal-
ysis together with energy estimate method to study the 1D non-isentropic p-
system with damping in Lagrangian coordinates {(y, t)}:

Vt − uy = 0,
ut + p(V , S)y = −au,
St = 0,
(1.6)
where V = 1̺ , p(V , S) = AV−γeS . While in Lagrangian coordinates, the entropy
S(y, t) ≡ S0(y), whose transportation is implicit in this coordinates. All vertical
lines in Lagrangian coordinates are particle paths of 1D non-isentropic p-system
with damping and its diffusion system, so that the phenomena in 1D Lagrangian
coordinates are much simpler.
As to the non-isentropic Euler equations with damping in multi-dimensional
Eulerian coordinates, the only results in the present are the global existence
and decay properties of classical solutions to (1.3) in R3 (see [17]) and periodic
domain T ⊂ R3 (see [18]). The spectral method and Duhamel’s principle are
applied in [17] to prove p − p¯, u, St algebraically decay and S − S¯ is uniformly
bounded. Due to the convenience of periodic boundary condition, similar energy
estimate method was applied in [18], where p− p¯, u, St decay exponentially and
S − S¯ is uniformly bounded. While the initial boundary value problem is more
difficult, due to the boundary conditions ∂ℓtu · n|∂Ω = 0 but Dαu · n|∂Ω may not
be zero.
The aims of this paper are as follows: (1) to study the long time behavior
of classical solutions to the non-isentropic Euler equations with damping, such
as global existence, exponential decay, equilibrium states, singularity formation.
(2) to study the long time behavior of classical solutions to the nonlinear diffu-
sion equations. (3) to study the relationship between the solutions of the above
two systems when the time is large.
In this paper, we assume no vacuum initially, i.e., inf
x∈Ω
̺0 > 0 or inf
x∈Ω
p0 > 0,
otherwise the degeneracy aroused by the vacuum brings about new difficulties,
such as local existence and behavior of vacuum boundary. Then inf
Ω×[0,T ]
̺(x, t) >
3
0 and inf
Ω×[0,T ]
p(x, t) > 0 as long as the solution remains classical in the time
interval [0, T ].
We introduce the following constants:
p¯ =
(
1
|Ω|
∫
Ω
p
1
γ
0 dx
)γ
, S¯ = 1Ω
∫
Ω
S0 dx, ¯̺ =
1
Ω
∫
Ω
̺0 dx, (1.7)
where ̺0 =
1
γ
√
A
p
1
γ
0 exp{−S0γ }. Thus, we can express the concept of small data
for IBVP (1.3), i.e., the smallness of ‖(p0 − p¯, u0 − 0, S0 − S¯, ̺0 − ¯̺)‖H3(Ω).
We proved that if the initial data (p0, u0, S0) ∈ H3(Ω) are sufficiently small
perturbations of their mean values ( 1|Ω|
∫
Ω
p0 dx, 0, S¯) or (p¯, 0, S¯), then IBVP (1.3)
admits a unique global classical solution (p, u, S) ∈ ∩
0≤ℓ≤3
Cℓ([0,+∞), H3−ℓ(Ω)),
moreover, ̺ = ̺(p, S) ∈ ∩
0≤ℓ≤3
Cℓ([0,+∞), H3−ℓ(Ω)). (p, u) converge exponen-
tially to (p¯, 0) rather than ( 1|Ω|
∫
Ω
p0 dx, 0) as t → +∞, (̺, S) are uniformly
bounded all the time. Moreover,
∑
0≤ℓ≤3
(‖∂ℓt (p − p¯)‖H3−ℓ(Ω) + ‖∂ℓtu‖H3−ℓ(Ω)),∑
1≤ℓ≤3
‖∂ℓt̺‖H3−ℓ(Ω) and
∑
1≤ℓ≤3
‖∂ℓtS‖H3−ℓ(Ω) decay exponentially, ‖̺ − ¯̺‖H3(Ω)
and ‖S − S¯‖H3(Ω) are uniformly bounded.
Since p¯ ≤ 1|Ω|
∫
Ω
p0 dx, ‖p0 − p¯‖Hℓ(Ω) ≥ ‖p0 − 1|Ω|
∫
Ω
p0 ds‖Hℓ(Ω), ℓ ≥ 0. Thus
for p0, the smallness of p0−p¯ implies the smallness of p0− 1|Ω|
∫
Ω
p0 dx. Therefore,
even (p0, u0, S0) are small perturbations of (
1
|Ω|
∫
Ω
p0 dx, 0, S¯), the pressure p still
converges to p¯ as t→ +∞.
In order to describe the equilibrium states of the global classical solutions,
we introduce the following notations:
(p∞(x), u∞(x), S∞(x), ̺∞(x)) = lim
t→∞
(p(x, t), u(x, t), S(x, t), ̺(x, t)). (1.8)
We define S+ := max
x∈Ω
{S0(x)}, S− := min
x∈Ω
{S0(x)}. Due to the characteristic
boundary u · n|∂Ω = 0, each particle path in Ω × {t ≥ 0} extends to Ω × {t =
+∞} rather than terminating on ∂Ω× {t ≥ 0}, and S is invariant along every
particle path, so max
x∈Ω
{S∞(x)} = S+, min
x∈Ω
{S∞(x)} = S−. This is a physical
explanation of the transportation of the entropy, but we proved mathematically
that S∞ 6= const and ̺∞ 6= const, if S+ 6= S−. Moreover, (p, u, S, ̺) converge
exponentially to their equilibrium states (p¯, 0, S∞(x), ̺∞(x)) in | · |∞ norm.
However, the damping effect on the velocity makes the equations (1.1) or
(1.3) weakly dissipative, such that it can not prevent the formation of singular-
ities without small data assumption. We proved that for a class of large initial
data whose support Supp(p0 − p¯, u0, S0 − S¯) is away from the boundary ∂Ω,
the singularities must form in the interior of ideal gases. These singularities will
have formed before Supp(p− p¯, u, S− S¯) reaches the boundary. Our argument is
based on the analysis of the moment M̺(t) =
∫
Ω
̺u · xdx and finite propagation
4
speed of the classical solutions, this method can be extended easily to Cauchy
problem. However, the finite size of bounded domain Ω can not replace the
finite propagation speed of the solutions in our proof.
Toward a better understanding of the large time behavior and nonlinear
diffusion property of classical solutions to non-isentropic Euler equations with
damping (1.3), we study the following nonlinear diffusion equations which are
obtained by applying Darcy’s law to (1.3)2,

pt + u · ∇p+ γp∇ · u = 0,
1
̺∇p+ au = 0,
St + u · ∇S = 0,
(p, S)(x, 0) = (pˆ0(x), Sˆ0(x)),
u · n|∂Ω = 0, ∀t ≥ 0,
(1.9)
where ̺ = ̺(p, S) := 1γ√Ap
1
γ exp{−Sγ }, (pˆ0(x), Sˆ0(x)) may be different from
(p0(x), S0(x)). Here, (1.9)2 is not an evolution equation of u, thus u itself does
not need the initial data.
The physical model of the equations (1.9) is the sufficiently slow motion
of the ideal gases in porous media, Darcy’s law gives the relationship between
the momentum of ideal gases and the gradient of their pressure. The system
(1.9) is essentially a parabolic-hyperbolic system with respect to p and S after
eliminating u: 

pt =
γp
a̺△p− γpa̺2∇̺ · ∇p+ 1a̺ |∇p|2,
St − 1a̺∇p · ∇S = 0,
(p, S)(x, 0) = (pˆ0(x), Sˆ0(x)),
∂p
∂n |∂Ω = 0, ∀t ≥ 0,
(1.10)
where ̺ = ̺(p, S).
We introduce the following constants:
ˆ¯p =
(
1
|Ω|
∫
Ω
pˆ
1
γ
0 dx
)γ
, ˆ¯S = 1Ω
∫
Ω
Sˆ0 dx, ˆ̺¯ =
1
Ω
∫
Ω
ˆ̺0 dx, (1.11)
where ˆ̺0 =
1
γ
√
A
pˆ
1
γ
0 exp{− Sˆ0γ }. Thus, we can express the concept of small data
for IBVP (1.9), i.e., the smallness of ‖pˆ0 − ˆ¯p‖H4(Ω) + ‖(Sˆ0 − ˆ¯S, ˆ̺0 − ˆ̺¯)‖H3(Ω).
We proved that if the initial data (pˆ0, Sˆ0) ∈ H4(Ω)×H3(Ω) are sufficiently
small perturbations of their mean values ( 1|Ω|
∫
Ω
pˆ0 dx,
ˆ¯S) or (ˆ¯p, ˆ¯S), then IBVP
(1.9) and (1.10) admit a unique global classical solution (pˆ, Sˆ) satisfying
(pˆ, Sˆ) ∈ ∩
0≤ℓ≤3
Cℓ([0,+∞), H4−ℓ(Ω)×H3−ℓ(Ω)), △pˆ ∈ C(Ω× [0,+∞)),
moreover,

ˆ̺ = ̺(pˆ, Sˆ) ∈ ∩
0≤ℓ≤3
Cℓ([0,+∞), H3−ℓ(Ω)),
uˆ = − 1a ˆ̺∇pˆ ∈ ∩0≤ℓ≤3C
ℓ([0,+∞), H3−ℓ(Ω)), ∇ · uˆ ∈ C(Ω× [0,+∞)).
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Then (pˆ, uˆ) converge exponentially to (ˆ¯p, 0) rather than ( 1|Ω|
∫
Ω
pˆ0 dx, 0) as t →
+∞, ( ˆ̺, Sˆ) are uniformly bounded all the time. Moreover, ∑
0≤ℓ≤3
(‖∂ℓt (pˆ −
ˆ¯p)‖H4−ℓ(Ω) + ‖∂ℓt uˆ‖H3−ℓ(Ω)),
∑
1≤ℓ≤3
‖∂ℓt ˆ̺‖H3−ℓ(Ω) and
∑
1≤ℓ≤3
‖∂ℓt Sˆ‖H3−ℓ(Ω) decay
exponentially, ‖ ˆ̺− ˆ̺¯‖H3(Ω) and ‖Sˆ − ˆ¯S‖H3(Ω) are uniformly bounded.
We define Sˆ+ := sup
x∈Ω
Sˆ0(x), Sˆ− := inf
x∈Ω
Sˆ0(x) and denote (Sˆ∞, ˆ̺∞) =
lim
t→∞
(Sˆ, ˆ̺). Along the particle paths determined by uˆ, the entropy Sˆ remains
invariant. We also proved mathematically that Sˆ∞ 6= const, ˆ̺∞ 6= const, if
Sˆ+ 6= Sˆ−. Moreover, (pˆ, uˆ, Sˆ, ˆ̺) converge exponentially to their equilibrium
states (ˆ¯p, 0, Sˆ∞(x), ˆ̺∞(x)) in | · |∞ norm.
Furthermore, we proved that if
∫
Ω
p
γ
0 dx =
∫
Ω
pˆ
γ
0 dx, then p¯ = ˆ¯p and (p, u) of
IBVP (1.3) converge exponentially to (pˆ, uˆ) of IBVP (1.9), namely, as t→ +∞,
‖p− pˆ‖H3(Ω) + ‖u− uˆ‖H3(Ω) ≤ C1 exp{−C2t}.
In Lagrangian coordinates {(y, t)}, if S0(y) = Sˆ0(y), then S∞(y) ≡ S(y, t) ≡
S0(y) = Sˆ0(y) ≡ Sˆ(y, t) ≡ Sˆ∞(y). While in Eulerian coordinates, Sˆ∞(x) 6=
S∞(x), ˆ̺∞(x) 6= ̺∞(x) in general, due to the transportation of Sˆ, ˆ̺, S, ̺. For a
given S0(x), whether there exists Sˆ0(x) such that Sˆ∞(x) = S∞(x) is still open.
If such a Sˆ0(x) exists, (p, u, S, ̺) of IBVP (1.3) converge to (pˆ, uˆ, Sˆ, ˆ̺) of IBVP
(1.9) in Eulerian coordinates, as t→ +∞.
The rest of this paper is organized as follows: In Section 2, we reformulate
the equations (1.3), (1.9) into appropriate forms and state the main results.
In Section 3, we prove global a priori estimates for the non-isentropic Euler
equations with damping (1.3). In Section 4, we prove the global existence of
classical solutions to (1.3) and singularity formation for large data. In Section
5, we prove global a priori estimates for the diffusion equations (1.9). In Section
6, we prove the global existence of classical solutions to (1.9) and the nonlinear
diffusion property of (1.3).
2 Preliminaries and Precise Statements of Main
Results
In this section, we will reformulate the equations (1.3), (1.9) into appropri-
ate forms, define some energy quantities and state precisely the main results of
this paper.
The following lemma mainly gives the relationship between p∞(x) and the
initial data (p0(x), S0(x), ̺0(x)).
Lemma 2.1.
p∞ = p¯ =
(
1
|Ω|
∫
Ω
p
1
γ
0 dx
)γ
, p¯ ∈ [ inf
x∈Ω
p(t), sup
x∈Ω
p(t)]. (2.1)
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Proof. By (1.1)1 and (1.1)3, we have
(̺ exp{Sγ })t + u · ∇(̺ exp{Sγ }) + ̺ exp{Sγ }∇ · u = 0,
d
dt
∫
Ω
̺ exp{Sγ } dx = −
∫
Ω
∇ · (̺u exp{Sγ }) dx
= − ∫
∂Ω
̺ exp{Sγ }u · n dSx = 0,∫
Ω
p
1
γ dx =
∫
Ω
p
1
γ
0 dx.
(2.2)
In the equilibrium state, ∂t̺∞ = u∞ = ∂tS∞ = 0, plug which into the
equations (1.1), we have ∇p∞ = 0, namely, p∞ is a constant. Then
p
1
γ∞|Ω| =
∫
Ω
p
1
γ
0 dx,
p∞ = p¯ =
(
1
|Ω|
∫
Ω
p
1
γ
0 dx
)γ
.
(2.3)
If p¯ > sup
x∈Ω
p or p¯ < inf
x∈Ω
p, it contradicts with
∫
Ω
p
1
γ dx =
∫
Ω
p¯
1
γ dx. Thus,
p¯ ∈ [ inf
x∈Ω
p, sup
x∈Ω
p].
Remark 2.2. [18] pointed out the pressure p in the periodic domain T converges
to p¯ = 1|T3|
∫
T3
p0 dx. However, p¯ =
(
1
|T3|
∫
T3
p
1
γ
0 dx
)γ
is correct.
For the non-isentropic Euler equations with damping (1.3) together with
their initial data (p0, u0, S0, ̺0) and constants p¯, S¯, ¯̺, we introduce the constants:
k1 =
√
1
γ ¯̺p¯ , k2 =
√
γp¯
¯̺ ,
define the variables:
ξ = p− p¯, φ = S − S¯, v = 1k1 u, ω = ∇× v, (v∞, ω∞) = limt→∞(v, ω).
In order to establish the global existence of IBVP (1.3), we reformulate the
equations (1.3) into the following form:

ξt + k2∇ · v = −γk1ξ∇ · v − k1v · ∇ξ,
vt + k2∇ξ + av = −k1v · ∇v + 1k1 ( 1¯̺ − 1̺)∇ξ,
φt = −k1v · ∇φ,
(ξ, v, φ)(x, 0) = (p0(x)− p¯, 1k1u0(x), S0(x) − S¯),
v · n|∂Ω = 0,
(2.4)
where ̺ = ̺(ξ, φ) := 1γ√A (ξ + p¯)
1
γ exp{−φ+S¯γ }.
In order to prove the global existence of classical solutions to IBVP (2.4)
via the energy method, we define the following energy quantities:
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Definition 2.3. Define
E[ξ](t) :=
3∑
ℓ=0
‖∂ℓt ξ(t)‖2L2(Ω), E1[ξ](t) :=
3∑
ℓ=0
‖∂ℓt ξ‖2L2(Ω) −
∫
Ω
ξ
pξ
2
ttt dx,
E[v](t) :=
3∑
ℓ=0
‖∂ℓtv(t)‖2L2(Ω), E1[v](t) :=
3∑
ℓ=0
|∂ℓtv|2 +
∫
Ω
(̺¯̺ − 1)|vttt|2 dx,
E [ξ](t) := ∑
0≤ℓ+|α|≤3
‖∂ℓtDαξ(t)‖2L2(Ω), E [v](t) :=
∑
0≤ℓ+|α|≤3
‖∂ℓtDαv(t)‖2L2(Ω),
E[φ](t) :=
3∑
ℓ=0
‖∂ℓtφ(t)‖2L2(Ω), E [φ](t) :=
∑
0≤ℓ+|α|≤3
‖∂ℓtDαφ(t)‖2L2(Ω),
E1[ω](t) :=
∑
0≤ℓ+|α|≤2
‖∂ℓtDαω(t)‖2L2(Ω),
E [ξ, v](t) := E [ξ](t) + E [v](t), E [ξ, v, φ](t) := E [ξ, v](t) + E [φ](t).
(2.5)
In order to have classical solutions, even locally in time, the initial data
are required to be compatible with the boundary condition, namely, ∂ℓtu(x, 0) ·
n|∂Ω = 0, 0 ≤ ℓ ≤ 3, where ∂ℓtu(x, 0) can be solved by the equations (1.3) in
terms of initial data (p0, u0, S0).
The following theorem states the global existence and large time behavior
of classical solutions to IBVP (2.4) and (1.3):
Theorem 2.4. Assume (p0, u0, S0) ∈ H3(Ω), inf
x∈Ω
p0(x) > 0, ∂
ℓ
tu(x, 0) · n|∂Ω =
0, 0 ≤ ℓ ≤ 3. There exists a sufficiently small number δ1 > 0, such that if
‖(p0− p¯, 1k1u0, S0− S¯)‖H3(Ω) ≤ δ1, then IBVP (2.4) admits a unique global clas-
sical solution (ξ, v, φ) ∈ ∩
0≤ℓ≤3
Cℓ([0,+∞), H3−ℓ(Ω)), moreover, ̺ = ̺(ξ, φ) ∈
∩
0≤ℓ≤3
Cℓ([0,+∞), H3−ℓ(Ω)). Thus, IBVP (1.3) admits a unique global classi-
cal solution (p = p¯ + ξ, u = k1v, S = S¯ + φ).
∑
0≤ℓ≤3
(‖∂ℓt (p − p¯)‖H3−ℓ(Ω) +
‖∂ℓtu‖H3−ℓ(Ω)),
∑
0≤ℓ≤2
‖∂ℓtω‖H2−ℓ(Ω),
∑
1≤ℓ≤3
‖∂ℓt̺‖H3−ℓ(Ω) and
∑
1≤ℓ≤3
‖∂ℓtS‖H3−ℓ(Ω)
decay exponentially, ‖̺− ¯̺‖H3(Ω) and ‖S − S¯‖H3(Ω) are uniformly bounded.
Furthermore, S∞(x) ∈ [S−, S+] exists and is unique, p∞ = p¯, u∞ = v∞ =
ω∞ = 0, ̺∞(x) = 1γ√A p¯
1
γ exp{−S∞(x)γ }. If S+ 6= S−, then S∞ 6= S¯, ̺∞ 6= ¯̺.
As t→ +∞, (p, u, S, ̺) converge to (p¯, 0, S∞, ̺∞) exponentially in | · |∞ norm.
However, the damping effect on the velocity is weakly dissipative, which
can not prevent the singularity formation without small data assumption. The
following theorem states that for a class of large initial data whose support
Supp(p0 − p¯, u0, S0 − S¯) is away from the boundary ∂Ω, the singularities form
in the interior of ideal gases.
Theorem 2.5. Assume 0 ∈ Ω, (p0, u0, S0) ∈ H3(Ω), inf
x∈Ω
p0(x) > 0, h =
dist{∂Ω, Supp(p0− p¯, u0, S0− S¯)} > 0, (p, u, S) ∈ C1(Ω× [0, τ)) is the classical
solution to IBVP (1.3) where τ > 0 is the lifespan of (p, u, S). Denote
M̺(t) =
∫
Ω
̺u · xdx, B0 = |Diam(Ω)|2
∫
Ω
̺0 dx,
B1 =
3AeS−
|Ω|γ−1
(∫
Ω
̺0 dx
)γ
− 3 ∫
Ω
p¯dx, r =
√
|B1 − a2B04 |.
(2.6)
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For any fixed T satisfying 0 < T < min{ hk2 , π2
B0
r }, if
M̺(0) > max{ aB01−exp{−aT} , aB02 + r cot( rTB0 ),
aB0
2 − r +
2r
1− exp{− 2rTB0 }
, aB02 + r},
(2.7)
then τ ≤ T .
For the diffusion equations (1.9) with their initial data (pˆ0, uˆ0, Sˆ0, ˆ̺0) and
constants (ˆ¯p, ˆ¯S, ˆ̺¯), we introduce the following constants and variables:
kˆ1 =
√
1
γ ˆ̺¯ˆ¯p
, kˆ2 =
√
γ ˆ¯p
ˆ̺¯ , ξˆ = pˆ− ˆ¯p, φˆ = Sˆ − ˆ¯S,
vˆ = 1k1 uˆ, ωˆ = ∇× vˆ, (vˆ∞, ωˆ∞) = limt→∞(vˆ, ωˆ).
For simplicity, we omit the symbol ˆ over all variables and constants in the
equations, initial data and global a priori estimates, if there is no ambiguity,
otherwise we will add the symbol ˆ.
In order to establish the global existence of IBVP (1.9), we reformulate the
equations (1.9) into the following form:

ξt + k2∇ · v = −γk1ξ∇ · v − k1v · ∇ξ,
k2∇ξ + av = 1k1 ( 1¯̺ − 1̺ )∇ξ,
φt = −k1v · ∇φ,
(ξ, φ)(x, 0) = (p0(x)− p¯, S0(x) − S¯),
v · n|∂Ω = 0,
(2.8)
where ̺ = ̺(ξ, φ) := 1γ√A (ξ + p¯)
1
γ exp{−φ+S¯γ }.
The system (2.8) is still a parabolic-hyperbolic system with respect to ξ
and φ, which has the following form after eliminating v:

ξt =
γp
a̺△ξ + pa̺∇ξ · ∇φ,
φt =
1
a̺∇ξ · ∇φ,
(ξ, φ)(x, 0) = (p0(x) − p¯, S0(x)− S¯),
∂ξ
∂n |∂Ω = 0, ∀t ≥ 0,
(2.9)
where ̺ = ̺(ξ, φ).
Next, we derive the evolution equations of v from (2.8), which is useful for
proving a priori estimate for E1[ω](t). Apply ∂i to (2.8)1, we get
(∂iξ)t + k1
3∑
ν=1
vν∂ν(∂iξ) + k1
3∑
ν=1
(∂ivν)∂νξ + k1γ(∂iξ)
3∑
ν=1
∂νvν
+k1γp
3∑
ν=1
∂i∂νvν = 0.
(2.10)
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Plug ∂iξ = −ak1̺vi into (2.10), we have
(̺vi)t + k1
3∑
ν=1
vν · ∂ν(̺vi) + k1
3∑
ν=1
(∂ivν)(̺vν) + k1γ̺vi
3∑
ν=1
∂νvν
− γpa
3∑
ν=1
∂i∂νvν = 0.
(2.11)
Plug ̺t = −k1
3∑
ν=1
vν∂ν̺− k1̺
3∑
ν=1
∂νvν into (2.11), we obtained the devel-
opment equation of v:
vt = k1(1− γ)v(∇ · v)− k1v · ∇v − k12 ∇(|v|2) + γpa̺∇(∇ · v). (2.12)
Add (2.12) to (2.8)2, we obtained the following equations where v is com-
patible with ξ and φ, but (2.13)2 is not independent of (2.13)1 and (2.13)3.

ξt + k2∇ · v = −γk1ξ∇ · v − k1v · ∇ξ,
vt + k2∇ξ + av = 1k1 ( 1¯̺ − 1̺ )∇ξ + k1(1 − γ)v(∇ · v)− k1v · ∇v
−k12 ∇(|v|2) + γpa̺∇(∇ · v),
φt = −k1v · ∇φ,
(2.13)
where v = − 1ak1̺∇ξ, ̺ = ̺(ξ, φ).
In order to prove the global existence of classical solutions to IBVP (2.8) and
(1.9) via the energy method, we define the following energy quantities besides
the energy quantities which have been defined in (2.5):
Definition 2.6. Define
F [ξ](t) := ∑
0≤ℓ≤3,ℓ+|α|≤4
‖∂ℓtDαξ(t)‖2L2(Ω),
F [v](t) := E [v](t) + ∑
0≤ℓ≤2,ℓ+|α|≤3
‖∂ℓtDα(∇ · v(t))‖2L2(Ω),
F [ξ, v](t) := F [ξ](t) + F [v](t), F [ξ, v, φ](t) := F [ξ, v](t) + E [φ](t).
(2.14)
In addition, F [v](t) contains more information about ξ than F [ξ](t) itself.
All the definitions of energy quantities in (2.5), (2.14) are independent of the
equations and initial data, thus the definitions (2.5) can be used for IBVP (2.8).
In order to have classical solutions to IBVP (2.8), we need to improve the
regularity of the initial data, namely (p0, S0) ∈ H4(Ω) × H3(Ω). Also, the
initial data are required to be compatible with the boundary condition, namely,
∂ℓt∇p(x, 0) · n|∂Ω = 0, 0 ≤ ℓ ≤ 3, where ∂ℓt∇p(x, 0) are solved by the equations
(1.9) in terms of initial data (p0, S0).
The following theorem states that the global existence and large time be-
havior of classical solutions to IBVP (2.8) and (1.9):
Theorem 2.7. Assume (p0, S0) ∈ H4(Ω)×H3(Ω), inf
x∈Ω
p0(x) > 0 and ∂
ℓ
t∇p(x, 0)·
n|∂Ω = 0, 0 ≤ ℓ ≤ 3. There exists a sufficiently small number δ2 > 0, such that
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if ‖p0 − p¯‖H4(Ω) + ‖S0 − S¯‖H3(Ω) ≤ δ2, then IBVP (2.8) admits a unique global
classical solution (ξ, φ) satisfying
(ξ, φ) ∈ ∩
0≤ℓ≤3
Cℓ([0,+∞), H4−ℓ(Ω)×H3−ℓ(Ω)), △ξ ∈ C(Ω× [0,+∞)),
moreover,

̺ = ̺(ξ, φ) ∈ ∩
0≤ℓ≤3
Cℓ([0,+∞), H3−ℓ(Ω)),
v = − 1ak1̺∇ξ ∈ ∩0≤ℓ≤3C
ℓ([0,+∞), H3−ℓ(Ω)), ∇ · v ∈ C(Ω× [0,+∞)).
Thus, IBVP (1.9) admits a unique global classical solution (p = p¯+ ξ, S =
S¯+φ). Moreover,
∑
0≤ℓ≤3
(‖∂ℓt (p−p¯)‖H4−ℓ(Ω)+‖∂ℓtu‖H3−ℓ(Ω)),
∑
0≤ℓ≤2
‖∂ℓtω‖H2−ℓ(Ω),∑
1≤ℓ≤3
‖∂ℓt̺‖H3−ℓ(Ω) and
∑
1≤ℓ≤3
‖∂ℓtS‖H3−ℓ(Ω) decay exponentially, ‖̺ − ¯̺‖H3(Ω)
and ‖S − S¯‖H3(Ω) are uniformly bounded.
Furthermore, S∞(x) ∈ [S−, S+] exists and is unique, p∞ = p¯, u∞ = v∞ =
ω∞ = 0, ̺∞(x) = 1γ√A p¯
1
γ exp{−S∞(x)γ }. If S+ 6= S−, then S∞ 6= S¯, ̺∞ 6= ¯̺.
As t→ +∞, (p, u, S, ̺) converge to (p¯, 0, S∞, ̺∞) exponentially in | · |∞ norm.
The following theorem states that the pressure and velocity of non-isentropic
Euler equations with damping have nonlinear diffusion property, they converges
to the pressure and velocity of the diffusion equations.
Theorem 2.8. Assume (pˆ, uˆ, Sˆ, ˆ̺) are variables of the diffusion equations (1.9)
and (p, u, S, ̺) are variables of non-isentropic Euler equations with damping
(1.3), the initial data (p0, u0, S0) satisfy the conditions in Theorem 2.4, (pˆ0, Sˆ0)
satisfy the conditions in Theorem 2.7. If∫
Ω
p
1
γ
0 dx =
∫
Ω
pˆ
1
γ
0 dx, (2.15)
then
‖p− pˆ‖H3(Ω) + ‖u− uˆ‖H3(Ω) ≤ C1 exp{−C2t}, (2.16)
for some positive C1, C2.
Remark 2.9. In Eulerian coordinates, starting from (x0, 0), the particle path
χ(t;x0) of non-isentropic Euler equations with damping do not coincide with
χˆ(t;x0) of the diffusion equations, then S∞(x) 6= Sˆ∞(x) in general, ‖S −
Sˆ‖L2(Ω)+‖̺− ˆ̺‖L2(Ω) or |S− Sˆ|∞+ |̺− ˆ̺|∞ may not decay. While this does not
contradict with the results in 1D Lagrangian coordinates (see [5]). Both χ(t;x0)
and χˆ(t;x0) in Eulerian coordinates correspond to the same line {(y0, t)|t ≥ 0}
in Lagrangian coordinates, where y0 =
x0∫
0
̺0(x) dx if Ω = [0, 1]. The entropy
S and Sˆ remains constant along vertical lines, so S(y, t) ≡ Sˆ(y, t) ≡ S0(y) in
Lagrangian coordinates, then (p, u, S, ̺) converge to (pˆ, uˆ, Sˆ, ˆ̺) in Lagrangian
coordinates.
In the sequent sections, we will use the following notations: X . Y denotes
the estimate X ≤ CY for some implied constant C > 0 which may different line
by line. (·)k denotes a vector in R3, for instance, ωk = δijk∂ivj , where δijk is
totally anti-symmetric tensor such that δ123 = δ231 = δ312 = 1, δ213 = δ321 =
δ132 = −1, others are 0. ’R.H.S.’ is the abbreviation for ’right hand side’.
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3 Global A Priori Estimates for Non-Isentropic
Euler Equations with Damping
In this section, we derive global a priori estimates for the non-isentropic
Euler equations with damping (2.4).
The following lemma indicates ̺− ¯̺, ̺t, ∇̺ can be estimated by E [ξ, φ](t).
Lemma 3.1. For any given T ∈ (0,+∞], if
sup
0≤t≤T
E [ξ, v, φ](t) ≤ ǫ,
where 0 < ǫ≪ 1, then
sup
0≤t≤T
E [̺− ¯̺](t) . ǫ, sup
0≤t≤T
|̺− ¯̺|∞ .
√
ǫ,
sup
0≤t≤T
|̺t|∞ .
√
ǫ, sup
0≤t≤T
|∇̺|∞ .
√
ǫ.
(3.1)
Proof. Since ̺ = 1γ√Ap
1
γ exp{−Sγ }, we have
sup
0≤t≤T
E [̺− ¯̺](t) . sup
0≤t≤T
(E [ξ](t) + E [φ](t)) . ǫ,
sup
0≤t≤T
|̺− ¯̺|∞ . sup
0≤t≤T
E [̺− ¯̺](t) 12 . √ǫ,
sup
0≤t≤T
|̺t|∞ . sup
0≤t≤T
(|ξt|∞ + |φt|∞) .
√
ǫ,
sup
0≤t≤T
|∇̺|∞ . sup
0≤t≤T
(|∇ξ|∞ + |∇φ|∞) .
√
ǫ.
The following lemma involves the Helmholtz-Hodge decomposition of vector
fileds, which states that ∇v is estimated by ω and ∇·v. The proof of this lemma
is standard (see [2, 13]).
Lemma 3.2. Let v ∈ Hs(Ω) be a vector satisfying v · n|∂Ω = 0, where n is the
unit outer norm of ∂Ω, then ‖v‖s . ‖ω‖s−1 + ‖∇ · v‖s−1 + ‖v‖s−1.
Lemma 3.2 and the standard Sobolev’s inequality ‖ · ‖L4(Ω) . ‖ · ‖H1(Ω) are
widely used to prove a priori estimates in Section 3 and Section 5.
The following lemma is an application of Lemma 3.2, which states that the
spatial derivatives are bounded by the temporal derivatives and the vorticity,
then the total energy E [ξ, v](t) can be bounded by E[ξ, v](t) and E1[ω](t).
Lemma 3.3. For any given T ∈ (0,+∞], there exists ǫ0 > 0 which is indepen-
dent of (ξ0, v0, φ0), such that if
sup
0≤t≤T
E [ξ, v, φ](t) ≤ ǫ,
where ǫ≪ min{1, ǫ0}, then for ∀t ∈ [0, T ],
E [ξ, v](t) ≤ c0(E[ξ, v](t) + E1[ω](t)), (3.2)
for some c0 > 0.
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Proof. By (2.4)2, we get
∇ξ = −k1̺vt − ak1̺v − k21̺v · ∇v,
‖∇ξ‖2L2(Ω) . ‖vt‖2L2(Ω) + ‖v‖2L2(Ω) + ‖v · ∇v‖2L2(Ω).
(3.3)
By (2.4)1, we get
∇ · v = −1k1γp (ξt + k1v · ∇ξ),
‖∇ · v‖2L2(Ω) . ‖ξt‖2L(Ω) +
√
ǫE [ξ, v](t),
‖∇v‖2L2(Ω) . ‖v‖2L2(Ω) + ‖ω‖2L2(Ω) + ‖∇ · v‖2L2(Ω)
. ‖ξt‖2L(Ω) + ‖ω‖2L2(Ω) + ‖v‖2L2(Ω) +
√
ǫE [ξ, v](t).
(3.4)
Apply ∂t to (3.3)1, we get
∇ξt = −k1ξtvt − k1̺vtt − ak1ξtv − ak1̺vt − k21∂t(̺v · ∇v),
‖∇ξt‖2L2(Ω) . ‖vtt‖2L2(Ω) + ‖vt‖2L2(Ω) +
√
ǫE [ξ, v](t). (3.5)
Apply ∂t to (3.4)1, we get
∇ · vt = −1k1γp2 [p(ξtt + k1v · ∇ξt + k1vt · ∇ξ)− ξ2t − k1ξtv · ∇ξ],
‖∇ · vt‖2L2(Ω) . ‖ξtt‖2L2(Ω) +
√
ǫE [ξ, v](t),
‖∇vt‖2L2(Ω) . ‖∇ · vt‖2L2(Ω) + ‖ωt‖2L2(Ω) + ‖vt‖2L2(Ω)
. ‖ξtt‖2L2(Ω) + ‖ωt‖2L2(Ω) + ‖vt‖2L2(Ω) +
√
ǫE [ξ, v](t).
(3.6)
Apply ∂tt to (3.3)1, we get
∇ξtt = −k1ξttvt − 2k1ξtvtt − k1̺vttt − k21(̺v · ∇v)tt
−ak1ξttv − 2ak1ξtvt − ak1̺vtt,
‖∇ξtt‖2L2(Ω) . ‖vttt‖2L2(Ω) + ‖vtt‖2L2(Ω) +
√
ǫE [ξ, v](t).
(3.7)
Apply ∂tt to (3.4)1, we get
∇ · vtt = −1k1γpξttt + 1k1γp2 ξtξtt − 1k1γ ∂t[ 1p (k1v · ∇ξt + k1vt · ∇ξ)
− 1p2 (ξ2t + k1ξtv · ∇ξ)],
‖∇ · vtt‖2L2(Ω) . ‖ξttt‖2L2(Ω) +
√
ǫE [ξ, v](t),
‖∇vtt‖2L2(Ω) . ‖∇ · vtt‖2L2(Ω) + ‖ωtt‖2L2(Ω) + ‖vtt‖2L2(Ω)
. ‖ξttt‖2L2(Ω) + ‖ωtt‖2L2(Ω) + ‖vtt‖2L2(Ω) +
√
ǫE [ξ, v](t).
(3.8)
Apply Dα to (3.3)1, where |α| = 1, we get
Dα∇ξ = −k1(Dαξ)vt − k1̺Dαvt − ak1(Dαξ)v − ak1̺Dαv − k21Dα(̺v · ∇v),
‖Dα∇ξ‖2L2(Ω) . ‖Dαvt‖2L2(Ω) + ‖Dαv‖2L2(Ω) +
√
ǫE [ξ, v](t)
. ‖ξtt‖2L2(Ω) + ‖ωt‖2L2(Ω) + ‖vt‖2L2(Ω) + ‖ξt‖2L2(Ω) + ‖ω‖2L2(Ω)
+‖v‖2L2(Ω) +
√
ǫE [ξ, v](t).
(3.9)
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Apply Dα to (3.4)1, where |α| = 1, we get
Dα∇ · v = 1k1γp2 (Dαξ)(ξt + k1v · ∇ξ)− 1k1γpDα(ξt + k1v · ∇ξ),
‖Dα∇ · v‖2L2(Ω) . ‖Dαξt‖2L2(Ω) +
√
ǫE [ξ, v](t)
. ‖vt‖2L2(Ω) + ‖vtt‖2L2(Ω) +
√
ǫE [ξ, v](t),
‖Dα∇v‖2L2(Ω) . ‖∇ · v‖2H1(Ω) + ‖ω‖2H1(Ω) + ‖v‖2H1(Ω) . ‖vt‖2L2(Ω) + ‖vtt‖2L2(Ω)
+‖ω‖2H1(Ω) + ‖v‖2L2(Ω) + ‖ξt‖2L2(Ω) +
√
ǫE [ξ, v](t).
(3.10)
Apply Dα to (3.5)1, where |α| = 1, we get
Dα∇ξt = −k1Dα(ξtvt)− k1(Dαξ)vtt − k1̺Dαvtt − k21Dα(ξtv · ∇v)
−k21Dα(̺vt · ∇v) − k21Dα(̺v · ∇vt)− ak1Dα(ξtv)
−ak1(Dαξ)vt − ak1̺Dαvt,
‖Dα∇ξt‖2L2(Ω) . ‖Dαvtt‖2L2(Ω) + ‖Dαvt‖2L2(Ω) +
√
ǫE [ξ, v](t)
. ‖ξttt‖2L2(Ω) + ‖ωtt‖2L2(Ω) + ‖vtt‖2L2(Ω) + ‖ξtt‖2L2(Ω)
+‖ωt‖2L2(Ω) + ‖vt‖2L2(Ω) +
√
ǫE [ξ, v](t).
(3.11)
Apply Dα to (3.6)1, where |α| = 1, we get
Dα∇ · vt = −1k1γpDαξtt + 1k1γp2 (Dαξ)ξtt − 1k1γDα[ 1p (k1v · ∇ξt + k1vt · ∇ξ)
− 1p2 (ξ2t + k1ξtv · ∇ξ)],
‖Dα∇ · vt‖2L2(Ω) . ‖Dαξtt‖2L2(Ω) +
√
ǫE [ξ, v](t)
. ‖vttt‖2L2(Ω) + ‖vtt‖2L2(Ω) +
√
ǫE [ξ, v](t),
‖Dα∇vt‖2L2(Ω) . ‖∇ · vt‖2H1(Ω) + ‖ωt‖2H1(Ω) + ‖vt‖2H1(Ω) +
√
ǫE [ξ, v](t)
. ‖ξtt‖2L2(Ω) + ‖vttt‖2L2(Ω) + ‖vtt‖2L2(Ω) + ‖ωt‖2H1(Ω)
+‖vt‖2L2(Ω) +
√
ǫE [ξ, v](t).
(3.12)
Apply Dα to (3.3)1, where |α| = 2, α = α1 + α2, we get
Dα∇ξ = −k1̺Dαvt − k1
∑
α1>0
(Dα1ξ)Dα2vt − ak1̺Dαv
−ak1
∑
α1>0
(Dα1ξ)Dα2v − k21Dα(̺v · ∇v),
‖Dα∇ξ‖2L2(Ω) . ‖Dαvt‖2L2(Ω) + ‖Dαv‖2L2(Ω) +
√
ǫE [ξ, v](t)
. ‖vttt‖2L2(Ω) + ‖vtt‖2L2(Ω) + ‖ωt‖2H1(Ω) + ‖ξtt‖2L2(Ω) + ‖vt‖2L2(Ω)
+‖ω‖2H1(Ω) + ‖ξt‖2L2(Ω) + ‖v‖2L2(Ω) +
√
ǫE [ξ, v](t).
(3.13)
Apply Dα to (3.4)1, where |α| = 2, α = α1 + α2, we get
Dα∇ · v = −1k1γDα1( 1p )Dα2(ξt + k1v · ∇ξ),
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‖Dα∇ · v‖2L2(Ω) . ‖Dαξt‖2L2(Ω) +
√
ǫE [ξ, v](t)
. ‖ξttt‖2L2(Ω) + ‖ωtt‖2L2(Ω) + ‖vtt‖2L2(Ω) + ‖ξtt‖2H1(Ω)
+‖ωt‖2L2(Ω) + ‖vt‖2L2Ω) +
√
ǫE [ξ, v](t),
‖Dα∇v‖2L2(Ω) . ‖∇ · v‖2H2(Ω) + ‖ω‖2H2(Ω) + ‖v‖2H2(Ω)
. ‖ξttt‖2L2(Ω) + ‖ωtt‖2L2(Ω) + ‖vtt‖2L2(Ω) + ‖ξtt‖2H1(Ω)
+‖ωt‖2L2(Ω) + ‖ω‖2H2(Ω) + ‖vt‖2L2Ω) + ‖v‖2L2Ω)
+‖ξt‖2L2Ω) +
√
ǫE [ξ, v](t).
(3.14)
Thus, E [ξ, v](t) ≤ C3E[ξ, v](t)+C3E1[ω](t)+C3
√
ǫE [ξ, v](t), where C3 > 0.
Let ǫ0 =
1
4C23
, when ǫ≪ min{1, ǫ0}, we have
E [ξ, v](t) ≤ 2C3{E[ξ, v](t) + E1[ω](t)}. (3.15)
Let c0 = 2C3. Thus, Lemma 3.3 is proved.
Next, in order to prove the exponential decay of E [ξ, v](t) and E1[ω](t), we
need to prove a priori estimates for E1[ω](t), E[ξ, v](t) and
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx
separatively.
The following lemma concerns a priori estimate for E1[ω](t).
Lemma 3.4. For any given T ∈ (0,+∞], if
sup
0≤t≤T
E [ξ, v, φ](t) ≤ ǫ,
where 0 < ǫ≪ 1, then for ∀t ∈ [0, T ],
d
dtE1[ω](t) + 2aE1[ω](t) ≤ C
√
ǫE [ξ, v](t). (3.16)
Proof. By ∇× (2.4)2, we get
ωt + aω = −k1∇× (v · ∇v) + 1k1∇× [( 1¯̺ − 1̺)∇ξ]
= −k1(v · ∇ω − ω · ∇v + ω∇ · v) + 1k1∇× [( 1¯̺ − 1̺)∇ξ]
= −k1(v · ∇ω − ω · ∇v + ω∇ · v) + 1k1 (
∂i̺
̺2 ∂jξ −
∂j̺
̺2 ∂iξ)k.
(3.17)
Apply ∂ℓtDα to (3.17), where ℓ+ |α| ≤ 2, we get
(∂ℓtDαω)t + a∂ℓtDαω = −k1∂ℓtDα(v · ∇ω − ω · ∇v + ω∇ · v)
+ 1k1 ∂
ℓ
tDα(∂i̺̺2 ∂jξ −
∂j̺
̺2 ∂iξ)k,
∂t(|∂ℓtDαω|2) + 2a|∂ℓtDαω|2 = −2k1∂ℓtDα(v · ∇ω − ω · ∇v + ω∇ · v) · ∂ℓtDαω
+ 2k1
3∑
k=1
∂ℓtDα(∂i̺̺2 ∂jξ −
∂j̺
̺2 ∂iξ)k∂
ℓ
tDαωk.
(3.18)
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After integrating in Ω, we get
d
dt
∫
Ω
|∂ℓtDαω|2 dx+ 2a
∫
Ω
|∂ℓtDαω|2 dx = I1 + I2, (3.19)
where
I1 := −2k1
∫
Ω
∂ℓtDα(v · ∇ω − ω · ∇v + ω∇ · v) · ∂ℓtDαω dx,
I2 :=
2
k1
∫
Ω
3∑
k=1
∂ℓtDα(∂i̺̺2 ∂jξ −
∂j̺
̺2 ∂iξ)k · ∂ℓtDαωk dx.
(3.20)
When ℓ+ |α| < 2, it is easy to check that I1 + I2 .
√
ǫE [ξ, v](t), since they
are lower order terms.
When ℓ = 0, |α| = 2,
I1 = −2k1
∫
Ω
(Dαv · ∇ω +Dα1v · ∇Dα2ω + v · ∇Dαω) · Dαω dx
+2k1
∫
Ω
(Dαω · ∇v +Dα1ω · ∇Dα2v + ω · ∇Dαv) · Dαω dx
−2k1
∫
Ω
(Dαω∇ · v +Dα1ω∇ · Dα2v + ω∇ · Dαv) · Dαω dx
. ‖Dαv‖L4(Ω)‖∇ω‖L4(Ω)‖Dαω‖L2(Ω) + |Dα1v|∞‖∇Dα2ω‖L2(Ω)‖Dαω‖L2(Ω)
−2k1
∫
∂Ω
n · v|Dαω|2 dSx + 2k1
∫
Ω
∇ · v|Dαω|2 dx + |∇v|∞‖Dαω‖2L2(Ω)
+‖Dα1ω‖L4(Ω)‖∇Dα2v‖L4(Ω)‖Dαω‖L2(Ω) + |ω|∞‖∇Dαv‖L2(Ω)‖Dαω‖L2(Ω)
+|∇ · v|∞‖Dαω‖2L2(Ω) + ‖Dα1ω‖L4(Ω)‖∇ · Dα2v‖L4(Ω)‖Dαω‖L2(Ω)
+|ω|∞‖∇ · Dαv‖L2(Ω)‖Dαω‖L2(Ω)
.
√
ǫE [v](t),
(3.21)
where |α1| = |α2| = 1.
When ℓ = 1, |α| = 1,
I1 = −2k1
∫
Ω
(Dαvt · ∇ω + vt · ∇Dαω +Dαv · ∇ωt + v · ∇Dαωt) · Dαωt dx
+2k1
∫
Ω
(Dαωt · ∇v + ωt · ∇Dαv +Dαω · ∇vt + ω · ∇Dαvt) · Dαωt dx
−2k1
∫
Ω
(Dαωt∇ · v + ωt∇ · Dαv +Dαω∇ · vt + ω∇ · Dαvt) · Dαωt dx
. ‖Dαvt‖L4(Ω)‖∇ω‖L4(Ω)‖Dαωt‖L2(Ω) + |vt|∞‖∇Dαω‖L2(Ω)‖Dαωt‖L2(Ω)
+|Dαv|∞‖∇ωt‖L2(Ω)‖Dαωt‖L2(Ω) +
∫
∂Ω
n · v|Dαωt|2 dSx −
∫
Ω
∇ · v|Dαωt|2 dx
+|∇v|∞‖Dαωt‖2L2(Ω) + |ωt|L4(Ω)‖∇Dαv‖L4(Ω)‖Dαωt‖L2(Ω)
+‖Dαω‖L4(Ω)‖∇vt‖L4(Ω)‖Dαωt‖L2(Ω) + |ω|∞‖∇Dαvt‖L2(Ω)‖Dαωt‖L2(Ω)
+|∇ · v|∞‖Dαωt‖2L2(Ω) + ‖ωt‖L4(Ω)‖∇ · Dαv‖L4(Ω)‖Dαωt‖L2(Ω)
+‖Dαω‖L4(Ω)‖∇ · vt‖L4(Ω)‖Dαωt‖L2(Ω) + |ω|∞‖∇ · Dαvt‖L2(Ω)‖Dαωt‖L2(Ω)
.
√
ǫE [v](t).
(3.22)
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When ℓ = 2, |α| = 0,
I1 = −2k1
∫
Ω
(vtt · ∇ω + 2vt · ∇ωt + v · ∇ωtt) · ωtt dx
+2k1
∫
Ω
(ωtt · ∇v + 2ωt · ∇vt + ω · ∇vtt) · ωtt dx
−2k1
∫
Ω
(ωtt∇ · v + 2ωt∇ · vt + ω∇ · vtt) · ωtt dx
. ‖vtt‖L4(Ω)‖∇ω‖L4(Ω)‖ωtt‖L2(Ω) + |vt|∞‖∇ωt‖L2(Ω)‖ωtt‖L2(Ω)
+
∫
∂Ω
n · v|ωtt|2 dSx −
∫
Ω
∇ · v|ωtt|2 dx+ |∇v|∞‖ωtt‖2L2(Ω)
+|ωt|L4(Ω)‖∇vt‖L4(Ω)‖ωtt‖L2(Ω) + |ω|∞‖∇vtt‖L2(Ω)‖ωtt‖L2(Ω)
+|∇ · v|∞‖ωtt‖2L2(Ω) + ‖ωt‖L4(Ω)‖∇ · vt‖L4(Ω)‖ωtt‖L2(Ω)
+|ω|∞‖∇ · vtt‖L2(Ω)‖ωtt‖L2(Ω)
.
√
ǫE [v](t).
(3.23)
When ℓ = 0, |α| = 2,
I2 =
2
k1
∫
Ω
3∑
k=1
[(Dα ∂i̺̺2 )∂jξ − (Dα
∂j̺
̺2 )∂iξ]kDαωk dx
+ 2k1
∫
Ω
3∑
k=1
[(Dα1 ∂i̺̺2 )(Dα2∂jξ)− (Dα1
∂j̺
̺2 )(Dα2∂iξ)]kDαωk dx
+ 2k1
∫
Ω
3∑
k=1
[∂i̺̺2 (Dα∂jξ)−
∂j̺
̺2 (Dα∂iξ)]kDαωk dx
. |∇ξ|∞‖Dα∇̺‖L2(Ω)‖Dαω‖L2(Ω) + |∇̺|∞‖Dα∇ξ‖L2(Ω)‖Dαω‖L2(Ω)
+‖Dα1∇̺‖L4(Ω)‖Dα2∇ξ‖L4(Ω)‖Dαω‖L2(Ω)
.
√
ǫE [ξ, v](t),
(3.24)
where ‖Dα ̺i̺2 ‖L2(Ω) . ‖Dα̺i‖L2(Ω), ‖Dα1 ̺i̺2 ‖L2(Ω) . ‖Dα1̺i‖L2(Ω), since ǫ≪ 1,
|α1| = |α2| = 1.
When ℓ = 1, |α| = 1,
I2 =
2
k1
∫
Ω
3∑
k=1
[∂tDα(∂i̺̺2 )∂jξ − ∂tDα(
∂j̺
̺2 )∂iξ + ∂t(
∂i̺
̺2 )Dα(∂jξ)
−∂t(∂j̺̺2 )Dα(∂iξ) +Dα(∂i̺̺2 )∂t(∂jξ)−Dα(∂j̺̺2 )∂t(∂iξ)
+∂i̺̺2 ∂tDα(∂jξ)−
∂j̺
̺2 ∂tDα(∂iξ)]k∂tDαωk dx
. |∇ξ|∞‖∂tDα∇̺̺2 ‖L2(Ω)‖Dαωt‖L2(Ω)
+|∇̺̺2 |∞‖∂tDα∇ξ‖L2(Ω)‖Dαωt‖L2(Ω)
+‖∂t(∇̺̺2 )‖L4(Ω)‖Dα∇ξ‖L4(Ω)‖Dαωt‖L2(Ω)
+‖Dα(∇̺̺2 )‖L4(Ω)‖∇ξt‖L4(Ω)‖Dαωt‖L2(Ω)
.
√
ǫE [ξ, v](t).
(3.25)
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When ℓ = 2, |α| = 0,
I2 =
2
k1
∫
Ω
3∑
k=1
[(∂i̺̺2 )tt∂jξ − (
∂j̺
̺2 )tt∂iξ + 2(
∂i̺
̺2 )t(∂jξ)t − 2(
∂j̺
̺2 )t(∂iξ)t
+∂i̺̺2 (∂jξ)tt − ∂j̺̺2 (∂iξ)tt]k∂ttωk dx
. |∇ξ|∞‖(∇̺̺2 )tt‖L2(Ω)‖ωtt‖L2(Ω) + ‖(∇̺̺2 )t‖L4(Ω)‖∇ξt‖L4(Ω)‖ωtt‖L2(Ω)
+|∇̺̺2 |∞‖∇ξtt‖L2(Ω)‖ωtt‖L2(Ω)
.
√
ǫE [ξ, v](t).
(3.26)
Summing the above estimates for 0 ≤ ℓ+ |α| ≤ 2, we have
d
dtE1[ω](t) + 2aE1[ω](t) .
√
ǫE [ξ, v](t). (3.27)
Thus, Lemma 3.4 is proved.
The following lemma states that E[ξ](t) and E1[ξ](t) are equivalent, E[v](t)
and E1[v](t) are equivalent.
Lemma 3.5. For any given T ∈ (0,+∞], there exists ǫ1 > 0 which is in-
dependent of (ξ0, v0, φ0), such that if sup
0≤t≤T
E [ξ, v, φ](t) ≤ ǫ1, then there exist
c1 > 0, c2 > 0 such that
c1E[ξ](t) ≤ E1[ξ](t) ≤ c2E[ξ](t),
c1E[v](t) ≤ E1[v](t) ≤ c2E[v](t).
(3.28)
Proof. Since |ξ|∞ . ‖ξ‖H2(Ω) ≤ C4√ǫ1, let C4√ǫ1 ≤ p¯3 , i.e. ǫ1 ≤ p¯
2
9C24
, then
ξ
p =
ξ/p¯
1+ξ/p¯ ∈ [− 12 , 14 ], E1[ξ](t) ∼= E[ξ](t).
Since |̺ − ¯̺|∞ . ‖̺ − ¯̺‖
1
2
H2(Ω) . E [ξ, φ](t)
1
2 ≤ C5√ǫ1, let C5√ǫ1 ≤ ¯̺2 , i.e.
ǫ1 ≤ ¯̺
2
4C25
, then ̺¯̺ − 1 ∈ [− 12 , 12 ], E1[v](t) ∼= E[v](t).
Thus, we can take ǫ1 = min{ p¯
2
9C24
, ¯̺
2
4C25
}.
Since E1[ξ, v](t) ∼= E[ξ, v](t), the following lemma gives an equivalent a
priori estimate for E[ξ, v](t).
Lemma 3.6. For any given T ∈ (0,+∞], if
sup
0≤t≤T
E [ξ, v, φ](t) ≤ ǫ,
where 0 < ǫ≪ 1, then for ∀t ∈ [0, T ],
d
dt
E1[ξ, v](t) + 2aE1[v](t) ≤ C
√
ǫE [ξ, v](t). (3.29)
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Proof. Suppose 0 ≤ ℓ ≤ 3, apply ∂ℓt to (2.4), we get

(∂ℓt ξ)t + k2∇ · (∂ℓtv) = −γk1∂ℓt (ξ∇ · v)− k1∂ℓt (v · ∇ξ),
(∂ℓtv)t + k2∇(∂ℓt ξ) + a∂ℓtv = −k1∂ℓt (v · ∇v) + 1k1 ∂ℓt [( 1¯̺ − 1̺ )∇ξ].
(3.30)
Let (3.30) · (∂ℓt ξ, ∂ℓtv), we get

(|∂ℓt ξ|2)t + 2k2∂ℓt ξ∇ · (∂ℓtv) = −2γk1∂ℓt ξ∂ℓt (ξ∇ · v)− 2k1∂ℓt ξ∂ℓt (v · ∇ξ),
(|∂ℓtv|2)t + 2k2∂ℓtv · ∇(∂ℓt ξ) + 2a|∂ℓtv|2 = −2k1∂ℓtv · ∂ℓt (v · ∇v)
+ 2k1 ∂
ℓ
tv · ∂ℓt [( 1¯̺ − 1̺ )∇ξ].
(3.31)
By (3.31)1 + (3.31)2, we get
(|∂ℓt ξ|2 + |∂ℓtv|2)t + 2k2∂ℓt ξ∇ · (∂ℓtv) + 2k2∂ℓtv · ∇(∂ℓt ξ) + 2a|∂ℓtv|2
= −2γk1∂ℓt ξ∂ℓt (ξ∇ · v)− 2k1∂ℓt ξ∂ℓt (v · ∇ξ) − 2k1∂ℓtv · ∂ℓt (v · ∇v)
+ 2k1 ∂
ℓ
tv · ∂ℓt [( 1¯̺ − 1̺)∇ξ].
(3.32)
After integrating (3.32) in Ω, we get
d
dt
∫
Ω
|∂ℓt ξ|2 + |∂ℓtv|2 dx+ 2k2
∫
Ω
∂ℓt ξ∇ · (∂ℓtv) + ∂ℓtv · ∇(∂ℓt ξ) dx+ 2a
∫
Ω
|∂ℓtv|2 dx
=
∫
Ω
−2γk1∂ℓt ξ∂ℓt (ξ∇ · v)− 2k1∂ℓt ξ∂ℓt (v · ∇ξ)− 2k1∂ℓtv · ∂ℓt (v · ∇v)
+ 2k1 ∂
ℓ
tv · ∂ℓt [( 1¯̺ − 1̺ )∇ξ] dx.
(3.33)
Since ∂ℓtv ·n|∂Ω = 0,
∫
Ω
∂ℓt ξ∇·(∂ℓtv)+∂ℓtv ·∇(∂ℓt ξ) dx =
∫
∂Ω
∂ℓt ξ∂
ℓ
tv ·n dSx = 0,
d
dt
∫
Ω
|∂ℓt ξ|2 + |∂ℓtv|2 dx+ 2a
∫
Ω
|∂ℓtv|2 dx
=
∫
Ω
−2γk1∂ℓt ξ∂ℓt (ξ∇ · v)− 2k1∂ℓt ξ∂ℓt (v · ∇ξ)− 2k1∂ℓtv · ∂ℓt (v · ∇v)
+ 2k1 ∂
ℓ
tv · ∂ℓt [( 1¯̺ − 1̺ )∇ξ] dx := I3.
(3.34)
When 0 ≤ ℓ ≤ 2, it is easy to check that I3 .
√
ǫE [ξ, v](t), since I3 is a lower
order term.
When ℓ = 3,
I3 =
∫
Ω
−2γk1(ξttt)2∇ · v − 6γk1ξtttξtt∇ · vt − 6γk1ξtttξt∇ · vtt
−2γk1ξtttξ∇ · vttt − 2k1ξtttvttt · ∇ξ − 6k1ξtttvtt · ∇ξt
−6k1ξtttvt · ∇ξtt − 2k1ξtttv · ∇ξttt − 2k1vttt · ∇v · vttt − 6k1vtt · ∇vt · vttt
−6k1vt · ∇vtt · vttt − 2k1v · ∇vttt · vttt + 2k1 ( 1¯̺ − 1̺)vttt · ∇ξttt
+ 6k1 (
̺t
̺2 vttt · ∇ξtt +
̺̺tt−2̺2t
̺3 vttt · ∇ξt) + 2k1
̺2̺ttt−6̺̺t̺tt+6̺3t
̺4 vttt · ∇ξ dx.
(3.35)
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Now we estimate I3 − ddt
∫
Ω
ξ
pξ
2
ttt dx+
d
dt
∫
Ω
(̺¯̺ − 1)|vttt|2 dx,
I3 − ddt
∫
Ω
ξ
pξ
2
ttt dx+
d
dt
∫
Ω
(̺¯̺ − 1)|vttt|2 dx
.
√
ǫE [ξ, v](t) + ‖ξtt‖L4(Ω)‖∇ · vt‖L4(Ω)‖ξttt‖L2(Ω) − 2γk1
∫
Ω
ξtttξ∇ · vttt dx
+‖vtt‖L4(Ω)‖∇ξt‖‖L4(Ω)‖ξttt‖‖L2(Ω) − 2k1
∫
Ω
ξtttv · ∇ξttt dx
+‖vtt‖L4(Ω)‖∇vt‖L4(Ω)‖vttt‖L2(Ω) − 2k1
∫
Ω
v · ∇vttt · vttt dx
+ 2k1
∫
Ω
( 1¯̺ − 1̺)vttt · ∇ξttt dx+ ‖̺tt‖L4(Ω)‖∇ξt‖L4(Ω)‖vttt‖L2(Ω)
−2 ∫
Ω
ξ
pξtttξtttt dx−
∫
Ω
∂t(
ξ
p )ξ
2
ttt dx+ 2
∫
Ω
(̺¯̺ − 1)vttt · vtttt dx+
∫
Ω
̺t
¯̺ |vttt|2 dx
.
√
ǫE [ξ, v](t) − k1
∫
∂Ω
(|ξttt|2 + |vttt|2)v · n dSx + k1
∫
Ω
(|ξttt|2 + |vttt|2)∇ · v dx
−2γk1
∫
Ω
ξξttt∇ · vttt dx+ 2k1
∫
Ω
( 1¯̺ − 1̺ )vttt · ∇ξttt dx
−2 ∫
Ω
ξ
pξtttξtttt dx+ 2
∫
Ω
(̺¯̺ − 1)vttt · vtttt dx
. −2 ∫
Ω
ξ
pξttt(ξtttt + k1γp∇ · vttt) dx+ 2k1
∫
Ω
( 1¯̺ − 1̺ )vttt · (∇ξttt + k1̺vtttt) dx
+
√
ǫE [ξ, v](t).
(3.36)
Apply ∂ttt to (2.4)1, we get
ξtttt + k1γp∇ · vttt = −k1v · ∇ξttt − 3k1vt · ∇ξtt − 3k1vtt · ∇ξt − k1vttt · ∇ξ
−3k1γ̺t∇ · vtt − 3k1γξtt∇ · vt − k1γξttt∇ · v.
(3.37)
Plug (3.37) into the following integral, we get∫
Ω
ξ
pξttt(ξtttt + k1γp∇ · vttt) dx =
∫
Ω
ξ
pξttt[R.H.S. of (3.37)] dx
.
√
ǫE [ξ, v](t) − k1
∫
∂Ω
ξ
2p |ξttt|2v · n dSx + k12
∫
Ω
|ξttt|2∇ · ( ξpv) dx .
√
ǫE [ξ, v](t).
(3.38)
Apply ∂ttt to (2.4)2, we get
∇ξttt + k1̺vtttt = −3k1ξtvttt − 3k1ξttvtt − k1ξtttvt − k21ξtttv · ∇v
−3k21ξttvt · ∇v − 3k21ξttv · ∇vt − 3k21ξtvtt · ∇v
−3k21ξtv · ∇vtt − 6k21ξtvt · ∇vt − k21̺vttt · ∇v
−3k21̺vtt · ∇vt − 3k21̺vt · ∇vtt − k21̺v · ∇vttt
−ak1ξtttv − 3k1aξttvt − 3k1aξtvtt − ak1̺vttt.
(3.39)
Plug (3.39) into the following integral, we get∫
Ω
( 1¯̺ − 1̺)vttt · (∇ξttt + k1̺vtttt) dx =
∫
Ω
( 1¯̺ − 1̺)vttt · [R.H.S. of (3.39)] dx
. −k212
∫
∂Ω
(̺¯̺ − 1)|vttt|2v · n dSx +
k21
2
∫
Ω
|ξttt|2∇ · [(̺¯̺ − 1)v] dx+
√
ǫE [ξ, v](t)
.
√
ǫE [ξ, v](t).
(3.40)
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Plug (3.38) and (3.40) into (3.36), we get
I3 − ddt
∫
Ω
ξ
pξ
2
ttt dx+
d
dt
∫
Ω
(̺¯̺ − 1)|vttt|2 dx .
√
ǫE [ξ, v](t). (3.41)
Finally, we have
d
dt
(
3∑
ℓ=0
∫
Ω
|∂ℓt ξ|2 + |∂ℓtv|2 dx−
∫
Ω
ξ
pξ
2
ttt dx+
∫
Ω
(̺¯̺ − 1)|vttt|2 dx
)
+2a
3∑
ℓ=0
∫
Ω
|∂ℓtv|2 dx .
√
ǫE [ξ, v](t).
(3.42)
Then
d
dt
(
3∑
ℓ=0
∫
Ω
|∂ℓt ξ|2 + |∂ℓtv|2 dx−
∫
Ω
ξ
pξ
2
ttt dx+
∫
Ω
(̺¯̺ − 1)|vttt|2 dx
)
+2a
(
3∑
ℓ=0
∫
Ω
|∂ℓtv|2 dx+
∫
Ω
(̺¯̺ − 1)|vttt|2 dx
)
.
√
ǫE [ξ, v](t) + 2a ∫
Ω
|̺− ¯̺|∞
¯̺ |vttt|2 dx .
√
ǫE [ξ, v](t).
(3.43)
So we get
d
dt
E1[ξ, v](t) + 2aE1[v](t) .
√
ǫE [ξ, v](t). (3.44)
Thus, Lemma 3.6 is proved.
The following lemma concerns a priori estimate for
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx, which
introduces E[ξ](t) to the inequality (3.45).
Lemma 3.7. For any given T ∈ (0,+∞], if
sup
0≤t≤T
E [ξ, v, φ](t) ≤ ǫ,
where 0 < ǫ≪ 1, then there exists c3 > 0 such that for ∀t ∈ [0, T ],
− d
dt
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx+ E[ξ](t) ≤ C
√
ǫE [ξ, v](t) + c3E[v](t). (3.45)
Proof. Apply ∂t to (2.4)1, then we get
ξtt = −k1v · ∇ξt − k1vt · ∇ξ − k1γξt∇ · v − k1γp∇ · vt,
−(ξtξ)t + ξ2t = k1ξv · ∇ξt + k1ξvt · ∇ξ + k1γξξt∇ · v + k1γpξ∇ · vt.
(3.46)
After integrating (3.46)2 in Ω, we get
− ddt
∫
Ω
ξtξ dx+
∫
Ω
(ξt)
2 dx
.
√
ǫE [ξ, v](t) + k1γ
∫
∂Ω
pξvt · n dSx − k1γ
∫
Ω
ξvt · ∇ξ dx− k1γ
∫
Ω
pvt · ∇ξ dx
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.
√
ǫE [ξ, v](t) + ‖vt‖2L2(Ω) + ‖∇ξ‖2L2(Ω)
.
√
ǫE [ξ, v](t) + ‖vt‖2L2(Ω) + ‖ − k1̺vt − k21̺v · ∇v − ak1̺v‖2L2(Ω)
.
√
ǫE [ξ, v](t) + ‖v‖2L2(Ω) + ‖vt‖2L2(Ω).
(3.47)
Apply ∂tt to (2.4)1, then we get
ξttt = −k1v · ∇ξtt − 2k1vt · ∇ξt − k1vtt · ∇ξ − k1γξtt∇ · v
−2k1γξt∇ · vt − k1γp∇ · vtt,
−(ξttξt)t + ξ2tt = k1ξtv · ∇ξtt + 2k1ξtvt · ∇ξt + k1ξtvtt · ∇ξ + k1γξtξtt∇ · v
+2k1γξ
2
t∇ · vt + k1γpξt∇ · vtt.
(3.48)
After integrating (3.48)2 in Ω, we get
− ddt
∫
Ω
ξttξt dx+
∫
Ω
(ξtt)
2 dx
.
√
ǫE [ξ, v](t) + k1γ
∫
∂Ω
pξtvtt · n dSx − k1γ
∫
Ω
ξtvtt · ∇ξ dx− k1γ
∫
Ω
pvtt · ∇ξt dx
.
√
ǫE [ξ, v](t) + ‖vtt‖2L2(Ω) + ‖∇ξt‖2L2(Ω)
.
√
ǫE [ξ, v](t) + ‖vtt‖2L2(Ω) + ‖ − k1̺vtt − k1ξtvt − k21ξtv · ∇v
−k21̺vt · ∇v − k21̺v · ∇vt − ak1ξtv − ak1̺vt‖2L2(Ω)
.
√
ǫE [ξ, v](t) + ‖vt‖2L2(Ω) + ‖vtt‖2L2(Ω).
(3.49)
Apply ∂ttt to (2.4)1, then we get
ξtttt = −k1v · ∇ξttt − 3k1vt · ∇ξtt − 3k1vtt · ∇ξt − k1vttt · ∇ξ
−k1γξttt∇ · v − 3k1γξtt∇ · vt − 3k1γξt∇ · vtt − k1γp∇ · vttt,
−(ξtttξtt)t + ξ2ttt = k1ξttv · ∇ξttt + 3k1ξttvt · ∇ξtt + 3k1ξttvtt · ∇ξt
+k1ξttvttt · ∇ξ + k1γξttξttt∇ · v + 3k1γξ2tt∇ · vt
+3k1γξtξtt∇ · vtt + k1γpξtt∇ · vttt.
(3.50)
After integrating (3.50)2 in Ω, we get
− ddt
∫
Ω
ξtttξtt dx+
∫
Ω
(ξttt)
2 dx
.
√
ǫE [ξ, v](t) + ∫
Ω
k1ξttv · ∇ξttt + k1γpξtt∇ · vttt dx
.
√
ǫE [ξ, v](t) + k1
∫
∂Ω
ξtttξttv · n dSx − k1
∫
Ω
ξtttξtt∇ · v dx− k1
∫
Ω
ξtttv · ∇ξtt dx
+k1γ
∫
∂Ω
pξttvttt · n dSx − k1γ
∫
Ω
ξttvttt · ∇ξ dx− k1γ
∫
Ω
pvttt · ∇ξtt dx
.
√
ǫE [ξ, v](t) + ‖vttt‖2L2(Ω) + ‖∇ξtt‖2L2(Ω)
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.
√
ǫE [ξ, v](t) + ‖vttt‖2L2(Ω) + ‖ − k1̺vttt − 2k1ξtvtt − k1ξttvt
−k21ξttv · ∇v − k21̺vtt · ∇v − k21̺v · ∇vtt − 2k21ξtvt · ∇v − 2k21̺vt · ∇vt
−2k21ξtv · ∇vt − ak1ξttv − 2ak1ξtvt − ak1̺vtt‖2L2(Ω)
.
√
ǫE [ξ, v](t) + ‖vtt‖2L2(Ω) + ‖vttt‖2L2(Ω).
(3.51)
By (3.47) + (3.49) + (3.51), we get
− d
dt
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx+
∫
Ω
3∑
ℓ=1
(∂ℓt ξ)
2 dx .
√
ǫE [ξ, v](t)+
3∑
ℓ=0
‖vℓt‖2L2(Ω). (3.52)
By Lemma 2.1, p¯ ∈ [ inf
x∈Ω
p, sup
x∈Ω
p], then for any t ≥ 0, there exists xt ∈ Ω
such that ξ(xt, t) = 0. Assume ℓ(s) is a curve with finite length parameter s
such that ℓ(0) = xt, ℓ(sx) = x, then
‖ξ(x, t)‖2L2(Ω) = ‖ξ(xt, t) +
sx∫
0
∇ξ[ℓ(s)] · ℓ(s) ds‖2L2(Ω)
≤ C|Diam(Ω)|2‖∇ξ‖2L2(Ω) . ‖∇ξ‖2L2(Ω)
.
√
ǫE [ξ, v](t) + ‖v‖2L2(Ω) + ‖vt‖2L2(Ω).
(3.53)
Summing (3.52) and (3.53), we get
− ddt
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx+
∫
Ω
3∑
ℓ=0
(∂ℓt ξ)
2 dx .
√
ǫE [ξ, v](t) +
3∑
ℓ=0
‖vℓt‖2L2(Ω).
(3.54)
Then there exist two constants C > 0, c3 > 0 such that
− ddt
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx+
∫
Ω
3∑
ℓ=0
(∂ℓt ξ)
2 dx ≤ C√ǫE [ξ, v](t) + c3
3∑
ℓ=0
‖vℓt‖2L2(Ω).
(3.55)
Thus, Lemma 3.7 is proved.
Based on the above a priori estimates, we prove the exponential decay of
E [ξ, v](t) and E1[ω](t) in the following lemma.
Lemma 3.8. For any given T ∈ (0,+∞], if
sup
0≤t≤T
E [ξ, v, φ](t) ≤ ǫ,
there exists ǫ2 > 0, which is independent of (ξ0, v0, φ0), such that if 0 < ǫ ≪
min{1, ǫ0, ǫ1, ǫ2}, then for ∀t ∈ [0, T ],
E [ξ, v](t) ≤ β1‖(ξ0, v0)‖2H3(Ω) exp{−β2t},
E1[ω](t) ≤ β3‖(ξ0, v0)‖2H3(Ω) exp{−β2t},
(3.56)
where β1, β2, β3 are three positive numbers.
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Proof. In view of Lemmas 3.4, 3.6 and 3.7, we have obtained global a priori
estimates as follows:

d
dtE1[ω](t) + 2aE1[ω](t) ≤ C
√
ǫE [ξ, v](t),
d
dtE1[ξ, v](t) + 2aE1[v](t) ≤ C
√
ǫE [ξ, v](t),
− ddt
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx+ E[ξ](t) ≤ C
√
ǫE [ξ, v](t) + c3E[v](t).
(3.57)
Let λ1 = max{ 43 , c32a}+ 1, we define
E2[ξ, v](t) := λ1E1[ξ, v](t)−
3∑
ℓ=1
∫
Ω
∂ℓ−1t ξ∂
ℓ
t ξ dx. (3.58)
where E2 > 0 by Cauchy-Schwarz inequality. Since λ1 >
4
3 , E2
∼= E, i.e., there
exist c4 > 0, c5 > 0 such that
c4E[ξ, v](t) ≤ E2[ξ, v](t) ≤ c5E[ξ, v](t). (3.59)
By (3.57)2 × λ1 + (3.57)3, we get
d
dtE2[ξ, v](t) + (2aλ1 − c3)E1[v](t) + E[ξ](t) .
√
ǫE [ξ, v](t). (3.60)
Since E1[ξ](t) ≤ c2E[ξ](t), we have
d
dtE2[ξ, v](t) + (2aλ1 − c3)E1[v](t) + 1c2E1[ξ](t) .
√
ǫE [ξ, v](t). (3.61)
Let c6 = min (2aλ1 − c3, 1c2 ) > 0, it follows from (3.61) that
d
dt
E2[ξ, v](t) + c6E1[ξ, v](t) .
√
ǫE [ξ, v](t). (3.62)
By (3.57)1 + (3.62), we get
d
dt [E2[ξ, v](t) + E1[ω](t)] + [c6E1[ξ, v](t) + 2aE1[ω](t)] .
√
ǫE [ξ, v]
. c0
√
ǫ(E[ξ, v](t) + E1[ω](t)) ≤ C6c0
√
ǫ( 1c1E1[ξ, v](t) + E1[ω](t)),
(3.63)
for some C6 > 0.
Let ǫ2 = min{ c
2
1c
2
6
4C26c
2
0
, a
2
C26c
2
0
}. When ǫ < min{1, ǫ0, ǫ1, ǫ2}, we have
d
dt [E2[ξ, v](t) + E1[ω](t)] + [ c62 E1[ξ, v](t) + aE1[ω](t)] ≤ 0,
d
dt [E2[ξ, v](t) + E1[ω](t)] + [ c6c12c5 E2[ξ, v](t) + aE1[ω](t)] ≤ 0,
d
dt [E2[ξ, v](t) + E1[ω](t)] + c7[E2[ξ, v](t) + E1[ω](t)] ≤ 0,
(3.64)
where c7 = min{ c6c12c5 , a}.
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After integrating (3.64)3, we get
E2[ξ, v](t) + E1[ω](t) ≤ (E2[ξ, v](0) + E1[ω](0)) exp{−c7t},
E1[ω](t) ≤ (E2[ξ, v](0) + E1[ω](0)) exp{−c7t}
≤ (c5E[ξ, v](0) + E [v](0)) exp{−c7t}
≤ (c5 + 1)E [ξ, v](0) exp{−c7t}.
≤ C7(c5 + 1)‖(ξ0, v0)‖2H3(Ω) exp{−c7t}.
c4E[ξ, v](t) ≤ E2[ξ, v](t) ≤ (E2[ξ, v](0) + E1[ω](0)) exp{−c7t},
E [ξ, v](t) ≤ c0(E[ξ, v](t) + E1[ω](t))
≤ ( c0c4 + c0)(E2[ξ, v](0) + E1[ω](0)) exp{−c7t}
≤ ( c0c4 + c0)(c5 + 1)E [ξ, v](0) exp{−c7t}
≤ C7( c0c4 + c0)(c5 + 1)‖(ξ0, v0)‖2H3(Ω) exp{−c7t}
(3.65)
Take β1 = C7(
c0
c4
+ c0)(c5 + 1), β2 = c7, β3 = C7(c5 + 1), the exponential
decay in (3.56) is obtained. Thus, Lemma 3.8 is proved.
Finally, we prove the uniform bound of S − S¯ and its derivatives Dα∂ℓtS
and the exponential decay of ∂ℓtS and |∂tS|∞ under the condition that v decays
exponentially. S − S¯ and DαS may not decay due to the transportation of S,
but they are uniformly bounded.
The following lemma concerns the uniform bound of E [φ](t) on the condition
that v decays exponentially.
Lemma 3.9. For any given T ∈ (0,+∞], if
sup
0≤t≤T
E [ξ, v, φ](t) ≤ ǫ,
where 0 < ǫ≪ min{1, ǫ0, ǫ1, ǫ2}, then for ∀t ∈ [0, T ],
d
dt
E [φ](t) ≤ β4E [v](t) 12 E [φ](t). (3.66)
If E [v](t) ≤ β1‖(ξ0, v0)‖2H3(Ω) exp{−β2t}, then E [φ](t) has uniform bound:
E [φ](t) ≤ β5‖φ0‖2H3(Ω)
(
exp{‖(ξ0, v0)‖H3(Ω)}
)c8
. (3.67)
for some c8 > 0.
Proof. Apply ∂ℓtDα to (2.4)3, ℓ+ |α| ≤ 3. We have
(∂ℓtDαφ)t = −k1∂ℓtDα(v · ∇φ). (3.68)
When ℓ + |α| < 3, it is easy to check (3.66), since they are lower order
terms.
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When ℓ = 0, |α| = 3, assume α = α1 + α2, |α1| = 1, |α2| = 2.
(|Dαφ|2)t = −2k1[Dαv · ∇φ+ (Dα1v) · ∇(Dα2φ) + (Dα2v) · ∇(Dα1φ)
+v · ∇(Dαφ)]Dαφ.
(3.69)
Integrating (3.69) in Ω, we get
d
dt
∫
Ω
|Dαφ|2 dx = ∫
Ω
[R.H.S. of (3.69)] dx
. ‖Dαφ‖L2(Ω)(|∇φ|∞‖Dαv‖L2(Ω) + |Dα1v|∞‖∇(Dα2φ)‖L2(Ω)
+‖Dα2v‖L4(Ω)‖∇(Dα1φ)‖L4(Ω))− k1
∫
∂Ω
|Dαφ|2v · n dSx
+k1
∫
Ω
|Dαφ|2∇ · v dx . E [v](t) 12 E [φ](t).
(3.70)
When ℓ = 1, |α| = 2, assume α = α1 + α2, |α1| = 1, |α2| = 1.
(|Dαφt|2)t = −2k1[Dαvt · ∇φ+
∑
α1+α2=α
(Dα1vt) · ∇(Dα2φ) + vt · ∇(Dαφ)
+Dαv · ∇φt +
∑
α1+α2=α
(Dα1v) · ∇(Dα2φt) + v · ∇(Dαφt)]Dαφt.
(3.71)
Integrating (3.71) in Ω, we get
d
dt
∫
Ω
|Dαφt|2 dx =
∫
Ω
[R.H.S. of (3.71)] dx
. (|∇φ|∞‖Dαvt‖L2(Ω) + |vt|∞‖∇Dαφ‖L2(Ω) + ‖Dα1vt‖L4(Ω)‖∇(Dα2φ)‖L4(Ω)
+‖Dαv‖L4(Ω)‖∇φt‖L4(Ω) + |Dα1v|∞‖∇(Dα2φt)‖L2(Ω))‖Dαφt‖L2(Ω)
−k1
∫
∂Ω
|Dαφt|2v · n dSx + k1
∫
Ω
|Dαφt|2∇ · v dx . E [v](t) 12 E [φ](t).
(3.72)
When ℓ = 2, |α| ≤ 1,
(|Dαφtt|2)t = −2k1[(Dαvtt) · ∇φ+ vtt · ∇(Dαφ) + 2(Dαvt) · ∇φt
+2vt · ∇(Dαφt) + (Dαv) · ∇φtt + v · ∇(Dαφtt)]Dαφtt.
(3.73)
Integrating (3.73) in Ω, we get
d
dt
∫
Ω
|Dαφtt|2 dx =
∫
Ω
[R.H.S. of (3.73)] dx
. (|∇φ|∞‖Dαvtt‖L2(Ω) + |vtt|L4(Ω)‖∇Dαφ‖L4(Ω) + ‖Dαvt‖L4(Ω)‖∇φt‖L4(Ω)
+|vt|∞‖∇(Dαφt)‖L2(Ω) + |Dαv|∞‖∇φtt‖L2(Ω))‖Dαφtt‖L2(Ω)
−k1
∫
∂Ω
|Dαφtt|2v · n dSx + k1
∫
Ω
|Dαφtt|2∇ · v dx . E [v](t) 12 E [φ](t).
(3.74)
When ℓ = 3, |α| = 0,
(|φttt|2)t = −2k1[vttt · ∇φ + 3vtt · ∇φt + 3vt · ∇φtt + v · ∇φttt]φttt. (3.75)
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Integrating in Ω, we get
d
dt
∫
Ω
|φttt|2 dx =
∫
Ω
[R.H.S. of (3.75)] dx
. (|∇φ|∞‖vttt‖L2(Ω) + |vtt|L4(Ω)‖∇φt‖L4(Ω) + |vt|∞‖∇φtt‖L2(Ω))‖φttt‖L2(Ω)
−k1
∫
∂Ω
|φttt|2v · n dSx + k1
∫
Ω
|φttt|2∇ · v dx . E [v](t) 12 E [φ](t).
(3.76)
In views of (3.70), (3.72), (3.74), (3.76), we have, for some constant β4 > 0,
d
dtE [φ](t) ≤ β4E [v](t)
1
2 E [φ](t),
E [φ](t) ≤ E [φ](0) exp{
t∫
0
β4E [v](τ) 12 dτ}.
(3.77)
If E [v](t) ≤ β1‖(ξ0, v0)‖2H3(Ω) exp{−β2t}, then
E [φ](t) ≤ E [φ](0) exp{
t∫
0
β4E [v](s) 12 ds}
≤ E [φ](0) exp{
t∫
0
β4
√
β1‖(ξ0, v0)‖H3(Ω) exp{−β2s} 12 ds}
≤ β5‖φ0‖2H3(Ω) exp{
2β4
√
β1‖(ξ0,v0)‖H3(Ω)
β2
(1 − exp{−β22 t})}
≤ β5‖φ0‖2H3(Ω) exp{ 2β4
√
β1
β2
‖(ξ0, v0)‖H3(Ω)}
= β5‖φ0‖2H3(Ω)
(
exp{‖(ξ0, v0)‖H3(Ω)}
)c8
,
(3.78)
where c8 =
2β4
√
β1
β2
, β5 > 0.
Therefore E [φ](t) is uniformly bounded when E [v](t) decays exponentially.
Thus, Lemma 3.9 is proved.
The following lemma concerns the exponential decay of
3∑
ℓ=1
‖∂ℓtS‖2H3−ℓ(Ω)
on the condition that v decays exponentially.
Lemma 3.10. For any given T ∈ (0,+∞], if
sup
0≤t≤T
E [ξ, v, φ](t) ≤ ǫ,
where 0 < ǫ≪ min{1, ǫ0, ǫ1, ǫ2}, then for ∀t ∈ [0, T ],
3∑
ℓ=1
‖∂ℓtφ‖2H3−ℓ(Ω) . E [v](t)E [φ](t)
≤ c9‖(ξ0, v0)‖2H3(Ω)‖φ0‖2H3(Ω)
(
exp{‖(ξ0, v0)‖H3(Ω)}
)c8
exp{−β2t},
(3.79)
for some c9 > 0.
Proof. It follows from Lemma 3.8 that E [v](t) ≤ β1‖(ξ0, v0)‖2H3(Ω) exp{−β2t}.
It follows from Lemma 3.9 that E [φ](t) ≤ β5‖φ0‖2H3(Ω)
(
exp{‖(ξ0, v0)‖H3(Ω)}
)c8
.
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By φt = −k1v · ∇φ, we get
‖φt‖2H2(Ω) = k21
∑
|α|≤2
∫
Ω
|Dαv|2|∇φ|2 dx+ k21
∑
|α|≤2
∫
Ω
|v|2|Dα∇φ|2 dx
+k21
∑
|α1|≤1,|α2|≤1
∫
Ω
|Dα1v|2|Dα2∇φ|2 dx
.
∑
|α|≤2
|∇φ|2∞‖Dαv‖2L2(Ω) +
∑
|α|≤2
|v|2∞‖Dα∇φ‖2L2(Ω)
+
∑
|α1|≤1,|α2|≤1
|Dα1v|2∞‖Dα2∇φ‖2L2(Ω)
. E [v](t)E [φ](t).
(3.80)
where 0 ≤ |α1| ≤ 1, 0 ≤ |α2| ≤ 1.
By φtt = −k1vt · ∇φ− k1v · ∇φt, we get
‖φtt‖2H1(Ω) ≤ k21
∑
0≤|α|≤1
∫
Ω
(Dαvt · ∇φ)2 + (vt · ∇Dαφ)2 + (Dαv · ∇φt)2
+(v · ∇Dαφt)2 dx,
.
∑
0≤|α|≤1
(|∇φ|2∞‖Dαvt‖2L2(Ω) + |vt|2∞‖∇Dαφ‖2L2(Ω)
+|Dαv|2∞‖∇φt‖2L2(Ω) + |v|2∞‖∇Dαφt‖2L2(Ω))
. E [v](t)E [φ](t).
(3.81)
By φttt = −k1vtt · ∇φ − 2k1vt · ∇φt − k1v · ∇φtt, we get
‖φttt‖2L2(Ω) ≤ k21
∫
Ω
(vtt · ∇φ)2 dx+ 4k21
∫
Ω
(vt · ∇φt)2 dx+ k21
∫
Ω
(v · ∇φtt)2 dx
. |∇φ|2∞‖vtt‖2L2(Ω) + |vt|2∞‖∇φt‖2L2(Ω) + |v|2∞‖∇φtt‖2L2(Ω)
. E [v](t)E [φ](t).
(3.82)
Summing (3.80), (3.81), (3.82), we get
3∑
ℓ=1
‖∂ℓtφ‖2H3−ℓ(Ω) . E [v](t)E [φ](t)
≤ c9‖(ξ0, v0)‖2H3(Ω)‖φ0‖2H3(Ω)
(
exp{‖(ξ0, v0)‖H3(Ω)}
)c8
exp{−β2t},
(3.83)
where c9 = β1β5. Thus, Lemma 3.10 is proved.
Remark 3.11. When E [p− p¯](t) and E [S− S¯](t) are uniformly bounded, E [̺−
¯̺](t) is also uniformly bounded due to ̺ = 1γ√Ap
1
γ exp{−Sγ }.
After differentiating this formula with respect to t, we have
‖∂t̺‖2H2(Ω) ≤ β1‖(ξ0, v0)‖2H3(Ω) exp{−β2t}
+c9‖(ξ0, v0)‖2H3(Ω)‖φ0‖2H3(Ω)
(
exp{‖(ξ0, v0)‖H3(Ω)}
)c8
exp{−β2t},
(3.84)
Similarly,
‖∂tt̺‖2H1(Ω) ≤ C exp{−β2t}+ C exp{−2β2t},
‖∂ttt̺‖2L2(Ω) ≤ C exp{−β2t}+ C exp{−2β2t} + C exp{−3β2t}.
(3.85)
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Thus, for any given T ∈ (0,+∞], if sup
0≤t≤T
E [ξ, v, φ](t) ≤ ǫ, where 0 < ǫ ≪
min{1, ǫ0, ǫ1, ǫ2}, then
3∑
ℓ=1
‖∂ℓt̺‖2H3−ℓ(Ω) also decays at an exponential rate of
C exp{−β2t}.
4 Global Existence and Equilibrium States of
Non-Isentropic Euler Equations with Damp-
ing
In this section, we prove the global existence of classical solutions to the
non-isentropic Euler equations with damping (2.4) under small data assumption
and the singularity formation for a class of large data.
The proof of local existence of classical solutions to IBVP (2.4) is standard
(see [10],[15]), so we give a lemma on the local existence without proof here.
Lemma 4.1. (Local Existence)
If (ξ0, v0, φ0) ∈ H3(Ω), inf
x∈Ω
p0(x) > 0 and ∂
ℓ
tv(x, 0) · n|∂Ω = 0, 0 ≤ ℓ ≤ 3, then
there exists a finite time T∗ > 0, such that IBVP (2.4) admits a unique local
classical solution (ξ, v, φ) ∈ ∩
0≤ℓ≤3
Cℓ([0, T∗), H3−ℓ(Ω)).
Based on the global a priori estimates for (ξ, v, φ), we obtained the global
existence of classical solutions to IBVP (2.4).
Theorem 4.2. (Global Existence)
Assume (ξ0, v0, φ0) ∈ H3(Ω), inf
x∈Ω
p0(x) > 0, ∂
ℓ
tv(x, 0) · n|∂Ω = 0, 0 ≤ ℓ ≤ 3.
There exists a sufficiently small number δ1 > 0, such that if ‖ξ0, v0, φ0‖H3(Ω) ≤
δ1, then IBVP (2.4) admits a unique global classical solution
(ξ, v, φ) ∈ ∩
0≤ℓ≤3
Cℓ([0,+∞), H3−ℓ(Ω)),
moreover, ̺ = ̺(ξ, φ) ∈ ∩
0≤ℓ≤3
Cℓ([0,+∞), H3−ℓ(Ω)). ∀t ≥ 0, E [ξ, v](t), E1[ω](t)
and
3∑
ℓ=1
‖∂ℓtφ‖2H3−ℓ(Ω) decays exponentially, E [φ](t) is uniformly bounded.
Proof. In view of Lemmas 3.8 and 3.9, we have the following global a priori
estimates: for any given T ∈ (0,+∞], if
sup
0≤t≤T
E [ξ, v, φ](t) ≤ ǫ, (4.1)
where 0 < ǫ≪ min{1, ǫ0, ǫ1, ǫ2}, then
E [ξ, v](t) ≤ β1‖(ξ0, v0)‖2H3(Ω) exp{−β2t},
E [φ](t) ≤ β5‖φ0‖2H3(Ω)
(
exp{‖(ξ0, v0)‖H3(Ω)}
)c8
.
(4.2)
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The constants ǫ0, ǫ1, ǫ2 are independent of (ξ0, v0, φ0), so we can choose ǫ
which is independent of (ξ0, v0, φ0).
Take δ1 = min{
√
ǫ,
√
ǫ
2β1
,
√
ǫ
2β5
(
exp{
√
ǫ
2β1
}
)− c82 }, then if E [ξ, v, φ](0) ≤
δ1, we have 

‖(ξ0, v0)‖H3(Ω) ≤
√
ǫ
2β1
,
‖φ0‖H3(Ω) ≤
√
ǫ
2β5
(
exp{
√
ǫ
2β1
}
)− c82
.
(4.3)
Due to the estimates in (4.2), the solutions (ξ, v, φ) satisfy
E [ξ, v](t) ≤ ǫ2 , E [φ](t) ≤ ǫ2 , ∀t ∈ [0, T ]. (4.4)
This implies the a priori assumption (4.1) is satisfied, the validity of the former
a priori estimates is verified.
Due to the global a priori estimates for (ξ, v, φ) and Lemma 4.1 on the
local existence result, the classical solution (ξ, v, φ) can be extended to [0,+∞).
Thus, Theorem 4.2 on the global existence of classical solutions to IBVP (2.4)
is proved.
Remark 4.3. Our proof requires a ≥ C√ǫ where C > 0 is large enough. If
a→ 0, (p0, u0)→ (p¯, 0) is required.
Since (ξ, v, φ) ∈ C1(Ω × [0,+∞)) is the global classical solution to IBVP
(2.4), then (p = p¯+ξ, u = k1v, S = S¯+φ) is the global classical solution to IBVP
for non-isentropic Euler equations with damping (1.3). The following theorem
describes the asymptotical behavior of (p, v, S, ̺) relating to their equilibrium
states (p∞, v∞, S∞, ̺∞).
Theorem 4.4. Assume the conditions in Theorem 4.2 hold. Let (p, u, S) ∈
C1(Ω × [0,+∞)) be the global classical solution to IBVP (1.3). p∞ = p¯,
u∞ = v∞ = ω∞ = 0. If S0 6= const, then S∞ 6= const. ̺∞(x) 6= const, the
temperature θ∞(x) 6= const, the internal energy e∞(x) 6= const. As t → +∞,
(p, u, S, ̺) converge to (p¯, 0, S∞, ̺∞) exponentially in | · |∞ norm.
Proof. |∇p|∞ + |∇v|∞ . E [ξ, v](t) 12 . ‖(ξ0, v0)‖H3(Ω) exp{−β22 t} → 0, as t →
+∞. Thus p∞ = p¯, v∞ = u∞ = 0, ω∞ = 0.
By Lemma 3.10, we have
|St|∞ .
( ∑
1≤ℓ≤3
‖∂ℓtS‖2H3−ℓ
) 1
2
. ‖(ξ0, v0)‖H3(Ω)‖φ0‖H3(Ω)
(
exp{‖(ξ0, v0)‖H3(Ω)}
) c8
2 exp{−β22 t}.
(4.5)
So
∞∫
0
Ss(x, s) ds converges, then S∞(x) = S0(x)+
∞∫
0
Ss(x, s) ds is bounded.
Thus, S∞(x) exists uniquely.
In order to prove that S∞ 6= const if S0 6= const, we assume S∞ = const.
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For any α ∈ R, we have
(̺ exp{Sγ + αS})t +∇ · (̺ exp{Sγ + αS}u),
d
dt
∫
Ω
̺ exp{Sγ + αS} dx = 0,∫
Ω
̺∞ exp{S∞γ + αS∞} dx =
∫
Ω
̺0 exp{S0γ + αS0} dx,∫
Ω
p
1
γ∞ exp{αS∞} dx =
∫
Ω
p
1
γ
0 exp{αS0} dx.
(4.6)
By assumption S∞ = const, then we have
∫
Ω
p
1
γ
0 (exp{S0 − S∞})α dx =
∫
Ω
p
1
γ∞ dx =
∫
Ω
p
1
γ
0 dx,(∫
Ω
(p
1
αγ
0 exp{S0 − S∞})α dx
) 1
α
=
(∫
Ω
p
1
γ
0 dx
) 1
α
(4.7)
When α > 0, for any 0 < δ ≪ 1, there exists α ≥ max{ log p0γ log(1+δ) , log p0γ log(1−δ)}
such that 1− δ ≤ p
1
αγ
0 ≤ 1 + δ, then
(1− δ)
(∫
Ω
(exp{S0 − S∞})α dx
) 1
α
≤
(∫
Ω
p
1
γ
0 dx
) 1
α
≤ (1 + δ)
(∫
Ω
(exp{S0 − S∞})α dx
) 1
α
(4.8)
Let δ → 0, α→ +∞, we have ‖ exp{S0 − S∞}‖∞ = 1.
When α < 0, for any 0 < δ ≪ 1, there exists α ≤ min{− log p0γ log(1+δ) ,− log p0γ log(1−δ)}
such that 1− δ ≤ p
1
−αγ
0 ≤ 1 + δ, then
(1− δ)
(∫
Ω
(exp{S∞ − S0})−α dx
) 1
−α
≤
(∫
Ω
p
1
γ
0 dx
) 1
−α
≤ (1 + δ)
(∫
Ω
(exp{S∞ − S0})−α dx
) 1
−α
(4.9)
Let δ → 0, α→ −∞, we have ‖ exp{S∞ − S0}‖∞ = 1.
So, S0 ≡ S∞ = const, it contradicts with the assumption S0 6= const.
Thus, we proved that S∞ 6= const if S0 6= const.
Moreover, ̺∞(x) = 1γ√A p¯
1
γ exp{−S∞(x)γ } 6= const, due to the pressure law
(1.2). θ∞(x) = p¯R̺∞(x) 6= const, where R is universal gas constant. e∞(x) =
CV θ∞(x) 6= const, were CV > 0 is constant.
The exponential decay rates of (ξ, v, φt) provides exponential convergence
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rates of (p, u, S, ̺) to their equilibrium states as follows:

|p− p∞|∞ = |p− p¯|∞ . ‖(ξ0, v0)‖H3(Ω) exp{−β22 t},
|u− 0|∞ = k1|v|∞ . ‖(ξ0, v0)‖H3(Ω) exp{−β22 t},
|S(x, t)− S∞(x)|∞ = | −
∞∫
t
Ss(x, s) ds|∞ ≤
∞∫
t
|φs(x, s)|∞ ds
.
∞∫
t
‖(ξ0, v0)‖H3(Ω)‖φ0‖H3(Ω)
(
exp{‖(ξ0, v0)‖H3(Ω)}
) c8
2 exp{−β22 s} ds
. ‖(ξ0, v0)‖H3(Ω)‖φ0‖H3(Ω)
(
exp{‖(ξ0, v0)‖H3(Ω)}
) c8
2 exp{−β22 t},
|̺(x, t)− ̺∞(x)|∞ . exp{−β22 t}.
(4.10)
So (p, u, S, ̺)→ (p¯, 0, S∞, ̺∞) exponentially in | · |∞ norm as t→ +∞.
Remark 4.5. For Cauchy problem, it is easier to understand that the equi-
librium states are not constant states. The linear equations of the nonlinear
equations in (2.4) are 

ξt + k2∇ · v = 0,
vt + k2∇ξ + av = 0,
φt = 0.
(4.11)
Let η ∈ R3 is a vector in Fourier space while x is a vector in physical space.
After Fourier transformation of (4.11), we get
∂t

 ξˆ(k, t)vˆ(k, t)
φˆ(k, t)

 =

 0 −ik2η⊤ 0−ik2η −aI3 0
0 0 0



 ξˆ(k, t)vˆ(k, t)
φˆ(k, t)

 , (4.12)
where the coefficient matrix is denoted by M(η).
Then the eigenvalues of M(η) satisfy the following equation
|λI5 −M(η)| =
∣∣∣∣∣∣
λ ik2η
⊤ 0
ik2η (λ+ a)I3 0
0 0 λ
∣∣∣∣∣∣ = λ
∣∣∣∣ λ ik2η⊤ik2η (λ+ a)I3
∣∣∣∣ = 0. (4.13)
So the coefficient matrixM(η) has one eigenvalue λ5 = 0, other eigenvalues
have negative reals. λ5 = 0 corresponds to its eigenvector (0, · · · , 0, 1)⊤, thus φ
may not decay to zero.
However, the damping effect on the velocity is weakly dissipative, i.e., there
are a class of initial data such that the classical solutions blows up. Our proof
is based on the analysis of the moment M̺(t) and the finite propagation speed
of (ξ, v, φ). So, we need to prove the following lemma which states the classical
solutions possess finite propagation speed, especially near the boundary.
Lemma 4.6. Assume inf
x∈Ω
p0(x) > 0, (ξ, v, φ) ∈ C1(Ω × [0, τ)) is the classical
solutions to IBVP (2.4), (p, u, S) ∈ C1(Ω × [0, τ)) is the classical solutions to
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IBVP (1.3). For any x ∈ Ω ∪ ∂Ω, 0 ≤ t1 < t2 < τ , if (ξ, v, φ)(y, t1) = 0 in
{|y−x| ≤ k2(t2− t1)}∩Ω, then (ξ, v, φ)(x, t2) = 0. Equivalently, if (p− p¯, u, S−
S¯)(y, t1) = 0 in {|y − x| ≤ k2(t2 − t1)} ∩ Ω, then (p− p¯, u, S − S¯)(x, t2) = 0.
Proof. For any fixed (x, t2) ∈ (Ω ∪ ∂Ω) × {t2}, we define the intersection of a
truncated cone and Ω as
O(s) := {(y, ι)| |y − x| ≤ k2(t2 − ι), t1 ≤ ι ≤ s ≤ t2} ∩ Ω. (4.14)
and the energy at the time s
e(s) =
∫
{|y−x|≤k2(t2−s)}∩Ω
ξ2 + |v|2 + φ2 dy. (4.15)
By (2.4) · (ξ, v, φ), we get
(ξ2 + |v|2 + φ2)t + 2k2ξ∇ · v + 2k2v · ∇ξ + 2a|v|2
= −2γk1ξ2∇ · v − 2k1ξv · ∇ξ − 2k1v · ∇v · v + 2k1 ( 1¯̺ − 1̺)v · ∇ξ − 2k1φv · ∇φ.
(4.16)
After integrating (4.16) in O(s), we get∫
{|y−x|≤k2(t2−s)}∩Ω
ξ2 + |v|2 + φ2 dy − ∫
{|y−x|≤k2(t2−t1)}∩Ω
ξ2 + |v|2 + φ2 dy
+ 1√
1+k22
s∫
t1
∫
{|y−x|=k2(t−ι)}∩Ω
k2(ξ
2 + |v|2 + φ2) + 2k2ξv · y−x|y−x| dy dι
+
s∫
t1
∫
∂Ω∩{|y−x|≤k2(t−ι)}
2k2ξv · n dSy dι+ 2a
∫
O(s)
|v|2 dy dι
= −2 ∫∫
O(s)
γk1ξ
2∇ · v + k1ξv · ∇ξ + k1v · ∇v · v − 1k1 ( 1¯̺ − 1̺ )v · ∇ξ
+k1φv · ∇φdy dι ≤ C maxO(t2){∇ξ,∇v,∇φ}
∫∫
O(s)
ξ2 + |v|2 + φ2 dy dι.
(4.17)
While we have the following three estimates:
s∫
t1
∫
{|y−x|=k2(t−ι)}∩Ω
k2(ξ
2 + |v|2 + φ2) + 2k2ξv · y−x|y−x| dy dι ≥ 0,
s∫
t1
∫
∂Ω∩{|y−x|≤k2(t−ι)}
2k2ξv · n dSy dι = 0,
∫∫
O(s)
|v|2 dy dι ≥ 0.
(4.18)
By (4.17) and (4.18), we get
e(s)− e(t1) ≤ C maxO(t2){∇ξ,∇v,∇φ}
s∫
t1
e(ι) dι. (4.19)
By Gronwall’s inequality, for ∀s ∈ [t1, t2],
e(s) ≤ e(t1) exp{C maxO(t2){∇ξ,∇v,∇φ}(s− t1)}. (4.20)
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Thus, if (ξ, v, φ)(y, t1) = 0 in {|y−x| ≤ k2(t2−t1)}∩Ω, then (ξ, v, φ)(x, t2) =
0. Equivalently, if (p− p¯, u, S− S¯)(y, t1) = 0 in {|y− x| ≤ k2(t2− t1)}∩Ω, then
(p− p¯, u, S − S¯)(x, t2) = 0. Thus, Lemma 4.6 is proved.
To verify the weak dissipativity of non-isentropic Euler equations with
damping, we proved the following theorem which states that for a class of
large data, the singularities form in the interior of ideal gases. In our proof,
Supp(p0− p¯, u0, S0− S¯) is required to be away from ∂Ω. Thus, ∂ℓtu(x, 0) ·n|∂Ω =
0, 0 ≤ ℓ ≤ 3 are satisfied automatically.
Theorem 4.7. Assume 0 ∈ Ω, (p0, u0, S0) ∈ H3(Ω), inf
x∈Ω
p0(x) > 0, h =
dist{∂Ω, Supp(p0− p¯, u0, S0− S¯)} > 0, (p, u, S) ∈ C1(Ω× [0, τ)) is the classical
solution to IBVP (1.3) where τ > 0 is the lifespan of (p, u, S). For any fixed T
satisfying 0 < T < min{ hk2 , π2
B0
r }, if the condition (2.7) holds, then τ ≤ T .
Proof. The quantities M̺(t), B0, B1, r are defined in (2.6). The set of initial
data satisfying the inequality (2.7) and the conditions in Theorem 4.7 is not
empty set if u0 is large enough, since the right hand side of (2.7) does not
contain u0.
It follows from IBVP (1.1) that for ∀t ∈ [0, T ),
d
dtM̺(t) + aM̺(t)
=
∫
Ω
̺tu · xdx+
∫
Ω
̺ut · xdx+ a
∫
Ω
̺u · xdx
= − ∫
Ω
∇ · (̺u)(u · x) dx− ∫
Ω
̺u · ∇u · x+ x · ∇p dx
= − ∫
Ω
∇ · (̺u)(u · x) dx− ∫
Ω
̺u · ∇(u · x)− ̺u · ∇x · u+ x · ∇p dx
= − ∫
∂Ω
(u · x)̺u · n dSx +
∫
Ω
̺|u|2 dx− ∫
Ω
x · ∇(p− p¯) dx
=
∫
Ω
̺|u|2 dx− ∫
∂Ω
(p− p¯)(x · n) dSx + 3
∫
Ω
p dx− 3 ∫
Ω
p¯dx.
(4.21)
By Lemma 4.6 on the finite propagation speed of classical solutions near
the boundary, for any (x, t) ∈ ∂Ω× [0, T ), p− p¯ = 0 due to h > k2T . So in the
time interval [0, T ), we have∫
∂Ω
(p− p¯)(x · n) dSx = 0. (4.22)
Since S is invariant along the particle paths, S(x, t) ≥ S−, then we get∫
Ω
p dx ≥ AeS− ∫
Ω
̺γ dx. (4.23)
By Ho¨lder’s inequality, we have
∫
Ω
̺ dx ≤
(∫
Ω
̺γ dx
) 1
γ
(∫
Ω
1 dx
)1− 1
γ
, then
we get ∫
Ω
̺γ dx ≥ 1|Ω|γ−1
(∫
Ω
̺ dx
)γ
= 1|Ω|γ−1
(∫
Ω
̺0 dx
)γ
. (4.24)
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Therefore, it follows from (4.21) that
d
dtM̺(t) + aM̺(t) ≥
∫
Ω
̺|u|2 dx+ 3AeS−|Ω|γ−1
(∫
Ω
̺0 dx
)γ
− 3 ∫
Ω
p¯ dx
=
∫
Ω
̺|u|2 dx+B1.
(4.25)
While, by Cauchy-Schwarz inequality, we get
M̺(t)
2 =
(∫
Ω
̺u · xdx
)2
≤ ∫
Ω
̺|u|2 dx ∫
Ω
̺|x|2 dx
≤ ∫
Ω
̺|u|2 dx
(
|Diam(Ω)|2 ∫
Ω
̺ dx
)
= B0
∫
Ω
̺|u|2 dx.
(4.26)
If B1 = 0, it follows from (4.21) that
d
dtM̺(t) + aM̺(t) ≥
∫
Ω
̺|u|2 dx ≥ M̺(t)2B0 ,
d
dt [M̺(t) exp (at)] ≥
(M̺(t) exp (at))
2
B0 exp (at)
,
1
M̺(t) exp (at)
− 1M̺(0) ≤
t∫
0
− 1B0 exp (as) ds = 1aB0 (exp{−at} − 1),
1
M̺(t)
≤ exp{−at}[ 1M̺(0) + 1aB0 (exp{−at} − 1)].
(4.27)
SinceM̺(0) >
aB0
1−exp{−aT} > 0, when t is small,M̺(t) > 0 by its continuity.
M̺(t) ≥
exp{at}
1
M̺(0)
+ 1aB0 (exp{−at} − 1)
> 0. (4.28)
When t→ T−, the denominator 1M̺(0)+ 1aB0 (exp{−at}−1)→ 0+,M̺(t)→
+∞. Thus τ ≤ T .
If B1 6= 0, it follows from (4.21) that
d
dtM̺(t) ≥ M̺(t)
2
B0
− aM̺(t) +B1 = 1B0 (M̺(t)− aB02 )2 +B1 − a
2B0
4 . (4.29)
Denote
N̺(t) = M̺(t)− aB02 , r2 =
∣∣∣B1 − a2B04 ∣∣∣ , r > 0. (4.30)
d
dt
N̺(t) ≥


1
B0
(N̺(t)
2 + r2), if B1 >
a2B0
4 ,
1
B0
(N̺(t)
2 − r2), if B1 < a
2B0
4 .
(4.31)
Integrating from 0 to τ , we obtain,
t
B0
≤


1
r arctan(
N̺(t)
r )− 1r arctan(N̺(0)r ), if B1 > a
2B0
4 ,
1
2r ln |
N̺(t)−r
N̺(t)+r
| − 12r ln |
N̺(0)−r
N̺(0)+r
|, if B1 < a
2B0
4 .
(4.32)
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As to (4.32)1,
N̺(t) ≥
r tan( rtB0 ) +N̺(0)
1− N̺(0)r tan( rtB0 )
,
M̺(t) ≥ aB02 +
r tan( rtB0 ) +M̺(0)− aB02
1− M̺(0)−
aB0
2
r tan(
rt
B0
)
.
(4.33)
SinceM̺(0) >
aB0
2 +r cot(
rT
B0
), when t is small,M̺(t) > 0 by its continuity.
When t → T−, the denominator 1 − M̺(0)−
aB0
2
r tan(
rt
B0
) → 0+, M̺(t) → +∞.
Since T < π2
B0
r and [0, τ) as the lifespan of the solution is simply connected,
τ ≤ T .
As to (4.32)2, since M̺(0) >
aB0
2 + r, N̺(0) > r, N̺(t) is increasing due
to ddtN̺(t) ≥ 1B0 (N̺(t)2 − r2) > 0. then
N̺(t)−r
N̺(t)+r
> 0.
N̺(t) ≥ −r +
2r
1− exp{ 2rtB0 + ln |
N̺(0)−r
N̺(0)+r
|}
,
M̺(t) ≥ aB02 − r +
2r
1− exp{ 2rtB0 + ln |
M̺(0)− aB02 −r
M̺(0)− aB02 +r
|}
.
(4.34)
Since M̺(0) > max{aB02 − r +
2r
1− exp{− 2rTB0 }
, aB02 + r}, when t is small,
M̺(t) > 0 by its continuity. When t → T−, the denominator 1 − exp{ 2rtB0 +
ln |M̺(0)−
aB0
2 −r
M̺(0)− aB02 +r
|} → 0+, M̺(t) =M̺(τ)→ +∞. Thus τ ≤ T .
Thus, Theorem 4.7 on the singularity formation of classical solutions for a
class of large data is proved.
Remark 4.8. We cannot remove the condition dist(∂Ω, Supp(p0 − p¯, u0, S0 −
S¯)) > 0, otherwise the term − ∫
∂Ω
(p− p¯)(x · n) dSx in (4.21) cannot be bounded.
Denote the area of ∂Ω by |∂Ω|, we have
− ∫
∂Ω
(p− p¯)(x · n) dSx
≥ −p¯|Diam(Ω)||∂Ω| −A|Diam(Ω)|eS+ ∫
∂Ω
̺γ dSx
≥ −p¯|Diam(Ω)||∂Ω| − CA|Diam(Ω)|eS+‖̺‖γ−1Lγ(Ω)‖∇̺‖Lγ(Ω)
≥ −p¯|Diam(Ω)||∂Ω| − CA|Diam(Ω)|e
S+
|Ω| (γ−1)
2
γ
(∫
Ω
̺0 dx
)γ−1
‖∇̺‖Lγ(Ω).
(4.35)
where ‖̺‖γLγ(∂Ω) ≤ C‖̺‖γ−1Lγ(Ω)‖∇̺‖Lγ(Ω) (see [1]) is applied. While ‖∇̺‖Lγ(Ω)
is not conserved and may not be bounded by the initial data.
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5 Global A Priori Estimates for Diffusion Equa-
tions
In this section, we derive global a priori estimates for the nonlinear diffusion
equations (2.8). For simplicity, we omit the symbol ˆ over the variables and
constants in this section if there is no ambiguity.
The following lemma is also an application of Lemma 3.2, which states that
the spatial derivatives are bounded by the temporal derivatives and the vorticity,
thus the total energy F [ξ, v](t) can be bounded by E[ξ, v](t) and E1[ω](t).
Lemma 5.1. For any given T ∈ (0,+∞], there exists ε0 > 0 which is indepen-
dent of (ξ0, v0, φ0), such that if
sup
0≤t≤T
F [ξ, v, φ](t) ≤ ε,
where ε≪ min{1, ε0}, then for ∀t ∈ [0, T ],
F [ξ, v](t) ≤ c10(E[ξ, v](t) + E1[ω](t)), (5.1)
for some c10 > 0.
Proof. Since the equation (2.8)1 is the same with the equation (2.4)1, similar to
the estimates in Lemma 3.3, we have
‖∇v‖2L2(Ω) . ‖ξt‖2L(Ω) + ‖ω‖2L2(Ω) + ‖v‖2L2(Ω) +
√
εF [ξ, v](t),
‖∇vt‖2L2(Ω) . ‖ξtt‖2L2(Ω) + ‖ωt‖2L2(Ω) + ‖vt‖2L2(Ω) +
√
εF [ξ, v](t),
‖∇vtt‖2L2(Ω) . ‖ξttt‖2L2(Ω) + ‖ωtt‖2L2(Ω) + ‖vtt‖2L2(Ω) +
√
εF [ξ, v](t).
(5.2)
Moreover, when |α| = 1,
‖Dα∇ · v‖2L2(Ω) . ‖Dαξt‖2L2(Ω) +
√
εF [ξ, v](t) . ‖vt‖2L2(Ω) +
√
εF [ξ, v](t),
‖Dα∇v‖2L2(Ω) . ‖vt‖2L2(Ω) + ‖ω‖2H1(Ω) + ‖v‖2L2(Ω) + ‖ξt‖2L2(Ω) +
√
εF [ξ, v](t).
(5.3)
‖Dα∇ · vt‖2L2(Ω) . ‖Dαξtt‖2L2(Ω) +
√
εF [ξ, v](t) . ‖vtt‖2L2(Ω) +
√
εF [ξ, v](t),
‖Dα∇vt‖2L2(Ω) . ‖ξtt‖2L2(Ω) + ‖vtt‖2L2(Ω) + ‖ωt‖2H1(Ω) + ‖vt‖2L2(Ω)
+
√
εF [ξ, v](t).
(5.4)
When |α| = 2,
‖Dα∇ · v‖2L2(Ω) . ‖Dαξt‖2L2(Ω) +
√
εF [ξ, v](t)
. ‖ξtt‖2H1(Ω) + ‖ωt‖2L2(Ω) + ‖vt‖2L2Ω) +
√
εF [ξ, v](t),
‖Dα∇v‖2L2(Ω) . ‖ξtt‖2H1(Ω) + ‖ωt‖2H1(Ω) + ‖ω‖2H2(Ω) + ‖vt‖2L2Ω)
+‖v‖2L2Ω) + ‖ξt‖2L2Ω) +
√
εF [ξ, v](t).
(5.5)
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By (2.13)2, we get
∇ξ = −ak1̺v,
‖∇ξ‖2L2(Ω) . ‖v‖2L2(Ω).
(5.6)
Apply ∂t to (5.6)1, we get
∇ξt = −ak1ξtv − ak1̺vt,
‖∇ξt‖2L2(Ω) . ‖vt‖2L2(Ω) +
√
εF [ξ, v](t). (5.7)
Apply ∂tt to (5.6)1, we get
∇ξtt = −ak1ξttv − 2ak1ξtvt − ak1̺vtt,
‖∇ξtt‖2L2(Ω) . ‖vtt‖2L2(Ω) +
√
εF [ξ, v](t). (5.8)
Apply ∂ttt to (5.6)1, we get
∇ξttt = −ak1ξtttv − 3ak1ξttvt − 3ak1ξtvtt − ak1̺vttt,
‖∇ξttt‖2L2(Ω) . ‖vttt‖2L2(Ω) +
√
εF [ξ, v](t). (5.9)
Apply Dα to (5.6)1, where |α| = 1, we get
Dα∇ξ = −ak1(Dαξ)v − ak1̺Dαv,
‖Dα∇ξ‖2L2(Ω) . ‖Dαv‖2L2(Ω) +
√
εF [ξ, v](t)
. ‖ξt‖2L2(Ω) + ‖ω‖2L2(Ω) + ‖v‖2L2(Ω) +
√
εF [ξ, v](t).
(5.10)
Apply Dα to (5.7)1, where |α| = 1, we get
Dα∇ξt = −ak1Dα(ξtv)− ak1(Dαξ)vt − ak1̺Dαvt,
‖Dα∇ξt‖2L2(Ω) . ‖Dαvt‖2L2(Ω) +
√
εF [ξ, v](t)
. ‖ξtt‖2L2(Ω) + ‖ωt‖2L2(Ω) + ‖vt‖2L2(Ω) +
√
εF [ξ, v](t).
(5.11)
Apply Dα to (5.8)1, where |α| = 1, we get
Dα∇ξtt = −ak1Dα(ξttv)− 2ak1Dα(ξtvt)− ak1(Dα̺)vtt − ak1̺Dαvtt,
‖Dα∇ξtt‖2L2(Ω) . ‖Dαvtt‖2L2(Ω) +
√
εF [ξ, v](t)
. ‖ξttt‖2L2(Ω) + ‖ωtt‖2L2(Ω) + ‖vtt‖2L2(Ω) +
√
εF [ξ, v](t).
(5.12)
Apply Dα to (5.6)1, where |α| = 2, α = α1 + α2, we get
Dα∇ξ = −ak1̺Dαv − ak1
∑
α1>0
(Dα1ξ)Dα2v,
‖Dα∇ξ‖2L2(Ω) . ‖Dαv‖2L2(Ω) +
√
εF [ξ, v](t)
. ‖vt‖2L2(Ω) + ‖ω‖2H1(Ω) + ‖ξt‖2L2(Ω) + ‖v‖2L2(Ω) +
√
εF [ξ, v](t).
(5.13)
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Apply Dα to (5.7)1, where |α| = 2, α = α1 + α2, we get
Dα∇ξt = −ak1Dα(ξtv)− ak1
∑
α1>0
(Dα1̺Dα2vt)− ak1̺Dαvt,
‖Dα∇ξt‖2L2(Ω) . ‖Dαvt‖2L2(Ω) +
√
εF [ξ, v](t)
. ‖ξtt‖2L2(Ω) + ‖vtt‖2L2(Ω) + ‖ωt‖2H1(Ω) + ‖vt‖2L2(Ω)
+
√
εF [ξ, v](t).
(5.14)
Apply Dα to (5.6)1, where |α| = 3, α = α1 + α2, we get
Dα∇ξ = −ak1̺Dαv − ak1
∑
α1>0
(Dα1ξ)Dα2v,
‖Dα∇ξ‖2L2(Ω) . ‖Dαv‖2L2(Ω) +
√
εF [ξ, v](t)
. ‖vtt‖2L2(Ω) + ‖ξtt‖2H1(Ω) + ‖ωt‖2H1(Ω) + ‖ω‖2H2(Ω)
+‖vt‖2L2Ω) + ‖v‖2L2(Ω) + ‖ξt‖2L2(Ω) +
√
εF [ξ, v](t).
(5.15)
By (2.12), we have
∇(∇ · v) = a̺γpvt + k1(γ − 1)a̺γpv(∇ · v) + k1a̺γp v · ∇v + k1a̺2γp ∇(|v|2),
‖∇ · v‖2H3(Ω) . ‖∇(∇ · v)‖2H2(Ω) . ‖ ̺pvt‖2H2(Ω) + ‖ ̺pv(∇ · v)‖2H2(Ω)
+‖ ̺pv · ∇v‖2H2(Ω) + ‖ ̺p∇(|v|2)‖2H2(Ω)
. ‖vt‖2H2(Ω) +
√
εF [ξ, v](t)
. ‖ξtt‖2L2(Ω) + ‖vtt‖2L2(Ω) + ‖ωt‖2H1(Ω) + ‖vt‖2L2(Ω) +
√
εF [ξ, v](t).
(5.16)
Apply ∂t to (5.16)1, we get
∇(∇ · vt) = a̺γpvtt + aγ (̺p )tvt + k1(γ − 1)aγ ∂t[̺pv(∇ · v)] + k1aγ ∂t[̺pv · ∇v]
+k1a2γ ∂t[
̺
p∇(|v|2)],
‖∇ · vt‖2H2(Ω) . ‖∇(∇ · vt)‖2H1(Ω) . ‖vtt‖2H1(Ω) +
√
εF [ξ, v](t)
. ‖ξttt‖2L2(Ω) + ‖ωtt‖2L2(Ω) + ‖vtt‖2L2(Ω) +
√
εF [ξ, v](t).
(5.17)
Apply ∂tt to (5.16)1, we get
∇(∇ · vtt) = a̺γpvttt + 2aγ (̺p )tvtt + aγ (̺p )ttvt + k1(γ − 1)aγ∂tt[̺pv(∇ · v)]
+k1aγ ∂tt[
̺
pv · ∇v] + k1a2γ ∂tt[̺p∇(|v|2)],
‖∇ · vtt‖2H1(Ω) . ‖∇(∇ · vtt)‖2L2(Ω) . ‖vttt‖2L2(Ω) +
√
εF [ξ, v](t).
(5.18)
Thus, F [ξ, v](t) ≤ C8E[ξ, v](t)+C8E1[ω](t)+C8
√
εF [ξ, v](t), where C8 > 0.
Let ε0 =
1
4C28
, when ε≪ min{1, ε0}, we have
F [ξ, v](t) ≤ 2C8{E[ξ, v](t) + E1[ω](t)}. (5.19)
Let c10 = 2C8. Thus, Lemma 5.1 is proved.
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Next, in order to prove the exponential decay of F [ξ, v](t) and E1[ω](t),
we need to prove a priori estimates for E1[ω](t), E[ξ](t),
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx and
E[v](t) separatively.
The following lemma concerns a priori estimate for E1[ω](t).
Lemma 5.2. For any given T ∈ (0,+∞], if
sup
0≤t≤T
F [ξ, v, φ](t) ≤ ε,
where 0 < ε≪ 1, then for ∀t ∈ [0, T ],
d
dt
∫
Ω
E1[ω](t) dx+ 2aE1[ω](t) ≤ C
√
εF [ξ, v](t). (5.20)
Proof. By ∇× (2.13)2, we get
∂tω + aω = k1(1− γ)[ω(∇ · v)− v ×∇(∇ · v)]− k1v · ∇ω − k1ω(∇ · v)
+k1ω · ∇v + γa∇(p̺ )×∇(∇ · v) + 1k1 (
∂i̺
̺2 ∂jξ −
∂j̺
̺2 ∂iξ)k.
(5.21)
Apply ∂ℓtDα to (5.21), where 0 ≤ ℓ+ |α| ≤ 2, we get
∂t(∂
ℓ
tDαω) + a∂ℓtDαω
= k1(1− γ)∂ℓtDα[ω(∇ · v)− v ×∇(∇ · v)]− k1∂ℓtDα[v · ∇ω + ω(∇ · v)
−ω · ∇v] + γa∂ℓtDα[∇(p̺)×∇(∇ · v)] + 1k1 ∂ℓtDα(
∂i̺
̺2 ∂jξ −
∂j̺
̺2 ∂iξ)k.
(5.22)
Let ∂ℓtDαω · (5.22) and integrate in Ω, we get
d
dt
∫
Ω
|∂ℓtDαω|2 dx+ 2a
∫
Ω
|∂ℓtDαω|2 dx = I4 + I5, (5.23)
where
I4 := 2
∫
Ω
k1(1− γ)∂ℓtDαω · ∂ℓtDα[ω(∇ · v)− v ×∇(∇ · v)]
−k1∂ℓtDαω · ∂ℓtDα[v · ∇ω + ω(∇ · v)− ω · ∇v]
+ γa∂
ℓ
tDαω · ∂ℓtDα[∇(p̺ )×∇(∇ · v)] dx,
I5 :=
2
k1
∫
Ω
3∑
k=1
∂ℓtDα(∂i̺̺2 ∂jξ − ∂j̺̺2 ∂iξ)k · ∂ℓtDαωk dx.
(5.24)
When ℓ+ |α| < 2, it is easy to check that I4+ I5 .
√
εF [ξ, v](t), since they
are lower order terms.
Since I5 has the same form with I2 in the proof of Lemma 3.4, repeat those
estimates (3.24), (3.25), (3.26), we have
I5 .
√
εE [ξ, v](t) . √εF [ξ, v](t). (5.25)
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Thus, we just need to estimate I4, when ℓ = 0, |α| = 2,
I4 . ‖Dαω‖L2(Ω)(|∇ · v|∞‖Dαω‖L2(Ω) + ‖Dα1ω‖L4(Ω)‖Dα2∇ · v‖L4(Ω)
+|ω|∞‖Dα∇ · v‖L2(Ω) + |∇(∇ · v)|∞‖Dαv‖L2(Ω)
+|Dα1v|∞‖Dα2∇(∇ · v)‖L2(Ω) + |v|∞‖Dα∇(∇ · v)‖L2(Ω)
+‖Dαv‖L4(Ω)‖∇ω‖L4(Ω) + |Dα1v|∞‖Dα2∇ω‖L2(Ω)
+|∇ · v|∞‖Dαω‖L2(Ω) + ‖Dα1ω‖L4(Ω)‖Dα2∇ · v‖L4(Ω)
+|ω|∞‖Dα∇ · v‖L2(Ω) + |ω|∞‖Dα∇v‖L2(Ω) + ‖Dα1ω‖L4(Ω)‖Dα2∇v‖L4(Ω)
+|∇v|∞‖Dαω‖L2(Ω) + |∇(p̺)|∞‖Dα∇(∇ · v)‖L2(Ω)
+‖Dα1∇(p̺ )‖L4(Ω)‖Dα2∇(∇ · v)‖L4(Ω) + |∇(∇ · v)|∞‖Dα∇(p̺)‖L2(Ω))
−2k1(
∫
∂Ω
v · n|Dαω|2 dSx −
∫
Ω
∇ · v|Dαω|2 dx) . √εF [ξ, v](t),
(5.26)
where |α1| = |α2| = 1.
When ℓ = 1, |α| = 1,
I4 . ‖Dαωt‖L2(Ω)(|∇ · v|∞‖Dαωt‖L2(Ω) + ‖Dαω‖L4(Ω)‖∇ · vt‖L4(Ω)
+‖ωt‖L4(Ω)‖Dα∇ · v‖L4(Ω) + |ω|∞‖Dα∇ · vt‖L2(Ω)
+|∇(∇ · v)|∞‖Dαvt‖L2(Ω) + |Dαv|∞‖∇(∇ · vt)‖L2(Ω)
+|vt|∞‖Dα∇(∇ · v)‖L2(Ω) + |v|∞‖Dα∇(∇ · vt)‖L2(Ω)
+‖Dαvt‖L4(Ω)‖∇ω‖L4(Ω) + |vt|∞‖Dα∇ω‖L2(Ω) + |Dαv|∞‖∇ωt‖L2(Ω)
+|∇ · v|∞‖Dαωt‖L2(Ω) + ‖ωt‖L4(Ω)‖Dα∇ · v‖L4(Ω)
+‖Dαω‖L4(Ω)‖∇ · vt‖L4(Ω) + |ω|∞‖Dα∇ · vt‖L2(Ω)
+|ω|∞‖Dα∇vt‖L2(Ω) + ‖ωt‖L4(Ω)‖Dα∇v‖L4(Ω) + ‖Dαω‖L4(Ω)‖∇vt‖L4(Ω)
+|∇v|∞‖Dαωt‖L2(Ω) + |∇(p̺)|∞‖Dα∇(∇ · vt)‖L2(Ω)
+‖Dα∇(p̺)‖L4(Ω)‖∇(∇ · vt)‖L4(Ω) + ‖∂t∇(p̺)‖L4(Ω)‖Dα∇(∇ · v)‖L4(Ω)
+|∇(∇ · v)|∞‖∂tDα∇(p̺)‖L2(Ω))− 2k1(
∫
∂Ω
v · n|Dαωt|2 dSx
− ∫
Ω
∇ · v|Dαωt|2 dx) .
√
εF [ξ, v](t).
(5.27)
When ℓ = 2, |α| = 0,
I4 . ‖ωtt‖L2(Ω)(|∇ · v|∞‖ωtt‖L2(Ω) + ‖ωt‖L4(Ω)‖∇ · vt‖L4(Ω)
+|ω|∞‖∇ · vtt‖L2(Ω) + |∇(∇ · v)|∞‖vtt‖L2(Ω) + |vt|∞‖∇(∇ · vt)‖L2(Ω)
+|v|∞‖∇(∇ · vtt)‖L2(Ω) + ‖vtt‖L4(Ω)‖∇ω‖L4(Ω) + |vt|∞‖∇ωt‖L2(Ω)
+|∇ · v|∞‖ωtt‖L2(Ω) + ‖ωt‖L4(Ω)‖∇ · vt‖L4(Ω) + |ω|∞‖∇ · vtt‖L2(Ω)
+|ω|∞‖∇vtt‖L2(Ω) + ‖ωt‖L4(Ω)‖∇vt‖L4(Ω) + |∇v|∞‖ωtt‖L2(Ω)
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+|∇(p̺)|∞‖∇(∇ · vtt)‖L2(Ω) + ‖∂t∇(p̺ )‖L4(Ω)‖∇(∇ · vt)‖L4(Ω)
+|∇(∇ · v)|∞‖∂tt∇(p̺)‖L2(Ω))− 2k1(
∫
∂Ω
v · n|ωtt|2 dSx −
∫
Ω
∇ · v|ωtt|2 dx)
.
√
εF [ξ, v](t).
(5.28)
After summing the above estimates, we have
d
dt
∫
Ω
E1[ω](t) dx+ 2aE1[ω](t) .
√
εF [ξ, v](t). (5.29)
Thus, Lemma 5.2 is proved.
Similar to Lemma 3.5, the following lemma states that E[ξ](t) and E1[ξ](t)
are equivalent, E[v](t) and E1[v](t) are equivalent.
Lemma 5.3. For any given T ∈ (0,+∞], there exists ε1 > 0 which is in-
dependent of (ξˆ0, vˆ0, φˆ0), such that if sup
0≤t≤T
F [ξ, v, φ](t) ≤ ε1, then there exist
c11 > 0, c12 > 0 such that
c11E[ξ](t) ≤ E1[ξ](t) ≤ c12E[ξ](t),
c11E[v](t) ≤ E1[v](t) ≤ c12E[v](t).
(5.30)
To make calculations simpler, we calculate ddtE1[ξ](t) and
d
dtE[v](t) sepa-
rately.
Since E1[ξ](t) ∼= E[ξ](t), the following lemma gives an equivalent a priori
estimate for E[ξ](t).
Lemma 5.4. For any given T ∈ (0,+∞], if
sup
0≤t≤T
F [ξ, v, φ](t) ≤ ε,
where 0 < ε≪ 1, then for ∀t ∈ [0, T ],
d
dt
E1[ξ](t) + 2aE[v](t) ≤ C
√
εF [ξ, v](t). (5.31)
Proof. Suppose 0 ≤ ℓ ≤ 3, apply ∂ℓt to (2.4), we get{
(∂ℓt ξ)t + k2∇ · (∂ℓtv) = −γk1∂ℓt (ξ∇ · v)− k1∂ℓt (v · ∇ξ),
k2∇(∂ℓt ξ) + a∂ℓtv = 1k1 ∂ℓt [( 1¯̺ − 1̺)∇ξ].
(5.32)
Let (5.32) · (∂ℓt ξ, ∂ℓtv), we get{
(|∂ℓt ξ|2)t + 2k2∂ℓt ξ∇ · (∂ℓtv) = −2γk1∂ℓt ξ∂ℓt (ξ∇ · v)− 2k1∂ℓt ξ∂ℓt (v · ∇ξ),
2k2∂
ℓ
tv · ∇(∂ℓt ξ) + 2a|∂ℓtv|2 = 2k1 ∂ℓtv · ∂ℓt [( 1¯̺ − 1̺)∇ξ].
(5.33)
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By (5.33)1 + (5.33)2, we get
(|∂ℓt ξ|2)t + 2k2∂ℓt ξ∇ · (∂ℓtv) + 2k2∂ℓtv · ∇(∂ℓt ξ) + 2a|∂ℓtv|2
= −2γk1∂ℓt ξ∂ℓt (ξ∇ · v)− 2k1∂ℓt ξ∂ℓt (v · ∇ξ) + 2k1 ∂ℓtv · ∂ℓt [( 1¯̺ − 1̺ )∇ξ].
(5.34)
After integrating (5.34) in Ω, we get
d
dt
∫
Ω
|∂ℓt ξ|2 dx+ 2k2
∫
Ω
∂ℓt ξ∇ · (∂ℓtv) + ∂ℓtv · ∇(∂ℓt ξ) dx+ 2a
∫
Ω
|∂ℓtv|2 dx
=
∫
Ω
−2γk1∂ℓt ξ∂ℓt (ξ∇ · v)− 2k1∂ℓt ξ∂ℓt (v · ∇ξ) + 2k1 ∂ℓtv · ∂ℓt [( 1¯̺ − 1̺ )∇ξ] dx.
(5.35)
Since ∂ℓtv ·n|∂Ω = 0,
∫
Ω
∂ℓt ξ∇·(∂ℓtv)+∂ℓtv ·∇(∂ℓt ξ) dx =
∫
∂Ω
∂ℓt ξ∂
ℓ
tv ·n dSx = 0,
d
dt
∫
Ω
|∂ℓt ξ|2 dx+ 2a
∫
Ω
|∂ℓtv|2 dx
=
∫
Ω
−2γk1∂ℓt ξ∂ℓt (ξ∇ · v)− 2k1∂ℓt ξ∂ℓt (v · ∇ξ) + 2k1 ∂ℓtv · ∂ℓt [( 1¯̺ − 1̺)∇ξ] dx := I6.
(5.36)
When 0 ≤ ℓ ≤ 2, it is easy to check that I6 .
√
εF [ξ, v](t), since I6 is a lower
order term.
When ℓ = 3,
I6 =
∫
Ω
−2γk1ξttt∂ttt(ξ∇ · v)− 2k1ξttt∂ttt(v · ∇ξ) + 2k1 vttt · ∂ttt[( 1¯̺ − 1̺ )∇ξ] dx
=
∫
Ω
−2γk1(ξttt)2∇ · v − 6γk1ξtttξtt∇ · vt − 6γk1ξtttξt∇ · vtt
−2γk1ξtttξ∇ · vttt − 2k1ξtttvttt · ∇ξ − 6k1ξtttvtt · ∇ξt
−6k1ξtttvt · ∇ξtt − 2k1ξtttv · ∇ξttt + 2k1 ( 1¯̺ − 1̺ )vttt · ∇ξttt
+ 6k1 (
̺t
̺2 vttt · ∇ξtt +
̺̺tt−2̺2t
̺3 vttt · ∇ξt) + 2k1
̺2̺ttt−6̺̺t̺tt+6̺3t
̺4 vttt · ∇ξ dx.
(5.37)
Now we estimate I6 − ddt
∫
Ω
ξ
pξ
2
ttt dx,
I6 − ddt
∫
Ω
ξ
pξ
2
ttt dx
.
√
εF [ξ, v](t) + ‖ξtt‖L4(Ω)‖∇ · vt‖L4(Ω)‖ξttt‖L2(Ω) − 2γk1
∫
Ω
ξtttξ∇ · vttt dx
+‖vtt‖L4(Ω)‖∇ξt‖‖L4(Ω)‖ξttt‖‖L2(Ω) − 2k1
∫
Ω
ξtttv · ∇ξttt dx
+ 2k1
∫
Ω
( 1¯̺ − 1̺)vttt · ∇ξttt dx+ ‖̺tt‖L4(Ω)‖∇ξt‖L4(Ω)‖vttt‖L2(Ω)
−2 ∫
Ω
ξ
pξtttξtttt dx−
∫
Ω
∂t(
ξ
p )ξ
2
ttt dx
.
√
εF [ξ, v](t)− k1
∫
∂Ω
|ξttt|2v · n dSx + k1
∫
Ω
|ξttt|2∇ · v dx
−2γk1
∫
Ω
ξξttt∇ · vttt dx+ 2k1
∫
Ω
( 1¯̺ − 1̺ )vttt · ∇ξttt dx− 2
∫
Ω
ξ
pξtttξtttt dx
. −2 ∫
Ω
ξ
pξttt(ξtttt + k1γp∇ · vttt) dx+ 2k1
∫
Ω
( 1¯̺ − 1̺ )vttt · ∇ξttt dx+
√
εF [ξ, v](t).
(5.38)
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Apply ∂ttt to (2.8)1, we get
ξtttt + k1γp∇ · vttt = −k1v · ∇ξttt − 3k1vt · ∇ξtt − 3k1vtt · ∇ξt − k1vttt · ∇ξ
−3k1γ̺t∇ · vtt − 3k1γξtt∇ · vt − k1γξttt∇ · v.
(5.39)
Plug (5.39) into the following integral, we get∫
Ω
ξ
pξttt(ξtttt + k1γp∇ · vttt) dx =
∫
Ω
ξ
pξttt[R.H.S. of (5.39)] dx
.
√
εF [ξ, v](t)− k1
∫
∂Ω
ξ
2p |ξttt|2v · n dSx + k12
∫
Ω
|ξttt|2∇ · ( ξpv) dx .
√
εF [ξ, v](t).
(5.40)
Apply ∂ttt to (2.8)2, we get
∇ξttt = −ak1̺vttt − 3ak1̺tvtt − 3ak1̺ttvt − ak1̺ttt. (5.41)
Plug (5.41) into the following integral, we get∫
Ω
( 1¯̺ − 1̺ )vttt · ∇ξttt dx =
∫
Ω
( 1¯̺ − 1̺)vttt · [R.H.S. of (5.41)] dx .
√
εF [ξ, v](t).
(5.42)
Plug (5.40), (5.40) into (5.38), we get
I6 − ddt
∫
Ω
ξ
pξ
2
ttt dx .
√
εF [ξ, v](t). (5.43)
Finally, we have
d
dt
(
3∑
ℓ=0
∫
Ω
|∂ℓt ξ|2 dx−
∫
Ω
ξ
pξ
2
ttt dx
)
+ 2aE[v](t) .
√
εF [ξ, v](t). (5.44)
Thus, Lemma 5.4 is proved.
The following lemma concerns a priori estimate for E[v](t).
Lemma 5.5. For any given T ∈ (0,+∞], if
sup
0≤t≤T
F [ξ, v, φ](t) ≤ ε,
where 0 < ε≪ 1, then for ∀t ∈ [0, T ],
d
dtE[v](t) +
γ
a
∫
Ω
p
̺
3∑
ℓ=0
|∇ · ∂ℓtv|2 dx .
√
εF [ξ, v](t). (5.45)
Proof. Apply ∂ℓt to the equation (2.12), where 1 ≤ ℓ ≤ 3, we get
∂ℓ+1t v = ∂
ℓ
t [k1(1− γ)v(∇ · v)− k1v · ∇v − k12 ∇(|v|2)]
+ γa
∑
0≤µ<ℓ
[∂ℓ−µt (
p
̺)∂
µ
t ∇(∇ · v)] + γpa̺∂ℓt∇(∇ · v).
(5.46)
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Let (5.46) · ∂ℓtv, we get
∂t|∂ℓtv|2 = 2∂ℓtv · ∂ℓt [k1(1− γ)v(∇ · v)− k1v · ∇v − k12 ∇(|v|2)]
+ 2γa
∑
0≤µ<ℓ
[∂ℓ−µt (
p
̺)∂
µ
t ∇(∇ · v)] · ∂ℓtv + 2γpa̺ ∂ℓt∇(∇ · v) · ∂ℓtv.
(5.47)
Integrate (5.47) in Ω, we get
d
dt
∫
Ω
|∂ℓtv|2 dx = 2
∫
Ω
∂ℓtv · ∂ℓt [k1(1− γ)v(∇ · v)− k1v · ∇v − k12 ∇(|v|2)] dx
+ 2γa
∫
Ω
∑
0≤µ<ℓ
[∂ℓ−µt (
p
̺)∂
µ
t ∇(∇ · v)] · ∂ℓtv dx
+ 2γa
∫
Ω
p
̺∂
ℓ
t∇(∇ · v) · ∂ℓtv dx := I7.
(5.48)
When ℓ = 0,∫
Ω
p
̺v · ∇(∇ · v) dx =
∫
∂Ω
p
̺v · n∇ · v dSx −
∫
Ω
p
̺ |∇ · v|2 dx−
∫
Ω
∇ · v ̺v·∇ξ−pv·∇̺̺2 dx
.
√
εF [ξ, v]− ∫
Ω
p
̺ |∇ · v|2 dx
(5.49)
Then
d
dt
∫
Ω
|v|2 dx+ 2γa
∫
Ω
p
̺ |∇ · v|2 dx .
√
εF [ξ, v] (5.50)
When ℓ = 1,∫
Ω
p
̺vt · ∇(∇ · vt) dx =
∫
∂Ω
p
̺vt · n∇ · vt dSx −
∫
Ω
p
̺ |∇ · vt|2 dx
− ∫
Ω
(∇ · vt)vt · ∇(p̺ ) dx
.
√
εF [ξ, v]− ∫
Ω
p
̺ |∇ · vt|2 dx
(5.51)
Then
d
dt
∫
Ω
|vt|2 dx+ 2γa
∫
Ω
p
̺ |∇ · vt|2 dx .
√
εF [ξ, v] (5.52)
When ℓ = 2,∫
Ω
p
̺vtt · ∇(∇ · vtt) dx =
∫
∂Ω
p
̺vtt · n∇ · vtt dSx −
∫
Ω
p
̺ |∇ · vtt|2 dx
− ∫
Ω
(∇ · vtt)vtt · ∇(p̺ ) dx
.
√
εF [ξ, v]− ∫
Ω
p
̺ |∇ · vtt|2 dx
(5.53)
Then
d
dt
∫
Ω
|vtt|2 dx+ 2γa
∫
Ω
p
̺ |∇ · vtt|2 dx .
√
εF [ξ, v] (5.54)
When ℓ = 3, we estimate each term of I7 separately.
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The first term of I7:
2k1(1− γ)
∫
Ω
vttt · ∂ttt[v(∇ · v)] dx
. ‖vttt‖L2(Ω)(‖vttt‖L2(Ω)|∇ · v|∞ + ‖vtt‖L4(Ω)‖∇ · vt‖L4(Ω)
+|vt|∞‖∇ · vtt‖L2(Ω)) + 2k1(1 − γ)
∫
Ω
vttt · v(∇ · vttt) dx
≤ C√εF [ξ, v](t) + γ3a
∫
Ω
p
̺ |∇ · vttt|2 dx+ C
∫
Ω
̺
p (v · vttt)2 dx
≤ C√εF [ξ, v](t) + γ3a
∫
Ω
p
̺ |∇ · vttt|2 dx.
(5.55)
The second term of I7:
−2k1
∫
Ω
vttt · ∂ttt[v · ∇v] dx
. ‖vttt‖L2(Ω)(‖vttt‖L2(Ω)|∇v|∞ + ‖vtt‖L4(Ω)‖∇vt‖L4(Ω)
+|vt|∞‖∇vtt‖L2(Ω))− k1
∫
Ω
v · ∇|vttt|2 dx
.
√
εF [ξ, v](t)− k1
∫
∂Ω
v · n|vttt|2 dSx + k1
∫
Ω
∇ · v|vttt|2 dx .
√
εF [ξ, v](t).
(5.56)
The third term of I7:
−k1
∫
Ω
vttt · ∂ttt[∇(|v|2)] dx
= −k1
∫
∂Ω
vttt · n∂ttt(|v|2) dSx + k1
∫
Ω
∇ · vttt∂ttt(|v|2) dx
= k1
∫
Ω
∇ · vttt∂ttt(|v|2) dx ≤ γ3a
∫
Ω
p
̺ |∇ · vttt|2 dx+ C
∫
Ω
̺
p |∂ttt(|v|2)|2 dx
≤ C√εF [ξ, v](t) + γ3a
∫
Ω
p
̺ |∇ · vttt|2 dx.
(5.57)
The fourth term of I7:
2γ
a
∫
Ω
∑
0≤µ≤2
[∂3−µt (
p
̺)∂
µ
t ∇(∇ · v)] · vttt dx . |∇(∇ · v)|∞‖(p̺)ttt‖L2(Ω)‖vttt‖L2(Ω)
+‖vttt‖L2(Ω)‖(p̺)tt‖L4(Ω)‖∇(∇ · vt)‖L4(Ω)
+|(p̺ )t|∞‖∇(∇ · vtt)‖L2(Ω)‖vttt‖L2(Ω) .
√
εF [ξ, v](t).
(5.58)
The fifth term of I7:
2γ
a
∫
Ω
p
̺vttt · ∇(∇ · vttt) dx = 2γa
∫
∂Ω
p
̺vttt · n∇ · vttt dSx − 2γa
∫
Ω
p
̺ |∇ · vttt|2 dx
− 2γa
∫
Ω
(∇ · vttt)vttt · ∇(p̺) dx
≤ C√εF [ξ, v]− (2γa − γ3a )
∫
Ω
p
̺ |∇ · vttt|2 dx+ C
∫
Ω
̺
p |∇(p̺)|∞|vttt|2 dx
≤ C√εF [ξ, v]− (2γa − γ3a )
∫
Ω
p
̺ |∇ · vttt|2 dx.
(5.59)
After summing the five terms of I7, namely (5.55)+(5.56)+(5.57)+(5.58)+
(5.59), we get
d
dt
∫
Ω
|vttt|2 dx+ γa
∫
Ω
p
̺ |∇ · vttt|2 dx .
√
εF [ξ, v] (5.60)
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By (5.50) + (5.52) + (5.54) + (5.60), we get
d
dtE[v](t) +
γ
a
∫
Ω
p
̺
3∑
ℓ=0
|∇ · ∂ℓtv|2 dx .
√
εF [ξ, v]. (5.61)
Thus, Lemma 5.5 is proved.
The following lemma concerns a priori estimate for
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx, which
introduces E[ξ](t) to the inequality (5.62).
Lemma 5.6. For any given T ∈ (0,+∞], if
sup
0≤t≤T
F [ξ, v, φ](t) ≤ ε,
where 0 < ε≪ 1, then there exists c13 > 0 such that for ∀t ∈ [0, T ],
− d
dt
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx+ E[ξ](t) ≤ C
√
εF [ξ, v](t) + c13E[v](t). (5.62)
Proof. Similar to (3.47), we have
− ddt
∫
Ω
ξtξ dx+
∫
Ω
(ξt)
2 dx .
√
εF [ξ, v](t) + ‖vt‖2L2(Ω) + ‖∇ξ‖2L2(Ω)
.
√
εF [ξ, v](t) + ‖v‖2L2(Ω) + ‖vt‖2L2(Ω).
(5.63)
Similar to (3.49), we have
− ddt
∫
Ω
ξttξt dx+
∫
Ω
(ξtt)
2 dx .
√
εF [ξ, v](t) + ‖vtt‖2L2(Ω) + ‖∇ξt‖2L2(Ω)
.
√
εF [ξ, v](t) + ‖vtt‖2L2(Ω) + ‖ − ak1ξtv − ak1̺vt‖2L2(Ω)
.
√
εF [ξ, v](t) + ‖vt‖2L2(Ω) + ‖vtt‖2L2(Ω).
(5.64)
Similar to (3.51), we have
− ddt
∫
Ω
ξtttξtt dx+
∫
Ω
(ξttt)
2 dx .
√
εF [ξ, v](t) + ‖vttt‖2L2(Ω) + ‖∇ξtt‖2L2(Ω)
.
√
εF [ξ, v](t) + ‖vttt‖2L2(Ω) + ‖ − ak1ξttv − 2ak1ξtvt − ak1̺vtt‖2L2(Ω)
.
√
εF [ξ, v](t) + ‖vtt‖2L2(Ω) + ‖vttt‖2L2(Ω).
(5.65)
By (5.63) + (5.64) + (5.65), we get
− d
dt
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx+
∫
Ω
3∑
ℓ=1
(∂ℓt ξ)
2 dx .
√
εF [ξ, v](t)+
3∑
ℓ=0
‖vℓt‖2L2(Ω). (5.66)
By Lemma 2.1, p¯ ∈ [ inf
x∈Ω
p, sup
x∈Ω
p], then for any t ≥ 0, there exists xt ∈ Ω
such that ξ(xt, t) = 0. Assume ℓ(s) is a curve with finite length parameter s
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such that ℓ(0) = xt, ℓ(sx) = x, then
‖ξ(x, t)‖2L2(Ω) = ‖ξ(xt, t) +
sx∫
0
∇ξ[ℓ(s)] · ℓ(s) ds‖2L2(Ω)
≤ C|Diam(Ω)|2‖∇ξ‖2L2(Ω) . ‖∇ξ‖2L2(Ω)
= ‖ − ak1̺v‖2L2(Ω) . ‖v‖2L2(Ω).
(5.67)
Summing (5.66) and (5.67), we get
− ddt
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx+
∫
Ω
3∑
ℓ=0
(∂ℓt ξ)
2 dx .
√
εF [ξ, v](t) +
3∑
ℓ=0
‖vℓt‖2L2(Ω).
(5.68)
Then there exist two constants C > 0, c13 > 0 such that
− ddt
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx+
∫
Ω
3∑
ℓ=0
(∂ℓt ξ)
2 dx ≤ C√εF [ξ, v](t) + c13
3∑
ℓ=0
‖vℓt‖2L2(Ω).
(5.69)
Thus, Lemma 5.6 is proved.
In order to prove the uniform bound of
∞∫
0
∑
0≤ℓ≤2,ℓ+|α|≤3
‖∂ℓtDα∇·v(s)‖2L2(Ω) ds,
we must have the following lemma.
Lemma 5.7. For any given T ∈ (0,+∞], if
sup
0≤t≤T
F [ξ, v, φ](t) ≤ ε,
where 0 < ε≪ 1, then for ∀t ∈ [0, T ],∑
0≤ℓ≤2,ℓ+|α|≤3
‖∂ℓtDα∇ · v‖2L2(Ω) ≤ C
√
εF [ξ, v](t) + c14(E[ξ, v](t) + E1[ω](t)).
(5.70)
Proof. By (5.16)2 + (5.17)2 + (5.18)2, we get
‖∇ · v‖2H3(Ω) + ‖∇ · vt‖2H2(Ω) + ‖∇ · vtt‖2H1(Ω)
.
√
εF [ξ, v](t) + ‖vt‖2H2(Ω) + ‖vtt‖2H1(Ω) + ‖vttt‖2L2(Ω)
≤ C√εF [ξ, v](t) + C9c10(E[ξ, v](t) + E1[ω](t)).
(5.71)
Take c14 = C9c10. Thus, Lemma 5.7 is proved.
The following lemma proves not only the exponential decay of F [ξ, v](t)
and E [ω](t), but also the uniform bound of
T∫
0
E [∇ · v](s) ds.
Lemma 5.8. For any given T ∈ (0,+∞], there exists ε2 > 0 which is indepen-
dent of (ξ0, v0, φ0), such that if
sup
0≤t≤T
F [ξ, v, φ](t) ≤ ε,
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where ε≪ min{1, ε0, ε2}, then for ∀t ∈ [0, T ],
F [ξ, v](t) ≤ β6‖ξ0‖2H4(Ω) exp{−β7t},
E1[ω](t) ≤ β8‖ξ0‖2H4(Ω) exp{−β7t},
T∫
0
E [∇ · v](s) ds ≤ β9‖ξ0‖2H4(Ω),
(5.72)
where β6, β7, β8, β9 are four positive numbers.
Proof. In view of Lemmas 5.2, 5.4, 5.5, 5.6 and 5.7, we have obtained global a
priori estimates as follows:

d
dt
∫
Ω
E1[ω](t) dx+ 2aE1[ω](t) . C
√
εF [ξ, v](t),
d
dtE1[ξ](t) + 2aE[v](t) ≤ C
√
εF [ξ, v](t),
d
dtE[v](t) +
γ
a
∫
Ω
p
̺
3∑
ℓ=0
|∇ · ∂ℓtv|2 dx .
√
εF [ξ, v](t),
− ddt
∫
Ω
3∑
ℓ=1
∂ℓt ξ∂
ℓ−1
t ξ dx+ E[ξ](t) ≤ C
√
εF [ξ, v](t) + c13E[v](t),∑
0≤ℓ≤2,ℓ+|α|≤3
‖∂ℓtDα∇ · v‖2L2(Ω) ≤ C
√
εF [ξ, v](t) + c14(E[ξ, v](t) + E1[ω](t)).
(5.73)
Let λ2 = max{ 43 , c13a }+ 1, λ3 = min{ 12c14 , ac14 }. Define
E2[ξ](t) := λ2E1[ξ](t)−
3∑
ℓ=1
∫
Ω
∂ℓ−1t ξ∂
ℓ
t ξ dx. (5.74)
where E3 > 0 by Cauchy-Schwarz inequality. Since λ2 >
4
3 , E2[ξ](t)
∼= E[ξ](t),
i.e., there exists c15 > 0, c16 > 0 such that
c15E[ξ](t) ≤ E2[ξ](t) ≤ c16E[ξ](t). (5.75)
By (5.73)1 + (5.73)2 × λ2 + (5.73)3 + (5.73)4 + (5.73)5 × λ3, we get
d
dt (E2[ξ](t) + E[v](t) + E1[ω](t)) + (1 − λ3c14)E[ξ](t) + (2a− λ3c14)E1[ω](t)
+(2aλ2 − c13 − λ3c14)E[v](t) + γa
∫
Ω
p
̺
3∑
ℓ=0
|∇ · ∂ℓtv|2 dx
+λ3
∑
0≤ℓ≤2,ℓ+|α|≤3
‖∂ℓtDα∇ · v‖2L2(Ω) ≤ C10
√
εF [ξ, v](t),
(5.76)
for some C10 > 0.
By Lemma 5.1, we have
√
εF [ξ, v](t) ≤ c10
√
ε(E[ξ, v](t) + E1[ω](t)). (5.77)
Let ε2 = min{ (1−λ3c14)
2
4C210c
2
0
,
(2aλ2−c13−λ3c13)2
4C210c
2
0
,
(2a−λ3c14)2
4C210c
2
0
}, plug (5.77) into
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(5.76), we get
d
dt (E2[ξ](t) + E[v](t) + E1[ω](t)) + 1−λ3c142 E[ξ](t) + 2a−λ3c142 E1[ω](t)
+ 2aλ2−c13−λ3c142 E[v](t) +
γ
a
∫
Ω
p
̺
3∑
ℓ=0
|∇ · ∂ℓtv|2 dx
+λ3
∑
0≤ℓ≤2,ℓ+|α|≤3
‖∂ℓtDα∇ · v‖2L2(Ω) ≤ 0.
(5.78)
Since the last two terms in (5.78) are positive, we have
d
dt (E2[ξ](t) + E[v](t) + E1[ω](t)) + 1−λ3c142c16 E2[ξ](t) +
2a−λ3c14
2 E1[ω](t)
+ 2aλ2−c13−λ3c142 E[v](t) ≤ 0.
(5.79)
Let c17 = min{ 1−λ3c142 , 2a−λ3c142 , 2aλ2−c13−λ3c142 }, it follows from (3.61) that
d
dt (E2[ξ](t) + E[v](t) + E1[ω](t)) + c17(E2[ξ](t) + E1[ω](t) + E[v](t)) ≤ 0.
(5.80)
After integrating (5.80), we get
E2[ξ](t) + E[v](t) + E1[ω](t) ≤ (E2[ξ](0) + E[v](0) + E1[ω](0)) exp{−c17t},
E1[ω](t) ≤ (E2[ξ](0) + E[v](0) + E1[ω](0)) exp{−c17t}
≤ (c16E[ξ](0) + E[v](0) + E [v](0)) exp{−c17t}
≤ (c16 + 1)F [ξ, v](0) exp{−c17t}
≤ C11(c16 + 1)‖ξ0‖2H4(Ω) exp{−c17t}.
c15E[ξ](t) ≤ E2[ξ](t) ≤ (E2[ξ](0) + E[v](0) + E1[ω](0)) exp{−c17t},
F [ξ, v](t) ≤ c10(E[ξ, v](t) + E1[ω](t))
≤ ( c10c15 + 2c10)(E2[ξ](0) + E[v](0) + E1[ω](0)) exp{−c17t}
≤ ( c10c15 + 2c10)(c16 + 1)F [ξ, v](0) exp{−c17t}
≤ C11( c10c15 + 2c10)(c16 + 1)‖ξ0‖2H4(Ω) exp{−c17t}
(5.81)
Take β6 = C11(
c10
c15
+ 2c10)(c16 + 1), β7 = c17, β8 = C11(c16 + 1), the
exponential decay in (5.72) is obtained.
It follows from (5.78) that
d
dt (E2[ξ](t) + E[v](t) + E1[ω](t)) + γa
∫
Ω
p
̺
3∑
ℓ=0
|∇ · ∂ℓtv|2 dx
+λ3
∑
0≤ℓ≤2,ℓ+|α|≤3
‖∂ℓtDα∇ · v‖2L2(Ω) ≤ 0.
(5.82)
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Integrate (5.82) from t = 0 to t = T , we get
E2[ξ](T ) + E[v](T ) + E1[ω](T ) + λ3
T∫
0
∑
0≤ℓ≤2,ℓ+|α|≤3
‖∂ℓτDα∇ · v(s)‖2L2(Ω)ds
+ γa
T∫
0
∫
Ω
p
̺
3∑
ℓ=0
|∇ · ∂ℓτv(s)|2 dxds ≤ E2[ξ](0) + E[v](0) + E1[ω](0).
(5.83)
Then
T∫
0
E [∇ · v](s) ds ≤ C12λ3
T∫
0
∑
0≤ℓ≤2,ℓ+|α|≤3
‖∂ℓτDα∇ · v(s)‖2L2(Ω)ds
+C12
γ
a
T∫
0
∫
Ω
p
̺
3∑
ℓ=0
|∇ · ∂ℓτv(s)|2 dxds ≤ C12(E2[ξ](0) + E[v](0) + E1[ω](0))
≤ C12(c16 + 1)F [ξ, v](0) ≤ C13C12(c16 + 1)‖ξ0‖2H4(Ω),
(5.84)
where C12 = min{ 1λ3 ,
9a ˆ̺¯
4γ ˆ¯p
}.
Take β9 = C13C12(c16 + 1). Thus, Lemma 5.8 is proved.
The following lemma concerns the uniform bound of E [φ](t) on the condition
that v decays exponentially.
Lemma 5.9. For any given T ∈ (0,+∞], if
sup
0≤t≤T
F [ξ, v, φ](t) ≤ ε,
where 0 < ε≪ min{1, ε0, ε1, ε2}, then for ∀t ∈ [0, T ],
d
dt
E [φ](t) ≤ β4E [v](t) 12 E [φ](t). (5.85)
If E [v](t) ≤ β6‖ξ0‖2H4(Ω) exp{−β7t}, then E [φ](t) has uniform bound:
E [φ](t) ≤ β10‖φ0‖2H3(Ω)
(
exp{‖ξ0‖H4(Ω)}
)c18
, (5.86)
for some c18 > 0.
Proof. Similar to Lemma 3.9, we have the following a priori estimate:
d
dtE [φ](t) ≤ β4E [v](t)
1
2 E [φ](t),
E [φ](t) ≤ E [φ](0) exp{
t∫
0
β4E [v](τ) 12 dτ}.
(5.87)
If E [v](t) ≤ β6‖ξ0‖2H4(Ω) exp{−β7t}, then
E [φ](t) ≤ E [φ](0) exp{
t∫
0
β4E [v](τ) 12 dτ}
≤ β10‖φ0‖2H3(Ω) exp{
t∫
0
β4
√
β6‖ξ0‖H4(Ω) exp{−β7τ} 12 dτ}
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≤ β10‖φ0‖2H3(Ω) exp{ 2β4
√
β6
β7
‖ξ0‖H4(Ω)(1 − exp{−β72 t})}
≤ β10‖φ0‖2H3(Ω) exp{ 2β4
√
β6
β7
‖ξ0‖H4(Ω)}
= β10‖φ0‖2H3(Ω)
(
exp{‖ξ0‖H4(Ω)}
)c18
,
(5.88)
where c18 =
2β4
√
β6
β7
, β10 > 0.
Therefore E [φ](t) is uniformly bounded when E [v](t) decays exponentially.
Thus, Lemma 5.9 is proved.
The following lemma concerns the exponential decay of
3∑
ℓ=1
‖∂ℓtS‖2H3−ℓ(Ω)
on the condition that v decays exponentially.
Lemma 5.10. For any given T ∈ (0,+∞], if
sup
0≤t≤T
E [ξ, v, φ](t) ≤ ε,
where 0 < ε≪ min{1, ε0, ε1, ε2}, then for ∀t ∈ [0, T ],
3∑
ℓ=1
‖∂ℓtφ‖2H3−ℓ(Ω) ≤ c19‖ξ0‖2H4(Ω)‖φ0‖2H3(Ω)
(
exp{‖ξ0‖H4(Ω)}
)c18
exp{−β7t},
(5.89)
for some c19 > 0.
Proof. It follows from Lemma 5.8 that E [v](t) ≤ β6‖ξ0‖2H4(Ω) exp{−β7t}. It
follows from Lemma 5.9 that E [φ](t) ≤ β10‖φ0‖2H3(Ω)
(
exp{‖ξ0‖H4(Ω)}
)c18
.
Similar to Lemma 3.10, we have the following a priori estimate:
3∑
ℓ=1
‖∂ℓtS‖2H3−ℓ(Ω) =
3∑
ℓ=1
‖∂ℓtφ‖2H3−ℓ(Ω) . E [v](t)E [φ](t)
≤ β6β10‖ξ0‖2H4(Ω)‖φ0‖2H3(Ω)
(
exp{‖ξ0‖H4(Ω)}
)c18
exp{−β7t}.
(5.90)
Take c19 = β6β10. Thus, Lemma 5.10 is proved.
Remark 5.11. Similar to the results in Lemma 3.11, we have a priori estimates
for E [̺− ¯̺](t) and
3∑
ℓ=1
‖∂ℓt̺‖2H3−ℓ(Ω):
When F [p− p¯](t) and E [S− S¯](t) are uniformly bounded, E [̺− ¯̺](t) is also
uniformly bounded due to ̺ = 1γ√Ap
1
γ exp{−Sγ }. For any given T ∈ (0,+∞], if
sup
0≤t≤T
F [ξ, v, φ](t) ≤ ε, where 0 < ε ≪ min{1, ε0, ε1, ε2}, then
3∑
ℓ=1
‖∂ℓt̺‖2H3−ℓ(Ω)
also decays at an exponential rate of C exp{−β7t}.
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6 Darcy’s Law and Nonlinear Diffusion of Non-
Isentropic Euler Equations with Damping
In this section, we prove the global existence of classical solutions to the
diffusion equations (2.8) under small data assumption and the nonlinear diffu-
sion property of the non-isentropic Euler equations with damping (2.4) when
the time is large. For simplicity, we omit the symbol ˆ over the variables and
constants in this section if there is no ambiguity, otherwise we will add the
symbol ˆ.
The proof of the local existence of classical solutions to IBVP for the
parabolic-hyperbolic equations (2.9) is standard, such as using the linearization-
iteration-convergence scheme, so we give a lemma on the local existence without
proof here.
Lemma 6.1. (Local Existence)
If (ξ0, φ0) ∈ H4(Ω)×H3(Ω), inf
x∈Ω
p0(x) > 0 and ∂
ℓ
t∇ξ(x, 0)·n|∂Ω = 0, 0 ≤ ℓ ≤ 3,
then there exists a finite time T∗ > 0, such that IBVP (2.9) admits a unique
local classical solution (ξ, φ) satisfying{
(ξ, φ) ∈ ∩
0≤ℓ≤3
Cℓ([0, T∗), H4−ℓ(Ω)×H3−ℓ(Ω)),
△ξ ∈ C(Ω× [0, T∗)).
(6.1)
The above lemma implies the local existence of classical solutions to IBVP
(2.8) as long as (ξ, φ) remain classical, namely, (ξ, φ) ∈ C1([0, T ∗), C2(Ω) ×
C1(Ω)). Based on the global a priori estimates for (ξ, v, φ), we obtained the
global existence of classical solutions to IBVP (2.8).
Theorem 6.2. (Global Existence)
Assume (ξ0, φ0) ∈ H4(Ω) × H3(Ω), inf
x∈Ω
p0(x) > 0 and ∂
ℓ
t∇ξ(x, 0) · n|∂Ω =
0, 0 ≤ ℓ ≤ 3. There exists a sufficiently small number δ2 > 0, such that if
‖ξ0‖H4(Ω) + ‖φ0‖H3(Ω) ≤ δ2, then IBVP (2.8) admits a unique global classical
solution (ξ, φ) satisfying
(ξ, φ) ∈ ∩
0≤ℓ≤3
Cℓ([0,+∞), H4−ℓ(Ω)×H3−ℓ(Ω)), △ξ ∈ C(Ω× [0,+∞)),
(6.2)
moreover,

̺ = ̺(ξ, φ) ∈ ∩
0≤ℓ≤3
Cℓ([0,+∞), H3−ℓ(Ω)),
v = − 1ak1̺∇ξ ∈ ∩0≤ℓ≤3C
ℓ([0,+∞), H3−ℓ(Ω)), ∇ · v ∈ C(Ω× [0,+∞)).
(6.3)
∀t ≥ 0, F [ξ, v](t), E1[ω](t) and
3∑
ℓ=1
‖∂ℓtφ‖2H3−ℓ(Ω) decays exponentially, F [φ](t)
is uniformly bounded.
Proof. In view of Lemmas 5.8 and 5.9, we have the following global a priori
estimates: for any given T ∈ (0,+∞], if
sup
0≤t≤T
F [ξ, v, φ](t) ≤ ε, (6.4)
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where 0 < ǫ≪ min{1, ε0, ε1, ε2}, then
F [ξ, v](t) ≤ β6‖ξ0‖2H4(Ω) exp{−β7t},
E [φ](t) ≤ β10‖φ0‖2H3(Ω)
(
exp{‖ξ0‖H4(Ω)}
)c18
.
(6.5)
The constants ε0, ε1, ε2 are independent of (ξ0, φ0), so we can choose ε
which is independent of (ξ0, φ0).
Take δ2 = min{
√
ε,
√
ε
2β6
,
√
ε
2β10
(
exp{
√
ε
2β6
}
)− c182 }, then if ‖ξ0‖H4(Ω) +
‖φ0‖H3(Ω) ≤ δ2, we have

‖ξ0‖H4(Ω) ≤
√
ε
2β6
,
‖φ0‖H3(Ω) ≤
√
ε
2β10
(
exp{
√
ε
2β6
}
)− c18
2
.
(6.6)
Due to the estimates in (6.5), (ξ, v, φ) satisfy
F [ξ, v](t) ≤ ε2 , E [φ](t) ≤ ε2 , ∀t ∈ [0, T ]. (6.7)
This implies the a priori assumption (6.4) is satisfied, the validity of the former
a priori estimates is verified.
By Lemma 5.8, we have
T∫
0
E [∇ · v](s) ds ≤ β9‖ξ0‖2H4(Ω), (6.8)
which implies that for any given time T ∈ (0,+∞],


‖∇ · v‖2L2([0,T ],H3(Ω)) .
T∫
0
E [∇ · v](s) ds . ‖ξ0‖2H4(Ω),
‖∇ · vt‖2L2([0,T ],H1(Ω)) .
T∫
0
E [∇ · v](s) ds . ‖ξ0‖2H4(Ω).
(6.9)
By Aubin-Lions’ Lemma, we obtain
‖∇ · v‖2C([0,T ],H2(Ω)) . ‖ξ0‖2H4(Ω), (6.10)
which implies that ∇ · v ∈ C(Ω× [0, T ]) for any T > 0. Then
△ξ = −ak1̺∇ · v − ak1v · ∇̺ ∈ C(Ω× [0, T ]). (6.11)
Due to the global a priori estimates for (ξ, v, φ) and Lemma 6.1 on the local
existence result, the classical solution (ξ, φ) can be extended to [0,+∞). (6.11)
holds for any given T ∈ (0,+∞]. Thus, Theorem 6.2 on the global existence of
classical solutions to IBVP (2.8) is proved.
Remark 6.3. Our proof requires a ≥ C√ε where C > 0 is large enough. If
a→ 0, (p0,∇p0)→ (p¯, 0) is required.
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Remark 6.4. Theorem 6.2 implies the global well-posedness of the diffusion
equations (1.9) under small data assumption, thus Darcy’s law is verified when
the ideal gases are sufficiently mild and slow. While the verification of Darcy’s
law for 1D non-isentropic p-system with damping see [5], for isentropic Euler
equations with damping see [13], for isothermal Euler equations with damping
see [19].
Since (ξ, φ) ∈ C1(Ω × [0,+∞)) is the global classical solution to IBVP
(2.8), then (p = p¯ + ξ, S = S¯ + φ) is the global classical solution to IBVP for
the diffusion equations (1.9). The following theorem describes the asymptotical
behavior of (p, v, S, ̺) relating to their equilibrium states (p∞, v∞, S∞, ̺∞).
Theorem 6.5. Assume the conditions in Theorem 6.2 hold. Let (p, S) be the
global classical solution to IBVP (1.9). p∞ = p¯, u∞ = v∞ = ω∞ = 0. If
S0 6= const, then S∞ 6= const, ̺∞(x) 6= const, θ∞ 6= const, e∞ 6= const. As
t→ +∞, (p, u, S, ̺) converge to (p¯, 0, S∞, ̺∞) exponentially in | · |∞ norm.
Proof. By Lemma 5.10, we have
|St|∞ .
(
3∑
ℓ=1
‖∂ℓtφ‖2H3−ℓ(Ω)
) 1
2
. ‖ξ0‖H4(Ω)‖φ0‖H3(Ω)
(
exp{‖ξ0‖H4(Ω)}
) c18
2 exp{−β72 t},
(6.12)
So
∞∫
0
Sτ (x, τ) dτ converges, then S∞(x) = S0(x)+
∞∫
0
Sτ (x, τ) dτ is bounded.
Similar to the proof of Theorem 4.4, we can show p∞ = p¯, u∞ = v∞ =
ω∞ = 0. If S0 6= const, then S∞ 6= const, ̺∞(x) 6= const, θ∞ 6= const, e∞ 6=
const.
The exponential decay rates of (ξ, v, φt) provides exponential convergence
rates of (p, u, S, ̺) to their equilibrium states as follows:


|p− p∞|∞ = |p− p¯|∞ . ‖ξ0‖H4(Ω) exp{−β72 t},
|u− 0|∞ = k1|v|∞ . ‖ξ0‖H4(Ω) exp{−β72 t},
|S(x, t)− S∞(x)|∞ = | −
∞∫
t
Ss(x, s) ds|∞ ≤
∞∫
t
|φs(x, s)|∞ ds
. 2β7 ‖ξ0‖H4(Ω)‖φ0‖H3(Ω)
(
exp{‖ξ0‖H4(Ω)}
) c18
2 exp{−β72 t},
|̺(x, t) − ̺∞(x)|∞ . exp{−β72 t}.
(6.13)
So (p, u, S, ̺)→ (p¯, 0, S∞, ̺∞) exponentially in | · |∞ norm as t→ +∞.
The following theorem states that the pressure and velocity of non-isentropic
Euler equations with damping converge to those of the diffusion equations re-
spectively, thus the pressure and velocity have nonlinear diffusion property.
Theorem 6.6. Assume (pˆ, uˆ, Sˆ, ˆ̺) are variables of the diffusion equations (1.9)
and (p, u, S, ̺) are variables of non-isentropic Euler equations with damping
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(1.3), the initial data (p0, u0, S0) satisfy the conditions in Theorem 2.4, (pˆ0, Sˆ0)
satisfy the conditions in Theorem 2.7. If
∫
Ω
p
1
γ
0 dx =
∫
Ω
pˆ
1
γ
0 dx, (6.14)
then
‖p− pˆ‖H3(Ω) + ‖u− uˆ‖H3(Ω) ≤ C1 exp{−C2t}, (6.15)
for some positive C1, C2.
Proof. The condition (6.14) implies p¯ = ˆ¯p.
TakeC1 = 4(1+k
2
1)max{β1‖(ξ0, v0)‖2H3(Ω), β6‖ξ0‖2H4(Ω)}, C2 = min{β2, β7}.
By Lemmas 3.8 and 5.8, we have
‖p− pˆ‖2H3(Ω) ≤ 2‖p− p¯‖2H3(Ω) + 2‖pˆ− ˆ¯p‖2H3(Ω)
≤ 2β1‖(ξ0, v0)‖2H3(Ω) exp{−β2t}+ 2β6‖ξ0‖2H4(Ω) exp{−β7t},
≤ C12 exp{−C2t},
‖u− uˆ‖2H3(Ω) ≤ 2k21‖v‖2H3(Ω) + 2k21‖vˆ‖2H3(Ω)
≤ 2k21β1‖(ξ0, v0)‖2H3(Ω) exp{−β2t}+ 2k21β6‖ξ0‖2H4(Ω) exp{−β7t},
≤ C12 exp{−C2t}.
(6.16)
Thus, Theorem 6.6 is proved.
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