In this chapter, the state-of-the-art in facial animation
INTRODUCTION
Facial expression analysis and synthesis techniques have received increasing interest in recent years. Numerous new applications in the areas of low bit-rate communication, user-friendly computer interfaces, film industry, or medicine become available with today's computers. In this chapter, the state-of-the-art in facial animation and analysis is reviewed and new techniques for the estimation of 3-D human motion, deformation, and facial expressions from monocular video sequences are presented. The chapter starts with an overview over existing methods for representing human heads and facial expressions three-dimensionally in a computer. Algorithms for the determination of facial expressions from images and image sequences are reviewed focusing on feature-based and optical-flow based methods. For natural video capture conditions, 2 scene lighting often varies over time. This illumination variability has a considerable influence not only on the visual appearance of the objects in the scene, but also on the performance of the estimation algorithms. Therefore, methods for determining lighting changes in the scene are discussed for the purpose of robust facial analysis under uncontrolled illumination settings.
After this overview, an example of a hierarchical, gradient-based method for the robust estimation of MPEG-4 facial animation parameters is given illustrating the potential of modelbased coding. This method is able to simultaneously determine both global and local motion in the face in a linear low-complexity framework. In order to improve the robustness against lighting changes in the scene, a new technique for the estimation of photometric properties based on Eigen light maps is added to the system. The performance of the presented methods is evaluated in some experiments given in the application section. First, the concept of modelbased coding is described, where head-and-shoulder image sequences are represented by computer graphics models that are animated according to the facial motion and deformation extracted from real video sequences. Experiments validate that such sequences can be encoded at less than 1 kbit/s enabling a wide range of new applications. Given an object-based representation of the current scene, changes can easily be made by modifying the 3-D object models. In that context, we will show how facial expression analysis can be used to synthesize new video sequences of arbitrary people, who act exactly in the same way as the person in a reference sequence, which, e.g., enables applications in facial animation for film productions.
REVIEW OF FACIAL ANALYSIS AND SYNTHESIS TECHNIQUES Facial Animation
Modeling the human face is a challenging task because of its familiarity. Already early in life, we are confronted with faces and learn how to interpret them. We are able to recognize individuals from a large number of similar faces and to detect very subtle changes in facial 3 expressions. Therefore, the general acceptability of synthetic face images strongly depends on the 3-D head model used for rendering. As a result, significant effort has been spent on the accurate modeling of a person's appearance and his/her facial expressions (Parke et al., 96) .
Both problems are addressed in the following two sections.
3-D Head Models
In principle, most head models used for animation are based on triangle meshes (Rydfalk, 78, Parke, 82) . Texture mapping is applied to obtain a photorealistic appearance of the person (Waters, 87, Terzopoulos et al., 93, Choi et al., 94, Aizawa et al., 95, Lee et al., 95) . With extensive use of today's computer graphics techniques highly realistic head models can be realized (Pighin et al., 98) .
Modeling the shape of a human head with polygonal meshes results in a representation consisting of a large number of triangles and vertices which have to be moved and deformed to show facial expressions. The face of a person, however, has a smooth surface and facial expressions result in smooth movements of surface points due to the anatomical properties of tissue and muscles. These restrictions on curvature and motion can be exploited by splines which satisfy certain continuity constraints. As a result, the surface can be represented by a set of spline control points that is much smaller than the original set of vertices in a triangle mesh. This has been exploited by Hoch et al. (1994) where B-splines with about 200 control points are used to model the shape of human heads. In (Ip et al., 96) , non-uniform rational B-splines (NURBS) represent the facial surfaces. Both types of splines are defined on a rectangular topology and therefore do not allow a local patch refinement in areas that are highly curved. To overcome this restriction, hierarchical splines have been proposed for the head modeling (Forsey et al., 88) to allow a recursive subdivision of the rectangular patches in more complex areas.
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Face, eyes, teeth, and the interior of the mouth can be modeled similarly with textured polygonal meshes, but a realistic representation of hair is still not available. A lot of work has been done in this field to model the fuzzy shape and reflection properties of the hair. For example, single hair strands have been modeled with polygonal meshes (Watanabe et al., 92) and the hair dynamics have been incorporated to model moving hair (Anjyo et al., 92) . However, these algorithms are computationally expensive and are not feasible for real-time applications in the near future.
Image-based rendering techniques (Gortler et al., 96, Levoy et al., 96) might provide new opportunities for solving this problem.
Facial Expression Modeling
Once a 3-D head model is available, new views can be generated by rotating and translating the 3-D object. However, for the synthesis of facial expressions, the model can no longer be static.
In general, two different classes of facial expression modeling can be distinguished in modelbased coding applications: the clip-and-paste method and algorithms based on the deformation the 3-D surfaces.
For the clip-and-paste method (Aizawa et al., 89, Welsh et al., 90, Chao et al., 94) , templates of facial features like eyes and the mouth are extracted from previous frames and mapped onto the 3-D shape model. The model is not deformed according to the facial expression but remains rigid and is used only to compensate for the global motion given by head rotation and translation. All local variations in the face must therefore be described by texture changes of the model. During encoding of a video sequence, a codebook containing templates for different facial expressions is built. A new expression can then be synthesized by combining several feature templates that are specified by their position on the model and their template index from the codebook. As a result, a discrete set of facial expressions can be synthesized. However, the transmission of the template codebook to the decoder consumes a large number of bits which 5 makes the scheme unsuitable for coding purposes (Welsh et al., 90) . Beyond that, the localization of the facial features in the frames is a difficult problem. Pasting of templates extracted at slightly inaccurate positions leads to an unpleasant jitter in the resulting synthetic sequence.
The deformation method avoids these problems by using the same 3-D model for all facial expressions. The texture remains basically constant and facial expressions are generated by deforming the 3-D surface (Noh et al., 01) . In order to avoid the transmission of all vertex positions in the triangle mesh, the facial expressions are compactly represented using high-level expression parameters. Deformation rules associated with the 3-D head model describe how certain areas in the face are deformed if a parameter value changes. The superposition of many of these local deformations is then expected to lead to the desired facial expression. Due to the advantages of the deformation method over the clip-and-paste method (Welsh et al., 90) , it is used in most current approaches for representing facial expressions. The algorithms proposed in this chapter are also based on this technique and therefore the following review of related work focuses on the deformation method for facial expression modeling.
One of the first systems of facial expression parameterization was proposed by Hjortsjö (1970) and later extended by the psychologists Ekman and Friesen (1978) . Their facial action coding system (FACS) is widely used today for the description of facial expressions in combination with 3-D head models (Aizawa et al., 89, Li, 93, Choi et al., 94, Hoch et al., 94) . According to that scheme, any facial expression results from the combined action of the 268 muscles in the face. Ekman and Friesen discovered that the human face performs only 46 possible basic actions. Each of these basic actions is affected by a set of muscles that cannot be controlled independently. To obtain the deformation of the facial skin that is caused by a change of an action unit, the motion of the muscles and their influence on the facial tissue can be simulated using soft tissue models (Terzopoulos et al., 93, Lee et al., 95) . Due to the high computational 6 complexity of muscle-based tissue simulation, many applications model the surface deformation directly (Aizawa et al., 89, Choi et al., 94) using heuristic transforms between action units and surface motion.
Very similar to the FACS is the parameterization in the synthetic and natural hybrid coding (SNHC) part of the MPEG-4 video coding standard (MPEG, 99) . Rather than specifying groups of muscles that can be controlled independently and that sometimes lead to deformations in larger areas of the face, the single parameters in this system directly correspond to locally limited deformations of the facial surface. There are 66 different facial animation parameters (FAPs) that control both global and local motion.
Instead of using facial expression descriptions that are designed with a relation to particular muscles or facial areas, data-driven approaches are also used for the modeling. By linearly interpolating 3-D models in a database of people showing different facial expressions, new expressions can be created (Vetter et al., 98, Blanz et al., 99) . Ortho-normalizing this face-space using a KLT leads to a compact description that allows the representation of facial expressions with a small set of parameters (Hölzer, 99, Kalberer et al., 01) .
Facial Expression Analysis
Synthesizing realistic head-and-shoulder sequences is only possible if the facial animation parameters are appropriately controlled. An accurate estimation of these parameters is therefore essential. In the following sections, different methods are reviewed for the estimation of 3-D motion and deformation from monoscopic image sequences. Two different groups of algorithms are distinguished: feature-based approaches which track distinct features in the images and optical flow based methods that exploit the entire image for estimation.
Feature-Based Estimation
One common way for determining the motion and deformation in the face between two frames of a video sequence is the use of feature points (Kaneko et al., 91, Terzopoulos et al., 93, Gee et al., 94, Huang et al., 94, Lopez et al., 95, Pei, 98) . Highly discriminant areas with large spatial variations such as areas containing the eyes, nostrils, or mouth corners are identified and tracked from frame to frame. If corresponding features are found in two frames, the change in position determines the displacement.
How the features are searched depends on properties such as color, size, and shape. For facial features, extensive research has been performed especially in the area of face recognition (Chellappa et al., 95) . Templates (Brunelli et al., 93) , often used for finding facial features, are small reference images of typical features. They are compared at all positions in the frame to find a good match between the template and the current image content (Thomas et al., 87) . The best match is said to be the corresponding feature in the second frame. Problems with templates arise from the wide variability of captured images due to illumination changes or different viewing positions. To compensate for these effects, eigen-features (Moghaddam et al., 97, Donato et al., 99 ) which span a space of possible feature variations or deformable templates (Yuille, 91) which reduce the features to parameterized contours can be utilized.
Instead of estimating single feature points, the whole contour of features can also be tracked (Huang et al., 91, Pearson, 95) using snakes. Snakes (Kas et al., 87) are parameterized active contour models that are composed of internal and external energy terms. Internal energy terms account for the shape of the feature and smoothness of the contour while the external energy attracts the snake towards feature contours in the image.
All feature-based algorithms have in common that single features like the eyes can be found quite robustly. Dependent on the image content, however, only a small number of feature correspondences can typically be determined. As a result, the estimation of 3-D motion and 8 deformation parameters from the displacements lacks the desired accuracy if a feature is erroneously associated with a different feature in the second frame.
Optical Flow Based Estimation
Approaches based on optical flow information utilize the entire image information for the parameter estimation, leading to a large number of point correspondences. The individual correspondences are not as reliable as the ones obtained with feature-based methods, but due to the large number of equations, some mismatches are not critical. In addition, possible outliers (Black et al., 96) can generously be removed without obtaining an underdetermined system of equations for the determination of 3-D motion.
One way of estimating 3-D motion is the explicit computation of an optical flow field (Horn et al., 81, Barron et al., 94, Dufaux et al., 95) which is followed by the derivation of motion parameters from the resulting dense displacement field (Netravali et al., 84, Essa et al., 94, Bartlett et al., 95) . Since the computation of the flow field from the optical flow constraint equation (Horn et al., 81) , which relates image gradient information (Simoncelli, 94) to 2-D image displacements, is an underdetermined problem, additional smoothness constraints have to be added (Horn, 86, Barron et al., 94) . A non-linear cost function (Barron et al., 94 ) is obtained that is numerically minimized. The use of hierarchical frameworks (Enkelmann, 88, Singh, 90, Sezan et al., 93) can reduce the computational complexity of the optimization in this highdimensional parameter space. However, even if the global minimum is found, the heuristical smoothness constraints may lead to deviations from the correct flow field, especially at object boundaries and depth discontinuities.
In model-based motion estimation, the heuristical smoothness constraints are therefore often replaced by explicit motion constraints derived from the 3-D object models. For rigid body motion estimation (Kappei, 88, Koch, 93) , the 3-D motion model, specified by three rotational and three translational degrees of freedom, restricts the possible flow fields in the image plane.
Under the assumption of perspective projection, known object shape, and small motion between two successive video frames, an explicit displacement field can be derived that is linear in the six unknown degrees of freedom (Longuet, 84, Netravali et al., 84, Waxman et al., 87) . This displacement field can easily be combined with the optical flow constraint to obtain a robust estimator for the 6 motion parameters. Iterative estimation in an analysis-synthesis framework (Li et al., 93) removes remaining errors caused by the linearization of image intensity and the motion model.
For facial expression analysis, the rigid body assumption can no longer be maintained. Surface deformations due to facial expressions have to be considered additionally. Most approaches found in the literature (Ostermann, 94, Choi et al., 94, Black et al., 95, Pei, 98, Li et al., 98) separate this problem into two steps. First, global head motion is estimated under the assumption of rigid body motion. Local motion caused by facial expressions is regarded as noise (Li et al., 94b) and therefore the textured areas around the mouth and the eyes are often excluded from the estimation (Black et al., 95, Li et al., 94b) . Given head position and orientation, the remaining residuals of the motion-compensated frame are used to estimate local deformations and facial expressions. In (Black et al., 95, Black et al., 97) , several 2-D motion models with 6 (affine) or 8 parameters are used to model local facial deformations. By combining these models with the optical flow constraint, the unknown parameters are estimated in a similar way as in the rigid body case. High-level facial animation parameters can finally be derived from the estimated set of 2-D motion parameters. Even higher robustness can be expected by directly estimating the facial animation parameters using more sophisticated motion models. In (Choi et al., 94 ), a system is described that utilizes an explicit 3-D head model. This head model directly relates changes of facial animation parameters to surface deformations. Orthographic projection of the motion constraints and combination with optical flow information result in a linear estimator for the unknown parameters. The accuracy problem of separate global and local motion estimation is here relaxed by an iterative framework that alternately estimates the parameters for global and local motion.
The joint estimation of global head motion together with facial expressions is rarely addressed in the literature. In (Li et al., 93, Li et al., 94) , a system for the combined estimation of global and local motion is presented that stimulated the approaches presented in the next section. A 3-D head model based on the Candide (Rydfalk, 78) model is used for image synthesis and provides explicit 3-D motion and deformation constraints. The affine motion model describes the image displacements as a linear function of the 6 global motion parameters and the facial action units from the FACS system which are simultaneously estimated in an analysis-synthesis framework. Another approach that allows a joint motion and deformation estimation has been proposed by DeCarlo et al. (1996 . A deformable head model is employed that consists of 10 separate face components that are connected by spring-like forces incorporating anthropometric constraints (DeCarlo et al., 98b, Farkas, 95) . Thus, the head shape can be adjusted similar to the estimation of local deformations. For the determination of motion and deformation, again a 3-D motion model is combined with the optical flow constraint. The 3-D model also includes a dynamic, Lagrangian description for the parameter changes similar to the work in (Essa et al., 94, Essa et al., 97) . Since the head model lacks any color information, no synthetic frames can be rendered which makes it impossible to use an analysis-synthesis loop.
Therefore, additional edge forces are added to avoid an error accumulation in the estimation.
Illumination Analysis
In order to estimate the motion of objects between two images, most algorithms make use of the brightness constancy assumption (Horn, 86) . This assumption, which is an inherent part of all optical flow-based and many template-based methods, implies that corresponding object points in two frames show the same brightness. However, if the lighting in the scene changes, the 11 brightness of corresponding points might differ significantly. But also if the orientation of the object surface relative to a light source changes due to object motion, brightness is in general not constant (Verri et al., 89) . On the contrary, intensity changes due to varying illumination conditions can dominate the effects caused by object motion (Pentland, 91, Horn, 86, Tarr, 98) .
For accurate and robust extraction of motion information, lighting effects must be taken into account.
In spite of the relevance of illumination effects, they are rarely addressed in the area of 3-D motion estimation. In order to allow the use of the optical flow constraint for varying brightness, higher order differentials (Treves et al., 94) or pre-filtering of the images (Moloney, 91) have been applied. Similarly, lightness algorithms (Land et al., 71, Ono et al., 93, Blohm, 97 ) make use of the different spectral distributions of texture and intensity changes due to shading, in order to separate irradiance from reflectance. If the influence of illumination cannot be suppressed sufficiently by filtering as, e.g., in image regions depicting highlights caused by specular reflections, the corresponding parts are often detected (Klinker et al., 90, Stauder, 94, Schluens et al. 95 ) and classified as outliers for the estimation.
Rather than removing the disturbing effects, explicit information about the illumination changes can be estimated. This not only improves the motion estimation but also allows the manipulation and visual enhancement of the illumination situation in an image afterwards (Blohm, 97) . Under controlled conditions with, e.g., known object shape, light source position (Sato et al., 97, Sato et al., 96, Baribeau et al., 92) , and homogeneous non-colored surface properties (Ikeuchi et al., 91, Tominaga et al., 00) , parameters of sophisticated reflection models like the TorranceSparrow model (Torrance et al., 67, Nayar et al., 91, Schlick, 94) which also includes specular reflection can be estimated from camera views. Since the difficulty of parameter estimation increases significantly with model complexity, the analysis of global illumination scenarios (Heckbert, 92) with, e.g., inter-reflections (Forsyth et al., 91) is only addressed for very restricted applications (Wada et al., 95) .
In the context of motion estimation, where the exact position and shape of an object are often not available, mostly simpler models are used that account for the dominant lighting effects in the scene. The simplest scenario is the assumption of pure ambient illumination (Foley et al., 90) . In (Gennert et al., 87, Moloney et al., 91, Negahdaripour et al., 93) , the optical flow constraint is extended by a two parameter function to allow for global intensity scaling and global intensity shifts between the two frames. Local shading effects can be modeled using additional directional light sources (Foley et al., 90) . For the estimation of the illuminant direction, surface normal information is required. If this information is not available as, e.g., for the large class of shape from shading algorithms (Horn et al., 89, Lee et al., 89) , assumptions about the surface normal distribution are exploited to derive the direction of the incident light (Pentland, 82, Lee et al., 89, Zheng et al., 91, Bozdagi et al., 94) .
If explicit 3-D models and with that surface normal information are available, more accurate estimates of the illumination parameters are obtainable (Stauder, 95, Deshpande et al., 96, Brunelli, 97, Eisert et al., 97) . In these approaches, Lambertian reflection is assumed in combination with directional and ambient light. Given the surface normals, the illumination parameters are estimated using neural networks (Brunelli, 97) , linear (Deshpande et al., 96, Eisert et al., 97) , or non-linear (Stauder, 95) optimization.
Rather than using explicit light source and reflection models to describe illumination effects, also multiple images captured from the same viewing position but under varying illumination can be exploited. Hallinan et al. showed (Hallinan, 94, Epstein et al., 95 ) that five eigen images computed from a set of differently illuminated facial images are sufficient to approximate arbitrary lighting conditions by linearly blending between the eigen images. An analytic method for the derivation of the eigen components can be found in (Ramamoorthi, 02) . This low-dimensional space of face appearances can be represented as an illumination cone as shown by Belhumeur et al. (1998) . In (Ramamoorthi et al., 01) , the reflection of light was theoretically described by convolution in a signal-processing framework. Illumination analysis or inverse rendering can then be considered as deconvolution. Beside the creation of arbitrarily illuminated face images, the use of multiple input images also allows the estimation of facial shape and thus a change of head pose in 2-D images (Georgiades et al., 99). Using eigen light maps of explicit 3-D models (Eisert et al., 02) instead of blending between eigen images, extends the applicability of the approach also to locally deforming objects like human faces in image sequences.
For the special application of 3-D model-based motion estimation, relatively few approaches have been proposed that incorporate photometric effects. In (Bozdagi et al., 94) , the illuminant direction is estimated according to (Zheng et al., 91) , first without exploiting the 3-D model.
Given the illumination parameters, the optical flow constraint is extended to explicitly consider intensity changes caused by object motion. For that purpose, surface normals are required which are derived from the 3-D head model. The approach proposed in (Stauder, 95, Stauder, 98) makes explicit use of normal information for both illumination estimation and compensation.
Rather than determining the illuminant direction from a single frame, the changes of surface shading between two successive frames are exploited to estimate the parameters. The intensity of both ambient and directional light, as well as the direction of the incident light are determined by minimizing a non-linear cost function. Experiments performed for both approaches show that the consideration of photometric effects can significantly improve the accuracy of estimated motion parameters and the reconstruction quality of the motion-compensated frames (Bozdagi et al., 94, Stauder, 95) .
HIERARCHICAL MODEL-BASED FACIAL EXPRESSION ANALYSIS
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The most challenging part of facial expression analysis is the estimation of 3-D facial motion and deformation from two-dimensional images. Due to the loss of one dimension caused by the projection of the real world onto the image plane, this task can only be solved by exploiting additional knowledge of the objects in the scene. In particular, the way the objects move can often be restricted to a low number of degrees of freedom that can be described by a limited set of parameters. In this section, an example of a new 3-D model-based method for the estimation of facial expressions is presented that makes use of an explicit parameterized 3-D human head model describing shape, color, and motion constraints of an individual person (Eisert, 00) . This model information is jointly exploited with spatial and temporal intensity gradients of the images. Thus, the entire area of the image showing the object of interest is used instead of dealing with discrete feature points, resulting in a robust and highly accurate system. A linear and computationally efficient algorithm is derived for different scenarios. The scheme is embedded in a hierarchical analysis-synthesis framework to avoid error accumulation in the long-term estimation.
Optical-flow based Analysis
In contrast to feature-based methods, gradient-based algorithms utilize the optical flow constraint equation assumed that the motion model is valid for the complete object. An over-determined system of equations is obtained that can be solved robustly for the unknown motion and deformation parameters in a least-squares sense.
In the case of facial expression analysis, the motion and deformation model can be taken from the shape and the motion characteristics of the head model description. In this context, a triangular B-spline model (Eisert et al., 98a ) is used to represent the face of a person. For rendering purposes, the continuous spline surface is discretized and approximated by a triangle mesh as shown in Fig. 6 . The surface can be deformed by moving the splines' control points and thus affecting the shape of the underlying mesh. A set of facial animation parameters (FAPs) according to the MPEG-4 standard (MPEG, 99) characterizes the current facial expression and has to be estimated from the image sequence. By concatenating all transformations in the head model deformation and using knowledge from the perspective camera model, a relation between image displacements and FAPs can be analytically derived ( )
Combining this motion constraint with the optical flow constraint (1) leads to a linear system of equations for the unknown FAPs. Solving this linear system in a least squares sense, results in a set of facial animation parameters that determines the current facial expression of the person in the image sequence.
Hierarchical Framework
Since the optical flow constraint equation (1) is derived assuming the image intensity to be linear, it is only valid for small motion displacements between two successive frames. To overcome this limitation, a hierarchical framework can be used (Eisert et al., 98a) . The hierarchical estimation can be embedded into an analysis-synthesis loop as shown in Fig. 1 .
In the analysis part, the algorithm estimates the parameter changes between the previous synthetic frame Î and the current frame I' from the video sequence. The synthetic frame Î is obtained by rendering the 3-D model (synthesis part) with the previously determined parameters. This approximative solution is used to compensate the differences between the two frames by rendering the deformed 3-D model at the new position. The synthetic frame now approximates the camera frame much better. The remaining linearization errors are reduced by iterating through different levels of resolution. By estimating the parameter changes with a synthetic frame that corresponds to the 3-D model, an error accumulation over time is avoided.
LINEAR ILLUMINATION ANALYSIS
For natural video capture conditions, scene lighting often varies over time. This illumination variability has a considerable influence not only on the visual appearance of the objects in the scene, but also on the performance of computer vision algorithms or video coding methods. The efficiency and robustness of these algorithms can be significantly improved by removing the undesired effects of changing illumination. In this section, we introduce a 3-D model-based technique for estimating and manipulating the lighting in an image sequence (Eisert et al., 02) .
The current scene lighting is estimated for each frame exploiting 3-D model information and by synthetic re-lighting of the original video frames. To provide the estimator with surface normal information, the objects in the scene are represented by 3-D shape models and their motion and deformation are tracked over time using a model-based estimation method. Given the normal information, the current lighting is estimated with a linear algorithm of low computational complexity using an orthogonal set of light maps.
Light Maps
Instead of explicitly modeling light sources and surface reflection properties in the computer graphics scene and calculating shading effects during the rendering process as it is done in (Bozdagi et al., 94, Stauder, 95, Eisert et al., 98b) , the shading and shadowing effects are here described by a linear superposition of several light maps which are attached to the object surface. Light maps are, similar to texture maps, two-dimensional images that are wrapped around the object containing shading instead of color information. During rendering, the 18 unshaded texture map
representing the three color components and the light map L(u) are multiplied according to
in order to obtain a shaded texture map ( )
. The two-dimensional coordinate u specifies the position in both texture map and light map that are assumed to have the same mapping to the surface. For a static scene and viewpoint independent surface reflections, the light map can be computed off-line which allows the use of more sophisticated shading methods as, e.g., radiosity
algorithms (Goral et al., 84) without slowing down the final rendering. This approach, however, can only be used if both object and light sources do not move. To overcome this limitation, we use a linear combination of scaled light maps instead of a single one
By varying the scaling parameter C i α and thus blending between different light maps L i , different lighting scenarios can be created. Moreover, the light map approach can also model wrinkles and creases which are difficult to describe by 3-D geometry (Pighin et al., 98, Liu et al., 01) . The N light maps L i (u) can be computed off-line with the same surface normal information n(u) but with different light source configurations. In our experiments, we use one constant light map L 0 representing ambient illumination while the other light maps are calculated assuming Lambert reflection and point light sources located at infinity having
This configuration can be interpreted as an array of point light sources whose intensities and colors can be individually controlled by the parameters
α . Fig. 2 shows an example of such an 19 array with the illuminant direction varying between -60° and 60° in longitudinal and latitudinal direction, respectively.
Figure 2: Array of light maps for a configuration with 7 by 7 light sources.
Eigen Light Maps
In order to reduce the number of unknowns 
Estimation of Lighting Properties
For the lighting analysis of an image sequence, the parameters
α have to be estimated for each frame. This is achieved by tracking motion and deformation of the objects in the scene as described above and rendering a synthetic motion-compensated model frame using the unshaded texture map C tex I . From the pixel intensity differences between the camera frame ( ) 
is set up. Since each pixel x being part of the object contributes one equation, a highly overdetermined linear system of equations is obtained that is solved for the unknown 
APPLICATIONS
In this section, two applications, model-based coding and facial animation, are addressed which make use of the aforementioned methods for facial expression analysis and synthesis.
Experimental results from the approach in (Eisert, 00) are provided in order to exemplarily illustrate the applicability of model-based techniques to these applications.
Model-based Coding
In recent years, several video coding standards, such as H.261/3 and MPEG-1/2/4 have been introduced to address the compression of digital video for storage and communication services.
These standards describe a hybrid video coding scheme, which consists of block-based motioncompensated prediction (MCP) and DCT-based quantization of the prediction error. The recently determined H.264 standard also follows the same video coding approach. These 22 waveform-based schemes utilize the statistics of the video signal without knowledge of the semantic content of the frames and achieve compression ratios of several hundreds to one at a reasonable quality.
If semantic information about a scene is suitably incorporated, higher coding efficiency can be achieved by employing more sophisticated source models. Model-based video codecs, e.g., use
3-D models for representing the scene content. Fig. 5 shows the structure of a model-based codec for the application of video telephony. The use of model-based coding techniques in communication scenarios leads to extremely low 23 bit-rates of only a few kbit/s for the transmission of head-and-shoulder image sequences. This enables video streaming also over low-bandwidth channels for mobile devices like PDAs or smart phones. The rendering complexity is comparable to that of a hybrid video codec and in experiments, frame rates of 30 Hz have been achieved on an iPAQ PDA. On the other hand, the intensive exploitation of a-priori knowledge restricts the applicability to special scenes that can be described by 3-D models available at the decoder. In a video-phone scenario, e.g., other objects like a hand in front of the face simply do not show up unless explicitly modeled in the virtual scene. In order to come up with a codec that is able to encode arbitrary scenes, hybrid coding techniques can be incorporated increasing bit-rate but assuring generality to unknown objects. The model-aided codec is an example of such an approach (Eisert et al., 00) . Modelbased coding techniques, however, offer also additional features besides low bit-rates, enabling many new applications that cannot be achieved with traditional hybrid coding methods. In 
Model-based View Synthesis
In this section, experimental results of a model-based video coding scheme using facial expression analysis are presented. Fig. 6 by means of a wireframe. The bit-rate needed to encode these parameters is below 1 kbit/s at a quality of 34.6 dB PSNR. The PSNR between synthesized and original frames is here measured only in the facial area to exclude effects from the background that is not explicitly modeled. The trade-off between bit-rate, which can be controlled by changing the quantizer values for the FAPs, and reconstruction quality is shown in Fig. 7 . 
Facial Animation
The use of different head models for analysis and synthesis of head-and-shoulder sequences is also interesting in the field of character animation in film productions or web applications. The facial play of an actor sitting in front of a camera is analyzed and the resulting FAPs are used to control arbitrary 3-D models. This way, different people, animals, or fictitious creatures can be animated realistically. The exchange of the head model to animate other people is exemplarily shown in Fig. 8 . The upper row depicts some frames of the original sequence used for facial expression analysis. Instead of rendering the sequence with the same 3-D head model used for 26 the FAP estimation and thus reconstructing the original sequence, the head model is exchanged for image synthesis leading to new sequences with different people that move according to the original sequence. Examples of this character animation are shown in the lower two rows of Fig.   8 . In these experiments, the 3-D head models for Akiyo and Bush are derived from a single image. A generic head model whose shape is controlled by a set of parameters is roughly adjusted to the outline of the face and the position of eyes and mouth. Then, the image is projected onto the 3-D model and used as a texture map. Since the topology of the mesh is identical for all models, the surface deformation description need not be changed and facial expressions can easily be applied to different people. Since the same generic model is used for all people, point correspondences between surface points and texture coordinates are inherently established. This enables the morphing between different characters by linearly blending between the texture map and the position of the vertices. In contrast to 2-D approaches (Liu et al., 01) , this might be done during a video sequence due to use of a 3-D model. Local deformations caused by facial expressions are not affected by this morphing. Fig. 9 shows an example of a view morphing process between two different people. 
CONCLUSIONS
Methods for facial expression analysis and synthesis have received increasing interest in recent years. The computational power of current computers and handheld devices like PDAs already allow a real-time rendering of 3-D facial models which is the basis for many new applications in the near future. Especially for handheld devices which are connected to the Internet via a wireless channel, bit-rates for streaming video is limited. Transmitting only facial expression parameters reduces the bandwidth requirements drastically to a few kbit/s. In the same way, face animations or new human-computer interfaces can be realized with low demands on storage capacities. On the high quality end, film productions may get new impacts for animation and realistic facial expression and motion capture without the use of numerous sensors that interfere with the actor. Last but not least, information about motion and symmetry of facial features can be exploited in medical diagnosis and therapy.
All these applications have in common that accurate information about 3-D motion deformation and facial expressions is required. In this chapter, the state-of-the-art in facial expression analysis and synthesis has been reviewed and a new method for determining FAPs from monocular images sequences has been presented. In a hierarchical framework, the parameters are robustly found using optical flow information together with explicit knowledge about shape and motion constraints of the objects. The robustness can further be increased by incorporating photometric properties in the estimation. For this purpose, a computationally efficient algorithm for the determination of lighting effects was given. Finally, experiments have shown that video transmission of head-and-shoulder scenes can be realized at data rates of a few kbit/s even with today's technologies enabling a wide variety of new applications.
