Abstract: What is the spatiotemporal limit of a macroscopic model that describes the optoelectronic interaction at the interface between different media? This fundamental question has become relevant for time-dependent photoemission from solid surfaces using probes that resolve attosecond electron dynamics on an atomic length scale. We address this fundamental question by investigating how ultrafast electron screening affects the infrared field distribution for a noble metal such as Cu (111) at the solid-vacuum interface. Attosecond photoemission delay measurements performed at different angles of incidence of the light allow us to study the detailed spatiotemporal dependence of the electromagnetic field distribution. Surprisingly, comparison with Monte Carlo semiclassical calculations reveals that the macroscopic Fresnel equations still properly describe the observed phase of the IR field on the Cu(111) surface on an atomic length and an attosecond time scale.
Recent progress in ultrafast measurement techniques has enabled very fundamental studies of charge, energy, and signal transfer with unsurpassed temporal resolution. New insight has been obtained in fundamental light-matter interactions resolving for example attosecond (1 × 10 −18 s) ionization delays in the gas phase [1] [2] [3] . Applying these techniques to solid targets is important for optoelectronics, photovoltaics and catalysis. More specifically, sub-femtosecond electron dynamics in lightmatter interactions underline fundamental processes in electronic screening [4] [5] [6] , collective plasmonic excitations [7, 8] , interfacial charge transfer [9] , and transport [10, 11] .
Due to the limited photon flux of the attosecond sources, so far experiments have been performed combining attosecond radiation with a phase locked femtosecond infrared (IR) pulse. A proper description of the IR field is thus essential for the correct interpretation of the photoemission dynamics studied with attosecond streaking [14, 15] or using the reconstruction of attosecond beating by two-photon transitions (RABBITT [16, 17] ). In gas phase experiments, the extracted photoemission delays can be written as the sum of three main contributions [18] : the phase of the probe and pump pulses, and an atomic delay. The latter is the quantity of physical interest and can be further decomposed in Wigner delay, related to the ionization via absorption of one XUV photon, and an additional delay induced by the coupling to the probing IR field for both, RABBITT [19] and streaking [20] . The absolute phase of the IR field is just an unknown constant and does not carry any sample-specific information. For solid samples, on the other hand, the IR field distribution results from the interaction of the electromagnetic wave with the target, which gives a twodimensional (2D) transient grating that changes with the direction of incidence on the surface (see Fig. 1(a) and Fig. 1(b) ). Thus, in this case the phase of the IR field encoded in an attosecond photoemission experiment can reveal valuable information. This information yields insights into the properties of electron mobility and screening at the interface, such as the electron-scattering rate and memory effects in the optically-induced polarization dynamics. Indeed, even if the laser frequency is sufficiently far from the plasma frequency ( ω p ≃ 8.7 eV for . Dots represent the experimental data while the solid curves are the result of the fitting function f (τ ) used to extract the phases [13] . A clear phase shift can be observed between (e) and (f).
Cu [21] ), these effects become important for pulse durations comparable to the electron relaxation time (τ Cu ≈ 7 fs [22] ) as it is the case for the present work [23] . Under these conditions, transient effects may influence the phase of the reflected field and give a final result that differs from the one predicted by Fresnel. A detailed description of the IR field distribution is therefore not only necessary for a correct interpretation of the photoemission delays, but also essential to access electron transport and screening dynamics, thereby determining where the interaction between photoelectrons and IR field happens.
At this point it is not clear how macroscopic models, such as the Fresnel equations [24] , can be applied in the limit of these length and time scales. Recently photoemission delays in samples with a varying number of Mg ad-layers on a W(110) crystal were investigated [25] with the attosecond streaking technique [15] . Starting from the assumption that the Fresnel equations are not valid in this domain, good agreement with theory was achieved with an electric field exponentially damped at the surface. The efficient electron screening was found to reduce the IR skin depth δ IR to less than 3Å, as opposed to the few-nm skin depth predicted by the Fresnel equations. This screening would make the effect of the electric field inside the solid negligible. By performing attosecond measurements using the RABBITT technique we can show that a description of the vacuum-solid interface in the framework of the Fresnel equations still correctly describes the phase of the reflected IR field for highly reflective metals even on the attosecond time and the atomic length scales probed by the experiment within the experimental error of ≈ 100 as.
As we recently demonstrated in Ref. [13] , RABBITT can also be extended to condensed matter. If compared to streaking, it exhibits several advantages. In particular the required IR intensity is almost a factor 10 lower, thereby reducing the effect of the probe field on the sample and enabling its application even at lower XUV photon energies. Here we investigate the distribution of the IR probe laser field using RABBITT on a Cu(111) surface in a two-target configuration with a gas target reference [13, 26] . The adopted setup is described in detail in Ref. [26] . Few-cycle IR pulses with a time duration of 10 fs and energy of ≈ 300 µJ are generated with a commercial Ti:sapphire laser and additional filament compressor. The pulses are subsequently separated by an 80%/20% beam-splitter. The more intense part is focused into a gas cell filled with Ar, where high-order harmonic generation takes place. The weaker part is steered along a delay line before being recombined with the XUV light. Subsequently, both beams are focused by a toroidal mirror into a first interaction region, where a gas nozzle is placed. An additional toroidal mirror placed after the gas target collects the beams and reimages the first focus into a second interaction region where a surface-science end station, equipped with a hemispherical electron analyzer, is installed [12] . Figure 1 displays a schematic of the sample surface orientation. Both XUV and IR pulses are collinearly propagating and p-polarized with respect to the surface. The angle between the electron analyzer axis and the incident light is fixed to 45
• . The sample is mounted on a 2π goniometer, which allows for accurate control of the orientation. Since the angle between the hemispherical analyzer and the beam path is fixed, changing the angle of inci- dence θ IR implies an equivalent change of the electron detection angle and consequently a different sampling of reciprocal space. As a result band dispersion alone may lead to an angular dependence in the photoemission delays. To minimize band structure effects, we investigated two incidence angles of 15
• and 75
• that allowed for detection of photoelectrons originating from equivalent regions in momentum space with emission angles of 30
• and −30
• along the ΓK direction (see Fig. 1(c) ). We note that a change of the incidence angle rotates the electric field with respect to the crystal orientation. The effect of this on the phase of the matrix elements describing the photoemission process is of the order of few attoseconds and negligible in comparison to the phase shift of the IR field between the two angular settings.
RABBITT traces obtained for the two different incidence angles are presented in Fig. 2 . For each measurement a simultaneous RABBITT in Ne gas (Fig. 2(a) ) is performed. This procedure gives a precise and independent calibration of the pump-probe delay, thus allowing for direct comparison of the results obtained at different incidence angles. Discrete peaks corresponding to direct ionization of the 3d -valence band of Cu by absorption of high-order-harmonic (HH) photons (HH order ranging from 15 to 23) are visible both for θ IR = 75
• (Fig. 2(b) ) and 15
• (Fig. 2(c) ). For small values of the pump-probe delay sideband (SB) peaks appear between two consecutive HHs. This signal originates from the interference of two different ionization pathways leading to the same electron final energy and involving absorption of one HH photon plus emission or absorption of an additional IR photon [16, 17] . Due to interference, the SB signal beats with twice the IR carrier frequency ω IR (e.g. see SB 18 in Figs. 2(d)-(f) ). In the framework of second order perturbation theory, it is possible to show that timing information about the two-color photoionization process is encoded in the phase of the oscillating SB signal [19] . In particular it can be written as:
where 2q indicates the harmonic order. The experimental values of the SB phases are obtained by bandpass filtering the SB signal and fitting with the function f (τ ) = e −(τ −a0)
2 /a1 · a 2 cos (2ω IR (τ − a 0 ) + Φ 2q ) in order to extract Φ 2q as a fitting parameter as described in Ref. [13] (see Figs. 2(e) and 2(f)). For the copper RABBITT trace the phases Φ 2q can be divided into four terms: Φ 2q = ϕ 0 − ∆θ 2q + 2ϕ IR − ∆ϕ Cu 2q . In the case of Ne the term related to the phase of the IR transient grating, 2ϕ IR , disappears and the term related to the photoemission delay, ∆ϕ Cu 2q , is replaced by the atomic delay, ∆ϕ N e 2q . The other two terms account for the arbitrary choice of the zero in the delay axis, ϕ 0 , and the spectral phase of the XUV radiation, ∆θ 2q . These terms are identical in both the Ne and Cu measurements and therefore cancel when evaluating the phase difference between the two simultaneous RABBITT traces ∆Φ 2q = ∆ϕ , is known from theory [31] and can be removed from the experimental data. This allows to extract the two-color surface-specific ionization phaseφ 2q = ∆ϕ Cu 2q − 2ϕ IR on which we will focus hereafter. According to the experi-mental geometry discussed before, ∆ϕ Cu 2q does not change significantly with the angle of incidence. Therefore any change inφ 2q with the IR incidence angle must come from a change in the phase of the IR transient grating ϕ IR . So the effect of local field distribution is revealed by directly comparing the extracted phasesφ 2q or, equivalently, the delaysτ 2q =φ 2q /2ω IR .
In order to understand the experimental results and validate our description of the IR field distribution on an attosecond time scale, we performed Monte Carlo (MC) semi-classical calculations using the approach reported in Ref. [32] and including generation of electrons inside the Cu crystal. Assuming single-photon ionization by the XUV as the exciting mechanism, we define the initial time and spectral distribution of the electrons to be replicas of the XUV generating pulses. The probability to detect an unscattered electron excited at the depth z 0 inside the solid is given by the exponential term P (z 0 , E kin , θ in ) = exp {z 0 / (λ(E kin ) · sin(θ in ))}, where λ(E kin ) is the energy-dependent inelastic mean free path (IMFP) (Fig. 3(d) ), θ in is the angle between the surface normal and the initial direction of the electron, and E kin is the electron kinetic energy in the solid. The potential inside the solid (Fig. 3(c) ) is described with the effective single-active electron potential proposed by Chulkov and coworkers [27] for the valence band of Cu(111). In such a potential we locate the image-plane at z im = 1.12Å from the center of the top atomic layer [33] . The final energy of the electrons reaching the detector is calculated using the classical equations of motion for a charged particle in an electric field. Since no narrow-band resonances which could render the simple group delay picture meaningless [34] are involved in the photoionization process, ballistic transport is expected to correctly describe the observed relative attosecond photoemission delays [33] . The total IR electric field E IR (x, z, t) is obtained using the Fresnel equations [35] in the slowly-varying envelope approximation [32] (see Figs. 3(a)-(b) for the case of θ IR = 75
• ). For z < 0 the amplitude of the evanescent wave decays exponentially with a skin depth δ IR ≈ 25 nm after an initial sharp drop at the surface directly following from the conservation of the z component of the displacement vector (Fig. 3(b) ). Inside the Cu crystal the free-electron approximation is justified by the parabolic dispersion of the Cu band structure [30] (Fig. 3(e) ) probed in the experiment. The quantum phase acquired by the electrons during their motion is then estimated with the Volkov phase. Finally, RABBITT traces are calculated performing a coherent sum over the electrons that reach the detector after the interaction with the 2D-IR grating [32] . The theoretical phasesφ 2q can then be extracted from the calculated spectrograms following the same procedure applied to the experimental data.
Since the Fresnel equations are based on the macroscopic response of the material they are in general not expected to hold when microscopic properties of the metalvacuum interface are probed on the attosecond time scale. In particular they predict a discontinuous normal component of the electric field (red curve in 3(b)), associated with an unrealistic electron density profile at the interface [24] . In the case of copper, however, the real part of the index of refraction is < 1 within the spectral range covered by the IR pulse [36] . Thus, following the Fresnel laws, total reflection and a strongly damped evanescent wave inside the crystal are expected. For this reason, even if they predict a longer skin depth (δ IR ≈ 25 nm) than the one suggested by the model presented in Ref. [25] , the Fresnel equations finally lead to the same result: the sudden drop of field strength at the interface makes the IR wave in the solid too weak to have an influence on the photoemission process. • (red open circles) and the results of semi-classical Monte Carlo calculationsτMC (black solid symbols). The sum of the error bars representing the confidence interval associated to the fitting procedure applied to extractτMC and the uncertainty in the gas phase reference measurement used for time delay calibration, is plotted as a shaded area around the theoretical predictions. (b), (c), Amplitude and phase of the reflection (rp in blue) and transmission (tp in green) coefficients calculated using Fresnel equations. Figure 4 shows the experimental and simulated delays τ 2q for the two sample orientations. The error bars indicate the statistical standard deviation calculated over an ensemble of 13 measurements for both orientations. As one can see a clear effect of the sample orientation is detected. Indeed, photoemission at θ in = 15
• is delayed on average by τ
= 332 ± 96 as with respect to θ in = 75
• . This difference is well reproduced by the results of our MC calculations, obtained launching 10 6 electrons for every pump-probe delay step. The agreement between experiment (red-solid curve) and Fresnelbased theory (black-dotted curve) in Fig. 4(a) indicates the validity of the Fresnel picture on the microscopic and attosecond spatio-temporal scales. A closer look at the angular dependence of the reflection coefficient r p calculated with the Fresnel equations for p-polarized light reveals the physical origin of the observed relative delay. While the amplitude of r p (blue curve in Fig. 4(b) ) does not vary substantially with the incidence angle θ IR , the phase of r p (Fig. 4(c) ) changes by 54
• which corresponds to a delay of ≈ 392 as at the IR angular frequency, in good agreement with the measured shift τ
. Note that an increasing IR phase corresponds to a more delayed IR pulse, which results in the SB oscillation to be advanced in delay and therefore a decreasingτ 2q . This fact explains the change of sign between the experimental observations and the phase of the reflection coefficient r p . We observe a constant offset of about 50 as between calculation and experiment. This offset could be addressed by a more detailed description of the absolute photoemission delays, which is beyond the scope of the present work and will require better accuracy in future measurements.
In conclusion, we used RABBITT traces with a common Ne reference to investigate the angular dependence of the measured photoelectrons phase on the 2D transient grating created upon reflection of the IR probe field at the surface of a Cu(111) crystal. Experimental data acquired close to normal or grazing incidence show a clear shift of the two-color photoemission delay, which is directly related to the different phases of the IR transient grating. Semiclassical calculations based on ballistic transport of the electrons and Fresnel equations reproduce the experimental data within the measurement error of around 100 as and fully explain the origin of the observed angledependent difference in photoemission delay. We conclude that: (i) despite being derived from macroscopic considerations, the Fresnel equations correctly describe the phase of the IR field field at the surface also on microscopic and attosecond scales; (ii) since the phases of the reflected and evanescent wave change differently with the incidence angle (see Fig. 4(c) ), efficient and fast electron screening has to occur at the interface in order to render the influence of the evanescent wave negligible. We expect that for a target with lower reflection coefficient, the experiment is more sensitive to the phase of the transmitted field. This would let us investigate the validity of the Fresnel equations inside the solid and study the change in the normal component of the electric field across a finite vacuum-solid interface on microscopic length scales.
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