A new likelihood approach is proposed for the problem of semiparametric estimation of a conditional distribution or density under censoring. Consistency and asymptotic normality for two versions of the maximum likelihood estimator of the parameter vector in the single index model are proved. The single-index model considered can be seen as a useful tool for credit scoring and estimation of the default probability in credit risk. A data-driven bandwidth selection procedure is proposed. It allows to choose the smoothing parameter involved in our approach. The finite sample performance of the estimators has been studied by simulations, where the new method has been compared with the method by Bouaziz and Lopez (2010) [1] . To the best of our knowledge this is the only existing competitor in this context. The simulation study shows the good behaviour of the proposed method.
Motivation and background
The single-index model (SIM) is a flexible tool to incorporate the effect of a vector of covariates in a regression problem. By focusing on an index, the so-called "curse of dimensionality" is no longer a problem in the SIM, since multivariate nonparametric regression estimation is avoided. In other words, the SIM is as a reasonable compromise between a fully parametric and a fully nonparametric model. Plenty of papers have dealt with the issue of estimating the parameter vector and the link function in SIM (see [6] , [9] , [12] , [14] , [15] and [23] , among many other). Different methods are available for fitting the SIM: for instance, kernel smoothing, least-squares, average derivative estimation and sliced inverse regression. Parametric tests (see, for instance, [30] ) and goodness-of-fit tests (see [8] , [13] , [27] and [32] , among other) have been proposed for SIM. Generalizations of SIM has been also considered over the past few years. For instance [3] , [28] and [29] studied estimation methods in partial linear single-index models. Empirical likelihood methods have been also applied for SIM (see, e.g., [33] ). Finally SIM have been extended to survival analysis (as in [18] ), including censored data (see [17] , [19] and [20] ). In the contexts of conditional distribution function and conditional density the use of SIM has been much more limited. However, this is an important setting in applications to credit risk, where SIM's can be used to jointly estimate the scoring and the probability of default of credits, since this probability can be expressed in terms of a conditional distribution function (see [2] for details). SIM's have been also used for other purposes in credit risk (see, for instance, [21] ). To fix our notation, let the lifetime, Z, be a nonnegative random variable dependent on a vector of covariates X = (X 1 , ..., X d ) ′ and f (z|x) the density function of Z given X = x. Moreover, let 
Moreover, the random variable Z may be censored from the right by C ∼ G. Hence, we observe Y = min(Z, C) ∼ H together with δ = 1 {Z≤C} .
For example, in credit risk applications (as in Cao, Vilar-Fernández and Devia [2] ) the lifetime, Z, could be the time to default of a credit and the vector X = (X 1 , ..., X d ) ′ would include the client covariates that are relevant for estimating the probability of default. The linear combination θ ′ 0 x is an index of the propensity to default of a credit with covariate vector x. So, the interest is to estimate the parameter θ 0 , the conditional density, f θ0 , and the distribution function, F θ0 . In this context, Bouaziz and Lopez [1] have recently proposed a semiparametric procedure to estimate the conditional density, deriving consistency and asymptotic normality of some estimator of the index parameter in (1). This estimator is based on maximizing a regression-like analogue of the (uncomputable) theoretical likelihood. In this paper a new maximum likelihood estimator is proposed. The idea is to compute some alternative observable version of the likelihood that takes into account explicitly the censoring mechanism. The rest of the paper is organized as follows. Section 2 presents the theoretical likelihood in this conditional context under censoring and some result that characterizes the true index vector as the maximizer of the expected value of this theoretical likelihood. The new likelihood version to be used in practice is presented in Section 3, where the maximum likelihood estimator is defined. Section 4 includes the main results for the maximum likelihood estimator for the index vector, namely its consistency and asymptotic normality. Section 5 is devoted to a simulation study that exhibits the good behaviour of the proposed approach, while Section 6 shows a real data example. Finally, Section 7 presents some conclusions and the proofs of the main results are collected in Appendix A.
Theoretical likelihood function
Suppose for a while that F θ is known except for the value of the index vector θ. We define the theoretical likelihood function as follows:L
Setθ n = arg max θl n (θ)
and define the score function as the expected likelihood:
Some assumptions are needed for the following result:
: Z is independent of C A2: Z is conditionally independent of C given X A3: P(Z ≤ C|X, Z) = P(Z ≤ C|Z)
Observe that assumption A3 allows some dependence between C and X. Moreover, under (1) and A2, we have that Z is conditionally independent of C given θ ′ 0 X.
The following result characterizes θ 0 as the maximizer of the score function.
Theorem 1. Under A1-A3 we have
Proof:
We will show that for every θ we have E(l n (θ 0 )) ≥ E(l n (θ)).
According to (2) and since the data are i.i.d., we have
Moreover, using Jensen inequality E(l n (θ 0 )) − E(l n (θ)) ≥ − log(A) − log(B),
where
and
Let f 3 (x, c, z), f 2 (c, z|x) and g(c|x) be the densities of (X, C, Z), (C, Z) given X and of C given X, respectively . According to A2, we have that
Hence, by definition of θ 0 , we obtain
where, a, b ∈ [0, 1]. Finally, since the function x(2 − x) has a global maximum at x = 1, we have that
This completes the proof.
Maximum likelihood estimation
Since, in practice, neither f θ nor F θ are known, they need to be estimated. Let K be a nonnegative kernel and h 1 , h 2 two positive bandwidths. Set
together with τ H = inf{y : H(y) = 1}.
Furthermore, setf
and a n is a positive sequence, used to avoid problems with the right tail of the lifetime distribution, such that a n → τ H when n → ∞. Moreover, F θ n (u, v) is the Kaplan-Meier estimator of (θ ′ X, Z) defined as
and F n (t) is Kaplan-Meier estimator of F (t) = P(Z ≤ t). See, [16] , [25] and [26] for details.
Moreover, it can be shown that
,
See, e.g., [1] for details.
be the estimators defined in (6) and (7), where the sums in definition of
where A cn is a set with the property P(X i ∈ A cn ) → 1 for every i = 1, ..., n when n → ∞ and c n → 0, and
Finally, setf
Main results
In this section we will study the properties ofθ n . To establish the main results we need to assume some further conditions:
The two bandwidths h 1 , h 2 and the sequence c n should fulfill the following conditions
and c n = 1/log(n), assumption A6 is fulfilled. These are the asymptotically optimal rates for the estimation of the first derivative of the conditional density and for the distribution function estimation, respectively.
Moreover, assume A7: The derivatives
Finally, let l [1] (θ 0 ) = ∇ θ l(θ)| θ=θ0 denote the gradient of l(θ) over θ evaluated in θ 0 . Further, let l [2] (θ) denote the Hessian matrix of l(θ). Now we can state our first result.
Lemma 1. Under A1-A3, A7 and A8 we havê
whereθ * n is betweenθ n and θ 0 .
Proof. Using (5) and (9) we have l [1] (θ 0 ) = 0 andl [1] n (θ n ) = 0. Now a Taylor expansion gives l [1] (θ 0 ) = 0 =l [1] n (θ n ) =l [1] n (θ 0 ) +l [2] n (θ * n )(θ n − θ 0 ), whereθ * n is betweenθ n and θ 0 . This completes the proof.
Then, under A1-A9 and if l [2] (θ * ) is positive definite for θ * belonging to a neighborhood of θ 0 , we have
Theorem 3. Let a n = Y rn:n with r n = n − s n and
, a] and l [2] (θ * ) is positive definite for θ * belonging to a neighborhood of θ 0 , we have
where Σ is defined as in Theorem 2.
Theorem 4. Under A1-A9, with a n = τ H , we havê θ n → θ 0 in probability (8) . See [6] and [17] , for details. In praxis, since J(X i , Y i ) goes to one in probability for every i = 1, ..., n, we may take
Such a choice of trimming function gives good results in the simulation study.
Simulations
Let us consider the model used by Bouaziz and Lopez [1] :
, with probability 0.2 N (0.25, 2), with probability 0.8 is a normal mixture for i = 1, 2, 3, 4 and ε ∼ N (0, |θ
The goal is to estimate θ 0 withθ n = (1,θ n1 ,θ n2 ,θ n3 ) ≡ (1, θ n ) and select the bandwidths h 1 and h 2 . For the latter we consider two possible strategies:
1. Optimizing the likelihood function over two different bandwidths h 1 and h 2 .
Optimizing the likelihood function over h by setting
, whereσ is the estimated standard deviation.
In the following sections we set 1 {Yi≤an,Xi∈A cn } ≡ 1.
Model 1
We consider now the model from Bouaziz and Lopez [1] , where λ is constant (it does not depend on X). Hence C is independent of Z and the assumption A1 is fulfilled. Tables 1-4 show Monte Carlo approximations for the bias, the variance and the mean squared error of the Bouaziz and Lopez (BL) estimator and the new estimator with the two bandwidth choices presented above. These results are for n = 100 and n = 200 together with λ = 0.3 (25% censoring) and λ = 0.85 (40 % censoring). For the new estimator, the results are based on 500 trials. It is important to mention that the proposed estimator is mostly better than the one by Bouaziz and Lopez [1] . Furthermore, the new estimator with bandwidths h 1 = hσ(θ ′ X) and h 2 = hσ(Y ) gives always the smallest MSE. The different performance between the BL estimator and the one proposed in here comes from the bias. It is worth mentioning that this difference increases when the sample size decreases.
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Model 2
In this section we consider the same model as before, but with λ = λ(X). Hence C depends on Z and assumption A1 is violated. More precisely, we take λ(X) = λ 1 |θ ′ 0 X|, with λ 1 = 0.15 and λ 1 = 0.65, which gives, as above, 25% and 40% of censoring. Tables 5-8 collect the results for the Monte Carlo approximations for the bias, the variance and the mean squared error of the new estimator. The sample size was set to n = 100 and n = 200, with 500 trials. (Tables 5-6 ) the estimator is still behaving well, even if the assumption A1 is not fulfilled. A censoring of 40% causes a significant increase in MSE. Nevertheless, the estimator with h 1 = hσ(θ ′ X) and h 2 = hσ(Y ) still presents a reasonable behavior. It is worth mentioning that, although the estimator with a single smoothing parameter has a smaller variance, its bias tends to be larger.
Model 3
In this section we consider again model (15) 
This time, given X, C and Z are generated from the Gaussian copula with parameter 0.5. Hence C depends on Z and neither assumption A1 nor A2 is fulfilled. We take λ 1 = 0.15 and λ 1 = 0.65, which gives, as before, 25% and 40% of censoring. Tables 9-12 collect the results for the Monte Carlo approximations for the bias, the variance and the mean squared error of the new estimator. The sample size was set to n = 100 and n = 200, with 500 trials. The results in Tables 9-12 shows that if, additionally to A1, the assumption A2 is not fulfilled the MSE stays similar to MSE in Model 2. Similarly as in Model 2, the results are worse than in Model 1 especially when censoring is heavy. Consequently, the assumption A1 seems to be crucial for our model.
Asymptotic variance
In this section we compare the asymptotic variance of √ n(θ n − θ 0 ) for the estimator presented in this paper with that given in [1] . Using Theorem 2, it can be shown that the asymptotic covariance matrix, Σ, of √ n(θ n − θ 0 ) can be written as
The asymptotic covariance matrix of the estimator proposed by Bouaziz and Lopez [1] is given by
τ , where, using the notation of the present paper,
Moreover, using Lemma 4, we have
Hence
where the last equation is a consequence of Lemma 4 and assumption A3 (Assumption 5 in [1] ).
Note that if there is no censoring, C = ∞, both asymptotic covariance matrices, Σ in (16) and Σ τ from [1] with τ = ∞ and c = 0, reduce to the asymptotic covariance matrix in the complete data case
See Theorem 2 in [5] , for details.
Because of the complicated structure of the asymptotic covariance matrices, they cannot be compared in general. Nevertheless, we present a comparison based on Model (15) . Tables 13-14 show the asymptotic variances diag(Σ) and
and different values of τ . More precisely, we choose the τ = τ * (which differs depending on censoring) that gives the best results, as well as τ = F −1 (0.9) (which coincides with Table 5 in [1] ) and τ = ∞ (no trimming). Since there are no explicit expressions for the expectations, we approximate them via Monte Carlo based on 30000 trials. Consequently, the asymptotic variance for the present estimator is always better than that of [1] for Model 1. Moreover, the variance in [1] is strongly dependent on the choice of τ , specially when censoring is heavy. Hence, in this particular example, the estimator prsented in this paper is more efficient.
German Credit Data
In this section we apply our model to the German Credit data set which is publicly available on the internet page http://archive.ics.uci.edu/ml/datasets/Statlog+(German+Credit+Data). This data set includes information about 1000 credits from which 300 where classified as bad credits and 700 as good credits. In our model we use four covariates such as credit amount, checking account, time of employment and savings account. Let us denote with X = (X 1 , X 2 , X 3 , X 4 ) ′ the vector with the above mentioned covariates and with θ 0 = (1, θ 2 , θ 3 , θ 4 ) ′ the index to be estimated.
Since some of the X i 's are ordinal (interval) variables, in order to use our approach, we change them into numerical variables. To be more specific, X 1 is already a continuous variable denoting amount of credit in DM, X 2 ∈ {−0.05, 0.01, 0.25, 0} denotes the checking account in thousands of DM, X 3 ∈ {0, 0.5, 2.5, 5.5, 8.5} denotes the years of employment and X 4 ∈ {0, 0.05, 0.25, 0.75, 1.25} denotes the savings account in thousands of DM.
Additionally, to the explanatory variable X, we set Z, as the time to default and denote with δ = 1 the bad/defaulted credits and with δ = 0 the good credits. The results are presented in Table 15 
Conclusions
In this paper we have introduced an estimator of the parameter vector in a single-index model under censoring and proved its asymptotic properties. We compared our method with that presented by Bouaziz and Lopez [1] . The simulation study has shown that our estimator gives mostly better results and is more efficient than that presented in [1] . The main difference between the two approaches comes from the definition of the likelihood function. The theoretical likelihood in our approach, defined in (2) , is commonly applied in the censored data setup. Bouaziz and Lopez [1] , on the other hand, estimated the quantity
Z∈Aτ is a trimming function. This kind of likelihood, with A τ = R, is generally used in the complete data setup (see, e.g., [5] ). The trimming function in the estimated likelihood is also present in our model. Nevertheless, it goes to 1 and hence vanishes when the sample size increases. The next crucial difference between our method and that presented in [1] has to do with bandwidth selection. In order to estimate the conditional density, Bouaziz and Lopez [1] used one smoothing parameter h for both Z and θ ′ X. Consequently they needed fourth order kernels in order to prove the asymptotic normality. On the contrary, our approach uses two different bandwidths, h 1 and h 2 , which allows us to use positive second order kernels. The only drawback of our method is the need of Assumption A2, which requires the independence between Z and C given the explanatory variable X. Nevertheless, both methods require Assumption A1, the unconditional independence between Z and C. Note that in many practical examples the censoring variable C is independent of X. In such a case Assumption A2 is a consequence of A1.
Proof of Theorem 2.
According to Lemma 1, we need to study the quantity:
For β n (θ 0 ), according to Lemma 2, we have
and β n (θ 0 ) → 0 in probability.
Hence, by (2), (8), (10) and (11), we havê
First note, that a n and c n are deterministic sequences such that a n → τ H and c n → 0. Then, using Lemma 4, the derivative with respect to θ of the last term is of order o
Furthermore, by repeated use of
and similar expansions forŝ andd, we obtain
Now we need to consider each of this terms separately.
To deal with A in for i = 1, ..., 6, let us define the following functions:
Moreover let
Similarly A in = B in + C in for i = 3, 4, 5, 6. Set
Now using Lemma 5,
Moreover, Lemma 13 leads to
Finally, Lemma 14 implies that √ n ∑ 12 k=7 A kn = o P (1), while Lemma 15 shows thatl [2] n (θ) → l [2] (θ). This completes the proof.
Lemma 2. Under the conditions in Theorem 2 we havẽ
Proof. According to (2) and since l [1] (θ 0 ) = E(l [1] n (θ 0 )) = 0, we have
Then,l [1] n (θ) − l [1] (θ) is a sum of i.i.d. random vectors and the Law of Large Numbers gives the convergence to zero in probability. Moreover, by the Central Limit Theorem we have
To compute Σ 1 , let f 3 (x, z, c) be the density of (X, Z, C), while f (x, z) and g(x, z) are the densities of (X, Z) and (X, C). Recall that Y = min(Z, C) while δ = 1 {Z≤C} . Hence, using A1, A2 and A3, since δ(1 − δ) = 0, we obtain
Observe that the last equation is a consequence of Lemma 4.
Next we consider the gradients of f θ . We have following results:
Proof. Let 
.
As to C, using a Taylor expansion in θ * , we obtain
Further, it is easy to prove that
Finally, we have 
Finally,
and the proof is finished.
Lemma 4. Under A4, we have a)
Proof. Using A4, part a) is an immediate consequence of Lemma 3. As to b), by A4, we have
Lemma 5. Under A2, A4, A6 and A7, we have following results:
First, using a change of variable, we havẽ
Moreover, using A7, the function f θ (u, v)1 {v≤an} 1 {Yi≤an} is three times differentiable on [v,
Hence, using a Taylor expansion, we havẽ
Similarly, Lemma 3 additionally implies that
Finally, repeating the same steps fors(θ
) where
First we deal withc 1n . Lemma 2.3 in [24] leads to
As to c 1n and c 2n , we will show that E(c kn ) = 0, V ar(c kn ) = o(n −1 ) for k = 1, 2. For this set f 3 (x, z, c) the density of (X, Z, C) and g(c|x) the conditional density of C given X. By A2 we have
where the last equation is consequence of change v to z in last coefficient and the fact that ∫ g(c|x)dc = 1. Moreover c 1i are i.i.d. and, since h
)>cn} and is measurable with respect to θ
where the last equation is a consequence of Lemma 4. Finally, √ nc 2n → 0 in probability, which completes the proof.
Now we need some properties of the Kaplan-Meier estimator.
Lemma 6. Under A9 we have
and for r n /n ↑, (n − r n )/log(n) → ∞ and each ε > 0 sup t≤Yr n:n
) with probability 1.
Additionally,
) with probability 1
Proof.
The proof of (A.1) can be found, e.g., in Zhou [31] . Equation (A.2) is a consequence of Theorems 1.1 and 1.4 from Stute [24] , while (A.3) follows from Theorem 2 Csörgő [4] . Both rewritten for case where C ∼ G is a variable of interest observed if 1 − δ = 1.
Lemma 7. Under the conditions in Theorem 2 we have
Proof.
Let H 1 (x, y) = P(X ≤ x, Y ≤ y, δ = 1) and note that, under A1 and A3, we have
where K ′ (t) denotes the derivatives of K with respect to t. Finally, using
we obtain the following decomposition
Using (A.1) and (A.3) it is easy to prove that, choosing r n = n − s n and s n = cn 2/3 (log(n)) 2+ε1 , we obtain √ nb 3n = o P (1). Moreover, we have
As to b 22n , according to Csörgő [4] , for n large enough and with high probability
where r n = n − [s n /5] + 1 and s n ≈ n 2/3 (log(n)) 2+ε1 . Hence, using Lemma 6 with ε < ε 1 , we obtain
For the first term, observe that
Since the goal is to show that the vector √ nb 11n ∈ R d goes to zero in probability, it is enough to prove that component-
Let consider first E(H
and, since Z i ≥ 0, we have componentwise
Moreover, since
, the first term of a Taylor expansion is just
Hence, using A5, we obtain
where C is a constant. Moreover, according to inequality (1) in [22] , we have for p = j/n
Furthermore, according to the inequality in Proposition 1 in [10] ,
and , using A6, we obtain
For √ nb 12n , using A2, we havē
Finally, using a change of variable and a Taylor expansion, we obtain:
) and h 1j = o P (1).
Moreover, h 1j =H j −H 1j . Hence h 1j are i.i.d. with expectation 0. Hence
Furthermore, we can show that
Finally, for every m = 1, ..., d, we obtain
Hence, as before, the first term goes to zero in probability. As to the second, set
Using Taylor expansions we can show thatN k =N 1k + n 1k , wherē
and n 1k = o P (1). Finally, n 1k are i.i.d. random variables with expectation 0. Hence
∑ n k=1 n 1k → 0 in probability. This completes the proof. Now we state some similar lemmas.
Lemma 8. Under the conditions in Theorem 2 we have
B 3n = 1 n n ∑ j=1H 3j + 1 n n ∑ k=1N 3k + o P (n −1/2 ). whereH 3j = δ j 1 {Yj ≤an} 1 − G(Y j −) d dt ((E(X|θ ′ 0 X = t) − X j )1 {f θ ′ 0 X (t)>cn} ) t=θ ′ 0 Xj −E ( δ j 1 {Yj ≤an} 1 − G(Y j −) d dt ((E(X|θ ′ 0 X = t) − X j )1 {f θ ′ 0 X (t)>cn} ) t=θ ′ 0 Xj ) , andN 3k = ∫ d dt ([E(X|θ ′ 0 X = t) − u)]1 {f θ ′ 0 X (t)>cn} ) t=θ ′ 0 u ψ(Y k , δ k , v−)f (u, v)1 {v≤an} dudv.
Lemma 9. Under the conditions in Theorem 2 we have
B 5n = 1 n n ∑ j=1H 5j + 1 n n ∑ k=1N 5k + o P (n −1/2 ). whereH 5j = − δ j 1 {Yj ≤an} 1 − G(Y j −) d dt [(E(X i |θ 0 X i = t) − X j )G θ0 (Y j − |t)1 {f θ ′ 0 X (t)>cn} ] t=θ ′ 0 Xj +E ( δ j 1 {Yj ≤an} 1 − G(Y j −) d dt [(E(X i |θ 0 X i = t) − X j )G θ0 (Y j − |t)1 {f θ ′ 0 X (t)>cn} ] t=θ ′ 0 Xj ) , andN 5k = − ∫ d dt (E(X|θ ′ 0 X = t) − u)G θ0 (v − |t)1 {f θ ′ 0 X (t)>cn} ) t=θ ′ 0 u ψ(Y k , δ k , v−)1 {v≤an} f (u, v)dudv.
Lemma 10. Under the conditions in Theorem 2 we have
wherē
The proof is similar to the proof of Lemma 7. Observe only, that using Lemma 4, we have 
Lemma 11. Under the conditions in Theorem 2 we have
B 4n = 1 n n ∑ j=1H 4j + 1 n n ∑ k=1N 4k + o P (n −1/2 ). whereH 4j = δ j 1 {Yj ≤an} 1 − G(Y j −) E(∇ θ log f θ ′ X (θ ′ X i ) θ=θ0 |θ ′ 0 X i = θ ′ 0 X j )1 {f θ ′ 0 X (θ ′ 0 Xj )>cn} −E ( δ j 1 {Yj ≤an} 1 − G(Y j −) E(∇ θ logf θ ′ X (θ ′ X i ) θ=θ0 |θ ′ 0 X i = θ ′ 0 X j )1 {f θ ′ 0 X (θ ′ 0 Xj )>cn} ) , andN 4k = ∫ E(∇ θ logf θ ′ X (θ ′ X i ) θ=θ0 |θ ′ 0 X i = u)ψ(Y k , δ k , v−)1 {v≤an} f θ0 (u, v)1 {f θ ′ 0 X (u)>cn} dudv.B 6n = 1 n n ∑ j=1H 6j + 1 n n ∑ k=1N 6k + o P (n −1/2 ). whereH 6j = −G θ0 (Y j − |θ ′ 0 X j ) δ j 1 {Yj ≤an} 1 − G(Y j −) E(∇ θ logf θ ′ X (θ ′ X i ) θ=θ0 |θ ′ 0 X i = θ ′ 0 X j )1 {f θ ′ 0 X (θ ′ 0 Xj )>cn} +E ( G θ0 (Y j − |θ ′ 0 X j ) δ j 1 {Yj ≤an} 1 − G(Y j −) E(∇ θ logf θ ′ X (θ ′ X i ) θ=θ0 |θ ′ 0 X i = θ ′ 0 X j )1 {f θ ′ 0 X (θ ′ 0 Xj )>cn} ) , andN 6k = − ∫ E(∇ θ log f θ ′ X (θ ′ X i ) θ=θ0 |θ ′ 0 X i = u)G θ0 (v − |u)ψ(Y k , δ k , v−)G θ0 (v − |u) f θ0 (u, v)1 {f θ ′ 0 X (u)>cn,v≤an} dxdudv.
Lemma 13. Under the conditions in Theorem 2 we have
Proof. Using Lemmas 7-12, we can show thatH
Lemma 14. Under the conditions in Theorem 2 we have
Proof. See Appendix Appendix B.
Lemma 15. Under the conditions in Theorem 2 we havê
Since a n → τ H and c n → 0, it is easy to show, that
in probability.
Moreover, using Lemma 3, it can be proved that
Similarly, it can be shown thatŝ [2] (θ
θ (θ ′ x, y). This completes the proof.
Proof of Theorem 4.
In view of Lemma 2, It remains to show that
For this, note that for every ε > 0 there exist a small c and a sequence b n → τ H so that
Additionally, observe that the remainder R n (Y j ) in Lemma 6 can be written as
The proof goes similarly to proofs of Lemmas 7-13 with a n replaced by b n and using (A.5) when necessary.
Proof of Theorem 3.
According to Proposition A.9 from [17] we may replace
The rest of the proof is similar to the proof of Theorem 2 but it is much longer. Since the proof is similar to the proof of Theorem 2 but it is much longer, we will present only parts of it in Appendix C.
Appendix B. Proof of Lemma 14.
Let first consider the terms in A 7n and A 8n . Recall
Moreover, note that, by (A.3),
Hence, by choosing r n = n − [s n /5] + 1 and since a n ≤ Y rn:n with high probability, we have
and using Proposition 6 in [1] ,
For N n , we have
Moreover, using Proposition 6 in [1] ,
and, by (A.3),
Finally, it can be shown that
For √ nA 7n we need to show that
As to (B.1) and (B.2), we choose b n = H −1 (1 −s n n ) withs n ≈ n 5/6 (log(n)) 2+ε1 and write 1 {Yj ≤an} = 1 {Yj ≤bn} + 1 {bn<Yj ≤an} . The proof follows from (A.3) and uniform bounds for M 11n and N 11n .
For (B.3), set
Then the term (B.3) is equal to
Moreover, for m = 1, 2
Hence (B.3) is fulfilled. For (B.4) and (B.5), observe that
Hence, it remains to prove that
and, using Lemma 6, that
The proof is similar to that of Lemma 10, with the difference that we have and additional term which goes to zero when n → ∞.
The remaining terms A kn , for k = 9, ..., 12, can be handled similarly.
Proof.
As before
We have
Additionally, we define
As first we show that
The term in (C.3) can be handled in the following way 
