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Geometric entanglement (GE), as a measure of multipartite entanglement, has been investigated as a universal
tool to detect phase transitions in quantummany-body latticemodels. In this paper we outline a systematicmethod
to compute GE for two-dimensional (2D) quantum many-body lattice models based on the translational invariant
structure of inﬁnite projected entangled pair state (iPEPS) representations. By employing this method, the q-state
quantum Potts model on the square lattice with q ∈ {2,3,4,5} is investigated as a prototypical example. Further,
we have explored three 2D Heisenberg models: the antiferromagnetic spin-1/2 XXX and anisotropic XYX
models in an external magnetic ﬁeld, and the antiferromagnetic spin-1 XXZ model. We ﬁnd that continuous GE
does not guarantee a continuous phase transition across a phase transition point. We observe and thus classify
three different types of continuous GE across a phase transition point: (i) GE is continuous with maximum value
at the transition point and the phase transition is continuous, (ii) GE is continuous with maximum value at the
transition point but the phase transition is discontinuous, and (iii) GE is continuous with nonmaximum value at
the transition point and the phase transition is continuous. For the models under consideration, we ﬁnd that the
second and the third types are related to a point of dual symmetry and a fully polarized phase, respectively.
DOI: 10.1103/PhysRevA.93.062341
I. INTRODUCTION
Of the various measures of entanglement in quantum
many-body systems [1], geometric entanglement is a measure
of themultipartite entanglement contained in a pure state.More
precisely stated, the geometric entanglement (GE) quantiﬁes
the distance between a given quantum state wave function and
the closest separable (unentangled) state [1–3]. GE has been
shown to serve as an alternative marker to locate critical points
for quantum many-body lattice systems undergoing quantum
phase transitions. This was demonstrated explicitly for a
number of one-dimensional (1D) quantum systems [4,5] for
which the GE diverges near the critical point with an amplitude
proportional to the central charge of the underlying conformal
ﬁeld theory at criticality [6,7]. Moreover, for 1D quantum
systems at criticality, the leading ﬁnite-size correction to
the GE per lattice site is universal [8–10] and related to
the Afﬂeck-Ludwig boundary entropy [11]. For the Lipkin-
Meshkov-Glick model, a system of mutually interacting spins
embedded in a magnetic ﬁeld for which analytic results can be
derived, the global GE of the ground state and the single-copy
entanglement behave as the entanglement entropy close to and
at criticality [12].
GE thus serves as a useful tool to investigate quantum
criticality in quantum many-body lattice systems. Apart from
some exceptions [13–17], almost all work to date exploiting
GE to study phase transitions has been restricted to quantum
systems in 1D. This is mainly due to the difﬁculty to
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compute GE because it involves a formidable optimization
over all possible separable states. Indeed, the calculation of
various entanglement measures has been shown recently to
be NP -complete [18,19]. This is further compounded by the
inherent computational difﬁculties posed by two-dimensional
(2D) quantum systems. Nevertheless, signiﬁcant progress
has been made to develop efﬁcient numerical algorithms to
simulate 2D quantummany-body lattice systems in the context
of tensor network representations [20–31]. The algorithms
have been successfully exploited to compute, for example,
the ground-state ﬁdelity per lattice site [32–36], which has
been established as a universal marker to detect quantum
phase transitions in many-body lattice systems. Indeed, the
ground-state ﬁdelity per lattice site is closely related to the
GE. Therefore, it is natural to expect that there should be
an efﬁcient way to compute the GE in the context of tensor
network algorithms. This has been achieved for quantum
many-body lattice systems with periodic boundary conditions
in one spatial dimension in the context of the matrix product
state representation [10].
Quantum phase transitions in 2D quantum lattice models
can be investigated using a number of different physical
quantities, including local order parameters, ﬁdelity per lattice
site, single-copy entropy and multipartite entropy measure-
ment, and GE per lattice site. As is well known, local order
parameters are deﬁned relating to the spontaneous symmetry
breaking of some symmetry group,which results in degeneracy
of ground states. Different degenerate ground states can be
distinguished from different values of the local order param-
eters, and continuous and discontinuous phase transitions can
be identiﬁed from the continuous and discontinuous behavior
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of the local order parameters. Although demonstrated to be
capable of detecting phase transitions, it is not entirely clear
if GE can distinguish different degenerate ground states and
identify both continuous and discontinuous quantum phase
transitions.
To address this issue, we improve a systematic method [14]
to efﬁciently compute the GE per lattice site for 2D quantum
many-body lattice systems in the context of tensor network
algorithms based on an inﬁnite projected entangled pair
state (iPEPS) representation. This method is used to evaluate
the GE per lattice site for a number of distinct models
deﬁned on the inﬁnite square lattice. These models are (i)
the quantum Ising model in a transverse ﬁeld, (ii) the q-state
quantum Potts model with q = 3,4, and 5, (iii) the spin- 12
antiferromagnetic XXX model in an external magnetic ﬁeld,
(iv) the spin- 12 antiferromagnetic XYX model in an external
magnetic ﬁeld, and (v) the spin-1 XXZ model. By comparing
the behavior of the local order parameters and the GE per
site for the different models, it is seen that GE can detect
both continuous and discontinuous quantum phase transitions.
However, we observe that the continuity of the GE per site
does not necessarily match with the continuity of local order
parameters.
This paper is arranged as follows. The deﬁnition of GE
is given in Sec. II. Results using the GE per lattice site as a
marker of quantumphase transitions in the various 2Dquantum
models on the inﬁnite square lattice are given in Sec. III using
the procedure outlined in Appendices A and B based on the
iPEPS representation. Discussion of the results and concluding
remarks are given in Sec. IV.
II. THE GEOMETRIC ENTANGLEMENT
PER LATTICE SITE
For a pure quantum state |ψ〉 with N parties, the GE, as
a global measure of the multipartite entanglement, quantiﬁes
the deviation from the closest separable state |φ〉. For a spin
system each party could be a single spin but could also be a
block of contiguous spins. The GE E(|ψ〉) for an N-partite
quantum state |ψ〉 is expressed as [1–3]
E(|ψ〉) = − log2 2max, (1)
where max is the maximum ﬁdelity between |ψ〉 and all
possible separable (unentangled) and normalized states |φ〉,
with
max = max|φ〉 |〈ψ |φ〉|. (2)
The GE per party EN (|ψ〉) is then deﬁned as
EN (|ψ〉) = N−1E(|ψ〉). (3)
It corresponds to the maximum ﬁdelity per party λmaxN , where
λmaxN = N
√
max, (4)
or equivalently,
EN (|ψ〉) = − log2
(
λmaxN
)2
. (5)
The relation (1) is analogous to the relation between the free
energy and the partition function. Note that for unentangled
states the GE is zero.
For our purpose, we shall consider a quantum many-body
system on an inﬁnite-size square lattice, which undergoes a
quantum phase transition at a critical point in the thermody-
namic limit. In this situation, each lattice site constitutes a
party and thus the GE per party is the GE per lattice site,
which is well deﬁned in the thermodynamic limit (N → ∞),
since the contribution to the ﬁdelity from each party (site) is
multiplicative. In the inﬁnite-size limit we thus denote
E = lim
N→∞
EN (6)
as the GE per site.
III. GEOMETRIC ENTANGLEMENT IN INFINITE
SQUARE LATTICE SYSTEMS
In this section we provide an analysis from the perspective
of GE of different 2D quantum spin systems undergoing
different types of quantum phase transitions. The GE per site
has previously been applied to ground states of a number of
1D spin chains [4–10,13] and some 2D models [13–17] across
primarily continuous phase transitions. Our analysis here
extends these previous studies to a wider range of 2D quantum
models and with more exotic situations. Previously, the GE of
ground states for the quantum Ising model in a transverse ﬁeld
and the XYX model on the square lattice have been investi-
gated with Tensor Renormalization Group [13] and iPEPS [14]
approaches, both of which show a continuous behavior in
the GE corresponding to a continuous phase transition. Our
results are based on the application and improvement of an
iPEPS algorithm for the calculation of the GE of 2D quantum
systems [14], as detailed in Appendixes A and B. Preliminary
results along this direction were also reported in Ref. [15]. The
size of the truncation dimension D controls the underlying
accuracy of the iPEPS algorithm. For the purposes of this study,
which focuses on the general behavior of the GE in the vicinity
of quantum critical points, we consider sufﬁciently large
values ofD, compared to Refs. [14] and [15], to be conﬁdent of
the observed behavior. Reﬁnements in the implementation of
the basic iPEPS algorithm have been discussed recently [31].
A. 2D quantum Ising model in a transverse ﬁeld
We consider the Hamiltonian
H = −
∑
(r,r ′)
S[r]x S
[r ′]
x − λ
∑
r
S[r]z , (7)
where here and in later sections S[r]α (α = x,y,z) are spin- 12
Pauli operators acting at site r , with (r,r ′) running over all
possible nearest-neighbor pairs on the square lattice.
The parameter λ measures the strength of the transverse
magnetic ﬁeld, with a phase transition from a ferromagnetic
phase with two degenerate ground states to a paramagnetic
phase with a single ground state occurring at the critical
value λc.
This model has been widely studied via a number of
different techniques. Of particular relevance here are the
previous calculations of the GE using the tensor product
state and tensor renormalization group approach [13] and
iPEPS [14,15].
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FIG. 1. Numerical values for (a) the local order parameter 〈Sx〉
and (b) the GE per site E∞(λ) for the 2D quantum Ising model as a
function of the transverse ﬁeld strength λ for the indicated values of
the iPEPS truncation dimension D.
For different values of the truncation dimension D, when
λ < λc(D), spontaneous symmetry breaking occurs with Sx
the unitary element of the broken Z2 symmetry group. Thus
two degenerate ground states are detected and distinguished by
the sign of the local order parameter 〈Sx〉, with the amplitude
associated with each of the two degenerate ground states
having the same value. The order parameter 〈Sx〉 is shown
in Fig. 1(a). Phase transition points are identiﬁed at the values
shown in Table I. Near these points the amplitude of 〈Sx〉
is observed to continuously approach zero, indicative of a
continuous phase transition.
TABLE I. Estimates of critical points λc for the q-state quantum
Potts model on the square lattice. The values for λc(D) follow from
the behavior of the local order parameter and the GE per site, where
D is the iPEPS truncation dimension.
D λc(D)
q = 2 2 3.28
6 3.235
8 3.23
q = 3 3 2.620
6 2.616
9 2.616
q = 4 4 2.430
8 2.428
10 2.426
q = 5 5 2.330
8 2.326
10 2.326
On the other hand, the estimates for the GE per lattice site
for the ground states are shown in Fig. 1(b). For each value ofD
the GE curve has a maximal value at λc(D), which indicates
the phase transition points. These values, shown in Table I,
agree with the values detected with the local order parameter.
Our results are consistent with the previous studies [13–15].
The GE is seen to be continuous near the maximal points.
The cusplike behavior at the critical point is a characteristic
feature of the GE at a continuous phase transition. The two
degenerate ground states for λ < λc can also be distinguished
via the initial random states.
B. 2D q-state quantum Potts model
The quantum Ising model discussed above is the special
q = 2 case of the more general q-state quantum Potts model
deﬁned on the square lattice. For a regular lattice, classical
mean-ﬁeld solutions [37] and extensive computations (see,
e.g., Refs. [37] and [38] and references therein) have suggested
that the three-dimensional (3D) classical q-state Potts model,
and thus the 2D q-state quantum version, undergo a continuous
phase transition for q  2 and a discontinuous phase transition
for q > 2. We now turn to this 2D q-state quantum model and
examine the GE per site and local order parameters in the
vicinity of the phase transition points for the values q = 3,4,
and 5.
On the square lattice the Hamiltonian can be written in the
form
H = −
∑
(r,r ′)
⎛
⎝q−1∑
p=1
M [r]x,pM
[r ′]
x,q−p
⎞
⎠− λ∑
r
M [r]z , (8)
whereM [r]x,p andM [r]z,p, withp = 1, . . . ,q − 1, are spinmatrices
of size q × q acting at site r .
The parameter λ is the analog of the transverse magnetic
ﬁeld in the Ising case. In this formulation the spin matrices
acting at each site are given by [39]
Mx,1 =
(
0 Iq−1
1 0
)
, Mz =
(
q − 1 0
0 −Iq−1
)
,
where Iq−1 is the (q − 1) × (q − 1) identity matrix with
Mx,p = (Mx,1)p and (Mx,1)q = Iq .
Denoting the phase transition point by λc, we expect to
detect q-degenerate ground states for λ < λc, corresponding
to a Zq broken symmetry phase. The local order parameter
〈Mx,1〉 can distinguish the different degenerate ground states
but with the same amplitude for each of the q ground states.
As for the q = 2 case, the phase transition point λc(D) is
estimated with increasing truncation dimension D. Figure 2(a)
shows the amplitude of the local order parameter 〈Mx,1〉
for the three-state Potts model. This plot shows a jump in
the curve, which indicates a possible discontinuous phase
transition point. The successive estimates for λc are given in
Table I [40]. This same type of discontinuous behavior is seen
for the local order parameter 〈Mx,1〉 in Fig. 2(b) for q = 4 and
Fig. 2(c) for q = 5. The successive estimates for λc are given in
Table I.
The GE of the ground states is also shown in Fig. 2. For
each of the values of q, a maximal value is detected for the
GE curve, where a jump also occurs. The estimates for the
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FIG. 2. Numerical values for the local order parameter 〈Mx1〉 and
the GE per site E(λ) for the 2D quantum q-state Potts model for (a)
q = 3, (b) q = 4, and (c) q = 5 as a function of the transverse ﬁeld
strength λ for the indicated values of the iPEPS truncation dimension
D. For each case the curves for both the local order parameter and
the GE show a discontinuous behavior, indicative of a discontinuous
phase transition.
transition points λc are well matched with those obtained
via the local order parameters and also via the observed
multibifurcation points in the magnetization [38]. It is clear
that the measure of GE can distinguish between discontinuous
and continuous phase transitions in the 2D quantum q-state
Potts model. To further test the utility of this approach, we
turn now to the investigation of GE in other 2D quantum
models.
C. 2D spin- 12 XXX model in a magnetic ﬁeld
The spin- 12 antiferromagnetic XXX model on the square
lattice has the Hamiltonian
H =
∑
(r,r ′)
(
S[r]x S
[r ′]
x + S[r]y S[r
′]
y + S[r]z S[r
′]
z
)− h∑
r
S[r]z , (9)
where h is an external magnetic ﬁeld along the z direction.
This model has been studied via a barrage of different
techniques [41–43]. Whereas magnetic order is normally
ruled out in 1D Heisenberg models, this is not the case
for 2D Heisenberg models [43–45]. Thus in 2D the ground
state can be nonmagnetic, i.e., with a nonzero magnetization.
In the absence of the magnetic ﬁeld the ground state of
the Heisenberg model has antiferromagnetic (Ne´el) order
with a nonzero local staggered magnetization and inﬁnitely
degenerate ground states resulting from the breaking of global
SU(2) spin rotation symmetry. For h 	= 0, inﬁnitely degenerate
ground states are detected, resulting from the spontaneous
symmetry breaking of U(1) symmetry in the x-y plane. As
FIG. 3. Plots for the 2D spin- 12 XXX model with varying
magnetic ﬁeld h. (a) Local magnetization m for sublattices A and
B, obtained with iPEPS truncation dimension D = 2. (b) Amplitude
of the local order parameters M . (c) GE per site E(h).
h → ∞ it is anticipated the system will be fully polarized in
the z direction. In fact, this transition to the fully polarized
state occurs at h = 4.
In Fig. 3(a) we show the localmagnetizations for sublattices
A and B deﬁned bymAα = 〈SAα 〉 andmBα = 〈SBα 〉 for α = x,y,z.
For h < 4, mAα = −mBα for α = x,y with mAz = mBz . For h >
4, mAα = mBα = 0 for α = x,y with mAz = mBz = 12 . The latter
is indicative of the fully polarized state.
In Fig. 3(b) we show the staggered magnetization param-
eters Mxy =
√
〈 12 (SAx − SBx )〉2 + 〈 12 (SAy − SBy )〉2 and Mz =
〈 12 (SAz + SBz )〉 as functions of the magnetic ﬁeld. The local
order parameterMxy decreases with increasing h, withMxy →
0when h > 4. On the other hand,Mz increases with increasing
h, with Mz → 12 for h > 4, which corresponds to a continuous
phase transition from a Ne´el phase to the fully polarized phase.
As mentioned previously, for h < 4, inﬁnitely degenerate
ground states exist corresponding to the x-y plane U(1)
symmetry breaking, which is indicated from the randomlike
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magnetization on the sublattices. As for the previous models,
the numerical results indicate that the different degenerate
ground states for ﬁxed h give the same value for the GE
per site, as Fig. 3(c) shows. In Fig. 3(c), the GE per site
clearly decreases with increasing h, indicating decreasing
entanglement as h → 4. In fact, zero GE per site indicates
a factorizing ﬁeld, in this case the simple polarized state. This
factorizing ﬁeld is discussed further below in the context of
the more general XYX model.
In contrast to the previous models studied here, the GE is
not maximal at the phase transition point, because the phase
transition point is not the critical pointwhichwould correspond
to maximum entanglement. In this case zero or nonzero GE
per site distinguishes between the two different phases in the
model.
D. 2D spin- 12 XYX model in a magnetic ﬁeld
Tuning the anisotropy of the Heisenberg interactions leads
to the more general spin- 12 XYX antiferromagnetic model in
a uniform magnetic ﬁeld, deﬁned on the square lattice by the
Hamiltonian
H =
∑
(r,r ′)
(
S[r]x S
[r ′]
x + yS[r]y S[r
′]
y + S[r]z S[r
′]
z
)− h∑
r
S[r]z .
(10)
Varying the anisotropic exchange interaction parameter y
leads to different behavior, with the two cases y < 1
and y > 1 corresponding to an easy-plane and easy-axis
behavior, respectively. The quantum criticality of this model
is well understood [46], with an ordered phase below a critical
ﬁeld value hc, above which is a partially polarized state with
ﬁeld-induced magnetization reaching saturation as h → ∞.
The ordered phase in the easy-plane (easy-axis) case arises
by spontaneous symmetry breaking along the x (y) direction,
which corresponds to a ﬁnite value of the order parameter
Mx (My) below hc. At the transition point hc, long-range
correlations are destroyed.
Previous studies of this model using GE [13,14] focused
on the value y = 0.25 with the magnetic ﬁeld as control
parameter. In this easy-plane region the model is known
to undergo a continuous quantum phase transition in the
same universality class as the transverse Ising model [46].
The GE was seen to have a cusp at the critical value hc
[13,14], as observed for the transverse Ising model [recall
Fig. 1(b)]. Signiﬁcantly, it is known that a factorizing ﬁeld
exists at the value hf = 2
√
2(1 + y), with hf < hc, where
the ground state becomes a separable product state [46]. At
this point it follows that the GE vanishes, i.e., E∞(hf ) = 0.
This was observed in the simulations using GE [13,14]. Other
entanglement measures were also conﬁrmed to vanish at this
point [34,46].
In this studywe consider the ﬁxed parameter valueh = 0.25
and vary the coupling y . The model is anticipated to undergo
a transition at y = 1 from an antiferromagnetic phase in the
x direction to an antiferromagnetic phase in the y direction,
with local order parameter the staggered magnetization Mx
(My) corresponding to the phase y < 1 (y > 1).
Figure 4(a) shows the components of the local magneti-
zation for sublattices A and B deﬁned by mAα = 〈SAα 〉 and
FIG. 4. Plots for the spin- 12 XYX model with ﬁxed magnetic ﬁeld
h = 0.25 and varying anisotropy parameter y . (a) Components of
the local magnetization m for sublattices A and B for truncation
dimension D = 6. (b) Components of the staggered magnetizations
M for truncation dimension D = 6. (c) GE per site E(λ) with
truncation dimension D.
mBα = 〈SBα 〉 for α = x,y,z. For y < 1, mAx and mBx have
opposite values, with mAy = mBy = 0 and mAz = mBz . This
implies that a staggered magnetization Mx = 〈 12 (SAx − SBx )〉
exists. For y > 1, mAy and mBy have opposite values,
with mAx = mBx = 0 and mAz = mBz , implying the staggered
magnetization My = 〈 12 (SAy − SBy )〉. These magnetizations are
shown in Fig. 4(b) for the two different phases for truncation
dimension D = 6. There is a clear jump discontinuity at
y = 1 for each of the staggered magnetizations Mx and My .
This behavior persists with increasing truncation dimension
D, indicating a discontinuous phase transition at y = 1.
The GE per site is shown for the same parameter range in
Fig. 4(c) with increasing truncation dimension. The character-
istic cusp occurs as y varies across the critical point y = 1.
In contrast to the local order parameter, which is discontinuous,
the GE is continuous. In this case the GE thus does not
detect the discontinuous behavior at the phase transition
point.
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FIG. 5. Single-copy entanglement (a) S1() and (b) S2() as a
function of the anisotropy parameter for the 2D spin-1XXZ model
with increasing iPEPS truncation dimension D. Here the single-copy
entanglement is calculated based on the one-site and two-site reduced
density matrix, obtained by using the iTEBD method.
E. 2D spin-1 XXZ model
The spin-1 XXZ model is deﬁned on the square lattice by
the Hamiltonian
H =
∑
(r,r ′)
(
S[r]x S
[r ′]
x + S[r]y S[r
′]
y + S[r]z S[r
′]
z
)
, (11)
where now S[r]α (α = x,y,z) are spin-1 operators at site r , with
again the summation running over all nearest-neighbor pairs
on the square lattice. For anisotropic exchange interaction
parameter  = 1, the Hamiltonian has SU(2) symmetry and
the ground state is inﬁnitely degenerate. For this model there
is a quantum phase transition at  = 1 [47]. This phase
transition is clearly marked in Fig. 5, which shows plots of
the single-copy entanglement for the spin-1 XXZ model.
We also calculate the components of the localmagnetization
m for sublattices A and B: mAα = 〈SAα 〉 and mBα = 〈SBα 〉 for
α = x,y,z. These are shown in Fig. 6(a) as a function of .
For  < 1, the values of mx and my have opposite signs on
each sublattice, with mAz = mBz . For  > 1, mx = my = 0 on
each sublattice, with mAz = −mBz . This indicates a local order
with staggered magnetization in the z phase characterized by
Mz = 〈 12 (SAz − SBz )〉. For different values of magnetic ﬁeld
strengthh, themagnetization for the x and y directions does not
change continuously for  < 1, while the staggered magne-
tization, Mxy =
√
〈 12 (SAx − SBx )〉2 + 〈 12 (SAy − SBy )〉2, continu-
ously changes with varying  [see Fig. 6(b)]. This indicates
FIG. 6. (a) Sublattice components of the local magnetization m,
(b) amplitude of the local order parameters Mxy and Mz, (c) total
antiferromagnetic order parameter Mt , and (d) GE per lattice site
E() as a function of anisotropy parameter  for the 2D spin-1
XXZ model. Values of the iPEPS truncation dimension D are as
indicated, with D = 9 for (a).
the existence of local order deﬁned with the staggered
magnetization in the x-y plane.
Hence, for  < 1, the phase is characterized by the
antiferromagnetic order parameter Mxy in the x-y easy
plane. Inﬁnitely degenerate ground states exist corresponding
to the x-y plane U(1) symmetry breaking, indicated from
the randomlike magnetization of sublattices as shown in
Fig. 6(a). For  > 1, the phase is characterized by the
antiferromagnetic order parameter Mz along the easy axis,
with doubly degenerate ground states corresponding to the
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spin-ﬂip (or one-site translational invariant) Z2 symmetry
breaking. These order parameters are shown in Fig. 6(b).
For each truncation dimension, a distinct jump is detected
at  = 1, indicating the phase transition is possibly dis-
continuous. The total antiferromagnetic order parameter
Mt =
√
〈 12 (SAx − SBx )〉2 + 〈 12 (SAy − SBy )〉2 + 〈 12 (SAz − SBz )〉2 is
shown in Fig. 6(c). It varies continuously.
For comparison, we also consider the GE per site for this
model. The GE per site is seen to take the same value for all
of the degenerate ground states. As shown in Fig. 6(d), the
GE is continuous with a well-deﬁned cusp at the point  = 1,
while the local order parameters in Fig. 6(b) are discontinuous
at  = 1. This behavior is similar to that observed in the
previous subsection for the 2D spin- 12 XYX model with ﬁxed
magnetic ﬁeld h.
IV. SUMMARY AND DISCUSSION
We have demonstrated how to efﬁciently compute the
GE of 2D quantum models deﬁned on the inﬁnite square
lattice, by optimizing over all possible separable states, in
the context of the tensor network algorithm based on the
iPEPS representation. Our results, in line with previous stud-
ies [13–17], demonstrate that GE is able to detect continuous
quantumphase transitions and factorized ﬁelds for different 2D
quantum systems. Continuous phase transitions are marked by
a characteristic continuous cusplike behavior of the GE per site
at the critical point. This behavior is evident in Fig. 1(b) for the
2D quantum Ising model in a transverse ﬁeld. Additionally, we
have demonstrated that the GE can detect discontinuous phase
transitions in the q-state quantum Potts model for q  3. For
the values of q considered, a maximal value is detected for
the GE curve, where the discontinuous transition occurs (see
Fig. 2). It is thus clear that the measure of GE can distinguish
between continuous and discontinuous phase transitions in the
2D quantum q-state Potts model.
This overall picture is not so simple, however. It has
been demonstrated recently that quantum phase transitions
should be treated with caution, at least with regard to the
ground-state entanglement spectrum [48]. In the present study,
we have seen an example where the GE is continuous with
nonmaximum value at the transition point and the phase
transition is continuous. This is the case for the spin- 12
XXX model, for which the GE is not maximal at the
phase transition point h = 4 at which the GE vanishes [see
Fig. 3(c)]. We have also seen examples where the GE
per site shows continuous behavior at discontinuous phase
transition points. For example, in the spin- 12 XYX model and
the spin-1 XXZ model, the GE per site shows continuous
behavior with well-deﬁned cusps at the transition point
[Figs. 4(c) and 6(d)], but the corresponding local staggered
magnetizations [Figs. 4(b) and 6(b)] are discontinuous. We
have also considered the single-copy entanglement SL, in
which the system under consideration is divided into two
parts, one with L lattice sites and the other with the other
lattice sites. It is known that the single-copy entanglement
SL sets a bound for the GE [7], i.e., E < SL = − log2 μ1L,
with μ1L the largest eigenvalue of the reduced density matrix
ρL for an L-site subsystem. It is found that the single-copy
entanglements S1 and S2 show the same continuous behavior
near the phase transition points for the models considered
here, as shown, e.g., in Fig. 5 for the spin-1 XXZ model.
It appears then for such systems, for which discontinuous
phase transitions occur corresponding to different types of
symmetry breaking and the total magnetization is continuous,
both multipartite and bipartite entanglement measures are
continuous.
This situation can be further understood as follows. First,
as already mentioned, due to the spontaneous symmetry
breaking, including the spontaneous breaking of continuous
symmetry, different degenerate ground states are detected in
the broken symmetry phase by different values of the local
order parameter. However, the GE takes the same value for
all degenerate ground states. In terms of entanglement, this
can be understood from the GE being a global measure of
entanglement, which is the same for all degenerate ground
states. From a different perspective, we can suppose the closest
separable state to the ground state and the ground states share
some property, i.e., we suppose the closest separable state of
different degenerate ground states breaks the same symmetry
of the ground states.1
Also, from the perspective of symmetry, it could be argued
for the spin- 12 XYX model and the spin-1 XXZ model that the
discontinuity due to the isometry cannot be detected with the
GE measure because the Hamiltonian or ground state obeys a
dual symmetry either side of the phase transition point. For the
spin- 12 XYX model this symmetry is in y , with y = 1 the
“self-dual” point.2 Given such a duality of the Hamiltonian,
both the ground state and its closest separable state are also
each dual under this transformation, so the ﬁdelity between the
ground state and its closest separable state also obeys the same
relation, leading to continuous behavior across the phase tran-
sition point. Similarly, for the spin-1 XXZ model, the Hamil-
tonian is symmetric at  = 1, with  	= 1 breaking the
symmetry into easy plane and easy axis. In this case such
a duality in the total staggered magnetization of the easy plane
and easy axis would imply a duality of a local property of the
ground-state wave function, leading to continuity in the GE.
We have seen then three different types of continuous GE
across a phase transition point:
(i) GE is continuous with maximum value at the transition
point and the phase transition is continuous;
1The GE by deﬁnition is given from the ﬁdelity between two
states. However, in this case the two states are related, i.e., the closet
separable state to the ground state and the ground states share some
property. For two degenerate ground states |	1g 〉 and |	2g 〉 satisfying
|	2g 〉 = U |	1g 〉, the closest separable state of different degenerate
ground states |φ1〉 and |φ2〉 has the same relationship, i.e., the two
closest separable states to the two states would correspondingly
satisfy |φ2〉 = U |φ1〉. Then the ﬁdelity between the ground state
|	1g 〉 and its closest separable state |φ1〉 can be written as 〈	1g |φ1〉 =
〈	1g |UU †|φ1〉 = 〈	2g |φ2〉, which thus gives the same value for the
GE.
2Supposing the coupling in front of the two-body interaction term
SrzS
r ′
z is z, with z = 1 in the XYX model, the Hamiltonian obeys
a duality relation under the transformation σx ↔ σy , y → 1/y ,
z → z/y , h → h/y .
062341-7
SHI, WANG, LI, CHO, BATCHELOR, AND ZHOU PHYSICAL REVIEW A 93, 062341 (2016)
(ii) GE is continuous with maximum value at the transition
point but the phase transition is discontinuous; and
(iii) GE is continuous with nonmaximum value at the
transition point and the phase transition is continuous.
For the models under consideration the second and third
types are related to a point of dual symmetry and a fully
polarized phase, respectively. Given this reﬁnement in our
understanding of GE as a marker of quantum phase transitions,
and the development of powerful tensor network algorithms,
we can be conﬁdent that GE can be used as an alternative route
to explore quantum criticality in quantum lattice models.
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APPENDIX A: THE INFINITE PROJECTED
ENTANGLED PAIR STATE ALGORITHM
Our aim is to compute the GE per lattice site for a quantum
many-body lattice system on an inﬁnite-size square lattice in
the context of the iPEPS algorithm [22]. Here we follow the
presentation given in Ref. [14].
Suppose we consider a system characterized by a
translation-invariant Hamiltonian H with nearest-neighbor
interactions H =∑〈ij〉 h〈ij〉, with h〈ij〉 being the Hamilto-
nian density. Assume that a quantum wave function |ψ〉
is translation invariant under two-site shifts, then one only
needs two ﬁve-index tensors Aslrud and Bslrud to express the
iPEPS representation. Here, each tensor is labeled by one
physical index s and four bond indices l, r , u, and d, as
shown in Fig. 7(i). Note that the physical index s runs
over 1, . . . ,d, and each bond index takes 1, . . . ,D, with d
being the physical dimension and D the bond dimension.
Therefore, it is convenient to choose a 2 × 2 plaquette as the
unit cell [cf. Fig. 7(ii)]. The ground-state wave function is
well approximated by |ψτ 〉, which is obtained by performing
an imaginary time evolution [22] from an initial state |ψ0〉,
with |ψτ 〉 = e−Hτ |ψ0〉/||e−Hτ |ψ0〉|| [22], as long as τ is large
enough.
Akey ingredient of the iPEPS algorithm is to take advantage
of the Trotter-Suzuki decomposition that allows one to reduce
the (imaginary) time evolution operator e−Hδτ over a time
slice δτ into the product of a series of two-site operators,
where the imaginary time interval τ is divided into M slices:
τ = Mδτ . Therefore, the original global optimization problem
becomes a local two-site optimization problem. With an
efﬁcient contraction scheme available to compute the effective
environment for a pair of the tensors Aslrud and Bslrud [22],
one is able to update the tensors Aslrud and Bslrud . Performing
this procedure until the energy per lattice site converges,
the ground-state wave function is produced in the iPEPS
representation.
FIG. 7. (i) A ﬁve-index tensorAslrud labeled by one physical index
s and four bond indices l, r , u, and d . (ii) The iPEPS representation
of a wave function on the square lattice. Copies of the tensors Aslrud
and Bslrud are connected through four types of bonds. (iii) A one-
index tensor ˜As labeled by one physical index s. (iv) The iPEPS
representation of a separable state in the square lattice. (v) A reduced
four-index tensor alrud from a ﬁve-index tensor Aslrud and a one-index
˜As∗. (vi) The tensor network representation for the ﬁdelity between a
quantumwave function (described byAslrud andBslrud ) and a separable
state (described by ˜As and ˜Bs), consisting of the reduced tensors alrud
and blrud .
APPENDIX B: EFFICIENT COMPUTATION
OF THE GE IN THE IPEPS REPRESENTATION
Once the iPEPS representation for the ground-state wave
function is generated, we are ready to evaluate the GE per
lattice site. Here we begin by outlining the scheme developed
in Ref. [14].
First, we need to compute the ﬁdelity between the ground-
state wave function and a separable state. The latter is
represented in terms of one-index tensors ˜As and ˜Bs . To
this end, we form a reduced four-index tensor alrud from the
ﬁve-index tensor Aslrud and a one-index tensor ˜As , as depicted
in Fig. 7(iii). As such, the ﬁdelity is represented as a tensor
network in terms of the reduced tensors alrud and blrud [cf.
Fig. 7(iv)].
The tensor network may be contracted as follows. First,
form the 1D transfer matrix E1, consisting of two consecutive
rows of the tensors in the checkerboard tensor network. This is
highlighted in Fig. 7(vi) by the two dashed lines. Second,
compute the dominant eigenvectors of the transfer matrix
E1 corresponding to the dominant eigenvalue. This can be
done following a procedure described in Ref. [25]. Here, the
dominant eigenvectors are represented in the inﬁnite matrix
product states. Third, choose the zero-dimensional transfer
matrix E0 [Fig. 8(ii)] and compute its dominant left and right
eigenvectors, VL and VR . This may be achieved by means of
the Lanczosmethod. In addition, one also needs to compute the
norms of the ground-state wave function |ψ〉 and a separable
state |φ〉 from their iPEPS representations. Putting everything
together, we are able to obtain the ﬁdelity per unit cell between
the ground state |ψ〉 and a separable state |φ〉:
λ = |η〈φ|ψ〉|√
η〈ψ |ψ〉η〈φ|φ〉
, (B1)
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FIG. 8. Key ingredients for obtaining the gradient of the ﬁdelity
between a given ground-state wave function |ψ〉 and a separable
state |φ〉 in the iPEPS representation. (i) Zero-dimensional transfer
matrix E0 and its dominant eigenvectors VL and VR . Here the inﬁnite
matrix product state representation of the dominant eigenvectors
for the one-dimensional transfer matrix E1 follows from Ref. [25],
and VL and VR may be evaluated using the Lanczos method. The
contraction of the entire tensor network is the dominant eigenvalue
η〈φ|ψ〉 of the zero-dimensional transfer matrix E0 for 〈φ|ψ〉. (ii) A
half-ﬁlled square denotes a−, the derivative of the four-index tensor
alrud with respect to ˜As∗, which is nothing but the ﬁve-index tensor
Aslrud . Similarly, we may deﬁne b−, the derivative of the four-index
tensor blrud with respect to ˜Bs∗. (iii) and (iv) Pictorial representation
of the contributions to the derivative of η〈φ|ψ〉 with respect to ˜As∗,
with different relative positions between ﬁlled circles and half-ﬁlled
squares.
where η〈φ|ψ〉, η〈φ|φ〉, and η〈φ|φ〉 are, respectively, the dominant
eigenvalue of the zero-dimensional transfer matrix E0 for the
iPEPS representation of 〈φ|ψ〉, 〈ψ |ψ〉, and 〈φ|φ〉.
We then proceed to compute the GE per site, which involves
the optimization over all the separable states. For our purpose,
we deﬁne F = λ2. The optimization amounts to computing
the logarithmic derivative of F with respect to ˜A∗, which is
expressed as
G ≡ ∂ lnF
∂ ˜A∗
= 1
η〈φ|ψ〉
∂η〈φ|ψ〉
∂ ˜A∗
− 1
η〈φ|φ〉
∂η〈φ|φ〉
∂ ˜A∗
. (B2)
The problem therefore reduces to the computation of G in
the context of the tensor network representation. First, note
that a pictorial representation of the derivative ∂alrud/∂ ˜As∗
of the four-index tensor alrud with respect to ˜As∗ is shown
in Fig. 8(ii), which is nothing but the ﬁve-index tensor Aslrud .
Similarly, wemay deﬁne the derivative of the four-index tensor
blrud with respect to ˜Bs∗. Then, we are able to represent the
contributions to the derivative of η〈φ|ψ〉 with respect to ˜As∗ in
Figs. 8(iii) and 8(iv). In our scheme, we update the real and
imaginary parts of ˜As separately:
Re( ˜As) = Re( ˜As) + δRe(G)s ,
Im( ˜As) = Im( ˜As) + δIm(G)s .
Here δ ∈ [0,1) is the step size in the parameter space, which
is tuned to be decreasing during the optimization process. In
addition, we have normalized the real and imaginary parts of
the gradient G so that their respective largest entries are unity.
The procedure to update the tensor ˜Bs is the same. If the ﬁdelity
per unit cell converges, then the closest separable state |φ〉 is
achieved; thus the geometric entanglement per lattice site for
the ground-state wave function |ψ〉 follows.
The above scheme has some basic limitations for the
practical calculation of theGE per site. In particular, it can only
be readily achieved for relatively small truncation dimensions.
Larger truncation dimensions can be achieved by changing the
transfer matrix direction in Fig. 7(vi) to the diagonal direction,
as shown in Fig. 9(i). This leads to a simpler calculation of
the derivatives necessary for the calculation of the GE [see
Figs. 9(ii) and 9(iii)]. For both schemes, the leading compu-
tational time scale during contraction is the same, namely,
O(D4). However, in the diagonal scheme, the computation
time scale relative to truncation dimension D can be reduced.
For example, to calculate the largest eigenvalue η〈φ|ψ〉 ofE0 the
computation time for each Lanczos step can be reduced from
O(D4) to O(D2) by storing tensors whose computation time
scales as O(D4). Since the time cost to obtain η〈φ|ψ〉 is mainly
due to iterations in the Lanczos algorithm, this improvement
allows us to deal with relatively larger truncation dimensions
and thus obtain higher accuracy for the GE per site.
FIG. 9. Key ingredients in the diagonal contraction scheme for
obtaining the gradient of the ﬁdelity between a given ground-
state wave function |ψ〉 and a separable state |φ〉 in the iPEPS
representation. (i) Tensor network representation for the ﬁdelity
between a quantum wave function |ψ〉 and a separable state |φ〉.
(ii) Tensor network representation for a zero-dimensional transfer
matrix E0 and its dominant eigenvectors VL and VR . Here the inﬁnite
matrix product state representation of the dominant eigenvectors for
the one-dimensional transfer matrix E1 follows from Ref. [25], and
VL and VR are evaluated using the Lanczos method. The contraction
of the entire tensor network is the dominant eigenvalue η〈φ|ψ〉 of the
zero-dimensional transfer matrix E0 for 〈φ|ψ〉. (iii) The pictorial
representation of the contributions to the derivative of η〈φ|ψ〉 with
respect to ˜As∗, with different relative positions between ﬁlled circles
and half-ﬁlled squares.
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