Abstract. Theory of matrix splittings is a useful tool for finding solution of rectangular linear system of equations, iteratively. The purpose of this paper is two-fold. Firstly, we revisit theory of weak regular splittings for rectangular matrices. Secondly, we propose an alternating iterative method for solving rectangular linear systems by using the Moore-Penrose inverse and discuss its convergence theory, by extending the work of Benzi and Szyld [Numererische Mathematik 76 (1997) 309-321; MR1452511]. Furthermore, a comparison result is obtained which insures faster convergence rate of the proposed alternating iterative scheme.
Introduction
Many questions in science and engineering give rise to linear discrete ill-posed problems. In particular, the discretization of Fredholm integral equations of the first kind, and in particular deconvolution problems with a smooth kernel, lead to linear systems of equations of the form
with a matrix of ill-determined rank, where R m×n denotes the set of all real rectangular matrices. Linear systems of equations with a matrix of this kind are commonly referred to as linear discrete ill-posed problems. We consider equation (1.1) as a least-square problem in case of a inconsistent system. Similarly, singular linear systems of equations arise in many problems like finite difference Date: Received: xxxxxx; Revised: yyyyyy; Accepted: zzzzzz.
representation of Neumann problems, finite element electromagnetic analysis using edge elements and computation of stationary probability vectors of stochastic matrices in the analysis of Markov chains, to name a few. In particular, we arrive at an M-matrix 1 as co-efficient matrix A. The study of M-matrices has a long history. A systematic study of M-matrices was first initiated by Fiedler and Ptak [7] . Fifty equivalent conditions of an M-matrix are reported in the book by Berman and Plemmons [4] . An extensive theory of M-matrix has been developed for its role in iterative methods. In both theoretical and practical case, iterative methods play a vital role for solving large sparse linear system of equations as either solvers or preconditioners. In this note, we propose an alternating iterative method using theory of proper splittings. is that it avoids use of the normal system A T Ax = A T b where A T A is frequently ill-conditioned and influenced greatly by roundoff errors (see [8] ).
Berman and Plemmons [3] introduced the notion of proper splitting for rectangular matrices, which we recall next. A splitting
is called a proper splitting if R(U) = R(A) and N(U) = N(A), where the text R(A) and N(A) denote the range and null-space of a matrix A, respectively. The authors of [3] considered the following iteration scheme:
1 A matrix A ∈ R n×n is said to be an M -matrix if A = sI − B, where B ≥ 0 and s ≥ ρ(B).
It becomes a singular M -matrix when s = ρ(B).
where Certain necessary parts of the same theory are recalled and discussed in Section 3 of this paper. The above discussion extends convergence theory of the iterative scheme:
which is being used to solve square nonsingular linear system Ax = b.
On the other hand, the speed of the iteration schemes (1.2) and (1.3) is a subject of concern. In this direction, several works have been done in literature. Among these works, Benzi and Szyld [2] proposed the concept of alternating iteration method for solving square nonsingular and square singular linear system of the form Ax = b, iteratively. They considered two splittings of A ∈ R n×n such that A = M − N = P − Q, and proposed the scheme
Then, eliminating x i+1/2 , they obtained
Finally, they discussed convergence theory of the above scheme using weak regular splitting of A among other results. (Recall that a splitting
The objective of the present paper is to introduce alternating iteration technique and to develop its convergence theory for solving rectangular linear system of equations. By doing this, we will have another iteration scheme of the form (4.2) which converges faster than the iteration scheme (1.2).
To fulfil this objective, we organize the content of the paper as follows. In Section 2, we set up our notation and terminology. Furthermore, we collect some useful facts on projection, the Moore-Penrose inverse, proper splittings, spectral radius and its connection with non-negative matrices which will be used in deriving the main results in Section 3 and Section 4. The next Section recalls results on theory of regular and weak regular splittings for rectangular matrices.
It also contains two comparison results which will help us in detecting a better splitting between matrix splittings. The main contribution of this paper discussed in Section 4 is that we introduce the notion of alternating iterative scheme for rectangular matrices by using the Moore-Penrose inverse. Then convergence and comparison results involving this scheme are reported. Finally, we end up with a concluding Section which compares our work with Benzi and Szyld's work.
Prerequisites
This section contains our notation and definitions, and also we recall some useful facts related to Perron-Frobenous theory for non-negative matrices. Throughout the paper, all our matrices are real. Let L and M be complementary sub- Drazin inverse of a matrix A ∈ R n×n is the unique solution X ∈ R n×n satisfying the equations: 
properties of A † which will be frequently used in this paper are:
where A ≥ 0 means a ij ≥ 0 for each i, j, and there exists at least one pair of
Similarly, B > 0 means all the entries of B are positive. The same notation and nomenclature are also used for vectors. A matrix A ∈ R m×n is called semi-
Next four results deal with non-negativity and spectral radius, and are going to be used in Section 3 and Section 4.
Theorem 2.1. (Theorem 2.20, [12])
Let B ∈ R n×n and B ≥ 0. Then (i) B has a non-negative real eigenvalue equal to its spectral radius.
(ii) There exists a non-negative eigenvector for its spectral radius. Let X ∈ R n×n and X ≥ 0. Then ρ(X) < 1 if and only if (I − X) −1 exists and Let A = U − V be a proper splitting of A ∈ R m×n . Then
If A = U − V is a proper splitting of A ∈ R m×n , then U = A + V is also a proper splitting. Thus I + A † V is invertible by Theorem 2.5 (b). Since F G and GF have same eigenvalues for any F and G such that both the product are defined, and I + A † V is invertible, so −1 is not an eigenvalue of V A † . Hence
This fact can also be proved by considering the proper
The next lemma shows a relation between the eigenvalues of U † V and A † V .
Lemma 2.6. (Lemma 2.6, [11])
Let A = U − V be a proper splitting of A ∈ R m×n . Let µ i , 1 ≤ i ≤ s and λ j , 1 ≤ j ≤ s be the eigenvalues of the matrices U † V and A † V , respectively.
Then for every j, we have 1 + λ j = 0. Also, for every i, there exists j such that
and for every j, there exists i such that λ j =
Proper Regular & Proper Weak Regular Splittings
In this section, the theory of proper regular and weak regular splittings is recalled first, and then some new results are proposed. We reproduce the definitions of proper regular splitting and proper weak regular splitting below. Noted next result is proved in [9] which contains equivalent convergence condition for iteration scheme (1.2). 
We remark that the above result is also true for the proper weak regular splitting. Next result further adds a few more equivalent conditions to the above Lemma for a proper weak regular splitting. 
We now present a result which replaces the condition A ≥ 0 in the above theorem by row sums of U † are positive. 
Proof. We have ρ(U † V ) < 1 and ρ(B † C) < 1, by Theorem 3.4 and Theorem 3.5, One can use the comparison results to pick the best splitting among any finite number of splittings. However, the major drawback of this theory is the following:
it is time consuming and needs many computation. To avoid this situation and to get a finer process, we now proceed to introduce alternating iteration scheme for rectangular matrices replacing the ordinary matrix inverse by Moore-Penrose inverse, and then discuss its convergence theory.
Application to Convergence of Alternating Iterations
Let A = M − N = U − V be two proper splittings of A ∈ R m×n . We now propose only that many well-known methods belong to such a class, and are also discussed in the same section of [2] .
In order to study convergence of the above scheme, we construct a single splitting A = B − C associated with the iteration matrix by eliminating x i+1/2 from (4.1). So, we have Then
However, we have a few examples which show that the Theorem 4.5 is also true even if A 0. One such example is provided below.
Note that Theorem 4.5 also holds for A = U − V is a proper weak regular splitting. This suggests the following question.
Can we drop the condition A ≥ 0 from Theorem 4.5 ?
The answer is partially affirmative if we use of Theorem 3.10 in stead of Theorem 3.9. The same result is stated below. 
Finally we conclude this section with a problem which appears to be open:
Can we drop the conditions "row sums of U † and M † are positive" from Theorem 4.9 ?
Conclusions
The notion of the alternating iterative method for singular and rectangular linear systems is introduced. The present work extends the work of Benzi and
Szyld [2] to rectangular(square singular) case. The following three main results are obtained among others.
• Sufficient conditions for the convergence of alternating iteration scheme is provided (Theorem 4.2). This coincides with the first objective of Theorem 3.2, [2] in case of nonsingular matrices.
• The induced splitting is shown to be a proper weak regular splitting under a few assumptions. This result not only partially fulfils the 2nd objective of Theorem 3.2, [2] in rectangular matrix setting but also extends Theorem 3.4, [2] .
• Theorem 4.5 describes that the induced splitting is a better choice among the individual splittings which generalizes Theorem 4.1, [2] for non-negative
A.
The numerical benchmark of the alternating iterative method indicates that the rate of convergence of the proposed alternating iterative method is not higher than the rate of convergence of the usual iterative method. A problem for future study is also proposed in the last part of Section 4. Not only that if we consider 
