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ABSTRACT 
Understanding how debris-covered glaciers respond to climate is necessary in order to 
evaluate future water resources and glacier flood hazard potential, and to make sense of the 
glacier chronology in mountain regions, In order achieve this, it is necessary to improve the 
current understanding of how surface debris affects glacier ablation rate, and to develop 
methods by which the ablation of debris-covered glaciers can be predicted under various 
climatic scenarios. 
This thesis develops a numerical surface energy balance model that uses simple 
meteorological data to calculate melt beneath a debris layer of given thickness and thermal 
characteristics. Field data from three contrasting sites demonstrate that the assumptions 
made within the model concerning the thermal properties of supraglacial debris are valid 
during most ablation conditions and that model performance is considerably better than 
previous models. 
Model results indicate that the effect of debris on melt rate is highly dependent on 
meteorological conditions. Under colder climates, thin debris can accelerate ice melt by 
extending the ablation period at both diurnal and seasonal scales. However, in milder mid-
summer conditions, even a very thin debris cover inhibits melt rate compared to that of 
exposed ice. 
The new melt model is applied to produce the first quantified ablation gradients for debris-
covered glaciers, and to model the evolution of ice surfaces under a debris layer of variable 
thickness. Modelled ablation gradients are qualitatively similar to hypothetical ones outlined 
previously, and quantitatively similar to those measured in the field. The ablation gradients 
are used to explore the factors affecting the response of debris-covered glaciers to climate 
change. Beneath a debris layer of variable thickness, the melt model produced ablation 
topography, as observed in the field, which underwent topographic inversion over time in 
response to debris redistribution. Debris thickness variability was found to cause calculated 
ablation rate to increase compared to that calculated using a mean debris thickness by one to 
two orders of magnitude, suggesting that melt calculations made on the basis of spatially 
averaged debris thickness may be inaccurate. 
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1 Introduction and thesis aims 
1.1 Debris-covered glaciers 
Debris-covered glaciers occur in many parts of the world; most notably in high altitude 
environments, such as the Himalayas and Andes; in low precipitation areas, such as north Alaska 
and Svalbard; in the Southern Alps, and on stratovolcanoes, where volcanic ejecta maintains 
surface debris cover (Nakawo et al., 2000). In spite of their abundance, there has been a paucity of 
research on debris-covered glaciers until recent decades. In particular, while surface debris is 
known to affect the manner in which glacier ice melts, the precise nature of its influence on 
glaciological processes, and the response of debris-covered glaciers to climatic change remains 
unclear. 
1.2 The effect of supraglacial debris on mass balance 
The principal means of relating glacier behaviour to climatic conditions is by consideration of 
glacier mass balance, which is the sum of accumulation (mass gains) and ablation (mass loss) on 
the glacier body over a unit time. Mass fluxes are primarily determined by the local weather 
experienced by a glacier system, and the spatial distribution of mass balance, together with glacier 
geometry, determines the dynamic response of a glacier (Figure 1-1). 
Supraglacial debris affects the ablation component of glacier mass balance, by affecting the 
amount of energy delivered to the ice surface. A debris layer has a lower albedo, and thus absorbs 
a higher percentage of incident solar radiation, than bare ice. Where the layer is thin, thermal 
energy resulting from this increase in radiation absorption is transmitted efficiently to the ice 
beneath, causing accelerated melt. However, increasing the thickness of the overlying debris layer 
means that this heat energy is no longer transmitted efficiently to the ice surface and, 
consequently, ablation decreases. Beyond a critical thickness the debris layer begins to insulate ice 
from ambient climatic conditions and melt is inhibited compared to that of bare ice surfaces (Fujii, 
1977; Loomis, 1970; Mattson et al., 1993; Ostrem, 1959). 
The manner in which debris cover modifies the mass balance regime affects the dynamics of a 
debris-covered glacier. The presence of extensive, thick debris cover on glacier surfaces means 
that ice ablation is retarded and ice masses can extend down to lower altitudes than clean glaciers, 
and may persist through warmer climatic periods than clean-ice glaciers. Thus, a debris-covered 
glacier will have a different extent to a clean-ice glacier under the same climate, and will respond 
differently to the same climatic change (Jansson and Fredin, 2002). Existing numerical models of 
mass balance on clean-ice glaciers allow predictions of glacier response to be made from climatic 
variables. However, the development of similar models that are applicable to debris-covered 
glaciers is not so advanced, and existing models do not enable prediction of the response of 
debris-covered glaciers to climatic forcing. 
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1.3 The significance of debris-covered glaciers 
Three key issues associated with debris-covered glaciers are highlighted here to illustrate the need 
to understand their response to climate, both for future environmental management and for 
interpreting past environments. 
1.3.1 Glacier lake outburst floods 
Under the influence of climatic warming, debris-covered glaciers are currently undergoing ice 
wastage. In many regions, this recession is associated with the development of large, potentially 
hazardous lakes, which are considered an ever-increasing flood threat to mountain populations 
(Ageta et al., 2000; Braun et al., 2000; Haeberli et al., 2001; Konrad, 1998; Mool et al., 2001; 
Yamada and Sharma, 1993). Receding debris-covered glaciers are particularly prone to forming 
ice-contact lakes because: 
(1) debris-covered termini typically have very low surface slope, which promotes ice stagnation 
and inhibits runoff of surface meltwater, which instead becomes ponded at the surface, and 
(2) a glacier system carrying a large debris load, combined with inefficient debris evacuation, 
favours the deposition of large moraines, which effectively impound meltwater. 
The confining moraines are inherently unstable as the unconsolidated material is subject to 
degradation through mass movement and, if ice cores are present, by internal melt of ice, and 
possible ice deformation (Barsch, 1971). Moraine dams generally fail by overtopping and incision 
by water, triggered by mass displacement of the impounded water body following avalanches, 
slope failure or ice calving events into the lake (Clague and Evans, 2000). 
Mass balance modelling can be used to explore how debris-covered glacier systems are likely to 
evolve under continued warming. This could be used to identify glaciers that show the greatest 
propensity to form large potentially hazardous lakes, and to determine the rates at which individual 
glaciers will cross the threshold beyond which the formation of potentially hazardous lakes is likely 
(Benn et al., 2001; Reynolds, 2000). 
1.3.2 Hydrological predictions 
Glacial meltwaters maintain the baseflow of numerous significant rivers rising in mountainous 
regions. Where debris-covered glaciers comprise a significant portion of the glacierised area, 
predictions of runoff, for use in future hydrological management, require knowledge of the melt 
regime of debris-covered ice areas (Rana et al., 1997; Singh et al., 2000). Furthermore, projected 
global climatic warming (Figure 1-2), which appears to be exacerbated in mountain environments 
(Diaz and Bradley, 1997), can be expected to cause progressively more clean-ice glaciers to 
become debris-covered, and a progressively greater percentage of surface area of existing debris-
covered glaciers to become debris-covered. Thus, the significance of debris-covered glaciers to 
management of future water resources is set to increase under the influence of continued climatic 
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warming (Braun et al., 2000; Evans and Clague, 1994; Kulkarni, 1992; Richardson and Reynolds, 
2000a). 
Under the influence of a changing climate, it is particularly important to be able to predict the runoff 
from glaciers under a range of proposed future climate scenarios. Mass balance modelling 
provides a means of integrating the incremental changes in mass balance occurring over a number 
of years in order to produce accurate predictions of future glacial extent and runoff. 
1.3.3 Climatic reconstruction from glacier fluctuations 
Debris-covered glaciers currently exist in a number of locations in which the glacial record is 
considered important to our understanding of global climate history, such as the Himalayas, which 
are affected by the Indian monsoon (Benn and Owen, 1998; Mayewski et al., 1980) and the Andes, 
which are sensitive to fluctuations in the westerly jet stream (Hutton et al., 1994). Within these, and 
other, glaciated environments, glacier deposition chronology is often the principal means by which 
former regional climate fluctuations can be reconstructed (Firbush and Andrews, 1984). 
Debris-covered glaciers deposit large, distinctive moraines, which are suitable for dating glacier 
limits (e.g. Benn and Owen, 1998; Richards, 2000). However, ages obtained by dating glacigenic 
material are only meaningful if the location and nature of the deposit can be accurately interpreted 
in terms of glaciological response to a particular set of climatic conditions. This, again, requires the 
mass balance regime to be well understood. 
Glacier margin position is generally considered to be a sensitive indicator of climatic conditions. In 
its most simplistic form this relationship uses the concept of mass balance as follows: Marginal 
advance is indicative of either a period of lower temperature, which causes a reduction in mass 
ablation, or a period of increased effective precipitation, which causes an increase in mass 
accumulation, or a combination of both. Marginal retreat indicates the opposite. There are a 
number of topoclimatic and geometric limitations to this simplified vision, which have been 
summarised by Furbish and Andrews (1984), but this basic conceptualisation shows a degree of 
applicability to many clean-ice glaciers. 
Research on debris-covered and debris-rich glaciers in the American and Canadian Rockies and 
the Southern Alps of New Zealand identifies anomalous, and asynchronous, response patterns to 
climatic forcing, as compared to clean-ice glaciers in the region (Chinn, 1996; Clark et al., 1994; 
Kirkbride and Brazier, 1998), indicating that debris within the glacial system can partially decouple 
glaciers from climate (Chinn, 1996; Purdie and Fitzharris, 1999). 
Preservation of a stagnant ice tongue beneath extensive supraglacial debris means that 
considerable climatic warming can occur without significant terminus migration and, in this case, 
simple relationships between glacier extent and climate break down. Without fuller understanding 
of how debris-covered glacier systems respond to reflect climatic changes in terms of marginal 
positions, former climates inferred from glacier stratigraphy cannot be assumed to be reliable. 
3 
Thus, it can be seen that determining ablation rate of ice beneath a debris layer under specific 
climatic conditions is a fundamental requirement for predicting debris-covered glacier response to 
climatic forcing (Jansson and Fredin, 2002) with regard to future hydrological resources, ice-
contact lake development, and palaeoclimatic interpretations. Further to these issues, there are a 
number of additional questions which mass balance research on debris-covered glaciers may help 
address, such as: the continued debate about the origin of "hummocky moraine", which some 
workers believe to be deposited by stagnating debris-covered ice margins (Bennett, 1994; Jansson 
and Fredin, 2002); the age and preservation potential of sub-debris Antarctic ice (Hindmarsh et al., 
1998; Marchant et al., 2002) as an analogy for extraterrestrial ice preservation (MacClune et al., 
2003); the distinguishing characteristics of rock glaciers formed from talus or debris-covered 
glaciers (Reviewed in Whalley and Martin, 1992); and the role that surface debris may play during 
initial glacier or ice sheet advances during a glacial period (Jansson and Fredin, 2002). 
1.4 Thesis aims 
Mathematical models deriving mass balance of clean-ice glaciers from meteorological parameters 
have reached a sophisticated level of development (reviewed in Oerlemans, 2001). Such models, 
in conjunction with ice flow models (e.g. Hubbard et al., 2000; Van De Wal and Oerlemans, 1995), 
are generally considered to be of a sufficient standard to produce reliable predictions of macroscale 
glacier response to given climatic conditions. However, supraglacial debris dramatically affects 
mass balance and, hence, glacier response to climatic forcing. 
Research to date has established the basic effect of supraglacial debris on ablation rate, as 
described in section 1.1. However, there remains a marked lack of practical means to measure 
ablation beneath supraglacial debris (Nakawo et al., 2000), and no models capable of reliably 
predicting the response of a debris-covered glacier to climate change exist. Furthermore, 
supraglacial debris layers remain relatively understudied and previous work has been limited to 
small-scale, short-term studies (Adhikary et al., 2000; Fujii, 1977; Nakawo and Young, 1981; 
Ostrem, 1959), with few attempts to extend observations and models to the glacier scale. 
This thesis employs a mass-balance modelling approach to examine the processes and rates of 
debris-covered glacier ablation, in order to improve predictions of debris-covered glacier response 
to climatic forcing. In particular, the thesis aims to: 
(1) Investigate the processes of energy transfer through natural supraglacial debris in 3 
contrasting glacier locations; 
(2) Determine the principle controls on sub-debris ablation rate; 
(3) Develop and calibrate models to determine sub-debris ablation rate from meteorological 
parameters; 
(4) Apply sub-debris ablation models at the glacier scale, using ablation gradients to calculate 
annual ablation regimes in order to assess melt regimes and glacier response to climate 
change; 
(5) Explore the causes of surface relief formation in the debris-covered ablation zone, and how this 
relates to overall ablation totals and potential GLOF hazards; 
(6) Discuss the causes and implications of contrasting debris-covered glacier morphology in 
different climatic regions. 
By exploring these themes, an improved understanding of the nature of debris-covered glacier 
mass balance will be developed in order to work towards addressing the issues raised in section 
1.3. 
1.5 Thesis structure 
Chapters 2 and 3 present background pertaining to mass balance of debris-covered glaciers, with 
Chapter 2 introducing the mass balance concepts that are used in later chapters, and Chapter 3 
reviewing literature relevant to the processes of sub-debris ice ablation. 
Chapter 4 provides descriptions of the three models designed and developed in this research: a 
model of sub-debris ablation; a model of debris-covered glacier ablation gradient; and a model of 
ablation-topography development. This chapter also introduces the field areas, and the field 
methods used to parameterise and validate the models. 
Chapter 5 reports the findings of empirical studies undertaken to test the assumptions of, and 
provide parameterisation for, the sub-debris ablation model. Subsequently, results of model testing, 
validation, and site-specific ablation output are presented in turn. 
Chapter 6 comprises two sections. In the first, the ablation model is applied at the glacier scale 
through the use of ablation gradients, and in the second, the ablation model is applied to explore 
the evolution of surface topography in the debris-covered ablation zone. 
Finally, Chapter 7 presents the main conclusions of the thesis, and discusses both field and model 
results in the context of the environmental settings of sample glaciers, to develop a fuller 
understanding of the glaciological impact of surficial debris at a range of scales. 
2 Mass balance and debris-covered glaciers 
The majority of glaciological research has been undertaken on clean-ice glaciers (Kinzl, 1942; 
Kaser and Osmaston, 2002). However, surface debris significantly alters glacier ablation, and this 
chapter gives qualitative consideration as to how this affects mass balance of debris-covered 
glaciers. Concepts of mass balance that are used in later discussions are introduced, followed by a 
discussion of the environmental conditions that favour the development of debris-covered glaciers. 
The manner in which these conditions, along with the resultant surface debris, affect processes of 
accumulation and ablation and, hence, glacier mass balance are then explored. 
2.1 Mass balance concepts 
Annual glacier mass balance is defined as the sum of the total mass gains and total mass losses 
throughout the whole ice body, over a calendar, or balance, year (Paterson, 1994). However, it is 
useful to first consider the problem at a smaller spatial scale, in the form of the point-specific 
balance. 
2.1.1 Point-specific mass balance 
The specific mass balance rate (m6 ) at any point is given as the sum of mass gains and losses at 
that point per unit time. Snowfall that survives through the warmest season constitutes the main 
source of mass accumulation in the majority of glacial systems, while surface melt is the dominant 
process by which ice mass is ablated, Surface ablation occurs when sufficient energy is supplied 
from the atmosphere to raise ice temperature to the melting point, beyond which, surplus energy 
results in phase change from ice to water or to water vapour. The amount of energy available for 
melting (Q„,) is determined by the surface energy balance, which is the sum of the net fluxes of 
energy exchanged at the atmosphere:ice interface (Figure 2-1), given by: 
Q„,+ AQ0 =Q,+Qh +a +Q, 	 (Paterson, 1994) Equation 2-1 
where AQg is the rate of change in heat stored in a vertical column from the surface to the depth at 
which temperatures stabilise; Q,. is the net radiative flux of short- and long-wave radiation; Q1  is 
the net vertical eddy flux of sensible heat; a is the net vertical flux of latent heat, and Qp is the 
heat supplied by precipitation (Figure 2-1). These fluxes, their relative contributions to melt, and the 
atmospheric conditions that control them, are treated in more detail in Chapter 3. 
The temporal distribution of ablation and accumulation throughout the year depends largely on 
latitude and climate type. In the European Alps, Southern Alps, Scandinavia and North America, 
strong seasonal variation in air temperature between summer and winter results in distinct summer 
ablation and winter accumulation seasons. Ablation is limited to summer periods, within which air 
temperature is sufficiently high, while effective precipitation is greatest during colder winter months. 
Over winter, the total mass of the glacier increases to a peak just prior to the onset of the ablation 
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season. Conversely, the total glacier mass will be at a minimum at the end of the ablation season 
(Figure 2-2a). At high altitude sites, winters can be arid, as low winter air temperatures limit the 
amount of moisture that can be held in air masses and, in some cases, maximum snowfall 
accumulation occurs concurrently with maximum ablation during the warmer summer months 
(Figure 2-2e). Consequently, glaciers in the high Himalayas, and high Andes have a relatively 
constant mass throughout the annual cycle. The annual balance of these glaciers is highly 
sensitive to the amount of precipitation they receive within the wet season, and can vary 
considerably from year to year (Kaser et al., 1990). In tropical climates, where air temperatures are 
high, and show little seasonality, ablation can occur throughout the year. Similarly, snowfall 
accumulation can occur at any time through the annual cycle, dependent on specific atmospheric 
conditions, although it may be concentrated in two wet seasons (Benn and Evans, 1998). 
Consequently, tropical glaciers generally have a quasi-constant mass throughout the year, and 
their annual balance is sensitive to minor variations in both ablation and accumulation (Kaser and 
Osmaston, 2002). The duration of the respective seasons varies with climatic conditions, and it is 
often preferable to consider mass balance over a balance year, from one consecutive minimum to 
the next, in order to account for changes in the duration of seasons over time. 
Extrapolating point-specific annual balance over the whole glacier surface enables mass gains and 
losses to be related to the rate of ice throughput and resultant glacier geometry. A range of 
techniques exist, some of which are appropriate for studying current, or recent, glacier balance 
regimes and dynamics, while others are appropriate for reconstructing palaeoclimate from glacier 
margins (Benn and Evans, 1998; Benn and Lehmkuhl, 2000; Furbish and Andrews, 1984; Kuhn, 
1989; Tangborn, 1990). A number of such analytical tools are outlined below. The typical glacier 
used in these descriptions is a continuous ice mass, fed by precipitated snow, which loses mass 
through surface ablation, although it should be noted that a significant number of glaciers do not 
conform to this description (Benn and Evans, 1998), 
2.1.2 Vertical balance gradient 
Meteorological variables such as air temperature, air pressure, vapour pressure and precipitation 
vary systematically with altitude and, as these parameters influence the rate of accumulation and 
ablation of glacier ice, these mass fluxes also show variation with altitude. The vertical gradient of 
specific mass balance, &Ill)/ dz , measured over an annual period gives the annual mass balance 
gradient, which can be used to extrapolate point-specific balance over a whole glacier surface. This 
can be resolved into two relationships: one between accumulation and elevation and the other 
between ablation and elevation. The following sections consider the controls on these relationships 
in more detail, and the conditions under which systematic altitudinal gradients may not apply. 
2.1.2.1 Accumulation processes and accumulation gradient 
High atmospheric vapour pressure, and low air temperature, maximises snowfall and vice versa. 
As air ascends, either buoyantly, or to surmount orographic barriers, it cools adiabatically (Barry 
and Chorley, 1998). This causes water vapour to condense and, as a result, precipitation generally 
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increases with altitude. Air temperature determines the effective precipitation, which is the solid 
proportion of total precipitation (Benn and Evans, 1998). Hence, decreasing air temperature can 
increase effective precipitation, and the resultant accumulation regime, without any change in 
absolute precipitation taking place (Ageta and Kadota, 1992). 
At high altitude or high latitude sites, accumulation of rime ice and superimposed ice by direct 
adfreezing of water vapour, or liquid precipitation, onto the ice surface can occur, facilitated by low 
air and ice temperature, and high humidity (Barry, 1992 p.263). Surface ice temperature tends to 
decrease with elevation, so direct ice accumulation, will accentuate the existing precipitation-based 
accumulation gradient (Barry, 1992 p266). 
In high relief environments, avalanches can make sizeable contributions to accumulation, 
constituting sporadic mass inputs that are commonly topographically constrained. As such, 
avalanche accumulation does not show systematic variation with altitude but forms a local positive 
anomaly in the accumulation gradient (Figure 2-3). Similarly, topographic constraints can affect the 
distribution of precipitation, by concentrating precipitation around high peaks and ridges (Yasnari 
and Inoue, 1978), while local, and regional, rain shadow effects are felt in the lee of individual 
topographic highs. Topography also influences accumulation by controlling the distribution of wind-
blown snow deposition, which can have a significant effect on glacier mass balance within marginal 
glacial climates (Humlum, 1996; Humlum, 1997). 
2.1.2.2 Ablation processes and ablation gradient 
Higher air temperatures at lower altitudes contribute a greater amount of energy to a glacier 
surface, thus, under the same insolation receipts, maximum ablation occurs at the glacier terminus 
and decreases with distance upglacier (Figure 2-3). In addition, as temperature declines with 
altitude, the duration of the ablation season also decreases with altitude (Oerlemans, 2001). Thus, 
the negative relationship of ablation with altitude at any given time is accentuated in the annual 
ablation gradient. This inverse relationship of ablation with altitude is further exacerbated by 
ambient ice-temperature distribution, which decreases with altitude. Ice in the upper reaches of the 
glacier may remain below the pressure melting point throughout the annual cycle so that a portion 
of incoming energy is consumed in raising ice to 0°C before any melting can proceed (Benn and 
Evans, 1998). 
In contrast, ablation by sublimation is likely to increase with altitude because of decreasing relative 
humidity and increasing wind velocity with altitude, which both facilitate sublimation (Barry, 1992 
p.276). However, sublimation is considered small in comparison to surface melt under most 
conditions, with the exception of very cold continental climates such as the Antarctic interior where 
melt is minimal or non-existent (Benn and Evans, 1998 p.70; MacClune et al., 2003; Marchant et 
al., 2002). 
Calving, which occurs almost exclusively at the glacier terminus, can occur into water or onto land. 
Large masses of ice can be lost very rapidly in this way creating a locally steep ablation gradient at 
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the terminus (Tangborn, 1990), which affects glacier dynamics both in the terminus zone and 
further upglacier (Kirkbride and Warren, 1999; Naruse and Skvarca, 2000). 
Non-systematic variations of ablation with altitude can occur due to the effects of surrounding 
valley sides, which can alter the specific energy balance by shading the glacier surface from 
Insolation, and emitting long-wave radiation (Oerlemans, 2001 p.19). 
Some processes can cause both positive and negative mass flux at different locations in the glacier 
system, depending on specific conditions. For example, strong winds can re-mobilise snow, and 
scour ice, from exposed regions and deliver it to relatively sheltered surface zones (Barry, 1992 
p.267). Additionally, not all meltwater is necessarily lost to the glacial system and surface meltwater 
can instead percolate through surface layers to refreeze at depth, or be transported by surface flow 
and refreeze downslope during a cold snap or nocturnal drop in temperature (Fushimi, 1977; 
Fushimi, 1978; Inoue and Nagoshi, 1977). Such translocation processes do not affect the net mass 
balance, but can affect both accumulation and ablation gradient. 
2.1.2.3 Mass balance gradient 
Summing accumulation and ablation gradients gives the mass balance gradient (Figure 2-3), which 
can be used either to calculate glacier runoff or, in an interpretative manner, to understand the 
mass balance regime of the glacier. Ice volume loss from a glacier, per unit time, can be calculated 
using the typical ablation gradient for the given time interval, multiplied by the area-altitude 
distribution for the specific glacier geometry, such that ablation over the whole glacier surface is 
accounted for (Furbish and Andrews, 1984). General glacier hypsometry can be obtained from map 
data, either by manual, or digital, measurement of the areas between mapped contours, or by 
using an area approximation based on contour length (L) and mean surface slope (fl ) such that 
the variation in surface area (A") with elevation ( z ) is: 
dA" 
= L cot
-
,3 
dz 
(Oerlemans, 2001) Equation 2-2 
The form of the balance gradient can be used to make general observations regarding the balance 
regime for regional glaciation or individual glaciers. The portion of the glacier above the zero 
balance point is termed the accumulation zone, where annual net mass flux is positive, whilst that 
below comprises the ablation zone, where annual net mass flux is negative. As these two 
gradients, combined in the mass balance gradient, are dependent on different meteorological 
parameters, the respective altitudinal gradients tend to differ, with annual ablation rate generally 
changing more per elevation increment than accumulation rate does. This results in an inflection 
point in the mass balance gradient (Figure 2-3), which coincides with the zero balance point if the 
glacier is in steady-state. In the case of many mid- to high- latitude glaciers, the constituent limbs of 
the mass balance gradient in the accumulation and ablation zones can be approximated as linear 
(Figure 2-3; Kuhn, 1984). However, it should be noted that local topography can create localised 
climates, or topoclimates, concentrating orographic precipitation and avalanche contributions, for 
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example, and altering the local surface energy balance due to shadowing. Local topoclimate can 
often impose a degree of non-linearity on mass balance gradient (Benn and Gemmell, 1997; 
Furbish and Andrews, 1984; Oerlemans, 2001). 
The ratio of the different mass balance gradients in the accumulation and ablation zone (Figure 
2-3) is known as the balance ratio (BR ) (Equation 2-3). 
BR = bb 
	
Equation 2-3 
where bb and be are the linear balance gradients in the ablation and accumulation zone 
respectively. Balance gradient and balance ratio can be used in an interpretative manner to identify 
key processes and the relative importance of various factors determining the mass balance. The 
BR provides an indication of the relative sensitivity of glacier systems to changes in temperature 
(ablation) and precipitation (accumulation) (2.1.5; Furbish and Andrews, 1984). It also gives an 
indication of the likely aerial distribution of mass balance. For example, large BR values indicate 
that a proportionally small ablation area is required to balance accumulation (2.1.3). 
2.1.3 Equilibrium line altitude and accumulation area ratio 
Altitudinal changes in annual mass balance mean that the glacier surface can be partitioned into 
zones of net accumulation and net ablation (Figures 2-3 and 2-4). At the boundary between these 
zones, surface accumulation equals surface ablation over the period of one year (Paterson, 1994). 
The average elevation across the glacier surface at which this boundary lies is termed the 
equilibrium line altitude (ELA), which, in steady state, is the elevation at which the mass balance 
gradient crosses the zero balance axis (Figure 2-3). 
The partitioning of a glacier surface is described by the accumulation area ratio (AAR), which is 
the ratio of the accumulation area to the ablation area: 
AAR= accumulation area 
total ice area Equation 2-4 
The inter-relationship between BR and AAR can be illustrated by considering a simplified 
situation where a glacier is represented by a rectangular slab descending a uniform slope. If 
accumulation and ablation gradient were the same (BR =1), then, for a rectangular-slab 
simplification of glacier form, in steady-state the accumulation and ablation areas would be equal 
resulting in an AAR of 0.5, as AAR= 11 BR (Benn and Gemmell, 1997). However, due to the 
difference between accumulation and ablation gradient, accumulation and ablation areas of many 
glaciers comprise a different characteristic portion of total glacier surface area under steady-state 
conditions. For example, on mid- to high-latitude temperate clean-ice glaciers, incremental change 
in ablation rate with altitude is typically greater than the change in accumulation rate with altitude, 
hence, on this style of glacier, typical AAR is in the range 0.5-0.8, and tends to be —0.65 in 
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steady-state (Benn and Gemmell, 1997; Porter, 1975). Identifying regional steady-state AAR can 
therefore be used to approximate balance ratio and vice versa. However, even under the influence 
of the same regional mass balance gradient, the AAR of an individual glacier is strongly 
influenced by glacier hypsometry (Benn and Gemmel', 1997; Furbish and Andrews, 1984). Thus, 
deviations from the rectangular plan form and constant slope of the representation above would 
introduce variation in AAR without any change in balance gradient and, hence, the balance ratio 
is considered a superior method for reconstructing former glacier ELA (Benn and Gemmel', 1997; 
Benn and Lehmkuhl, 2000). 
Glacier response to climatic change can be represented as excursions from the steady state AAR 
and ELA. If accumulation rate decreases, or ablation rate increases, and overall glacier mass 
balance becomes negative then ELA rises, and AAR falls, relative to its steady-state value. 
Conversely, higher than steady-state AAR values, and lower than steady-state ELA, indicates 
positive balance. 
ELA and AAR are useful indices of net balance change in response to climate, but without well-
constrained balance gradient, steady-state ELA and steady-state AAR , even accurate estimates 
of current values of these features cannot provide a quantified estimate of mass balance 
(Braithwaite, 1984). Furthermore, AAR response, even when derived from a known ELA change 
in response to climatic perturbation, will be strongly influenced by glacier shape and hypsometry 
(Furbish and Andrews, 1984). However, remotely sensed approximations of AAR and ELA can be 
made by assuming that ELA coincides with the snowline at the end of the ablation season, and 
monitoring changes in such approximations over successive years can provide useful and cost 
effective information on glacier response trends. Regional extrapolation of specific glacier ELA and 
AAR can be used to evaluate mass balance regimes for neighbouring glaciers, only where 
climatic gradients and conditions can be considered invariant between glaciers (Braithwaite, 1984). 
2.1.4 Glacier dynamics and response to climate change 
The altitudinal gradient of mass balance creates systematic spatial variation in mass gains and 
losses across the glacier system, and ice will flow under gravity to redress this imbalance (Figure 
2-4). Ice is considered to deform as a non-linear viscous material according to Glen's flow law: 
E \z = z- A Equation 2-5 
where E xz is shear strain rate, r u is shear stress, and A and n are empirically derived 
parameters. Basal shear stress (7-0„) ) is given by: 
V  Ku) = F pgz sin(i3) 
	
Equation 2-6 
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where p is the density of ice, g is the acceleration due to gravity,/6' the inclination, A is the 
Arrhenius value (which varies with temperature according to the Arrhenius relation (see Paterson, 
1994, p.86)), and F is a value which modifies the shear stress to account for lateral drag, 
according to the shape of the valley cross-section. For a semi-circular channel, i.e. an 
approximation for a glacier in a U-shaped valley, F = 0.5. 
Under stable climatic conditions, the glacier will tend towards steady-state, i.e. flow will redistribute 
the mass such that total accumulation and ablation are equal. At this point steady-state ELA and 
AAR are established. Perturbing the climate alters the balance gradient, causing ELA to migrate, 
and AAR to be altered, in response to the new disequilibrium in the glacier mass balance system. 
The glacier system will then redistribute ice mass such that a new steady state, in accordance with 
the new climatic regime, is established. This is achieved by adjustment of the ice marginal position, 
which is the basis for the reasoning that glacier margins can be considered sensitive to climatic 
change as outlined in section 1.3.3. 
Vertical changes in ice surface over the glacier, due to surface mass balance, must be balanced by 
vertical mass flux rate ( pv z ) at each point over the glacier surface: 
m6 = pv z 	 Equation 2-7 
In the simplest sense, vertical flux can be linked to longitudinal flow rate ( ) via the continuity 
relation, which, in an incompressible medium, and assuming negligible lateral flux, is given as: 
p 	 p aVZ 
aX 	 aZ 
(Kaser and Osmaston, 2002) Equation 2-8 
so mass balance gradient can be related to longitudinal flow by: 
db 
77- 
av z = 
	
av,  
dz 	 az 	 ax (Kaser and Osmaston, 2002) Equation 2-9 
Glacier mass balance can be approximately related to flow regime by adopting the wedge model 
shown in Figure 2-4. Ice discharge through a cross section of the glacier at any point should be the 
sum of the wedge volume upglacier from the cross section location (Benn and Evans, 1998). Thus, 
it can be seen that discharge increases from the head of the glacier to the equilibrium line and then 
decreases to the terminus. If the cross-sectional area is assumed to be constant downglacier, ice 
velocities also increase towards the equilibrium line, and decrease towards the terminus. However, 
the confining topography of a valley glacier often exerts an over-riding influence on ice velocity. In 
steady-state, net mass accumulation (C) for the whole glacier, per unit time (i.e. the total 
accumulation "wedge"), must be transferred through the cross-sectional area at the equilibrium line 
( A"),,) within that period. 
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A" ,v.x.p 	 (Kaser and Osmaston, 2002) Equation 2-10 
Where vxmax is the maximum flow velocity, which occurs at the ELA. This can be related to the net 
balance gradient by integrating (Kaser and Osmaston, 2002) Equation 2-9 over the length of the 
glacier tongue from the terminus to the equilibrium line (X ), such that: 
db 
	 _
vx max  _ 	  
dz - P X XA" 
(Kaser and Osmaston, 2002) Equation 2-11 
Hence, a steeper balance gradient, i.e. large changes in specific mass balance over each altitude 
increment, results in a faster throughput of mass and correspondingly faster maximum ice velocity. 
The slope of specific mass balance at the equilibrium line is known as the activity index (Tangborn, 
1990). Glaciers with a high activity index flow faster, and can adjust their marginal positions to 
climate change more rapidly than glaciers with a low activity index. (Kaser and Osmaston, 2002) 
Equation 2-11 also shows that under conditions of constant net accumulation and equilibrium line 
cross-sectional area, the length of the glacier tongue is inversely proportional to the vertical 
gradient in specific mass balance rate (Kaser and Osmaston, 2002), such that steeper balance 
gradients tend to result in shorter glacier tongues. 
Glacier response time, and the magnitude of the response, to a particular climatic forcing is not 
only a product of balance gradient and activity index, but also the glacier form, and particularly its 
area-altitude distribution (Tangborn, 1990). Local topography constrains glacier response by 
limiting the possible geometries the glacier can occupy, and by affecting the glacier flow regime 
along its length (Furbish and Andrews, 1984). Thus, individual glacier-flow responses to climate 
change are influenced by topoclimate, glacier size, steepness, altitudinal range and a host of other 
morphological and glaciological factors, which can all be characterised by hypsometry and balance 
gradient (Furbish and Andrews, 1984). These factors must be considered, with varying degrees of 
local significance, when reconstructing palaeoclimates from former glacier margins. 
2.1.5 Climatic considerations and seasonality 
Annual glacier mass balance varies spatially according to climatic region, local climatic gradient 
and seasonality. Variation in glacier balance gradient is more strongly dependent on climate type 
e.g. maritime or continental (Figure 2-5), than on latitude (Braithwaite, 1984). Contrasting climatic 
regimes are reflected in the BR: For example, a BR value of 2 has been suggested to be 
representative of mid-latitude, maritime glaciers, while, as a result of perennial ablation and poor 
dependence of accumulation on altitude, tropical glaciers have a much higher BR (Benn and 
Gemmel!, 1997). Regional steady-state AAR is determined by regional balance ratio and, 
therefore, is also influenced by variation in climate type. Values of AAR for clean-ice glaciers 
range from 0.58 in the North Cascades (Meier, 1962) to 0.7 in the European Alps (Paterson, 1994) 
(Figure 2-5). 
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Under some climates, the mass balance gradient will remain relatively constant as climate 
changes, with only the absolute balance changing, i.e. the mass balance curve shifts laterally or 
vertically. However, in most climates, the influence of climatic change is likely to be dependent on 
altitude, such that specific gradient may change more at low altitude than high altitude or vice 
versa, as modelled by Oerlemans and Hoogendoorn (1989). This can result in a change in mass 
balance gradient and BR in response to a change in climate (Oerlemans, 2001 p.44). In alpine 
valley glaciers, negative or positive mass balance excursions are represented by an imbalance that 
is almost independent of altitude; in dry continental climates the greatest imbalance is due to 
changes in albedo, which have maximum effect at the equilibrium line; in maritime climates, 
imbalance is greatest at high altitudes, as a result of changes in accumulation area and in polar 
glaciers, the greatest imbalance is in the lower ablation zone (Kuhn, 1984). 
Spatial variations in ELA can be considerable even within a few kilometres (Fountain et al., 1999) 
due to site-specific variations in glacier geometry, and the influence of local climatic gradients. For 
example, rain shadow effects can result in significant variation in glacier mass balance 
characteristics within a climatic zone, and glacier aspect can influence both accumulation 
interception, and ablation, through the interaction of topography with prevailing wind direction and 
insolation receipts (Benn and Evans, 1998). The importance of local topoclimate to mass balance 
within some glacier systems means that some glaciers may be more sensitive to climatic changes 
that interact explicitly with local topography, such as a change in the atmospheric freezing level that 
alters the distribution of effective precipitation, rendering some temporary storage catchments, 
which were previously sources of windblown and avalanche accumulation, redundant (Nicholson, 
2000). 
The manner in which these mass balance concepts apply in the case of debris-covered glaciers is 
discussed in section 2.2.2, but it is first useful to outline how, and where, debris-covered glaciers 
form. 
2.2 Debris-covered glaciers 
Debris-covered glaciers can be defined as those that support an extensive area of rock detritus on 
their surface. However, this definition is not exhaustive. Many mountain glaciers can be considered 
as "a compound body of glacier ice and rock debris" (Fushimi, 1977), a concept which fits more 
easily with the idea of a continuum of landforms composed of ice and debris than a clearly 
delineated classification of clean-ice or debris-covered glaciers (Figure 2-6). The position of a 
landform along this continuum is dependent on the ratio of ice flux to debris flux through the 
system, with ice flux forming the component that is more sensitive to environmental conditions 
(Kirkbride, 1989; Nicholson, 2000). Considering the position of debris-covered glaciers along an 
ice-debris continuum (Figure 2-6), it is clear that they form in an environment where there is a 
deficiency of snowfall relative to debris supply. This continuity of form relies upon continuity of 
process which, even if imperfect, requires the existence of intermediate features (Kirkbride, 1989). 
In some cases, the boundaries between a debris-covered glacier, a clean-ice glacier with marginal 
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and medial moraine cover, an ice-cored moraine and a rock glacier are unclear, and there is no 
general agreement on what the distinguishing parameters between these categories are. 
In this thesis, a debris-covered glacier is defined as a tongue of solid glacier ice supporting a rock 
layer at the surface, regardless of its state of dynamic activity. Ice-cored moraines and rock 
glaciers will likewise be defined morphologically; the former term referring to ridge features at the 
margins of a glacier, and the latter to any lobate, or tongue-shaped, feature of detrital rock which 
shows evidence of current or former flow indicative of internal ice deformation. 
2.2.1 Development of debris-covered glaciers 
The formation of debris-covered glaciers is contingent on the coincidence of a number of 
environmental factors. Firstly, sufficient debris must be generated within the catchment, secondly, 
its must be delivered to the glacier surface and, thirdly, the system must evolve in such a way as to 
form a continuous layer of debris on top of glacier ice. 
2.2.1.1 Debris supply and entrainment 
Glaciers can entrain debris subglacially, or at the surface. Full reviews of the processes by which 
glaciers entrain debris are given by Benn and Evans (1998) and Hambrey et. al. (1999), but a brief 
description is given below. 
The principal mechanisms of subglacial erosion are quarrying of bedrock and abrasion of the 
substrate (cf Benn and Evans, 1998 p.182). Quarrying (or plucking) is the process by which 
underlying rock structures fail and create clasts, which are incorporated into the ice body. This 
occurs due to overburden pressure differences, which are created around basal cavities and bed 
irregularities as a result of the tractive force of ice and opposing frictional resistance of the 
substrate. Basal water-pressure fluctuations facilitate this process (Hooke, 1991; Iverson, 1991; 
Rothlisberger and Iken, 1981). Abrasion is dependent on the resistance of the substrate, the sliding 
velocity of the glacier sole and the load of debris previously entrained in the ice, amongst other 
things (Benn and Evans, 1998; Hallet, 1981). During successive glacial cycles, ice advances occur 
over pre-existing regolith, which provides a ready supply of basal debris in addition to that being 
actively eroded at the glacier sole (Ballantyne, 2002; Ballantyne, 2003). 
Regelation and enhanced basal creep can incorporate fractured blocks, frozen substrate and fine 
rock flour into the sole of the glacier. Such basal entrainment is facilitated by spatial variation in 
basal thermal regime (Jansson et al., 2000). In a valley glacier, icefalls and over-deepened bed 
profile can favour changes in basal conditions by creating significant local gradients in ice 
thickness, basal water pressure and local ice flow (Hooke, 1991). Variations in these parameters 
have been shown to be effective in raising sediment from a basal to englacial position (Spedding, 
2000). In some cases, cold-based ice has been observed to preserve basal landforms (Clarhali and 
Kiernan, 1999; England, 1986), while in other studies cold-based ice has been found to be effective 
at entraining basal material (Cuffey et al., 2001; Fitzsimons, 1996). The conditions dictating 
whether or not basal entrainment will occur remain unclear, although it is apparent that the process 
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can occur under a range of conditions (Jansson and Fredin, 2002). In the case of debris-covered 
glaciers, the amount of subglacially-sourced debris is commonly considered to be small in 
comparison to the contribution of supraglacially-sourced debris (Spedding, 2000). 
Supraglacial deposition occurs via a combination of mass movements from the surrounding 
landscape and atmospheric fallout of dust or ash onto the glacier surface. Cold conditions in 
mountain environments limit vegetation colonisation, resulting in the preservation of large subaerial 
weathering surfaces of bare rock, which are subject to cold-climate mechanical weathering 
processes. Diurnal freeze-thaw cycles on sunny slopes create ideal conditions for frost shattering 
(Matsuoka, 1991) while, on slopes experiencing continuous shadow, temperatures are likely to be 
persistently sub-zero, a condition that facilitates subsurface weathering by ice segregation (Hallet 
et al., 1991). Efficient weathering by either, or both, of these processes produces an ample source 
of debris, which is transported by avalanche and rockfall events from headwalls and valley sides 
onto glacier surfaces below. Individual rockfall events form discrete deposits on the glacier surface 
and deposition at the lateral margins remains concentrated in lateral moraines, unless confluent ice 
flow forms medial moraines. In contrast, deposition from the headwall is distributed across the 
glacier cross profile (Rogerson et al., 1986). Supraglacial debris deposition by these methods is 
widely accepted to dominate the sediment transfer system of debris-covered mountain glaciers 
(Anderson, 2000; Barsch and Jakob, 1998; Bishop et al., 1995; Etzelmuller et al., 2000; Mattson 
and Gardner, 1991; Spedding, 2000; Watanabe et al., 1998), although there is some evidence that 
contributions from subglacial sources may have been overlooked (Spedding and Evans, 2002). 
In addition, winds traversing cold deserts, or poorly vegetated tundra regions, can deposit material 
directly onto the glacier surface, or in the form of dust-laden snowfall. In volcanic regions, ash and 
tephra fallout can cover extensive areas of the landscape and form instantaneous debris covers on 
local glaciers (Kirkbride and Dugmore, 2003). 
Colluvium, dust and ash deposited in the ablation zone will remain at the surface, unless it is 
removed by surface meltwater or gravitational sliding, while that deposited in the accumulation 
zone will be buried by subsequent accumulation and become incorporated into the ice body as 
englacial debris. Once entrained in the glacier system, supra-, en-, and sub- glacial debris will be 
transported through the glacier in accordance with the pattern of ice flow (Figure 2-4). Thus, 
deposits of surface debris directly onto the ablation zone are augmented by sub- and en-glacial 
debris being transported to the surface in the ablation zone, where ongoing ice ablation causes the 
melt-out of debris within the ice, leaving behind a residue of debris at the surface. 
2.2.1.2 Developing a debris mantle 
For an extensive debris mantle to develop on a glacier surface, debris supply must be sufficient 
and the removal of glacigenic sediments from the glacier systems must be inefficient (Benn et al., 
2003; Spedding and Evans, 2002). Regardless of its source, glacial debris tends to emerge at the 
surface in localised concentrations resulting from: 
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(1) glaciotectonic thrust and fold structures occurring in shear zones behind decelerating or 
stagnant termini (Boulton, 1968; Glasser et al., 2003; Hambrey et al., 1999; Iwata et al., 1980), 
(2) distributed shearing throughout the entire terminus (Kirkbride, 1995), 
(3) the bedload of former drainage channels (Pelto, 2000; Spedding, 2000), 
(4) crevasse traces (Kirkbride, 1995), 
(5) medial or lateral moraines (Anderson, 2000; Bozhinskiy et al., 1986; Rogerson et al., 1986), 
(6) individual avalanche or rockfall events (Spedding and Evans, 2002), or melt out of such 
deposits (Kirkbride, 1995). 
Processes of debris redistribution, or convergence, must be operating within the ablation zone to 
merge these discrete zones of surface debris into a continuous debris cover. Isolated dirt cones 
tend to redistribute debris laterally as differential ablation causes slopes to become steeper, 
instigating debris redistribution under gravity (Drewry, 1972). Local concentrations of debris can 
also be reworked by surface meltwater and wide-spread gravitational sliding. Confluent compound 
ice flows can create numerous medial moraines, which merge in the lower ablation zone 
(Anderson, 2000; Kirkbride and Warren, 1999). This is facilitated by compressional longitudinal flow 
towards the margins, which tends to cause medial moraines to spread laterally across the glacier 
terminus (Anderson, 2000). Emerging thrust bands or crevasse fills containing fine debris can 
become liquified by meltwater and form extensive surface flow tills (Boulton, 1968). 
Climatic warming in glaciated regions results in decreased ice volume, effecting a lateral shift along 
the ice:debris continuum (Figure 2-6). In addition, debris supply may be concurrently increased as 
receding ice exposes ever-increasing rockwall areas, and permafrost degradation destabilises 
slopes, resulting in increased incidence of slope failure and debris flows that deposit material into 
the glacier system. Where ablation causes the glacier surface to recede below the height of the 
former moraine crest (Figure 2-7), slope failure of newly exposed, unconsolidated inner flanks of 
these moraines can also deliver debris to the ice surface (lwata et al., 1980). Thus, under 
conditions of global warming, supraglacial debris layers will increase both aerially, as progressively 
more of the ablation zone becomes debris-covered, and in thickness, as melted-out debris 
accumulates over time. The factors contributing to the formation of debris-covered glaciers are 
summarised in Figure 2-8. 
2.2.2 Mass balance concepts applied to debris-covered glaciers 
Numerous experiments on the effect of dust and debris layers on ablation rate of snow and ice 
have established that a thin layer of debris serves to accelerate the rate of melt, to a maximum 
beneath debris of thickness zdmax while, beyond a critical thickness ( 	 ), the debris impedes 
ablation relative to clean ice, as illustrated in Figure 2-9 (Adhikary et al., 2000; Loomis, 1970; 
Mattson et al., 1993; Nakawo and Young, 1981; Ostrem, 1959). 
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Ice ablation is controlled by the amount of energy supplied to the ice, which is in turn controlled by 
the interplay between the surface energy balance, which determines energy receipts at the surface, 
and heat transfer processes through the debris layer, which determine the amount of energy 
reaching the ice interface (Benn and Evans, 1998). Progressive accumulation of debris at the ice 
surface lowers the surface albedo (Table 2-1), causing an increase in the proportion of incident 
short-wave radiation that is absorbed at the surface that results in an overall increase in energy 
influx at the surface. 
Paterson 
(1994) 
Bozhinskiy 
et.al. (1986) 
Munro 	 & 
Young (1982) 
Escher-Vetter 
(1980) 
Firn 0.50 0.60 
Ice 0.40 0.34-0.42 0.40 
Slightly dirty ice 0.29 0.26-0.33 0.24 
Dirty ice 0.21 0.15-0.20 
Debris-covered ice 0.12 0.05-0.14 
Table 2-1: Published values of albedo of different conditions at glacier surfaces. 
Energy absorbed at the surface must be transmitted through the debris layer, via its particles and 
pore spaces before it can contribute to ice melt. The debris layer itself will absorb some of this 
energy, resulting in only a portion of the energy received at the surface being transmitted to the ice 
beneath. The conventional explanation for melt being enhanced by thin debris and inhibited by 
thick debris is as follows. Where debris is thin, increased energy flux at the surface exceeds the 
portion of energy that is absorbed by the debris, resulting in a greater energy flux to the ice 
interface than would be received by a bare ice surface under the same conditions and, hence, 
ablation rate increases. However, as the debris cover increases in thickness, a correspondingly 
greater proportion of energy received at the surface is expended in raising the temperature of the 
debris layer during heat transmission. Thus, despite greater energy receipts at the debris surface, 
the net effect is that less energy is transmitted to the ice interface than would be received by a bare 
ice surface under the same conditions, hence, a thicker debris layer inhibits melt. Debris layers 
>lm thick are thought to allow very little ablation (Benn and Evans, 1998). 
From this it follows that any modification of the ablation gradient due to supraglacial debris will 
depend on the thickness of the debris deposit. A localised rockfall onto a glacier surface will cause 
a departure from the quasi-linear ablation gradient of bare ice in the same way that an avalanche 
causes a local deviation in accumulation gradient (2.1.2.1). Local ablation is retarded if the deposit 
is sufficiently thick (Figure 2-10b), but may be accelerated at the margins, or if debris is thinly 
dispersed. Glacier flow transports debris downglacier, concentrating the surface debris 
accumulation towards the terminus (Kirkbride, 2000). Thus, glacier margins will rapidly accumulate 
a thickness of debris sufficient to insulate and preserve the ice beneath, which has the effect of 
inverting the ablation gradient in the lower terminus (Figure 2-10c). Further upglacier, where the 
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volume of debris that has melted out of the ice is less, forming a thin or patchy debris cover, there 
may be a zone of accelerated ablation (Figure 2-10c). Above the upper limit of the debris cover, 
ablation rate will decrease with altitude as normal. Non-linearity of the ablation gradient, as 
described above, means that the balance ratio can no longer be applied as a means of 
disentangling the regional climate. Additionally, if much of the debris is delivered to the glacier 
within avalanche deposits, it follows that this avalanche accumulation will cause the accumulation 
gradient to also be non-linear (Figure 2-10d). 
The retardation of ablation beneath supraglacial debris means that during climatic warming ice at 
the terminus is preserved and, as ablation is greater upglacier, longitudinal slope angle of the 
glacier terminus decreases through time. Thus, debris-covered glaciers do not undergo marginal 
retreat in response to climatic amelioration but instead lose ice mass by downwasting (Figure 2-7). 
A glacier terminus insulated by thick supraglacial debris, and with a low longitudinal surface 
gradient, tends to become stagnant, and can become decoupled from the dynamically active 
glacier system upslope (Fushimi, 1977; Kirkbride and Brazier, 1998; Peito, 2000). The active 
terminus of the glacier flow is difficult to delimit, as a debris-covered glacier often merges into 
terminal moraines (Benn et al., 2002). If glacier terminus position is taken to be the innermost 
moraine crest, the AAR of a debris-covered glacier will be markedly lower than that of a clean ice 
glacier as, due to suppression of ablation in the lower terminus, a much larger ablation area is 
required to balance net accumulation. Research on glaciers in the Southern Alps found steady-
state AAR of -0.65 for clean ice glaciers, but -0.55 for glaciers supporting surficial debris (Porter, 
1975) and, in the Himalaya, the effect of surface debris results in mean AAR of 0.44 (Kulkarni, 
1992). In extreme cases, thinning glaciers can become separated above and below a rock shelf, 
where ice-flow velocities are insufficient to maintain contiguous flow over large bedslope 
convexities. In this case the glacier becomes separated into two discrete units, with the lower 
section fed by dry calving and ice avalanche events from the upper section (Benn and Lehmkuhl, 
2000). In this situation, the theoretical ELA may be located on bare rock, below avalanche chutes, 
and above the avalanche cones feeding into the debris-covered glacier tongue. 
In the case of debris-covered glaciers, the BR method is inapplicable given the non-linear balance 
gradient (Benn and Lehmkuhl, 2000); AAR reflects both climate and the extent of debris cover; 
ELA can occur on rockwalls and, in some cases, where ELA is coincident with avalanche cones, it 
may be insensitive to climate. The application of these mass balance tools to debris-covered 
glaciers is clearly problematic, particularly with regard to glacier, and climate reconstruction. While 
improved understanding of the influence of debris on mass balance regime may allow these 
methods to be modified to the debris-covered case (Benn and Lehmkuhl, 2000), at present, the 
mass balance gradient remains the most powerful tool that can be applied in the case of a debris-
coved glacier. 
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2.2.3 The response of debris-covered glaciers to climate forcing 
The presence of supraglacial debris in the glacier system imposes a secondary layer between 
climate and glacier process response, and can cause the glacier to become decoupled from its 
climatic surroundings. The sensitivity of a landform system refers to 'the ability of a landform 
system to respond to a climatic signal.' (Kirkbride and Brazier, 1998). For example, short-term 
climate perturbations result in transient changes in mass balance which may not be reflected in the 
margin position and, in this case, the glacier would be described as insensitive to such climate 
changes (Kuhn, 1989). Sensitivity is partly related to the activity index of a glacier, and its absolute 
size, which together determine the timescale over which the glacier can modify its geometry. 
Smaller, and more active, glaciers respond faster to climatic perturbations and, consequently, they 
respond to more transient climatic change than larger, and less active, glaciers. 
The presence of debris is considered to both dampen climate signals and impose a significant lag 
on response to climatic change. Sensitivity can be considered inversely proportional to the amount 
of debris in a glacier systems, resulting in a range of sensitivity across the landforms featured on 
the ice:debris continuum (Benn and Evans, 1998; Clark et al., 1994). 
Given that debris-covered glaciers may be insensitive to transient climatic changes, their 
depositional record will not reflect short-term climatic fluctuations. Preservation of stagnant glacier 
termini result in asymmetric response to climate change such that (1) brief negative balance 
periods may be under-represented in the glacial record, while (2) short-term positive balance 
periods will rapidly reactivate the stagnant terminus, resulting in advancing ice depositing material 
at a greater terminus extent than would be possible in a clean ice glacier system under the 
influence of a similar climatic forcing (Benn et al., 2002; Kirkbride, 2000; Smiraglia et al., 2000; 
Thompson et al., 2000). Similarly, as a surface debris cover preserves ice at a lower altitude than 
would be possible in the absence of debris, the margin position of debris-covered glaciers can be 
forced far out of equilibrium with their current climatic surroundings (Benn et al., 2000). 
It is difficult to identify former debris-covered glaciers from glacial deposits, and even more 
problematic to estimate the extent of the debris layer that may have existed on a pre-existing 
glacier. Lateral moraine volume may provide some indication but this is by no means conclusive. 
Similarly, low values of reconstructed AAR relative to former clean-ice ELA reconstructions could 
represent former debris-covered glaciers in palaeorecords, although alternative processes, such as 
surge advances, could produce the same features (Berg, 2002). More detailed understanding of 
debris-covered glaciers may yet provide means of distinguishing debris-covered features within the 
palaeo-record. 
In order to determine climatic conditions from dated glacigenic sediment sequences, it is necessary 
that the inter-relationship between climatic conditions and glacier system be well understood. In 
addition, improving current understanding of the climatic sensitivity of debris-rich glaciers, as 
compared to clean-ice glaciers, would allow climatic perturbations on different scales to be 
distinguished in the glacial record, as debris-covered glaciers will only respond to more protracted 
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climatic change (Kenn and Evans, 1998; Kirkbride and Brazier, 1998). In order to achieve this, 
more detailed knowledge of how supraglacial debris affects ablation rate and thus overall 
glaciological response to climate is required. 
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3 The influence of debris cover on ice ablation 
Glacier ablation can occur by runoff of surface melt, evaporation, sublimation, wind scouring and 
calving, as described in Chapter 2. All of these processes can occur at a debris-covered glacier 
(Purdie and Fitzharris, 1999) but, in general, debris-cover effectively eliminates evaporation, 
sublimation and wind scour, and has no direct effect on calving rate. Hence, this thesis focuses on 
surface ablation, which is profoundly affected by surficial debris, and constitutes the largest 
component of ablation on most clean and debris-covered ice (Nakawo and Rana, 1999; Sakai et 
al., 1998). 
Empirical evidence of a relationship between debris thickness and surface ablation rate reveals 
little about the physical processes behind this relationship; namely the controls on the rate at which 
energy is delivered to the debris surface, and to the ice interface beneath. Results of previous 
studies (e.g. Adhikary et al., 2000; Fujii, 1977; Inoue and Yoshida, 1980) show marked variation in 
the thickness of debris cover that corresponds to maximum melt ( zd ,„a. ), and the onset of ablation 
inhibition (zdC ), as well as differences in the amount by which a given thickness of debris reduces 
ablation (Figure 3-1), and the factors controlling these variations remain unclear. The influence that 
contrasting climatic regimes may have on the effect of supraglacial debris on ablation rate has not 
previously been explored. Furthermore, the significance of debris properties in determining ablation 
rate has received scant attention in existing literature, and requires more detailed analysis. This 
issue is treated below in two sections: firstly, the energy exchanges at the atmosphere:debris 
interface, and, secondly, the energy exchange at the debris:ice interface. 
3.1 Atmosphere-surface interface 
This section provides a fuller explanation, and discussion, of controls on the individual components 
of the surface energy balance equation introduced previously (2.1.1): 
Qm+ AQg = + Q1+Qh+ Qe+ Qp 	 Equation 3-1 
where Q„, is the flux of energy available for melting; AQg is the rate of change in heat of a vertical 
column of ice from the surface to a depth where the temperatures stabilise; Q., is the short-wave 
radiation flux; a is the long-wave radiation flux; Qh is the sensible heat flux; Q, is the latent heat 
flux and Q is the heat flux due to precipitation. Fluxes are given in Wm-2, positive downwards 
(Oke, 1987; Williams and Smith, 1989). The relative importance of each surface energy balance 
component depends on climatic conditions and site-specific factors (Oerlemans, 2001; Oke, 1987). 
In most studies, short-wave radiation provides the greatest amount of energy for melt, followed by 
sensible heat flux, and latent heat flux (Paterson, 1994 p.68) while long-wave flux is generally 
negative from ice surfaces (Brock, 1997). In the case of a melting glacier, where ice is at the 
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pressure melting point, heat storage (AQg ) can be ignored, as all energy receipts are used for 
melting. Similarly, heat flux by precipitation (Q p) onto a melting surface, is also considered 
negligible under most conditions (Paterson, 1994), and so these terms can be eliminated from the 
equation. However, the measurements on which these observations are made are typically from a 
limited number of sample days within mid-latitude ablation seasons, and so these generalisations 
do not always apply throughout the annual cycle, or in all environments (Paterson, 1994). 
Radiative fluxes can be measured directly using standard pyranometers and pyrgeometers, which 
provide the most accurate determination of these terms (Oke, 1987; Paterson, 1994). Turbulent 
fluxes can also be measured directly (Oke, 1987), but as this can be problematic and requires high 
specification, and high maintenance, instrumentation (Oke, 1987), alternative methods of 
calculation from more limited measurements are commonly used (Paterson, 1994). 
3.1.1 Radiative fluxes 
All bodies above absolute zero (OK, -273.15°C) emit radiation according to their temperature: 
I = SOT 4 	 Equation 3-2 
where I is the emitted radiation; s is the emissivity of the radiating body; cr is the Stephan-
Boltzman constant (5.67 x 10•8 Wm-21(.1), which is the emission coefficient of a perfect black body 
radiator; and T is the temperature of the body in K. The contrasting temperatures of the sun and 
earth mean they emit different amounts of radiation which, in accordance with Wein's Displacement 
Law, is of different wavelength composition: Solar radiation is predominantly short-wave (0.15-3 
pm), while terrestrial radiation is long-wave (3-100 pm) (Oke, 1987). According to the law of 
conservation of energy, incident radiation on a surface must be either (1) transmitted through it, (2) 
reflected from it, or (3) absorbed by it, depending on the climatic and surface conditions at that site, 
which affect the partitioning of energy between these three processes (Oke, 1987). The factors that 
affect the short-wave and long-wave radiative fluxes are dealt with in turn in the following sections. 
3.1.1.1 Short-wave radiation flux 
An opaque substance does not permit short-wave radiation to be transmitted. Thus short-wave 
radiation flux (Q.) at a surface is generally simplified to a ratio of that energy which is absorbed 
and that which is reflected: 
Q, = (1— a)Q' 	 Equation 3-3 
Where Q' is the 'global radiation', i.e. the instantaneous flux of direct and diffuse short-wave 
radiation received at a point on the surface through a hemispherical sky view, and a is the albedo, 
which is surface reflectivity derived empirically as the ratio of reflected to incident short-wave 
radiation. 
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The intensity of incident radiation (Q') depends on the energy emitted from the sun, which is 
generally taken as the solar constant (1368 Wm-2). This energy flux is modified by (1) the 
attenuation of the radiation beam during its passage through Earth's atmosphere, and (2) the angle 
of incidence between the solar beam and the surface. The degree of attenuation occurring in the 
atmosphere is proportional to the distance of atmosphere through which the beam passes, which is 
a function of properties of atmospheric absorptivity, reflectivity and transmissivity at that time (Oke, 
1987), and the solar elevation angle (Oerlemans, 2001). Reflection of radiation by atmospheric 
particles occurs in all directions, and the resultant scattered radiation is termed the atmospheric 
diffuse radiation. Diffuse radiation typically accounts for 15% of measured short-wave receipts 
under clear sky conditions, increasing up to 85% when the sky is overcast with low cloud 
(Oerlemans, 2001). Thick stratus cloud can reduce incoming short-wave radiation to —10% of clear 
sky values, but when cloud-cover is broken, short-wave receipts can exceed clear-sky values if 
direct- beam insolation through a window in the cloud is supplemented by short-wave reflected 
from surrounding cloud (Oerlemans, 2001). 
Direct solar irradiance at a given surface (Q') is modified by the specific geometrical relationship 
between the local surface and solar beam, such that, on a horizontal surface: 
Q' =Q„ •cos 
	 Equation 3-4 
where a is the radiation flux in the direction of the solar beam, and CI is the angle of incidence 
between the normal to the surface slope, and the solar beam. This relationship applies at both 
latitudinal and local scales and can be applied to any inclined surface by consideration of solar 
azimuth and elevation angle: 
Q' = Qn(sin Z cos ft + cos Z sin Q  cos(0 — 6)) 
	
Equation 3-5 
Where Z is the zenith angle; ft is the slope angle; Q is the solar azimuth angle and a is the 
slope azimuth angle in degrees away from 180°S, positive to the west (Oke, 1987 Appendix 1). The 
influence, and significance, of shading of the glacier surface depends on the surrounding 
topography, and its interception of the solar beam throughout the daily celestial trace of the sun. 
Where detailed sky-view factors are known, incident short-wave radiation can be calculated from 
remote measurements (Arnold et al., 1996). 
In summary, the distribution of short-wave radiation received over a glacier surface is a function of 
atmospheric conditions, atmospheric beam path, angle of incidence and sky-view angle. The 
amount of incident radiation that is absorbed depends upon surface albedo, which varies spatially 
and temporally depending on the condition of surface ice (Arnold et al., 1996; Oerlemans and 
Vugts, 1993). In most climatic settings, short-wave radiation flux has been found to be the 
dominant source of energy for ice ablation (Arnold et al., 1996; Paterson, 1994 p.68). 
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3.1.1.2 Long-wave radiation flux 
Long-wave radiation from the atmosphere and surrounding surfaces is given by the Stefan-
Boltzmann equation (Equation 3-2). Most solids have an absorptivity close to unity, hence reflection 
of long-wave is minimal, and is commonly ignored in the consideration of long-wave energy flux at 
a surface (Q1 ), which is simply given as the balance between atmospheric ( a 1) and surface 
emission (IS t ): 
= (I, .1,  —I., 1') 	 Equation 3-6 
where incoming atmospheric long-wave radiation is given by ./a. 	 EacrTa4 , and similarly, 
outgoing long-wave from the surface is given by I., t= sso-T4 , where the subscripts indicating 
atmosphere and surface respectively. The atmosphere absorbs long-wave radiation from, and 
emits it to, the ground and surrounding atmosphere and clouds, at all levels (Barry and Chorley, 
1998). The amount of atmospheric long-wave emission is dependent on bulk atmospheric 
temperature and atmospheric emissivity. The degree to which the atmosphere absorbs and emits 
long-wave is dependent upon its gas and particulate composition, with water vapour, CO2, 03 and, 
in particular, cloud droplets, being effective absorbers and emitters of long-wave radiation. Under 
clear-sky conditions, emissivity has been formulated through regression relationships as a function 
of temperature (T a ) or vapour pressure (ea ) specific to a particular region (e.g. Equations 3-7, 3-8 
and 3-9). 
(Kuz'min, 1961 cf Kayastha et al., so = 0,62 + 0.005 ea 	 Equation 3-7 
2000) 
(Brock, 1997) 	 8.733 x10-3T0.788 	 Equation 3-8 
(Idso, 1981) 	 go = 0,7 + 5.95 x 1 0-5 ea exp(1 500 / ) 
	 Equation 3-9 
The increase in surface receipts of atmospheric long-wave due to cloud cover is dependent on the 
temperature at the base of the clouds. Thus, low, and therefore warmer, stratus cover is more 
influential than high, cold, cirrus cloud (Oke, 1987). Calculation of e for cloudy conditions requires 
both cloud amount and type to be known, from which clear-sky emissivity can be modified by a 
non-linear cloud term: 
Ia  = 1 0(0) (1+ of ) 	 Equation 3-10 
IS = /8 (1— bf ) 	 Equation 3-11 
Where f is the fraction of sky that is cloud covered and a and b are coefficients that vary with 
cloud base temperature, dependent on cloud height, for 8 identified types of cloud (Oke, 1987). All 
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such emissivity relations are partially empirical and thus prone to being applicable only in the 
region within which they were derived. 
Air temperature fluctuates diurnally, but, as this variation is expressed to the 4th power in Kelvin 
within Equation 3-2, this variability is damped, and atmospheric long-wave emission is seen to 
remain relatively stable on diurnal timescales compared to short-wave radiation (Oerlemans, 2001 
p.26 Figure 1.17). 
3.1.2 Turbulent energy fluxes 
Non-radiative energy exchanges are sensible heat flux, in which energy exchange to or from a 
body occurs as a rise or fall in temperature of the body, and latent heat flux, in which energy 
exchange invokes a phase change with no change in temperature (Oke, 1987). It is useful to 
consider these two fluxes together, as they are dependent upon common atmospheric conditions, 
and specifically, on turbulence in the boundary layer. 
The atmospheric boundary layer, above the first few millimetres that comprise the viscous layer, is 
characterised by intense, small-scale turbulence generated by surface roughness and convection 
(Oerlemans, 2001). Free convection occurs due to density differences between portions of 
atmosphere that are at different temperature, and results in upward transfer of heat. Forced 
convection occurs when airflow over obstacles forces the atmosphere into turbulent motion. 
Turbulent fluxes can be approximated as diffusion equations, using vertical gradients of 
atmospheric properties and a coefficient of eddy diffusivity of those properties (Oke, 1987). The 
vertical flux of horizontal momentum (shear stress above the surface) can be determined from the 
vertical wind-velocity profile to give a value for eddy diffusivity of momentum as follows (Paterson, 
1994): 
Shear stress (Z a )is dependent upon the eddy diffusivity of momentum (Km ), which is the ability of 
eddies to transfer momentum according to a vertical gradient of horizontal momentum (u ) acting 
on an atmosphere of density ( p ). 
K 
au 
-13"- itz az  Equation 3-12 
Under neutral, stable conditions, the vertical wind velocity profile approximates a logarithmic decay 
curve, dependent on surface roughness properties, which can be calculated by: 
— u,,, z 
u — 
z 	 k,, 
Equation 3-13 
where u. is the friction velocity (in ms 1), lc* is von Karmans number (-0.4), zo is the aerodynamic 
roughness length (in m), which is the height at which the neutral wind velocity profile extrapolates 
to zero (Oke, 1987). The wind gradient is inversely proportional to height above the surface, and 
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dTa 
Qh =—PC a dz Equation 3-17 
the constant of proportionality in that relationship can be related to the slope of the vertical wind 
profile (k„ I us ), from which the friction velocity is determined: 
II* = 1C,,Z Equation 3-14 
Given that shear stress is constant with height, and proportional to the square of wind velocity at 
some arbitrary height, it can be given as a function of friction velocity: 
2 U. 
— 
	 Equation 3-15 
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This allows the vertical momentum flux ( z- ) to be determined from wind velocity profile 
measurements, by substituting the gradient term given by Equation 3-14 and the shear stress term 
given by Equation 3-15 into Equation 3-12 to determine K,,, as: 
K,,, = uslcz 	 Equation 3-16 
Under neutral, stable atmospheric conditions, eddy diffusivity of momentum, heat and water are all 
considered equivalent on the basis that wind speed, temperature and vapour pressure will all vary 
logarithmically with height*. By determining the value of K,,, as described above, heat and vapour 
fluxes can be calculated using vertical temperature and vapour pressure gradients. 
In this way, turbulent transfer of sensible heat ( Qh ) can be expressed as: 
Where p and ca are the density and specific heat capacity of air; K„ is the eddy diffusivity of heat 
and Ta is air temperature. Similarly, by replacing volumetric heat capacity with volumetric latent 
heat capacity, latent flux can be given as: 
Qr = —(0.622 JI)L K de  
P 	 dz 
Equation 3-18 
This is questionable under non-neutral conditions, and some workers favour the Monin-Obukhov similarity 
theory for the stable boundary layers found above ice and snow (Kraus, 1973), while others argue that Monin-
Obukhov approaches are not applicable to sloping, inhomogenous glacier surfaces. The assumption of 
similarity of momentum, heat and water transfer remains widely used in glaciology and separate functions 
appear to be an unnecessary refinement (Paterson, 1994). 
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in which (0.622 —)4 is the volumetric latent heat capacity, given by the ratio of the molecular 
weight of water to the molecular weight of air (0.622); the density of air ( p ); air pressure (P ) and 
latent heat of vaporisation (4); K„ is the eddy diffusivity of vapour and e is vapour pressure. 
The rate of evaporation depends on atmospheric conditions and the amount of water available at 
the surface. Moisture losses to the atmosphere by evaporation are generally returned to the 
surface as precipitation, so that the turbulent moisture flux is almost always directed from the 
surface to the atmosphere (Oke, 1987). When the surface is wet, the specific humidity at the 
surface can be assumed to be the saturation value for the surface temperature i.e. es = esm (Ts ), 
and evaporation will proceed at the maximum rate at which water vapour can be added to the 
atmosphere under the existing atmospheric conditions. 
The dependence of sensible and latent heat flux on turbulence means that, all other things being 
equal, turbulent fluxes will be more efficient over rough surfaces and under high wind conditions. 
Eddy diffusion equations detail the dependence of turbulent fluxes on specific meteorological 
variables under certain ambient atmospheric conditions. However, if vertical gradients of 
meteorological properties are not available, simplified relationships can be used to calculate 
sensible and latent heat flux from temperature and vapour pressure measured at one height by a 
standard meteorological station (Paterson, 1994). By accepting the similarity principle that K m = 
K,, = K, , Equation 3-16 and Equation 3-17 can be used to state sensible heat flux as: 
aT  
Qh = pcku* ° 
az 
which can be integrated to give: 
T —T s Q h 
 pc1cz4 
	 a 
In(z / zo ) 
Substituting for the friction velocity using Equation 3-13 gives: 
Qh = Pcku. 
Ta—Ts 
 [ln(z I z0 )]2 
which can be written 
Equation 3-19 
Equation 3-20 
Equation 3-21 
Qh = pcAlu(Ta —Ts) 	 Equation 3-22 
Here, the density of air (p = po (P I Po )) is derived from air pressure (13 ), and the density 
(p0 =1,29 kg m-3) and specific heat capacity (c=1010J kg-1  K1) at standard, sea-level pressure 
( P0 =1.013 x 105 Pa), which by substitution gives: 
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Qh 	 (1.29 x 10-2 )A' Pu(T —7's ) 	 Equation 3-23 
where u and Ta are wind speed and temperature measured at screen height, Ts is surface 
temperature and A' is a dimensionless transfer coefficient, given by: 
A'= k 2  
{ln(z I zo 
Latent heat flux can be formulated in the same way, such that: 
Qc = 0.622/,„ III A' u(e a —es ) 
Po  
Equation 3-24 
Equation 3-25 
which, using the standard atmosphere values for p , and P as given above and L1, =2494J g-1  can 
be simplified to: 
Qc = 19.844'1(e,, —es) 	 Equation 3-26 
Surplus incoming energy from the sum of these fluxes is the source of energy for ice ablation 
(Qs,), with the amount of melt (M ) depending on the amount of energy received: 
M _  m  
L p, 
Equation 3-27 
Where L f is the latent heat of fusion (3.34 x 105 J kg 1)and p, is the density of glacier ice, which 
is typically 830-917km m-3 (Paterson, 1994). In the case of ice below the pressure melting point, or 
beneath snow cover, a portion of energy (au ) will be consumed by the process of raising the ice 
temperature to the melting point, or removing the snow, prior to the onset of glacier ice ablation. 
3.1.3 Modifications imposed by a debris surface 
Where supraglacial debris overlies ice, the surface energy balance is comparable to that of 
unvegetated soil or rock surfaces. The darker colour of debris compared to that of ice results in a 
lower albedo, i.e. a greater proportion of incident short-wave radiation is absorbed than at an ice 
surface. As a consequence short-wave flux dominates surface energy balance at many debris-
covered glaciers (Benn et al., 2001; Conway and Rasmussen, 2000; Inoue and Yoshida, 1980; 
Takeuchi et al., 2000). The specific albedo of supraglacial debris depends upon its colour, which is 
a function of lithology (Inoue and Yoshida, 1980), surface texture and the degree of surface 
saturation. Lithology and texture are relatively stable over time, but the surface may be temporarily 
wetted by meltwater from the ice beneath or by precipitation and snowmelt from above, causing a 
further drop in albedo. A thin debris layer overlying melting ice is constantly wetted by meltwater 
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from the ice beneath, with the result that during the ablation season, thinner layers typically have 
lower albedo than thicker layers of identical composition (Takeuchi et al., 2000). 
Long-wave radiation emitted from a surface is dependent on the temperature and emissivity of the 
surface. The thermal emissivity of ice is 0.98 (Oke, 1987), while most natural soil or rock surfaces 
have emissivity between 0.9 and 1.0 (Arya, 2001). Pale, or dry, soil surfaces have emissivity of 
0.90, and dark, or wet, soils have emissivity of 0.98 (Oke, 1987 p.12). Ice temperature has an 
upper limit of 0°C, so maximum outgoing long-wave from a bare ice surface is 316Wm-2. However, 
as supraglacial debris surfaces can exceed 30°C (Conway and Rasmussen, 2000; Purdie and 
Fitzharris, 1999), maximum long-wave emissions can be correspondingly higher, depending on the 
emissivity of the lithology of the debris. Net long-wave flux over debris-covered ice is sensitive to 
outgoing flux as surface temperature is greater than, and varies more widely than, air temperature 
(Oke, 1987). Net all-wave radiation receipts are likely to be higher at a saturated surface because 
(1) moisture at a ground surface lowers the albedo, and (2) reduced surface temperatures 
experienced under saturated conditions reduce the amount of emitted long-wave radiation. 
The estimations of turbulent fluxes by Equations 3-23 and 3-26 only strictly apply under stable 
atmospheric conditions (Brock, 1997; Paterson, 1994). Over the cold surface of glacier ice, air 
tends to be very stable and a correction must be made to the logarithmic wind velocity curve, such 
that it becomes a log-linear curve (Brock, 1997). The boundary condition overlying a debris-
covered glacier surface is more likely to show unstable deviations from the neutral atmospheric 
condition during the daytime as high surface temperatures create a significant temperature gradient 
across the surface-atmosphere boundary (Conway and Rasmussen, 2000). Buoyant convection is 
likely to operate, assisted by forced convection (Oke, 1987). Nocturnal debris surface temperatures 
are usually colder than the overlying air, so during the night the boundary layer will stabilise. At the 
Khumbu glacier, midsummer diurnal average surface temperature of dry supraglacial debris was 
7.8°C warmer than diurnal average air temperature (Conway and Rasmussen, 2000), rendering net 
sensible heat flux negative. However, in other locations, diurnal and nocturnal variation in net flux 
may balance. 
When the surface is saturated, evaporation proceeds at the maximum rate at which water vapour 
can be added to the atmosphere under the existing atmospheric conditions, the cooling effect of 
which results in lower surface temperature and subsurface thermal regime. As the surface dries, 
suction acting on the remaining water will cause evaporation rate to be reduced and, at an entirely 
dry surface, evaporation will be minimal, and dependent on the rate of upward transfer of moisture 
by capillary action within the debris matrix (Oke, 1987). Thus, negative latent heat flux during the 
day can be considered to be active only when the debris surface is wet, while condensation of 
moist air onto cold debris surfaces will constitute a positive contribution. 
The surface roughness of debris layers has not been quantified in empirical experiments, but 
values for various glacier surfaces are given in Table 3-1. It is complex to evaluate the effect of the 
two scales of roughness present on debris-covered glaciers; the granular roughness of the 
diamictous surface, and roughness from the mesoscale glacier surface relief. Indeed, the bulk 
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aerodynamic approach may not truly be applicable to any valley glacier surfaces, which may not 
have the requisite fetch to develop a surface layer, and instead may be influenced by a fully 
turbulent boundary layer (Brock, 1997). This would require continuous eddy measurements, and if 
such measurements are unavailable, the bulk aerodynamic approach remains the best method for 
estimating turbulent fluxes. 
Precipitation events can alter conditions at the debris surface on short temporal scales, exerting a 
transient effect on surface energy balance. Lying snow dramatically increases surface albedo and 
provides insulation from cold-wave penetration. For example, thick snow can maintain ground 
temperatures within the top few metres in excess of -0.5°C, despite air temperatures of --20°C 
persisting throughout winter (Williams and Smith, 1989). Wetting of the surface due to rainfall, or 
condensation, lowers albedo and instigates the onset of latent heat exchange at formerly dry debris 
surfaces. This modifies the energy balance, and subsurface thermal regime, by lowering the 
surface temperature compared to that beneath a dry surface. The difference between temperatures 
of saturated and unsaturated surfaces increases with insolation (Oke, 1987). 
Aerodynamic roughness 
length zo(mm) 
Surface Worker 
2.50 glacier snow Sverdrup 1936 
0.10 glacier snow Liljequist 1954 
11.00+/-2.5 sastrugi Grainger & Lister 1966 
6.80+/-1.4 melting snow Grainger & Lister 1966 
0.08 smooth snow Bintanja & van d. Broeke 1994 
0.55-0.75 irregular snow, 
Antarctica 
Bintanja & van d. Broeke 1994 
5.00 glacier ice Fehn 1973 
0.7-2.5 glacier ice Munro 1989 
Table 3-1: Quoted values of zo for glacier surfaces calculated using wind profile measurements (Table 
from Brock, 1997) 
Rainwater or meltwater infiltrating a supraglacial debris layer replaces pore air, resulting in a 
change in the thermal properties of the debris layer (3.2.2). Infiltrating water can also transfer heat 
by advection and, assuming that water penetrating the debris layer equilibrates with the debris 
temperature (Kirkbride 1989, cf Purdie and Fitzharris, 1999), the resultant melting due to advected 
heat ( Qn,„ ) per unit time is given by: 
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Q 
Tw cw m„ 
Equation 3-28 
Lf 
where Tm, is the temperature of the water in the lowest 25% of the debris layer (°C), cw  is the 
specific heat capacity of water, n is the mass of water precipitation on the glacier per unit time 
and Lf 
 is the latent heat of fusion, The depth to which infiltrating water penetrates various 
supraglacial debris types has not been measured, and is presumably dependent upon the texture 
of the debris, and the rate of evaporation ongoing. Recent work on the debris-covered Lirung 
Glacier in the Himalayas found that 25% of rainfall onto the debris-covered surface was evaporated 
and 75% infiltrated. However, heat flux with percolated water was found to have no effect on the 
heat provided to melt ice under the debris (Sakai et al., 2004). 
Debris surface temperature, governed by the balance of these surface fluxes and the thermal 
properties of the debris layer itself, is both a determinant of, and determinated by, long-wave and 
turbulent fluxes, as described in sections 3.1.1 and 3.1.2. Absorption of short-wave radiation by the 
debris surface commonly plays the dominant role in heating the debris layer, and annual surface 
temperature cycles match annual air temperature oscillations imposed by radiation seasonality, 
upon which is superimposed cyclical diurnal radiation variation, and transient meteorological 
fluctuations. 
3.2 Heat transfer through the debris layer 
Once the surface temperature regime is known, the thermal regime beneath the surface can 
generally be considered without further reference to atmospheric parameters (Figure 3-2) (Williams 
and Smith, 1989). Changes in surface temperature propagate through the ground profile with the 
same period, but decreasing amplitude (A) and increasing lag, dependent on depth and the 
efficiency with which the ground can transfer heat (Figure 3-3). Surface temperature (T5 ) and 
temperature at depth (Td ) at any time can be estimated from the average temperature (T) for any 
depth ( z ) in a vertical profile. 
Ts (0,t)=T + Ao sin(wt) 	 Equation 3-29 
Td (z, t) = T z +[A, sin(cot + 8(z))] 	 Equation 3-30 
where, co is the angular frequency ( 27r /period of wave). Similarly, temperature at any depth can 
be estimated from the surface temperature by: 
Td (z,t) =T -F[Ao sin(cot — —;) ( - z 1 d ) 	 Equation 3-31 
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where d is the damping depth, which is defined as the depth at which the temperature amplitude 
decreases to Ao (11e). From this equation it can be seen that at any depth, z , the Az is smaller 
than A0 by a factor of e zid and that the phase shift at depth is equal to — z d . Damping depth is 
given by d=VIclo), where K is the thermal diffusivity of, i.e. transient heat flux through the 
medium. As co = 27r /period of wave, it can be seen that the damping depth is proportional to the 
period of oscillation. This means that long period oscillations, such as seasonal variation, will be 
subject to a greater damping depth, and will thus penetrate deeper into the profile, than diurnal 
temperature oscillations. On the basis of Equation 3-31, Bozhinskiy (1986) determined that ablation 
would no longer occur beneath a debris layer in excess of 3 m thickness. This value is partly a 
function of the thermal diffusivity, which is, in turn, dependent upon the specific thermal properties 
of the medium. 
Farouki (1986) provides the most thorough review of the process of heat transfer within cold soils, 
which can occur by a combination of mechanisms, the type and rate of which are dependent on 
physical properties of the debris, which can vary in space and time. Analysis of heat flux through a 
solid medium commonly employs conduction theory (Williams and Smith, 1989), although within 
porous material, such as supraglacial debris, energy transfer can also occur through radiation, 
convection, advection (3.1.3) and phase changes (Farouk', 1986; Humlum, 1997). 
3.2.1 Conduction theory 
Conduction is the propagation of heat along a thermal gradient within a body by a process of 
internal molecular motion, where the temperature provides a statistical measure of the amount of 
kinetic energy within the body. Considering a supraglacial debris layer as a homogenous solid in a 
horizontal layer, heat will flow along a thermal gradient from high to low (kinetic) energy at a rate 
proportional to the thermal gradient field and dependent upon the thermal conductivity (k) of the 
medium (in W m-1  K-1). Conductive energy flux ( a ) can be given as: 
= —kVT 	 Equation 3-32 
where V is the three-dimensional differential operator acting on the debris temperature (T) 
distribution. By assuming that the thermal gradient in the x and y directions is small compared to 
the gradient between the debris surface and the ice in the z direction, means that that lateral heat 
flux is considered negligible, and may be ignored. Thus Equation 3-32, can be resolved into a one-
dimensional flux in the vertical direction from debris surface to ice interface: 
aT Q
c 
 =—k— Equation 3-33 
Assuming k is constant with depth and the debris layer is in steady-state, that is, the conditions of 
the system are time invariant, aT I azwill be linear (Figure 3-4), and Equation 3-33 can be 
simplified to: 
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Q, 	 k
(T
s
—T;) 
	 = 	 where ice is at 0°C and T is in °C 
Zd 	 Z d 
Equation 3-34 
The parameters of thermal conductivity and debris layer thickness (zd ) together determine the 
thermal resistivity (R ) of the debris layer: 
R Zd 
k 
Conductive energy flux through the debris limits the amount of energy available for melting (Q,„ ) at 
the ice interface: 
a, Ts k Ts  
zr1 R 
Equation 3-36 
In contrast to thermal resistivity, which is temporally stable, surface temperature varies widely 
through time, and in reality the changes in T. which occur in response to meteorological variation 
throughout diurnal, and synoptic, cycles means that instantaneous steady-state is likely to be rare 
within the debris (Equations 3-29 — 3-31). 
Time-dependent vertical conductive heat flux can be modelled by a one-dimensional diffusion 
equation: 
aT 	 a L i aT 
Pc = — — 
at az 
K
az 
 
Equation 3-37 
  
Again assuming that k is constant with depth, this can be written: 
 
aT  02T 
at 	 az2 
	 Equation 3-38 
in which lc is thermal diffusivity in m2 s l`. This is a measure of the efficiency with which a medium 
can transmit heat by conduction, and is defined as the ratio between its ability to transmit heat, i.e. 
its thermal conductivity (k), and its ability to store heat, i.e. its volumetric heat capacity ( C ), which 
is given by the product of density, p , (in kg m-3) and specific heat capacity, c , (in J kg-1  K-1): 
k 
— 
cp Equation 3-39 
A high rc value implies that temperature changes will be large and occur rapidly. The rate of 
change of temperature at any given depth is proportional to the flux divergence, which is shown by 
the gradient of the curvature of the temperature profile at that given depth (Figure 3-5), i.e. 
temperature changes will occur most rapidly where the curvature (a2T 1 az 2 ) is greatest (Williams 
and Smith, 1989). 
Equation 3-35 
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3.2.2 Thermal properties of supraglacial debris 
Equations 1-32 to 1-37 apply to a homogenous solid. However, the thermal properties of 
supraglacial debris differ from this situation as the debris layer is: 
® porous; 
• commonly of heterogeneous lithology, which has been subject to different degrees of 
weathering; 
• subject to variable moisture content, which fluctuates over time in response to precipitation and 
melt; 
• subject to seasonal/daily cycles of freezing and melting; 
a inhomogeneous and exhibits a degree of stratification of features due to gradual settling, 
downwash of fines, kinematic sieving and debris remobilisation by gravity slides, which may 
impose a degree of fall sorting of particles, and meltwater reworking. 
Early experiments on the effect of debris cover on ablation rate focused on the thickness of the 
debris layer (e.g. Fujii, 1977; Ostrem, 1959) giving very little consideration to the debris itself, and 
traditionally, investigations have involved measurements at plots prepared from artificially applied 
sediments, with known thermal and structural properties (e.g Drewry, 1972; Nakawo and Young, 
1981). Thermal monitoring of ground, blockfield and rock glacier conditions is relatively common in 
permafrost studies (Harris and Pedersen, 1998; Humlum, 1997a; Vondermuhll and Haeberli, 1990), 
but few studies have been made in natural supraglacial debris. Conway and Rasmussen (2000) 
measured debris temperatures in natural debris at two locations on the Khumbu glacier, and 
showed that on a diurnal scale, thermal regime closely approximated the ground thermal regime 
reported in permafrost studies. However, it is not clear if this similarity would be repeated over the 
whole glacier surface, or whether it persists over longer temporal scales and through annual 
cycles. The following discussion of the thermal characteristics of supraglacial debris has been 
primarily drawn from permafrost literature and the relevant data collection often refers to soils 
instead of supraglacial debris. 
The presence of voids within unconsolidated material affects the bulk conductivity of a solid body 
and allows heat to be transmitted by non-conductive processes as well as by conduction. The 
observed thermal diffusivity is the sum of heat transferred through the sediment by: 
(i) conduction across particle contact points; 
(ii) re-emission of long-wave from heated particles to internal voids and neighbouring particles; 
(iii) convection through the interstitial air- or water-filled pore spaces; 
(iv) the bulk motion of heat-containing fluids into or out of the layer; 
(v) heat exchanges associated with phase changes such as evaporation, condensation and 
freezing with the layer. 
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Introducing voids into a solid affects thermal conductivity, volumetric heat capacity and, hence, 
diffusivity and resistivity, which, in mixed media, should properly be referred to as bulk or effective 
properties. The significance of the change in thermal properties of a granular, as compared to a 
massive medium of the same material, will vary depending on (1) the porosity (0) of the medium, 
which is the percentage of its volume occupied by voids, and (2) whether these void spaces are 
filled with air, water, or ice, as this determines the effect on heat conduction and the significance of 
non-conductive processes. In this context, observed thermal diffusivity is more properly referred to 
as apparent thermal diffusivity (ATD) and, similarly, if heat flux is approximated as conduction, 
derived conductivity values are really apparent thermal conductivity (ATC) values, as both 
conductive and non-conductive heat transfer is incorporated, and considered as conduction 
(Humlum, 1997a). 
Material Thermal 
conductivity, k capacity, 
Density 
(kg m-3) 
Specific heat 
c 
Volumetric 
heat capacity 
Thermal diffusivity
-1 
 
(m2s-1  2.d.p) 	 ' 
(W m-1  K-1) (J kg-1K-1 ) (J 1c1m3) 
Quartz 8.800 2660 800 2128000 4.14 x 10 6 
Clay minerals 2.920 2650 900 2385000 1.22 x 10-6 
Ice 2.240 917 2100 1925700 1.16 x 10-6 
Water 0.560 1000 4180 4180000 1.34 x 10 7 
Air 0.025 1.2 1010 1212 2.06 x 10-6 
Table 3-2: Typical values of thermal properties of selected rock minerals and void fillers (Williams and 
Smith, 1989). 
The thermal properties of a composite layer can be calculated as weighted averages of component 
properties (Table 3-2), such that bulk volumetric heat capacity (Ch". ) is: 
Ch„,, = ;Cs + xiC, + x.C„, + xaC„ 	 Equation 3-40 
Where x is the volume fraction of each component and subscripts s, i, w, a represent solid, ice, 
water and air respectively. This formulation can also be applied to calculate effective conductivity 
(ke ): 
ke = x,k, + x,k, + 
	 + xak, , or ke = xs ks + x fk 	 Equation 3-41 
Where k is thermal conductivity, subscripts are the same as above, with f indicating the bulk 
pore fluid. This is known as the parallel flow model, and gives the upper boundary of effective 
thermal conductivity in a homogenous, isotropic, multiphase material. The lower limit can be 
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determined by changing the hypothetical distribution of simplified boundaries within a given volume 
to form the series-flow model (Figure 3-6) such that: 
x
s 	
x f  
ke 	 ks Ic f  
Equation 3-42 
The upper and lower limits defined by these equations represent extremes of possible particle 
arrangements on the micro-scale at a fixed volume ratio. The uncertainty in predicting k from 
these methods increases with dry soil as the upper and lower limits become more widely spaced 
(Farouki, 1986). Under saturated conditions k, becomes insensitive to variations in microgeometry 
and, although it does not have a physical basis, the following equation has been shown to give 
good estimates of saturated effective conductivity: 
k, 	 + 	 Equation 3-43 
Conduction 
Conductive heat flux through a composite medium occurs in accordance with the effective thermal 
conductivity. If the void spaces are air filled, the low thermal conductivity of air (Table 3-2) justifies 
considering the void conduction component negligible; thus Equation 3-34 becomes: 
Q, = IL (1 — 0) 
zd 
Which defines the effective conductivity of a dry debris layer (ke ) as: 
Equation 3-44 
k, = k,(1— 0) 	 Equation 3-45 
However, water has a higher thermal conductivity, and thermal conductivity of ice is comparable 
with rock solids (Table 3-2), thus conduction through these media occupying the voids should be 
accounted for, by using Equation 3-40 and Equation 3-41. 
As Equation 3-39 strictly only applies to fully conductive systems, the calculation of thermal 
diffusivity from bulk volumetric heat capacity and effective thermal conductivity will be the same in a 
solid and a dry granular body composed of the same material, as effectively no conduction occurs 
in the pore spaces. However, observed thermal diffusivity would appear different, the apparent 
thermal diffusivity (ATD) being lower in the granular volume than the massive one. 
Replacing the air in pore spaces with water serves to increase the conductivity of the material. For 
example, a dry sandy soil has a thermal conductivity of —0.3 W m-1  K1, which increases to 2.2 W 
K-1 
 on wetting (Koster, 1994). This occurs because intra-granular liquid-water films increase the 
thermal contact of a porous medium, and so increase the efficiency of conductive heat flux 
(Farouki, 1986), and also the addition of water into the sediment displaces lower conductivity air 
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from voids. Subsequent freezing of the water in the pore spaces increases the bulk thermal 
conductivity still further to 3.0 W m-1  K1 
 (Koster, 1994), as ice thermal conductivity is four times* 
that of water (Farouki, 1986). Artificial supragiacial plots of Ottawa sand, with thermal conductivity 
1.04-2.28 W m-2 K, was found to be insensitive to water content variation up to a content of 0.01, 
beyond which it responds sensitively to increases in water content (Nakawo and Young, 1981). 
The relationships in Figure 3-7 demonstrate that, when water is added to dry, unfrozen soil the 
increase in k is greater than the increase in C , with the result that K increases. As water content 
increases further, incremental increase in k levels off, while C continues to increase at a constant 
rate and K may consequently start to decrease. Thus, the diffusion of heat in unfrozen, dry media 
is limited by low thermal conductivity, and in unfrozen saturated media is limited by the large heat 
capacity (Williams and Smith, 1989), In most cases, conduction, even when modified by void 
spaces, is considered to dominate in soils and other granular media, although, under certain 
conditions, non-conductive processes can be significant (Farouki, 1986; French, 1996; Williams 
and Smith, 1989); the conditions of which are discussed in the following paragraphs. 
Phase changes:  
Local cooling due to latent heat exchange during evaporation will be particularly effective when the 
layer is coarse, and consequently well ventilated (Harris and Pedersen, 1998). In finer material, 
water vapour and water diffusion is limited and the dominant control on evaporation rate may be 
the rate at which capillary action brings moisture to better ventilated elevations within the layer 
(Oke, 1987). 
Water within soils does not always freeze at 0°C, and in certain cases as much as 40% of the soil 
water can remain unfrozen at —1.0°C (French, 1996). In partially frozen sediments that still contain 
liquid water, lc is highly temperature dependent, especially between 0 to —3°C, within which phase 
changes, and associated latent heat effects, influence the heat capacity term (Farouki, 1986). 
During cooling, freezing releases latent heat which must be removed before cooling can progress 
further, and vice versa if the medium is warming and melting (Williams and Smith, 1989). Hence, 
phase changes and latent heat exchange causes an increase in apparent heat capacity. Within 
unsaturated sediment, freezing can cause a drop in thermal conductivity as water previously 
forming fluid films between grains, which act as thermal bridges, is instead locked up in solid form 
within voids (Farouki, 1986). Phase changes also modify the waveform of ground temperature 
oscillations: In autumn, surface temperature falls sharply, and temperatures throughout the ground 
profile fall to —0°C soon after. However, due to latent heat exchanges, the temperature at depth 
may remain around 0°C for some time after this initial fall in temperature. Once the majority of the 
water in the layer has frozen temperatures begin to fall more rapidly once again. This produces a 
However this relationship is not always simple as adsorption of water by the sediment creating a layer of 
orientated water which may have a thermal conductivity greater than that of ice (Farouki, 1986). 
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degree of asymmetry in the ground temperature waves which, like the fluctuation caused by 
weather variation, decreases with depth (Williams and Smith, 1989). 
Convection and advection 
Free convection can occur within air- or water-filled voids, but is limited to well-connected voids of 
several millimeters in diameter, and does not occur in sediment finer than sand (Farouki, 1986). In 
a fluid-filled porous material, free convection will occur if the temperature gradient exceeds a critical 
threshold. In coarse materials, where large interconnected voids exist, free convection has the 
effect of forming a cold, stable layer of air or water at depth, as has been observed in block fields 
(Harris and Pedersen, 1998) and the surface layers of rock glaciers (Humlum, 1997). This can 
occur either diurnally, or seasonally, as colder nocturnal, and winter, pore fluids penetrate the 
sediment. The resultant stable layer will resist further buoyant convection unless the surface 
temperature falls, such that thermal gradient becomes inverted and temperature increases with 
depth (Conway and Rasmussen, 2000). Experiments have shown that heat transfer by free 
convection within sediment increases with temperatures in excess of 30°C and temperature 
gradients above 1°C cm-1 
 (Farouki, 1986). Coarse talus been shown to react more strongly to cold 
surface temperature perturbations than to warm perturbations, making it more effective at 
preserving permafrost and buried ice than a soil or matrix layer, which is more sensitive to surface 
warming than chilling (Harris and Pedersen, 1998; Humlum, 1997a). 
Coarse sediment structure facilitates full ventilation of the void spaces, resulting in continuous air 
exchange with the atmosphere, occurring by forced convection, where void spaces are connected 
with the boundary layer (Harris and Pedersen, 1998). Experiments passing warm air over a 0.5 m-
thick bed of dry crushed rock caused the apparent thermal conductivity to triple, even at low wind 
speeds (Johansen 1975 cited in Farouki, 1986). Such forced convection during warmer periods is 
suggested as the main means of disturbing stable cold air layers formed by free convection 
(Farouki, 1986), and valley winds in glaciated regions provide a likely source of such ventilation. 
Forced convection of water can occur by meltwater migration near the impermeable ice interface. 
This is commonly quasi-perpendicular to the principle direction of heat flow, and transfers heat 
laterally by direct advection of heat (Farouki, 1986). In addition, water can flow down thermal 
gradients i.e. towards colder zones and such flow of water could also transport heat within the 
layer. Precipitation of warm rain onto a relatively cool debris layer can advect heat directly to the 
debris layer, but is generally limited to the occurrence of warm rainfall events, which are rare in 
glaciated environments (Brock, 1997). 
Radiation 
Long-wave radiation will occur across void spaces by the same processes outlined in section 
3.1.1.2. Such thermal radiation is considered negligible in soils, as it generally contributes less than 
1% of total heat transfer within the range of normal atmospheric temperatures (Farouki, 1986; 
Williams and Smith, 1989). It is likely to comprise a similarly small proportion of heat transfer in fine 
grained supraglacial debris. However, within gravel-sized material, the contribution of radiative heat 
39 
transfer to total heat flux can be as much as —10% (Wakao & Kato 1969, c.f. Farouki, 1986), and 
could therefore play a significant part in heat transfer within supraglacial debris of this texture. 
Composition, structure and stratification 
The dominant components of mineral soils have similar heat capacities, and consequently most dry 
soils fall within a characteristic volumetric heat capacity of 1.0 to 1.5 MJ 
	 lc' at around 0°C 
(Williams and Smith, 1989). Variation within this range is predominantly dependent on quartz 
content, as quartz has a higher thermal conductivity than other common minerals. Hence, quartz-
dominated sediment will have higher thermal conductivity than less quartz-rich sediment (Williams 
and Smith, 1989). 
As the thermal properties of debris are themselves temperature-dependent, the temperature 
gradient through the debris layer will impose a degree of stratification in the thermal nature of the 
medium. The significance of this is not known but its effects are likely to be dominated by its 
influence on the phase composition of constituent ice, water and water vapour found within the void 
spaces. 
Effective thermal conductivity increases with increasing dry bulk density, as this involves closer 
packing arrangements of solid particles, which increases the overall area of point contacts across 
which conduction can occur. The packing of particles, shape of void spaces and compaction all 
contribute to increasing thermal contacts. Similarly, cementing or binding media such as clay also 
significantly increase thermal conductivity by improving the interfacial conductivity through the 
formation of thermal bridges within the granular structure (Farouki, 1986). Grain size will influence 
the likelihood of convection and radiation (Figure 3-8) so compaction of the debris and grading, 
caused by kinematic sieving and water action, will result in the significance of heat transfer 
processes varying with depth. Large clasts present a massive medium for conductive heat transfer, 
in contrast to the surrounding matrix within which conduction is limited to the contact points 
between grains. A large clast of the same lithology as the surrounding matrix will create a local 
increase in thermal conductivity (cf Purdie and Fitzharris, 1999). This affect is accentuated if the 
temperature wave is a freeze or thaw front, as massive blocks are not subject to latent heat effects. 
A freezing front penetrating the layer will pass though the boulder faster than it will pass through 
the surrounding matrix, within which the freezing of pore water will release large amounts of latent 
heat (French, 1996) 
3.2.3 Summary 
The composition and conditions of the debris layer can influence sub-debris ablation rate in a 
number of ways depending on the nature of the debris layer, and its stage of evolution. In the 
context of supraglacial debris, variations in moisture content and phase changes of water held 
within the debris layer are likely to exert the strongest influence, and also effect the most transient 
variation. The role of moisture within the layer is complex as (1) it alters the thermal properties 
dependent on its percentage volume, and (2), its effect is determined by the temperature regime of 
the layer with regard to whether or not phase changes will occur. Of all the non-conductive thermal 
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processes detailed here, latent heat exchanges are likely to be the most significant within 
supraglacial debris layers. Latent heat exchanges may occur in situ, for example, when freezing or 
melting fronts progress through sediment; or they may involve translocation, for example, when 
water evaporates, and diffusion of water vapour through the layer results in the water recondensing 
elsewhere. 
3.3 	 The development of glacier thermokarst topography 
In the terminus zone, where accreted debris is sufficiently thick to inhibit melt, ablation rate is 
reduced compared to that of clean ice, whereas, where the debris cover emerges, it is thin, and 
ablation in this upper zone of the debris-covered area is consequently higher than that of bare ice. 
This results in the tendency for maximum surface lowering by ablation to occur in the middle or 
upper ablation zone (Figure 2-10). As a consequence of this, surface lowering due to ablation 
causes the longitudinal slope angle of the debris-covered tongue to decrease through time 
(Kirkbride and Warren, 1999; Purdie and Fitzharris, 1999). Debris-covered glaciers thus develop a 
long profile that becomes progressively gentler towards the terminus, rather than the steepening 
profiles of clean ice glaciers (Kirkbride and Warren, 1999). This reduces the shear stress, resulting 
in sluggish ice flow and a tendency for ice to stagnate towards the terminus (Fushimi, 1977; 
Fushimi et al., 1980; Kirkbride, 1995; Naito et al., 1998; Nakawo and Rana, 1999). However, even 
if ice at the terminus is effectively disconnected from the longitudinal stresses of the active 
upglacier ice, measurements suggest that a degree of motion due to ice deformation will occur 
(Kirkbride, 1995). 
Many debris-covered glacier surfaces with extensive and thick debris-covers have been observed 
to have a marked surface relief, formed by thermal erosion of the ice body (Aoki and Asashi, 198; 
Iwata et al., 1980; Iwata et al., 2000; Kirkbride, 1995). The terms thermokarst and thermoerosion 
are commonly used in periglacial literature to describe melting of buried ice bodies, and the 
similarity of process and resultant form has led to the term "glacier karst" being used to describe a 
mature debris-covered glacier surface (Clayton, 1964). Under the influence of high velocity ice flow, 
thermal erosion features are modified and obliterated by ice deformation, but in the case of a slow-
flowing, or stagnant debris-covered ice terminus, characteristic "cone and hollow" topography of 
thermal erosion persists (Aoki and Asashi, 198; Benn et al., 2001; Iwata et al., 1980; Iwata et al., 
2000). This may be significant to mass balance for 3 key reasons: 
(1) It is both the cause, and effect, of spatial heterogeneity in local surface energy balance and 
the resultant ablation regime (Benn et al., 2001; Drewry, 1972; Sakai et al., 1998; Sakai et 
al., 2002); 
(2) The development of surface relief can lead to failure of the debris layer, leading to 
exposure of ice faces where surface slope angle exceeds the angle of internal friction of 
the debris. Ablation at ice faces occurs more rapidly than beneath debris, and thus the 
number and area of ice faces will affect total debris-covered glacier ablation rate (Hands, 
2003; Nakawo and Rana, 1999; Sakai et al., 2002); 
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(3) 
	
Hollows form closed basins that may contain small ponds, bordered by ice or debris slope 
shorelines. Where water is lying on the surface, ice can be lost by ablation at the base of 
the water body (Sakai et al., 2000), ablation through calving into the water body, ablation 
occurring by frictional and thermal erosion when ponds drain through supra- or en-glacial 
channels (Benn et al., 2001; Hands, 2003; Sakai et al., 2000). Furthermore, these small 
ponds form nucleii from which large supraglacial lakes can develop (Bonn et al., 2001; 
Purdie and Fitzharris, 1999). 
The presence of thermokarst has been considered diagnostic of stagnation in the past, but flow 
vector studies on Tasman Glacier in New Zealand (Kirkbride, 1995), and Khumbu Glacier in Nepal 
(Kodama and Mae, 1976), in conjunction with surface morphology studies (lwata et al., 1980; lwata 
et al., 2000), suggest that it is better to consider the formation and survival of thermokarst features 
as dependent upon the relative rates of thermal erosion and ice flow, i.e. if ablation rates are 
sufficiently high features will be preserved even if there is significant motion ongoing (Kirkbride, 
1995). In general it can be said that thermokarst landforms occur preferentially, and are better 
preserved, where ice is stagnant or very slow-flowing, as this minimises ice deformation which will 
modify thermal erosion features. Consequently, Watanabe et. al. (1980) suggest that the onset of 
glacier karst below the active terminus can be indicated by the point at which a change from 
supraglacial drainage changes to subglacial drainage, although in reality this may in fact be 
englacial drainage routeways that are preserved throughout the annual cycle (Berm et al., 2001). 
3.3.1 Development of topographic relief 
Uneven ice topography in the terminus zone may be due to the advection and evolution of 
upglacier structures, such as ogives and crevasse and serac fields. This has been observed by a 
number of workers (Fushimi et al., 1980; Small and Clark, 1974; Small et al., 1979; Watson, 1980; 
Wright, 1980) and, in the case of the Klutlan Glacier, Canada, structures have been preserved 
through over 200m of downwasting (Watson, 1980; Wright, 1980). Pre-existing, flow-induced relief 
persisting into the ablation zone is augmented by localised thermal erosion by surface meltwater 
(lwata et al., 1980). These processes are common to both clean-ice and debris-covered glaciers, 
but surface debris and glacier karst directly condition and facilitate two further processes by which 
relief can develop, namely: 
(i) Differential surface ablation (Clayton, 1964; Healey, 1975; Kruger and Kjaer, 2000; 
McKenzie and Goodwin, 1987) 
(ii) Roof collapse of englacial conduits (Clayton, 1964; Healey, 1975; Kruger and Kjaer, 2000) 
Within debris-covered termini, differential ablation occurs as a result of heterogeneity in the debris 
layer, both in terms of its optical and thermal properties (3.2.2) and its depth distribution (2.2.1.1), 
which affect surface energy balance and thermal resistivity. This results in a spatially variable 
ablation regime, causing differential surface lowering. For example, on the Khumbu glacier, spatial 
variation in debris lithology results in relatively greater surface lowering beneath dark schists as 
compared to zones of pale granite cover (Inoue and Yoshida, 1980), a pattern which is preserved 
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some distance downglacier (Fushimi et al., 1980). Similarly, high resistivity zones within the debris 
layer, such as locally thick accumulations of debris, inhibit melt (Drewry, 1972; Loomis, 1970; 
Wright, 1980). This results in the development of upstanding mounds, which grown in size and 
height until the slopes become too steep to support debris (Bennett et al., 2000; Drewry, 1972; 
Kruger and Kjaer, 2000; Loomis, 1970; Small and Clark, 1974). Another feature of glacier karst is 
the preservation of englacial tunnels, as ice deformation is insufficient to close the conduits after 
the maximum ablation season has passed (Benn et al., 2001; Benn et al., 2000; Hands, 2003). As 
ablation causes continued surface lowering, relict conduits become closer to the surface, and 
eventually the conduit roof will collapse to form a hollow surrounded by steep slopes. The local 
slope angle resulting from both processes has a direct affect on radiative fluxes (3.1.1.1), due to 
the altered direct beam geometry and sky-view and, as this will affect local surface temperature, it 
will also influence the outgoing long-wave radiation and turbulent fluxes (Sakai et al., 1998; Sakai 
et al., 2002) 
Processes of mass movement on debris-covered glacier surfaces have been described in some 
detail by researchers studying supraglacial flow tills and ice-cored moraine degradation in Svalbard 
(e.g. Bennett et al., 2000; Boulton, 1968; Kruger and Kjaer, 2000). Debris failures on steep or 
undercut slopes can take the form of loose, unconsolidated avalanches and slides, resulting in fall-
sorting, or debris flows of liquefied material when the layer is saturated. Slope failure can occur 
under gravity alone (Figure 3-9), or may be triggered by meltwater at the ice interface, which will 
facilitate failure of the whole layer as a cohesive unit, or by meltwater that is ponded, or flowing, in 
topographic lows, which will under-cut the debris layer on the slope above. Etzelmuller (2000) 
attributed the majority of surface-debris reworking to erosion and destabilisation by surface 
meltwater, rather than gravitational processes, and Mattson and Gardner (1991) found that 68% of 
observed slope failures were associated with rainfall periods. Both studies stress the importance of 
water action in triggering debris failure. Once exposed, ice faces within a debris-covered surface 
melt up to 10 times faster than the surrounding debris-covered surface, and are responsible for a 
disproportionate amount of ablation in relation to their area (lwata et al., 2000; Johnson, 1971; 
Sakai et al., 2000). This greatly accelerated melt rate is in part due to the conditions of the ice 
faces, which tend to be continually dirtied by fine sediment from small failures of the debris cliff 
perched above them (Adhikary et al., 2000). This maintains a very low surface albedo but, because 
of the steep slope angle and removal of particles by meltwater, debris cannot accumulate as a 
layer sufficiently thick to insulate the ice. In effect the ice face is confined to the sub-centimetre 
debris-thickness part of the Ostrem curve, which maintains maximum melt rates. Mass movements 
redistribute debris in talus fans to topographic lows (lwata et al., 1980), within which ablation then 
becomes retarded. Over time the processes of debris redistribution causes topographic inversion, 
where former hollows become topographic highs and vice versa (Clayton, 1964; Hands, 2003). 
Such inversion may happen several times during a period of glacial recession, and is an important 
process by which debris is distributed more uniformly across the glacier surface (Anderson, 2000; 
Clayton, 1964; Drewry, 1972; Watson, 1980). Relief in the debris-covered zone has been observed 
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to increase with distance from the upper point of emergence and then decrease towards the 
terminus (Iwata et al., 1980). 
3.3.2 Supraglacial ponds and lakes 
The "cone and hollow" topography observed in the low-angled ablation zones of debris-covered 
glaciers (Section 3.3.1) forms closed basins within which surface meltwater from the surrounding 
watershed becomes ponded (Hands, 2003). Supraglacial ponds can also form when relict englacial 
conduits, which remain open in the absence of significant ice flow, are brought closer to the surface 
by ongoing surface ablation and become subject to undergo roof collapse to expose steep ice 
faces and a localised hollow. Supraglacial ponds are associated with the zone of maximum relief 
on debris-covered glacier termini where surface profile angle is less than 10° (Iwata et al., 1980; 
Reynolds, 2000). Supraglacial pond formation requires: 
® An impermeable base layer, so that connection to the englacial drainage network is poor (Benn 
et al., 2001; Hands, 2004); 
• A low surface slope angle, so that meltwater runoff is inhibited (Reynolds, 2000); 
• Sufficient meltwater supply from the surrounding ice-surface catchment. 
Energy receipts on slopes and ice faces surrounding supraglacial ponds are increased by reflected 
radiation from the water surface. Retreat by surface ablation is accelerated by calving retreat, 
which occurs by thermo-erosional notch undercutting; toppling of structurally weak blocks; spelling; 
and ice deformation creep (Benn et al., 2001; Hands, 2003; Kirkbride and Warren, 1999). Small 
ponds are typically transient, and will drain where ablation causes the water body to intercept the 
englacial drainage system, or to escape over the surface. However, where surface angles are <2°, 
small ponds can form nuclei from which large lakes can develop (Benn et al., 2001; Benn et al., 
2000; Hands, 2003; Purdie and Fitzharris, 1999; Watanabe et al., 1994). Amalgamation of small 
ponds by these processes of marginal retreat can eventually form large ice-contact lakes 
impounded by fronto-lateral ice-cored moraines (Mool et al., 2001; Purdie and Fitzharris, 1999; 
Reynolds, 2000). Such moraine dams, which are subject to ice mass wastage and paraglacial 
destabilisation, generally lack the mechanical strength to impound the water body indefinitely 
(Yamada, 1988), and dam failure results in a glacier lake outburst flood (GLOF). Over recent years 
many ponds on debris-covered glaciers have grown rapidly, raising concerns about the runaway 
growth of many similar potentially dangerous lakes (Mool et al., 2001; Richardson and Reynolds, 
2000a; Vuichard and Zimmermann, 1987; Yamada and Sharma, 1993). It is thought that continued 
climatic warming, as predicted by high altitude meteorological measurements and climatic 
forecasts will increase the incidence of such outburst floods as a result of: 
1. Accelerated ablation causing increased meltwater supply within the glacial system; 
2. Increasing ablation simultaneously contributing to destabilisation of moraine dams by 
debutressing due to the downwasting glacier surface, and by melt-out of ice cores within the 
moraine (Hands, 2003; Kruger and Kjaer, 2000); 
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3. Warming temperatures, which cause permafrost degradation and slope destabilisation in the 
surrounding regions. This increases the likelihood of avalanches and rock falls triggering a 
GLOF by creating a wave large enough to overtop and breach the moraine (Vuichard and 
Zimmermann, 1987). 
Downwasting, stagnation and the development of surface relief are precursors to the formation of 
supraglacial lakes. The rate at which these processes occur dictates when a glacial system may 
reach a critical threshold at which dominant process changes and slow sub-debris ablation is 
replaced by rapid ice-face and pond margin ablation, which create the conditions required for rapid 
supraglacial lake expansion (Benn et al., 2001; Hands, 2004). During periods of negative mass 
balance large debris-covered glaciers may be in extreme disequilibrium with the climate (2.2.3) with 
the result that this threshold for rapid lake expansion may be crossed without any further warming, 
and even under a cooling climatic trend (Benn et al., 2001; Naito et al., 2000). 
3.4 Determining ablation beneath a debris layer 
Traditionally, glacier ablation has been determined empirically. Ice ablation is measured by drilling 
stakes into the ice surface and measuring the rate at which the stake becomes exposed, which 
represents the surface lowering of the surrounding ice. This must be measured at a network of 
points, and glacier-wide ablation is determined by interpolation between them. However, it is 
difficult to make empirical measurements representative of the whole surface of debris-covered 
glaciers as direct access can be hazardous, individual measurements are laborious to make and 
surface heterogeneity causes ablation to vary greatly from place to place (Nakawo and Rana, 
1999). As a result indirect means of determining sub-debris ablation rate are required. 
One approach is to use hydrological methods (e.g.Tangborn, 1966), in which a glacierised 
catchment is considered as an open system of water inputs and outflow, such that total 
precipitation (P ), runoff (R), and evaporation of a catchment can be used to give an estimate of 
net balance ( Bn): 
Bn=P—R--E 	 Equation 3-46 
This method is convenient for making current estimations of glacier contributions to runoff using 
remote data, but it provides only a coarse "black box" evaluation of current mass balance, revealing 
nothing of the internal processes or partitioning of glacier runoff over the glacier surface area. Thus 
although it is a useful tool in making catchment comparisons, and monitoring recent change, both 
of which are useful in evaluating water resource potential (Benn and Evans, 1998), this method 
cannot be used effectively in either glacier-response forecasting or climatic retrodiction. 
Similarly, while remote sensing of glacier volume losses, or ablation approximations based on 
AAR and ELA estimation (2.1.3) offers an economical estimation of glacier regime, and can 
provide useful data for monitoring and comparing remote catchments, it does not reveal the 
underlying processes at work and hence cannot be used to evaluate glacier response to climatic 
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forcing. In addition, application of remote sensing techniques to debris-covered glaciers is made 
more problematic due to difficulties in determining active glacier margins. 
Numerical modelling of accumulation and ablation components based on meteorological data has 
been used to calculate mass balance on clean ice glaciers (Arnold et al., 1996; Braithwaite and 
Olesen, 1990), and offers a process-based tool with which to predict glacier dynamic response. A 
complete analytical solution to represent sub-debris ice ablation is made difficult by the inter-
dependency of terms in the surface energy balance, and the incompatibility of the fourth power 
temperature functions in the long-wave radiation flux (Equations 3-2 and 3-6) with the first order 
temperature functions associated with the turbulent and conductive fluxes (Equations 3-23, 3-26 
and 3-36). Kraus (1975) published the first formal version of a numerical model, but this was not 
tested against empirical evidence until much later (Nakawo and Young, 1981). In this model, the 
problematic temperature terms were eliminated using binomial expansion approximation, and long-
wave fluxes are considered quasi-constant and in balance (Nakawo and Young, 1981). 
Measurements of ablation differed from those calculated using this model differed by as much as 
—54%. The discrepancy between measured and modelled values apparently increased with debris 
thickness in excess of a few tens of centimetres, which is concerning as many debris-covered 
glaciers support debris layers of thickness between a few tens of centimetres up to a few metres. 
Despite these large discrepancies, the study did demonstrate that estimates of ablation could be 
calculated from meteorological data where albedo, thermal conductivity and thickness of the debris 
cover are known. However, the study used artificial debris cover of known physical properties, and 
it was noted that these parameters may be difficult to determine in the field (Nakawo and Young, 
1981). A proposed solution was to use the model inversely, in conjunction with remotely-sensed 
surface temperature and meteorological data, to determine the thermal resistivity of the layer from 
which ablation could then be calculated (Nakawo and Young, 1982). This method is a dubious 
approach as the conductive heat transfer model relies upon the establishment and preservation of 
a linear steady-state thermal gradient in the debris layer, such that heat is neither being gained or 
lost from the layer. This does not hold true within diurnal cycles (Figure 3-3), and consequently 
instantaneous surface temperature measurements will be in disequilibrium with the layer beneath. 
No assessment of the validity of the linearity assumption was made by Nakawo and Young (1981), 
and the inappropriateness of this assumption is the likely cause of the wide discrepancy between 
measured and modelled ablation. If this is the case, it also invalidates the inverse use of the model, 
which uses a single surface temperature measurement and the assumption of instantaneously 
linear thermal gradients to determine debris thickness. Thus, if a robust model is to be developed 
there is a need to find a means of including all the energy balance terms in a fully quantifiable 
manner, and alternative solutions to the problem of temporal variation in surface temperatures and 
thermal gradient through the debris. 
Despite the potential of physically-based modelling efforts detailed above, glacier-scale ablation 
models have reverted to more empirically derived relationships, such as degree-day modelling 
(Kayastha et al., 2000; Nakawo and Takahashi, 1982) and applying empirically measured ablation 
measurements (Konovalov, 2000; Naito et al., 2000). 
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Degree-day modelling is based on good correlation between air temperature and the energy flux at 
an ice surface. This dependence is considered due to the variability in energy flux being primarily 
forced by variability in the turbulent fluxes (Braithewaite, 1981) or incoming long-wave radiation 
(Ohmura, 2003), which are dependent on air temperature, even if short-wave radiation flux 
provides the primary energy source. Degree-day modelling is considered valid for testing 
responses to climatic forcing but represents a step back towards "black box" modelling, rather than 
exploiting Kraus's system to create a more fully physical model. Other models use empirical 
relationships of debris-covered ablation as a function of clean-ice ablation (Konovalov, 2000; 
Nakawo and Takahashi, 1982), or interpolate an ablation gradient on the basis of a few empirical 
measurements (Naito et al., 2000). The applicability of both these approaches is limited, as such 
relationships are likely to be both site- and season-specific. Neither of these approaches account 
for the possibility of changes in the empirical relation in response to climatic change, so the validity 
of predictive modelling using variable climatic conditions within such models is questionable. 
Ablation estimates produced by existing models are comparable to measured meltwater discharge 
in some cases (Nakawo and Rana, 1999), but this agreement does not occur through accurate 
physical representation of the debris layer. Nakawo and Rana (1999) found that aerial averaging of 
surface temperature within the resolution of satellite data led to a spurious lowering of apparent 
surface temperature where a pixel contained a large number of ice faces. Their model represents 
debris cover within these pixels as a much thinner layer than was observed in the field, and 
calculates ablation accordingly. In this case, spatial averaging fortuitously produced a comparable 
value, but it remains unclear as to whether this will be true of all debris-covered ice. 
The potential importance of supraglacial topography to the ablation rate of debris-covered glaciers, 
in particular where ice faces become exposed, has been noted in small scale studies (Benn et al., 
2001; Johnson, 1971; Loomis, 1970; Nakawo and Takahashi, 1982; Sakai et al., 1998), but as yet 
has not been accounted for within numerical models. Sedimentological evidence from supraglacial 
debris provides abundant evidence of topographic inversion and debris redistribution (Boulton, 
1968; Fushimi et al., 1980), yet the rates at which these processes operate, and the manner in 
which topographic relief amplitude may wax and wane over time, remains unclear. Models using 
spatially averaged inputs deny the possibility of modelling the development of small-scale surface 
relief and integrating this with glacier scale runoff estimates. Given the reported significance of ice-
face ablation, this is likely to introduce uncertainty in discharge estimates as ice faces are exposed 
and reburied through time. Understanding these small-scale processes is not only important for 
determining their effect on overall runoff, but is crucial in determining the rates at which closed 
basins and lake nucleii can be formed on decaying debris-covered glaciers, which is important for 
long-term glacier-hazard assessments. Incorporating of the role of topography and supraglacial 
ponds is considered important in improving accuracy and understanding of the debris-covered 
glacier system (Naito et al., 2000), but has not yet been addressed. 
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4 Research methodology: combining modelling with field work 
4.1 Introduction 
Three issues, which are crucial to facilitating the prediction of debris-covered glacier response to 
climatic forcing are identified and tackled within this thesis. Nakawo and Young's (1981) model 
(3.4), is modified to improve the accuracy with which sub-debris ablation rate for a given site can 
be calculated from basic meteorological data. The new model is parameterised, and validated, 
using empirical measurements made at a number of sites, and is subsequently applied to: 
(a) quantify ablation gradients for debris-covered glaciers and, 
(b) explore the process of topographic evolution seen in debris-covered ablation zones (3.1.1.1). 
To parameterise these models, a body of original fieldwork was undertaken in three contrasting 
locations (4.3). The models are forced with these measured values, or prescribed conditions, and 
results are used to better understand the processes operating in the debris-covered ablation zone. 
Modelled results are compared to empirical data, where available, and discussed within their 
environmental context. This chapter first outlines the models developed to address the above 
issues, then introduces the field areas and the field methods employed in the parameterisation and 
validation of the models. 
4.2 Model outlines 
4.2.1 An energy balance model of sub-debris ablation, using daily equilibrium 
surface temperature 
A model is proposed to calculate a suite of ablation rates for given environmental conditions, 
dependent upon debris-thickness. Thus, analysis of results can show the relative significance of 
varying meteorological conditions and varying debris thermal properties to melt rate beneath debris 
layers of different of thickness. Calculation of ablation (Equation 3-27) requires the rate of energy 
flux to the ice surface. This is determined by the energy flux through the debris layer which, if it is 
conductive heat transfer, is dependent upon (1) the effective thermal conductivity of the debris 
layer and (2) the vertical temperature gradient. Existing models assume that the debris layer is in 
thermal steady-state at any instant, and thus the temperature gradient within the debris will be 
linear (Nakawo and Young, 1981). However, measured debris temperatures show diurnal cyclicity, 
driven by daily oscillation in meteorological conditions (Conway and Rasmussen, 2000) and, as a 
result, instantaneous equilibrium debris temperatures are unlikely (3.2). However, thermal 
equilibrium, and hence, a linear vertical temperature gradient, can be expected on a daily scale if 
diurnal change in heat storage is minimal or zero (Williams and Smith, 1989); a condition that is 
more likely to be met in reality that instantaneous thermal equilibrium (Conway and Rasmussen, 
2000). Thus, the model proposed here improves upon existing models by employing daily mean 
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conditions, thus providing a context within which the assumptions of Kraus's formulations (1975) 
are more likely to be valid. 
4.2.1.1 Model formulation 
The model employs a surface energy balance approach (3.1) involving radiative and turbulent heat 
fluxes and conduction through the debris layer (Figure 4-1). Surface temperature appears as a 
variable in long wave flux ( 	 es crTs4 ), sensible heat flux (Qh = pc.Au(T, -Ts ) ), latent heat 
flux (Q, = 19.8Azi(e, - es ), in which es is dependent on surface temperature and conductive 
heat flux (Q, = -k—s-) (see Equations 3-6, 3-23, 3-26, 3-36), but it is difficult to measure this 
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parameter directly, and complex to solve fully time-dependent heat diffusion equations to determine 
its value from meteorological inputs. This model uses the assumption of diurnal thermal equilibrium 
within the debris layer, and thus, diurnally linear temperature gradients, to perform an iterative 
procedure to calculate the surface temperature that satisfies the daily steady-state surface energy 
balance condition: 
Qs + Q1 + Qh Q, + Q, = 0 
	
Equation 4-1 
The model is formulated in Microsoft Excel, and uses daily mean meteorological input parameters 
to run the solver function to perform iterations to solve Equation 4-1, by changing the value of 
surface temperature. The algorithm used by the solver add-in plugs in trial values for Ti., and 
undertakes differential analysis on the results to guide subsequent trial values towards 
convergence. Equation 4-1 is solved for 0, to 6 decimal places. The conductive heat flux through 
the debris is then calculated using the T.s, value that satisfies this condition, i.e. the daily mean 
surface temperature value and, assuming diurnal steady-state and constant thermal conductivity 
through the layer, the conductive heat flux is constant with depth and Q, = Q„„ from which 
ablation is calculated by M = Q"'  (Equation 3-27). 
L f  
This model thus offers a means of explicitly calculating daily mean surface temperatures, which 
can be used as an internal check on the performance of the model where field measurements of 
surface temperature have been made. In addition, the output of surface temperature allows direct 
calculation of energy fluxes, which enables fuller understanding of the surface energy balance 
under various conditions than is possible with existing models. 
4.2.1.2 Model inputs and assumptions 
Daily mean radiative, conductive and turbulent fluxes are calculated from meteorological 
parameters logged at regular intervals throughout the day. Radiation and conductive heat fluxes 
were calculated using Equations 3-3, 3-6 and 3-36. Turbulent fluxes were calculated using a bulk 
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transfer approach to minimise the number of required empirical data inputs. Given the complex and 
variable nature of debris-covered glacier surfaces, it is difficult to obtain field data of the requisite 
precision and spatial resolution to undertake more comprehensive physical calculations and, 
consequently, expansive extrapolations or interpolations of measured input data are likely to 
negate the benefits of more detailed modelling. In Figure 4-1 the notation of turbulent fluxes has 
been altered from Equations 3-23 and 3-26 by introducing a transfer coefficient, /6 , such that: 
Qh = flu(la —Ts ) 
0.622 Q = p 	 PLi,u(ea  —es  ) 
Equation 4-2 
Equation 4-3 
in which ea and es are the air and surface vapour pressures respectively, and /3 can be calculated 
numerically (Equation 4-4), or values for this transfer coefficient can determined empirically as a 
residual of measured ablation, wind speed and surface and atmospheric temperatures (Equation 
4-2) (e.g. Naruse, 1968) 
	
( p 	 ( Ic 2 
f3 po 
\ 
	
P0 	 [1n(z z0 )]2 
Given that po =1,29kgm-3 , P0 = 1.013 x 105 Pa and c = 1010J kg-1 
 K1, /3 becomes: 
= 0.013PA , in which 
A = 
( 	 2  
 
 
[1.n(z/ zo )]2
. 
Equation 4-4 
Equation 4-5 
Equation 4-6 
Empirically-derived transfer coefficients are likely to apply only to the region within which they were 
derived (Hay and Fitzharris, 1988). This model formulation allows comparison between empirically 
derived transfer coefficients and numerically derived transfer coefficients between regions where 
surface roughness may be unknown and ablation measurements may be unavailable, respectively. 
In this work, assumptions are made about the surface roughness of supraglacial debris, and 
regional transfer coefficients are calculated numerically on this basis of local standard air pressure 
and assigned roughness parameter (see below for values used). This scheme for calculating 
turbulent fluxes is considered valid for neutral stability atmospheres. Daily mean conditions in the 
boundary layer above a debris-covered ice surface may be taken to approximate a stable profile, 
as daytime instability, when debris temperatures are in excess of atmospheric temperatures, is 
counteracted by nocturnal super-stability, when debris temperatures fall below those in the 
atmosphere. 
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The saturation conditions of the debris layer are set as a threshold debris thickness in the model, 
below which the debris cover is saturated. Following the scheme of Nakawo and Young (1981), 
vapour pressure at a saturated debris surface is the saturation vapour pressure for the debris-
surface temperature, and vapour pressure at an unsaturated debris surface is taken to be that of 
the atmosphere and, consequently, no latent heat exchange occurs. This threshold renders the 
boundary, between active latent heat exchange and no latent heat exchange, a sharp one, 
whereas in reality there is likely to be a gradual progression from a fully-saturated debris surface to 
a dry one, with increasing debris thickness. Vapour pressures are calculated using a Clausius- 
Clapeyron formula to determine temperature-dependent saturation vapour pressure ( es ): 
It 	 273.15 Ta 
s e = 611e[Lv  vi  Equation 4-7 
where L, is the latent heat of vaporisation (2494J g-1), R, is the gas constant for moist air (0.461 
J g-1) and Ta is air temperature in Kelvin. Atmospheric vapour pressure (ea ) is then calculated 
from the saturation vapour pressure and measured relative humidity: 
ea 
 =(
RH  
-
100
jes 
 
Equation 4-8 
The model calculates the ablation rate in mm day-1  for a range of debris thickness (0.01-2.00m) in 
order to produce modelled "Ostrenn curves" for given field parameters, assuming the following 
criteria are met: 
© Lateral heat flux is negligible; 
® Thermal equilibrium occurs on a diurnal scale, which means that there is negligible change in 
heat storage within the debris layer from day to day; 
• Heat transfer within the debris layer occurs by conduction; 
• Energy flux associated with precipitation is negligible; 
® Ice temperature is 0°C and thus all heat delivered to the ice is used for melting. 
Meteorological inputs required by the model consist of: incoming short and long-wave radiation; air 
temperature; relative humidity; wind speed and air pressure. The required debris properties are 
albedo and thermal conductivity, values for which were either measured directly, or calculated from 
direct measurements. 
Studies of surface roughness have generally been undertaken on desert plains, where long fetch 
and homogenous surface conditions are found. Such conditions do not exist on debris-covered 
glacier surfaces and, as instrumentation was not available to undertake specific studies of surface-
roughness length in the field, a standard of 1 Omm was chosen as representative of very rough ice 
and also surface debris cover (Brock, 1997). The model uses standard value of 0.95 to represent 
supraglacial debris cover (3.1.3). Ice temperature was taken to be 0°C for all model runs, which is 
expected to be valid during the ablation season in most settings (Paterson, 1994). During the 
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winter, ice temperature may be <0°C and, if this is the case, surplus heat flux at the onset of the 
ablation season will raise ice temperature without resulting in melt, Standard physical constants 
were used for o-, L,,,Lf , po ,P0 ,ca„., p, and von Karman's number (see list of symbols, p. xviii). 
Heat supplied by precipitation is ignored, as direct heat exchanges from infiltrated rainfall have 
been shown to have negligible effect on the ablation rate (Sakai et al., 2004). 
4.2.2 Mass balance profiles 
To make the site-specific ablation model more useful in glaciological terms, a method of applying it 
over whole glacier surfaces is required. In the context of debris-covered glaciers, a three-
dimensional treatment is problematic because debris thickness, debris saturation, albedo and 
surface slope angle are subject to significant spatial variation at both small, and medium scales, 
and their specific variation is likely to be unknown. The approach taken here is to determine vertical 
ablation gradients to allow estimates of glacier-scale ablation and distribution to be made. 
Conceptual mass balance profiles of debris-covered glaciers have been described previously, but 
these have not been quantified, and previous work has relied upon gradients taken from empirical 
measurements (Naito et al., 2000), which are based on studies of limited duration, and very few 
data points. Quantifying ablation gradients is thus useful in determining current ablation regimes, 
but also allows former and future ablation regimes to be explored. 
The model is forced by the monthly mean of diurnal mean meteorological data, consisting of: air 
temperature, short-wave radiation, relative humidity and wind speed. Short-wave radiation, relative 
humidity and wind speed are considered invariant with elevation. However, air temperature is 
modified from that measured at the elevation of the weather station according to the local 
temperature lapse rate. Long-wave radiation is calculated as a clear-sky approximation, using the 
elevation-dependent air temperature, and the resultant elevation-dependent vapour pressure: 
/a 	 csTa4 .(0.62+ 0.005.e:5 ) 	 Equation 4-9 
where I a 4, is the incoming long-wave radiation, u is the Stephan-Boltzman constant, Ta is air 
temperature, and ea is atmospheric vapour pressure. Air pressure is modified from that of the 
weather station by a standard lapse rate. Debris thickness distribution is prescribed over the 
altitudinal range of the debris-covered portion of the glacier surface, as are the properties of the 
local debris cover (albedo, thermal conductivity, emissivity and surface roughness parameter). 
These partially altitude-dependent inputs are used to drive the ablation model (4.2.1) to produce an 
ablation rate at elevation intervals of 50m over the range of the glacier. An ablation gradient for an 
average day of each month of the year is produced, which is then multiplied by the number of days 
in the month to produce a monthly ablation gradient, and all months are summed to produce the 
final annual ablation gradient. 
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4.2.3 Modelling topographic evolution 
The surface topography that develops in debris-covered ablation zones ranges from upstanding 
glacier tables and medial moraines to mature glacier karst topography (3.3). Local slope-angle 
variation is likely to cause local ablation variation but the manner in which such relief can form, its 
influence on local and glacier-scale ablation and how it relates to the formation of supraglacial 
lakes remain unclear. A full three-dimensional model of the effect of glacier topography would 
require a glacier-wide distribution of microclimates, based on a detailed digital elevation model 
(Arnold et al., 1996). However, given the limited data on surface form of debris-covered glaciers in 
remote areas, such an undertaking is problematic. In this work, the problem is simplified by 
considering only the interaction between direct short-wave radiation and local surface-slope 
variation. This model consists of a two-dimensional, north-south surface transect, along which daily 
mean insolation receipts are calculated at lm intervals. 
The irradiance on an inclined surface is dependent on the slope angle and the sun zenith 
(Equations 3-4 and 3-5). Using spherical trigonometry, the zenith ( Z ) at any time can be 
determined from latitude ( ), declination ( ), and hour angle ( h ) from the local meridian of the 
site, at which h = 0 (Equation 4-10). 
cos Z = sin sin S + cos 01  cos S cos(h) 	 Equation 4-10 
At sunrise and sunset, h = H and Z = 7Z / 2 and Equation 4-10 can be rewritten as: 
sin O'sin S + cos 01 cos S cos H = 0 	 Equation 4-11 
Ignoring variation in earth-sun distance, the total daily irradiance at the top of the atmosphere (Qd ) 
is given by integration of (Equation 4-10) over the daylight hours: 
r unsel—tine Qd 	 S lunrisa—lime cos Zdt Equation 4-12 
where S is the intensity of the solar beam, which, approximating the Earth's orbit as circular, is 
given by the solar constant (1360 W m-2). Using Equation 4-11 and dt = (12 I 71- )dh Equation 4-12 
can be written: 
Qd = 24  s( 
7T 
sin 'sin gdh + cos cbt cos S cos(h)dh) Equation 4-13 
which integrates to: 
24  Qd 	 SW Sin (61  Sin a + COS 01  COS S sin H) 
7T 
Substituting Equation 4-11 gives: 
Equation 4-14 
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Q d = 
24 
S • Sin 01  sin (H — tan H) 	 Equation 4-15 
in which the value of H can be determined from Equation 4-11. 
Initial ice surface, and overlying debris layer surface are prescribed as point elevations over a 250 
m section. The model calculates slope-dependent incident short-wave by representing the surface 
slope ( /3 ), measured at point x to be (z_1  — 	 )/(x_i 	 ), as effective latitude (01,,); a 
deviation in latitude from the true latitude (0') of the site: 
Equation 4-16 
where )13 is positive if the slope is southwards in the northern hemisphere. Slope-dependent 
radiation receipts are approximated as follows. The intensity of the solar beam ( S ) is modified for 
its passage through the atmosphere using a constant transmissivity function such that the intensity 
of the solar beam at the surface S' is given by: 
S' 
	 Equation 4-17 
where 2 is the transmissivity of the atmosphere, taken to be 0.741  (Oerlemans, 2001) and 2,  is the 
optical air mass, approximated as the noon optical air mass for the site, which gives a minimum 
value, as compared to the diurnally-integrated optical air mass. The value of H in Equation 4-15 is 
that calculated for the effective latitude ( 	 ), unless this value is greater than that of the true 
latitude, in which case the value of H for the true latitude is used (i.e. Ho is taken to be H). A 
completely shaded face receives no direct short-wave radiation, and as diffuse radiation is ignored, 
does not receive any short-wave radiation. S' , 0, and Ho are used in Equation 4-15 to calculate 
the to total daily irradiance which, divided over the 24hr period, gives the mean daily radiation flux 
for that inclined surface. The model then uses the slope-dependent daily mean insolation, in 
conjunction with daily means of air temperature, pressure, relative humidity, long-wave and wind 
speed, to drive the equilibrium-ablation model (4.2.1). The model calculates ablation at each point 
along the transect, to produce a new ice surface after each Julian day. This is then used as the 
input ice surface for the subsequent ablation day, as outlined in Figure 4-2. As ablation proceeds, 
the debris cover is modified by (1) addition of debris by melt-out and (2) debris mass movement. 
First, daily melt-out of debris occurs according to a prescribed uniform concentration of debris 
within the ice, such that a given amount of surface lowering will add a certain depth of debris to the 
layer. Then, end-of-day surface slope angle is recalculated, based on the new debris thickness 
overlying the end-of-day ice surface. This debris surface is subjected to an empirically-derived 
failure criterion. This function consists of a sinusoidal relationship between the observed slope 
I In clear sky conditions this value is .- 0.9, and under very hazy conditions - 0.6 (Oke, 1987). 
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angle at which debris failure is initiated, and the slope angle at which no surface debris can be 
retained. If the slope is steep enough, a percentage, or all, of the debris cover is lost. The debris 
depth removed is redistributed into successive levels within topographic lows along the transect 
according to the amount of debris that is remobilised (Figure 4-3). Although this method of debris 
redistribution is not physically rigorous, it provides a useful approximation of fall sorting of 
unconsolidated supraglacial debris. A hierarchy of "low" cells is defined (Figure 4-3), and the total 
debris depth removed is distributed first into level 1 cells, but if the total depth distributed equally 
between the cells of level 1 and 2 is greater than 0.01m in each cell, then the debris is distributed 
equally between cells in both level 1 and 2. The depth of debris added in each cell is then the sum 
of level 1 and 2, and so on, up the level hierarchy. Finally, the end-of-day ice surface and end-of-
day debris distribution, determined by the redistribution loop of the model, are copied as the inputs 
for the subsequent day, and the model steps daily for the desired duration of the model run. 
4.3 Study areas 
To develop and refine widely-applicable theories of debris-covered glacial processes, fieldwork was 
undertaken on glaciers in the contrasting environments of the Eastern Himalaya, Italian Alps and 
Svalbard. These locations provide the opportunity to investigate the different styles, and responses, 
of debris-covered glaciation occurring in low-latitude, high-altitude; mid-latitude, mid-altitude and 
high-latitude, low-altitude environments respectively. This section introduces the field areas, and 
observations of the debris-covered glaciers within them. 
4.3.1 Eastern Himalaya 
The Khumbu Himal of eastern Nepal (Figure 4-4) contains a number of the highest mountains in 
the world. Active uplift, estimated at —0.5 mm yr-1  (Kostlin and Molyneux, 1992) sustains high-
energy surface processes which, combined with repeated glacial cycles has produced high local 
relief, and some of the longest, steepest slopes in the world (Smiraglia, 1998). Previous estimates 
of debris supply from these slopes have given only order of magnitude approximations (Barsch and 
Jakob, 1998) but, given that vegetation colonisation is limited, and conditions are conducive for 
mechanical rock weathering by both freeze-thaw and ice segregation, debris supply rates are likely 
to be high throughout the year at any given site. Mass movement by slope processes, particularly 
rockfall, snow and rock avalanches, landslides and debris flows are occur frequently (Hewitt, 1968). 
The climate is dominated by the Indian monsoon, which brings coincident maxima in temperature 
and precipitation during the months of June to September (Figure 4-5). Winter conditions are 
influenced by arid air masses originating in the Tibetan plateau and, during this time, the westerlies 
bring high winds to the upper slopes (Barry, 1992). South of the main divide of the high Himalaya, 
temperature and precipitation decrease systematically northwards creating substantial climatic 
gradients across the range (Figure 4-6). 
Clean-ice glaciers, debris-covered glaciers and active and fossil rock glaciers coexist in the Eastern 
Himalaya (Moribayashi and Higuchi, 1977). The style of glaciation within a basin is determined by 
catchment form, and its resultant capacity to capture snowfall and produce talus (Kirkbride, 1989; 
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Nicholson, unpub.; Smiraglia, 1998). Clean-ice glaciers are small, generally not exceeding 1 km in 
length, with a mean surface area of 0.4km2 and termini above 5,000m (Fujii and Higuchi, 1977). 
They tend to be found in the proximity of high peaks, either as cirque, hanging or niche glaciers. 
Debris-covered glaciers comprise a small number of the total glacier population within the region 
but, with mean surface areas of 6.6 km2, and mean length of 5.2 km, they comprise 80% of the 
glacierised area (Fujii and Higuchi, 1977; Smiraglia, 1998). As a consequence, meltwater runoff 
from debris-covered ice provides a major contribution to river discharge and base flow (Figure 4-7) 
(Nakawo and Rana, 1999). Debris-covered glaciers typically have compound, dendritic 
accumulation basins bounded by ridges extending up to 7000-8000m (Moribayashi and Higuchi, 
1977; Smiraglia, 1998), from which they flow in large glacial troughs, often cross-cutting the axis of 
the mountain chain, to converge below the snow line. Extensive debris cover, up to several metres 
thick reduces ablation at glacier termini facilitating the survival of long tongues of low-angled, 
debris-mantled ice, bounded by terminal moraine complexes (Fujii and Higuchi, 1977; Fushimi, 
1977; Jakob, 1992). Accumulation areas typically span a wide altitudinal range (Smiraglia, 1998) 
and, in some cases, the accumulation area consists of a sheer avalanche face that intercepts 
precipitation but cannot retain it (see Figure 4-8 and Benn and Evans, 1998). Several examples of 
reconstituted debris-covered glaciers exist where an upper glacier feeds ice avalanches to a 
second ice body at the base of an exposed bedrock cliff. Debris-covered surfaces typically have 
relief in the order of 20-30m, forming convoluted cone and hollow topography. Most debris-covered 
glaciers support supraglacial water bodies in hollows on the debris-covered zone, The amount of 
surface water varies widely between glaciers, some of which have supported supraglacial lakes for 
over 50 years, while others have developed supraglacial lakes only relatively recently (Watanabe et 
al., 1994). Supraglacial lakes perched above the englacial water table are ephemeral and fill and 
drain cyclically (Benn et al., 2001; Hands, 2004). Upstanding lacustrine sediments are testament to 
the drainage of former surface ponds and ongoing topographic inversion. 
There are no long-term records of mass balance of Himalayan glaciers comparable with those in 
Europe and North America. Existing measurements are short-term and primarily from clean-ice 
glaciers (Ageta and Higuchi, 1984; Ageta et al., 1980; Ageta and Satow, 1978; Kayastha et al., 
1999). Concurrent accumulation and ablation maxima, caused by simultaneous peaks in air 
temperature and precipitation (Figure 4-5) mean that the overall balance throughout the year 
remains relatively constant (Ageta and Higuchi, 1984). Such summer accumulation type glacier 
systems (2.1.5) are particularly sensitive to summer air temperature; a rise in which would 
simultaneously decrease accumulation and increase ablation in the most active time of the year 
(Ageta and Kadota, 1992). The influence of monsoon precipitation on mass balance is dependent 
on ambient air temperature, and effective precipitation is dependent upon altitude and diurnal 
timing of the precipitation delivery (Ageta, 1976; Ageta and Satow, 1978; Higuchi, 1977; Inoue, 
1976). 
Although mass exchanges are greatest during the summer monsoon (Ageta and Satow, 1978), 
significant accumulation and ablation may occur outside the monsoon period. The depth and 
extent of winter snow varies widely from year to year under the influence of temporally 
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unpredictable local storm tracks, which do not seem to be related to wider climatic trends such as 
ENSO events or orbital forcing (Li, 1995). Snow and ice avalanches, which are considered the 
principal mechanisms by which Himalayan glaciers are sustained (Benn and Evans, 1998; Inoue, 
1977), can occur throughout the year due to failure during the continental climate of the Himalayan 
winter, or due to snow-slope overburden caused by heavy monsoon snowfall (Sharma and Ganju, 
2000). Ice stratigraphy from Sagarmatha (Mt Everest) identified paired annual strata (Miller et al., 
1965), which could represent periods of monsoon and winter accumulation. Studies of mass 
balance of clean-ice glaciers have measured positive mass balance over the entire surface during 
the monsoon season (Ageta et al., 1980; Ageta and Satow, 1978; Ikegami and Inoue, 1978), 
although longer mass balance trends are strongly negative (Ikegami and Inoue, 1978; Kadota et 
al., 2000; Moribayashi and Higuchi, 1977). Unless these measurements coincided with anomalous 
monsoon seasons, this suggests that ablation is occurring outside the main monsoon season. 
Sublimation could occur throughout the winter as the conditions (intense, clear sky radiation, low 
humidity and high wind speeds) are conducive to the process. However, mid-winter ice ablation is 
unlikely as, in general, —80% of the land of the Himalayas above 3000m is snow covered through 
December-January-February (Li, 1995). Maximum ablation may occur at the onset of the monsoon 
when temperatures first rise (Ikegami and Inoue, 1978). Re-freezing of meltwater accounts for 10-
20% of positive balance on small clean ice glaciers (Ageta and Satow, 1978), but this is probably 
less significant within larger glacier systems, which are sustained by more regular, and larger, 
avalanches (Ikegami and Inoue, 1978). Surface debris up to 2-3 m in the terminus zone creates 
highly non-linear ablation gradients (Benn and Lehmkuhl, 2000) and a low accumulation area ratio. 
Low AAR is exacerbated by avalanche accumulation, with steady-state AAR expected to be in 
the region of 0.45 (Kulkarni, 1992). Two decades ago the ELA of the Khumbu was estimated to 
be — 5,600 m (Watanabe et. al., 1980), although its current position is unknown. 
The most recent maximum of ice in the Khumbu Himal occurred 400 years ago (Fushimi, 1978), 
and marked regional climatic warming has been the general trend since the 1850's (Grove, 1988; 
Mayewski and Jeschke, 1980; Smiraglia, 1998). More recently, Tibetan ice cores reveal very rapid 
warming since the 1970's (Yao et al., 1997). Clean-ice glacier termini have migrated upwards by 
300-400m in elevation from their LIA terminal moraines at —5000 m (Moribayashi and Higuchi, 
1977), with 85% of clean-ice glaciers retreating between 1960-1975 (Higuchi et al., 1978) and 
similar rates of retreat persisting up to the 1980's (Fushimi & Ohata, 1980). Recent rising summer 
air temperature has been attributed as the cause for particularly rapid retreat of clean-ice glacier in 
recent years (Ikegami and Inoue, 1978; Kadota et al., 1992). On debris-covered glaciers, loss of ice 
mass has taken the form of significant surface lowering and current debris-covered glacier surfaces 
are commonly hemmed in by upstanding lateral moraines (Inoue, 1977; Iwata et al., 2000; Kadota 
et al., 2000; Naito et al., 2000). 
There is abundant evidence of former outburst flood events in the region (Figure 4-9). Deep valley-
fill sediments have been suggested to be GLOF-sourced, (Fushimi, 1978) and a number of smaller 
flood tracks and deposits can be observed. In recent decades, glacial decay has been linked to an 
increasing number of GLOF events (Mool et al., 2001; Reynolds, 2000). Several debris-covered 
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glaciers, such as the lmja and Trakarding Glaciers (Figure 4-10), currently support large ice-contact 
lakes that are considered potential flood hazards, while many others support smaller supraglacial 
water bodies (Mool et al., 2001; Yamada, 1988). 
The Nqozumpa Glacier 
The Ngozumpa valley, situated 23km to the west of Mt. Everest, extends southwards from Cho 
Oyu (8153 m, 28°05'N, 86°39'E) and Gyachung Kang (7822 m). Local geology is predominantly 
sillimanite grade gneiss, and more resistant Makalu leuceogranite (Kostlin and Molyneux, 1992). 
The Ngozumpa Glacier is a classic example of a Himalayan debris-covered glacier (Figure 4-11). 
The glacier is 25 km long, with the lower 15 km being debris-covered zone of sluggish ice —1 km in 
width. The thickness of this glacier tongue is unknown, but the nearby, slightly smaller Khumbu 
Glacier is 440 ± 20 m thick below the icefall, decreasing to 20 m thick 2 km from the terminus 
(Gades et al., 2000). The glacier terminus supports a mature debris cover and numerous 
supraglacial ponds, and is thought to be close to threshold for development for rapid expansion of 
supraglacial lakes (Benn et al., 2001). 
Surface relief in the debris-covered area is in the order of 30-50 metres (Figure 4-12), although 
expanses of more subdued terrain can also be found, The debris shows a degree of vertical 
sorting, as the surface is typically coarse, clast supported material, although areas of fine-grained 
waterlain deposits are common. The thickness of the coarse surface layer appears to vary 
considerably, and the clasts within it vary from the sub-centimetre to decimetre scale. The diamictic 
nature of much supraglacial debris suggests that the debris may have multiple sources and 
transport pathways. Wind redistribution of fine rock flour from the upstanding lateral moraines onto 
the glacier surface has been observed (Hands, 2004; Singh et al., 2000) and this provides a 
mechanism for fine glacier sediments, usually carried at the glacier sole, to be deposited at the 
glacier surface. Matrix material appears ubiquitous at depth, and throughout the majority of matrix-
supported debris there is little sign of grading. Stratified sequences are visible in some exposures: 
evidence of fluvial reworking and lacustrine deposition on the debris surface (Figure 4-13). Former 
lake beds and supraglacial debris flood tracks are evident on the surface, and raised lakebeds are 
a testament to ongoing topographic inversion (Figure 4-12 and 4-13). 
4.3.2 Italian Alps 
The Italian Alps comprise the south-central section of the European Alps (Figure 4-14), which, like 
the Himalaya, are formed by ongoing continental collision. The regional lithology is predominantly 
Tethyan sediments, some of which have been metamorphosed, and granitic intrusions. 
Geomorphic processes are similar to those in the Himalaya, with glaciers and meltwater flow 
carrying out much of the geomorphic work. Continued uplift of —1 mm a-1 
 (Kahle et al., 1997), 
maintains a young landscape of steep slopes and sharp, unmodified peaks, although denudation 
processes are not as vigorous as in more actively uplifting mountain belts (Fitzsimons and Veit, 
2001). 
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The climate is a mid-latitude, temperate mountain climate. Above 2000 m, annual mean 
temperature is <0°C, with maximum monthly mean temperatures generally <10°C (ISAC, 2004). 
The ablation season is in summer, and the majority of effective precipitation occurs in winter 
(Figure 4-15). 
Glaciation consists of valley glaciers, and rock glaciers. The few large debris-covered glaciers 
existing in the Alps (Figure 4-16) are morphologically similar to Himalayan debris-covered glaciers, 
with steep avalanche-accumulation catchments descending into lower angled termini which support 
a continuous cover of debris (Diolaiuti et al., 2003). Smaller glaciers also commonly support debris 
cover (Diolaiuti et al., 2003). Glaciers are the winter ablation type (2.1.5) (Ageta and Higuchi, 
1984), and have approximately linear ablation gradients of 0.01 m m-1, while accumulation above 
the snowline is only weakly dependent on altitude (Barsanti et al., 1995). Mass balance monitoring 
of the Italian glaciers only covers recent decades (Barsanti et al., 1995), but records in other parts 
of the Alps are much longer. The most rapid response time, or lag between climatic change and 
glacier response, for glaciers in the western Italian Alps is estimated as —5 years (Pelfini, 1999), 
but as mass balance is strongly influenced by local topography, this is variable, and neighbouring 
glaciers do not always show similar responses to climate change (Diolaiuti et al., 2003). 
Early observations of glaciers show that glaciers in the Italian Alps have receded significantly since 
their Little Ice Age maximum at the beginning of the 18th century (Grove, 1988; Pelfini, 1999). The 
twentieth century has been marked by two periods of significant shrinkage of glaciers in the 
European Alps: in the 1940's, and 1982 to the present day. Both periods were preceded by periods 
of stable volume, or limited ice mass gain. The shrinkage of the late 1940's was a result of low 
winter precipitation and warmer summers, whereas the marked shrinkage of the past twenty years 
results primarily from increasing summer temperatures (Pelfini, 1999). Recent warming and 
degradation of permafrost has significantly accelerated the supply of debris from rock slopes 
(Diolaiuti et al., 2003; Haeberli et al., 2002). As a result of warming and concurrent increase in 
supraglacial debris supply, progressively more Alpine glaciers are developing marginal or medial 
debris-covered zones, while existing debris-covered ablation zones are expanding at the expense 
of clean-ice ablation areas (Diolaiuti et al., 2003). Established debris-covered glaciers show signs 
of significantly different response patterns to the neighbouring clean-ice glaciers and some have 
experienced recent advances under the influence of short-term positive balance regimes (Smiraglia 
et al., 2000; Thompson et al., 2000). 
Ghiacciaio Belvedere 
Ghiacciaio Belvedere Glacier (45°57'N 4°34' E) in the Anzasca Valley is fed by steep glaciers 
descending the eastern slopes of the Monte Rosa Massif, from 4560 m in a north-easterly flowing, 
low-angled, debris-covered glacier tongue, which terminates at —1750 m. Although the Monte Rosa 
massif is primarily composed of granites, the debris cover on the Belvedere is predominantly 
eclogitic rocks from the metamorphosed zone surrounding the granitic intrusion. The debris-
covered terminus has only muted relief in the lower zone, though the upper part is heavily 
crevassed following a surge event in 2000-2002 (Figure 4-17) during which ice reached the crest of 
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the Little Ice Age moraines of the lower eastern margin (Haeberli et al., 2002). Further upglacier the 
debris-covered surface lies below the Little Ice Age moraine crest, except where this has been 
previously breached. Following the onset of the surge event, the glacier became the focus of 
international glaciological research, when a supraglacial lake (Lago Effimero) developed in a 
depression at the foot of the main icefall. By summer 2002 this had expanded significantly (Figure 
4-17b and 4-18), and in 2003, water was pumped out of the lake to lower the water level and 
reduce the flood hazard posed by the lake to the population downstream. 
Surface debris on Ghiacciaio Belvedere is generally coarse at the surface, with a fine band 
observed at the ice interface (Figure 4-19). Kinematic sieving, allowing finer material to descend 
the profile may be the cause of the crude sorting that creates the coarse surface layer (Figures 4-
19). Former lacustrine and fluvial sediments are not widely distributed at the surface, although an 
extensive area of such sediment exists at the foot of the icefall where the supraglacial Lago 
Effimero existed. 
4.3.3 lsfjorden, Svalbard 
Svalbard lies north of the Arctic Circle (74° to 81° N, 10° to 35° E), surrounded by the Barents, 
Greenland and Norwegian seas and the Arctic Ocean (Figure 4-20). At 80° N the polar night 
stretches from November to February, whilst the midnight sun lasts from April to August (Table 
4-1). 
Midnight sun Polar night 
LatitudeNorth 1't night Last night # of nights 1" day Last day # of days 
74° 3-May 9-Aug 99 10-Nov 1-Feb 84 
76° 27-Apr 15-Aug 111 3-Nov 8-Feb 98 
78° 21-Apr 21-Aug 123 28-Oct 14-Feb 110 
80° 15-Apr 27-Aug 135 22-Oct 20-Feb 122 
Table 4-1: Duration of polar night and midnight sun at high latitude (Hisdal, 1998) 
The general climate of Svalbard can be considered a cold desert, although mean annual 
temperature in Svalbard is higher than expected for its latitude, and precipitation is higher on 
coastal margins (see Figure 4-21 and Hjelle, 1993). This is due to the influence of the Norwegian 
Current of the Gulf Stream, which flows towards the western coast of Spitsbergen, bringing 
warmer, wetter low-latitude air masses in a series of low pressure frontal systems throughout the 
year (Hagen et al., 1993). Temperature and precipitation can vary widely as these fronts pass, to 
be replaced by dry arctic air masses from the north or east. Temperatures can be above freezing 
even in mid-winter (Hagen et al., 1993), and precipitation can occur throughout the year (Hagen et 
al., 1993), although it is generally low, with the western coast experiencing less than 400mm a-1  
(Liestol, 1993). Summer air temperatures are forced by radiation, with warmer periods coinciding 
with clear-sky conditions (Hisdal, 1998). On the west coast of Spitzbergen, summer temperatures 
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generally fall in the range of 1 to 10°C, with a mean of 5°C. Winter temperatures generally fall in the 
range -8 to -16°C, but can be much lower, and are generally more variable than summer 
temperatures (Hisdal, 1998). Inland, summer temperatures tend to be a few degrees higher and, in 
winter, a few degrees cooler than found on the coast (Liestol, 1993). The interaction of contrasting 
air systems during winter months causes windspeed to be high (Figure 4-22), with open water 
stations recording wind speeds of up to 10 m s-1, although this is modified by the terrain. The 
stability of arctic air is such that air currents will tend to divert around orographic obstacles rather 
than rising over the tops of them (Hisdal, 1998). This channelling effect, in conjunction with 
katabatic winds from glaciated basins, results in rather localised wind flow patterns. 
Permafrost depth ranges from 200-500 m, and the active layer is thought to be limited to a metre or 
two below the ground surface (Hisdal, 1998). Patterned ground, solifluction, and debris flow within 
the active layer are readily observed. Frost shattering produces extensive scree slopes and 
blockfields. Glacial, periglacial and paraglacial processes dominate the geomorphological activity 
as rivers are seasonal (Hisdal, 1998). 
Ice covers almost 60% of the land area of Spitzbergen (Liestol, 1993). Glaciers commonly form a 
semi-continuous network between plateau surfaces and nunataks, and this style of glaciation has 
been termed "reticular" or "trans-section" glaciation (Liestol, 1993). Piedmont glaciers exist where 
ice spills out into unglaciated valleys. The glaciers here are considered to be sub-polar, with thick 
areas of ice existing at the pressure melting point, while thinner zones are frozen to the bed 
(Liestol, 1993). Evidence of preserved fluvial erosional forms beneath small polar glaciers suggests 
that there is little basal erosion ongoing at these sites. The high rates of sediment transfer 
observed at such glaciers are therefore considered to be predominantly supplied by supraglacial 
debris, deposited into the glacial system by periglacial slope processes, and re-mobilised glacial 
deposits from surrounding ice-cored moraines (Etzelmuller et al., 2000). However, where glaciers 
are sub-polar, that is, the marginal regions remain frozen to their beds with a zone of temperate ice 
behind, thrusting and uplift of entrained basal debris is a widely reported phenomenon (e.g. 
Glasser et al., 2003; Hambrey et al., 1999), and can be exacerbated during surging phases. 
Numerous glaciers have been observed to surge, and many others display signs of former surges 
(Liestol, 1993). At least 86 documented surges have occurred in the last century, and it is likely that 
many other glacier surges have gone unreported (Hjelle, 1993). Glaciers surge when their flow 
regime cannot redistribute the mass balance experienced efficiently, resulting in a build up of 
surface slope angle followed by a period of rapid velocity flow, with speeds of 30-100 m 
usually accompanied by a terminus advance (Liestol, 1993; Luckman et al., 2002; Murray et al., 
2003). Few glaciers in Svalbard support extensive debris cover over their ablation zone, but many 
have marginal debris-covered zones and terminate in large ice-cored moraine sequences, which 
extend into buried-ice complexes in the glacier foreland (Bennett et al., 2000; Berg, 2002; 
Etzelmuller et al., 2000). Flow tills and supraglacial debris flows are common features, and these 
redistribute debris over the glacier surface (Boulton, 1968; Hambrey et al., 1999). 
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Mass balance monitoring has been conducted since the 1950's (Liestol, 1993) and, although field 
measurements remain sparse, use of remote sensing and air photographs has played a significant 
part in glacier monitoring programmes in the more remote areas of the archipelago (Liestol, 1993). 
Spitzbergen glaciers, like Alpine ones, have a winter accumulation and summer ablation season 
(Liestol, 1993). During summer, surface ablation occurs even at the highest glaciated elevations 
but in winter all liquid water freezes (Liestol, 1993). On Spitzbergen, cold conditions usually mean 
lower precipitation than during milder periods, and the relationship between temperature, 
precipitation and glacier accumulation is not a simple one. Precipitation is concentrated in coastal 
regions, resulting in strong climatic gradients inland, while local winds exert a strong influence on 
glacier distribution and mass balance both by redistributing snow and by scouring ice from glacier 
surface. Equilibrium line altitude in the 1990's was -150 m a.s.l. in the south east, rising to >800 m 
a.s.l. in central regions (Liestol, 1993), with balance gradients estimated at 0.003 m m-1(Etzelmuller 
et al., 2000). 
Mass balance studies have recorded continuous negative mass balance since 1966/67, and it is 
thought that net balances could have been negative since the end of the 19th century (Liestol, 
1993). This retreat is attributed to a reduction in winter precipitation (Liestol, 1993), as mean 
summer temperatures have remained stable throughout this period. However, earlier records show 
that temperature rose from the start of the 20th century to the mid 1920's, and has subsequently 
stabilised somewhat (Humlum, 2002). 
Larsbreen 
Larsbreen (78°11'N, 15°33'E) is an example of a small valley glacier with an extensive ice-cored 
terminal moraine complex that merges into a frontal rock-glacier sequence in the immediate glacier 
foreland (Figure 4-23). The glacier is 2.8 km long, with a surface area of 2.96 km2. Echo-sounding 
surveys suggest average ice thickness to be -50 m, increasing to 80m along the central flow-line 
(Etzelmuller et al., 2000). Geophysical surveys of Larsbeen found no evidence of temperate ice, 
and temperatures of -2°C recorded in mineshafts beneath the Larsbreen suggest that the glacier is 
cold-based throughout. The local geology, and marginal debris cover, consists of Lower 
Cretaceous and Teritary sandtones, siltstones and shales of marine, shallow deltaic, and terrestrial 
origins (Hjelle, 1993). 
The eastern part of the debris-covered zone forms a low relief surface, but debris flows occur on 
slopes that are undercut by incision of supraglacial meltwater channels that lie in the central and 
western terminus (Figure 4-24). The entire debris-covered zone forms a valley sloping towards a 
central supraglacial drainage channel, which occasionally flows englacially before re-emerging. 
Some cone and ridge features seen on Larsbreen are morphologically and sedimentologically 
similar to features identified as thrust ridges on other glaciers (Hambrey et al., 1999). 
The debris cover at Larsbreen is markedly different in nature to that of Ngozumpa glacier and 
Ghiacciaio Belvedere: the less resistant sedimentary source rocks around Larsbreen results in a 
predominance of matrix material compared to the coarse-diamictic tending debris at the other two 
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glaciers. The debris cover at the margins of Larsbreen is 0.5-1.0 m thick and is composed of 
angular clasts in a fine siltstone-sourced matrix (Figure 4-25). The matrix is dense with a clay-rich 
texture. Clasts are typically <0.10 m in the long axis, although larger clasts can be found. Much of 
the debris cover consists of shards of shale, with long axes <0.05 m. In a number of places, rock 
clasts can be found weathered and shattered in situ within the debris layer, forming siltstone 
saprolite blocks within the debris layer (Figure 4-25b). The fine-grained nature of the material may 
indicate that a greater portion of this debris cover originates from sub-glacial sources and has been 
delivered to the ice surface along a series of marginal thrusts. However, field evidence gathered in 
this study neither confirms nor disproves this hypothesis. 
4.4 Data collection 
The aims of the fieldwork undertaken were (1) to obtain inputs for the ablation models outlined 
above, and (2) to explore the spatial and temporal applicability of the assumptions made within 
each model. This work comprised three main components: the collection of meteorological data; 
the collection of data concerning the nature of the debris cover; and measurements of ablation rate 
for model validation (Table 4-2). 
Subject Data collected Target Model 
Weather 
data 
Acquisition of meteorological 
data from weather stations on 
the glacier surface. 
Input for model to be compared with 
simultaneously measured ablation 
1 
Acquisition of meteorological 
data from previously established 
local AWS's. 
(a) Annual records for annual ablation 
gradients (b) local temperature lapse rate 
2 
Local measurements of surface 
energy balance at experimental 
sites. 
To explore the effect of local topography 
and slope angle on surface energy 
balance 
3 
Debris 
properties 
Observations of the nature of 
supraglacial debris, its texture 
and structure. 
General information with which to 
interpret calculated thermal conductivity 
values 
1 
Monitoring supraglacial debris 
temperature profiles 
(a) Testing assumptions of linear gradient 
and heat-flux process (b) calculation of 
thermal conductivity 
1,2,3 
Monitoring supraglacial debris 
surface temperatures using 
thermistor arrays. 
(a) testing assumption of negligible lateral 
heat flux (b) used in residual long-wave 
calculations 
1,2 
Measurements of surface 
topography and debris depth 
using theodolite surveying. 
(a) Debris thickness distribution (b) 
critical angles for debris failure 
2,3 
Ablation 
Repeat measurement of ice 
ablation stakes under varying 
debris thickness. 
Validation of ablation model 1 
Repeat measurement of ablation 
stakes in inclined surfaces. 
Comparison of ablation across variable 
topography 
3 
Table 4-2: Details of field data collection 
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Fieldwork was undertaken on the Ngozumpa Glacier during three field campaigns in autumn 2000, 
2001 and 2002, on Larsbreen during July 2002, and on Ghiacciaio Belvedere during August 2003. 
Observations of meteorological conditions and debris thermal properties were undertaken in the 
same way at each site, and additional experiments were undertaken in specific locations to explore 
particular aspects of sub-debris ablation. 
4.4.1 Meteorological data 
4.4.1.1 Automatic weather stations 
Automatic weather stations were installed on each glacier surface for the duration of the field 
campaign. In addition, one station remained on the Ngozumpa Glacier from November 2001 to 
October 2002 (Figure 4-26a). Three different dataloggers were used, but the instruments attached 
to the loggers, taking measurements of air temperature, relative humidity, wind speed, incoming 
short-wave and long-wave radiation, were the same (Appendix 1). All stations were battery 
powered, and data were downloaded when the logger was removed from the glacier surface. 
Barometric measurements could not be made due to lack of instrumentation. Instead, altitude-
dependent air pressure of a standard atmosphere was used. Sea-level air pressure of a standard 
atmosphere (Po ) is 1013.25 bar (hPa), which decreases with altitude according to an exponential 
relationship which has a correlation coefficient (r2)= 0.9982. 
P = po e (-0,0001Z) 
	 Equation 4-18 
Lunde (1980) refined this equation, based on data from high altitude sites: 
p 
= 
p e(-0.0001184z) 	 Equation 4-19 
Equation 4-19 consistently underpredicts the values given by the standard atmosphere relationship 
(Figure 4-27). For the purpose of consistency, site-specific air pressure was taken as the average 
air pressure determined by these two relationships, at the elevation of the meteorological station, 
which was determined from triangulation onto a contour map. This approach provides only a 
coarse approximation of air pressure and does not allow for its variation in accordance with 
fluctuating synoptic and local weather conditions. Data from the MeteoPyramid at Lobuche in the 
Khumbu Himal (Bertolani et al., 2000) suggests that Lunde's relationship predicts air pressure at 
high-altitude sites better than the standard atmosphere interpolation does. Mean annual air 
pressure, measured over 4 years at 5050 m.a.s.I., was found to be 553.40 hPa; Lunde's 
relationship predicts 557.24 hPa, while the standard-atmosphere relationship predicts 623.92 hPa. 
Air pressure calculated as the mean of both methods over-predicts the measured value by 37.18 
hPa. At high altitudes, the deviation between the two relationships used is greater than at low 
altitudes, so this over-prediction can be assumed to be a near-maximum over-prediction of the 
standard equation relative to Lunde's equation. 
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During the collection of an annual cycle of data from the Himalayas, extreme low temperatures in 
the early hours of the morning led to occasional power failures. Power failure was more frequent 
during winter and spring months, and towards the end of the annual cycle, when battery power was 
running low. The logger resumed recording data when the temperature had warmed sufficiently to 
reactivate the batteries. This phenomenon led to breaks in the data, a problem that fell into 4 
categories: 
(1) Logging resumed after the break with the correct time assigned to logged data. This simply led 
to appropriate breaks being left in the time-series of data. 
(2) Logging resumed after the break but the first point of resumed logging was erroneously 
assigned the time of 00:30 (i.e. the first data point of the day), this could be easily corrected if 
the data log continued through a full diurnal cycle into the subsequent day as this point the 
logger correctly reset the logged time and preceding data points could be realigned respective 
to their half hourly increment period displacement. 
(3) Logging was interrupted over successive days. In this case, where an intact period of adjacent 
data existed, the broken record was aligned by matching the maximum SW reading to that of 
the intact days record. This was considered valid during the winter months when clear sky 
conditions predominate. The validity of this was also checked against theoretical calculations of 
sunrise and sunset times to ensure that insolation periods were correctly aligned. Error in this 
method cannot be quantified but, as the method was used with caution, is thought to be 
minimal. Points were recorded at 30-minute intervals, and the likelihood of points being more 
than one time step, i.e. more than 30 minutes out of alignment, is negligible. This method was 
considered to be more appropriate than undertaking spectral analysis interpolation, given that 
the majority of the data remained intact, providing an easy aid to assessing the accuracy of 
manual realignment. 
(4) A sustained number of days had broken records. These days were discarded from the time 
series, as data could not be reliably assigned to their corresponding time intervals. 
The CG1 pyrgeometer failed to function throughout the annual meteorological record from the 
Himalayas and, as a result, was not used during the Larsbreen study. The Ngozumpa dataset was 
completed with theoretical calculations of incoming long-wave radiation under clear-sky conditions 
according to Equation 4-9. This equation strictly only applies to clear-sky conditions. However, in 
the absence of data for cloud cover and type, use of a temperature and vapour pressure 
dependent clear-sky calculation was considered more consistent than using estimates of cloud 
cover from incoming short-wave radiation variation, which reveals nothing of the type of cloud, or 
height of the cloud base. The error associated with using this clear-sky formulation is 
unquantifiable. In the Belvedere data, even under clear-sky conditions, as indicated by parabolic 
temporal oscillation of incoming short-wave radiation, calculated long-wave consistently 
underestimated long-wave radiation measured using the CG1. The measured values generally fell 
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between those calculated using the actual vapour pressure and the saturated vapour pressure, 
which provides a maximum limit for the calculated atmospheric long-wave radiation (Figure 4-28). 
In this case, the deviation is likely due to the presence of prevalent heat haze during the study 
period, and influence of radiation from the surrounding valley walls. The mean offset of long-wave 
calculated from that measured in the case of the Belvedere measurements was -22 W m-2, which 
is -6% of the average measured atmospheric long-wave. 
In the Svalbard dataset, incoming long-wave radiation was calculated from net all-wave radiation, 
measured using a net all-wave radiometer (Kipp and Zonen NR-lite), incoming short-wave flux, 
albedo and surface temperature, and the outgoing long-wave radiation was calculated using the 
Stefan-Boltzman relation (3.2), to find the incoming long-wave as a residual: 
	  Net radiation 	  
LWin = (SWin + LWin - SWout LWout)+ SWout + LWout - SWin 
	 Equation 4-20 
The NR-lite net radiometer is an unshielded instrument, and readings from it are thus influenced by 
air passing over the instrument, and by precipitation (Figure 4-26b). Uncertainty associated with 
this method also arises due to parameterisation of albedo, which was taken to be the mean of all 
empirical measurements, and emissivity, which was taken as 0.95. In the Larsbreen record, long-
wave calculated from Equation 4-20 exceeds calculated clear-sky long-wave radiation for all days 
in which short-wave flux shows the presence of cloud, as would be expected. However, under 
clear-sky conditions this relationship reverses. Whether this is a result of the NR-lite heating up, as 
this instrument does not correct for long-wave emission from the device itself, or other causes, is 
unclear from the existing dataset. In summary, the clear sky calculation can be considered a 
minimum estimate of incoming long-wave radiation in Alpine settings, but its validity in arctic 
maritime settings is uncertain. 
4.4.1.2 Local meteorology and surface energy balance measurements 
Local short-wave radiation flux was measured using a mobile CM3 pyranometer, mounted on a 
levelling fixture, which consists of a 30cm mounting arm with in-built spirit level, while long-wave 
flux was measured using either a Kipp and Zonen CG1 pyrgeometer or NR-lite combined with 
surface temperature measurements, which together allow incoming and outgoing long-wave to be 
calculated by the method given in Equation 4-20. It should be noted that none of these radiometers 
were specifically designed for use as hand-held radiometers, and under inclement, or highly 
variable, weather conditions it was not possible to obtain meaningful measurements of 
instantaneous radiation flux. 
Measurements of incoming short-wave radiation were made by resting the CM3 on the experiment 
site surface; outgoing short-wave and net radiation were measured at a height of -0.25 m above 
the surface, with the instrument held parallel to the surface slope. This approach inevitably 
incorporates some inconsistencies, due to: 
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(1) variation in the exact position at which the instrument was held for each repeated 
measurement 
(2) obstruction of the instrument field of view due to the proximity of the operator 
(3) the influence of low angle and lateral radiation when measuring outgoing SW and net radiation 
at inclined experimental sites 
Data were recorded manually from the readout of a Kipp and Zonen CC20 single channel hand-
held meter. This logger proved unreliable in cold weather and, as it has only one external 
connection, is unsuitable for the required repeated switching between radiometers. When this 
logging device failed, the relevant voltages and resistances required to calculate radiative fluxes 
from each radiometer were recorded using direct wire connections to a mulitmeter, and post-
processed into Wm-2 equivalents. 
Local windspeed, temperature and relative humidity measurements were made using a range of 
hand-held equipment (Appendix 1). These instruments were found to be of variable reliability so 
values from the fixed station were used for these variables. 
4.4.2 Debris thermal properties and the nature of the debris-covered ablation zone 
Gemini TinyTag Plus loggers with standard external thermistor probes were used to record 
temperatures in supraglacial debris. The loggers were programmed to log debris temperatures at 
fixed intervals of 10, 15 or 30 minutes, in accordance with the duration of each study. 
Temperatures were logged from the time of installation, and were observed to stabilise into a 
repeated diurnal pattern in less than 10 hours. Debris temperatures for the first 24hrs of recorded 
data were not used, to ensure that the system had fully re-equilibrated following disturbance due to 
instrument installation. Loggers were used variously to record surface temperature and vertical 
profiles of temperatures within supraglacial debris, as detailed below. 
4.4.2.1 Surface temperature monitoring of different debris thickness 
Surface temperatures were measured during ablation experiments (4.4.3) at plots of varying debris 
thickness on Larsbreen and Belvedere Glacier. Thermistors were placed at the surface of prepared 
plots and then the entire length of the temperature probe was dusted with fine debris so that the 
temperature recorded was that of the debris surface rather than representing the heat conducted 
along the exposed metal probe. The dusting of debris must be kept to a minimum, to be as close to 
surface temperature as possible. Inevitably, over the course of experiments, some of this fine 
dusting of debris was lost, and the sites were inspected at least once a day, to ensure that the 
dusting of debris was maintained. 
4.4.2.2 Vertical debris temperature profiles 
Vertical arrays of thermistors were used to record supraglacial debris temperature profiles within 
typical debris at all of the field sites, to monitor transient heat flux through the debris. Sites were 
excavated by hand and thermistors were emplaced in the debris wall at set intervals, after which 
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the hole was refilled. Where possible, profiles were excavated to the ice interface, but where debris 
thickness was sufficiently great that repeated excavations failed to reach the ice interface, loggers 
were emplaced to the maximum depth accessible (Figure 4-29b). Thermistor positions were re-
measured on final excavation. Variation in position was found to be small in short records, but 
where initial and final depths had changed, the temperatures recorded were assigned the mean of 
the two depths. Three particular issues were explored with specific experiments: 
1. Week-long temperature profiles were measured through 3 different types of debris on the 
Ngozumpa glacier in 2001, in order to compare the thermal regime within the contrasting media 
of cobbles, diamict and lacustrine silts, all of which are represented in the supraglacial debris of 
this glacier. 
2. An eleven month record of supraglacial debris temperatures to a depth of 0.8 m on the 
Ngozumpa glacier was obtained from 13/11/2001 — 13/10/2002. This profile was installed at a 
stable site within a recently drained supraglacial lake basin, and did not reach the ice interface. 
This record allows the seasonal changes of debris thermal conditions to be analysed and 
related to the prevailing meteorological conditions. A precipitation gauge, shielded with cloth 
was installed at depth to record moisture infiltration, but this instrument yielded no data. 
3. On Larsbreen, 10 days of temperature profile data were collected from one saturated and one 
unsaturated site to investigate the effect of moisture content and saturation on the thermal 
properties of the debris layer. 
Vertical debris profiles record the transient vertical heat flux, which can be used to calculate 
thermal diffusivity and conductivity for input to the model (5.2.1). 
4.4.2.3 Debris properties 
The thermal properties of supraglacial debris are closely related to its physical properties, so a 
number of general observations of the debris cover were made at each location in order to inform 
interpretations of measured thermal diffusivity. One sample of typical supraglacial debris was taken 
from each glacier for subsequent lab analysis. Where debris sections were exposed above ice 
faces, a number of stratigraphic logs were drawn as evidence of the degree of sedimentary 
reworking on the glacier surface. Where insufficient natural exposures could be found, additional 
excavations were made to observe debris layer structures. 
4.4.2.4 Debris thickness measurements 
Debris thickness was measured at spot locations on all three glaciers, and both reflector and 
triangulation surveying techniques using a Leica Thodolite and laser distomat were used to 
remotely measure debris thickness above exposed ice faces at sites located 1, 4 and 7 km from 
the terminus of Ngozumpa Glacier. Reflector surveying involved positioning the reflector at regular 
intervals around the debris face crest. At each reflector position (X), measurements were made of 
(1) bearing, relative to a fixed zero point (0), (2) dip, relative to the horizontal (S) and (3) distance 
from S to X. The ice interface beneath the fixed point was surveyed by locking the lateral rotation of 
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the theodolite and recording the dip of the ice interface at a point directly below the surface point 
from point of view of the survey station. The thickness was calculated using the fixed distance 
measured to the reflector point and the difference in the 2 measured dips. This approach simplifies 
the 3-D reality of the debris layer, by assuming that the debris free-face is vertical, and that the 
view from the fixed station is perpendicular to the debris face. In reality, the debris face tends to 
slope and the fixed station provides an oblique view. The error associated with these abstractions 
is considered to be within the error of the laser distomat, and this method was favoured due to its 
time efficiency. However, it is not always possible, or safe, to manually position a reflector at the 
desired point X, and in such a case triangulation surveying was used. Triangulation employs 2 
surveys from fixed stations (S and S1), which form the known positions at either end of a baseline 
of measured length. For each point, X, measurements of (a) bearing from the fixed zero point and 
(b) dip, are made from both S and S1. As the relative positions of S and Si 
 are known, the true 
distance to X from either S or S1 
 can be calculated using simple trigonometry. Although 
triangulation surveys provides a full three-dimensional representation of the debris face, its 
accuracy is very much dependent on the repeat survey using precisely the same point. This can be 
difficult when the point markers consist of small multifaceted stones at distances of several 
hundred metres. Furthermore, as the method requires two surveys, it is much more time-
consuming in the field. 
In autumn 2002, attempts were made to determine the spatial distribution of supraglacial debris 
thickness on the Ngozumpa Glacier using geophysical methods. On the basis that ice, and the 
overlying supraglacial debris will have a contrasting electrical conductivity, it has proved possible to 
map the ice bodies within ice-cored moraine using resistivity measurements (Pant and Reynolds, 
2000). A Geonics EM38, which uses an electromagnetic inductive technique that makes the 
measurements without electrodes or ground contact was used on the Ngozumpa Glacier, as this 
was considered the most portable and convenient tool to work with on the challenging supraglacial 
terrain. However, results from this instrument were inconsistent and could not readily be interpreted 
into debris thickness values. 
4.4.2.5 Surface slope surveying 
Surface slopes on the Ngozumpa Glacier were surveyed during 2001. The procedure employed 
was to position the reflector at regular intervals, and breaks in slope, along an inclined bearing. 
Where the glacier surface had been too low to see the reflector, the reflector was held 1m above 
the surface and an additional correction was made for this during the processing stage. The 
bearing of each profile was not recorded in the field so, in order to transform the x, y, z data onto a 
profile line, the linear best-fit line of least squares was plotted for the x, y plan data, and distances 
along this profile were resolved using trigonometry. Additionally, simple surveys of slope angle and 
length were carried out on Larsbreen and Ngozumpa Glacier, using an abney level and tape. No 
slope surveys were undertaken on the Belvedere Glacier because of the low relief of study sites. 
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4.4.3 Empirical measurements of ablation 
Measurements of ice ablation rate were made on level and inclined sites. At level sites, clean ice 
ablation was measured, along with dusted ice ablation and sub-debris ablation beneath debris of 
varying thickness. Measurements of ablation on inclined ice and debris surfaces were made in 
conjunction with surface energy balance measurements in order to investigate the influence of local 
topography on ablation variation. The procedures given below were employed at both level and 
inclined sites. Short ablation experiments on Larsbreen and Ghiacciaio Belvedere spanned 4-14 
days. Ablation stakes were installed in the debris-covered zone of Ghiacciaio Belvedere in early 
June 2003, and were intended to be re-measured in early August. However, during this interval, 
these stakes were mistaken for route markers, and were relocated to mark the footpath that 
crosses the glacier, and so longer-term ablation measurements are unavailable. 
Sites were chosen for accessibility and stability, to minimise the effect of local conditions changing 
during the course of the measurement series. Holes were drilled into the ice using a 15 mm 
diameter ice screw or, if greater depths were required, a 15mm ice drill (Figure 4-29). The ablation 
stakes used were 12mm white plastic plumbing pipes, chosen for their high albedo and low thermal 
conductivity, which minimises the effect of the stake on local ablation rate. At level sites, plots of 
varying debris thickness of —0.3 m2 were prepared by first clearing the ice surface of all debris, then 
levelling the ice surface, and drilling in an ablation stake before replacing the local debris to the 
required depth. As far as was possible, the debris was replaced on the surface in a similar 
stratigraphic position as it was removed. The site was left to settle for at least 12 hours prior to 
beginning measurements. Ablation was measured as the change in length of the exposed stake at 
the end of the measurement period. Stake length was measured as the distance between a rule 
laid across the general ice surface and the top of the stake. The rule was placed consistently in the 
same orientation, and at the same side of the ablation stake. Debris thickness was measured at the 
start and end of the experiment, as settling and minor migration tended to cause the debris 
thickness to change over the duration of the measurements. The debris thickness used was the 
mean of the two measurements, which is appropriate for consideration with the ablation over the 
whole experiment duration. If substantial change in debris thickness had occurred, the site was 
discarded from the experiment, as no valid debris thickness value could be assigned to span the 
days of the experiment. Debris sites were inspected twice daily, to ensure that the condition of the 
prepared plots was not degenerating. 
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5 Modelling sub- debris ablation from meteorological data 
The melt model outlined in Chapter 4 is a simplified model of heat transfer that relies upon a 
number of assumptions. Therefore, assessing the validity of these assumptions is prerequisite to 
applying the model and analysing model results. This chapter first explores the assumptions of the 
proposed model, then details the results of field experiments used to parameterise the model, and 
finally presents model results, stability and sensitivity testing and field validation. 
5.1 Assumption testing 
The melt model makes three simplifying assumptions about heat flux within the debris layer. Firstly, 
heat flux is represented as a one-dimensional, rather than three-dimensional, diffusion equation; 
secondly, heat flux is considered to occur by conduction alone; and thirdly, the debris system is 
considered to be in thermal steady state on a diurnal scale. Debris temperature data, at a range of 
temporal and spatial scales, were used to test the validity of these assumptions to answer the 
following questions: 
1. Are lateral heat fluxes negligible compared to vertical heat fluxes? 
2. Does equilibrium occur on a daily scale? 
3. Are non-conductive heat transfer processes negligible? 
5.1.1 Assumption 1: One-dimensional vertical heat flux 
The model represents heat flux through a debris layer as energy dissipating from one point, in a 
straight line, to another point. In reality, heat will diffuse from higher temperature areas to lower 
temperature areas in response to three-dimensional temperature gradients. Given that ice is at 
0°C, or below, and that reported midday surface temperatures of supraglacial debris in this and 
other studies may be in excess of 30°C (Conway and Rasmussen, 2000; Purdie and Fitzharris, 
1999), it is apparent that vertical temperature gradients will be steep (Table 5-1). In contrast, 
observations of debris-covered glacier surfaces suggest that lateral variation in surface 
temperature, due to local variation in albedo, thermal conductivity, slope angle, aspect and debris 
thickness, is small (Table 5-2). 
Heat flux will occur preferentially along the steepest temperature gradient, which, in the case of 
supraglacial debris, is likely to be along the shortest distance to the ice interface. Thus, in situation 
(a) in Figure 5-1 the primary heat flux is vertically downwards, whereas in (b) the dominant heat 
flow will not be true vertical. Assuming the debris layer to be homogenous, deviation from the 
vertical depends on the x,y rate of change in debris thickness. Thus, if spatial variation in the debris 
thickness is due to gently undulating debris cover over a level ice surface, or an undulating ice 
interface, this effect is likely to be minimal. Increasing the local contrast in debris thickness results 
in a greater difference in local lateral temperature gradients, with the result that more lateral heat 
flux will occur (Figure 5-2). This effect diminishes with increasing debris thickness, such that the 
same (0.25 m) irregularity in the ice interface beneath 2 m of supraglacial debris creates almost no 
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lateral variation in temperature gradient, whereas an irregularity of this magnitude effects a 
significant local variation in 2-D temperature gradients beneath 0.5 m of debris (Figure 5-2). Taking 
values from Table 5-2, even if a 0.44 m thick layer changed to 0.10 m in thickness over a horizontal 
distance of 0.2 m, the lateral temperature gradient would be 8.0°C m-1, which is still an order of 
magnitude less than the lowest vertical temperature gradient (26.4 °C m-1). This implies that a 1-D 
representation of the system will be valid over the majority of the debris-covered surface. However, 
it should be remembered that under circumstances of sharp boundaries in debris properties, or 
surface geometry, horizontal temperature gradients may become steeper, and lateral heat flux will 
constitute an accordingly greater contribution to heat flux away from the surface. In some localities, 
lateral migration of meltwater along the ice interface will contribute to lateral heat flux by forced fluid 
convection. 
Site Maximum 
measured surface 
temperature (°C) 
Mean noon 
surface 
temperature (°C) 
Mean base 
temperature 
(°C) 
Vertical 
distance 
(m) 
Vertical 
temperature 
gradient (°C rri1) 
Larsbreen1  13.8 8.8 -0.6 0.35 27.0 
Larsbreen1  14.3 9.8 3.9 0.35 16.8 
Belvedere2 33.0 27.4 0.2 0.40 68.1 
Ngozumpa3 41.0 23.3 6.8 0.70 23.5 
Table 5-1: Summertime measurements of temperatures at top and bottom loggers of measured 
profiles measured at 12:30. Duration of measured days: (1) 9 sampled days in July 2002; (2) 25th 
 June-
4th August 2003; (3) 15' June- 315' August 2002. 
Debris thickness (m)1  0.10 0.19 0.28 0.38 0.44 
Ts at 12:30 (°C) 9.6 10.1 8.8 11.3 11.4 
Ti (°C)2 -0.2 -0.2 -0.2 -0.2 -0.2 
Lateral temperature 
difference (°C n11)1  
0.8 2.2 4.2 0.2 
Vertical temperature 
difference (°C m-1) 
98.3 54.2 32.2 30.2 26.4 
Table 5-2: Debris surface temperatures recorded at plots of different debris thickness on Larsbreen 
10th  July- 20'h July 2002, and vertical temperature differences calculated from them. (1) Taken as mean 
of initial and final debris thickness over 10 day period; (2) taken from continuous temperature 
recorded at ice interface in a different experiment. Plots were -0.3 x 0.3 m, with a transition zone of 
0.1-0.15 m, hence horizontal distance between centre of plot surface where temperatures were 
recorded was taken to be 0.6 m. 
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5.1.2 Assumption 2: Equilibrium on a diurnal scale 
Debris temperatures change throughout the diurnal cycle in response to varying meteorological 
conditions through the day; a warming wave penetrates from the surface during daylight hours, 
followed by a cooling wave after sunset (Figure 5-3). The model simplifies this time-dependent 
system to a steady-state one by using daily mean debris temperatures. In order for this steady-
state condition to be met, there must be minimal, or no, change in heat storage from day to day. In 
the example shown in Figure 5-3, midnight temperature at the end of the day closely approximates 
midnight temperature at the beginning of the day, indicating that this condition is satisfactorily met, 
which results in a linear daily mean temperature profile (Figure 5-3). 
Long records of debris temperature profiles and meteorological conditions, obtained from the 
Ngozumpa Glacier (13th November 2001 to 12th October 2002) and the Ghiacciaio Belvedere (25th 
 
June to 7th August 2003), allow the validity of the temporal steady-state assumption to be 
examined: Figure 5-4 shows significant change in debris temperature within the 11-month 
Ngozumpa record changes, but much more limited change was observed within the 1-month 
Belvedere record. Progressive changes in debris temperatures at given depths over 24-hour time 
steps from 00:00 to 00:00 were calculated for both records (Table 5-3), and show little diurnal 
variation at depth, and no change in day-to-day debris temperature on average. However, 
maximum changes within the near-surface layers are in the order of several degrees, suggesting 
that, under certain conditions, upper layers show a marked diurnal change in heat storage. 
Belvedere Daily change in debris temperature 00:00 to 00:00 (°C) 
.. 
Depth (m) Max. positive Max. negative Mean Standard deviation 
0.0 3.6 -5.2 0.0 1.9 
-0.1 2.1 -2.6 0.0 1.2 
-0.2 0.5 -0.5 0.0 0.2 
-0.3 0.0 0.0 0.0 0.0 
Ngozumpa Daily change in debris temperature 00:00 to 00:00 (°C) 
Depth (m) Max. positive Max. negative Mean Standard deviation 
0.0 8.4 -6.6 0.0 2.1 
-0.2 4.6 -4.4 0.0 1.1 
-0.3 2.8 -3.6 0.0 0.9 
-0.5 1.6 -2.5 0.0 0.6 
-0.6 0.8 -1.0 0.0 0.3 
-0.8 0.8 -0.8 0.0 0.2 
Table 5-3: Summary statistics (to a tenth of a degree) for maximum stepwise diurnal temperature 
change, from 00:00 to 00:00. Ghiacciaio Belvedere (25th June to 7th August 2003), Ngozumpa glacier 
(13th November 2001 to 12th October 2002). 
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The Ngozumpa record, from November 2001 to October 2002 (Figure 5-4 and 5-5), shows 
progressive positive change in heat storage during spring months due to gradual warming through 
the freezing point. In the near-surface zone, this occurs in a series of warming pulses interspersed 
with cooling, representing alternating thaw and freeze. At depth, temperature increases gradually 
through the sub-zero range, with each daily increment being small. Once temperatures at depth 
exceed zero, they appear to become more sensitive to surface variations, and both positive and 
negative fluctuations occur. A season of quasi-constant heat storage is established during the 
summer monsoon, which constitutes the main component of the ablation season. During winter 
months, occasional rapid fluctuations in heat storage occur due to sporadic snowfall events (Figure 
5-5 and 5-6b and d) that consist of insulation by lying snow followed by a series of melt and 
refreeze events over a number of diurnal cycles. A running mean of relative humidity for the 
duration of the record indicates the onset of the monsoon in June, which persists until the end of 
the meteorological record (Figure 5-5b). Analysis of the diurnal changes in debris temperature 
during the monsoon period, which constitutes the main ablation period, show typical day-to-day 
variance in debris temperature to be smaller than suggested by the annual record, which included 
periods of seasonal transition (Table 5-4, Table 5-3). 
Ngozumpa, at depth (m): 0 -0.22 -0.33 -0.45 -0.65 -0.77 
Max. positive change 4.0 3.4 2.4 1.3 0.7 0.5 
Max. negative change -3.8 -3.1 -3.6 -2.5 -1.0 -0.7 
Mean change 0.0 0.0 0.0 0.0 0.0 0.0 
Standard deviation 1.3 1.2 1.0 0.6 0.3 0.2 
Table 5-4: Summary statistics (measured to a tenth of a degree) for stepwise diurnal temperature 
change, from 00:00 to 00:00, for Ngozumpa glacier during the monsoon season (15t June to 30th  
September 2002). 
In the surface layers (up to 0.22 m depth), >50% of data days show heat storage change less than 
10% of the diurnal temperature range. However, at greater depths, where diurnal temperature 
range is very small, change in heat storage is commonly the only temperature variation occurring, 
with the result that the change in heat storage and temperature range are the same value (Table 
5-5, Figure 5-8). 
The Belvedere record, from June 27th- August 4th 2003, shows no prolonged stability (Figure 5-7). 
However, almost all the diurnal changes in heat storage are smaller than ± 2 °C, and mean debris 
temperatures do not show systematic warming or cooling over the time period. This indicates that 
changes in stored heat are due to minor fluctuations of daily meteorological conditions within the 
established high-pressure conditions typical of the sampled period. Change in temperature 
between successive days at all depths was less than 25% of the value of the diurnal temperature 
range for all days, and for more than half the days, change in heat storage was less than 10% of 
the diurnal temperature range (Table 5-3,Table 5-5, Figure 5-8). The most pronounced negative 
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excursions follow rainfall events, when surface evaporation appears to be causing cooling 
throughout the layer (Figure 5-7). 
Temperature sensors in debris on Larsbreen were installed for only a few days. Over these short 
time periods, debris temperatures oscillated by a maximum of ± 1.5°C but, as in the Belvedere 
record, did not show progressive uni-directional change, indicating they are also oscillating in 
response to transient meteorological variation rather than systematic evolution of amount of heat 
stored in the debris. 
Ghiacciaio Belvedere: 25th June - 4th August 2003 
Depth (m) 0.04 0.11 0.23 0.27 
Maximum 28.3 14.7 3.0 0.2 
Minimum 6.3 2.5 0.5 0.0 
Mean 21.0 10.4 2.0 0.1 
St. Deviation 6.3 3.4 0.7 0.1 
Ngozumpa Glacier: 13 h November 2001 - 12th October 2002 
Depth (m) 0.00 0.22 0.33 0.45 0.65 -0.77 
Maximum 40.8 14.9 6.7 2.8 1.0 0.8 
Minimum 0.2 0.0 0.0 0.0 0.0 0.0 
Mean 24.5 7.3 2.7 1.1 0.3 0.2 
St. Deviation 11.0 3.3 1.5 0.7 0.2 0.2 
Table 5-5: Diurnal temperature ranges in °C for the Belvedere and Ngozumpa Glaciers, showing 
temperature range decreases with depth. 
Making the assuming that diurnal changes in stored heat are negligible appears acceptable 
through the main depth of the debris layer. Mean diurnal change in temperature is 0.00°C, 
compared to diurnal fluctuations over a range of 0.10-24.5°C. This is true even during seasonal 
changes involving progressive change in absolute debris temperatures, although precipitation 
events cause changes in heat storage in the upper layers. 
5.1.3 Assumption 3: Negligible non-conductive heat flux 
In the previous section, diurnal changes in heat storage during spring are related to heating and 
cooling as a result of latent heat exchanges. The significance of this, and other non-conductive 
heat flux processes, must be investigated in order to assess the validity of considering supraglacial 
debris as a purely conductive system. Hourly temperature profiles are curvilinear, due to 
progressive heating and cooling of the debris within a diurnal cycle. If the system is purely 
conductive, the mean temperature profile should have a linear gradient (Figure 5-3), provided that 
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(1) thermal conductivity is constant with depth, and (2) there is no change in heat storage over the 
time interval of the averaging, i.e. the diurnal scale. If conditions (1) and (2) are met, non-linearity 
occurring in the profile is due to: (i) latent heat exchanges associated with melting and freezing, 
which result in anomalous cooling (due to melt or evaporation), or warming (due to freezing or 
condensation); (ii) direct advection of heat, occurring by introduction of a heat source such as 
warmer precipitation or air masses penetrating the void spaces of the debris; (iii) convection 
occurring through the void spaces in the debris. Consequently, empirical measurements of linear 
best fit of daily mean temperature profiles can be used as a diagnostic tool for identifying 
conduction-dominant heat transfer. The r-squared value of the least-squares linear best fit of the 
daily mean temperatures was used to represent the degree of linearity of the daily data. It is 
important to note that the application of this analysis is not of statistical significance as the number 
of temperatures sampled over the depth is insufficient to be statistically valid. Instead the r2 value 
here is intended as an index of linearity. Field measurements of temperature profiles were made in 
unstratified supraglacial debris to minimise downprofile variation in thermal properties. However, as 
a degree of variation in thermal conductivity is considered unavoidable (3.2.2), and as the previous 
section demonstrated that changes in heat storage, albeit small, do occur, daily mean temperature 
profiles cannot be expected to be perfectly linear, even if the system is fully conductive. Hence, r2 
0.9 was chosen to represent a "linear" mean temperature profile, and thus the dominance of 
conductive heat transfer (Table 5-6). 
Ngozumpa Belvedere Larsbreen 
Total # of full day profiles 334 41 9 
# of days with linear daily mean temperature r2>0.9 257 41 9 
Mean r2 value 0.91 0.97 0.98 
% of days with r2 0.9 77% 100% 100% 
Table 5-6: Table of summary statistics of the linear Pearson product moment correlation coefficient in 
all records. 
All of the sampled days from Ghiacciaio Belvedere (40 days) and Larsbreen (9 days), and 77% of 
the 133 days data collected from the Ngozumpa Glacier satisfied the criteria of mean temperature 
profiles with linear r2>0.9 (Table 5-6). In the Ngozumpa record, days with r2<0.9 are concentrated in 
spring and, although the autumn post-monsoon period is not well covered, the data suggests that a 
similar concentration of low-linearity may occur during the transition period at the end of the 
ablation season (Figure 5-9). This suggests that non-linearity is principally related to latent heat 
effects during phase changes. Isolated days for which r2<0.9 occur following snowfall events, when 
infiltration of meltwater may cause latent exchange, and possibly advection of heat with meltwater 
(Figure 5-6). During the main ablation season (Jun-Jul-Aug), linear daily mean temperature profiles 
with r2 0.9 predominate; mean r2 during this period is 0.97, with only 3 days falling below the r-2.0.9 
threshold. Thus, both the Belvedere and Ngozumpa datasets confirm that, during the ablation 
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season, the supraglacial debris system can be considered as a purely conductive system, 
according to the criteria outlined above. 
5.1.3.1 The influence of grain size 
To investigate the influence of grain size on the relative importance of conductive and non-
conductive heat flux, three consecutive experiments were undertaken on the Ngozumpa glacier. A 
vertical array of 6 thermistors was installed for one week in: 
O diamict representative of the dominant form of debris cover; 
• lacustrine silts from a former supraglacial lake; 
• loosely packed cobbles, which form the surface horizon of the debris layer where fall sorting 
has occurred. 
Fine-grained lacustrine sediments have the most linear temperature profile; the diamict profile 
deviates from linear; and the coarse clast profile is strongly non-linear (Figure 5-10). Although 
these statements are tentative, as the temperature profile does not extend very far in either the 
vertical or temporal dimension, non-linearity in the cobble layer may be evidence of the effects of 
nocturnal heat loss through buoyant convection (3.1.3), with the negative gradient at depth 
reflecting the preservation of a basal cold layer (Figure 5-10). Non-linearity within the surface layers 
of the diamict profile is considered a result of the measurements being taken following a 4-day 
period of lying snow. Although the data presented above is from snow-free days, infiltration of 
snowmelt will cause direct variation in the temperature of the upper layers, and will also cause 
variation in thermal conductivity through the profile, which is likely to affect the upper part of the 
debris layer (3.2.2). The diamictic nature of the sediment itself could also cause local variations of 
conductivity with depth (3.2.2). 
5.1.3.2 Variation in degree of saturation 
To investigate the influence of varying moisture content on the relative importance of conductive 
and non-conductive heat flux, a vertical array of eight thermistors was used to record temperature 
profiles in a saturated, and unsaturated, layer of debris on Larsbreen, for 5 and 4 days duration, 
respectively. Visual assessment of the daily and all-days mean temperature profiles shows the 
profile through unsaturated supraglacial debris to have a more continuous linear form than that 
through saturated debris (Figure 5-11). Non-linearity is not caused by phase changes, as 
temperatures were consistently above freezing, except in the base logger, which recorded a 
constant temperature of —0.2°C at the ice interface. However, this non-linearity may be due to 
water convection in the upper layers. Both profiles show generally linear form, suggesting that 
near-linear temperature gradients can be expected in both dry, and saturated, conditions, although 
localised zones of more or less moisture, as may be the case in the Ngozumpa diamict profile 
(Figure 5-10), are likely to cause local deviations in thermal properties and in the temperature 
profile. 
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5.1.3.3 Seasonal effects 
The inversion of the temperature gradient in winter, such that mean debris temperature increases 
with depth in the layer makes buoyant convection within that layer more likely (Figure 5-12). 
Warmer air in the void spaces, which may have accumulated during the summer, will be displaced 
by cold surface air from the boundary layer during winter, establishing a stable temperature 
stratification, which inhibits deep convection during the summer months. This pattern will also occur 
on a diurnal scale during much of the year when nocturnal temperatures form an inverted 
temperature gradient (Figure 5-3). However, the data suggest that this process is not sufficiently 
significant within the ablation period, during which linear daily mean temperature gradients persist. 
5.1.4 Summary 
Large variations in debris thickness or ice surface over a small horizontal scale are likely to 
introduce a degree of non-vertical heat flux. However, field observations indicate that these 
parameters typically vary gradually over the glacier surfaces. Vertical temperature gradient is 
typically an order of magnitude greater than lateral gradients, and so dominant heat flux direction is 
likely to be vertical or near-vertical for most of the debris-covered zone. 
During stable meteorological conditions day-to-day change is minimal, although this will become 
more variable under variable meteorological conditions. However, diurnal changes in heat stored in 
the debris layer have been demonstrated to be generally small even during periods of seasonal 
transition when progressive warming or cooling is occurring, suggesting that the assumption of 
equilibrium on a diurnal scale is valid, and certainly more valid than it would be on shorter 
timescales, as has been used in previous modelling (e.g. Nakawo and Young, 1981; Nakawo and 
Young, 1982). 
With the exception of a short period during a spring thaw transition, the daily mean vertical 
temperature gradients measured in this study all show a high degree of linearity under a range of 
conditions. Specifically the daily mean temperature gradients during the ablation season all show 
satisfactory linearity to assume that conduction is the dominant process during the period of glacier 
melt. 
I 	 In conclusion, the data presented demonstrate that the assumptions of the model are acceptable 
representations of the supraglacial debris system. 
5.2 	 Input parameterisation 
The model requires the input of meteorological data, and additional knowledge of the thermal 
conductivity and albedo of the supraglacial debris cover. To calculate site-specific ablation rate, 
debris thickness is also required, but as the model yields ablation rates for a range of debris 
thickness, this is not required as an input. 
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dT k 1 r 	 (aiT 
dt 	 C dz 0,dz 	 dz ja„, 
5.2.1 Conductivity values 
Direct measurement of thermal conductivity of supraglacial diamictons in the field is problematic. 
The approach taken here is to use empirical measurements of vertical temperature gradient to 
calculate apparent thermal diffusivity (ATD), and derive values for debris thermal conductivity from 
the diffusivity, using published values of rock density, heat capacity, and sediment porosity. In the 
light of the evidence for the dominance of conductive heat transfer presented above, the ATD 
values are likely to closely approximate true diffusivity values for conductive heat transfer through 
supraglacial debris. Two methods of calculating thermal diffusivity were employed, as outlined 
below. 
5.2.1.1 Calculating thermal diffusivity (1): using plots of temperature derivatives 
Temperature profiles were used to calculate vertical ATD of supraglacial debris on the basis of the 
continuity assumption: 
Rate of heat flow in = Rate of heat flow out + Rate of change in heat storage 
This can be written 
ki 0-1  _ kr 	 + ci dr 
dz )„, 	 dz )0„, 	 dt dz Equation 5-1 
and rearranged as: 
Equation 5-2 
which in differential form, becomes 
aT_ a2T 
at —K  az2 Equation 5-3 
where C is the volumetric heat capacity; T is temperature, tis time; z is the vertical distance 
between points, and k is thermal conductivity, which is assumed to be constant with depth, from 
a2 T 
which ATD can be derived as the linear least-squares gradient of —
8T 
plotted against 	 . Partial 
at 	 az' 
derivatives were calculated using standard centred differencing for unevenly-spaced pivotal points 
(Figure 5-13): 
, 	 1 	 2 
h2 a(a +1) LaY - (1 + a)Y + Y,] Equation 5-4 
The standard-centred scheme employed means that no value can be obtained for the thermistors at 
either end of the profile. Daily diffusivity values at each thermistor were calculated using the linear 
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least-squares line of best fit between the first derivative of temperature with respect to time and the 
second derivative with respect to depth, calculated from temperature profile measurements 
recorded at 30-minute intervals over the course of each day from midnight to midnight. 
5.2.1.2 Calculating thermal diffusivity (2): using amplitude and wave period relationships 
The second method employed here is widely used in permafrost studies of annual ground 
temperature, but has also been applied on diurnal timescales (Humlunn, 1997a). Apparent thermal 
diffusivity can be calculated using the following equation (Williams and Smith, 1989): 
2 
7-c 	 Z2 - Zi 
IC = 
P 	 in A, / A2 
Equation 5-5 
Where P is the period of the temperature wave in years; A is the amplitude of the temperature 
wave, and z is the depth of the temperature measurement, and subscripts refer to progressively 
greater depths in the debris layer. This formulation assumes sinusoidal temperature oscillations of 
constant wavelength (3.2). 
Daily ATD values were calculated using daily maximum and minimum temperature at each depth, 
as the waveform amplitude. Data from the lowest loggers were rejected when the series consisted 
of a constant or near-constant value, as this made it impossible to distinguish the inflection points 
of the temperature wave. However, because data collected in debris layers often has noisy diurnal 
temperature waveforms (due to the effect of variable meteorological conditions) and, in some 
cases, is subject to progressive temperature changes (which alter the period of each waveform), 
the accuracy of this method is questionable. Hence, where available, additional 5-day duration sub-
sets were sampled from optimal days during which the temperature waveform showed the best 
approximation of a sinusoidal oscillation, and the change in heat storage was minimal. In this case, 
values were taken from a 5-point running mean through the data to smooth out noise from the 
signal. These subsets were compared to the 5-day mean values calculated using the derivative plot 
method. 
5.2.1.3 Thermal diffusivity of supraglacial debris 
Results of calculated ATD at point depths are given in Table 5-7, and Table 5-8. Given that the 
model represents supraglacial debris as a single, homogenous unit, and heat transfer as 
conductive, depth averaging of ATD gives a bulk value for the layer and encompasses depth 
variations in effective thermal conductivity, resulting from variations in heat transfer process; 
porosity; density; and moisture content over depth. In a number of situations, only one or two 
values could be calculated from the data collected, while in other cases the range of values 
produced over the profile was very large, and both of these factors influence the reliability of the 
depth-average produced. 
80 
Depth (m) 0.215 0.325 0.450 0.645 Depth average 
Ngozumpa all days 10.69 4.97 6.54 2.78 6.246 
Ngozumpa 01-05 Jan 6.12 4.38 6.00 2.27 4.692 
Ngozumpa 16-20 April 12.85 5.93 8.45 4.42 7.913 
Ngozumpa 06-10 July 14.56 6.35 8.94 4.23 8.519 
Ngozumpa 01-05 October 12.48 6.16 8.71 4.90 8.061 
Depth (m) 0.230 0.110 
Belvedere all days 2.83 1.45 2.141 
Belvedere 10-13 July (Dry) 2.26 1.71 1.987 
Belvedere 01-03 Aug (Wetted) 3.59 1.42 2.502 
Depth (m) 0.050 0.100 0.150 0.200 
Larsbreen 04-08 July (Saturated) 0.98 -0.04 0.68 0.22 0.460 
Depth (m) 0.090 0.190 0.290 0.380 
Larsbreen 22-25 July (Unsaturated) 2.18 1.72 1.10 0.19 1.299 
Table 5-7: ATD values in m2 s.' (x107), calculated using derivative plots from temperatures measured at 
30 minute intervals at the given depths 
The derivative plot method is sensitive to non-conductive processes, which is reflected in the 
correlation coefficient. For example, a small range in -
aT 
in conjunction with a large range in 
at 
, which is indicative of latent heat exchange, or locally high volumetric heat capacity at that 
az 2  
level, will result in a low ATD in conjunction with a low correlation coefficient (Figure 5-14). Values 
with low correlation coefficients should be rejected if true diffusivity by conductive heat transfer was 
the desired output, but as this method is used to derive apparent diffusivity, all data are included. 
Where temperature waves are sinusoidal, low correlation coefficients indicate the presence of non-
conductive processes. However, if the temperature waves are poor approximations of sinusoidal 
waveforms, and absolute temperature changes are small, then ATD and corresponding r2 value 
can be seen to be sensitive to the time intervals over which derivatives were taken (Figure 5-15). 
The horizontal banding seen in Figure 5-15b is due to the temperature wave having a stepped form 
as a result of a very damped diurnal wave, in conjunction with the fact that Gemini TinyTag 
thermistor loggers used record data to 0.1°C (see Appendix 1 and Figure 5-16). 
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Depth (m) 0.215 0.325 0.450 0.645 Depth average 
Ngozumpa all days 23.65 6.60 12.38 19.97 15.653 
Ngozumpa 01-05 Jan 7.11 3.68 5.84 12.78 7.352 
Ngozumpa 16-20 April 13.57 5.85 7.14 9.73 9.074 
Ngozumpa 06-10 July 15.98 5.12 8.70 6.91 9.177 
Ngozumpa 01-05 October 13.83 5.49 6.75 7.48 8.387 
Depth (m) 0.230 0.110 
Belvedere all days 4.13 1.91 3.020 
Belvedere 10-13 July (Dry) 3.67 2.02 2.844 
Belvedere 01-03 Aug (Wetted) 5.73 1.96 3.848 
Depth (m) 0.050 0.100 0.150 0.200 
Larsbreen 04-08 July (Saturated) 2.10 15.28 2.74 11.51 7.906 
Depth (m) 0.090 0.190 0.290 0.380 
Larsbreen 22-25 July (Unsaturated) 3.63 11.97 5.53 0.00 5.281 
Table 5-8: ATD values in m2 s-1 
 (x107), calculated using the waveform amplitude method 
Amplitude derived values of ATD are also affected by noisy, unstable temperature oscillations, and, 
as in the first method of calculating ATD, this is worsened where absolute temperature changes are 
small. In some datasets, it is difficult to sub-sample optimal days (e.g. the short Larsbreen data 
series) if there is no clear stable period, as can be found within longer datasets (Figure 5-17). In the 
case of data from Larsbreen, longer smoothed averages (10-point running means) were used to 
characterise the temperature waveform (Figure 5-16). This method was considered to offer a 
means of calculating ATD when incremental and absolute temperature changes are too small to 
produce good values with the derivative plot method. 
Comparison of the ATD profiles produced by both methods (Figure 5-18 note the different scales) 
reveals marked differences in the diffusivity relationship with depth in the three sites. ATD would be 
expected to decrease with depth as temperature decreases. However, all the profiles show distinct 
vertical variation in site-specific ATD, with two exceptions: (1) the Belvedere dataset which, as it 
only consists of two datapoints, does not reveal whether similar positive and negative excursions 
occur within the debris on the Belvedere, and (2) the unsaturated debris on Larsbreen. 
ATD values in the Belvedere debris are consistently lower than those of the Ngozumpa debris 
(Table 5-9). This difference, between the coarser Belvedere and finer Ngozumpa debris, may be 
due to the effects of radiation, which has been proposed as a cause of deviation of thermal 
conductivity values in coarser debris calculated using transient methods from those measured 
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directly (Van der Held 1952 c.f. Farouki, 1986). It is suggestive of poor thermal conductive contact 
between grains in the Belvedere debris, which causes heat transfer to occur by the generally less 
efficient process of radiation between particles once they have been heated up. Furthermore, the 
derivative plot method underestimates values produced by amplitude calculations by >25%, the 
reason for which is unclear. 
In the case of the Ngozumpa debris, the two methods show relatively close agreement in both 
magnitude and pattern of variation, although the amplitude method tends to produce higher ATD 
values at depth; a feature which is most pronounced in mid-winter and least pronounced in mid-
summer (Figure 5-18). The high values at depth cause the overall range of ATD in the profile, 
calculated by the amplitude method, to be larger than that calculated by derivative plots (Figure 
5-19). 
Depth (m) 0.215 0.325 0.450 Depth 	 average 
	 % 
difference 
Ngozumpa all days 45 75 53 58 
Ngozumpa 01-05 Jan 86 119 103 103 
Ngozumpa 16-20 April 95 101 118 105 
Ngozumpa 06-10 July 91 124 103 106 
Ngozumpa 01-05 October 90 112 129 110 
Depth (m) 0.110 0.230 
Belvedere all days 69 76 72 
Belvedere 10-13 July (Dry) 62 85 73 
Belvedere 01-03 Aug (Wetted) 63 72 67 
Depth (m) 0.050 0.100 0.150 
Larsbreen 04-08 July (Saturated) 47 0 25 24 
Depth (m) 0.09 0.19 0.29 
Larsbreen 22-25 July (Unsaturated) 60 14 20 31 
Table 5-9: Derivative-plot calculated ATD values as % of amplitude calculated values 
Values calculated for Larsbreen show marked contrasts between the two methods and, as in the 
case of the Belvedere debris, the derivative-plot method underestimates ATD in comparison to the 
amplitude method. As in the winter Ngozumpa profile, the derivative plot values show a much 
smaller range over the depth of the profile compared to the amplitude method (Figure 5-18), and 
the calculated ATD's are markedly different at the two study sites. As debris cover on Larsbreen is 
spatially homogeneous, it is reasonable to conclude that spatial variation in density, specific heat 
capacity of the solid and porosity is small. This means that observed differences between the ATD 
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in saturated and unsaturated sites are solely due to variation in thermal conductivity caused by 
variation in moisture content. Depth variability within the Larsbreen debris profile may be in part 
due to adsorbed water in the clay-rich layer, as orientated water molecules may have a higher 
thermal conductivity (Farouki, 1986). In addition, soils with blocky, rather than platy or granular 
structure offer less thermal resistance, and so portions of the Larsbreen debris composed of 
siltstone saprolite may cause locally high ATD (3.2.2). However, as the temperature waves are 
poor approximations sinusoidal oscillations, much of the variability could be an artefact of the 
method. In the saturated debris profile, the two methods produce directly opposing variation with 
depth, although it is relatively damped in the derivative plot values (Figure 5-18). 
Pure materials Soils 
Material Thermal diffusivity 
(m2.0*101  
Material Water content 
(m3.m'3) 
Thermal diffusivity 
(m2.0*107 
Quartz 41.1 Sandy soil 0.0 2.4 
Clay minerals 12.2 0.2 8.5 
Water 1.4 0.4 7.4 
Snow 3.3 Clay soil 0.0 1.8 
Ice 11.6 0.2 5.3 
Air 0.21 0.4 5.1 
Table 5-10: Thermal diffusivity of selected media, (compiled from Andersland & Ladanyi, 1994 and 
Williams and Smith, 1989) 
The values produced by both methods can be compared with published values for sandy and clay 
soils (Table 5-10). Supraglacial debris is likely to contain significantly less organic matter than soil, 
and should be expected to have a thermal diffusivity in excess of mineral soils (Farouki, 1986). The 
Ngozumpa debris appears to lie near the upper limit of values for mineral soils, while the Belvedere 
lies near the bottom of the range. The variability of values calculated for debris on Larsbreen 
makes it difficult to compare but, in general, the amplitude method produces values comparable to 
those in Table 5-10, while derivative-plot derived values generally fall below this range. 
Considering the ranges, internal inconsistency and comparison to published values, it remains 
unclear which method is more accurate under what conditions. Absence of corroboration makes it 
difficult to determine which would be the more appropriate method to use, although the smaller 
ranges produced by the derivative plot method suggest it may have a higher degree of internal 
accuracy (Figure 5-19). In the absence of any independently derived values against which to 
evaluate the two methods, it is difficult to state whether the trend for derivatives to underestimate in 
comparison to amplitude calculations results from underestimate by one method, or an 
overestimate by the other. Furthermore, as the direction and magnitude of difference between the 
two methods does not show systematic variation with conditions, it is difficult to attribute a single 
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cause for the offset (Figure 5-19). Comparison of daily amplitude between study sites suggests the 
negative offset of derivative-derived values is not related to the amplitude range of the temperature 
waves (Figure 5-20), but may be related to the absolute maximum temperature (Table 5-11), as the 
offset appears to increase with cold temperatures in the January Ngozumpa profile and the 
Larsbreen debris (Figure 5-19). However, as this method also underestimates amplitude values in 
Belvedere debris, where temperatures are high, this cannot provide a full explanation. The 
difference between the two methods is greatest in the saturated layer. 
Site Ts max Ts mean Ts min Ts range <0°C> Low Ts max Low A 
Larsbreen 1 (wet) 13.8 6.58 2.7 11.10 x x 
Larsbreen 2 (dry) 14.5 7.37 3.9 10.60 x x 
Belvedere 33 12.47 -0.4 33.40 x 
Ngozumpa Jan 14.7 -9.91 -22.9 37.60 x x 
Ngozumpa Apr 31.5 7.83 -6.06 37.56 x 
Ngozumpa Jul 27.3 10.9 5.4 21.90 
Ngozumpa Oct 38.2 8.5 -4.8 43.00 x 
Table 5-11: Characteristics of temperature oscillations in supraglacial debris at all study sites 
ATD values calculated using the derivative-plot method are independent of measurement errors 
that varies between sensors but is constant in time and thus the only source of error is that of 
vertical placement. The error in the depth of the sensor results in an error in mean temperature, 
proportional to the mean vertical temperature gradient. Thus, steeper temperature gradients, as 
usually found in thinner debris, will effect a larger error component in temperature readings 
(Conway and Rasmussen, 2000). Errors in the wave-form analysis method arise primarily from 
inaccuracies in visual assessment of wave amplitude and period, and from poor sine-form 
approximation. These factors cannot be assessed quantitatively. Loggers were tested prior to field 
deployment, and were observed to have no offset between them upon removal from the sites. 
Vertical placement of thermistors, and measurement of profile positioning, was carried out with 
great care, thus errors are considered minimal. As the relative reliability of the two methods is 
unclear, the approach taken here is to take an average of depth-dependent values produced by the 
two methods and then depth-average those values (Table 5-12). 
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0.215 0.325 0.450 0.645 Depth average Characteristic 
values 
Ngozumpa all days 17.171 5.789 9.460 11.378 10.949 
Ngozumpa 01-05 Jan 6.615 4.030 5.918 7.524 6.022 
Ngozumpa 16-20 April 13.209 5.891 7.796 7.078 8.493 
Ngozumpa 06-10 July 15.270 5.735 8.821 5.567 8.848 
Ngozumpa 01-05 October 13.154 5.824 7.729 6.189 8.224 8.5221  
0.110 0.230 Depth average 
Belvedere all days 3.479 1.682 2.580 2.5802 
Belvedere 10-13 July (Dry) 2.968 1.864 2.416 
Belvedere 01-03 Aug (Wetted) 4.661 1.689 3.175 
0.050 0.100 0.150 0.200 Depth average 
Larsbreen 04-08 July (Saturated) 1.537 7.623 1.708 5.865 4.183 4.183 
0.090 0.190 0.290 0.380 Depth average 
Larsbreen 22-25 July (Unsaturated) 2.908 6.843 3.314 0.096 3.290 3.290 
Table 5-12: ATD values as average of both methods. 1. Taken as average of April, July, October 
subsets, as these represent the ablation season. 2. Using all days to represent conditions throughout 
the summer season. 
Time series of calculated ATD demonstrate the effect of seasonal temperature and moisture 
variations on the debris (Figure 5-21 and Figure 5-22). In the Ngozumpa record, ATD throughout 
the profile, increases into the monsoon (ablation) season, during which depth-specific ATD is 
remarkably stable. ATD is similar throughout the profile during winter, but variation with depth 
occurs during spring months when correlation coefficients fall, presumably due to latent heat 
changes associated with melt and freeze cycles as the layer thaws (Figure 5-21). The seasonal 
shift is most noticeable in the surface layers within which ATD increases from -0.001 m2 hr-1  in the 
winter to -0.0025 m2 hr-1  in the monsoon, while at depth the increase is from 0.00085 m2 hr.' to 
0.001 m2 hr-1. In the Belvedere data, similar changes in ATD, associated with wetting of the surface 
layer by rainfall, can be seen (Figure 5-22). Thermal diffusivity gradually decreases in the aftermath 
of rainfall events early in the record, to a low of 0.00065 m2 hr', then shows a sudden increase, to 
a peak of 0.0014 m2 hr-1, coinciding with high intensity rainfall events in late July. 
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5.2.1.4 Calculating thermal conductivity from diffusivity 
The model requires thermal conductivity as input for the conductive heat flux. Effective thermal 
conductivity (1c) can be calculated from apparent thermal diffusivity and bulk volumetric heat 
capacity (Equation 3-41): 
k„ = k-.0 h„ll, (m2 s 1 ) 
	 Equation 5-6 
Values of density and specific heat capacity of the unconsolidated solid and the fluid within void 
spaces, as well as the volume ratio of solid to fluid, are required to determine C 	 (Farouki, 
1986). Values of specific heat capacity, density, porosity and moisture content of debris layers 
were not determined directly. Instead, the local geology and fabric of the layer is used in 
conjunction with suitable published values of rock and sediment physical properties, to generate 
typical values to be used with depth-averaged calculated ATD values in Equation 5-6. 
Published values of thermal properties show considerable range (Figure 5-23). Representative 
values for various rocks, sediments and fluids are given in Table 5-13. 
Material Igneous Metamorphic Sedimentary Sand Clay Air Water Ice 
Density 
(kg m-3) 
2700 2700 2700 1500 1140 1010 1000 917 
Specific heat capacity 
(J kg-1  K-1) 
830 890 900 800 930 1.2 4180 2100 
Volumetric heat 
capacity (J K-1m3) 
2241000 2403000 2430000 1200000 1060200 1212 4180000 1925700 
Table 5-13: Representative values of volumetric heat capacity for solids, sediments and pore fluids 
(Bald and Fraser, 1982; Beaumont and Keen, 1991; Lide, 2004; Robinson and Coruh, 1988). 
Representative specific heat capacity for rock has been quoted as 750 J kg-1  K-1  (Clark 1966, c.f. 
Conway and Rasmussen, 2000). However, the data collated here (Table 5-13) suggests that 
values of 830 J kg-1 K1 for volcanic rock, 890 J kg-1 K1  for metamorphic rock and 900 J kg-1 K1 for 
sedimentary rock would be more appropriate. 2700 kg rn-3 is taken to be a representative density 
for rocks, although the density of porous sedimentary rocks can be as low as 2500 kg m-3, if rock 
porosity increases to —10% (Robinson and Coruh, 1988). 
The porosity, and thus density, of granular sediments is strongly controlled by grain size. Particle-
size analysis was carried out on the matrix material of the debris cover from each glacier using a 
Coulter LS230, which measures particle sizes from 40 nm to 2,000 pm by laser diffraction. Results 
(Figures 5-24 and 5-25) show variation in the volume distribution matrix grain sizes, defined on the 
Wentworth scale. The Belvedere debris is predominantly coarse sand, tending towards gravel; the 
Ngozumpa debris has a bimodal volume distribution of fine and coarse sands; while the Larsbreen 
debris is predominantly fine to medium silt (Figure 5-25). Clay is only present within the Larsbreen 
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debris. Published values of particle size-dependent porosity in soft sediment are shown in Table 
5-14. In accordance with these values, the porosity for the Ngozumpa and Belvedere was 
calculated, using their percentage matrix grain-size distribution and the arithmetic mean effective 
porosity, to be 0.3, and that of Larsbreen to be 0.2 (to the nearest tenth), although the diamictic 
nature of supraglacial debris will cause the true values to deviate from these values. 
Material Site Arithmetic mean of 
effective porosity 
Void ratio 
Clay 0.06 0.06 
Silt Larsbreen 0.20 0.25 
Loess 0.18 0.22 
Eolian sand 0.38 0.61 
Sand (fine) Ngozumpa 0.33 0.49 
Sand (medium) 0.32 0.47 
Sand (coarse) Belvedere Ngozumpa 0.30 0.43 
Gravel (fine) Belvedere? 0.28 0.39 
Gravel (medium) 0.24 0.32 
Gravel (coarse) 0.21 0.27 
Table 5-14: Porosity and void ratio values of dominant matrix grain size for the three study glaciers. 
(Source: http://web.ead.anl.gov/ resrad/datacoll/porosity.htm) 
Given that the derivative method consistently tends to yield lower values of apparent thermal 
diffusivity than the amplitude method, and that determining which method is more reliable is 
problematic, site-specific thermal conductivity was taken as the mean of depth-averaged thermal 
diffusivity produced by both methods. Representative thermal conductivity values were taken 
assuming the debris on the Ngozumpa, Belvedere, and the unsaturated profile of Larsbreen were 
fully drained (A full matrix of values for a range of porosity values and moisture conditions can be 
found in Appendix 2). This gives a minimum effective thermal conductivity from the measured ATD, 
and, given that the moisture conditions were unknown, values were also calculated using 
volumetric heat capacity of the layer if it were saturated, as this gives a maximum effective thermal 
conductivity for the measured ATD (Table 5-15). 
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Glacier Moisture 
condition 
Effective thermal conductivity values (W m-1  
K1) 
Mean of both 
methods 
Derivative 
plots 
Amplitude 
method 
Amplitude as % of 
derivative 
Ngozumpa If dry 1.34 1.28 1.39 108.85 
Ngozumpa If wet 2,41 2.30 2.51 108.97 
Belvedere If dry 0.62 0.51 0.36 70.89 
Belvedere If wet 1.08 0.89 0.63 70.89 
Larsbreen If dry 0.64 0.25 1.03 406.54 
Larsbreen If wet 0.91 0.36 1.47 406.54 
Larsbreen Saturated 1.16 0.13 2.20 1718.27 
Table 5-15: Calculated saturated and unsaturated thermal conductivity values. Dry calculations were 
made assuming air to be the pore fluid, wet calculations, and the saturated Larsbreen site, assumed 
water to be the pore fluid. 
Given that the debris on Ghiacciaio Belvedere is predominantly openwork at the surface, with well-
drained, coarse matrix at depth, the layer is unlikely to become saturated on wetting, and heat 
capacity can be assumed to remain constant in this well-drained debris, except during 
exceptionally intense rainfall. Variation in thermal conductivity (0.3-0.6 W m-1 K1) is therefore a 
result of varying moisture content, and the creation of thermal bridges (Figure 5-26). This within- 
season variation has been incorporated into the calculated k, by using the mean of all days at this 
site. The debris on the Ngozumpa has a finer matrix fraction than on the Belvedere and may retain 
some moisture at depth, which would result in variable heat capacity. The surface layers are 
generally more coarse and, assuming them to be well drained, calculated thermal conductivity of 
the upper debris changes from -1.0 W rn-1 K1, during winter months to, -2.0 W m-1 K1 during the 
ablation season (Figure 5-27). This is echoed by a smaller shift of -0.7 to -0.9 W rn.1  K1  at depth. 
This inter-seasonal variation has been excluded from the calculated lc, values for the ablation 
season, but should be considered in annual calculations. 
Making the assumption that the entire debris layer is well-drained (i.e. the volumetric heat capacity 
is that of the granular solid with air as the pore fluid) is acceptable in the case of sandy-matrix 
diamicts, such as the Belvedere and Ngozumpa supraglacial debris, as moisture is readily lost from 
the debris layer by (1) percolation and subsequent evacuation along the ice interface, and (2) 
evaporation, which is facilitated by well-ventilated surface structure. However, clay-dominated 
supraglacial debris, such as that on Larsbreen, can sustain saturation throughout the debris layer, 
due to the low effective porosity of the clay-silt matrix. Both saturated and unsaturated debris was 
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observed on the glacier surface, although their distribution is unknown. Calculated effective thermal 
conductivity in the saturated debris profile on Larsbreen shows that the mean of the two methods 
produces a lc value that is higher than that of dry debris, as would be expected. However, the two 
methods are inconsistent (see Tables 5-15 and 5-16), and so such comparisons are unreliable. 
Having calculated the effective thermal conductivity of the each of the samples of unsaturated 
debris, assuming them to be well drained, the thermal conductivity of the solid fraction ( ) was 
calculated from bulk porosity and the heat capacity of air (Equation 3-41). This value of ks was 
then used to calculate the effective conductivity if the pore fluid were water instead of air (Equation 
3-43), to find k. if the supraglacial layer were saturated with water. 
Glacier lc calculated from mean of k of solid component ke saturated 
ATD from both methods. (Eq 3-43) 
Ngozumpa 1.34 1 90 2.41 
Belvedere 0.62 0.88 1.75 
Larsbreen 0.64 0.79 1.72 
Table 5-16: Effective thermal conductivity if air pore fluid is replaced with water 
The value for saturated debris on Larsbreen, calculated using Equation 3-43, exceeds that 
calculated from field measurements of the saturated site (Table 5-15). This may be caused by 
incomplete drainage of the unsaturated debris layer, which would result in the measured ATD at 
this site including a degree of conduction through pore water, or due to inaccuracy of the calculated 
ATD within the saturated layer. Saturation in a debris layer is more likely if the layer is thin and 
ablation is ongoing. Thus, spatial variation in saturation is likely to vary with debris thickness, and 
should be considered when calculating ablation of entire glacier surfaces. 
5.2.2 Albedo values 
Published values of ice albedo are typically 0.4, decreasing to 0.29 if the ice is slightly dirty, 0.21 if 
the ice is dirty and to 0.12 for debris-covered ice (Paterson, 1994). However, these values are 
dependent on the specific optical properties of the surface. Thus, albedo was measured directly at 
each field site to parameterise albedo for each specific supraglacial debris cover (Figure 5-28). 
The optical properties of supraglacial debris measured at the three field sites vary significantly. The 
differences in albedo can be explained by variation in rock type and whether the surface is wet or 
dry. Pale Himalayan leucogranites have higher albedo than the granites and metamorphic rocks of 
the Monte Rosa massif, which, in turn, are paler than the black shales of Svalbard. Table 5-17 
includes measurements over wet and dry surfaces; separating these demonstrates the influence of 
moisture variation on albedo (Table 5-18). 
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Location Ngozum pa Belvedere Larsbreen 
Measurement details 6 repeat measurements 
during one day at 8 different 
sites 
25 repeat measurements 
during one day at 5 different 
sites 
Continuous 4 day 
measurement of SW in and 
SW out 
Mean albedo 0.31 0.12 0.08 
Max. albedo 0.94 0.68 0.15 
Min. albedo 0.03 0.00 0.04 
Standard deviation 0.21 0.08 0.01 
Modal albedo 0.19 0.10 0.08 
Median albedo 0.23 0.11 0.08 
Table 5-17: Measured albedo of debris cover on all three glaciers; values quoted to 2.d.p. 
Location Mean wet albedo Mean dry albedo 
Larsbreen 0.03 0.07 
Belvedere 0.09 0.14 
Ngozumpa 0.06 0.31 
Table 5-18: Measured albedo data separated into mean wet and dry values 
Debris that is sufficiently thin to remain continuously saturated during melt periods, will necessarily 
have a wet surface, thus, as is the case of effective thermal conductivity, albedo will also vary with 
debris thickness. Mean wet and dry surface albedo derived from each field site was used as input 
to drive the model. 
5.2.3 Summary 
Both methods of ATD calculation have a greater chance of producing reliable values if the variation 
of debris temperature over the course of a day is significant. In the derivative plot method this is 
reflected in higher r-squared values on the gradient plots of ATD, while in the temperature 
waveform analysis, greater diurnal range of temperature creates more clearly defined wave 
periods, and often closer approximation to sine waveform, upon which the method relies. Further 
analysis does not reveal which method can be considered more reliable, and no clear relationship 
could be established between debris conditions and the relative success of either method. Hence, 
the average of ATD calculated from both methods was assumed representative (Table 5-12), and 
these values are used in subsequent modelling.  
Thermal conductivity was calculated from ATD values representative for the ablation season, using 
published values of the likely values of density and specific heat capacity on the basis of 
observations of the debris lithology, and measurements of the particle-size determined porosity of 
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the debris matrix. Calculated effective thermal conductivity can be seen to vary in response to 
variations in meteorological conditions (Figure 5-26 and Figure 5-27). This is considered a result of 
(i) the dependence of ke on temperature, (ii) the effects of phase changes during spring melt and 
autumn freeze, and most significantly (iii) variation in moisture conditions within the debris. 
However, the results indicate that stable conditions prevail during the summer ablation season 
(Figure 5-27). Paired model runs were undertaken assuming the debris to be (a) well drained, and 
(b) saturated. Observations suggest that saturation to the surface only occurs in debris layers 
thinner than —0.02m but, as the moisture content at depth is not revealed from the surface 
conditions, the threshold thickness at which debris typically becomes fully-drained is not clear. The 
transition between saturated conditions in thin debris cover to dry conditions in thicker debris is 
likely to be gradual, so a hypothetical transgression from the saturated to unsaturated modelled 
results is likely to give the closest approximation to true conditions, and thus, ablation rates. 
Albedo values were taken on the basis of direct field measurement. Surfaces were sampled widely 
across the glacier to characterise typical albedo. Glacier-wide albedo changes will occur as a result 
of rainfall or melt periods, which may wet, and thus darken, the surface. However, perhaps more 
significant is the dramatic albedo change effected by a snowfall event, and lying snow throughout 
winter months. Surface snow is not considered in the modelling undertaken here, as the model only 
strictly applies within the ablation period, when ice temperatures can be assumed to be 0°C and 
the debris cover exposed. 
5.3 Model results 
This section first presents standard stability and sensitivity testing of the model, and discusses the 
implications of this sensitivity to model implementation, and then presents results of model 
validation. 	 Model validation is undertaken by comparing modelled results with empirically 
measured ablation rates for specific field sites and surface temperature for specific field sites to 
establish the degree of accuracy with which the model reproduces measured results. 
5.3.1 Stability testing 
The purpose of stability testing is to ensure that the model constructed will not be subject to any 
mathematical instability during its application. Stability testing involves running the model with 
extremes of input parameters to check that it consistently produces an appropriate output, even for 
unreasonable inputs. A standard set of parameters was defined for an "ideal glacier", based on 
glacier conditions in the European Alps. Extremes of each parameter were defined by taking values 
outside the limits of the range of values measured in all 3 field locations to produce "standard", "> 
maximum" and "< minimum" values for each parameter (Figure 5-29). The model was run using the 
outliers to assess the stability of its performance, under both dry and saturated moisture conditions 
(Figure 5-29). In these runs, maximum and minimum values of each parameter were taken 
independently of other parameters, which were taken as standard. This does not allow for the 
covariance of values, and to address this, a second set of input parameters was defined to typify 
the most extreme climatic combinations possible: a cold, high altitude, dry glacier and a warm, low 
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altitude, humid glacier (Figure 5-29). In these runs, standard values of albedo and thermal 
conductivity were used, for (a) dry, and (b) wet debris conditions, to assess the compound effects 
of contrasting glacier environment conditions. Under all these conditions the model was not subject 
to mathematical instability and reasonable results were produced (Figure 5-30). In conclusion, the 
model is reliable under the range of conditions likely to be experienced in a range of glacial 
environments. 
5.3.2 Sensitivity testing 
The sensitivity of the model to individual meteorological parameters was tested using input 
variables over a range of likely values. At each point value in the range, the input was perturbed +1-
1% from the point value and the model was run with the perturbation pair. 
While debris parameters were held constant with aerodynamic roughness length set at 10mm, and 
albedo, debris thermal conductivity, emissivity were taken as the standard values from Figure 5-29, 
individual meteorological inputs were varied as follows: 
o Air temperature 250-305 at intervals of 5 K 
Wind speed 0.5-5.5 at intervals of 0.5 m s-1  
® Incoming short-wave 100-400 at intervals of 50 W m-2 
0 Incoming long-wave 100-400 at intervals of 50 W m-2 
0 Vapour pressure calculated for 290 K as function of relative humidity, which was 
varied over the range 10-90 at 10% intervals 
Air pressure 45000-100000 at 5000 Pa intervals 
This variation matrix was run for debris-covered ice where (1) saturation threshold was set at 0.0m 
such that there was no surface latent heat exchange, and where (2) saturation threshold was set at 
2.1m, such that the surface was wet, and underlying debris was saturated, and also for ice with no 
debris cover. 
Subsequently, similar model runs were undertaken using the standard meteorological inputs from 
Figure 5-29, and varying non-meteorological parameters by +1- 1% deviation about point values 
within the following ranges: 
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O 6: 	 0.7 to 1.0 at intervals of 0.5 
® zo : 	 0.0025 m to 0.0175 m at intervals of 0.0025 m 
® a : 
	 0.0 to 0.4 at intervals of 0.05 
® k : 	 0.0 to 4.0 at intervals of 0.5, and additionally at values 5, 6 and 7 W m-1  K' 
Additional parameter variation sensitivity tests used step-increments of the above parameters at 
given intervals for visual comparison. 
The percentage change in ablation rate resulting from the ±1% perturbation in individual input 
parameters was used as the basis for unravelling the sensitivity of the system in both saturated and 
unsaturated conditions (Appendix 3). These are discussed below in the context of dry debris, and 
any change in relationship with saturated debris conditions is noted afterwards (5.3.2.1 and 
5.3.2.2). However, as it is complex to simultaneously represent the true ablation rate, and 
percentage deviations from it for such a large range of variables, absolute changes in ablation rate 
were analysed in addition. This is useful, not only for visualisation purposes, but also to provide a 
means of qualitatively assessing the error on the model results. Full error analysis on the model 
was not undertaken as, the input data used here contains some parameters, such as air pressure, 
that are not quantitatively constrained, and some measurements from instruments, such as the 
CM3 and CG1 radiometers, that have very poorly quantified measurement error. Also, more 
significantly, by using iteration to solve for the equilibrium surface temperature, all the 
measurement error on all other parameters accumulates in this term. In the light of this, quantitative 
error analysis was considered inappropriate, and a broader consideration of the system sensitivity 
is used to consider the most likely sources for error within the model. To show sensitivity in terms 
of actual ablation rate, the value of ablation rate change at each point increment was calculated, 
assuming the ±change to be linear about the point. A threshold change in daily ablation of >0.5 mm 
day 1 
 (equivalent to —0.09 m of ablation, based on an ablation season of 160 days duration), in 
response to a 1% change in input parameter value, is used to compare the influence of individual 
parameters variation on true ablation rate, under different debris thickness. Response in excess of 
this value is considered a "significant" response. In the majority of cases, significant variation in 
debris-covered ice ablation, in these terms, is limited to sub 0.02 m debris thickness layers, for the 
range of debris properties and meteorological parameters tested (Figure 5-31 and Figure 5-32). 
Observed sensitivity to debris properties and meteorological conditions is discussed in more detail, 
and summarised, in the following sections. 
5.3.2.1 Variation of debris properties 
The magnitude of variation in model output is 40-80% of the change in 6 input value, increasing 
with emissivity value. At s =0.95, as used in the model, the change in output is 57-73% of the 
change in input, increasing with debris thickness. In saturated conditions, the pattern is the same, 
with variation in model output in the range of 40-70%, of input variation. At 6 =0.95, is almost 
independent of debris thickness at —61%. 
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Although the parameterisation of zo in the model is very uncertain, it has a small influence on 
model output. Output variation is 10-22% of input variation, increasing with aerodynamic roughness 
length. For thin debris cover, with lower surface temperatures, negative perturbation effects a 
negative output response, but if the debris layer is thicker the output response is positive, and vice 
versa. The thickness at which this crossover occurs is somewhere between 0.05 and 0.1m. At 
zo =0.01 m, variation is 2-14%, and with the exception of the thinnest debris layer, within 10%. In 
saturated conditions, the crossover thickness is reduced to 0.02m. The sensitivity of thin debris 
layers is damped compared to dry conditions, and the sensitivity of thicker layers increases 
compared to dry conditions in debris of the same thickness. 
The influence of albedo variation is greatest for high albedo values, thus for low-albedo debris-
covered glaciers sensitivity to this parameter is small. For a =0.15, variation in output magnitude is 
—7% of the change in a input value. This pattern does not change significantly under saturated 
conditions. 
Variation in the value of thermal conductivity input has an almost linear relationship with change in 
model output for thick debris layers in both dry and saturated debris conditions. However, in thin 
debris layers, the magnitude of output response falls rapidly with increasing k , to 20% of input 
change at k =0.9. 
In terms of absolute ablation rate change in response to a ±1% change in input, Figure 5-31 
indicates that the numerical model output change in response to variation in the debris properties is 
generally insignificant. Response to albedo and thermal conductivity variation results in ablation 
rate change of <0.5 mm day-1 
 throughout, which, on the basis of an ablation season of 160 days 
duration would result in a total change in ablation over the ablation season of 0.08 m. Surface 
roughness effected a response that increased with roughness length, only becoming significant 
beyond zo =0.035 m, and then only in the case of the thinnest dry debris layer. The surface 
roughness value used in the model is 0.01 m, 1% change in this case results in a maximum 
change in ablation of 0.3 mm day-I. Emissivity variation produces variation of model output in 
excess of 0.05 mm day-1  in wet and dry debris cover below 0.05m in thickness. For all these debris 
parameters, over all debris thickness and saturation conditions, the maximum change in output 
ablation in response to a 1% perturbation of input variable does not exceed 0.8 mm 
Plots of ablation variation in response to incremental variation of debris parameters within the 
range and at the intervals outlined previously (Figure 5-33) show the debris thickness beneath 
which maximum output variability occurs. Thermal conductivity was varied in the range 0.0-7.0 W 
m-1 K-1, showing maximum variation in ablation rate under 0.02-0.10 m of wet debris cover, and 
0.05-0.15 m thickness of dry debris cover, where the difference in daily ablation rate is as great as 
0.08 m and 0.11 m per day respectively (Figure 5-33). The difference in ablation rate due to 
variation in albedo is greatest under the thinnest debris cover, with a maximum difference of 0.02 
m ablation per day. Similarly, sensitivity to emissivity variation decreases with debris thickness from 
a maximum range of 0.03 m under the thinnest debris (Figure 5-33). The pattern of sensitivity to 
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variation in surface roughness length also decreases with debris thickness, but follows a different 
pattern to that of albedo and emissivity, as a minimum range point occurs where turbulent fluxes 
change from being positive to being negative with increasing debris thickness. In wet debris this 
occurs at 0.02 m debris thickness and in dry debris at 0.10 m (Figure 5-34). 
In summary, variation in all the debris parameters is damped by the model output, such that a 
given change in input variable results in a reduced proportional change in output value. 
5.3.2.2 Variation in meteorological conditions 
In contrast to the damped response to variation in debris parameters, the system is highly sensitive 
to changes in air temperature parameterisation, and the magnitude of variation in model output, in 
response to a change in air temperature, is highly temperature dependent. At temperatures above 
zero, a change in input air temperature of 1% results in a variation of ablation output of 6-20%, 
decreasing with increasing temperature. At lower temperatures the onset of ablation creates an 
asymmetrical very high sensitivity temperature region, where an increase in air temperature of 1% 
causes the onset of ablation, resulting in a 100% increase in ablation rate. 
Model output varies by 20-65% of the variation in incoming short-wave radiation, increasing with 
incident short wave. This relationship shows no variation with debris thickness in dry conditions, but 
is slightly inversely related to thickness if the debris is wet. Long wave variation is similar, with 
output ablation varying by 30-65% of the input change, increasing with long-wave receipts. 
Comparison of clean-ice sensitivity to long-wave radiation variation shows that the sensitivity of the 
ablation calculation to long-wave increases with decreasing albedo, which will also be reflected in 
the sensitivity of debris-surfaces with varying albedo. This relationship is unchanged by saturation. 
Variation in the mean wind speed alone produces a complex response in the model dependent on 
whether turbulent fluxes are positive or negative. Below 0.1 m thickness, increased wind speed 
increases ablation, as sensible heat flux is positive, but at debris thickness of 0.1 m, increasing 
wind speed decreases ablation. Maximum output response of debris-covered ablation rate is 40% 
of the change in wind speed input value. Under dry debris conditions, sensitivity to wind speed is 
only weakly related to wind speed, but under wet conditions, sensitivity is greatest where debris 
layers are thin, and the threshold between positive and negative turbulent fluxes occurs between 
0.02 and 0.05 m thickness. 
In saturated conditions, the magnitude of output variation is 15-65% of the change in relative 
humidity input, increasing with relative humidity. Sensitivity is greatest under thin debris. 
The magnitude of output variation to a change in air pressure reaches a maximum of 40%, under 
thin, dry debris, and 50% under thin, saturated debris. Sensitivity to air pressure increases with 
pressure. 
In terms of absolute variability in sub-debris ablation rate Figure 5-32a shows that by far the 
greatest change in ablation rate occurs in response to air temperature change, which is the only 
parameter effecting a response of >0.5 mm day-I to 1% perturbations beneath debris cover in 
excess of 0.02 m. In the case of saturated debris, change in ablation in excess of 0.05 mm day-1  
can be observed in debris up to 0.7 m in thickness and beneath dry debris layer of up to 0.9 m 
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thick. At low air temperatures, ablation is absent, but the presence of surficial debris alters the 
temperature threshold at which ablation can occur. Allowing for the incremental approach used 
here, the onset of ablation in bare ice conditions under the given radiation conditions is at 265 K (--
8°C). In the presence of wet surface debris this is lowered to 260 K (--13°C) for debris cover 5. 0.40 
m thick while, under dry debris, the threshold is lowered to 260K for debris thickness 5 0.90 m, and 
to 255 K (--18°C) under debris cover 5. 0.30 m in thickness. Hence, all other things being equal, the 
presence of a dry debris layer <1 m in thickness lowers the temperature at which ablation may 
occur. The thinner the debris layer, the more pronounced this effect is. In the case of bare ice, 
change in ablation rate increases linearly with temperature. However, in the presence of wet debris 
0.05m in thickness, and dry debris 0.30 m in thickness, change in ablation increases with air 
temperature to a maximum at —265 K, beyond which the amount by which ablation rates change is 
inversely proportional to air temperature. Change in ablation rate in response to incoming short-
and long-wave radiation increases linearly with radiation amount (Figure 5-32b & c), Changes of 
0.5 mm day-1 
 are limited to debris < 0.05 m thick, and radiation receipts in excess 250 W m2 in the 
case of short-wave radiation and 225 W m-2. Ablation changes in response to wind speed are 
small, with only dry debris cover of 0.01 m thickness exceeding 0.05 mm day"' change in response 
to winds in excess of 3ms-1 
 (Figure 5-32d). Dry debris cover is insensitive to variation in humidity, 
as latent heat exchanges are assumed to be negligible, but saturated debris <0.05 m in thickness 
becomes sensitive to humidity at 35-50% relative humidity (Figure 5-32e). Response to change in 
pressure varies proportionally to altitude and inversely with debris thickness, but change in ablation 
rate only exceeds 0.0 mm day -1 
 in the case of the thinnest wet debris layer (Figure 5-320. 
However, as other meteorological parameters will vary with altitude, the compound effect of 
increasing altitude will likely be much greater. 
In summary, the ablation model is far more sensitive to air temperature variation, which is 
magnified in the model output, than to any other parameter, variation in which is damped in the 
model output. In thick debris, the second most influential parameter is thermal conductivity, 
variation in which is reflected almost linearly in the output, but is not so important in thin debris. The 
effect of all other parameters is damped by at least 25% in the model output, and in thicker debris 
is generally damped by more. Table 5-19 shows some summary sensitivity data for three sampled 
debris thicknesses; air temperature was excluded from this table as the effect of air temperature 
changes is strongly influenced by the point of the onset of melt (see Appendix 3 p 187 and 188). 
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Variable Relationship trend with 
increasing depth 
1cm 10cm 30cm 1cm 10cm 30cm 
Unsaturated Saturated 
k normal 0.60 0.94 0.98 0.59 0.94 0.98 
E inverse 0.62 0.73 0.76 0.69 0.67 0.66 
L W sl, normal 0.64 0.63 0.62 0.69 0.61 0.58 
SW .1‘ normal 0.52 0.51 0.50 0.59 0.52 0.49 
RH normal - - - 0.58 0.48 0.44 
Pa unsaturated = normal - 
inverse 
saturated = normal 
0.36 0.06 0.18 0.48 0.22 0.17 
/I normal 4 inverse 0.39 0.06 0.18 0.25 0.24 0.35 
a inverse 0.22 0.22 0.22 0.25 0.23 0.22 
zo inverse 4 normal 0.23 0.03 0.08 0.09 0.12 0.15 
Table 5-19: Summary of the results of sensitivity testing: maximum change in ablation in response to 
a 1% change in the named input variable over the ranges detailed previously. The variables are ranked 
in order of sensitivity for sample debris thickness: 0.01 m; 0.10 m; 0.30 m. Column 2 indicates whether 
a 1% increase in input parameter results in an increase in melt ("normal"); a decrease in melt 
("inverse"); or a combination of both depending on debris thickness. See also Appendix 3. 
The above sensitivity tests refer to individual parameters, and as is the case with the stability 
testing, the combined effect of meteorological conditions must be considered. This was achieved 
by analysing modelled results using the standard summer meteorological conditions for each 
glacier location, with standard debris parameters (Figure 5-29). Standard summer meteorological 
inputs were derived as the means of data measured on the glacier surface (Table 5-20), and 
provide a comparison of climatic sensitivity between the three contrasting environments. 
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Location SW in LW in Ta VP RH u Pa 
Larsbreen (Jul) 160 285 278 646 742 2.22 97984 
Belvedere (Aug)' 270 340 290 916 45 2.7 83203 
Ngozumpa (Aug) 215 210 278 777 90 1.6 60685 
Table 5-20: Mean daily meteorological data taken as standard for the maximum ablation season for 
each region. 1 
 Belvedere data taken from ten complete days of data 03 Aug- 12 Aug. 2 Continuous 
humidity and wind speed records were obtained from Gruvefjellet AWS (460 m.a.s.l), courtesy of 0. 
Humlum, UNIS. 
The European Alps have a notably higher ablation rate than the Arctic and Himalayan 
environments, which have a similar midsummer ablation rate, suggesting that a similar level of 
energy contribution occurs despite the contrasting environmental conditions (Figure 5-35). Closer 
inspection of the individual energy fluxes occurring in the three locations under standard debris 
conditions (Figure 5-36), reveals the following trends: 
• Short-wave radiation flux is greatest in the Alps, and least in Arctic conditions (Figure 5-36a). 
The higher mean daily value in the Alps than in the Himalayas occurs despite the higher 
absolute maximum values recorded in the Himalayas (1273 W m-2 as compared to 1026 W m-2 
in the Alps). This indicates that factors such as late afternoon cloud development and valley 
wall shading may be lowering the mean daily value of horizontal global radiation observed in 
the Ngozumpa valley, whereas the AWS on the Ghiacciaio Belvedere recorded data during 
clear-sky conditions in an open valley system. Furthermore, the higher latitude position of the 
Ghiacciaio Belvedere prolongs the duration of diurnal insolation during the summer months 
relative to the near-tropical latitude of the Ngozumpa Glacier. Low solar angle in the Arctic 
summer results in minimum daily mean insolation occurring at high latitudes despite 24 hr 
daylight. 
• Thinner, colder atmospheric conditions in the Himalayas result in minimal long-wave radiation 
receipts here, despite high relative humidity. The low altitude and high humidity compensate for 
low atmospheric temperatures in arctic summer conditions, resulting in a similar mean daily 
long-wave flux to the warmer atmospheric conditions of the Alps which are limited in their long-
wave radiative properties by low humidity and high altitude (Figure 5-36b). 
• Summing these radiative relationships results in similar debris surface temperatures under 
Arctic and Himalayan conditions, and markedly higher temperatures in the Alpine setting 
(Figure 5-36e). 
• Large energy losses, due to strongly negative latent heat flux occurring in warm, dry and windy 
Alpine conditions, produce a large difference in surface temperature between dry and wet 
surface conditions in the Alps (Figure 5-36d & e). 
• The wide range in surface temperature occurring between wet and dry surface conditions in the 
Alps is reflected in long-wave radiation, sensible and latent heat fluxes (Figure 5-36b, c & d). 
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These results are considered a function of the variations in climatic environment between the three 
regions, as debris conditions were held constant. Regional comparisons were also made using 
empirically derived debris properties appropriate for each glacier (Figure 5-37). The true debris 
properties slightly alter the results outlined previously as a result of: 
• Exceptionally high albedo measured on dry debris surfaces on the Ngozumpa glacier lowers 
the dry short-wave radiation flux to a level comparable with the Arctic conditions. 
In the case of such high dry albedo, dry surface temperature is lower than in the standard case, 
and is comparable to the temperature of a wet debris surface, which is cooled by latent heat 
losses. 
O The similarity of wet and dry surface temperatures can be seen in the long-wave radiation flux, 
and in the sensible heat flux for the Ngozumpa glacier. 
Although bare glacier ice albedo is generally quoted to be 0.4 (Paterson, :1994), for the standard 
regional comparisons made in Figure 5-35, this was lowered to 0.29 to represent the debris-rich ice 
more likely to be found in the case of a developing debris-covered glacier. Under these conditions 
any thickness of dry debris appears to inhibit ablation compared to that of bare ice for the standard 
runs (Figure 5-35), and this is also true when the site-specific debris properties are used (Figure 
5-38b). Debris only increases ablation relative to bare-ice ablation if it is wet, and then only when 
debris is —0.01 m thick in the case of Larsbreen and <0.04 m thick in the case of the Ngozumpa 
Glacier. Debris layers of this thickness will be wet if ice ablation is ongoing, and it is within this 
range of debris thickness that maximum ablation has been observed. However, the model results 
suggest that this acceleration of ablation may not occur in all environments. If ablation is 
accelerated under debris in the Alps, it appears to be only under very thin debris <0.01m in 
thickness. Such debris would be prone to redistribution and would be unlikely to survive as a 
continuous layer, but instead aggregate into clots of surface debris (Adhikary et al., 2000). 
However, as the assumption of bare ice albedo of 0.29 was not empirically constrained on the 
glaciers in this study, the data were re-plotted with bare ice albedo of 0.19, 0.29 and 0.39 for 
comparison. Debris cover on the Ghiacciaio Belvedere still does not accelerate ablation under any 
conditions, and on the Ngozumpa and Larsbreen only wet debris served to accelerate ablation 
(Figure 5-39 and Table 5-21). In all cases where debris cover causes accelerated ablation, 
maximum ablation occurs at 0.01 m thickness, which was the minimum debris thickness prescribed 
in the model. 
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Glacier and condition a ice Bare ice melt 
(mm/day) 
Max. melt 
(mm/day) 
% increase dz max 
(cm) 
dz critical (cm) 
Larsbreen wet 0.19 56.18 56.49 101 1 1.20 
Larsbreen wet 0.29 51.59 56.49 110 1 1.60 
Larsbreen wet 0.39 46.99 56.49 120 1 2.40 
Ngozumpa wet 0.19 40.72 48.85 120 1 3.50 
Ngozumpa wet 0.29 34.54 48.85 141 1 6.00 
Ngozumpa wet 0.39 28.36 48.85 172 1 9.00 
Table 5-21: Values of debris thickness for maximum melt and critical debris thickness for ablation 
inhibition, quoted from sites and conditions under which debris cover caused accelerated ablation. 
5.3.3 Validation by comparison to empirical data 
Comparison between model results and ablation measured at plots of varying debris thickness 
were made on Ghiacciaio Belvedere and Larsbreen. Model runs utilised daily mean meteorological 
inputs calculated from 00:30 to 00:00, from meteorological data measured over the duration of the 
field experiment, made complete with theoretical calculations of unavailable parameters (4.4.1.1). 
At Larsbreen, 11 plots were monitored between the 9th and 20th of July 2002 and at Ghiacciaio 
Belvedere, 5 plots were monitored between the 6th August to 10th August 2003 (Figure 5-40). Over 
the course of the measurement periods, ablation caused the originally level ice surface to become 
uneven, resulting in local changes in debris thickness during the experiment. As the debris cover 
was not excavated daily, it is impossible to determine the rate of change of debris thickness, or the 
actual thickness for each day of measurement. Hence, daily measured ablation rate was calculated 
from the total ablation of the whole measurement period, and was considered to correspond to the 
mean of initial and final debris thickness (Table 5-22). 
In both cases, the model output compares well to the empirically measured data. All measurements 
lie within the maximum and minimum ablation defined by saturated and fully drained moisture 
conditions, within a standard measurement error of 0.005 m (5 mm) (Figure 5-41 and Figure 5-47). 
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Larsbreen plots Ghiacciaio Belvedere plots 
Initial dz (m) Final dz (m) Mean dz (m) Initial dz (m) Final dz (m) Mean dz (m) 
0.020 0.020 0.020 0.010 0.024 0.017 
0.040 0.040 0.040 0.020 0.021 0.021 
0.060 0.060 0.060 0.050 0.077 0.064 
0.080 0.080 0.080 0.157 0.148 0.152 
0.100 0.100 0.100 0.231 0.221 0.226 
0.200 0.180 0.190 
0.300 0.250 0.280 
0.400 0.360 0.380 
0.500 0.370 0.440 
0.600 0.560 0.580 
Table 5-22: Debris thickness at prepared ablation plots on Larsbreen and Ghiacciaio Belvedere 
Ghiacciaio Belvedere:  
The debris surface of four of the five plots was dry, and the 0.021 m debris-thickness plot was 
found to be wet throughout and to have ponded water at the ice interface by the final day. Within 
the measurement error margin of 0.005 m, measured values of ablation rate plot between the 
maximum and minimum estimates calculated for wet and dry debris conditions, and the saturated 
plot of 0.021 m thickness lies much closer to the values modelled for saturated conditions than 
values measured at the other plots (Figure 5-41). Measurements at dry plots are close to those 
calculated for dry debris (maximum discrepancy of -0.014 m); the wet plot is close to the ablation 
value calculated for saturated debris (difference 0.007 m) (Figure 5-42). At the thinnest plot, 
measured ablation is less than even the minimum, dry debris modelled scenario, although the 
modelled value is within error bars on the measurement. Measurements at the freely drained sites 
are within 27% of those calculated using values of k appropriate for dry debris; and measured 
melt at the saturated plot is within 5% of the value calculated for saturated debris (Figure 5-42). 
Deviations of the measured data from the modelled curve for well-drained, dry-surface debris can 
be attributed to errors in the exact measurement of ablation rate, errors in the manner in which 
debris thickness was averaged over the time period, variation in moisture at each site, compared to 
that within the debris site used to derive thermal conductivity values, the possibility of convective 
heat loss and errors in turbulent flux calculations. 
In many cases it has been argued that radiative fluxes are the dominant factor determining ablation 
rate. To test this, the model was reformulated and run on the basis of a solely radiative surface 
energy balance. The results show that in the absence of turbulent fluxes, the model underestimates 
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ablation rate under thin debris and overestimates that beneath thicker debris layers (Figure 5-43 
and Figure 5-44). This, and the analysis of energy flux components (Figure 5-36 and Figure 5-37), 
demonstrates the significance of turbulent energy fluxes in debris-covered ice systems. 
Comparison of surface temperatures calculated by the model to those measured in the field at the 
surface of the individual plots provides an internal check of the functioning of the model (Figure 
5-45). Field measurements are expected to slightly underestimate modelled values of surface 
temperature, as temperature probes are, in fact, recording temperatures in the near sub-surface. 
Measured debris surface temperatures at Ghiacciaio Belvedere generally plot between the 
modelled maximum and minimum surface temperatures defined by dry and wet debris conditions 
respectively (Figure 5-45), except in the case of the thinnest debris cover. At the thinnest plot, the 
measured temperature consistently underestimates both model predictions (Figure 5-45b), with the 
exception of the first day, during which the temperature probe was exposed at the surface (Figure 
5-45a). In thin debris, such as this, the thermal gradient is very steep, and temperatures on the 
upper and lower surfaces of the thermistor may be significantly different, causing the temperature 
reading to be markedly lower than that calculated for the surface of the debris. At plots with debris 
thickness of 0.16 m and 0.23 m, measured temperatures are a maximum of 8°C below the 
modelled dry surface temperatures, and 6°C above the modelled wet surface temperature (Figure 
5-46). The 0.23 m plot thermistor shows measured surface temperature becoming progressively 
closer to the values produced by those modelled for a dry surface. This may be due to gradual 
removal of the debris particles covering the thermistor, both of which mean the conditions within 
which temperatures are being measured become a closer approximation of the conditions 
assumed for the modelled temperature. 
Larsbreen 
Stakes at each of the 11 plots on Larsbreen (Table 5-22) were measured on the dates given in 
Table 5-23. 
Plot # zd (m) Date of installation 1st measurement 2nd measurement 
1 0.00 09-Jul-02 10-Jul-02 
2 0.02 14-Jul-02 16-Jul-02 20-Jul-02 
3 0.04 14-Jul-02 16-Jul-02 20-Jul-02 
4 0.06 14-Jul-02 16-Jul-02 20-Jul-02 
5 0.08 14-Jul-02 16-Jul-02 20-Jul-02 
6 0.10 09-Jul-02 16-Jul-02 20-Jul-02 
7 0.20 09-Jul-02 16-Jul-02 20-Jul-02 
8 0.30 09-Jul-02 20-Jul-02 
9 0.40 09-Jul-02 20-Jul-02 
10 0.50 09-Jul-02 20-Jul-02 
11 0.60 09-Jul-02 20-Jul-02 
Table 5-23: Measurement intervals for ablation monitoring on Larsbreen 
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A comparison of modelled values with empirical data was made over the following sub-sections of 
days: 
Plots 1-4 	 [14-Jul to 16-Jul & 16-Jul to 20-Jul 2002] 
Plots 5-10 	 [09-Jul to 20-Jul 2002] 
As is the case on Ghiacciaio Belvedere, under thinner debris, measured values are close to the 
minimum modelled scenario, despite the fact that at these plots on Larsbreen the debris was 
observed to be wet, and so modelled results for saturated conditions would be expected to give the 
closest approximation of measured ablation (Figure 5-47). The model also shows over-prediction in 
comparison to measured ablation at the two plots with the thickest debris (Figure 5-48). This, and 
the general tendency of measured values to be close to the minimum modelled ablation suggests 
that the model may be slightly over-predicting ablation in this environment. This may be due to the 
assumption within the model that ice is at 0°C (4.2.1.2), which may not be true in the case of 
Larsbreen. Temperature recorded at the ice interface was —0.6°C (Figure 5-11), and could be 
significantly lower at depth. Heat will be conducted along the resultant thermal gradient within the 
ice, in accordance to the temperature gradient and thermal properties of ice. This creates an 
alternative sink for heat energy reaching the ice debris interface, and so not all the heat transferred 
through the debris is consumed in ice melt, but instead a portion is used to heat the ice column 
below. In the case of Larsbreen, comparison of modelled surface temperatures to recorded surface 
temperature records is not considered valid, as temperature probes were frequently exposed and 
were re-covered at different times which invalidates comparisons based on daily mean 
temperatures. However, a sample set of data is shown in Figure 5-49. 
Alternatively, the discrepancy could be due to the difficulty of parameterising the thermal 
conductivity in the debris on Larsbreen (5.2.1). As, in this case, directly measured thermal 
diffusivity for saturated debris was available, the model was re-run using this value of effective 
thermal conductivity, rather than the saturated value calculated using the calculated effective 
thermal conductivity of dry debris with void air replaced with void water. Using this measured value 
(1.16 W m-1  K1), the range between maximum (wet) and minimum (dry) modelled ablation narrows 
(Figure 5-48). Ablation rate measured at thin debris layers still falls within this range, but ablation 
measured at plots of 0.19, 0.28 and 0.38m debris thickness, exceeds the maximum modelled 
value, while measured ablation beneath 0.44 and 0.58 m of debris remains less than either 
modelled ablation (Figure 5-48). From this it is difficult to conclude whether the value for effective 
thermal conductivity in saturated conditions is best approximated by direct measurement or by 
calculation from dry effective thermal conductivity. 
Given the disparity between the values of effective thermal conductivity calculated using the two 
methods employed described in section 5.2.1, further model runs were done using values for 
saturated and well-drained debris derived by both the derivative-plot and amplitude methods; using 
saturated effective thermal conductivity values calculated from dry values calculated by each 
method. Model runs using the amplitude method thermal conductivity values over-predict 
measured ablation, in both wet and dry debris conditions, while measured values fall within the 
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range of modelled ablation using derivative-plot derived conductivity values (Figure 5-50). These 
modelled results from Larsbreen still do not clarify whether one method of calculating effective 
thermal conductivity is superior to the other. Given that results using a mean of conductivity values 
produced by both methods produces the best agreement with the measured values, and assuming 
the model is accurate, suggests that one method over-predicts and one method under-predicts in 
most circumstances. 
The results presented above suggest that the assumptions made within the model hold true in the 
majority of supraglacial conditions, and that, in spite of numerous simplifications, the energy 
balance model can produce reliable estimates of ablation rate. While error in the model output has 
not been quantified, it will be dominated by error in air temperature inputs. While comparisons to 
measured ablation rate over longer time intervals would be useful in evaluating the model 
performance, all modelled ablation results for specific sites fall within the assumed measurement 
error of 0.005 m on empirical measurements of ablation rate undertaken in this study. 
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6 Application of ablation model: Ablation gradients and 
topographic evolution 
This chapter details the results of modelling (1) ablation gradients and (2) topographic evolution 
using the ablation model parameterised and tested in Chapter 5. 
6.1 Deriving balance gradients 
6.1.1 Input parameterisation 
The debris-covered glacier ablation gradient model (4.2.2) requires monthly mean meteorological 
data, local environmental lapse rate, and the vertical distribution of debris thickness over the 
ablation zone as inputs. This section outlines how these input variables were obtained or derived. 
6.1.1.1 Monthly meteorological data 
Daily mean incoming short-wave radiation, air temperature, relative humidity and wind speed were 
measured on the Ngozumpa glacier at an elevation of 4800 m from November 2001-October 2002. 
Monthly means were calculated from these data and, as the record was not complete for all 
months, linear interpolations were used for months containing an incomplete number of days 
(Figure 6-1). The resultant meteorological data used to force the annual ablation gradient model 
are given in Table 6-1. 
Month Short-wave in (W m-2) Air temperature (°C) Relative humidity (%) Wind speed (m s-1) 
Jan' (13) 193.95 -4.30 40.72 2.01 
Feb' (8) 209.28 -2.98 50.69 1.84 
Marl  (7) 224.62 -1.65 60.66 1.46 
Apr' (20) 239.95 -0.33 70.63 1.60 
May 255.29 1.00 80.60 1.64 
Jun 251.34 4.60 85.65 1.70 
Jul 182.26 5.64 92.50 1.60 
Aug 210.59 4.79 90.48 1.63 
Sep' (8) 215.61 2.28 84.20 1.84 
Oct 220.63 -0.23 77.92 1.15 
Nov 206.63 -2.86 47.28 1.03 
Dec 178.61 -5.63 30.74 1.40 
Table 6-1: Monthly means of daily mean meteorological data measured from an AWS located on top of 
the Ngozumpa Glacier at 4800m. Months marked (1) are those that were calculated by interpolation, 
the bracketed number is the number of days of data that were measured in that month. 
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For the Larsbreen area, daily air temperature, relative humidity and wind speed recorded at the old 
Lufthavn in Adventdalen, Spitsbergen (78° 9' 21"N, 15° 53'23" 16m.a.s.l.), a few kilometres from 
Larsbreen, were provided by Lars Hole of UNIS for the year of 2002. This dataset did not include 
incoming short-wave radiation, so this was calculated for a horizontal surface, using standard solar 
geometry (Equations 4-10 to 4-17). Daily insolation was calculated for the 15th day of each month, 
which was taken to be representative of the month. Short-wave values calculated in this way for 
days in July for which simultaneous measurements were made on Larsbreen, show that the 
measured values are consistently lower than the calculated values (Figure 6-2). This is a combined 
result of valley shading, cloud cover and the atmospheric composition which may cause 
atmospheric emissivity to differ from the crude parameterisation of this variable used in the 
equations. On average the measured values were 40% of those calculated throughout July, but 
during clear sky weather (11-14th July), measured values are 60% of calculated values, thus the 
monthly calculated values were all reduced by 40%. This clear-sky approximation is a maximum 
estimate as increased humidity or cloud cover would reduce the value still further. The clear-sky 
value is used as the model calculated long-wave radiation on the basis of clear-sky conditions, and 
so by using this assumption consistently for both radiative fluxes, the combined values represent 
maximal incoming radiation. 
Month Incoming 	 short-wave 
radiation (Wm-2)1  
Air temperature (°C) Relative 	 Humidity 
(%) 
Wind speed (ms-1) 
Jan 0.00 -15.16 71 22 6.68 
Feb 0.00 -15.99 72.02 7.61 
Mar 33.87 -18.83 74.36 3.92 
Apr 122.01 -6.67 71.91 5.85 
May 221.87 -2.12 75.15 2.71 
Jun 267.80 4.29 75.48 4.52 
Jul 250.65 7.27 72.71 4.31 
Aug 169.38 6.28 76.01 3.93 
Sep 66.62 -1.15 72.44 3.08 
Oct 4.94 -1.00 72.22 3.70 
Nov 0.00 -5.12 74.05 4.89 
Dec 0.00 -6.03 71.92 4.85 
Table 6-2: Monthly means of daily mean meteorological data measured in Adventdalen, Spitsbergen 
16m.a.s.l. (1) Short-wave radiation was calculated for the 15th of each month. 
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Annual meteorological data were not available for the Macugnaga region. Consequently, annual 
ablation gradients could not be produced for Ghiacciaio Belvedere, so gradients were calculated for 
the summer months only. 
6.1.1.2 Vertical lapse rates 
For standard atmospheric conditions, vertical variations in temperature and air pressure are taken 
as standard (Ahrens, 1994). The standard vertical air temperature gradient is —6.5°C km-1, and 
standard air pressure variation with elevation change can be plotted as an exponential function of 
elevation given by Equation 4-19: P =103383e(-0000i ,). These lapse rates only strictly apply to 
standard, stable atmospheric conditions. Such conditions may not be prevalent in glaciated 
mountain regions because mountain meteorology is strongly influenced by topography, in that: 
1. The nature of surrounding and glacier surfaces has been observed to significantly modify local 
air temperature transform functions (Fujita and Sakai, 2000), and the presence of a large ice, 
or bare rock, area will cause local air temperature lapse rate to deviate from the free 
atmosphere lapse rate; 
2. Local relief results in wide variation of lapse rates over a limited spatial range (Barry, 1992); 
3. Meso-scale turbulence will affect the dispersal of air masses within a dissected mountain 
system, and the local wind regime will maintain atmospheric connections between some 
valleys at the expense of others (Fujita and Sakai, 2000). 
In addition to these spatial variations, strong seasonality in all the study areas may result in 
temporal variability in environmental lapse rates. In the light of these factors, ideally, at least two 
automatic weather stations would have been positioned on each glacier surface, and left in place 
for the duration of an annual cycle. Meteorological monitoring at a range of elevations would 
provide the best information on local lapse rate and its seasonal stability, and comparisons should 
be made between the surface conditions of the fixed AWS and those likely over the glacier surface. 
In this study, such meteorological data were unavailable, and detailed derivation of local 
environmental lapse rates is beyond the scope of this work. In this study, standard lapse rates are 
used, unless existing field meteorological data suggest an alternative relationship is more 
applicable (Table 6-3). 
Ngozumpa Belvedere Larsbreen 
Air temperature lapse 
rate (°C km-1) 
-5.0 -6.5 -6.5 
Pa as function of 
elevation (m.a.s.I.) 
e ( -0.0001184.Z) p = p
0 
P = p0e(-0000184.z) P =103383e(-°.0001.2) 
Table 6-3: Vertical temperature and lapse rates used in each study region 
108 
The standard lapse rate in air pressure was used for the low altitude Svalbard site while the 
mountainous Alpine and Himalayan sites employed Lunde's relationship, which is more applicable 
to high altitude regions (4.4.1.1). 
Air temperatures recorded at three elevations in the Khumbu Himal suggest a linear temperature 
lapse rate of —5°C km-1 
 (Figure 6-3), rather than the standard one of —6.5°C km-1. This compares 
well with published data from the Langtang Himal to the east, where air temperature lapse rates of 
5.1 and 5.4°C km-1 
 have been recorded during May- October (Fujita and Sakai, 2000). There is 
little evidence of seasonal variation of this temperature lapse rate. Similar analysis of data from 3 
altitudes in the vicinity of Ghiacciaio Belvedere shows a slight difference in the lapse rates of 
maximum and minimum temperatures and vertical gradient of mean temperature of 6.2°C km-1  
(Figure 6-4). This data set consists of only 9 days in August, so this gradient may not be 
representative of other times of year. 
6.1,1.3 Vertical debris distribution 
In this study, a total of 334 point surveys of debris thickness were made on the Ngozumpa glacier 
at 1, 4 and 7 km upglacier from the terminus, which is at an elevation of —4,680 m. Measurements 
were made 1 and 7km from the terminus using reflector surveys, while the survey 4km from the 
terminus used triangulation surveys, which are generally less accurate (4.4.2.4). The data show a 
general trend for debris thickness to increase downglacier (Figure 6-5). Points with anomalously 
large debris thickness occur where the debris section exposed above an ice face coincided with a 
crevasse-fill section (Figure 4-13). However, extreme examples of these outliers were considered 
erroneous, due to incorrect identification of the survey target on the repeat survey, as numerous 
observations of the debris thickness within the sample site suggest that, even in the case of 
crevasse-fills, debris thickness in this region is not in excess of 5m. These points were considered 
spurious and so have been excluded from subsequent analysis. Direct comparisons are only made 
between the data sets from the upper and lower surveyed areas, in which measurements 
employed the same technique. 
Comparison of the percentage frequency of debris thickness (Figure 6-6), confirm the downglacier 
thickening of supraglacial debris. In the upper section, 61% of the points surveyed were of debris 
thickness <0.5 m, while less than 4% of measured points in the lower section were <0.5 m. In 
addition the data demonstrate that the variance of debris thickness found increases downglacier. 
This is represented in the standard deviation values, which are 0.59 in the upper glacier, compared 
to 1.80 in the lower section (Table 6-4). 
In the upper ablation zone almost all the points surveyed have debris cover < 2 m in thickness, the 
greatest proportion of which have debris thickness < 0.5 m (Figure 6-7). In the lower ablation zone 
in contrast, a very small proportion of points surveyed have debris thickness below 0.5 m and over 
a quarter of points measured have debris thickness in excess of 2 m in thickness (Figure 6-7). 
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Upper 
(7km) 
Lower 
(1km) 
No. of points measured 142 94 
Mean debris thickness (to nearest 0.01m) 0.59 1.80 
Standard deviation (2.d.p) 0.50 1.21 
Maximum debris thickness (to nearest 0.1m) 3.2 7.4 
Minimum debris thickness (to nearest 0.1m) 0.1 0.1 
Modal debris thickness (to nearest 0.1m) 0.2 1.9 
Table 6-4: Summary statistics of debris thickness measurements 
To derive a debris distribution representative of this study glacier, the debris thickness data 
collected from the Ngozumpa were used to derive a relationship determining debris thickness 
dependent on altitude. Given that the results suggest that variability in debris thickness increases 
downglacier, the modal value for each survey location was used as typical for that region. This 
value was ascribed an elevation by taking the mid-point of the contour interval within which the 
survey area lay. Contour elevations were taken from 40m contours mapped from air photographs 
taken in 1992 and ground-truthed in 1996 (His Majesty's Government of Nepal, 1997) 
Upper Middle Lower 
Distance from terminus (km) 7 4 1 
Mid point of altitude range (m.a.s.l) 4940 4740 4700 
Modal debris thickness (to nearest 0.1m) 0.2 1.1 1.9 
No. of data points 142 98 94 
Table 6-5: Measured debris thickness from which vertical debris thickness variation relationship for 
Ngozumpa Glacier was derived. 
From these three data points, a best-fit line was plotted through the three attitudinal points to give a 
likely debris thickness ( zd ) distribution trend with elevation above sea level ( E ). The highest r2 
value (although not significant in a statistical sense) was given by a power relationship (Equation 
6-1). 
cd — 4 x 10161(E-43.944 ) 
	
Equation 6-1 
Debris thickness on Ghiacciaio Belvedere and Larsbreen was not measured systematically. At the 
Belvedere, debris is typically <0.4 m in thickness. Debris thickness observations at three sites 
suggest the distribution given in (Table 6-6). 
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Upper Middle Lower 
Distance from terminus (km) 1.70 0.55 0.25 
Mid point of altitude range (m.a.s.l) 2040 1915 1890 
Observed debris thickness (to nearest 0.1m) 0.1 0.2 0.4 
Table 6-6: Observed debris thickness from which vertical debris thickness variation relationship for 
Ghiacciaio Belvedere was derived. 
The variation of debris thickness with elevation at Ghiacciaio Belvedere is 
=7x10 43 (E -13.562 ) 
	
Equation 6-2 
Spot measurements suggest that stable surfaces near the terminus on Larsbreen support debris in 
excess of 1m in thickness, decreasing to -0.1 m about 20 meters below the position where the 
debris cover emerges. The exact nature of the variation of debris thickness over the debris-covered 
area is not known. On the basis of debris distributions at the other two glaciers, it may similarly be 
a power relationship. However, if this debris cover was formed by up-thrusting of basal layers and 
extrusion of surface flow till rather than melt-out of debris along flowlines, then it would be likely to 
have a different form. 
When these patterns are translated into variation in debris thickness with distance from the 
terminus, the relationships are modified by the long-profile surface angle of each glacier (Figure 
6-8). At the Ngozumpa, variation in debris thickness with distance from the terminus ( D ), takes a 
linear form (Equation 6-3). 
= -0.28D + 2.2 	 Equation 6-3 
while at the Belvedere, variation in debris thickness with distance from the terminus remains a 
power function (Equation 6-3). 
zd = o.1370°"59 	 Equation 6-4 
The vertical debris thickness distribution at a particular glacier will be a function of the amount of 
debris delivered to the surface per unit time, the manner in which it is delivered to the surface 
(which determines the spatial distribution of debris delivery to the surface), the rate of ice flow and 
the rate at which debris can be flushed from the glacial system. As these factors are generally 
poorly known, the approach taken in this study is to experiment by modelling ablation gradients 
under observed and hypothetical debris distributions. 
6.1.2 Calculated surface energy balance ablation gradient model 
Annual ablation gradient was modelled for the Ngozumpa Glacier, with dry debris cover prescribed 
according to Equation 6-1 (Figure 6-9). A zone of accelerated ablation exists where the debris 
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cover emerges at 5100m, despite the fact that the ablation model did not calculate accelerated 
ablation rate under any thickness of dry debris during the summer months (Figure 5-39). 
Accelerated ablation occurs where the debris cover is <0.1 m; once debris cover reaches 0.1 m, at 
5000 m, ablation becomes retarded compared to that of bare ice (Figure 6-10). This gradient is 
similar to conceptual ones outlined previously (Benn and Lehmkuhl, 2000), and maximum ablation 
(5.8 m a-1) is similar to that of 4.6 m a-1 
 observed at the neighbouring Khumbu Glacier (Inoue, 
1977). Monthly ablation gradients show different relationships of ablation with altitude depending 
on the season (Figure 6-11). The onset of ablation beneath debris cover starts earlier in the year, 
and continues longer, than the ablation season of clean ice (Figure 6-12). Debris cover is 
effectively lengthening the ablation season, while the rate of ablation is dependent upon the 
thickness of the debris cover, as seen by the inverted vertical ablation gradient in spring months 
(Figure 6-11). The observed increase in annual ablation rate beneath thin debris cover occurs as a 
consequence of this extended ablation season as, during summer months, ablation under any 
thickness of debris is less than that of clean ice (Figure 6-13, Figure 6-11). In reality, ablation that 
the model calculates for the early part of the ablation season may not occur as the initial portion of 
positive energy flux to the surface following a winter season will be consumed in melting surface 
snow and raising the ice temperature to the melting point. This may be one explanation of the 
difference between model results and the ablation measured at the Khumbu Glacier. Alternatively, 
it may be a result of current climatic conditions being warmer than in the 70's when Inoue's study 
was done (Inoue, 1977), or it could be a result of slightly different meteorological or debris 
conditions on the Khumbu glacier. Whatever the cause of the discrepancy, the relative ablation rate 
of debris-covered and clean ice is still valid. 
At Larsbreen, a measurable surface debris layer exists only on the lowest 100 m of the glacier. 
Given the 50-metre increment of the model, debris was assigned to be 1.0 m thick in the lowest 
50m and 0.3 m thick in the 5 Om above that. Under these conditions, clean-ice ablation is limited to 
June, July and August, but a small amount of ablation occurs in May under debris. In reality, winter 
snow cover may persist into May, but nevertheless it indicates that, again, the presence of surface 
debris, even of several decimetres thickness extends the ablation season, despite the fact that 
even sub-centimetre debris layers inhibit ablation on an annual scale. At an elevation of 450 tri, 
field observations show there is an emergence of a thrust band, or crevasse-fill melt out zone 
crossing the eastern portion of the glacier (Figure 4-24). Debris is washed downslope forming a 
thin veneer of fine dirt particles and a few scattered clasts. This was modelled as a debris layer 1 
mm thick, which fed into a thickness of 0.3 m at 250 m to 0.8 m at 200 m. The dispersed debris 
was assigned an albedo of 0.25 as no field measurements were made, and this is in the range of 
published albedo values for slightly dirty and dirty ice (Paterson, 1994). Including this dispersed 
debris resulted in a large zone of accelerated ablation in the lower portion of the glacier (Figure 
6-14). However, it is not clear whether such a representation is physically accurate as this model 
takes the debris to be a continuous layer rather than scattered dust particles. 
At Ghiacciaio Belvedere, meteorological data was only available for a few days in August. The 
debris distribution was approximated by a 30% reduction in thickness per elevation gain increment, 
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from 0.5 m at the terminus. For comparison, August ablation gradients were produced for all three 
glaciers, and in all environments it can be seen that in late summer surface debris inhibits ice 
ablation (Figure 6-15). 
6.1.3 Comparison to ablation gradients produced using empirical relationships 
A second model was constructed to compare results of the surface energy balance model with sub-
debris ablation calculated on the basis of empirical relationships between debris thickness and 
ablation rate. The comparisons were done using the Ngozumpa Glacier as an example, in order to 
assess the validity of applying existing empirical relationships, which may be site- and season-
specific, at regional and annual scales. This model computes altitude-dependent ablation for clean 
ice using the energy balance scheme outlined previously (Equations 3-1 with 3-3, 3-6, 3.36, 4.2, 
4.3), and modifies the clean-ice ablation rate according to a scaling factor, which expresses the 
debris-covered ablation rate as a percentage of clean ice rate, dependent on the thickness of the 
debris cover. The scaling factors used were derived by curve fitting to an empirical data set of 
ablation under debris cover as a percentage of clean ice melt measured at 15 central Asian 
glaciers (Konovalov, 1985). The percentage difference in debris-covered melt compared to clean-
ice melt, compiled from empirical studies on central Asian glaciers (Konovalov, 2000) was plotted 
(Figure 6-16) and curve-fitting was used to define a relationship between debris thickness and 
percentage ablation rate. The composite nature of the ablation relationship with debris cover 
means that three relationships were required to describe the full curve (Table 6-7). 
Inclusive zd range (m) R2 Equation for % melt, y = 
0.00 - 0.01 1 8750000000x4 - 152083333x3 + 390000x2 + 2758x + 100 
0.01 - 0.10 1 (-26Ln(x) - 17.049) 
0.10 - 2.00 1 6.5792x(-° 8359)  
>2.00 1 
Table 6-7: Relationships for debris-covered ablation (June —September) as percentage of clean ice 
ablation for Asian glaciers (Konovalov, 2000) 
In addition, this percentage-difference model was run with a relationship derived from the output of 
the surface energy ablation model for the Ngozumpa under typical summer conditions (Figure 5-29 
and 5-38(b)). Curve-fitting the ablation rate output produced the functions in Table 6-8. 
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Inclusive zd range (m) R2 Equation for % melt, y = 
0.00 - 0.10 0.99 79.202e-6.2937x 
0.10 - 0.30 0.99 10 458x-° 8182 
0.30 - 4.00 0.99 7 8845e 8752 
>4.00 1 
Table 6-8: Relationships for debris-covered ablation under typical summer conditions at the 
Ngozumpa, as produced by the surface energy ablation model, expressed as a percentage of clean ice 
ablation under those conditions 
The model was run with these two relationships and identical inputs to the iterative model run for 
the Ngozumpa glacier (Figure 6-9). In both cases, no region of accelerated ablation was observed 
(Figure 6-17 and 6-18). This is as expected given that: 
(1) according to the published empirical relationship used, maximum ablation, of 110% of clean ice 
ablation, occurs under 0.005m of debris cover, and the thinnest debris prescribed by the 
empirical debris thickness observation on the Ngozumpa is 0.02 m, and 
(2) in the modelled relationship there was no acceleration of ablation over the modelled debris 
thickness range. 
In general, ablation calculated using both the empirical percentage relationship and the modelled 
summer percentage relationship underestimated ablation calculated with the ablation model 
(Figure 6-18). Under thin debris, the modelled summer relationship resulted in less ablation than 
the published regional relationship, but this trend was reversed under thicker debris. This 
differences between the surface energy balance model and the percentage model results arise, in 
the case of the published relationship, because it was measured on different glaciers in different 
regions, and in the case of the modelled summer relationship, because this relationship does not 
apply throughout the year. These results suggest that it is dubious to apply empirical relationships 
determined at one glacier, and under a particular set of meteorological conditions, to another 
glacier, or under markedly different meteorological conditions. The monthly surface energy balance 
model produces results that are closer to those previously observed in the Khumbu Himal (Inoue, 
1977), than either of the percentage-difference model runs. 
6.1.4 Varying debris distributions 
As demonstrated in the Larsbreen case (Figure 6-14), the distribution of debris thickness will have 
a profound effect on the ablation gradient. To explore the influence on debris on determining 
ablation gradients, both models were run with three different prescribed debris distributions, again, 
using the Ngozumpa Glacier as an example, with terminus debris thickness set at 2.75 m. The first 
vertical debris-thickness distribution relationship was a power-function interpolation of the debris 
thickness distribution measured on the Ngozumpa Glacier. In the previous runs, the upper limit had 
been set to coincide with the altitude at which debris is observed to emerge. This is at - 5,150 m, 
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where the debris distribution predicted by the power law is 0.03 m (to the nearest 0.01 m). 
However, in this case, the upper limit of the debris cover was allowed to peter out in accordance 
with the power law, which results in debris extending to an elevation of 5,600 m at which it is 
0.0008 m in thickness. The second and third distributions decreased in thickness from 2.75 m at 
the terminus by (a) 30% each interval and (b) 0.14 m in each interval. Again, the two models 
produce markedly different results (Figure 6-19). In the percentage-difference model the gradual 
emergence of the debris layer allows a small zone of slightly accelerated melt to develop at the 
upper end of the ablation zone (Figure 6-19(b)). The form of the surface energy balance model is 
smoothed compared to Figure 6-9, allowing the debris to peter out gradually widens the range over 
which accelerated ablation occurs. This is also reflected in the monthly ablation gradients (Figure 
6-20). Such a gradual emergence of debris may be realistic if a high proportion of the supraglacial 
debris is dust, but observations on the Khumbu Glacier describe the upper debris zone as a region 
of scattered clasts (Inoue and Yoshida, 1980), the effect of which is not included in the model. In 
the field, scattered clasts have been observed to either inhibit melt to form glacier tables, or to melt 
rapidly downwards into the surface. Similarly to a layer of granular material, the effect of individual 
clasts is presumably a function of their size and the specific climatic and ice conditions prevailing at 
the site. 
Given that it is difficult to characterise debris thickness distribution over expansive glacier surfaces 
it is useful to consider the manner in which a debris cover will develop through time. This is also 
crucial for accurate reconstructions of debris-covered glacier evolution. 
6.1.5 Melt-out of supraglacial debris over time 
A model run was undertaken in which debris melted out from the ice at a constant concentration of 
0.5% by volume. The model was forced using unchanging Himalayan climatic conditions for a 100-
year period, starting with debris-free ice surface conditions. This representation does not reveal the 
true accumulation of a debris layer, as this model does not include the down-glacier displacement 
of debris by ice flow. A thin debris layer accelerates ablation throughout the ablation zone, but 
after a number of years, sufficient debris is accreted to inhibit ablation in the terminus zone 
compared to that of clean ice (Figure 6-21). After 100 years the maximum debris thickness is 0.22 
m in the terminus zone. As a result of greater ablation at lower altitudes, melt-out debris 
accumulates faster at lower elevations on the glacier (Figure 6-22). Over time this serves to reduce 
the vertical ablation gradient (Figure 6-21). As a result of the temporal and spatial evolution of the 
melt-out debris, both the upper elevation of ice insulation by debris and critical debris thickness 
increased through time, under constant climate (Table 6-9). 
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Time elapsed (years) 50 60 70 80 90 100 
Inhibited ablation 
elevation (m.a.s.l.) 
5125 5200 5225 5275 5300 5350 
0.090 0.100 0.115 0.125 0.130 0.140 
Table 6-9: Critical debris thickness, zdc , and its evolution through time in conjunction with the 
changing elevation at which ice ablation becomes inhibited by surficial debris. 
Debris distribution due to melt-out of material uniformly distributed throughout the ice body, as 
detailed above will, in reality, be modified by local concentrations of debris, especially the 
emergence of basal debris layers, and by ice flow, which transports debris towards the terminus. 
6.1.6 Hypothetical debris evolution patterns and resultant ablation gradient 
evolution 
Without knowing the debris distribution and linking the ablation model to an ice flow model it is 
impossible to model the evolution of debris distribution fully. Kirkbride (2000) characterised the 
typical accretion of surface debris as consisting of ablation-dominated, negative-balance periods 
that resulted in the deposition of a wedge of supraglacial material, similar to that in Figure 6-22. 
During positive mass balance periods, transport-dominated processes lead to the shortening and 
thickening of the wedge of melt-out material, by longitudinal ice flow (Kirkbride, 2000). 
However, given that flow towards the terminus is continuous within glacier systems, the approach 
taken here is to model a series of thickening power function debris distributions (Figure 6-23a). 
This represents a glacier in steady-state or negative mass balance. Using the Ngozumpa glacier 
and Himalayan climate as an example, running the model over a 100-year period alters the 
ablation gradient (Figure 6-24), causing the form of the curve to shift upglacier. Consequently, this 
alters the pattern of surface lowering, as compared to the retreat of the clean-ice scenario, resulting 
in downwasting rather than marginal retreat (Figure 6-23b). This demonstrates the manner in which 
accumulation of debris by ablation can serve to progressively lower the surface gradient of a 
debris-covered ablation zone. Progressive terminus stagnation has been observed at a number of 
large debris-covered glaciers (Benn et al., 2000; Clayton, 1964; Jansson and Fredin, 2002; 
Kirkbride, 1995; Reynolds, 2000). In the light of this, the model was re-run with debris distribution 
given by a power relationship representative of melt-out and flow as above (Figure 6-23(a)), but in 
which this function was migrated upglacier in annual increments to schematically illustrate the 
effect of terminus stagnation, in which ice flow transports surface debris to a point that moves 
upglacier progressively over time. The model was forced with Himalayan meteorological data, over 
the range of the Ngozumpa glacier. In this instance, the debris accumulates to form a slightly 
convex thickness distribution with altitude, instead of the initial concave power relationship (Figure 
6-25). As a consequence of this, ablation tends to become quasi-constant in the lower portion of 
the glacier, as the relationship between debris thickness and altitude becomes increasingly linear 
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(Figure 6-26). Over time the zone of accelerated ablation migrates upglacier, and extends over a 
wider elevational range (Figure 6-26 and Figure 6-27). In the context of the Ngozumpa glacier, 16 
annual cycles of this ablation, results in the levelling of the terminus profile over time (Figure 
6-28(a)), as seen previously (Figure 6-23b). When averaged over a longer time period, in this case 
16 years, the rate of surface lowering over the length of the glacier tongue contains a large 
expanse of accelerated ablation in the upper end of the ablation zone (Figure 6-28(c)), as 
compared to the surface lowering rate averaged over a smaller time interval, for example 1 year 
(Figure 6-9). This pattern of debris accumulation is controlled by progressive headward migration of 
the active-flow terminus within the ice. Maximum debris accumulation rate occurs at the active 
terminus, where thrusting and melt-out of basal layers are more likely. As the active terminus 
migrates upglacier, so does this region of maximum debris accretion rate, and this causes the 
vertical debris distribution to change gradually from a power form to a linear form. A linear vertical 
debris distribution, produces very constant ablation over the lower debris covered area (Figure 
6-19). In certain situations, melt-out may not be the primary means of debris accumulation at the 
surface. For example, if surface debris is deposited as an ashfall, debris distribution may be 
completely independent of altitude. This would result in a uniform lateral shift in ablation gradient, 
which over time, under the influence of ice flow, would become thicker in the down-glacier 
direction. 
6.1,7 The effect of temperature change 
In order to look at the effect of changes in climate a number of model runs were undertaken in 
which the monthly ambient air temperature was changed (Table 6-10). 
The model was forced for the attitudinal range of the Ngozumpa Glacier, using the meteorological 
variables measured during 2001-2002, with only the air temperature being changed. Under colder 
conditions, if mean annual air temperature is reduced by 0.5 or 1.0°C the effect of the debris cover 
remains proportionally the same as under current conditions. However, if the glacier is assumed to 
be of constant width and longitudinal slope angle, a drop in 5°C in ambient air temperature would 
mean that a debris-covered glacier, with the debris distribution of the Ngozumpa, would melt 
significantly more than clean ice glaciers in the same environment (Figure 6-29(a)). A moderate 
increase in summer temperatures only has almost the same effect as a moderate increase in 
temperature throughout the year (Figure 6-29(b) and (c)). However, for a greater increase in 
temperature, limited to summer months, the zone of accelerated debris ablation is significantly 
reduced in comparison to that if the warming was distributed throughout the year (Figure 6-29(b) 
and(c)). 
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Month T 
Negative change Positive change Positive summer change 
T-0.5 T-1.0 T-5.0 T+0.5 T+1.0 T+5.0 T+0.55 T+1.05 T+5.05 
Jan -4.30 -4.80 -5.30 -9.30 -3.80 -3.30 0.70 -4.30 -4.30 -4.30 
Feb -2.98 -3.48 -3.98 -7.98 -2.48 -1.98 2.02 -2.98 -2.98 -2.98 
Mar -1.65 -2.15 -2.65 -6.65 -1.15 -0.65 3.35 -1.65 -1.65 -1.65 
Apr -0.33 -0.83 -1.33 -5.33 0.17 0.67 4.67 -0.33 -0.33 -0.33 
May 1.00 0.50 0.00 -4.00 1.50 2.00 6.00 1.50 2.00 6.00 
Jun 4.60 4.10 3.60 -0.40 5.10 5.60 9.60 5.10 5.60 9.60 
Jul 5.64 5.14 4.64 0.64 6.14 6.64 10.64 6.14 6.64 10.64 
Aug 4.79 4.29 3.79 -0.21 5.29 5.79 9.79 5.29 5.79 9.79 
Sep 2.28 1.78 1.28 -2.72 2.78 3.28 7.28 2.78 3.28 7.28 
Oct -0.23 -0.73 -1.23 -5.23 0.27 0.77 4.77 -0.23 -0.23 -0.23 
Nov -2.86 -3.36 -3.86 -7.86 -2.36 -1.86 2.14 -2.86 -2.86 -2.86 
Dec -5.63 -6.13 -6.63 -10.63 -5.13 -4.63 -0.63 -5.63 -5.63 -5.63 
Mean 0.03 -0.47 -0.97 -4.97 0.53 1.03 5.03 0.23 0.44 2.11 
Table 6-10: Changes in mean monthly air temperature in the climatic data forcing the model. T is air 
temperature recorded at the Ngozumpa Glacier 2001-2002. Superscripts indicates where only summer 
temperatures were changed 
6.2 The interaction of glacier surface topography and ablation 
The model outlined in section 4.2.3 enables the issue of ablation-topography development to be 
explored, to investigate the sensitivity of a debris-covered glacier system to surface relief in the 
debris-covered ablation zone. This section first details some of the field observations made that are 
relevant to the interaction of ablation and glacier surface topography, and then presents some 
results of model runs undertaken to simulate the evolution of ablation topography. The topography-
dependent ablation model requires daily meteorological inputs of air temperature, relative humidity, 
wind speed and air pressure for a given altitude, and these data were taken from the data sets 
detailed in section 6.1.1.1 
6.2.1 Effect of topography on radiation receipts and ablation 
Data collected previously on the Ngozumpa (Benn et al., 2001), and other glaciers (Sakai et al., 
1998; Sakai et al., 2002; Sakai et al., 2000) has demonstrated a degree of aspect dependency of 
measured ablation and energy receipts. A short series of measurements was made on the 
Ngozumpa Glacier in autumn 2002 to re-assess these relationships. Measurements of incident 
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short- and long-wave radiation were made around a sample cone at the margin of the glacier at an 
elevation of —4800 m. Measurements were made during the clear-sky period of one day at the top 
and base of slopes running in each of the four major compass directions (Figure 6-30). The data 
shows that short-wave receipts are much more sensitive to slope-geometry variation than long-
wave measurements are. A maximum difference in incident short-wave radiation of 1040 W rn-2 
was recorded between slopes at the same time of day, whereas long-wave variation between 
slopes is never in excess of 100 W m-2 (Figure 6-31). Short-wave radiation shows systematic 
variation, with south and eastern facing slopes receiving higher radiation in the early hours of the 
morning, and over the course of the day eastern facing slopes lose the insolation while insolation at 
western facing slopes increases. North facing slopes receive consistently low insolation throughout 
the day, which is in the form of diffuse short-wave radiation as these faces were continually 
shaded. At higher points on the cone, incident short-wave was greater than that measured down 
slope at the same aspect, with the exception of one reading. This is function of the increased sky-
view area with distance upslope (Sakai et al., 2002). In contrast, long-wave receipts tend to be 
greater near the base of the cone, although the trend is not so well-defined (Figure 6-32). 
Slope-dependent short-wave radiation and ablation were also measured on Ghiacciaio Belvedere 
during the 12th August 2003, on debris-covered slopes oriented in the four cardinal compass 
directions and inclined at 22-30°. Debris thickness at these sites varied from 4.4 to 5.4cm and total 
measured ablation varied from 4.3 to 7.3 cm. Insolation was greatest on south-facing slopes, and 
east and west orientated slopes show strong temporal dependence in accordance with the solar 
azimuth throughout the day (Figure 6-33a). These variations are reflected in the measured surface 
temperatures, which show morning temperature rise on the eastern-facing slopes preceding that on 
other slopes (Figure 6-33b). However, surface temperature is not dependent on insolation alone, 
and increasing ambient temperatures and incident long-wave radiation over the course of the day 
result in afternoon surface-temperature on west-facing slopes exceeding the morning temperatures 
of east-facing slopes (Figure 6-33b). Thinner debris cover on the south-facing slope contributes to 
comparatively high ablation rate (Figure 6-33c). However, this is not the sole explanation of higher 
ablation rate on south-facing slopes: high surface temperature on these slopes is testament to 
higher surface energy receipts as, all other things being equal, a thinner debris cover would be 
expected to have a lower surface temperature. Debris thickness is similar at the other surfaces, 
and the lower rate of ablation observed at the north-facing site is primarily due to the lower mean 
surface temperature caused by low surface energy receipts. 
On Larsbreen, incoming short-wave radiation was measured at slopes with different inclination, and 
orientation, over a number of days (Figure 6-34). The deviation of inclined to horizontal radiation 
receipts is variable, and it is difficult to distinguish the influence of the angle of incidence of the 
solar mean from that of shading by surrounding topography. However, the results suggest that 
slope angle and aspect have a small effect if cloudy conditions prevail, but differences in incident 
insolation increase under clear-sky conditions (Figure 6-34). Under 24-hour daylight conditions, 
albedo at horizontal debris on Larsbreen is observed to vary throughout the day, due to albedo 
dependence on the angle of incidence of the solar beam with the surface (Figure 6-35). This 
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variation should be averaged out in the input values for the ablation model as measurements of 
albedo were made over a range of surfaces and throughout the course of the day. 
Long-wave receipts were measured over a range of distances from emitting objects or surfaces, on 
Ngozumpa Glacier in 2002. The results show that, although long-wave radiation can generally be 
seen to decrease with distance from the emitting surface, the maximum range of the observed 
energy flux is 12 Wm-2 (Figure 6-36). This reinforces the previous findings that the magnitude of 
variation in short-wave radiation is considerably greater than that of long-wave radiation (Figure 
6-31). 
6.2.2 Critical slope angles 
Ice faces become exposed when debris surfaces fail under the influence of gravity, or due to 
undercutting (3.3). Exposed ice melts at a different rate to debris-covered ice and consequently 
alters the ablation pattern of debris-covered surfaces. Gravity failures of debris slopes occur when 
the slope angle exceeds the internal angle of friction determined by the debris properties (Figure 3-
9). The critical slope angle at which this occurs is a required model input, so slope angles were 
sampled in the field to identify the critical slope angle for debris failure, with the following 
classification applied to the measured slope angle: 
(a) ice faces, where debris could no longer be supported 
(b) slopes down which debris failure was occurring 
(c) slopes which had fall sorting processes operating on them 
(d) slopes which supported an apparently stable debris layer 
Measurements were made on the Ngozumpa Glacier and Larsbreen. On the Ngozumpa Glacier, 
the mean ice face angle was 40° to the nearest degree, and the mean slope angles of stable debris 
of different particle size were between 33.3° and 34.4°. There was no clear relationship between 
slope angle and debris-grain size, which suggests that the failure criteria can be considered 
generally applicable to all debris regardless of clast size (Figure 6-37(a)). Thus, debris slopes fail 
somewhere between 34° and 40°. Mean slope angle decreases downglacier by about 10° over 6 
km (Figure 6-37b). This is interpreted as an example of space-time substitution, in that the near-
terminus debris cover is presumed to be more mature and have passed through several sequences 
of topographic inversion, as evidenced by sedimentary structures and uplifted relict lake beds (4-
13). At the upper limit of debris cover, slope angle would be expected to decline again, but higher 
sites were not measured in the field. Slope angles measured by abney level in the region —4 km 
from the glacier terminus appear to be related to slope orientation, mean slope angles are greatest 
to the north and least to the south (Figure 6-38). This finding is similar to that of Sakai (1988, 
2000), who observed more rapid ablation on south-facing ice faces, but also greater ablation 
towards the crest of south facing ice faces compared to the base of the ice face. She attributed this 
to the shadowing effect of surrounding topography, which reduced the incident Insolation on the 
lower ice face, and would have the result of lowering slope angle. 
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On Larsbreen, slope failure is triggered by supraglacial meltwater erosion rather than differential 
ablation. As a result, surface failures tend to be proximal to meltwater channels. A sketch map of 
the debris-covered portion of Larsbreen (Figure 6-39) shows an expanse of stable debris cover in 
the north-eastern terminus zone, which has very subdued relief, No slope angles were measured in 
this unit (unit 5) due to the low relief, but cones and debris slopes flanking the meltwater routes, 
have much steeper slope angles (Figure 6-40(b)). On Larsbreen, slopes of fall sorted particles can 
exist at a steeper angle than was measured at any ice face (Figure 6-40a), suggesting that 
saturated debris flows will require a different failure criterion. 
6.2.3 Modelling the development of ablation topography in debris-covered ice 
The time-dependent model of the interaction between topography, debris thickness and ablation 
rate outlined in section 4.2.3 (Figure 4-2) was used to explore the development of ablation relief 
through time, and its influence on overall ablation rate. 
6.2.3.1 Model inputs 
A slope-failure criterion is an important component in this model. Removal of debris from slopes 
was dictated by a function, based on the field findings (6.2.1) that renders debris on slopes of ..28° 
stable, and removes all debris from the ice surface on slope angles >38°. This assumes failure 
occurs by gravity alone, and for the purposes of regional comparability, the same function was 
used for all glaciers, despite debris reworking on Larsbreen being dominated by debris flows. 
Between these two limits, a percentage of the debris cover was removed according to a cosine 
function (Figure 6-41): 
% of debris depth removed = 50[cos((1 8 x Z) — 324) + 	 Equation 6-5 
where L is slope angle. The total depth of debris removed along the length of the transect is 
redistributed in the topographic lows of the transect according to a hierarchical system (Figure 4-3). 
Meteorological data given in Tables 6-1 and 6-2 were used for the Himalayan and Svalbard 
examples. However, as such data were not available for the Belvedere region, typical 
meteorological conditions for the Alps were used. Monthly mean air temperature from several 
stations, at varying altitudes was converted by a standard lapse rate to an elevation of 2100m. The 
mean of all these data were taken to be the typical monthly temperature at this elevation in the Alps 
(Figure 6-42(a)). Relative humidity was taken to be that of Zermatt (Figure 6-42(b)), and wind 
speed was fixed at 2.5m, which is the mean velocity measured at Macugnaga for June, July and 
August 2003 (G. Diolauiti, pers. comm.). These approximations are coarse, and were deemed 
insufficient for producing reliable ablation gradients in section 6.1.2. However, in this instance the 
relative amounts of ablation are of more interest and so these data were used, although actual 
ablation amount output from the model should be viewed with caution in the light of the poorly 
defined meteorological inputs. 
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Monthly mean meteorological data were taken as input for each day of that month. Ablation 
seasons were taken to span the months in which mean monthly air temperature is >0°C. The initial 
two weeks of this period were discounted, on the basis that positive surface energy flux during this 
period would be consumed in ablating lying snow, or raising the ice temperature to the melting 
point. Earlier results suggest that the presence of supraglacial debris will extend the ablation 
season, but as no precise ablation season duration has been determined, and it is relative rather 
than absolute ablation values that are of interest, these ablation seasons were deemed suitable. 
The so defined "ablation season" was then modified to be divisible by four for ease of plotting 
results and the final ablation season duration in Julian days for each region are as follows: 
Himalayas: 
	 134 to 273 (140 days) 
European Alps: 	 136 to 300 (164 days) 
Svalbard: 	 165 to 245 (80 days) 
These ablation seasons were divided into four equal periods, to produce output at 35-day 
increments in the Himalayas, 41-day increments in the Alps and 20-day increments in Svalbard. 
Model runs consist either of one ablation season, with four output points within it, or ablation over a 
number of successive annual ablation seasons. 
6.2.3.2 Differential ablation and the development of ice-surface relief beneath undulating 
debris thickness 
Initially, an uneven debris thickness ( zd ) distribution was prescribed according to a modified sine 
function, such that: 
zd = 0.25 sin(x 5) + 0.26 
	 Equation 6-6 
where x is the horizontal distance southwards in metres from 0. Under these conditions maximum 
zd is 0.51 m and minimum z,,, is 0.01 m. This initial condition simulates uneven debris distribution, 
but in a regular way so that the resulting ablation patterns can be clearly seen. The model was run 
over the course of the ablation season defined for each field area. Model output plots show that 
ablation is concentrated where the debris is thin, and these areas downwaste more rapidly than ice 
areas under thicker debris cover (Figure 6-43). Differential surface lowering caused by higher 
ablation rate experienced on south-facing slopes in the mid-latitude Alps causes ice faces to 
become exposed where slope angle exceeds the critical threshold. This effect is also apparent in 
Arctic Svalbard, but is much more muted, and in the low-latitude Himalayas, there does not appear 
to be a difference in ablation rate as a function of slope aspect (Figure 6-43). Analysing the ablation 
rate over one season (Figure 6-44) demonstrates that debris-thickness distribution is the dominant 
control on ablation distribution. In low latitudes, maximum ablation is coincident with minimum 
debris thickness. At higher latitudes, the slope aspect introduces a secondary control on ablation 
rate distribution in addition to that imposed by debris thickness distribution, with maximum ablation 
occurring on south facing slopes, even though debris thickness here was not the minimum. The 
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resulting offset is greater in mid-latitudes than in high-latitudes. These variations are dependent on 
the insolation regime occurring at particular latitudes: In low latitudes, the celestial trace of solar 
zenith tracks northwards and then southward across the region over the period of the ablation 
season, resulting in all slopes receiving approximately equal insolation over this period. Similarly, in 
high latitudes, 24-hour daylight means that all slopes receive direct sunlight, and thus any 
inequality of insolation due to aspect is very damped. However, in the mid-latitudes, south-facing 
slopes receive a higher amount of insolation, and some north-facing slopes receive no direct 
sunlight at all. Over three successive ablation seasons, the surface relief in the three areas evolves 
differently due to the contrasting short-wave radiation regime (Figure 6-45). The high-latitude site 
develops ice cones at a range of scales, while progressively losing the mesoscale ice surface 
undulations developed over the course of one ablation season (Figure 6-43). In contrast, in mid-
latitudes the mesoscale topography remains, although surface undulations migrate northwards and 
undergo topographic inversion, and at high-latitudes, a combination of the two processes occurs 
(Figure 6-45). The model shows a tendency to form smaller irregularities from large undulations. 
This is considered in part a result of the manner in which debris is redistributed in the model. 
Debris is redistributed into hollows of the lowest order first, regardless of whether or not the slopes 
immediately adjacent are those shedding the debris. A cascading system of debris transport would 
likely result in a different debris redistribution over longer time periods, and hence would produce a 
different resultant ablation rate. 
Model output shows that mean surface lowering along the transect is less in the Alpine site than in 
the Himalayan site, despite the fact that previous modelling found higher ablation rates should be 
expected at the Belvedere glacier throughout the summer (Figure 5-38), and despite the defined 
ablation season being 24 days longer at 2100 m the Alps than at 4800 m in the Himalayas. This is 
partly attributed to exceptionally warm conditions during summer 2003 in the European Alps such 
that, in previous modelling (e.g. Figure 5-38), typical August temperature was 290 K at 1900 m, 
whereas in this model air temperature was determined on the basis of long-term regional 
meteorological measurements, modified by a standard lapse rate, which suggest a 281K as typical 
August air temperature for 2100m in the Alps. As demonstrated in Chapter 5, ablation rate is highly 
sensitive to air temperature, so any inaccuracy in the input temperatures will exert a large effect on 
the results. In general, however, the meteorological conditions at all three sites are similar, though 
wind speed increases markedly with latitude (Figure 6-48). The greater mean surface lowering at 
the Ngozumpa glacier is therefore attributable to two factors. Firstly, the intensity of short-wave 
radiation flux will be greater at low-latitude, and secondly, the high solar angle, and even 
distribution of insolation at slopes of different aspect over the ablation season prevents preferential 
ablation on southern slopes. Thus, south-facing slopes do not become sufficiently steep to lose 
their debris cover. This is significant to overall surface lowering as, in the Belvedere case, debris 
cover is lost on south-facing slopes after half the ablation season, and this bare ice will then ablate 
at a lesser rate than ice that has maintained a thin veneer of debris as in the Himalayan case. 
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6.2.3.3 Localised debris removal 
Ablation on debris-covered glacier termini is focused around areas of exposed ice, where the 
debris has been perforated (Benn et al., 2001; Kirkbride and Warren, 1999). This can be seen in 
part by the rapid retreat of exposed ice in Figure 6-43 but, in order to simulate local ice exposure, 
initial conditions were constructed to simulate the removal of some surface debris by a transient 
supraglacial stream. In this case, initial debris thickness given by Equation 6-6 was modified by 
increasing the thickness throughout by 0.1 m, with the exception of a three-metre long section in 
the central topographic low of the transect. Under these conditions maximum zd is 0.61 m and 
minimum zd  is 0.01 m. 
Given this eroded undulating debris layer, ice faces are rapidly exposed, and in all cases an incised 
channel forms (Figure 6-46). In reality, water flowing in such a channel would accelerate ablation 
and resulting in deeper channel incision. However, in this model the fact that shading within the 
meltwater canyon is ignored will partially offset this effect. Despite these unquantified limitations, 
this demonstration shows that differential ablation within a region of anomalously thin debris can 
dramatically modify the surface form of buried ice. Such thin zones of debris are likely to occur if 
isolated patches of debris are removed by debris flows, slides, and supraglacial meltwater, as is 
the case on Larsbreen; or if ice faces are exposed by crevasse opening, as occurred during the 
Belvedere surge; or following conduit collapse, for which there is abundant evidence no Ngozumpa 
Glacier. 
In many cases, the emergence of englacial debris at the surface is localised. For example, if debris 
is emerging in a thrust plane or crevasse fill, or represents an individual rockfall event which has 
been deformed into a debris band. To simulate the effect of the melt-out of isolated debris bands or 
crevasse-fill bands, debris thickness distribution determined by Equation 6-6 was reduced by 0.1 m 
throughout, to leave patches of exposed ice between debris ridges. Under these conditions, the 
surface evolved in a similar way to that in Figure 6-43 and 4-45, but in a more exaggerated manner 
(Figure 6-47). Topographic inversion occurred after 2 ablation seasons in the mid-latitude site, and 
in the high and low latitudes, after the same period of time, meso-scale topography had been lost 
and the surface is formed of irregular undulations at a smaller scale, interspersed with ice 
pinnacles. 
6.2.3.4 The effect of averaging variable debris cover in ablation calculations 
Due to the complexity of the surface of debris-covered ablation zones, it is desirable to average out 
debris-thickness conditions and calculate bulk ablation rates over wide areas, dependent on debris 
thickness and ice surface elevation that is deemed typical of a given area (Inoue, 1977; Konovalov, 
2000; Naito et al., 2000; Rana et al., 1997) However, observations of debris-covered ice surface 
relief (3.3 and 4.3); field evidence of local variation in surface energy balance and ablation (Bern et 
al., 2001; Sakai et al., 1998; Sakai et al., 2002); and modelled ablation (5.3) all suggest that local 
variation in debris thickness, ice exposure and ice surface slope are likely to have a significant 
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effect on total ablation rate. In order to investigate the influence of these factors, the mean amount 
of ice-surface lowering over an ablation season, calculated from the results of the model runs 
presented above, was compared to that calculated if the initial conditions were: 
(a) uniform debris thickness equivalent to the mean debris thickness prescribed by the 
previously-used sineform function (Equation 6-6), i.e. za is 0.27 m (2.d.p.) throughout, 
overlying a horizontal ice surface and, 
(b) uniform debris thickness equivalent to the mean debris thickness prescribed by the 
previously used sineform function, overlying an ice surface that undulates according to 
= 0.25 sin(x / 5) + 100.26 . 
Comparison of the mean surface lowering calculated from each of these conditions allows the 
influence of debris thickness variation and ice-surface relief on the total ablation rate to be 
assessed. The undulating ice surface has no effect on the mean surface lowering over the 200 m 
transect. However, the undulating debris cover has a dramatic effect on the general surface-
lowering rate, increasing it by a minimum of 592% up to 2632% (Table 6-11). Beneath a uniform 
debris thickness of 0.27 m the modelled ablation rate in all three field sites decreases with each 
annual increment as debris is accreted from the melting ice at a uniform rate of 1% by volume. 
Year Glacier Horizontal ice 
Uniform mean 
debris thickness 
Ice relief 
Uniform mean debris 
thickness 
Horizontal ice 
Varying debris 
thickness 
Surface lowering 
under undulating 
debris as a % of 
averaged zd 
2 
Ngozumpa 0.604 0.604 3.625 600 
Belvedere 0.405 0.405 3.229 798 
Larsbreen 0.104 0.103 1.012 976 
3 
Ngozumpa 0.591 0.591 3.498 592 
Belvedere 0.312 0.312 3.262 1045 
Larsbreen 0.088 0.087 1.641 1857 
4 
Ngozumpa 0.440 0.440 3.638 826 
Belvedere 0.125 0.125 3.299 2632 
Larsbreen 0.077 0.073 2.003 2617 
Table 6-11: Comparison of mean ice—surface lowering rate under different initial conditions, given in 
columns three to five. The effect of undulating debris as compared to a uniform debris thickness given 
by the mean of the undulating distribution is given in column six. 
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Three further model runs were undertaken to further investigate the effect of spatial averaging of 
debris thickness and ice surface. In the first, ice surface and debris thickness were determined by 
the 5-point running means of two different seeded random number distributions, and the output of 
this was compared to the surface lowering calculated using the mean ice surface and debris 
thickness from these two functions. The maximum f d is 0.20 m and minimum z d is 0.05 m, with 
mean Id and ice surface of 0.13 m and 110.08 m respectively. In the second, initial conditions 
were artificially created to be similar to those observed at the Ngozumpa Glacier, as the 
relationship between debris thickness and ice relief was observed most closely at Ngozumpa 
Glacier. Typically, the thickest debris was found at cone crests, and in hollows, while debris 
thickness on slopes was less. This observation is inkeeping with an advanced stage of evolution 
according to Drewry's proposed model of dirt cone development (1972). To create initial conditions 
as found on the Ngozumpa glacier, a prototype model was used. This model calculates ice surface 
evolution according to ablation due to radiative forcing only, and more rapidly produces features 
that are qualitatively similar to those found in the debris-covered ablation zone of the Ngozumpa 
Glacier. The model was run for all three areas with these initial conditions, and with the mean ice 
surface and debris thickness of those initial conditions. The maximum zd is 1.80 m and minimum 
z d is 0.00 m, with mean zd and ice surface of 0.68 m and 100.09 m respectively. In the third case, 
a random debris distribution was overlain on a horizontal ice surface, and again, output in all three 
areas was compared to the surface lowering calculated under the mean conditions. The maximum 
zd is 0.20 m and minimum z d is 0.04 m, with mean zd of 0.12 m over a 100 m elevation of ice. 
Comparing the output of these model runs again demonstrates that uneven debris distribution 
serves to enhance ablation: 
Larsbreen Belvedere Ngozumpa 
% increase of surface lowering of random ice 
and debris distribution 
464 238 109 
% 	 increase of surface lowering of artificial 
Ngozumpa conditions 
771 374 188 
% increase of surface lowering of random 
debris distribution over level ice surface 
496 106 101 
Table 6-12: Modelled mean surface lowering as a percentage of mean surface lowering under average 
debris and ice surface conditions for the experiments outlined above 
The data presented in Table 6-11 and Table 6-12 show that the amount by which uneven debris 
distribution affects overall surface lowering rates is dependent upon the general thickness of the 
debris, and the climatic and latitudinal setting of the glacier. In general, the amount by which 
uneven debris and ice surface increases mean surface lowering in comparison to the ablation 
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calculated using the averaged debris and ice surface distributions increases with latitude, and over 
time as ice faces are exposed. In all cases in Table 6-12, the recreated Ngozumpa surface 
features, with steep, exposed ice faces, serves to accelerate ablation by the greatest percentage in 
comparison to the averaged debris and ice surface distributions. The effect of a randomly varying 
ice surface is small in high and low latitudes, but has a marked effect in mid-latitudes, changing the 
percentage by which averaged ablation is increased from 6% to 138%. 
The topographic evolution determined by this model does not take into account the variation in sky-
view that has been described previously (Sakai et al., 1998; Sakai et al., 2002) and is evident from 
the field measurements undertaken at Ngozumpa Glacier (Figure 6-32). In addition the hierarchical 
procedure by which debris is redistributed functions well for simple surface relief, but becomes a 
poorer approximation of the physical situation if the surface relief becomes very complex. Despite 
these limitations, the model reproduces topography that is qualitatively similar to that found in 
debris-covered ablation areas, and quantitatively similar to values measured in the field. 
This chapter has successfully applied the melt model as a glacier scale to reproduce ablation 
gradients that are both qualitatively and quantitatively comparable to those proposed by other 
workers (Berm and Lehmkuhl, 2000; Inoue, 1977; Naito et al., 2000; Nakawo et al., 1999). The 
ablation gradient model has been used with hypothetical debris thickness evolution patterns to 
simulate the progressive lowering of debris-covered glacier long-profiles, which is a precursor to 
the development of persistent supraglacial lakes (Reynolds, 2000). Field studies corroborating 
previous evidence of the influence of slope angle on surface energy fluxes have been presented, 
and the impact of these effects, and the variability of debris thickness distribution, has been 
explored by linking the melt model to variable slope angles, and debris redistribution. The results 
suggest that spatial variation in debris thickness and latitude have a significant effect on the nature 
of surface relief that may form in debris-covered glacier ablation zones. These findings, and the 
results presented in Chapter 5, are discussed with regard to how the debris-covered glacier 
ablation system functions over a range of spatial and temporal scales in Chapter 7. 
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7 Discussion and conclusions 
This thesis has explored several aspects of ice melt beneath a debris layer, from both 
empirical and theoretical perspectives. In particular it has: 
® Developed an improved model of sub-debris ablation using meteorological inputs 
® Provided the first annual record of the thermal regime of supraglacial debris, for 
comparison to rock glacier and ground temperature regimes 
• Analysed the seasonal dependence of heat flux processes through a supraglacial debris 
layer 
® Identified the factors controlling the variation of melt rate with debris thickness 
• Produced the first quantified ablation gradients for sample and hypothetical glaciers under 
contrasting conditions 
® Highlighted the significance of variable debris-thickness distribution on total melt rate 
• Successfully modelled the evolution of ablation topography on debris-covered ice 
surfaces 
In this chapter, the performance of the model proposed in this thesis is evaluated, and the 
findings of both the empirical fieldwork and modelling experiments are discussed with regard 
to what they reveal about the debris-covered glacier system, the processes operating within it, 
and the factors determining spatial and temporal variations of ablation processes and ablation 
rate, over a range of scales. The limitations of the model, and its potential applications and 
future development are discussed, and priorities for future research are highlighted. 
7.1 Model performance 
Previous models of sub-debris ablation (Kraus, 1975; Nakawo and Young, 1981) rely upon 
the assumption that instantaneous temperature gradients through supraglacial debris are 
linear, despite the fact that this is manifestly untrue (e.g. Figure 3-5 and Conway and 
Rasmussen, 2000). The sub-debris ablation model developed in this thesis improves upon 
the older models by averaging meteorological inputs over periods of 24 hours; over this 
timescale the assumption of linearity in the debris-temperature profile is met in the majority of 
cases. Furthermore, by providing a numerical solution for the surface temperature term, all 
components of the energy fluxes can be incorporated in the model. 
The modelled output reproduces the observed relationship between ablation rate and debris 
thickness (e.g. see figures 5-40 and 5-41), with specific values of ablation beneath a given 
debris thickness depending upon the meteorological conditions, and the nature of the 
supraglacial debris layer, as observed in this, and previous, field studies (Mattson et al., 
1993). Melt rates measured in the field at Ghiacciaio Belvedere and Larsbreen were 
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compared to those modelled from concurrent meteorological data as a means of assessing 
the model performance. 
Modelled output is within 5-27% of measured values, which is a better performance than 
Nakawo and Young's model, for which measurements beneath their thickest debris plots, 
which supported debris cover between 0.05 and 0.10 m in thickness, were 47-54% of the 
modelled values (Nakawo and Young, 1981). Discrepancies between the measured melt and 
values calculated using the new model can be attributed to errors in (1) calculated thermal 
conductivity (in particular, due to the unquantified moisture conditions of the debris at each 
stake site); (2) the debris thickness measurement at the site, which was taken as the mean of 
initial and final measured debris thickness; (3) turbulent flux calculation and (4) measured 
melt. 
At Larsbreen, measured melt values are within 27% of those calculated for dry debris (Figure 
5-48), despite the fact that the debris was observed to contain a considerable amount of 
moisture, and therefore measured melt values would be expected to be closer to those 
calculated for saturated debris. This pattern suggests that the model systematically over-
predicts ablation in this environment. This may be due to the assumption that ice is at 0°C 
throughout, which is not the case, as the ice of Larsbreen is below the pressure melting point 
at depth. If ice at depth is below the pressure melting point, then a portion of heat delivered to 
the ice surface will be conducted into the underlying ice, creating an additional sink for heat, 
which is not accounted for in this model. Alternatively, the discrepancy could be due to the 
difficulty of parameterising the thermal conductivity of debris on Larsbreen. 
The model assumptions were shown to be valid for most conditions and overall model 
performance is good, providing a good match to the form and magnitude of observed ablation 
trends, especially given the coarse parameterisation of some of the input variables. The 
modelled ablation approximates measured values more closely that the previous model, and 
this is considered to be due to the use of daily mean parameters, which mean that the 
fundamental assumption of linear thermal gradient within the debris holds true. 
7.2 Insights into the behaviour of debris-covered glacier systems 
In this section, the field data are used in conjunction with model output to examine aspects of 
the behaviour of supraglacial debris systems, and debris-covered glacier systems. 
7.2.1 Properties of supraglacial debris 
Debris cover is variable, both within and between glacier systems as a result of local lithology, 
the degree of weathering, the debris source and debris transport history. The composition of 
the debris cover affects its optical properties, and thus its albedo, as well as affecting the 
thermal properties of the debris, which are influenced by lithology and particle size of the 
debris. 
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7.2.1.1 Optical properties of debris 
The albedo of supraglacial debris varies widely between the three sample glaciers. Modal 
values of albedo under all surface conditions measured were 8% at Larsbreen, 10% at 
Ghiacciaio Belvedere and 18.5% at Ngozumpa Glacier (Figure 5-28). This highlights the need 
to determine albedo characteristics for debris of the specific lithology found on individual 
glaciers, rather than applying a generic albedo value to all supraglacial debris. 
Albedo is strongly affected by moisture conditions at the debris surface. The mean of 
measured values of wet and dry albedo used as model input range from 3-9% and from 7-
31% respectively at the three sites (Table 5-18). Wetting the surface serves to darken it and 
thus lower the albedo. The surface can become wetted through precipitation, surface 
snowmelt, or by meltwater from ice melt beneath the layer. Where the debris is thick, the 
surface is rapidly dried by evaporation, but at the surface of thinner debris, continual melt of 
ice beneath and vertical transport of meltwater by capillary action will maintain the wet surface 
conditions during the ablation season. 
Albedo is also influenced by the angle of incidence of the solar beam (Figure 6-39). This 
effect has not been examined in detail in this work, although its influence was incorporated by 
using daily mean albedos derived from repeated measurements. 
7.2.1.2 Thermal properties of debris 
At all measured sites day-to-day variability in stored heat during the ablation season is small 
(Table 5-4; Figures 5-6b and 5-8), demonstrating that the debris is in thermal equilibrium on 
diurnal scales. The largest negative excursions in stored heat occur following rainfall events 
when evaporation of moisture in the upper layers cools the debris surface (Figure 5-7), and in 
association with periodic snowfall events (Figure 5-6). The effects of freezing and thawing on 
a diurnal scale, as shown by hysteresis of the change in temperature with time in upper debris 
layers during autumn (Figure 5-14; 3rd Oct at 0.215 m), is averaged out in the diurnal mean 
scheme employed in the model. 
Over an annual cycle, supraglacial debris on the Ngozumpa Glacier undergoes significant 
change in stored heat from winter to summer (Figure 5-9). Thaw fronts descend into the 
debris layer during spring (Type 3 to 2 transition Figure 5-12), and freeze-fronts penetrate in 
autumn (Type 1 to 4 transition Figure 5-12). Assuming that even within well-drained debris 
some moisture is retained, migration of these fronts will cause significant latent heat 
exchanges at the depth of the front, which may account for much of the observed change in 
stored heat during spring and autumn. 
These findings imply that the assumption of negligible change in heat storage on a diurnal 
scale is valid, except during seasonal transitions. Additionally, it does suggest that in 
environments where significant rainfall can be expected during the ablation season, this 
should be included in the model. 
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The strong tendency for daily mean temperature profiles to be linear, particularly during the 
summer ablation season, provides convincing evidence that conduction is the dominant form 
of heat transfer in matrix-supported supraglacial diamict (Table 5-6; Figure 5-6d). Non-
linearity of daily mean temperature profiles is much more common during seasonal 
transitions, and following snowfall events, when significant latent heat exchanges are likely to 
occur (Figure 5-6). Thus, the two assumptions of the linearity of daily mean temperature 
gradients and conduction-dominated heat transfer have been shown to hold true for matrix-
supported supraglacial diamict during the glacier ablation season. 
Data collected from coarse, clast-supported material on the Ngozumpa glacier indicates that 
convection may be a significant process within openwork debris. The mean temperature 
profiles (Figure 5-10) suggest that a stable cold layer can exist at depth, as has been reported 
in the case of rock glaciers (Humlum, 1997a). Low daily mean surface temperature in coarse 
debris could result from forced convection of cold, nocturnal air into void spaces, whereas 
daytime heating of the particles is transferred inefficiently by conduction across limited point 
contacts within the debris. Where there is a coarse surface layer, the debris layer may be 
better modelled as a multi-layer system, with the temperature at the interface between 
surface openwork debris, and matrix-supported material at depth determining the conductive 
heat flux to the underlying ice. In the case of Larsbreen, clast-supported supraglacial debris is 
uncommon, but the surface layer at Ghiacciaio Belvedere typically consists of coarse 
particles, one clast deep, overlying the main matrix-supported layer (Figure 4-19). At the 
Ngozumpa Glacier, debris is typically matrix-supported, although fall-sorting was observed to 
have formed a considerable number of localised regions of very coarse clast-supported 
debris. The depth, and total area, of these pockets of coarse openwork debris are not known, 
but it is likely that this spatial variation in particle size will have a significant effect on the 
thermal regime and heat transfer capacity of the debris in these locations. 
In this study, apparent thermal diffusivity (ATD) was calculated using two methods; the 
derivative-plot method (5.2.1.1) and the temperature-wave amplitude method (5.2.1.2). 
However, the results did not reveal one method to be consistently superior, and it proved 
impossible to determine the conditions under which one method might be preferable to the 
other from the datasets collected as part of this study. Both methods were found to be less 
successful at depth in the debris layer, where temperatures are lower and diurnal fluctuations 
are less, than in the surface layers. Analyses suggest that changes in ATD with depth are not 
systematic (Figure 5-18), which lends credence to the depth-averaging approach of 
determining bulk thermal conductivity for the whole layer, 
Calculated values of depth-averaged effective thermal conductivity vary considerably between 
the sample glaciers, with the mean dry thermal conductivity values ranging from 0.62 — 1.34 
W 	 K1  (Table 5-16). These values increase by varying amounts upon saturation, 
depending on the porosity of the material. Thus, in cases where the degree of saturation, and 
porosity, vary spatially over a glacier surface, thermal conductivity could show considerable 
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spatial variation. Temporal variation in effective thermal conductivity occurs on a seasonal 
timescale, due to the dependence of thermal conductivity on temperature (Figure 5-27), and 
also over shorter timescales in response to wetting by rainfall (Figure 5-26). During the 
ablation season at Ngozumpa Glacier, stable thermal conductivity and debris temperature 
gradient become established, and persist throughout the summer. However, within an 
environment that is prone to significant rainfall during the ablation season, the effect of 
moisture on the thermal conductivity may be large (Figure 5-26). 
Values of thermal conductivity calculated from ATD are dependent upon the volumetric heat 
capacity of the medium, which in turn, requires knowledge of the heat capacity of the rock 
type and the porosity and moisture content of the debris cover. Given that these properties, 
and their spatial variation, are likely to be poorly known, calculation of ablation using 
maximum and minimum thermal conductivity is useful for bracketing the plausible melt rate at 
any given glacier. The variability of thermal conductivity between glaciers highlights the need 
to be prudent in the choice of thermal conductivity assigned to material if direct field 
measurements of the thermal properties are unavailable. 
In summary, while it has been demonstrated that effective thermal conductivity can be 
successfully calculated from field measurements of debris temperatures over time, further 
work is needed to: 
1. assess whether the depth-averaging used in this study is appropriate, or if the debris 
layer would be better modelled as a multi-layer conductive system, and 
2. clarify the conditions under which one method of ATD calculation may be preferable to 
the other. 
Agreement between the methods is increased where diurnal variations in debris temperature 
are significant, absolute temperatures are greater, and the meteorological conditions are 
stable (Figures 5-17 and 5-19). Consequently, longer time series of field data will increase the 
likelihood of the data containing a sub-sample of days within which stable weather conditions 
prevailed, on which to perform the ATD and thermal conductivity calculations. A longer time 
interval of temperature sampling is preferable for calculating ATD by the derivative-plot 
method as this overcomes problems associated with the precision of the thermistors (Figure 
5-15). Similarly, if the data are low precision, it may be necessary to smooth the temperature 
waveforms to facilitate the calculation of AID using the temperature wave-form method 
(Figure 5-16). In colder environments, higher precision measurements would improve the 
results obtained. 
7.2.2 Controls on ablation rate 
7.2.2.1 Surface energy balance 
Specific energy fluxes (Figures 5-36 and 5-37), and therefore the specific form of the Ostrem 
curve vary with climatic inputs and debris properties. Model sensitivity analysis (Figure 5-31, 
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5-32, Table 5-19 and Appendix 3) shows that ablation beneath a debris-cover is less sensitive 
to meteorological variables than clean ice ablation is, and that the sub-debris ablation system 
is most sensitive to air temperature. Change in calculated sub-debris ablation in response to a 
1% change in any other input parameter is damped by the model, and amounts to less than 
0.5 mm day" under all but the thinnest debris (Figures 5-31 and 5-32). 
Net long-wave radiation and turbulent fluxes change from positive to negative with increasing 
debris thickness, as surface temperature changes from being less than that of the 
atmosphere where debris is thin, to being greater than that of the atmosphere where debris is 
thick. Net fluxes initially decrease rapidly with increasing zd and then decrease more slowly 
and more linearly with debris thickness beyond —0.5 m (Figure 5-36). For given 
meteorological conditions, a threshold debris thickness exists where surface temperature is 
equal to air temperature. At this value of zd , the system is insensitive to changes in the rate 
of turbulent transfer, as this debris thickness threshold forms a pivot point. Beneath debris 
that is thicker than this threshold, increasing the rate of turbulent transfer causes greater 
energy loss, and beneath debris that is thinner than the threshold thickness, it causes greater 
energy gain, and vice versa is the efficiency of turbulent transfer is decreased (Figure 5-34). 
The resultant downwards conductive heat flux mirrors the variation of long-wave and turbulent 
fluxes with zd . Conductive heat flux is high beneath thin debris, where the vertical 
temperature gradient through the debris is steep and the thermal resistivity is small, and then 
decreases rapidly with increasing debris thickness. Beyond —0.5 m in thickness the 
conductive heat flux decreases gradually with debris thickness 
Wetting the debris layer increases the ablation rate, under the same meteorological 
conditions, because wetted debris has a lower albedo than dry debris, and a higher effective 
thermal conductivity, The sensitivity of the system to albedo value decreases with increasing 
debris thickness (Appendix 3) and so the difference between wet and dry ablation rates 
decreases as debris thickness increases. In contrast, thin debris is relatively insensitive to 
variation in thermal conductivity, but beneath thick debris the response to a change in thermal 
conductivity is almost linear for realistic values of effective thermal conductivity of debris 
(Appendix 3). 
7.2.2.2 The threshold between accelerated and inhibited ablation beneath debris 
A commonly used method of estimating sub-debris ablation employs empirical relationships 
between the ablation rate for clean-ice and that below debris of varying thickness (Kayastha 
et al., 2000; Konovalov, 2000). However, due to regional variation in climate and lithology, 
such approaches are likely to apply only in the area within which they were derived. No 
detailed analysis has been undertaken to determine the factors causing local variation in 
these relationships (e.g. Figure 3-1). 
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In previously published work, maximum ablation, in excess of clean-ice ablation, has 
commonly been found to occur under 2-3 cm of debris (Mattson et al., 1993). However, earlier 
model attempts (Nakawo and Young, 1981) do not reproduce accelerated ablation compared 
to clean ice. In this work, under summer conditions, the model results do not show 
accelerated ablation under thin, dry debris in any of the regions and, under saturated debris, 
ablation is accelerated by thin debris only in the cooler Arctic and Himalayan climates 
(Figures 5-35 and 5-38). In general the modelled ablation maximum for debris-covered ice 
coincides with the minimum prescribed debris thickness, 0.01 m (e.g. Figures 5-41 and 5-47). 
A few studies have found that maximum ablation occurs under very thin debris. For example, 
Kayasatha et al. (2000) found maximum melt under 3 mm of debris and Adhikary et al. (2000) 
found maximum melt occurred under a debris load equivalent to a sub-millimetre debris 
thickness. To ascertain whether peak ablation occurs under thinner debris than prescribed in 
previous model runs, the melt model was run with standard summer meteorological and 
debris conditions, but with very thin debris cover (Figure 7-1). This demonstrates that under 
standard conditions (Figure 5-29), debris in excess of 6.5 mm consistently inhibits ablation 
compared to clean-ice ablation, but debris in the order of a few millimetres does accelerate 
ablation. However, the preservation of a debris layer this thin is unlikely where ablation is 
ongoing, as the fine sediments required to form such a thin debris layer will be redistributed 
by meltwater originating from the ice (see Adhikary et al., 2000; Loomis, 1970; Ostrem, 1959). 
On an annual scale, the ablation gradient model produces maximum ablation under a debris 
layer of 0.01 — 0,02 m thickness at altitudes of 5250-5350 m (Figures 6-10 and 6-17). 
However, monthly break-down of this suggests that ablation is accelerated by thin debris only 
at the beginning and end of the ablation season, and not under midsummer conditions (Figure 
6-11). This, and the fact that the melt-model only produces accelerated ablation under Arctic 
and Himalayan climate suggest that the acceleration of ablation rate by thin debris is limited 
to climatic conditions that are close to the threshold for the onset of clean-ice ablation. Hence, 
empirical measurements of accelerated ablation under debris thickness in the order of a few 
centimetres could be a result of thin debris acting to extend the ablation period, be it on 
diurnal or seasonal timescales, rather than a consistent increase in ablation under all 
conditions. 
This idea was explored further by running the model over diurnal timescales under thin debris, 
for which it can be assumed that the thermal gradient in the debris layer responds almost 
instantaneously and is thus linear throughout the day (Figures 7-2 to 7-6). Comparisons of 
energy fluxes on a daily scale at the Ngozumpa Glacier show that in August, ablation is 
accelerated beneath —1 cm of debris only in the early morning (Figure 7-2) by September, the 
period of accelerated ablation has extended slightly (Figure 7-3), and by November (Figure 
7-4), climatic conditions are such that a —1 cm debris layer accelerates ablation compared to 
clean ice throughout the day. In contrast, at Ghiacciaio Belvedere in August conditions, clean-
ice ablation is greater than debris-covered ice ablation throughout the day and night (Figure 
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7-5). Figure 7-6 shows that the higher rate of ablation of clean ice compared to that beneath a 
thin dry debris cover is due to the fact that sensible and latent heat fluxes to exposed ice are 
up to —200 W m-2 greater than at a debris-covered surface. 
In the early morning, when meteorological conditions are near the threshold for the onset of 
clean-ice ablation, the surface of the debris layer is heated by insolation, while air 
temperature is still relatively low. If the debris layer is thin, this heat is rapidly transferred 
along a steep thermal gradient to the ice beneath, resulting in the onset of ablation before 
clean ice begins to ablate. However, where the debris is thick, melt proceeds at the rate 
determined by the mean daily temperature gradient that persists at depth in the debris. The 
degree to which a thin debris cover accelerates ice-melt on a daily scale is related to the 
relative ablation rates of clean and debris-covered ice, and the duration for which the surface 
temperature of the debris is in excess of the ice temperature. Thus, the daily melt model 
proposed here, based on mean temperature gradients, does not accurately simulate the 
accelerated ablation that may be measured in the field under thin debris cover, although it 
does provide a more accurate prediction of ablation beneath thicker debris layers than 
previous models. This is a significant advance, as on the majority of debris-covered glaciers 
the debris layer has a thickness of several decimetres. 
Ostrem (1959) extrapolated his measured ablation rate curve for thin debris by calculating 
ablation rates on the basis of measured short-wave flux, and all other fluxes calculated as 
though the ice were exposed. However, where accelerated ablation occurs under a very light 
debris load, the debris is likely to have formed discrete clots of debris at the surface (Adhikary 
et al., 2000), and ablation enhancement here is a result of variable net albedo, and small-
scale thermal effects that have not been explored in this thesis. 
In conclusion, it appears that the accelerated ablation rates under thin debris that have been 
observed in the field during ablation seasons are, in most instances, likely to be a result of a 
thin debris cover serving to extend the ablation period, and accelerate ablation of debris-
covered ice during the periods of the day when weather conditions are not optimal for clean 
ice ablation. However, once clean-ice ablation is established during the warmer period of the 
day, or ablation season, even very thin debris generally serves to inhibit ablation. A fully time-
dependent model would enable the timing of accelerated ablation to be examined more 
closely and related to the specific conditions under which debris-covered ice ablation is 
greater than clean-ice ablation. 
7.2.3 Understanding the debris-covered glacier ablation regime 
7.2.3.1 Vertical ablation gradients 
Modelled ablation gradients, using specified climatic inputs and debris distribution appropriate 
for the Himalaya, reproduce the inversion of ablation gradient in the lower ablation zone 
described in section 2.2.2. Ablation gradients produced by the new melt model provide robust 
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input for models of glacier response to climate change and a framework for future empirical 
studies to explore the vertical variation of glacier ablation regimes. 
The form of the ablation gradient is strongly controlled by the vertical debris distribution. The 
numerical model output shows a limited altitudinal range over which ablation is accelerated 
(Figure 6-9). This zone of more enhanced ablation would be expanded if a very thin or 
intermittent debris cover exists at a higher altitude than the main debris cover (Figure 6-14). 
Under a linear debris thickness distribution with altitude, ablation rate is almost constant in the 
terminus region. This is because under the thicker debris found in the near terminus zone, 
ablation decreases in an approximately linear fashion with debris thickness and this 
relationship counterbalances the climatic gradient that acts to increase ablation towards the 
terminus (Figure 6-19). 
Given that the debris thickness corresponding to maximum melt, and the onset of melt 
retardation, have been shown to be strongly influenced by climatic conditions, the vertical 
variation of climate within a glacier system means these thresholds will vary accordingly over 
the altitudinal range of the debris-covered area. Vertical decrease in air temperature will result 
in the thickness of debris under which maximum ablation occurs to increase with altitude 
through the glacier system. Consequently an empirical function derived at one level of the 
glacier should not automatically be applicable to high altitude sites within the same glacier. 
Thus, a numerical treatment of sub-debris ablation, which can account for such spatial 
variation in climate, is likely to produce more reliable results than melt calculations based on 
empirical relationships, even within an individual glacier system, which do not allow for these 
variations and thus produce a different resultant ablation gradient (see Figures 6-9 and 6-15). 
7.2.3.2 Local variations and topographic evolution 
The specific effect of debris on ablation rate will vary spatially within a glacier system 
depending on the local distribution of debris thickness, lithology, particle size and moisture 
conditions. In some basins, debris is composed of a single lithology, but in the case of a 
glacier fed by numerous accumulation basins, variation in the spatial distribution of debris 
type has been shown to have an impact on the spatial distribution of surface lowering (Inoue 
and Yoshida, 1980). Distribution of lithology and moisture conditions can be mapped using 
high resolution remote imagery (Bishop et al., 1995), but determining the spatial distribution of 
supraglacial debris thickness remains problematic. Empirical measurements made in this 
study were limited to point-specific excavations and surveys of existing exposures. This is 
likely to be representative of large-scale debris thickness trends, such as the decrease in 
debris thickness upglacier, as long as sufficient exposures are sampled, and as long as they 
can be considered representative of debris thickness distribution over cone and hummock 
topography (Figure 7-7). However, as this method is limited to exposures, it is unlikely to 
encompass all the local variability in debris thickness. The effect of mis-estimated debris 
thickness depends upon the general thickness of the debris. Figure 7-8 shows that where 
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debris cover is thick (C), a given error in thickness estimation will result in a relatively small 
change in ablation rate, while under thin debris (A), the change in ablation rate will be large. 
The effect of local debris thickness variability was explored in Chapter 6 using a model of 
ablation topography evolution. This model produces topography that is qualitatively similar to 
that observed in the field, and simulates both the sub-debris surface downwasting, and the 
retreat of exposed ice faces. It also reproduces topographic inversion cycles (Figure 6-47). 
Although absolute values of calculated ablation may be inaccurate due to poorly defined 
atmospheric transmissivity and exclusion of diffuse short-wave radiation, comparison of the 
relative rates of ablation produced under different debris distributions and climatic regimes is 
illuminating. 
The ablation season climate in the three field areas is similar (Figure 6-44). Thus, variation in 
ablation over the course of one season can be attributed to the intensity of solar radiation and 
the duration of the ablation season. In all cases, variability in debris thickness increases the 
ablation rate relative to that below a uniform debris layer with the same average thickness 
(Table 6-11). This provides a quantitative treatment of the effect of topography and ice face 
exposures, as noted by Sakai et. al. (1998) and Nakawo and Rana (1999). On the basis of 
model output for the three sample regions, the amount by which variable debris thickness 
increases ablation generally increases with latitude (Table 6-11). However, the factor by 
which ablation rate is altered will vary depending on regional conditions, and the mean debris 
thickness, as well as the specific debris thickness distribution. Thus, it is not possible to apply 
a universal factor by which ablation calculations should be modified to account for topography 
in order to more closely approximate the true ablation. 
Topographic inversion occurs as a result of ice face exposure and rapid ablation of the 
exposed faces of the ice cone. However, where large ice cones exist beneath thick debris 
cover, exposed ice faces may be reburied by debris fans, deposited from the debris layer 
above the ice face, more rapidly than the ice core is removed, and this will result in 
progressive reduction of relief without full inversion cycles. Slope angles measured on the 
Ngozumpa Glacier decrease towards the terminus, which may be indicative of this more 
gradual dampening of surface relief. Topographic inversion was favoured in the mid-latitudes, 
where slopes with different aspects received markedly different insolation over the course of 
an ablation season. Inversion took place by polewards migration of the undulations as ice 
faces orientated towards the equator are preferentially melted (Figures 6-42 and 6-43). 
The specific evolution of ice faces and slope geometry will depend upon the local valley-
shading regime, and is also influenced by changes in sky view as the slopes evolve. Slope 
crests receive a greater amount of both direct and diffuse radiation than lower slopes of the 
same aspect (Figure 6-36). Lower slopes may receive higher long-wave radiation from 
proximal debris slopes, but this has not been well quantified. In addition, wind speed and 
hence turbulent exchanges are likely to be greater at topographic highs, which will increase 
ablation there if debris is thin, but decrease it if the debris is thick (7.2.2.1). 
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In summary, spatial variation in the effect of debris cover of a given mean thickness in 
response to vertical variation in climate can be expected, and consequently, a numerical 
approach that accounts for such glacier-scale variation will be more reliable than empirical 
methods. At smaller scales, ablation rate will vary in accordance with local variation in (a) 
thermal resistivity (caused by spatial variation in debris properties and debris thickness) and 
(b) local energy receipts (caused by ice-surface topography), which results in topographic 
evolution through time (Figure 6-46). Of potentially great significance, is the finding that debris 
thickness variability causes calculated ablation rate to increase compared to that calculated 
using a mean debris thickness by one to two orders of magnitude. In this study, debris 
thickness distribution given by a modified sine function resulted in a change in calculated 
ablation between 592 and 2632% under the conditions of the sample field areas. Clearly, 
variable debris thickness is not only significant to ablation rate, but the significance of the 
variability varies depending on the local debris and climatic conditions. Accounting for this 
within large-scale models is challenging, as determining debris thickness distribution directly 
is impractical, and even using proxy methods, it may be difficult to obtain data of the required 
resolution. 
7.2.3.3 Seasonality 
As demonstrated in 7.2,2.2, the effect of debris on ablation rate over a given time period is a 
balance between the relative rate of clean-ice and debris-covered ice ablation over the course 
of the ablation period, and the duration of their respective ablation periods. This relation holds 
true for both diurnal and seasonal ablation periods. Consequently, empirical relationships 
based on measurements made under one set of climatic conditions, at one time of year, 
cannot be assumed to apply throughout the year in a strongly seasonal climate (Figure 6-15 
and 6-16). As in the case of the vertical climatic gradient (7.2.3.1), this is a strong argument in 
favour of a numerical approach to modelling debris-covered ice ablation. 
7.2.3.4 Ablation response to climatic change in debris-covered glaciers 
In the early stages of debris-cover development, melt-out of debris is greatest in the terminus 
zone, where ablation rate is greatest, and large volumes of englacial sediment may be raised 
through thrusting and folding of ice in the near-terminus zone. Initially debris cover may be 
thin, and serve to accelerate melt, but this accelerated melt will in turn increase the rate of 
debris melt-out at the surface, causing more rapid accretion of debris until the layer becomes 
sufficiently thick to retard ablation. 
The inversion of the ablation gradient under the influence of supraglacial debris means that, 
under a negative mass balance phase, a debris-covered glacier margin tends to stay static, 
while its long-profile surface angle decreases, as opposed to a clean-ice glacier which will 
undergo upvalley terminus migration in response to a negative mass balance regime (Figure 
6-23b). The rate of surface gradient lowering shown in Figure 6-23b, may not be reliable in 
absolute terms as it is based upon the assumption that the ice is at 0°C throughout the year. 
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However, as demonstrated in section 7.1.2.2.2, extended diurnal ablation duration beneath 
thin debris layers will result in a degree of enhanced melt beneath thin debris cover that is not 
accounted for by the melt model, so the overall form of the ablation curve and surface 
lowering progression can be considered valid. 
During a negative mass balance phase, the debris cover expands upglacier, as more debris 
emerges during downwasting. As the debris-covered zone extends upglacier, the area of 
accelerated surface-lowering migrates upglacier with the zone of emerging debris, and the 
area of protected ice, under thick debris, in the lower ablation zone extends upglacier. This 
will cause the accumulation area ratio to change depending not only on climate, but also on 
the evolving area of debris-covered ice, and the evolving thickness distribution within the 
debris-covered area. Lowering of long-profile surface angle occurs in response to an 
upglacier migration of the zone of maximum ablation, regardless of the flow regime of the 
glacier (see Figures 6-24 and 6-27). Variation in the long-profile of a debris-covered glacier 
can be taken as a general indication of the length of time over which is has supported a 
debris cover. For example, Larsbreen retains a predominantly convex long-profile, while 
Ghiacciaio Belvedere shows a concave long-profile, and at the Ngozumpa Glacier the 
ablation zone consists of several kilometres of very low-angled debris-covered ice (Figure 6-
8). However, this will also be influenced by the concentration of englacial debris, the pattern 
of melt-out, the rate of ice melt and ice velocity. 
Given that thin debris accelerates ice melt under colder conditions, a cooling of climatic 
conditions could result in a situation where ablation at a given altitude on the glacier can only 
occur under thin debris. Thus the presence of debris may allow ablation to continue in 
conditions under which clean ice would not ablate. This effect will be especially significant if 
there is an extensive zone of thin debris cover, or where established glacier karst creates 
numerous areas of thin debris cover. Similarly, at altitudes where conditions still allow clean 
ice ablation, the relative shortening of the clean-ice ablation period may not be matched by a 
contraction in the period during which debris covered ice is ablating at a greater rate than 
clean ice. Thus, ignoring the effect of accumulation, under climatic cooling debris cover may 
serve to counteract the positive mass balance effect of a decrease in air temperature, 
resulting in debris-covered glaciers having a less positive mass balance than clean ice 
glaciers. However, under thick debris in cold climates, melt could cease if debris thickness 
reaches the depth of the active layer of the surrounding permafrost (see Equation 3-31 and 
e.g. Berg, 2002). Thus, depending on the distribution of debris thermal resistivity, and specific 
climatic conditions, surface debris may serve to dampen the glacier mass balance response 
to both positive and negative climate excursions. Climatic changes will also affect the 
accumulation regime and, under cooler conditions, snow cover over the debris-covered 
surface may be thicker and will be longer-lived, than under warmer climatic conditions, which 
will limit the duration over which both ice and debris surfaces are subject to melting. If the 
duration of lying snow curtails the period by which thin debris accelerates melt, then it may 
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prevent thin debris from accelerating ablation. Furthermore, changes to the accumulation 
regime will alter the glacier flow regime and thus the vertical debris thickness distribution. 
In summary, this work suggests that in order to fully understand the debris-covered glacier 
system it is critical to improve our understanding of the co-evolution of debris, ice flow and 
mass balance. A coupled mass-balance-ice flow model is required to predict the response of 
debris-rich glaciers to long term changes in climate. Determination of past climates from the 
response of debris-covered glaciers is particularly difficult, as the timing of initial debris-cover 
development is unclear. However, future development of debris-covered glaciers can be 
modelled if some measurements, or reliable estimates, of englacial debris concentration can 
be made. 
7.3 Model limitations and potential 
7.3.1 Model limitations 
There are several important limitations to the model developed in this thesis, relating to the 
validity of model assumptions and input parameterisation. 
One of the principal weaknesses of the model is that it only applies where ice can be 
assumed to be isothermal at melting point. This may not apply under cold climates (7.1), or at 
the start of the ablation season, when surface ice may be below the melting point due to the 
penetration of a winter cold wave. In addition, the model does not account for sporadic 
snowfalls that may occur within the ablation season under some climatic conditions. Snowfall 
has an instantaneous effect on albedo, and will rapidly affect the thermal gradient through the 
debris layer. Subsequent snowmelt will have a secondary effect on both the thermal and 
optical properties of the layer, and these effects have not been accounted for within the 
model. 
The following simplifying assumptions were made with regard to the input parameterisation 
for the modelling component of this work, due to limited data availability: 
(1) air temperature lapse rate in mountain terrain is assumed linear and known 
(2) air pressure is assumed constant at a given elevation and can be determined by the 
lapse rate of a standard atmosphere; 
(3) surface roughness is taken as a standard value 
(4) the bulk aerodynamic approach is assumed satisfactory for debris-covered glacier 
surfaces 
(5) moisture content of the debris was taken to be either fully saturated or completely dry 
Sensitivity testing showed that the modelled ablation rate was relatively insensitive to both air 
pressure variation and aerodynamic roughness length, so points two and three should not 
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have a large impact on the results. However, in comparison, the model is highly sensitive to 
air temperature, so the simple assumption of constant linear lapse rate in air temperature is a 
major limitation to the model. 
The unknown nature of moisture conditions in the debris layer was addressed by producing 
maximum and minimum ablation scenarios based on either saturated or dry debris conditions, 
which bracket the ablation resulting from intermediate moisture conditions. 
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Assessing the true accuracy and error of the modelled results is made problematic by the 
coarse estimates for some of the input data. In order to assess the accuracy with which this 
model represents the physical system, it would be useful to undertake longer-term validation 
studies using meteorological data of known error parameterisation, and debris of known 
thermal properties. 
7.3.2 Model potential 
In order to accurately predict, or indeed retrodict, glacier response to climatic changes in 
environments where debris fluxes are high, it is imperative that the accumulation, burial and 
surface accretion of transported debris is accounted for, as previous studies have determined 
that debris cover, ablation rate and flow velocity are systematically linked (Kirkbride, 1995), 
and as yet there is no means of accounting for these inter-relationships within current glacier 
models. 
The ablation gradient model as it stands seems sufficiently robust that it could be linked to a 
glacier flow model (e.g. Van de Wal and Oerlemans 1995) to accurately model the 
downglacier flux of surface debris. Linking calculated ablation gradients using realistic debris 
distributions and englacial debris concentrations, with a flow model would enable the rate of 
debris melt-out to be linked explicitly to the evolution of debris-thickness distribution. Such 
data would allow realistic long-term runoff predictions for debris-covered glaciers to be made. 
This is not only of glaciological interest, but would provide vital data for environmental 
resource management schemes in glaciated regions. 
Furthermore, a model producing glacier-scale calculations of sub-debris ablation under the 
influence of an evolving debris-cover allows predictions of manner in which the debris-
covered glacier long-profile will evolve over time in response to debris melt-out, and 
concentration of debris towards the ice terminus over time. This would provide an important 
tool for long-term glacier lake outburst flood (GLOF) hazard prediction by constraining the 
time period over which the surface angle of a debris-covered glacier will lower to reach the 
10° threshold, at which small supraglacial ponds have been observed to develop, and the 2° 
threshold, below which the development of large ice-contact lakes is likely (Reynolds, 2000). 
At present, work to prevent hazardous GLOF's is concentrated on existing potentially 
dangerous lakes. However, making such lakes safe is both costly and logistically challenging, 
and the prospect of being able to identify potentially hazardous glacial systems and use light 
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engineering solutions to prevent the development of dangerous lakes is a more affordable 
and sustainable option. 
In addition, a coupled mass-balance glacier-flow model could be used to explore the manner 
in which glacial systems switch between being debris-covered and non debris-covered in 
response to climate change over long timescales. While this does not completely solve the 
problem of determining when an individual glacier developed a debris cover, such modelling 
will help determine the timescales over which a debris-cover can accumulate. This will be 
useful for reconstructing former climates from glacial deposits in areas where debris is likely 
to play an important role within the glacier system. 
The melt model performs well under the specified conditions of temperate ice (7.1). The 
accuracy of the model under cold climatic conditions could be improved by modifying the 
model to account for heat flux into a sub-zero ice body if ice temperatures are known, or can 
be reliably estimated. This would mean the model could be applied to ice in cold regions, 
such as Antarctica to explore the role of surface debris on ice sheet and ice shelf dynamics. 
In addition, as the melt model shows a greater degree of accuracy than previous models 
(7.1), it may prove a more useful tool for determining spatial distribution of debris thickness 
from thermal imagery of a glacier surface. The model could be modified to iterate for a given 
debris thickness on the basis of a mean surface temperature. However, given the small-scale 
variability in radiation fluxes and debris thickness, this would be likely to require high 
resolution, airborne thermal images of a glacier surface, repeated throughout the diurnal 
cycle, to be used in conjunction with a detailed surface elevation model if accurate data are to 
be produced. 
The results of modelling ablation topography suggests that further exploration into the effect 
of debris and surface variability on total ablation rate would be useful for improving 
calculations of ablation from debris-covered glaciers. Furthermore, the model could be used 
as the basis from which to develop a three-dimensional model of debris-covered ablation area 
evolution by a process of differential ablation. Where a detailed ground survey or remotely 
derived digital elevation model could be provided, this could be used to calculate sky view 
factors at a network of points. Ablation at individual slope facets could be calculated using 
time-dependent vectorial calculations of the angle of incidence of solar beam at the debris 
surface. This would allow the influence of spatial variability on total ablation to be more fully 
explored, and also has the potential to be an additional tool for predicting potential 
supraglacial lake evolution. The manner in which surface relief develops appears to show 
latitudinal dependence, and, as supraglacial pond formation in contingent on the formation of 
closed basins, this could have implications for those assessing the potential for GLOF 
occurrence in glaciated regions throughout the world. 
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7.4 Future research 
One of the greatest areas of uncertainty in the modelling work undertaken is the assumption 
of a fixed, linear air temperature gradient with altitude, a relationship that may not apply in 
mountainous regions, within which local circulation patterns may maintain atmospheric 
conditions that are far from standard. The assumption of altitude-dependence of 
meteorological parameters, particularly in the case of debris-covered glacier environment has 
been questioned previously (Fujita and Sakai, 2000), but remains widely used. In glacierised 
valleys, the contrasting ground conditions of ice-covered and exposed surfaces may induce 
local convection currents, the significance of which is unknown. To date, no comprehensive 
study of the horizontal and vertical trends in climate across a debris-covered glacier have 
r 
	 been undertaken, and so the specific impact of a debris-covered ice body is also unknown. 
In Chapter 3, the bulk aerodynamic approach to calculating turbulent fluxes was outlined, and 
its dependence on stable atmospheric conditions was noted. Here, it has been assumed that 
approximate stability occurs on a diurnal scale, but as yet, no detailed work has been 
undertaken on the best way to parameterise the detailed turbulent energy fluxes over 
complex terrain, as found on debris-covered ablation zones. Specifically, the bulk 
aerodynamic approach assumes a significant, unobstructed fetch, which is unrealistic for 
many valley glacier environments. 
ti 	 Addressing these two aspects of meteorological input quantification should be the focus of 
immediate effort, because the validity of this and future modelling hinges upon these 
assumptions being valid. Improving both these input parameterisations requires empirical 
data collection. The former could be tackled by installing a number of meteorological stations 
within a debris-covered glacier catchment to determine the vertical variation of meteorological 
conditions directly, and the latter could be explored by making direct measurements of eddy 
diffusivity over glaciated surfaces supporting different textures of surface debris, and 
contrasting surface relief. 
Determining spatial variation in debris properties remains problematic. It would be useful to 
determine the thermal conductivity for a wider sample of supraglacial debris to characterise 
the likely range of this parameter, such that one could select a value with reasonable 
confidence without having to make measurements at each glacier. Bishop et. al. (1995) 
demonstrated how automated processing of satellite data can be used to determine the 
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	 distribution of debris lithology within a debris-covered area, and although such approaches 
have not been employed within mass balance modelling of debris-covered glaciers as yet, 
they are likely to increase the accuracy of modelled output by allowing for variation in thermal 
properties. However, determining the debris thickness, particularly at glaciers, such as the 
Ngozumpa, where debris thickness can be observed to vary widely is perhaps a more 
pressing concern. Electromagnetic surveying using an EM38 proved an unsuccessful method 
for determining debris thickness in the case of the Ngozumpa Glacier but successful 
application of electromagnetic tomography in other cases (Pant and Reynolds, 2000) 
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suggests that such geophysical techniques can be used to determine the spatial distribution 
of supraglacial debris thickness. In the case of the Ngozumpa, the presence of iron-bearing 
rocks within the debris layer may be the cause of the poor results from this survey, and an 
instrument with more widely spaced dipoles, such as a Geonics EM31, or the use of ground 
electrodes is likely to produce better results (R. Bates; B. Kulessa, pers. comm.). 
Longer-term model testing and validation experiments would be useful, as the validation in 
this thesis is somewhat limited, and a larger dataset would enable some of the controls on 
ablation rate to be explored more fully. The model results presented here suggest that the 
temporal distribution of melt relations is of great importance (7.2.2). The development of a 
fully time-dependent melt model would allow the physics of the supraglacial debris system to 
be analysed more fully, and permit quantified assessment of how the diurnal mean model 
performs in comparison to a time-dependent model. Furthermore, such a model could be 
constructed to encompass heat flux processes though stratified debris layers, and be used to 
model the penetration of freeze and thaw fronts through debris, which would allow ablation 
seasons to be accurately delimited. 
7.5 Concluding comments 
The findings of this research demonstrate that the effect of surface debris on glacier ablation 
rate cannot be simply taken as a fixed transform function from the rate of clean-ice ablation. 
Instead, the effect of debris on point-specific melt is a function of climatic conditions and the 
nature of the debris. Both meteorological conditions and debris properties vary temporally and 
spatially. Consequently, the relationship between debris thickness distribution and the manner 
in which sub-debris ablation differs to clean ice ablation rate will vary spatially within a glacier 
system and between glaciers, and temporally over the annual cycle and during progressive 
climate change. This finding is a strong argument in favour of the numerical modelling 
approach to calculating debris-covered glacier ablation, as adopted in this thesis, instead of 
the simpler empirical approaches that have thus far been favoured. 
The numerical melt model developed here, requires only simple meteorological input data, 
and is easy to implement. The assumptions made about the thermal properties of supraglacial 
debris that are used within the model have been shown to hold true during most ablation 
conditions and consequently model performance is considerable better than previous models. 
In addition, the model provides, for the first time, a numerical solution for debris surface 
temperatures and so allows all surface energy fluxes to be incorporated. It has been 
demonstrated that the model can be successfully applied to address glaciological problems 
within debris-covered glacier systems, and as such it is a significant development, and has 
great potential as a tool with which to further investigate debris-covered glaciers, and their 
interaction with past and future climates. 
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DELTA-T DEVICES 
The DL2e is a versatile, programmable 
field data logger, well suited to remote site, 
industrial and laboratory applications. Easy 
to operate, the DL2e system offers a wide 
choice of sensors, logging intervals, data 
collection and analysis facilities. 
DL2e DATA LOGGER 
PRODUCT INFORMATION 
Proven versatility Chosen by thousands of 
customers worldwide across science and industry, the 
DL2e is a highly versatile, rugged and portable data 
logging system that offers impressive performance and 
ease of use at low cost. 
The DL2e is supplied with the Ls2Win software 
package. This sets up logging sessions, sensor libraries 
and conversions from raw readings to physical units, and 
controls the collection of stored data via the DL2e's RS-
232 serial interface. 
Once set up, the DL2e acquires data 
independently and automatically. 
• Battery powered, weatherproof, rugged 
and portable 
• Logs DC, AC, Resistance, Counter, 
Frequency and Status channels 
• Simple GSM Modem connections and 
automatic data collection from remote 
sites 
• • Memory for up to 128k readings 
• Easy programming with new Ls2Win 
32-bit Software 
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Expandable As  standard, the DL2e 
includes a 15/30 channel DC analogue input 
card, 4 resident channels (2 digital inputs and 2 
relay outputs), and memory for over 64,000 
(64k) timed readings. An extra RAM chip extends 
this to 128k readings. Input cards and extra RAM 
are easily fitted by the user. 
Suitable for most sensors The DL2e 
measures DC and AC voltage, current, resistance, 
logic state, pulse train and contact closure inputs, 
in almost any configuration (see panel on page 2). 
During programming, each channel can be set up 
with an individual sensor type and range, a data 
conversion characteristic, reading frequency from 1 
second to 24 hours, and limits above or below which 
a flag is set or an output relay switched. 
Logging sequences may be started at a preset time 
and date, or by an external event, and can be repeated 
as many times as desired. The DL2e also provides for 
sensor excitation and warm-up, control outputs, and 
malfunction warnings. 
159 
DL2e Data Logger - reliable, flexible data I 
Data handling 
Engineering units Where base measure-
ments of voltage, resistance, current and 
count must be converted to physical units, 
the DL2e includes a library of conversions 
into appropriate units for many popular 
sensor types. Using the Ls2Win software, 
users may also program the DL2e with their 
own nonlinear conversions in the form of 
look-up tables, and specify linear readings 
conversions in the form y = mx + c. 
Compression saves memory space by 
recording only the average, maximum or 
minimum reading for that channel in a 
Measurement configurations 
Single-ended voltage up to ±2V DC For 
general purpose voltage measurement 
where a common earth is acceptable, use 
the LAC1 in 30 channel mode. 
Differential voltage up to ±2V DC Advised 
for low level signals, such as thermocouples, 
or where signals are susceptible to electrical 
noise. Use LAC1 in 15 channel mode, or 
alternatively LFW1. Can also be used in a 
fully floating configuration where there is an 
existing connection to the DL2e earth. 
Voltage up to :50V DC Fit LPR1 or LPR1V 
cards with precision divider resistors in 
series with LAC1 cards. 
AC voltage up to 2V rms True rms AC 
voltage measurement is provided by the 
ACD1 card, which accepts 15 input channels. 
Current Fit precision shunt resistors across 
Logger terminals, or to LPR1 or LPR1V 
card(s) in series with LAC1 card(s). 
Resistance 10ki2 to 1MS2 An LAC1 in 15 
or 30 channel, 2 wire resistance mode is 
quite suitable. 
Resistance 1000 to 10k11 At lower 
resistance values, it is better to use an LAC1 
in 15 channel mode with 3 wire resistance 
connection, or an LFW1. 
Resistance <50012 For small resistance 
values, for best precision, or where cable 
resistance is significant compared to the 
measured value, use 4 wire measurement 
with the LFW1 card. This is also recom-
mended when measuring small changes 
from a precise base value, e.g. with Pt100 
sensors. 
AC resistance Sensors such as gypsum 
blocks and granular matrix soil moisture 
sensors require AC excitation to prevent 
polarisation. Use an ACD1 card with ACS1 
excitation source. 
Bridge measurement For small resistance 
changes with no well defined base value, e.g. 
strain gauges, use LFW1 in full, half or 3 wire 
bridge mode. 
Potentiometers For sensors such as 
displacement transducers, the LFW1 provides 
excitation for potentiometric measurement. 
Time Period, Frequency, Event Count 
Sensors producing a logic level pulse or 
contact closure output can be connected to 
a resident digital input, or to a DLC1 card. 
selected period from 5 
seconds to 24 hours, 
instead of every reading. 
Flags can be used to show 
a faulty, noisy or out-of-
range reading, or can show 
a reading above or below 
preset limits for that sensor 
Logger 
configuration 
The DL2e system offers 
AC, DC, 4-wire and digital 
input cards, and cards for 
input attenuation and 
protection. The standard 
logger case can accept 
four cards of mixed type. 
For configurations of five 
or six cards, a case height 
extension LMCK1 is 
available. 	 All 	 options 
maintain IP65 sealing. 
Logger task set up, data handling, and 
stored data collection are all carried out via 
a PC using the Ls2Win software supplied. 
Analogue measurement 
For all voltage, resistance and current 
measurements, the DL2e automatically 
selects from four ranges with a resolution 
of 12 bits plus polarity sign. The DL2e 
accommodates up to 60 analogue 
channels, logged at a maximum 10 
channels/second. 
All analogue input cards offer a basic 
maximum input range of ±2V (2V rms for 
ACD1), which may be extended by using 
attenuator or input protection cards. 
Standard Analogue Card, type LAC1 
Provides measurement of 30 channels of 
single-ended voltage, or 2-wire resistance, 
or 15 channels of differential voltage, or 3-
wire resistance. 
4-Wire Card, type LFW1 
Provides 12 channels of 4-wire measure-
ment, virtually eliminating errors due to 
cable resistance when measuring low value 
resistances such as Pt100 sensors. 2 
LFW1 cards may be installed in the DL2e, 
giving a maximum of 24 4-wire channels. 
The LFW1 also provides 1-4V excitation for 
bridge-connected sensors such as strain 
gauges and load cells, and for 
potentiometric sensors such as some wind 
vanes and displacement transducers. 
An Input Protection Card can be used 
with the LFW1 for input protection, but not 
for signal conditioning. 
AC/DC Analogue Card, type ACD1 
Provides 15 measurement channels which 
may be individually configured for AC 
voltage (true rms), DC voltage 
(differential), 2- or 3-wire resistance, or 
thermocouples. 
DL2e loggers are ideal for meteorologica 
applications. Delta-T can supply complete weather 
stations including masts. 
Built for all environments 
Weatherproof, rugged and portable 
The DL2e is a true stand-alone unit, operating 
without inconvenient external power supplies, 
memory modules and connector housings. 
The main case is protected to IP65 rating, 
which states that "water hosed against the 
enclosure shall have no harmful effect". Sensor 
connections are housed in a weatherproof 
compartment on the side of the case. 
Power supply options: 6 M alkaline cells 
power the DL2e for up to 1 year, or until 
500k readings have been taken. If required, 
an external 7-15V DC power supply can be 
connected via a weatherproof socket. Solar 
power options are available. 
Easy sensor connection: A screwdriver is 
the only tool needed for connecting sensors 
to the numbered screw terminal connector 
blocks. As these plug into the logger's 
terminal panel, it is easy to detach the DL2e 
from its sensors. For thermistors or other 
resistance sensors, the DL2e supplies its 
own current excitation. 
Data security: Every aspect of the DL2e 
design gives priority to data security. 
Readings are stored in highly reliable double 
battery-backed RAM. A password facility can 
prevent unauthorised interruption of logging 
and erasure of data. 
Input protection: All DL2e input channels 
are protected against brief high voltage 
pulses. In extreme conditions, analogue input 
protection can be improved with the optional 
Input Protection Card type LPR1V, fitted with 
transient absorbing varistors. 
On-site checking: The Logger's LCD can 
show instantaneous output from any sensor 
in engineering units. It can also show battery 
and memory status, and report on any 
sensor malfunctions which may have 
occurred during logging. 
ti 
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AC Excitation Source type ACS1 
Applies excitation and signal conditioning 
to sensors such as gypsum blocks and 
granular matrix soil moisture sensors. 
Attenuator Card, type LPR1 
Enables mounting of precision resistors for 
use as voltage dividers or current shunts. 
Maximum 30 channel capacity. The Input 
Protection Card, type LPR1V, is the 
same with the addition of transient 
absorbing varistors across each channel. 
Digital Signals 
Counter Card, type DLC1 
Provides 15 pulse or event counting 
channels, with 16-bit capacity (total counts 
65472). Maximum 62 counter channels, 
including the 2 resident digital inputs. 
Frequency measurements 
The DL2e can interpret data from counter 
channels as a frequency or rate, by 
averaging the logged count over the 
recording interval. 
Resident channels 
Two digital inputs and two relay outputs are 
built into the DL2e. The inputs may be used 
for logging digital logic level or switch 
contact status, for pulse count and 
frequency measurement, or for recording 
the occurrence of events and for triggering 
logging sequences. The outputs provide 
volt-free changeover contacts for alarms, 
sensor power and warm-up, or control. 
Ordering information 
The DL2e system has numerous options, 
accessories and spares, all of which are 
detailed in the current price list. 
A DL2e minimum system package is 
available which includes the DL2e logger 
fitted with LAC1 input card and 64k 
readings memory, logger/PC configuration 
software type Ls2Win, an RS-232 serial 
cable and comprehensive user manual. All 
DL2e accessories are fully compatible with 
the earlier DL2 logger system. 
Using the DL2e with a hand-held computer 
In addition to the new Ls2Win Software, optional 
Attach software allows a Psion Workabout 
(hand-held terminal) to collect data and load 
configurations into the DL2e. Attach can be 
downloaded from our website free of charge. 
Logging tasks are set up using a PC and 
the Ls2Win software, via the logger's RS-
232 serial port. Data collection can be 
handled without disturbing logging 
Ls2Win contains four integrated software 
modules: 
Program and Sensor Library Editors 
The standard sensor library contains 
entries for most standard sensors and 
Delta-T sensor types; these include 
application hints and wiring details. Entries 
for new sensor types can be quickly 
added. The Program Editor lists all 
available channels and makes it easy to 
pick a sensor type, logging interval and 
other options. 
Dataset Import Wizard 
uses the power of Excel to 
directly import, display and 
graph datasets. The 
Wizard guides the user 
through importing datasets 
into a Worksheet. User-
configured Excel templates 
can be used to create 
daily, weekly or monthly 
graphs. Ls2Win can also 
be used to generate Excel 
graphs automatically. 
Dataset Viewer 
Alternatively, with the 
Dataset Viewer, it is 
possible to avoid using 
Excel. The logger datasets 
are converted into comma 
separated ASCII .dat files, 
for importing into most 
data analysis applications. 
DL2 Control Panel provides com-
munication facilities for the DL2e. 
It can monitor logger status, dataset 
status and display realtime readings for 
any sensor. 
Modems DL2 Control Panel also manages 
modem communications, and provides easy 
pre-configured desk-top connections using 
any installed modem. GSM modems enable 
cable-free, worldwide communication with 
DL2e Data Loggers. Data can be collected 
on demand or alternatively: using 
Windows Scheduler and a GSM phone 
or land line connection, you can 
automatically collect data from one or 
more loggers at regular intervals. This 
is also also known as "polling". 
Ls2Win - Software Tools for the 
DL2e Data Logger 
• automatically poll data from multiple sites 
• program, interrogate and control the logger 
• retrieve and display recorded data 
• import data into Microsoft Excel or Access 
Upgrading your existing DL2e Logger 
Ls2Win is included free of charge with all new DL2e purchases, it is also available as a 
software upgrade for existing DL2 and DL2e loggers. In most cases, even loggers over 
10 years old can be upgraded (if the installed PROM is earlier than version 2.12, a new 
PROM will also be required). Ls2Win will be compatible with all existing datasets, sensor 
libraries and logger configurations. 
If you decide to upgrade, it makes sense to also consider a factory recalibration of your 
logger, which should ideally be carried out every one or two years. 
Logger upgrades, PROMs and recalibrations are all reasonably priced - please enquire 
for further details. 
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INPUT PROTECTION 
ATTENUATOR CARD, 
LPR1 
INPUT PROTECTION 
CARD, LPRIV 
DL2e Specifications 
Logging 
1, 5, 10, 30 seconds, 1, 5, 10, 30 minutes, or 1, 2, 4, 12 or 24 hours, programmable for each channel. Readings can also 
be reduced to averages, maxima or minima at these intervals. Typically 10 channels per second in total. 
60 channels maximum, depending on input cards installed, plus 2 resident digital inputs and 2 relay outputs. 
Analogue Inputs 
Each LAC1 multiplexer card can select analogue inputs from: 
Either: 	 15 channels of differential voltages and/or 3-wire resistances 
Or: 	 30 channels of single-ended (common ground) voltages and/or 2-wire resistances 
Directly measures voltages up to ±2V or resistances <1MQ. Voltages up to ±50V and currents can be measured using 
precision divider or shunt resistors mounted directly on the input screw terminals, or on an LPR1 or LPR1V card. 
Each LFW1 card can handle up to 12 bridge, potentiometric, differential voltage or 2- or 4-wire resistance sensors. 
4-wire resistance measurements virtually eliminate cable resistance errors. 4-wire Pt100 platinum resistance thermometers, 
(e.g. DIN 43760/8S1904 types) are measured over -200 to +850°C. In the -17 to +57°C range of Logger and 
Pt100 temperature, resolution of 0.01°C and accuracy of ±0.2°C are obtained. 
Each ACD1 card provides 15 measurement channels which may be individually configured for AC voltage (true rms), DC voltage 
(differential), 2- or 3-wire resistance. DC and resistance specifications are the same as for LAC), 
Full Scale 
	 Resolution (12 bits + sign) 
4 ranges, user-selected 	 Range 1: t4mV 	 IRV 
or autoranged: 	 Range 2: ±32mV 
	 8jtV 
Range 3: ±262mV 	 640 
Range 4: ±2,097V 
	 0.5mV 
Logger temperature 
	 15 to 25°C 	 -20 to +60°C 
Full scale error 
	 ±0.07% (0.04%) 
	 ±0.2% (0.1%) 
Long term stability 	 ±0.25% (0.02%) over 1 year 
Differential offset 	 ±10µV (3pN) ±0.02% 
	 ±12RV ±0.02% 
Noise 	 (0,2pV rms) 
Input impedance 	 100MQ approx. 
Common Mode Range 	 ±2V or ±1.05V if "+° input is closer to logger DV than ' 
Common Mode Rejection Ratio (140dB), on voltage range 1 
Input level 
	
Sinusoidal signals 	 Sinusoidal signals 
(mV ac rms) 	 45.60 Hz, -20 to +60°C 	 65-1000 Hz 
0 to 10 
	
Reads zero in this range 	 Reads zero in this range 
10 to 50 	 ±3mV 
50 to 100 
	
±0.6% reading ±0.25mV 	 r ±0.6% reading 
100 to 2000 
	
±0.6% reading 
Autoranging 12-bit voltage readings with programmable 2, 20, 200 or 2000pA excitation, giving 1;012 full scale, or better 
than 0.0152 resolution on lowest range 
As voltage readings, with additional errors: 
Logger temperature 	 15 to 25°C 	 -20 to +60°C 
2µA excitation 	 ±0.3% reading 	 ±0.6% reading (to +50°C) 
other excitation currents 	 ±0.05% reading 	 ±0.1% reading 
2-wire LAC1, ACD1 	 ±552 typical 
	 ±51 typical 
Analogue inputs withstand ±15V continuously, and much higher voltages in brief pulses (500V 1.2/50Rs), For additional 
protection, see LPR1V below 
For use with Standard Analogue Card LAC) only. Provides socketed positions for mounting signal conditioning resistors to 
30 channels. Resistor positions may be left vacant or resistors fitted in shunt or divider configuration, for measuring currents 
up to 0.1A or voltages up to ±50V respectively 
Connects transient-absorbing varistors to 30 Standard Analogue Card inputs, or 12 4-wire card inputs, for input protection to 
2kV 1.2/50µs. Also provides socketed resistor positions for signal conditioning, but only when used with LAM (as LPRI 
above). Can cause significant inaccuracies when measuring resistances >100k52 
Digital Inputs and Outputs 
All loggers have 2 resident 16-bit counter channels that continuously monitor logic levels or switch closures, logging digital 
status, counts or frequency (up to 100Hz), or for triggering special logging sequences 
Each DLC1 card provides up to 15 extra 16-bit counter or frequency channels. Maximum frequency: 500Hz for switch closures, 
500kHz for 5V logic level signals. Every channel can record up to 65472 counts over the logging interval. 
2 SPOT relays for powering up sensors, or for providing alarms or malfunction warnings. 1A, 24V rating. 
Other Specifications 
The DL2e converts readings into engineering units using look-up tables or a linear conversion y = mx + c. User expandable 
sensor library includes Delta-T sensors (pages 15-18), Platinum Resistance Thermometers, Thermistors (Fenwal 2K, 2K252, 
IOK and 100K types), and Thermocouples (types J, K and T). Cold junction temperature is measured at isothermal terminals. 
A 2-line LCD shows instantaneous output from any sensor (in engineering units if appropriate), time, battery and memory 
condition, and status messages, without disturbing logging. 
Highly reliable CMOS RAM, double battery-backed, Expandable from 64k readings (standard) to 128k. Automatic RAM check. 
ASCII, easily loaded into many spreadsheets and other packages, e.g. Excel, Lotus 1-2-3. Transmitted readings are date/time 
stamped, and labelled in engineering units with errors flagged. Data files created by the LS2e software are comma separated. 
RS-232 serial, up to 9600 baud. Up to 10000 readings transferred per minute without disturbing logging. 
6 internal AA alkaline cells typically provide power for 500k readings, or 24 hours' operation using the keypad/LCD or RS-232 
interface, or 12 months' quiescent operation. An external 7-15V DC supply can be used, with the alkaline batteries providing 
a back-up. The internal lithium cell will retain data for 2 months in the event of a power supply failure. 
Operating temperature: -20 to +60°C. IP65 weatherproof main case with desiccant and humidity indicator. 
Tested to comply with EN 50081-1 and EN-50082-1 (1992) harmonised emissions and immunity standards 
280 x 220 x 140mm / 2.7kg. 
LOGGING INTERVAL AND 
SPEED 
INPUT CHANNELS 
STANDARD ANALOGUE 
CARD, LAC1 
4-WIRE CARD, LFW1 
AC/DC INPUT CARD, 
ACD1 
VOLTAGE READINGS 
DC Accuracy 
(typical figures 
in brackets) 
AC Accuracy 
RESISTANCE READINGS 
Accuracy 
DIGITAL INPUTS 
COUNTER CARD, DLC1 
RELAY OUTPUTS 
PROCESSING 
OF RAW READINGS 
DISPLAY 
MEMORY 
DATA FORMAT 
INTERFACE 
POWER 
ENVIRONMENTAL 
EMC CONFORMITY 
SIZE/WEIGHT 
input 
Non-sinusoidal signals 
Crest factor 1.0 to 1.7 
Reads zero in this range 
}
maximum additional 
error ±1.0% reading 
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CR510 Specifications 
Electrical specifications are valid over a -25° to +50°C range unless otherwise specified; non-condensing environment 
required. To maintain electrical specifications, Campbell Scientific recommends recalibrating dataloggers every two years. 
PROGRAM EXECUTION RATE 
System tasks Initiated in sync with real-time up 
to 64 Hz. One measurement with data transfer is 
possible at this rate without interruption. 
ANALOG INPUTS 
NUMBER OF CHANNELS: 2 differential or 4 
single-ended, individually configured. 
RANGE AND RESOLUTION: 
Full Scale 
Input Range (mV) 
Resolution (p1') 
Differential 	 Single-Ended 
32500 333 666 
±250 33.3 66.6 
325 3.33 6.66 
*7.5 1.00 2.00 
32.5 0.33 0.66 
INPUT SAMPLE RATES: Includes the measurement 
time and conversion to engineering units. The 
fast and slow measurements integrate the signal 
for 0.25 and 2.72 ms, respectively, Differential 
measurements incorporate two integrations with 
reversed input polarities to reduce thermal offset 
and common mode errors. 
Fast differential voltage: 	 4.2 ms 
Slow differential voltage: 	 9.2 ms 
Differential with 60 Hz rejection: 25.9 ms 
ACCURACY: ±0.1% of FSR (-25° to 50°C); 
30.05% of FSR (0° to 40°C); 
e.g., 30.1% FSR = 35.0 mV for 32500 
mV range 
INPUT NOISE VOLTAGE (for 32.5 mV range): 
Fast differential: 0.82 pV rms 
Slow differential: 0.25 pV rms 
Differential with 
60 Hz rejection: 0.18 pV rms 
COMMON MODE RANGE: 32.5 V 
DC COMMON MODE REJECTION: > 140 dB 
NORMAL MODE REJECTION: 70 dB (60 Hz with 
slow differential measurement) 
INPUT CURRENT: 39 nA maximum 
INPUT RESISTANCE: 20 Gohms typical 
ANALOG OUTPUTS 
DESCRIPTION: 2 switched excitations, active only 
during measurement, one at a time. 
RANGE; *2.5 V 
RESOLUTION: 0.67 mV 
ACCURACY: 32.6 mV (0° to 40°C); 
±5 mV (-25° to 50°C) 
CURRENT SOURCING: 25 mA 
CURRENT SINKING: 25 mA 
FREQUENCY SWEEP FUNCTION: The switched 
outputs provide a programmable swept frequency, 
0 to 2.5 V square wave for exciting vibrating wire 
transducers. 
RESISTANCE MEASUREMENTS 
MEASUREMENT TYPES: The CR510 provides 
ratiometric bridge measurements of 4- and 6-wire 
full bridge, and 2-, 3-, and 4-wire half bridges. 
Precise dual polarity excitation using any of the 
switched outputs eliminates dc errors. 
Conductivity measurements use a dual polarity 
0.75 ms excitation to minimize polarization errors. 
ACCURACY: ±0.02% of FSR plus bridge errors. 
PERIOD AVERAGING MEASUREMENTS 
DEFINITION: The average period for a single cycle Is 
determined by measuring the duration of a speci-
fied number of cycles. Any of the 4 single-ended 
analog input channels can be used. Signal atten-
tuation and ac coupling is typically required. 
INPUT FREQUENCY RANGE: 
Signal peak-to-peakl 	 Min. 	 Max 
Min, 	 Max. 	 Pulse w. 	 Freq.2  
500 mV 
	
5.0 V 
	
2.5 ps 	 200 kHz 
10 mV 
	
2.0 V 	 10 ps 	 50 kHz 
5 mV 	 2.0 V 
	
62 ps 	 8 kHz 
2 mV 
	
2.0 V 
	
100 ps 	 5 kHz 
RESOLUTION: 35 ns divided by the number of 
cycles measured 
ACCURACY: ±0.01% of reading (number of 
cycles 100), 30.03% of reading (number of 
cycles <100). 
TIME REQUIRED FOR MEASUREMENT: Signal 
period multiplied by the number of cycles 
measured plus 1.5 cycles + 2 me. 
PULSE COUNTERS 
NUMBER OF CHANNELS: 2 eight-bit or 1 sixteen-
bit; software selectable as switch closure, high 
frequency pulse, or low-level ac modes. An addi-
tional channel (C2/P3) can be software configured 
to read switch closures at rates up to 40 Hz. 
MAXIMUM COUNT RATE: 16 kHz, eight-bit counter; 
400 kHz, sixteen-bit counter. Channels are 
scanned at 8 or 64 Hz (software selectable). 
SWITCH CLOSURE MODE: 
Minimum Switch Closed Time: 5 ms 
Minimum Switch Open Time: 6 ms 
Maximum Bounce Time: 1 ms open 
without being counted 
HIGH FREQUENCY PULSE MODE: 
Minimum Pulse Width: 1.2 ps 
Maximum Input Frequency: 400 kHz 
Maximum Input Voltage: 320 V 
Voltage Thresholds: Count upon transition 
from below 1.5 V to above 3.5 V at low frequen-
cies. Larger input transitions are required at high 
frequencies because of input titer with 1.2 ps time 
constant. Signals up to 400 kHz will be counted if 
centered around +2.5 V with deviations >_±2.5 V 
for? 1.2 ps. 
LOW LEVEL AC MODE: 
(Typical of magnetic pulse flow transducers or 
other low voltage, sine wave outputs.) 
Input Hysteresis: 14 mV 
Maximum ac Input Voltage: 320 V 
Minimum ac Input Voltage: 
(Sine wave mV rms)* 
	 Range (Hz) 
	
20 	 1 to 1000 
	
200 	 0.5 to 10,000 
	
1000 	 0.3 to 16,000 
°16-bit config. or 64 Hz scan req'd for freq. > 2048 Hz 
DIGITAL I/O PORTS 
DESCRIPTION: Port C1 is software selectable as a 
binary input, control output, or as an S01-12 port. 
Port C2/P3 is input only and can be software con-
figured as an SDI-12 port, a binary input, or as a 
switch closure counter (40 Hz max). 
OUTPUT VOLTAGES (no load): high 5.0 V 30.1 V; 
low < 0.1 V 
OUTPUT RESISTANCE: 500 ohms 
INPUT STATE: high 3.0 to 5.5 V; low -0.5 to 0.8 V 
INPUT RESISTANCE: 100 kohms 
SDI-12 INTERFACE STANDARD 
DESCRIPTION: Digital I/O Ports C1-C2 support 
SDI-12 asynchronous communication; up to ten 
SDI-12 sensors can be connected to each port. 
Meets SDI-12 standard Version 1.2 for datalogger 
and sensor modes. 
EMI and ESD PROTECTION 
The CR510 is encased in metal and incorporates EMI 
filtering on all Inputs and outputs. Gas discharge 
tubes provide robust ESD protection on all terminal 
block inputs and outputs. The following European C£ 
standards apply. 
EMC tested and conforms to BS EN61326:1998. 
Details of performance criteria applied are available 
upon request. 
CPU AND INTERFACE 
PROCESSOR: Hitachi 6303. 
PROGRAM STORAGE: Up to 16 kbytes for active 
program; additional 16 kbytes for alternate 
programs, Operating system stored in 128 kbytes 
Flash memory. 
DATA STORAGE: 128 kbytes SRAM standard 
(approximately 62,000 values). Additional 
2 Mbytes Flash available as an option. 
OPTIONAL KEYBOARD DISPLAY: 8 digit LCD 
(0.5° digits). 
PERIPHERAL INTERFACE: 9 pin D-type 
connector for keyboard display, storage module, 
modem, printer, card storage module, and 
RS-232 adapter, 
BAUD RATES: Selectable at 300, 1200, and 9600, 
76,800 for certain synchronous devices. ASCII 
communication protocol is one start bit, one stop 
bit, eight data bits (no parity). 
CLOCK ACCURACY: 31 minute per month 
SYSTEM POWER REQUIREMENTS 
VOLTAGE: 9.6 to 16 Vdc 
TYPICAL CURRENT DRAIN: 1.3 mA quiescent, 
13 mA during processing, and 46 mA during 
analog measurement. 
BATTERIES: Any 12 V battery can be connected as 
a primary power source. Several power supply 
options are available from Campbell Scientific. 
The model CR2430 lithium battery for clock and 
SRAM backup has a capacity of 270 mAhr. 
PHYSICAL SPECIFICATIONS 
SIZE: 8.4" x 1.5" x 3.9" (21.3 cm x 3.8 cm x 9.9 cm). 
Additional clearance required for serial cable and 
sensor leads. 
WEIGHT: 15 oz. (425 g) 
WARRANTY 
Three years against defects in materials 
and workmanship. 
We recommend that you confirm system 
configuration and critical specifications with 
Campbell Scientific before purchase. 
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Key Features 
Robust, precision 
instruments 
Field-proven track 
record 
Long cables and anti-
icing heaters available 
to special order 
Fin and rotor attached 
by patented gravity-
sensitive fastener for 
rapid attachment and 
release in portable 
applications 
Typical 
Applications 
Permanent automatic 
weather stations 
Wind farm site 
evaluation 
Assessment of 
Irrigation requirements 
Research into 
wind-borne pollutants 
CS 
 bee 
C
app
SCIENTIFIC 
Wind Speed and Direction 
Sensors 
A100R Anemometer and W200P Windvane 
e. 
A100R Switching 
Anemometer 
The A1 00R anemometer is a 
precision instrument which is 
easily interlaced with Campbell 
Scientific dataloggers to give 
accurate measurements of 
wind run or mean wind speed. 
A magnet turns with the rotor 
spindle producing a varying 
field which causes a mercury-
wetted reed switch to make and 
break contact once per revolu-
tion of the rotor. The contacts 
are bounce free, and no power 
is required apart from that nec-
essary to detect contact clo-
sure; the MOOR is thus well 
suited for use on remote sites. 
The rotor is tested by compari-
son with a rotor calibrated at 
the UK National Physical Labo-
ratory, and a calibration figure 
is provided with each instru-
ment. 
The anemometer is constructed 
from anodised aluminium alloy, 
stainless steels and weather re- 
sisting plastics. A stainless steel 
shaft runs in two precision, cor-
rosion-resistant ball-races. The 
bearings are protected from the 
entry of moisture droplets and 
dust, resulting in an instrument 
suitable for permanent exposure 
to the weather. 
W200P Potentiometer 
Windvane 
The W200P has excellent sensi-
tivity and is suitable for remote 
operation. It incorporates a pre-
cision micro-torque wire wound 
potentiometer mounted in an all-
weather, corrosion-resistant 
case. The potentiometer has the 
lowest possible torque consist-
ent with long life and reliable op-
eration. 
The small gap at North is filled to 
ensure smooth operation and a 
long service life. The precision 
ball-bearing races are corrosion-
resistant and protected against 
the entry of moisture and dust. 
Campbell Scientific Ltd., Campbell Park, 80 Hathem Road, Shepshed, Loughborough. LE12 9GX, UK 
Tel: +44 (0) 1509 601141 Fax: +44 (0) 1509 601091 Email: sales@campbellsci.co.uk 
www.campbellsci.co.uk 
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Specifications — A 100R 
 
HE-1 Anti-icing Heater 
Performance 
Stalling Speed: 0.2ms-' (0.6ms' A100R/WR•) 
Max. Speed: >75ms-1  
Accuracy: ±0.1ms' (0.3-10 ms-' [0.7-10ms-' for 
A100R/WIR]); ±1% (10-55ms-' ); ±2% (>55ms-' ) 
Distance Constant: 2.3m 
Calibration: 0.80 revolutions per metre (1 pulse 
per 1.25 metres) 
Switch Life: Rated 25 x 109 operations minimum 
(>20 years) 
• In the marine version — Al OORNVR, available to 
special order — a touching shaft-seal is fitted for 
extra protection in place of the standard non-contact 
seal; please note that this gives a small increase in 
the threshold or stalling speed. 
Physical 
Size: Height 200mm, case diameter 55mm, 
attached screened cable 3m 
Rotor: Standard 150mm diameter 3-cup rotor 
Weight: 350g including standard cable 
Materials: Anodised aluminium, stainless steels 
and ABS plastics for all exposed parts 
• 
Performance 
Threshold: 0.6ms:' (fin moves when aligned 45° 
to flow) 
Max. Speed: >75ms-' 
Response: Distance constant 2.3m, Damping 
ratio 0.2 
Range: 360° mechanical angle; full circle 
continuous rotation allowed 
Accuracy: ±2° obtainable in steady winds over 
5ms-' 
• Backlash: ±1/2° when fin removed and replaced 
(no backlash movement during use) 
Resolution: ±0.2° 
Repeatability: ±0.5° 
Linearity (potentiometer error): 0.5% of full 
scale output 
b 	 Life: 5 x 10' revolutions (equivalent to 10 years' 
typical exposure) 
Physical 
Overall height: 270mm, case diameter 56mm, 
attached cable 3m 
Fin clearance: 180mm 
Weight: 350g including standard cable 
Materials: Anodised aluminium, stainless steels, 
and ABS plastics for all exposed parts 
Temperature Range: -50°C to +70°C (de-icing 
heater available to order) 
Potentiometer Components 
General MOD DEF STAN 05-21 
End Resistance MOD DEF STAN 5123 
Temperature Range: -30°C to +70°C (de-icing 
heater available to order) 
Fixing 
Rotor: Patented gravity sensitive fastener for 
rapid attachment and release 
Anemometer: Standard tripod screw (0.25" BSW/ 
UNC), taper adaptor also available. Note that 
mounting must be within 15° of vertical. 
Electrical 
Switching Voltage: 100V DC max. 
Switching Current: 40mA max. 
Switch Rating: 4W max. (DC resistive) 
Duty Cycle: 50%±5% up to 50ms-' 
(±10% up to 75ms-') 
Impedance: 1200 series resistor plus 1Onf 
capacitor across line for interference suppression 
Actuating Time: 1.5ms 
Switch Bounce: NIL 
Min. Current: NIL (life not reduced by use in dry 
circuits) 
Fixing 
Fin: Patented gravity sensitive fastener for rapid 
attachment and release 
Windvane: 0.25" BSW/UNC (6° taper fitting type 
128-1 also available for portable applications) 
tapped hole and screw into base 
Electrical 
Potentiometer Resistance: 1ki2 ±10% 
Electrical Continuity Angle: 357.7°t1.5° (2.3° 
gap at North) 
W200P windvanes supplied by Campbell Scientific are 
fitted with a 100k0 parallel resistor to prevent floating 
readings in the deadband. The effect on accuracy is 
minimal. 
Electrical Variation Angle: 356.5°t1.5° (3.5° 
deadband) 
Temp. Coefficient: ±5Oppm/°C 
Maximum Power Dissipation: 0.5W -50°C to 
+20°C; derate linearly to 0.25W at +70°C 
Insulation Resistance: 50MG minimum 
Wiper Current: 20mA maximum 
Voltage, case to potentiometer: 125V maximum 
Supply Voltage: 20V maximum 
Marine Version 
Available to special order; call for further details. 
An anti-icing heater, Model HE-1, which is fitted 
around the shaft to help prevent icing up of the 
bearings, is available as an option for these 
sensors. 
The effectiveness of this heater is dependent on 
the prevailing windspeed. Typically it will provide 
protection down to -10°C at windspeeds up to 
10m/s in dry air. 
The heater does not prevent snow or ice build-
up on the rotor/vane. 
The heater is normally specified when ordering 
the sensor, when it will be fitted during 
manufacture; however, the heater can be 
supplied, if required, for fitting to existing field 
units. 
The heater requires a separate 12V (AC or DC) 
power supply. 
Specification: 
Operating Voltage: 12V AC/DC 
Current (nominal): 0.5A 
Power Rating (nominal): 6W 
Element Resistance: ±24 ohms 
Max. Air Temp. when operating: 39°C 
Cable: Supplied with 3m cable as standard (or 
as specified sensor cable length when fitted 
during manufacture). 
Applicable Standards 
for AlOOR and W200P 
WMO Requirements: 
Surface wind measurement in WMO No.8 with 
suitable processing of data to provide 2-minute 
or 10-minute averages. 
Electromagnetic Compatibility: 
Generic emission standard to 
BS EN 50081-1 1992 
Generic Immunity standard to 
BS EN 50082-1 1997 
Enclosure (case): 
Class IP53 (IP54 with /VVR option) 
Anodised finish to BS1615 AA15 
Cables: 
Miniature Instrumentation MOD DEF STAN 
61-12 parts 4 & 5 
Miscellaneous Electronic Components: 
Supplied from ISO 9000 sources wherever 
possible. 
Campbell Scientific supply 
a range of sensors and 
complete automatic 
weather stations — call for 
details. 
October 2001 
Campbell Scientific products are 
available from: 
Specifications — W200P 
We reserve the right to alter specifications without notice 
a. 
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Standard CM Pyranometer Series Specifications 
 	 1 AF 
. ' 5 I ANIII 
II 11111111•1 
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• m a 
..az  • r 	 • T iii ii 
. si 
Dimensions of pyranometers CM 21, CM 11, CM 6B 	 Dimensions of pyranometer CM 3 
CM 21 CM 11 CM 6B CM 3 
ISO classification Secondary Standard Secondary Standard First Class Second Class 
Applications Include: 
Reference measurements 
in extreme climates, Polar 
or Arid. Long cable length 
requirements. 
High accuracy 
meteorological 
research, solar collector 
testing. 
Routine 
measurements, 
agricultural stations, 
indoor material testing 
under lamps. 
For reliable and 
economical 
routine 
measurements 
ISO specifications 
Response time 95% (sec) 5 12 18 18 
Zero offsets* 
* thermal radiation (200 Wre) < 7 Wrn2  < 7 Wm-2 < 15 Wm-2 < 15 Wm-2 
"temperature change 
(5K/hr) < +/- 2 Wm-2 < +/- 2 Wre < +/- 4 Wm-2 < +/- 4 Wm
-2 
Non stability 
(% change/year) +/- 0.5 max +/- 0.5 max +1- 1 max +/- 1 max 
Non linearity 	 (at 1000 Wm2) < +/- 0.2 % <+1- 0.6 % < +/- 1.2 % < +/- 2.5 % 
Directional error 
(at 1000 Wm-2) < +/- 10 Wm-2 <+/-10 Wm
-2 -2 
< +1- 20 Wm < +1- 25 Wm-2 
Temperature dependence of 
sensitivity 
+/- 1% 
(-20 to + 50 °C) 
+/- 1% 
(-10 to + 40 °C) 
+/- 2 % 
(-10 to + 40 °C) 
+/- 6 % 
(-10 to + 40 °C) 
Tilt response (+/- 80°) 
(at 1000 Wrtfe) +/- 0.25% +1- 0.25% < +/- 1 % < +/- 2% 
Special features 
Response time 99% (sec) 12 24 55 Not specified 
Level accuracy 
(degrees) 
0.1 
(radiometrically levelled 
relative to the sensor) 
0.1 
(radiometrically levelled 
relative to the sensor) 
0.5 1 
Test certificate sensitivity & directional error 
sensitivity & 
directional error sensitivity sensitivity 
Other specifications 
Sensitivity 
.  (µV/Wm ) 7-17 4 - 6 9 - 15 10 - 35 
Impedance (Q) 40 - 100 700 - 1500 70 - 100 79 - 200 
Operating temperature -40 to + 80 °C - 40 to + 80 °C - 40 to + 80 °C - 40 to + 80 °C 
Cable length 10 m 10 m 10 m 5 m 
Spectral range 
(50% points, nm) 
305-2800 
(see options) 
305-2800 
(see options) 
305-2800 305-2800 
expected signal output in 
atmospheric application 0 - 25 mV 0 - 10 mV 0 -25 mV 0 - 50 mV 
Max. irradiance 4000 Wm2  4000 Wm-1 2000 Wm-2 2000 Wm2 
Expected accuracy for daily 
sums 
+/- 2 % +/- 3 % +/- 5 % +/- 10 
Options 	 Accessories 
• Cable extension (5,10,15, 20, 25,100 m) 1' 2'34) 	 CV 2 ventilation system 1,131  
• Connector to extended cable 1,2.31 CM 121 shadow ring I.") 41 with CLF 1 
• Filter glass or Quartz dome ' 	 ) 	 CC 20 radiation indicator 1,2'34)  
• Incorporated temperature sensor, Pt-100 or themiistor 1'2) 	 CLF 1 levelling fixture 4)  
11  for CM 21 	 21 for CM 11 	 'I  for CM 68 	 4) for CM 3 	 CAF 1 albedometer fixture 4)  
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MI Kipp & 
L. Zonen CG1 Pyrgeometer 
CG1 Features & Benefits 
• Ease of set-up and operation 
• Built-in PT100 RTD temperature sensor 
(YSI 10K body therm istor option available) 
• Dew, frost, ice deposition prevention via 
built-in 1 W resistive heating 
• Compatible with Kipp & Zonen model 
CV2 Ventilator 
For far infrared radiation 
measurement research 
The CG1 Pyrgeometer is designed for IR 
(infrared) radiation measurement, for both 
atmospheric and material testing research 
applications. 
The CG1 is intended for mounting and 
operation in an upward (skyward) facing 
horizontal plane, for accurate measurement of 
incoming IR sky irradiance from 5 - 50 	 The 
CG1 can also be mounted and operated in an 
inverted downward facing horizontal plane, to 
measure surface emitted IR radiation. 
To determine IR irradiance "E", the CG1 
thermopile sensing element output signal 
voltage "V", instrument body temperature "T", 
and calibration sensitivity coefficient "C", must 
be taken into account. 
-8 	 4 
E=V/C+5.67x10 x T 
A net pyrgeometer model is also available 
based upon the CG1 design technology, and is 
marketed as the CG2 Net Pyrgeometer. Both 
the CG1 and CG2 are excellent instruments for 
global energy budget research. 
CG1 Specifications 
Sensitivity (nominal) 14 pV/Wm-2 
Spectral range 5 — 50 pm 
Window heating offset 15 W/m2 (nominal), under 
direct solar irradiance 
Operating temperature 
-30°C to +40°C 
Response time (1/e) < 5 sec 
Thermopile output range 
-250 to +250 W/m2 
Temperature dependence < i2 % (-20°C to +30°C) 
Thermal gradient offset < 1 W/m2 (5° C /hr) 
Field of view 150° 
4 
• 
• 
4 
Kipp & Zonen BV • PO Box 507 • 2600 AM Delft • the Netherlands • Tel: +31-15-2698000 • Fax: +31-15-2620351 • E-mail: kipp.holland@kippzonen.com 
 
167 
       
       
       
       
       
cable length 3 m 
support arm 0 16 x 400 
Dimensions in mm. 
Specifications  
Spectral response: 
Detector protection: 
Sensitivity (upper detector): 
Recommended output range 
For atmospheric application: 
Sensor asymmetry: 
Range: 
Response time (1/e): 
Temperature range: 
Directional error : 
(0-60 degrees at 1000 Wm-2) 
0-100 microns 
Teflon coated (no domes) 
10 pV/VVrn-2 (nominal) 
-25 to +25 mV 
20% 
-2000 to +2000 Wrn-2 
20 sec (nominal) 
-30 °C to +70 °C 
< 30 Wm-2 
Net Radiometer 
NR LITE is designed for routine measurement 
of net radiation which is the balance between 
incoming and outgoing radiation under outdoor 
conditions. 
The design of the NR LITE is unique. The 
detector is based on a Teflon coated, weather 
resistant black conical absorber. In contrast to 
other sensor designs, NR LITE requires no 
fragile plastic domes. 
This results in a virtually maintenance free 
design. 
SPECTRAL RESPONSE 
up 
The NR LITE is suitable for: 
• Agricultural Meteorology: Evapotranspiration 
calculations and crop damage prevention 
• Building physics: Study of thermal stress and 
heat balance 
• Road Safety: Highway condition monitoring 
The NR LITE is easy to use. It is based on a 
thermopile sensor. The voltage is proportional 
to the net radiation. It can be directly connected 
to voltmeter or data logger with a mV input. 
The NR LITE is suitable for conditions outdoor use and fully complies with CE regulations. 
A 
• 
• 
Kipp & 
Zonen NR LITE Net Radiometer 
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HMP45C Temperature and 
Relative Humidity Probe 
and URS1 Unaspirated Radiation Shields 
• 
SCIENTIFIC 
An accurate, rugged probe suitable for a wide range of 
monitoring applications 
Key Features 
High-stability capacitive 
RH sensor 
Accurate PT1000 
temperature sensor 
Low maintenance 
Removable probe head 
Simple programming 
Direct connection to 
datalogger 
Long cables available 
to order 
Introduction 
The HMP45C features good 
long-term stability and low 
power consumption, and is ideal 
for industrial and scientific 
applications. The probe uses 
Vaisala's HUMICAP® RH sensor, 
one of the most reliable sensors 
available. The HMP45C can be 
used in a wide range of 
environments and has high 
accuracy and negligible 
hysteresis. It is insensitive to 
dust and has very good 
tolerance against chemicals. 
temperature measurements with 
confidence. 
Field Calibration 
Field calibration is easy to carry 
out: the probe head containing 
the sensor and electronics can 
be quickly removed from the 
probe body, a replacement 
installed and the measurements 
continued while the other 
sensor head is calibrated in a 
laboratory. This feature means 
routine checks can be made 
without interrupting the 
measurements for long periods. 
Typical 
Applications 
Automatic Weather 
Stations 
Environmental 
monitoring and control 
Moisture monitoring in 
building materials 
The combined performance of 
the RH sensor and improved 
IP65 protected probe enables 
you to make accurate and 
repeatable humidity and 
Radiation Shield 
For out door use, the HMP45C 
is normally installed in a 
radiation shield (see overleaf). 
Campbell Scientific Ltd., Campbell Park, 80 Hathern Road, Shepshed, Leicestershire, LE12 9RP, UK 
Tel: +44 (0) 1509 601141 Fax: +44 (0) 1509 601091 Email: sales@campbellscicauk  
www.campbellsci.co.uk  
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HMP45C Specifications 
RH Measurement 
MEASUREMENT RANGE: 0.8 to 100% RH 
OUTPUT SCALE: 0 -100% RH equals 0 -1V DC 
RH ACCURACY (at 20°C, including non-linear-
ity and hysteresis): 
Against factory references: t1% RH 
Against field references: t2% RH (0 to 90% 
RH); 33% RH (90 to 100% RH) 
TEMPERATURE DEPENDENCE: 
10.05% RH/°C 
LONG TERM STABILITY: Better than 1% RH 
per year 
Temperature Measurement 
MEASUREMENT RANGE: -39.2°C to +60°C 
OUTPUT SCALE: -40°C to +60°C equals 0 to 
1V DC 
ACCURACY: t0.5°C at -39°C; t0.2°C at +20°C; 
±0.4°C at +60°C 
The URS1 Unaspirated Radiation Shield is 
a naturally-ventilated shield designed for 
ambient air temperature and relative hu-
midity sensors. The convenient size and 
light weight of this shield make it useful for 
a variety of applications. It is especially well 
suited for field studies where power is lim-
ited. 
Campbell Scientific supplies the shield with 
an adaptor suitable for mounting both the 
HMP45C and the MP100A Temperature 
and Relative Humidity Probes. 
The shield has an offset type mounting 
bracket with a V-block and U-bolt which 
allows it to be attached to a vertical pipe of 
any diameter between 25 and 50mm. This 
mounting configuration permits easy ac-
cess for sensor installation and servicing. 
TEMPERATURE SENSOR: Pt 1000 IEC 751 
1/3 Class B 
Response 
SETTLING TIME AFTER POWER APPLIED: 
500ms 
RESPONSE TIME (at 20°C, 90% response): 
15s with 0.2mm membrane filter 
Electrical 
SUPPLY VOLTAGE: 12V DC nominal (7 to 35V 
DC possible) 
POWER CONSUMPTION: <4mA 
OUTPUT LOAD: >10kohm (to ground) 
Electromagnetic Compatibility 
EMISSIONS: Radiated interference, test setup 
according to EN55022 
IMMUNITY: Radiated Interference (IEC 1000-
4-3) Level 1 (3V/m); Electrostatic Discharge 
(IEC-801-4) Level 4 
Twelve white opaque plastic discs permit 
easy air passage through the shield but the 
unique disc profile provides positive block-
age of direct and reflected solar radiation. 
The thermoplastic disc material is a special 
formulation for maximum weather resist-
ance. This material provides high reflectivity, 
low thermal conductivity and low heat 
retention. 
Wind tunnel tests with artificial radiation on 
a similar model (manufactured by Gill) indi-
cate that under conditions of low air 
movement (1ms') and maximum solar ra-
diation, the temperature sensor is 
maintained within 1.5°C of ambient. With 
winds at 2ms' the error is reduced to less 
than 0.7°C and with winds of 3ms-' the error 
is 0.4°C or less. These results have been 
independently verified in field tests. 
Physical 
OPERATING TEMPERATURE RANGE: -40°C 
to +60°C 
STORAGE TEMPERATURE RANGE: -40°C to 
+80°C 
WEIGHT: 350g (incl. package) 
STANDARD CABLE LENGTH: 3m 
CABLE TYPE: Low-temperature cable with 
Santoprene outer jacket 
HOUSING MATERIAL: ABS plastic 
HOUSING CLASSIFICATION: (electronics): 
IP65 (NEMA 4) 
SENSOR PROTECTION: Standard membrane 
filter 
DIMENSIONS: Diameter 24mm; Length 240mm 
excluding cable strain relief; Length of remov-
able probe head 132mm 
Gill 41004-5 Shield 
The Gill 41004-5 Multi-Plate Radiation Shield 
is very similar to the URS1 and is available to 
special order. It has specifications as fol-
lows: 
Radiation error 
0.4°C RMS @ 3msrl  
0.7°C RMS @ 2ms-1  
1.5°C RMS @ 1ms-1  
Material 
White thermoplastic UV-stabilised for long-
term weather resistance. Gloss white painted 
aluminium mounting bracket (with moulded 
plastic V-block and stainless steel U-bolt). 
Size 
Overall 120mm diameter x 270mm height. 
Plates 2mm thick x 11mm spacing 
Weight 
0.7kg 
URS1 Unaspirated Radiation Shield 
Campbell Scientific offers a 
complete range of sensors 
— ask for a summary leaflet 
January 1998 
Campbell Scientific products are 
available from: 
Typical Radiation Shield and 
Mounting Arm 
We reserve the right to alter specifications without notice 
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Mechanical Data 
Case Style : I P68 Style 
Case Dimensions 
Height : 34mm / 1.34" 
Width : 59mm / 2.32" 
Depth : 80mm / 3.15" 
Weight : 1109 / 3.9 oz. 
Features 
Memory Sze : 16k (Non-volatile) 
No. of Readings : 16000 (approx) 
Resolution : 8 bit 
Trigger Start : Magnetic reed switch 
Delayed Start : Relative / Actual 
up to 45 days 
Stop Options : When Full 
After n Readings 
Never (Wrap around) 
Reading Types Actual, Min, Max. 
Logging Interval 1 sec to 10 days 
Offload While stopped or 
when logging in 
minute multiples 
Alarms Two, fully 
Programmable 
Functional Range -40°C-,  +85°C/ 
-40°F +185°F 
IP Rating : IP68 waterproof 
Battery Life : Up to 5 Years 
Notes: 
Battery replacement recommended every 
2 years. It may be replaced Saft 3.6V 
1/2AA Lithium cells. Stop the unit logging 
before replacing the battery. 
Functional Range describes the range 
over which the logger will function, not 
the sensor range over which it will record. 
S•ecial Notes 
When using the units at low temperatures, condensation may form. Before opening the case 
for any reason, allow the units to reach room temperature. 
The I P68 rating is only valid to a depth of 5011 (15m), and only when the connector cap and 
sensor probe are both securely fitted. 
Sensor Details 
 
 
Range -30°C- +50°C/ 
-22°F • +122°F 
Sensor Type : Standard Probe with 
10k NTC Thermistor 
Resolution : 0.25°C at 0°C! 
0.45°F at 32°F 
 
Choice of probe depends on the 
application. See individual data sheets for 
detailed probe specifications. 
 
 
A• •royals 
 
This equipment complies with part 15 of the 
FCC Rules. Operation is subject to the 
following two conditions: (1) this device 
may not cause any harmful interference, 
and (2) this device must accept any 
interference received, including interference 
that may cause undesired operation. 
This product is manufactured by Gemini 
Data Loggers (UK) Ltd to BS EN ISO 
9001:2000 (Certificate No. 6134), and is a 
approved to EN50081 part 1:1992 and 
EN50082 part 1 and 2:1992195 with any 
standard leads or probes supplied. 
 
      
    
CE 
 
 
MI MI 
IS09001 
 
     
NAMAS traceable calibration certificates are 
available on individual units. 
 
A 
gemini eatta Sheet 
• 1000••••••• * • 
Tinytag Plus Range H for Standard Probe 
TGP-0073 
Issue 7: 27th February 2003 
E&OE 
1 
rJ 
I nterface Information and Related Products 
To use your Tinytag Plus Data Logger you will require: 
A suitable sensor probe for your application. (Includes PB-4724, R3-4730, P8-4750, P8-4770). See individual data sheets for details. 
Tinytag interface cable (CAB-0007), PC with GLM for Windows (SW-0009) or Easyview for Windows 9514 (SW-0500). 
Further Related Products: 
ACS-6000 	 Trigger Start Magnet 
SER-9530 	 Tinytag Plus/1.S. Service Kt including battery, seal and silica gel pack 
TGP-0050 	 Tinytag Rus Range H with internal sensor 
TG12-0020 	 Tinytag Rus Range G for Standard probe (-40°C to +125°C/ -40°F to +257°F) 12-bit high resolution 
Gemini Data Loggers Pty 	 Gemini Data Loggers UK Ltd 
	 Gemini Data Loggers Inc 
Australia 	 UK 
	 USA 
http:! / www.geminidataloggers.com 	 e-mail: sales@geminidataloggers.com  
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Igneous lithology: Ngozumpa Glacier 
Rock Condition Porosity C C*1000000 Min Mean Max 
ATD calculated by temperature wave amplitude 8.39 8.88 9.18 
ATD calculated by derivative plots 7.91 8.16 8.52 
ATD Mean of both methods 7.91 8.52 9.18 
Calculations of thermal conductivity using the mean ATD 
Igneous Dry 0.3 1569064 15.69 1.24 1.34 1.44 
Igneous Dry 0.25 1681053 16.81 1.33 1.43 1.54 
Igneous Dry 0.2 1793042 17.93 1.42 1.53 1.65 
Igneous Dry 0.15 1905032 19.05 1.51 1.62 1.75 
Igneous Wet 0.3 2822700 28.23 2.23 2.41 2.59 
Igneous Wet 0.25 2725750 27.26 2.16 2.32 2.50 
Igneous Wet 0.2 2628800 26.29 2.08 2.24 2.41 
Igneous Wet 0.15 2531850 25.32 2.00 2.16 2.32 
Igneous Frozen 0.3 2146410 21.46 1.70 1.83 1.97 
Igneous Frozen 0.25 2162175 21.62 1.71 1.84 1.98 
Igneous Frozen 0.2 2177940 21.78 1.72 1.86 2.00 
Igneous Frozen 0.15 2193705 21.94 1.74 1.87 2.01 
Calculations of thermal conductivity using the derivative-plot ATD 
Igneous Dry 0.3 1569064 15.69 1.24 1.28 1.34 
Igneous Dry 0.25 1681053 16.81 1.33 1.37 1.43 
Igneous Dry 0.2 1793042 17.93 1.42 1.46 1.53 
Igneous Dry 0.15 1905032 19.05 1.51 1.56 1.62 
Igneous Wet 0.3 2822700 28.23 2.23 2.30 2.40 
Igneous Wet 0.25 2725750 27.26 2.16 2.23 2.32 
Igneous Wet 0.2 2628800 26.29 2.08 2.15 2.24 
Igneous Wet 0.15 2531850 25.32 2.00 2.07 2.16 
Igneous Frozen 0.3 2146410 21.46 1.70 1.75 1.83 
Igneous Frozen 0.25 2162175 21.62 1.71 1.77 1.84 
Igneous Frozen 0.2 2177940 21.78 1.72 1.78 1.86 
Igneous Frozen 0.15 2193705 21.94 1.74 1.79 1.87 
Calculations of thermal conductivity using the temperature wave amplitude ATD 
Igneous Dry 0.3 1569064 15.69 1.32 1.39 1 44 
Igneous Dry 0.25 1681053 16.81 1.41 1.49 1.54 
Igneous Dry 0.2 1793042 17.93 1.50 1.59 1.65 
Igneous Dry 0.15 1905032 19.05 1.60 1.69 1.75 
Igneous Wet 0.3 2822700 28.23 2.37 2.51 2.59 
Igneous Wet 0.25 2725750 27.26 2.29 2.42 2.50 
Igneous Wet 0.2 2628800 26.29 2.20 2.33 2.41 
Igneous Wet 0.15 2531850 25.32 2.12 2.25 2.32 
Igneous Frozen 0.3 2146410 21.46 1.80 1.91 1.97 
Igneous Frozen 0.25 2162175 21.62 1.81 1.92 1.98 
Igneous Frozen 0.2 2177940 21.78 1.83 1.93 2.00 
Igneous Frozen 0.15 2193705 21.94 1.84 1.95 2.01 
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Metamorphic lithology: Ghiacciaio Belvedere 
Rock Condition Porosity C C*1000000 Min Mean . Max 
ATD calculated by temperature wave amplitude 2.14 
ATD calculated by derivative plots 3.02 
ATD Mean of both methods 3.02 3.68 4.34 
Calculations of thermal conductivity using the mean ATD 
Metamorphic Dry 0.3 1682464 16.82 0.51 0.62 0.73 
Metamorphic Dry 0.25 1802553 18.03 0.54 0.66 0.78 
Metamorphic Dry 0.2 1922642 19.23 0.58 0.71 0.83 
Metamorphic Dry 0.15 2042732 20.43 0.62 0.75 0.89 
Metamorphic Wet 0.3 2936100 29.36 0.89 1.08 1.27 
Metamorphic Wet 0.25 2847250 28.47 0.86 1.05 1.24 
Metamorphic Wet 0.2 2758400 27.58 0.83 1.02 1.20 
Metamorphic Wet 0.15 2669550 26.70 0.81 0.98 1.16 
Metamorphic Frozen 0.3 2259810 22.60 0.68 0.83 0.98 
Metamorphic Frozen 0.25 2283675 22.84 0.69 0.84 0.99 
Metamorphic Frozen 0.2 2307540 23.08 0.70 0.85 1.00 
Metamorphic Frozen 0.15 2331405 23.31 0.70 0.86 1.01 
Calculations of thermal conductivity using the derivative-plot ATD 
Metamorphic Dry 0.3 1682464 16.82 0.51 
Metamorphic Dry 0.25 1802553 18.03 0.54 
Metamorphic Dry 0.2 1922642 19.23 0.58 
Metamorphic Dry 0.15 2042732 20.43 0.62 
Metamorphic Wet 0.3 2936100 29.36 0.89 
Metamorphic Wet 0.25 2847250 28.47 0.86 
Metamorphic Wet 0.2 2758400 27.58 0.83 
Metamorphic Wet 0.15 2669550 26.70 0.81 
Metamorphic Frozen 0.3 2259810 22.60 0.68 
Metamorphic Frozen 0.25 2283675 22.84 0.69 
Metamorphic Frozen 0.2 2307540 23.08 0.70 
Metamorphic Frozen 0.15 2331405 23.31 0.70 
Calculations of thermal conductivity using the temperature wave amplitude ATD 
Metamorphic Dry 0.3 1682464 16.82 0.36 
Metamorphic Dry 0.25 1802553 18.03 0.39 
Metamorphic Dry 0.2 1922642 19.23 0.41 
Metamorphic Dry 0.15 2042732 20.43 0.44 
Metamorphic Wet 0.3 2936100 29.36 0.63 
Metamorphic Wet 0.25 2847250 28.47 0.61 
Metamorphic Wet 0.2 2758400 27.58 0.59 
Metamorphic Wet 0.15 2669550 26.70 0.57 
Metamorphic Frozen 0.3 2259810 22.60 0.48 
Metamorphic Frozen 0.25 2283675 22.84 0.49 
Metamorphic Frozen 0.2 2307540 23.08 0.49 
Metamorphic Frozen 0.15 2331405 23.31 0.50 
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Sedimentary lithology: Larsbreen (unsaturated site) 
Rock Condition Porosity C C*1000000 Min Mean Max 
ATD calculated by temperature wave amplitude 5.28 
ATD calculated by derivative plots 1.30 
ATD Mean of both methods 1.30 3.29 5.28 
Unsaturated site 2 
Calculations of thermal conductivity using the mean ATD 
Sedimentary Dry 0.3 1701364 17.01 0.22 0.56 0.90 
Sedimentary Dry 0.25 1822803 18.23 0.24 0.60 0.96 
Sedimentary Dry 0.2 1944242 19.44 0.25 0.64 1.03 
Sedimentary Dry 0.15 2065682 20.66 0.27 0.68 1.09 
Sedimentary Wet 0.3 2955000 29.55 0.38 0.97 1.56 
Sedimentary Wet 0.25 2867500 28.68 0.37 0.94 1.51 
Sedimentary Wet 0.2 2780000 27.80 0.36 0.91 1.47 
Sedimentary Wet 0.15 2692500 26.93 0.35 0.89 1.42 
Sedimentary Frozen 0.3 2278710 22.79 0.30 0.75 1.20 
Sedimentary Frozen 0.25 2303925 23.04 0.30 0.76 1.22 
Sedimentary Frozen 0.2 2329140 23.29 0.30 0.77 1.23 
Sedimentary Frozen 0.15 2354355 23.54 0.31 0.77 1.24 
Calculations of thermal conductivity using the derivative-plot ATD 
Sedimentary Dry 0.3 1701364 17.01 0.22 
Sedimentary Dry 0.25 1822803 18.23 0.24 
Sedimentary Dry 0.2 1944242 19.44 0.25 
Sedimentary Dry 0.15 2065682 20.66 0.27 
Sedimentary Wet 0.3 2955000 29.55 0.38 
Sedimentary Wet 0.25 2867500 28.68 0.37 
Sedimentary Wet 0.2 2780000 27.80 0.36 
Sedimentary Wet 0.15 2692500 26.93 0.35 
Sedimentary Frozen 0.3 2278710 22.79 0.30 
Sedimentary Frozen 0.25 2303925 23.04 0.30 
Sedimentary Frozen 0.2 2329140 23.29 0.30 
Sedimentary Frozen 0.15 2354355 23.54 0.31 
Calculations of thermal conductivity using the temperature wave amplitude ATD 
Sedimentary Dry 0.3 1701364 17.01 0.90 
Sedimentary Dry 0.25 1822803 18.23 0.96 
Sedimentary Dry 0.2 1944242 19.44 1.03 
Sedimentary Dry 0.15 2065682 20.66 1.09 
Sedimentary Wet 0.3 2955000 29.55 1.56 
Sedimentary Wet 0.25 2867500 28.68 1.51 
Sedimentary Wet 0.2 2780000 27.80 1.47 
Sedimentary Wet 0.15 2692500 26.93 1.42 
Sedimentary Frozen 0.3 2278710 22.79 1.20 
Sedimentary Frozen 0.25 2303925 23.04 1.22 
Sedimentary Frozen 0.2 2329140 23.29 1.23 
Sedimentary Frozen 0.15 2354355 23.54 1.24 
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Input variable: emissivity (dry) 
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+ 0.1(+1%) 
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Input variable: thermal conductivity (dry) 
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Input variable: thermal conductivity (wet) 
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• 0.02(-1%) 
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X0.1(-1%) 
X 0.15(-1%) 
• 0.2(-1%) 
+0.3(-1%) 
- 0.4(-1%) 
- 0.5(-1 %) 
0.6(-1%) 
0.7(-1%) 
0.8(-1%) 
x0.9(-1%) 
1(-1 %) 
*1.1(-1%) 
1.2(-1%) 
- 1.3(-1%) 
- 1.4(-1%) 
• 1.5(-1%) 
1.75(-1%) 
2(-1%) 
X0.01 (+1 %) 
X 0.02(+1%) 
• 0.05(+1%) 
+0.1(+1 %) 
- 0.15(+1%) 
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• 0.3(+1%) 
• 0.4(+1%) 
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*0.7(+1%) 
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+0.9(+1%) 
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X0.15(41%) 
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▪ 0.4(41%) 
m.0.5(41%) 
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Parameter: air temperature (K) (dry) X0.01(-1%) 
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Parameter: air temperature (K) (wet) X0.01(-1%) 
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Figure 1-1: Interaction between the glacier system and its environment. Black block 
arrows show the dynamic response of the glacier system to climate parameters. 
White block arrows show the inverse problem by which climates are reconstructed 
from glacial evidence. Thin black arrows show the influence of topography, and dotted 
arrows represent situations in which deposition affects subsequent marginal ice flow 
(After Oerlemans 2001) 
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Figure 1-2: (a) Measured global surface temperature anomalies (UNEP website: 
http://www.grida.no/climate/vital/). (b) IPCC Third Assessment Simple Model 
temperature predictions. (For details of models see IPCC Report (Watson et. al., 
2001)). 
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Figure 2-1: Components of surface energy balance, and the controls upon their influence on ice melt 
Figure 2-2 
Figure 2-2: Distribution of mass balance over an annual cycle under the influence of 
different climatic regimes. A and C (solid lines) are ablation and accumulation rate 
respectively, and B is the resultant balance rate (dashed line). The horizontal axis 
represents one annual cycle, with winter indicated by W and summer by S (Ageta and 
Higuchi, 1984). 
These mass balance regimes can be classified by the season in which mass is typically 
gained: (a), (b) and (c) show winter accumulation type mass balance regimes; (d) and (e) 
show non-maxima type mass balance regimes ; and (f) shows a summer accumulation 
type mass balance regimes. Changes in the duration of accumulation and ablation season 
are caused by vertical displacement or elongation of parts or all of the constituent 
accumulation and ablation curves. 
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Figure 2-3: Hypothetical accumulation, ablation and linear approximation of 
balance gradient for a dean-ice glacier; the balance gradient is given as the 
sum of the accumulation and ablation. 
-ye 
5 
Accumulation "wedge" 
Equilibrium line 
Ablation "wedge" 
Figure 2-4 
Figure 2-4: Accumulation and ablation gradient mean that mass is added in a 
wedge in the accumulation zone, and lost in a wedge in the ablation zone. 
Around the ablation zone, both accumulation and ablation occur, but their net 
balance over an annual cycle is zero. If the glacier is in steady-state, the two 
"wedges" balance each other, and glacier flow occurs to maintain an 
equilibrium surface profile (redrawn from Sugden and John, 1976). 
Ice flow vectors generally follow descending trajectories within the 
accumulation zone (1) and ascending trajectories towards the ice surface in 
the ablation zone (2). 
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Figure 2-5 
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Figure 2-5: Balance gradients for Nigardsbreen, western Norway, and White 
Glacier in the Canadian Arctic. Nigardsbreen, which is a high activity glacier under 
the influence of a moist, mid-latitude climate, has a steeper balance gradient than 
White Glacier, which is a low activity polar glacier (Redrawn from Benn and Evans, 
1996, data from Kuhn, 1984). 
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Figure 2-6: Glaciated valley Iandform assemblage as a continuum dependent on ice and debris influx ratio (After Kirkbride, 1989). 
Figure 2-7: Development of upstanding moraine surrounding a debris-covered glacier surface that is undergoing 
downwasrting during a period of climatic warming and negative mass balance (From Hands, 2003) 
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Figure 2-8: Summary of geomorphological and climatic conditions that favour the development of debris-covered glaciers 
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Figure 2-9 
zdmax zdc 
Debris thickness 
Figure 2-9: Schematic graph of the relationship between debris thickness 
and ablation rate expressed as a percentage of clean ice melt, where zdmax 
is the thickness of debris beneath which the maximum ablation occurs, and 
zdc is the threshold debris thickness beyond which the debris layer inhibits 
ice ablation compared to that on clean ice. 
In this thesis, this relationship is referred to as an Ostrem curve, after 
Ostrem's initial publication of the relationship (1959). 
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Figure 2-10 
Mass balance (m) 
	 (a) Clean ice ablation 
— - -(b) Single rockfall 
(c) Debris-covered glacier: Khumbu (from Inoue, 1977) 
— — - (d) Avalanche-focussed accumulation 
Figure 2-10: Ablation gradients, and the manner in which they are modified by 
surface debris. The solid curve for the Khumbu Glacier was estimated from a 
limited number of measurements, but is considered an acceptable 
representation (Nakawo, 1999, Naito, 2000, Benn and Lehmkuhl, 2000). 
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Debris thickness (cm) 
Author Location zd max (cm) zd critical (cm) 
Ostrem (1959) Istallglaciaren, Scandinavia 0.5 1.0 
Loomis (1971) Kaskawalsh Galcier, Alaska 2.0 4.0 
Fujii (1977) Rikha Samba Glacier, Himalaya 0.5 1.6 
Khan (1989) Barpu Glacier, Himalaya 1.0 1.8 
Mattson et. al. (1993) Rakhiot Glacier, Himalaya 1.0 3.0 
Adhikary et. al. (2000) Lirung Glacier, Himalaya 0.025 dusted 
equivalent 
0.133 dusted 
equivalent 
Takehuchi (2000) Khumbu Glacier, Nepal 1.0 6.0 
Figure 3-1: Examples of empirical measurements of the relationship between 
debris thickness and ice ablation rate. In this thesis, such functions are termed 
Ostrem curves. (redrawn from Mattson et.al, 1993). Table shows values of 
these, and other published empirical studies. 
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Debris temperature 
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Figure 3-2 
Figure 3-2: Factors controlling the thermal regime of supraglacial debris, 
assuming the surface energy balance is separate from the sub-surface heat flux, 
and in balance. The debris regime and ice ablation can be determined by the 
factors within the dotted rectangle. 
14 
- zl 
- z2 
z3 
Figure 3-3 
Day 
Figure 3-3: Schematic diurnal oscillations in ground temperatures at progressively 
greater depths. 
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Figure 3-4 
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Figure 3-4: Linear steady-state temperature gradients through a 0.5 m debris 
layer with varying surface temperature (Ts) and fixed lower boundary condition 
of melting ice (0 °C). 
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(a) Low diffusivity sediment (c) Temperature profiles 
Temperature (°C) 
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(b) High diffusivity sediment 
Julian Days 
Figure 3-5: Relationship between debris temperature fluctuations and diffusivity (Redrawn from Williams and 
Smith, 1989, p.104). 
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Figure 3-6: (a) Parallel-flow model (b) Series-flow model 
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Figure 3-7 
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Figure 3-7: Relationship between moisture content in soils and soil 
themal properties (Redrawn from Oke, 1987 p.45) 
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Figure 3-8: Regions of predominant influence of heat transfer 
mechanisms, as a function of grain size and degree of saturation. 
Expected degree of saturation for soils in most field sites is bounded 
by the dashed lines (Redrawn from Farouki, 1986). 
1. thermal redistribution of moisture 
2. vapour diffusion due to moisture gradients 
3. free convection in water 
4. free convection in air 
5. heat radiation 
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Figure 3-9 
Figure 3-9: In the case of an ideal slope, i.e. uniform structure and geometry, 
the vertical weight imposed by a vertical column (yzcosf3) , where y is the unit 
weight of soil in Nm-3, z is the depth in m, and p is the slope angle, can be 
resolved into (a) Shear stress acting to cause motion parallel to the shear slope 
(1=yz cos j3 sin (3), and (b) Normal stress acting perpendicular to the plane (a=yz 
cos2f3) .Shear stress, and motion caused by it, is resisted by the shear strength 
(S) of the material (S=C+aisinO, where C is the cohesion, a' the effective 
normal pressure, which is the normal pressure minus the effect of pore water 
pressure within the medium, and (I) the angle of friction. The slope will fail in 
some way where T>S . The angle at which this occurs will depend on the 
characteristics of the debris layer; the clast size and presence of stabilising 
fabrics (which determine the angle of friction), pore water pressure (which 
determines the effective pressure), slope and structural weaknesses. 
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Figure 4-1: Components of the energy balance and the fomulations used in the daily steady-state surface 
temperature ablation model, which employs a linear temperature gradient through the debris from the 
surface to the ice interfce at 0 0C. 
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Figure 4-2 
Figure 4-2: Flow chart of the structure of the model of ablation topography 
evolution. The heavy black arrow (1) is the first loop of the debris distribution, 
based on the surface modified by one days melt. The red arrow (2) is the feed 
back loop of the final surface, once the debris redistribution loop has 
completed (See text, and Figure 4-3 for details of debris redistribution loop). 
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Figure 4-3: Schematic representation of the debris redistribution function. Debris is assigned to the darkest cells first. Debris is 
distributed into the next level up, if the total debris being remobilised, once divided between the next level and the previous 
levels in in excess of 0.01m in depth. 
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Figure 4-4 
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Figure 4-4: Map of the Khumbu Himal, showing the Ngozumpa Glacier, and the 
Khumbu and lmja Glaciers to the east (From Benn et. al., 2001). 
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Figure 4-5: Mean monthly precipitation and air temperature measured at the 
Italian MeteoPyramid station, Lobuche (5050 m) in the Khumbu Valley 
(Bertolani et.al. 2000). Note the coincident maxima of temperature and 
precipitation during the monsoon months (June - September). 
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Figure 4-6: Gradients in mean annual meteorological conditions ascending the high 
Himalaya from south to north (Data from His Majesty's Government of Nepal, 
Department of Hydrology and Meteorology Hydrology division, Kathmandu). 
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Figure 4-7: Measurements of the lmja river level and precipitation recorded at Dingboche (see Figure 4-4) show 
that general river baseflow of 0.2 m is sustained in teh absence of precipitation. Also that the river level maxima 
during the monsoon are maintained regardless of the strength of the monsoon in individual year, demonstrating the 
importance of glacial meltwater contributions to baseflow. 
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Figure 4-8 
Figure 4-8: Lhotse and Lhotse Glacier, showing steep 
avalanche chutes and avalanche accumulation cones at the 
head of a low-angled debris-covered glacier tongue. 
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(a)  
Figure 4-9: Flood tracks of former 
glacier lake outburst floods in the 
Khumbu Himal. (a) Langmoche 
Glacier and Dig Tsho, which 
flooded in August 1985. The flood 
caused widespread damage 
downstream, and the eroded flood 
track destabilised the flanking 
slopes for several years after the 
event (Watanabe et.al. 1994) (b) 
Breached moraine of the Mingmo 
Glacier, which was the source of 
an outburst flood in 1977. 
(b)  
Figure 4-9 
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Figure 4-10 
(a) 
(b) 
Figure 4-10 : (a) Lake developing on the Imja Glacier 
Khumbu Himal (b) Tsho Rolpa lake on the Trakarding 
Glacier, which has been the focus of an international 
hazard prevention project (Image from ICIMOD 
website: http://www.icimod.org/).  
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Figure 4-11 
Figure 4-11: SPOT image of the lower -13 km of the 
Ngozumpa glacier (2000). Note the uneven surface and 
numerous supraglacial ponds on the surface. The tributary 
Gaunara Glacier to the east is thought to no longer be 
dynamically connected to the main flow. 
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Figure 4-12 
Figure 4-12: Characteristics of the debris covered zone of the Ngozumpa glacier: (a) 
Hummock and cone topography in the upper 5 km is more muted towards the point 
of debris emergence. The glacier here is -1.2 km wide. (b) Numerous turbid and 
stagnant water bodies, and raised former lake beds in the terminus zone. The 
glacier here is -1.0 km wide. Note the upstanding lateral moraines, running the 
length of the debris-covered zone. (c) Ice faces are exposed where slopes are 
steep, around lakes, or as pictured, around former lake basins. Ice face retreat 
causes failure of debris from above, which eventually reburies the ice face with a 
debris fan. (d) Numerous near-surface englacial conduits can be observed, which 
are a sign of mature glacier karst (Clayton, 1964). 
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Figure 4-13 
Figure 4-13: The nature of the debris cover on Ngozumpa Glacier: (a) The 
surface layer is predominantly coarse openwork (b) Below the coarse layer, the 
matrix supported debris in most exposures shows little sign of grading (c) Fine 
lacustrine sediments occur in isolated patches on the surface, marking the 
locations of former supraglacial lakes (d) Fan deposited foresets can be seen 
where deposition into a lake formed a delta, in other locations fall sorting can be 
seen on slopes (e) Downwards-slumping lacustrine crevasse-fill sediments 
demonstrate that ice creep at unsupported ice faces is ongoing. 
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Figure 4-14 
Figure 4-14: Location of Ghiacciaio Belvedere and the surrounding 
glaciers. 
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Figure 4-15: Monthly mean meteorological conditions typical of the western 
European Alps, measured at Zermatt (Elevation: 1610m, Latitude: 46 01N, 
Longitude: 007 45E). Data from www.weatherbase.com. Note the summer peak 
in air temperature, but relatively constant precipitation throughout the annual 
cycle. 
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Figure 4-16 
Figure 4-16: Debris-covered glaciers of the eastern Italian 
Alps. (a) Ghiacciaio Miage, Val Veny; (b) Ghiacciaio Brenva, 
Val Veny; (c) Ghacciaio Belvedere, Macugnaga. 
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Figure 4-17 
Figure 4-17: (a) The surge front on Ghacciaio Belvedere, looking 
upglacier (b) Lago Effimero (left) and Lago delle Locce (right), both in 
June 2002 (Images from Gruppo Nazionale per la Difesa dalle Catastrofi 
Idrogeologiche website: http://www.gndci.it/).  
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(a)  
(b)  
Figure 4-18 
Figure 4-18: Belvedere surface showing Lago Effimero (a) 
in summer 2001, and (b) in spring 2003 prior to its artificial 
lowering (Images from the NOVA website: 
http://www.pbs.org/wgbh/nova/).  
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Figure 4-19 
Figure 4-19: The nature of the debris at Ghacciaio Belvedere: (a) A layer of fines 
exists at the interface between diamict and clean ice. (b) Surface clasts can be over a 
metre in long axis. (c) Typically surface clasts are of the order of 5-50 cm in the long 
axis. (d) The layer of surface openwork is generally only one clast deep, below which 
matrix can be found. (e) Where the debris is thin, it is often damp, and excavation 
reveals a film of water at the ice interface. (f) In the lower terminus isolated clumps of 
vegetation can be found, and small mounds which may be indicative of heave 
sorting. 
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Figure 4-20 
Figure 4-20: Longyearbyen area, showing Larsbreen glacier (Map courtesy of S Lukas) 
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Figure 4-21: 	 Mean meteorologlocal conditions for (a) 
Longyearbyen - Elevation: 29 m; Latitude: 78° 15' N, Longitude: 
015° 28' E) and (b) Barentsburg - Elevation: 5 m, Latitude: 78° 
01' N, Longitude: 013° 37' E 
(Data from http://www.weatherbase.com). 
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Figure 4-22: Meteorological conditions measured at Gruvefjellet, 460m.a.s.I., Longyeardalen (Figure from UNIS 
website: http://www.unis.no/research/).  
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Figure 4-23 
Figure 4-23: Air photograph of Longyeardalen (top valley) with Larsbreen in 
the centre of the image (x). Note that the glacier is predominantly clean-ice. 
However, dirt is melting out of transverse bands within the ablation zone, and 
scattered debris streaks the margins of the ablation zone. 
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(a)  
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(c)  
Figure 4-24 
Figure 4-23: Surface features of the debris-covered margin of Larsbreen: (a) 
The eastern lateral margin shows low relief, descending into the 
supraglacial meltwater valley that is being eroded into the central and 
western terminus. Note the series of rock glaciers at the terminus (x). (b) 
Debris creep, solifluction, fall sorting on cones and ice-face exposure by 
meltwater undercutting can be seen in the central meltwater-eroded zone. 
(c) Debris flows are a frequent occurrence on inclined, arcuate slopes 
flanking the main surface meltwater route. 
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Figure 4-25: The nature of the debris cover on Larsbreen: (a) An isolated sand ridge can be seen in the zone of 
emerging debris cover, in teh background one of two deeply entrenched meltwater gorges can be seen (b) Blocks of 
massive sediment outcropping in the debris cover are shattered in situ by frost action (c) Liquified debris flows are the 
principle means of debris reworking (d) Large areas of debris flow cause an arcuate crest-line to retreat rapidly (e) 
Inclined stratified sediment exposed at the emergence point of an englacial stream. 
(a)  
(b)  
Figure 4-26 
Figure 4-26: (a) Automatic weather station on 
Ngozumpa Glacier (b) Radiation station on the 
surface of Larsbreen. 
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Figure 4-27: Comparison of Lunde's method of calculating 
atmospheric air pressure (solid dots) with the air pressure 
calculated from standard atmosphere altitude relationship 
(crosses). 
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Figure 4-29: (a) Ice drill, custom made by Ernie Kuperus, School of Civil Engineering, University of Dundee (b) Drilling holes for 
ablation stake in a hole excavated in supraglacial debris on the Ngozumpa Glacier (c) Surveying debris thickness above ice face 
exposures, using a Leica theodolite and laser distomat Ngozumpa Glacier, 2001 (Cholo in background). 
Figure 5-1 
Figure 5-1: Direction of principle heat flow if surface temperature (Ts), and ice 
temperature (TO, are constant occurs over the shortest distance (greatest 
temperature gradient), shown by the red arrows under the conditions of (a) 
parallel strata and (b) uneven strata. 
51 
-1.0Cr 
0.00 	
0.00 0.50 1.00 1.50 2.00 250 3.03 3.50 0.03 0.50 1.00 1.50 200 2.50 aoo 3.50 
Horizontal distance (m) 	 Horizontal distance (m) 
(b) 
Temperature (°C) 
25.00 
20.00 
15.00 
10.00 
5.00 
0.03 
Figure 5-2 
Figure 5-2: The effect of step variation in debris thickness on thermal 
gradient depends upon the relative size of the step in the ice surface in 
comparison to the thickness of the debris layer: (a) minor deflection in 
isotherms caused by a small change in ice level under thin debris; (b) and 
(c) increasing the change in ice level increases the deflection of isotherms, 
and consequently increases the local variation in thermal gradient; (d) a 
small step under thick debris has a very minor effect in isotherms. In reality, 
the surface temperature would vary dependent on local debris thickness. 
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Figure 5-3 
Figure 5-3: Variation of debris-temperature profiles throughout the day in 2-
hourly intervals through supraglacial debris on Ngozumpa glacier, 1st July 
2002, showing the daily mean linear profile of the data (heavy black line). 
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Figure 5-4 
Figure 5-4: (a) Annual variation in daily mean debris temperature profile within the 
supraglacial debris on Ngozumpa Glacier, in response to seasonal climate change 
shown by air temperature (b). 
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Figure 5-5: Changes in heat storage in Ngozumpa debris. Within this record, 
a selection of snowfall events, identified by zero fluctuation in the half-hourly 
surface temperatures, have been highlighted by vertical lines. The monsoon 
period is indicated by high relative humidity and air temperature and 
becomes fully established at the end of May. 
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Figure 5-6: Characteristics of debris on Ngozumpa Glacier over an annual cycle: 
(a) daily mean debris temperature at depth; (b) day-to-day change in mean 
temperature at depth; (c) direction of heat flux with repsect to the ice surface, 
shown by linear mean temperature gradient; (d) apparent snowfall events related 
to the index of linearity of daily mean temperature profiles 
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Figure 5-7: Relationship between precipitation events and heat storage 
changes, Ghiacciaio Belvedere, summer 2003. 
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Figure 5-8: Day-to day changes in temperature (heat storage change) expressed as a % of the diurnal range in (a) 
Belvedere debris, (b) Ngozumpa debris. This demonstrates that while in the Belvedere data change in heat storage is 
below 15% for 90% of the sampled days at all depths, at depth in the Ngozumpa debris, any temperature fluctuations are 
likely to be changes in heat storage, and diurnal range is very small. 
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Figure 5-9: Percentage of days of each complete month of data for which 
linear r-squared on mean daily temperature profile was <0.9. October and 
November are missing due to incomplete data. 
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Figure 5-10: Temperature profiles in the three types of 
supraglacial debris found on the Ngozumpa glacier: (1) 
temperatures recorded in the diamicton profile were taken 
in the days following a 4-day period of snowcover; (2) the 
uppermost (surface) logger of the silt profile became fully 
exposed within the first day of the experiment and thus 
has been excluded as it was not recording a debris 
temperature but rather that of the exposed logger. 
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Figure 5-11 
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Figure 5-11: All-day, and daily, mean temperature profiles 
measured during experiments within unsaturated (a and b) and 
saturated (c and d) debris on Larsbreen, note that the vertical 
scale of the two profiles differs. 
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Figure 5-12 
Figure 5-12: Analysis of mean temperature gradients in Ngozumpa debris 
demonstrates that periods of curved gradients are generally limited to 
seasonal change periods, with a few brief exceptions. Inverted temperature 
profiles in winter will facilitate heat loss by free convection within any 
connected voids 
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Figure 5-13 
Figure 5-13: Figure illustrating the notation used in Equation 5-4 for 
undertaking standard centred differencing under the conditions of uneven 
spacing of pivotal points. 
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Figure 5-14 
Ngozumpa daily diffusivity plot 15th December 
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Figure 5-14: Samples of derivative plots of thermal diffusivity in debris on 
Ngozumpa Glacier, showing the varying patterns of ATD with depth, and 
throughout the annual cycle. Small temperature variations at depth produced 
poor quality results, while the method was found to be more successful in the 
mid and upper portions of the debris layer. 
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Figure 5-15 
Larsbreen hourly daily diffusivity plot 
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Figure 5-15: Three derivative plots of ATD for the same days data, 
measured in saturated debris on Larsbreen, and sampled at different 
intervals deomonstrate that the method is highly dependent on the 
temporal sampling interval, with regard to the sensitivity of the 
thermistors. Half hourly sampling intervals were used (so this data set 
was very poor) in order that r-squared values would be statistically 
significant. 
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Figure 5-16 
(a) Diurnal temperature cycles: full datatset Larsbreen 
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(b) Diurnal temperature cycles: 10-point running mean Larsbreen 
Figure 5-16: The thermistors used were accurate to a tenth of a degree. (a) 
where total temperature variation was small, time series tended to have a 
stepped form. (b) running means were used to provide a better basis for 
determining wave periods and amplitudes. 
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Figure 5-17 
(a) Diurnal temperature cycles from January days: Ngozumpa 
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(b) Diurnal temperature cycles in unsaturated debris: Larsbreen 
Figure 5-17: (a) A sample time series which contains stable oscillations with 
clearly defined maximum and minimum points. Sub-sets of days which had 
these characteristics were used to attempt to improve the accuracy of the 
ATD calculations (b) A time series which is very difficult to use; diurnal 
temperature oscillations are very poor sineform approximations, while the 
small temperature range means it is difficult to assign a time to maxima and 
minima. 
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Figure 5-18 
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Figure 5-18: Downprofile trends in calculated ATD values in (a) 
Ngozumpa, (b) Belvedere (This data consists of only 2 points) and (c) 
Larsbreen. Values calculated using the derivative-plot method are 
marked DP, while those calculated using the waveform method are 
unmarked. 
68 
Figure 5-19 
22-25 July (Unsaturated) 
22-25 July (Unsaturated) 
04-08 July (Saturated) 
04-08 July (Saturated) 
Belvedere all days 
Belvedere all days 
01-03 Aug (Wetted) 
01-03 Aug (Wetted) 
10-13 July (Dry) 
10-13 July (Dry) 
Ngozumpa All days 
Ngozumpa All days 
01-05 October 
01-05 October 
06-10 July 
06-10 July 
16-20 April 
16-20 April 
01-05 Jan 
01-05 Jan 
• 
1111 
INN 
Derivatives 
Amplitude 
I 
1 	 i 
o r- 0 	 0 
+ 	 Lh 	 Li' w 0 0 0 	 0 0 	 0 
o vi 
8 	 c:, 
0 	 L.6 0 
0 	 1.0 
s- 
0 	 L.I:1 0 
— 	 csi 
0 
0 0 0 
Apparent thermal diffusivity (m2s-1) 
Figure 5-19: Variation and comparison of ATD calculated by derivative plots 
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Figure 5-22: Time series of derivative-plot calculated ATD in Belvedere debris, 
and its relation to precipitation events: (a) all calculated data; (b) r-sqared of 
datapoints in (a); (c) time-series consisting only of data points for which r-
squared >0.8. 
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Figure 5-23: Published values of thermal properties for broad rock type classifications (Data from Lide 2004). 
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Figure 5-24: Results of particle-size analysis undertaken on 
supraglacial debris matrix from the three field sites. Note the bimodal 
distribution of Ngozumpa and Larsbreen, and the fact that while the 
Belvedere and Ngozumpa debris tend towards the gravel fraction, 
there is a complete absence of material larger than the coarse sand 
fraction in the Larsbreen matrix (Thanks to S. Morrocco for running the 
samples). 
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Figure 5-26: Relationship between thermal conductivity (at 0.11 
m depth) and precipitation on the Belvedere Glacier. (a) 
Precipitation intensity; (b) total daily precipitation. Note that the 
change induced by rainfall is greater with high intensity rainfall 
rather than total amount of rainfall. Thermal conductivity was 
calculated using the derivative plot method, using the following 
parameters: c: 890 J kg-, K-1, p: 2700 kg m-3, effective porosity: 
0.3, using only daily data for which the coefficient of 
determination of the diffusivity value is >0.8. 
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Figure 5-27: Effect of monsoon seasonality on calculated effective thermal 
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Figure 5-28: Summary of albedo measurements made on each glacier. The 
larger sample sizes tend towards normal distribution, but the smaller 
Ngozumpa dataset has a number of higher outliers. 
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Figure 5-29 
Figure 5-29: Summary of stability testing undertaken, see Figure 5-30 for 
plotted results. 
Maximum (Column 3) and minimum (Column 4) values were taken 
independently of other standard parameters (Column 2). This does not 
allow for covariance of parameters. Accordingly, an input range was 
devised to typify extreme climatic combinations: A high, cold dry glacier 
(Column 5) and a warm low humid glacier (Column 6); in these runs 
standard values of albedo and thermal conductivity were used. 
Parameter Standard glacier Max Min High Low 
Ta 290 310 245 250 300 
RH 45 100 0 10 90 
ea 869 1930 0 0.6 5241.6 
u 2.5 5 0 5 1 
SW in 270 400 100 400 200 
LW in 340 400 100 100 400 
Alt 2000 7500 200 7500 200 
Pa 82300 100145 45000 45000 100145 
Albedo (Wet) 0.05 
Albedo (Dry) 0.12 0.4 0 0.12 0.12 
k-value (Wet) 1.25 
k-value (Dry) 0.8 5 0.05 0.75 0.75 
Emissivity 0.95 1 0.7 0.95 0.95 
T ice 273.15 273.15 273.15 273.15 273.15 
Beta 6.5 20 1 9 4 
Runs with no latent heat flux i.e. dry surface and 
dry debris laver 
Runs with entirely wetted debris layer i.e. wet 
surface and saturated debris 
1. Standard 1+. 	 Standard 
2. Ta max 2+. 	 RH max 
3. Ta min 3+. 	 RH min 
4. U max 4+. 	 Beta max 
5. U min 5+. 	 Beta min 
6. SW max 13+. 	 Threshold =0.21; constant dry albedo 
7. SW min value; k varies with saturation 
14+. 	 Threshold =0.21; constant dry k; albedo 8. LW max varies with saturation 
9. LW min 15+. 	 High alt set; no threshold dry 
10. Pa max 15a+. 	 High alt set; no threshold wet 
11. Pa min 17+. 	 Low alt set; no threshold dry 
12. Albedo max 17a+. 	 Low alt set; no threshold wet 
13. Albedo min 
14. K max 
15. K min 
16. Emissivity max 
17. Emissivity min 
18. Beta max 
19. Beta min 
Results of these numbered runs are plotted in Figure 5-30 
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(a) Ablation rate in stability tests 
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Figure 5-30: Results of stability testing model runs detailed in Figure 5-29. Under 
all conditions the model shows a plausible output, from which it is concluded that 
the model is mathematically stable. 
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Figure 5-31: Changes in modelled ablation rate resulting from a 1% change in input debris properties. 
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Figure 5-32: Change in calculated ablation 
resulting from a 1% change in meteorological 
input parameter: (a) air temperature; (b) 
incoming short-wave; (c) incoming long-
wave; (d) wind speed; (e) relative humidity 
and (f) air pressure. 
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Figure 5-33: Range of ablation rate resulting from varying debris 
properties: (a) varying thermal conductivity in range 0.5-7.0, (b) 
varying emissivity in range 0.7-1.0, (c) varying albedo in range 0.0-
0.4. 
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Figure 5-34: Range in ablation rate resulting from variation in aerodynamic 
roughness length in the range 0.0025-0.0175m. Minima at zd=0.02 (wet) and 
zd=0.10 (dry) mark the debris thickness at which turbulent heat flux changes 
from positive (at thin debris, which has a surface temperature below mean air 
temperature), to negative (at thicker debris, which has a surface temperature 
greater than the mean air temperature). 
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Figure 5-35: Comparison of ablation rates occuring under 
meteorological conditions typical for summer in each region. 
Debris properties were standard, so all variation is a result of 
meteorological conditions. (a) complete output, (b) output for 
debris thickness <0.15m. 
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Figure 5-36: Comparison of energy balance fluxes at all three sites under the conditions 
of standard debris properties in conjunction with local typical summer meteorological 
conditions. 
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Figure 5-37: Comparison of surface energy balance fluxes under the conditions of typical 
debris and summer meteorological conditions in each field area 
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Figure 5-38: Comparions of regional ablation variation with debris thickness with (a) standard debris conditions and regional 
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Figure 5-39: Comparison of the change in ablation under 
thin debris at all three sites, with ice of albedo 0.19 
(indicated by highest ablation at zd=0), 0.29 (indicated by 
middle ablation at zd=0) and 0.39 (indicated by lowest 
ablation at zd=0). 
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Figure 5-40: Measured ablation rate under different debris thickness: (a) 
Belvedere: Crosses indicate daily melt values for the 6th-9th of August. 
Solid black line is the exponential line of best fit through daily points. 
Yellow filled squares are the 4-day mean. (b) Larsbreen: Crosses are 
individual days as labelled, solid black line is the exponential line of best 
fit through daily points. 
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Figure 5-41: Comparison of measured and modelled 
ablation at Ghiacciaio Belvedere. 
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Figure 5-42: Comparison between measured ablation and 
modelled ablation for the exact plot thickness at Ghiacciaio 
Belvedere. 
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Figure 5-43: Comparison of measured and modelled 
ablation at Ghiacciaio Belvedere, where modelled data is 
based on radiative fluxes alone, and turbulent fluxes are 
ignored: Compare to Figure 5-41 to see the relative 
underestimate of melt at thin debris and overestimate of 
melt at thick debris sites that occurs if turbulent fluxes are 
ignored, as in this case. 
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Figure 5-44: Comparison between measured ablation and modelled 
ablation, using only radiative surface energy balance for the exact 
plot thickness at Ghiacciaio Belvedere: Compare with Figure 5-42, 
with regard to the relative deviation of the modelled ablation rates. 
Turbulent fluxes switch from being positive towards the surface to 
being negative between debris thickness of 0.02 and 0.15 m. 
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Figure 5-45: Comparison of measured and modelled mean 
surface temperature at Ghiacciaio Belvedere ablation stake 
sites. Crosses indicate the measured surface temperatures for 
plots of different debris thickness. The time series of measured 
surface temperature at all three plots is given for reference, 
note the thermistor at the 0.017m debris plot was exposed on 
the 6th of August. 
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Figure 5-45: Analysis of difference between measured and modelled 
surface temperatures at three plots on Ghiacciaio Belvedere: (a) °A 
difference of modelled and measured surface temperature on each day; (b) 
absolute difference of modelled and measured surface temperature on 
each day; (c) 4-day mean values of modelled and measured surface 
temperature at three plots with different debris thickness. 
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Figure 5-47: Comparison of measured and modelled ablation 
rate under different debris thickness at Larsbreen 
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Figure 5-48: Analysis of difference in measured ablation and modelled 
ablation using standard calculations of saturated and unsaturated thermal 
conductivity, and additionally, in red, the empirically measured value of 
saturated conductivity, on Larsbreen. 
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Figure 5-49: Example of measured and modelled mean surface temperatures at the surface of a debris plot that was 0.1m 
thick. The solid black line is the time series of recorded temperature. Open circles indicate temperature recorded by a control 
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Figure 5-50: Comparison of measured ablation with modelled 
ablation using thermal conductivity calculated by the amplitude 
method (red) and derivative-plot method (blue). 
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Figure 6-1: Left hand side column shows mean monthly meteorological data from an 
AWS on Ngozumpa glacier, interpolated for months with missing days, right hand 
column shows mean monthly values of the same data, but instead of interpolating for 
incomplete months, gives the mean of days for which measurements were made 
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Figure 6-2: Daily mean shortwave radiation calculated for atmospheric 
transmissivity of 0.74, compared to daily mean, and time-series of, short-
wave receipts measured on Larsbreen in July 2002. Clear-sky conditions 
prevailed during 12th - 14th July. 
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Figure 6-3: Variation of meteorological conditions with altitude in the 
Khumbu Himal, from monthly data recorded at Chaurikarka (2620 m), 
Namche (3450 m) and Lhajung (4400 m) weather stations. Data from His 
Majesty's Government of Nepal Ministry of Science and Technology, 
Department of Hydrology and Meteorology, Hydrology Division, Snow and 
Glacier Hydrology Section Yearbooks 1987-1995. 
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Figure 6-4: Variation of daily air temperatures in the Macugnaga 
region recorded at Magugnaga (1360 m), on Ghiacciaio 
Belvedere (-1900 m), and Passo del Moro (2860 m) weather 
stations. Data was kindly provided by G. Diolaiuti of Milan 
University, and covers the period from the 2-13th August 2003. 
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Figure 6-5: Surveyed debris thickness on Ngozumpa Glacier, at three 
locations upglacier. Spuriously large debris thickness is shown at some 
points measured 4km from the terminus, as a result of inaccuracies of 
repeat surveying and triangulation techniques (4.4.2.4). The other two 
localities were surveyed using reflector surveys and are considered more 
accurate. Debris thickness in excess of 6m occurs in crevasse-fill locations 
exposed 1 km from the terminus. 
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Figure 6-6: Percentage frequency distributions of debris thickness 
in the upper and lower sections of the debris-covered area of the 
Ngozumpa Glacier, illustrating that modal debris thickness, and 
debris thickness variability, increase towards the terminus. 
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Figure 6-7 
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Figure: Composition of debris thickness found 7km 
and 1 km from the terminus of the Ngozumpa glacier. 
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Figure 6-8: Long profiles of the three study glaciers, measured at the glacier centre-lines from 
local contour maps. Vertical lines indicate the point of emergence of debris cover 
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Figure 6-9: Modelled annual ablation gradient for Ngozumpa 
Glacier, using the smoothed distribution of measured debris 
thickness, shown at right (Equation 6-1). 
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Figure 6-10: Block charts of annual ablation distribution modelled for Ngozumpa Glacier (a) dean ice (b) debris-covered ice 
• A 
Mar 
-3.00 -1.00 1.00 3.00 -3.00 -1.00 1.00 3.00 -3.00 -1.00 1.00 3.00 
Ablation (m) 	 zd (m) Ablation (m) zd (m) 	 Ablation (m) zd (m) 
-3.00 -1.00 1.00 3.00 
Ablation (m) 	 zd (m) 	 Ablation (m) 	 zd (m) 
-3.00 -1.00 1.00 3.00 
Ablation (m) zd (m) 
Jan 
A 
Feb 
Figure 6-11: Monthly ablation gradients modelled for Ngozumap Glacier, using measured debris distribution (Equation 6-1). 
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Figure 6-12: Comparison of variation of ablation season duration for clean 
and debris-covered ice at different altitudes, modelled for Ngozumpa 
Glacier. 
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Figure 6-13: The relative rate of clean and debris-covered ice ablation 
throughout the year modelled at Ngozumpa Glacier and expressed as debris-
covered surface lowering minus clean-ice surface lowering. 
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Figure 6-14: Modelled annual ablation gradient for 
Larsbreen: (a) using debris distribution of 1.0m in the 
lowest 50m of the debris-covered zone, and0.3 m in the 
upper 50m of the debris covered zone; (b) with a thin layer 
of fine dirt from 300-450m altitude. 
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Figure 6-15: Mid-summer ablation gradients for (a) Larsbreen, (b) Ghacciaio Belvedere and (c) Ngozumpa Glacier. 
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Figure 6-16: Published relationship of empirically measured ablation rate for 
debris-covered ice, expressed as % of clean-ice ablation for glaciers throughout 
the Asian continent (Konovalov, 1985). 
A
bl
at
io
n  
a
s
 
 
%
 o
f c
le
an
 
 
ic
e  
a
bl
at
io
n  
0 
0 
• 
• 
	
• 
4 
116 
Altitu 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
0 • 
0 
0 
0 
0 
0 
0 
0 
• 
• 
0 
Figure 6-17 
-8.0 	 -6.0 	 -4.0 	 -2.0 	 0 0 
	 2.0 	 4 0 
Ablation (m/a) 	 Debris thickness (m) 
----Debris thickness (m) 0 Clean ice ablation • Debris-covered ablation 
Figure 6-17: Annual ablation gradient calculated for Ngozumpa 
Glacier using the % difference model and the empirical 
relationship between clean-ice and debris covered ablation 
given in Table 6-7, and Figure 6-16. 
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Figure 6-18 
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Figure 6-18: Comparison of ablation gradients calcualted using (a) 
the full energy balance debris-covered ablation model (black); (b) 
the empirical relationship for debris covered ablation (orange); and 
(c) a relationship expressing sub-debris ablation as a percentage 
of clean-ice ablation derived from modelled results under summer 
conditions. 
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Figure 6-19: Comparison of ablation gradients produced using (a) the full surface energy balance model (b) 
Konovalov's empirical function of debris-covered ablation under three different debris distributions (c). In (a), 
maximum ablation occurs under 0.013 m at 5250 m, beneath the extrapolated Ngozumpa power relationship, 
and beneath 0.018 m debris thickness at 5350 m beneath the 30% decrement with altitude relationship. 
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Figure 6-20: Monthly ablation gradients modelled for Ngozumpa Glacier, with debris thickness decreasing by 30% with each 50m altitude 
increment, from 2.75 m thickness at the terminus. 
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Figure 6-21: Surface energy balance ablation gradient 
model forced with constant climate over a 100-year period 
with debris ablating out as 5% of ice volume. 
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Figure 6-22 
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Figure 6-22: Debris accumulation over 100 years of melt-out of debris 
distributed evenly through ice with concentration as 5% of ice volume 
(see Figure 6-21 for concurrent ablation rate). 
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Figure 6-23:(a) Power function approximations of debris thickness increasing over time with melt-out and flow 
concentration near terminus; (b) Surface profile modification resulting from the accumulation of debris as given in (a). 
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Figure 6-24: Ablation gradient change from t=0 to t=3 in Figure 6-
23 (a), showing the upwards progression of the zone of 
accelerated ablation, and the overall reduction in ablation rate 
within the debris-covered zone as debris accumulates, according 
to an applied thickening power function (Figure 6-23). 
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Figure 6-25: Debris thickness evolution over time in which the debris distribution was evolved 
by progressive up-glacier migration of the power-wedge function given by the inital distribution, 
to simulate the progressive stagnation of the terminus. 
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Figure 6-26: Temporal evolution of ablation gradient with yearly 
upglacier migration of debris accretion regime (Figure 6-25). 
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Figure 6-27: Change in ablation gradient after 16 
annual time steps of evolving debris melt-out 
distribution as shown in Figure 6-25. 
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Figure 6-28: Evolution of glacier ablation regime and morphology under 
the influence of upglacier-migrating debris melt-out regime (Figure 6-
25) over time: (a) long profile evolution of clean and debris-covered ice; 
(b) evolution of debris cover thickness distribution over time; (c) surface 
lowering averaged over 16 annual time steps. 
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Figure 6-29: Response of modelled Ngozumpa ablation gradient to changes in air temperature (a) decreasing 
temperature by 0.5, 1.0 and 5.0 degrees (b) increasing temperature by 0.5, 1.0 and 5.0 degrees (c) increasing 
summer temperature by 0.5, 1.0 and 5.0 degrees. 
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Figure 6-30: Locationof orientation dependent radiation flux study and 
plan of cone site with local slope angles at each sampled point is given in 
degrees. 
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Figure 6-31: Incident radiation measured on north,south, east and west 
facing slopes on a cone surface feature on Ngozumpa Glacier, Oct 2002 
(Figure 6-34): (a) shortwave radiation receipts show considerable variation 
depending on aspect and slope, which follows a systematic pattern; (b) 
longwave radiation receipts show non-systematic variation within a much 
smaller range. 
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Figure 6-32: Comparisons of (a) short-wave, and (b) long-
wave radiation receipts at the top and bottom on slopes 
orientated in the cardinal compass directions on Ngozumpa 
Glacier. Points plotted with lines are measurements taken at 
the base of slopes, while single point values were measured 
at the top of slopes. 
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Figure 6-33: Radiation and ablation measurements at Ghiacciaio Belvedere 
Aug 2003: (a) slope-dependent insolation (b) surface temperature on 
inclined debris surfaces and (c) Measured ablation a;nd mean debris 
thickness at each stake site. 
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Figure 6-34: Incoming short-wave radiation intensity measured at a horizontal surface (solid black line) and a 
number of inclined sites (coloured crosses) of different orientation on Larsbreen. Slope strike and dip are shown in 
brackets. 
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Figure 6-35: Variation in measured aldebo with time under midnight sun 
conditions on Larsbreen. Anomalously high points probably coincide with 
times when the pyranometer measuring incoming rdiation was partially shaded 
by the pyranometer recording outgoing radiation, which was suspended 
above, was still measuring refelcted radiation from a predominantly unshaded 
surface. 
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Figure 6-36: Horizontal long-wave radiation measured at set intervals 
from (a) a vertical boulder face and (b) a 450 debris slope. 
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Figure 6-37: (a) Relationship with mean slope angle and 
surface type Ngozumpa (b) Slope angles measured at three 
locations of increasing distance from the terminus on the 
Ngozumpa Glacier, showing slope angle decreasing towards the 
terminus. 
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Figure 6-38 
Figure 6-38: (a) Relationship between measured slope 
angles (predominantly debris slopes, but including some 
ice faces) and slope orientation on Ngozumpa Glacier (b) 
Aspect of all surveyed slopes in the four compass sectors. 
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Figure 6-39 
Figure 6-39: Surface morphological units on Larsbreen terminus: (1) 
Western lateral moraine; (2) Eastern lateral moraine (fine material); (3) 
Lower eastern lateral moraine (coarse material); (4) Lower western lateral 
moraine: many active and inactive debris flows; (5) Eastern terminus: very 
subdued relief; (6) Cirque-type feature of ice faces and debris flow 
surrounding main meltwater exit; (7) Debris cones flanking main meltwater 
channel. 
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Figure 6-40: (a) Mean slope angles of different debris 
surface features (b) Slope angles in different surface 
units on Larsbreen terminus 
140 
100 
90 
80 
70 
60 
50 
40 
30 
20 
10 
0 
26 
Pe
rc
en
ta
ge
 
 
o
f d
eb
ris
 
 
to
 
 
be
 
 
re
m
o
v
e
d  
38 	 40 28 	 30 	 32 	 34 	 36 
Figure 6-41 
Slope angle in degrees 
Figure 6-41: Debris removal function for topographic model. 
Below 28 degrees the debris layer is stable, then a 
progressively increasing percentage of the debris depth is 
removed as slope angle increases up to 38 degrees, beyond 
which the ice surface is deemed too steep to support surficial 
debris. 
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Figure 6-42: (a) Mean monthly air temperature calculated from sites at 
diffferent altitudes thoughout the southern-central Alps. (b) Mean monthly 
relative humidity measured at Zermatt (1609m, 46 01N 7 45E). Data from 
Weather base website: www.weatherbase.com  
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Figure 6-43 
(a) 
Figure 6-43: Development of ablation topography under the influence of undulating 
debris cover, over the course of a single ablation season at (a) high latitude 
(Larsbreen), (b) mid latitude (Belvedere) and (c) low latitude (Ngozumpa). 
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Figure 6-44: Distribution of ablation over one ablation season in the three sample areas, in relation to the debris-thickness 
distribution, causing the ablation maxima to be offset from debris thickness. 
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Figure 6-45 
(a)  
Figure 6-45: Development of ablation topography under the influence of initially 
undulation debris thickness (see Figure 6-43) over three consecutive ablation 
seasons at (a) high latitude (Larsbreen), (b) mid latitude (Belvedere) and (c) low 
latitude (Ngozumpa). 
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Figure 6-46 
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Figure 6-46: Evolution of ice surface with an eroded undulating debris distribution. 
Note the northwards migration of the channel due to preferential ablation on south-
facing ice walls is greater in the case of (a) high latitude (Larsbreen) and (b) mid 
latitude (Ghiacciaio Belvedere) than in the case of (c) low latitude (Ngozumpa 
Glacier). 
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Figure 6-47 
(a) 
Figure 6-47: Ice-surface evolution of a mid-latitude glacier (Ghiacciaio Belvedere), 
under the influence of a broken, undulating debris cover, over the course of (a) one 
ablation season divided into quarters and (b) three consecutive ablation seasons. 
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Figure 6-48: Comparison of mean meteorological conditions prevailing during 
the ablation season on Larsbreen (80 days), Ghiacciaio Belvedere (164 days) 
and Ngozumpa Glacier (140 days). 
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Figure 7-1: Modelled ablation rate under very thin debris shows 
that debris thickness above 0.0065 m inhibits ablation compared to 
even the lowest albedo ice. 
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Figure 7-2: Daily distribution of energy fluxes under debris of 0.0128m, 
and the comparisons of the energy flux for melt (Qm) at exposed ice 
(albedo=40%), under the influence of typical August conditions at 
Ngozumpa Glacier 
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Figure 7-3: Daily distribution of energy fluxes under debris of 0.0128 m, and 
the comparisons of the energy flux for melt (Qm) at exposed ice 
(albedo=40%), under the influence of typical September conditions at 
Ngozumpa Glacier. 
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Figure 7-4: Daily distribution of energy fluxes under debris of 0.0128 m, 
and the comparisons of the energy flux for melt (Qm) at exposed ice 
(albedo=40%), under the influence of typical November conditions at 
Ngozumpa Glacier. 
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Figure 7-5: Daily distribution of energy fluxes under debris of 0.0128 m, 
and the comparisons of the energy flux for melt (Qm) at exposed ice 
(albedo=40%), under the influence of typical August conditions at 
Ghiacciaio Belvedere. 
153 
1400 
1200 
1000 
E 
800 
4) 
600 
400 
200 
0 
-200 
1400 
(b) 
1200 - 
1000 - 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
-200 
E 
800 
a) 
600 
>, 
400 
uJ 
200 
0 
(a) 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 
Figure 7-6 
o Qs 
--e-- cs 
- A Qh 
—X— Qe 
Qm 
--♦ Qs 
QI 
--A Qh 
—x— Qe 
~Qm(—Qc) 
 
Figure 7-6: Comparison of energy fluxes throughout a typical day in August 
2003 at Ghiacciaio Belvedere (a) at a clean ice site, and (b) beneath a 
debris cover of 0.00128m. Time in hours of the day is along the x-axis. 
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Figure 7-7: Debris thickness surveyed at vertical exposures above ice faces will havea thickness dependent on its position 
through the cone, according to Drewry. If all exposures surveyed are in either positions 2 and 3 or 1 and 4 then the mean 
debris thickness obtained will be either spuriously great or small respectively. 
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Figure 7-8: An error in estimating debris thickness if the debris is thick (red) 
is less sigificant than if the same error is made but the debris is thin 
(green). Also, where debris is thick, and the relationship between ablation 
rate and debris thickness is becoming more linear, the mean debris 
thickness will correspond to the mean ablation rate. However, if it is on a 
curved part of the relationship, the mean ablation may be different to that 
for the mean debris thickness. 
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