This letter describes the first derivatives estimation of nonlinear parameters through an embedded identifier in the hybrid system by using a feed-forward neural network (FFNN). The hybrid systems are modelled by the differential-algebraic-impulsive-switched (DAIS) structure. The FFNN is used to identify the full dynamics of the hybrid system. Moreover, the partial derivatives of an objective function J with respect to the parameters are estimated by the proposed identifier. Then, it is applied for the identification and estimation of the non-smooth nonlinear dynamic behaviors due to a saturation limiter in a practical engineering system.
Introduction
The hybrid systems have recently attracted considerable attentions for the researches of many physical systems, which exhibit a mix of continuous dynamics, discrete-time and discrete-event dynamics, switching action, and jump phenomena [1] , [2] . Interactions between continuous dynamics and discrete events are an intrinsic part of power system dynamic behavior. Devices that obey physical laws, which are generators and their controllers or parameters such as capacitors and inductors within power electronic circuits, typically exhibit continuous dynamics. On the other hand, even-driven discrete behaviors are associated with the protection devices, tap-changing transformers, power electronics switches, and saturation limits in physical devices, which fall into a category of the hybrid systems in that an event occurs when a controller signal saturates.
The design of identifier is an important issue in many system-control problems to identify the full dynamics of a plant, estimate the unmeasured states, and validate the system model. System identification concept is well established through the proper estimator/identifier for any linear systems. However, the many industry applications with the non-smooth nonlinear dynamic behaviors, which exhibit the characteristic of hybrid systems, are becoming more common. When the model parameters and switching mechanism in any hybrid systems are unknown, the design of identifier is a difficult task. Artificial neural networks (ANNs) can offer an alternative to deal with this problem in that the ANNs are able to adaptively model a non-stationary nonlinear multiple-input multiple-output (MIMO) plant and to estimate the first and/or second derivatives of a dynamic plant. Therefore, it can replace the computation of the exact first-order derivatives from the trajectory sensitivities in the differential-algebraic-impulsive-switched (DAIS) structure for the hybrid system modeling.
Embedded Identifier in Hybrid System

DAIS Structure for Hybrid System Modeling
As mentioned before, hybrid systems, which include power systems, are characterized by the following:
• Continuous and discrete states.
• Continuous dynamics.
• Discrete events or triggers.
• Mappings that define the evolution of discrete states at events.
Such hybrid systems can be modelled by the DAIS structure given in below [2] .
where:
and
• x are the continuous dynamic states, and z are discrete dynamic states.
• y are algebraic states, and λ are parameters.
The more detailed explanation for the DAIS model (especially for the switching and impulse effects) is given in [2] with the comprehensive studies of the hybrid system. Figure 1 shows the control block diagram of the generator automatic voltage regulator (AVR)/power system stabilizer (PSS), which are used for the excitation system of a synchronous generator in power system [3] . The clipping limits on the PSS output V PSS and the anti-windup limits on the field voltage E f d in Fig. 1 introduce events that can be captured by the DAIS model. In other words, the event occurs when a controller signal saturates in the response to the large inputs (∆ω and V t ) due to the disturbance. Therefore, the DAIS structure provides the effective and insightful analysis of PSS with non-smooth nonlinear dynamics due to saturation limits. This indicated phenomenon is implemented by using (2) in the DIAS structure as given in (4) and (5) for the PSS clipping limits and AVR anti-windup limits, respectively.
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y 4 (upper limits switch) : (+ when y 3 < 0)
y 6 (lower limits switch) : (+ when y 5 < 0)
5 (x, y) = y 6 − 1 y 5 < 0, g
3 (x, y) = g
5 (x, y) = y 4 = y 6 y 3 > 0, y 5 > 0, g
Embedded Identifier by FFNN
The FFNN based identifier in Fig. 2 is designed to identify the full dynamics of the hybrid system (thereafter, validate the system model) and estimate the partial derivatives of a user-defined objective function J with respect to the parameter to be optimized. This gradient information provided by the FFNN based identifier can be used to replace the exact modeling of a complex system such as a large-scale power system.
The FFNN (with the multilayer perceptron structure [4] ) consists of three-layers of neurons (which are the input, hidden, and output layer) interconnected by the weight matrices W l and W L , and it is first trained to identify the dynamics of the plant. Generally, the FFNN starts with random initial values for its weights, and then computes a one-pass backpropagation algorithm at each time step k, which consists of a forward pass propagating the input vector through the network layer by layer, and a backward pass to update the weights with the error signal between J andJ shown in Fig. 2 .
The functional expression ζ of the FFNN is given as
where k denotes the time index and Fig. 1 ).
• Fig. 1 ).
• J is the Bolza form of objective function defined in (7).
where the parameters λ are adjusted to achieve the desired objective, and t f is the final time. Also, ϕ is the cost or penalty associated with the error in the terminal state at time t f , and ψ is the cost function associated with transient state errors. Adjustability of the final time t f is problem specific. This problem is closely related to optimal control, but solves for finite dimensional λ, rather than an infinite dimensional control input u(t). Then, the appropriate derivative information through the FFNN at the time t f , which is ∂J(t f )/∂λ, is computed by (8) to implement the minimization in (7). where T A is target value, and m l is the number of neurons in the hidden layer. p is the output of the activation function for a neuron, and q is the regression vector as the activity of a neuron. W is the weight matrix, and L and l denote the output and hidden layer, respectively. The function s in (8) is the sigmoidal function given as s(x) = 1/ 1 + exp (−x) .
Simulation Results
After the weights of identifier are trained/updated by the backpropagation until they are converged in testing period, the weights are fixed. This means that the FFNN identifier is able to identify the non-smooth nonlinear dynamic behaviours of V PSS (output of the PSS in Fig. 1 ) and J in (7) during a severe transient condition with sufficient accuracy even when on-line training is stopped. Therefore, when the system is put into on-line use, the computational effort can be reduced because it does not need to update the weights anymore [4] . With the above-converged weights, the variations of ∇J(λ) = ∂J/∂λ are computed by (8) at each iteration during optimization process to minimize the value of J(λ) in (7). During this optimization process, the nonsmooth nonlinear parameters λ (which are [V max V min ] in Fig. 1 ) are updated as
where α is the step-length. The results are shown in Figs. 3 and 4, respectively. It is clearly shown that the normalized (absolute) values of the estimated gradients by the FFNN are decreased during iterations and converged to their optimal local minimum. Also, even though the final optimum and its optimal path are slightly different for the ∂J/∂V min , the overall op- timizing patterns are similar to those of the true derivatives by the computation of trajectory sensitivities [2] .
Conclusion
This paper made the new contribution by describing the first derivatives estimation of nonlinear parameters through an embedded identifier in the hybrid system by using a feedforward neural network (FFNN). The hybrid system model was adapted from the basic form by incorporating impulsive action and switching of algebraic equations, giving the differential-algebraic-impulsive-switched (DAIS) structure. In the optimization process to minimize the value of an objective function J during a severe transient condition, the FFNN based identifier was applied to estimate the partial derivatives of the function J with respect to the non-smooth nonlinear parameters, which are the maximum and minimum values of saturation limiter in a practical engineering system. This nonlinear controller was modelled by the DAIS structure for hybrid system.
