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Abstract—Affordances are key attributes of what must be
perceived by an autonomous robotic agent in order to effectively
interact with novel objects. Historically, the concept derives from
the literature in psychology and cognitive science, where affor-
dances are discussed in a way that makes it hard for the definition
to be directly transferred to computational specifications useful
for robots. This review article is focused specifically on robotics,
so we discuss the related literature from this perspective. In
this survey, we classify the literature and try to find common
ground amongst different approaches with a view to application
in robotics. We propose a categorisation based on the level of
prior knowledge that is assumed to build the relationship among
different affordance components that matter for a particular
robotic task. We also identify areas for future improvement and
discuss possible directions that are likely to be fruitful in terms
of impact on robotics practice.
Index Terms—affordances, robotic manipulation and grasping,
planning, action prediction, human-robot interaction.
I. INTRODUCTION
The field of robotic manipulation has enjoyed significant
recent success towards scaling up to human-like abilities.
However, the gap between human and robot dexterity, espe-
cially when it comes to purposeful and temporally extended
manipulations, remains large. For instance, consider the fa-
miliar scenario of a robot tasked with tidying up a home
environment. The robot will find it challenging to naively
learn and remember every possible presentation of a diverse
collection of objects in such a heterogeneous environment.
This makes it hard to achieve a level of autonomy wherein
the robotic system can replicate a complex task on previously
unseen objects and new environments. Such generalisation is at
the very heart of human capabilities. It is argued that concepts
like affordances serve the key role of being intermediaries that
organise the diversity of possible perceptions into tractable
representations that can support reasoning for the purposes of
action prediction, manipulation and navigation.
A. Background
The psychologist James J. Gibson, along with Eleanor
J. Gibson, introduced the concept of an affordance [35].
According to Gibsons’ theory, an affordance refers to the
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Fig. 1. The main aspects that influence a robotics task that includes
affordances, with methodologies classified according to their generalisation
capabilities. This classification is based on the use of prior knowledge that
relates target object, action, and effects. Other aspects are also identified, such
as how these relationships are built and the means of collecting data given
that some methods rely on heuristics to directly relate these elements or on
learning models from data collected offline.
ability to perform a certain action with an object in a given
environment. This definition attracted controversy among psy-
chologists who attempted to narrow down this concept by
defining boundaries on the perception and action elements.
For example, McGrenere and Ho suggested that an object’s
affordance exists independently of the individual’s ability to
perceive its possibility of action [68].
When the concept is transferred to use in a robot, the focus
of attention shifts. One is less interested in the intrinsic worth
of whether action and perception are to be viewed as jointly
essential, and somewhat more interested in whether any such
definition can be operationalised. So, to a roboticist, it may
be that the agent must rely on some form of processing of
sensory inputs in order to identify the object’s affordances.
Given such variations in interpretation of the underlying
concept, D. Normal in 1988 proposed a definition of affor-
dance by targeting both the actual and perceived properties
[79]. Consequently, in Norman’s conceptualisation, the affor-
dance of a ball is both: its round shape, material, bounceability
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among other physical properties, as well as the perceived
suggestion as to how the ball should be used [79]. It was not
until 1991 that Gaver redefined affordances with the purpose
of using it in technology modelling [34]. Gaver divided
the affordance concept into three categories that reflect the
information as perceived by the agent: (i) false affordance
which is a perceived affordance that does not have a real
function (e.g. a placebo button), (ii) hidden affordances which
are those that are not evident for the agent but they exist,
and (iii) perceptible affordance which are the ones where
the information is available such that the agent can perceive
them and act on them [34]. Given the majority of robotic
agents depend on their sensors to perceive the environment,
Gaver’s definition appears best suited to the needs of robotic
manipulation.
Previous reviews such as Chemero and Turvey [17] and
S¸ahin et al. [86] present summaries of the different formalisms
that attempt to build a bridge between such a controversial
concept and mathematical representations. Horton et al. de-
scribe the influence of the Gibsonian theory on the physical
design of robotic agents [43]. Along the same lines, Zech et al.
presents an overview of computational models of affordances
and discuss how closely relevant they are to the original
Gibsonian theory [114]. In 2016, Min et al. reviewed the
works that implement the affordance concept in developmental
robotics, relating the methodologies to how infants learn [69].
Also from a developmental point of view, Jamone et al. re-
viewed the affordance concept across the fields of psychology,
neuroscience and robotics [46]. In contrast to the existing
works summarising the affordance literature, in this survey, we
identify and discuss different aspects that influence a robotics
task requiring nontrivial use of the concept of affordances.
B. Relevance and outline
Given that the discussions within the extant literature have
been centred on psychological abstractions of the affordance
concept, there is not a clear scheme that outlines what is
essential to accomplish a robotics task through the use of
affordances? and what is needed to evaluate such tasks? In
contrast to earlier reviews on similar topics, mentioned above,
our interest in this survey is to clearly outline the components
that are being used in tasks that include affordances, with the
purpose of serving as a guide for reproducibility in robotics.
Regardless of the abstraction of the concept, using affordances
in robotics tasks usually refers to the problem of perceiving
a target object, identifying what action is feasible with it
and the effect of applying this action to assess if the task is
replicable. The optimal goal of learning the relation among
target object, actions and effects in robotics is to achieve
human-like generalisation capabilities. This relation from now
on will be referred to as the affordance relation and will
represent the primary organising principle for structuring this
survey. Fig. 1 illustrates a mind map of the elements that
help create this affordance relation in a robotics task and
their influence is detailed in Section II. We propose to group
different approaches to the affordances concept based on
what they assume is known a priori about this relation. It is
important to note that some of these works might fall into
more than one category, therefore, we consider their main
contribution to the field as an indicator as to which o. We
group the approaches as follows:
• Known affordance relation: These approaches assume
that they have seen the affordance relation before and
thus it exists as a form of a template, i.e., full a priori
knowledge. In this case, the system has access to a
database that is built offline such that once the target
object is recognised the goal is to search for the previ-
ously modelled action and effects relation to accomplish
a task in a given application. Works in this category are
summarised in Section IV.
• Familiar affordance relation: These approaches assume
that they have seen a similar, thus familiar affordance
relation before, i.e., partial a priori knowledge, which
is stored in an offline database. These relations can be
familiar on different levels. We will see throughout this
survey that the most common way of considering an
affordance as familiar is when the approaches generalise
among object features (shape, colour, texture etc) rather
than categories. Thus, objects with similar features would
afford similar actions and effects relations. Works in this
category are summarised in Section V.
• Novel affordance relation: These approaches do not as-
sume they have access to a database that has information
about the affordance relation, i.e., no a priori knowledge.
Methods in this category explore based on heuristic rules
on the perceived target object to generate a ranking for
corresponding actions and effects. Works in this category
are summarised in Section VI.
To understand the progression of the field, Section III in
this survey discusses the historical evolution of the differ-
ent mathematical definitions that have tried to formalise the
inclusion of affordance in robotics tasks. We also identify
the gaps existing in the field and thoroughly discuss them in
Section VII, alongside a guide of the available datasets that
include the affordance relation. The main goal of this survey is
to serve as a guide to help researchers interested in including
the concept of affordance in their robotics tasks and identify
the clear gaps where the field would benefit from contributions.
To guide and facilitate the search we make available an online
library1 with the content and classification of this survey,
which will be updated in a bi-annual basis to keep it updated
with state-of-the-art literature.
II. CONNOTATION OF USING AFFORDANCES IN ROBOTICS
Incorporating affordances in robotics tasks has been a
particularly slow-moving-forward field of study. One of the
main causes is the abstraction of the concept. As it is going
to be presented in Section III, there are multiple mathematical
formalisms which attempt to replicate different psychological
theories. Finding a suitable affordance relation that generalises
across objects and environments is a challenging problem that
has been of great interest to the robotics community. Methods
1https://paolaardon.github.io/affordance in robotic tasks survey/
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using affordance as part of their task show that the inclusion
of the concept improves the agent’s performance on applica-
tions such as navigation [42, 97, 110], action prediction for
collaborative tasks [4, 14, 115] and manipulation [5, 31, 93].
Nonetheless, these methods do not reach the desired level of
generalisation capability and, thus, this remains an open area
of research for robotics tasks.
In an attempt to guide future contributions in the field, we
pinpoint a number of factors that influence a robotics task that
incorporates the affordances concept, as shown in Fig. 1. In
this summary, as in the mind map illustration, we focus on
identifying how the affordance elements relate to each other.
Namely, the relation can be built as follows: (i) a probabilistic
approach, where there is more than one possible outcome, (ii) a
deterministic one, where the methods offer an outcome, and
(iii) a planning approach, where the relation is built as a task
planning problem thus allowing the system to do multi-step
predictions on different affordance relations.
The way in which the works collect data is also considered.
There exist methods that rely on labels from images, post-
labelling from demonstrations and the system experience as
well as on heuristic functions to then learn a model.
The perception of the target object is also essential, and
refers to the sensory input medium to recognise all the physical
and visual qualities that suggest a set of actions in the scene.
For example, a handle in a mug contains the visual and
physical features that suggest the affordance ‘to be grasped’.
They can be perceived with a different set of sensors. An
extensive summary of perception interaction is presented in
Bohg et al. [13]. For the purposes of this survey we consider
visual, tactile, kinesthetic (motion) and proprioception (torque
and pressure) sensing.
The actions can be those that the object affords such as a
ball is ‘rollable’ and those that can be applied to the object to
achieve an action, such as ‘pushing’ the ball so it rolls. For the
latter case, Asada et al. [7] summarises works that imitate the
cognitive development of an infant, dividing it into 12 stages
according to the difficulty of the motions. In this survey, we
group those 12 stages in two sets: primitive actions such as
reach or poke an object, or complex ones such as pouring from
one object to another, thus focusing on what the agent could
do with the object.
The outcome or effect of this exerted action on the object
serves to evaluate the level of success of the task. Some of
the most common application tasks where the affordances
concept has been used are navigation for wheeled or loco-
motion systems, action prediction for collaborative tasks and
manipulation.
Even though the field lacks a common understanding of the
meaning of affordances in robotics, we will see throughout
this survey that all the works in the literature include at
least the affordance relation elements with a variation on
the level of prior knowledge on how this relation is built.
Building this affordance relation has proven to achieve better
generalisation capabilities in different robotic applications.
Thus, our objective is to establish the non-written common
ground, to provide a clear guide for replicability in robotics
tasks that include affordances and ease the contribution of new
research in the field.
III. AFFORDANCES FROM ABSTRACTION TO FORMALISMS
Historically, in the robotics field, the progression of the
study of affordances is marked in two stages. The first stage
corresponds to those works that try to mathematically concep-
tualise affordance in robotics as an extension from psychology
theories. The second stage corresponds to those works that
propose formalisms focusing on the capabilities of the artificial
system rather than recreations from the psychology field.
In spite of the differences in approaching the problem,
for both stages, the purpose remains to achieve human-like
generalisation performance. Thus, the notorious efforts in the
field to translate from human psychology theories to robotics.
Interestingly, works across both stages build the affordance
relation using the same previously discussed three elements,
with equivalents for the target object such as person, environ-
ment, entity and features and for the actions variations such
as ability or behaviour.
A. Early stage formalisms of affordance in robotics
In the early stages of the field, rather than focusing on
perception, the literature focused on perspective. Namely, these
works emphasised how and where the affordance resided
following psychology theories. Chemero and Turvey [17] and
S¸ahin et al. [86] present a summary of the works using affor-
dances in robotics up to 2007. In these works the discussion
of how the different psychology perspectives can be translated
into the robotics field is significant. S¸ahin et al. classified
the early literature in affordance into three different parallel
perspectives [86]:
• Agent perspective: The concept of affordance resides
inside the agent’s possibilities to interact with the en-
vironment.
• Environmental perspective: This concept includes the
perceived and hidden affordances in the environment.
This is the most abstract of the perspectives.
• Observer perspective: This is when the interaction is ob-
served by a third party to further learn these affordances.
The works discussed in [17, 86] are summarised in Table I.
In these works, the discrepancy in the used terminology is
noticeable. Moreover, all the works include the most philo-
sophical perspective of affordances, the environmental one,
except for S¸ahin et al. [86] that focused the formalism on the
agent perspective.
Contrary to these early stage formalisms, the current
methodology including affordances in robotic application tasks
considers the agent and observer perspective. Thus, high-
lighting the importance of the perception and then action
routine rather than the conceptualisation of abstract hidden
affordances.
B. Current formalisms of affordance in robotics
Newer proposals such as Montesano et al. [74] and Kru¨ger
et al. [63] define affordances in robotics as using symbolic
representations obtained from sensory-motor experience and
IEEE TRANSACTION ON ROBOTICS, VOL. XX, NO. X, DECEMBER 2019 4
Actual World
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OACs0 sP
ws0 wsr
aws0 awsr
CP
(a) Kru¨ger et al. [63]
Objects
Actions Effects
(b) Montesano et al. [73]
Objects
Actions Effects
State
(c) Cruz et al. [21] (d) Barck-Holst et al. [9]
Fig. 2. Approaches that propose a mathematical formalism to the robotics affordance relation. a) Kru¨ger et al. [63] propose OACs as the relationship between
the sensed and actual world (s0 is the initial state and sp is the predicted state). b) Montesano et al. [74] represent affordances as a relation between objects,
actions, and effects. Objects are entities which the agent is able to interact with, actions represent the behaviour that can be performed with the object, and
effects are the results caused by applying an action. c) Cruz et al. [21] represent the relations between state, objects, actions and effects, where the state is the
current agent’s condition and different effects could be produced for different occasions. d) Barck-Holst et al. [9] present an ontology affordance formalism
for grasping. It is a composition of the three basic elements alongside the object properties and grasping criteria.
Work Formalism of Affordance in Robotics
Turvey [103] In this example, the stairs
that hint are climbable and
the effectiveness of the agent
to climb them creates a
person-climbing system. The
affordance is explicitly at-
tached to the environment.
Example:
consider a person
climbing the stairs as
a person-climbing-
stairs system.
Stoffregen [95] In this example, the prop-
erties of the agent and sys-
tem are co-defining. The af-
fordance is then considered
as agent-environment system
rather than just on the envi-
ronment.
Chemero [16] It is the first approach that sees affordances as
relations between abilities of the agent and features
of the environment rather than properties. Affords-φ
(feature, ability), where φ is the afforded behaviour.
Steedman [94] As an association of actions with a particular object
and what consequences these actions yield. It is the
first one to define an affordance-set. It also considers
the environmental perspective to associate actions.
S¸ahin et al. [86] As an acquired relation between an effect and an
(entity, behaviour) tuple such that when the agent
applies the behaviour on the entity, the effect is
generated: (effect, (entity, behaviour)). First approach
to focus only on the agent perspective.
TABLE I
SUMMARY OF EARLY STAGE FORMALISMS OF AFFORDANCES IN ROBOTICS
TASKS.
behaviours. In [63] they define an affordance task as a com-
bination of OACs. OACs capture the interactions of the agent
with the world via a low-level control program (CP). Fig. 2(a)
illustrates the OACs formalism with the behaviour of a CP
functioning in the real world to move an agent to perform an
affordance task. The general idea is that the CP causes changes
in the actual world that transform the actual initial state of the
world denoted by aws0 (and sensed by the agent as ws0),
to the resulting actual world state (sensed by the agent as
wsr). In [73], Montesano et al. define affordance in robotics
as a formalisation that captures the essential world and object
properties, in terms of the actions the robot can perform with
the perceived information. This model is shown in Fig 2(b),
where the relation is one that can be used to predict the effects
of planned actions to achieve a specific goal, or to select an
object to produce a certain effect if acted upon in a certain
way. Thus the elements in Fig 2(b) are co-defining.
A similar approach to the one presented by Montesano
et al. [73] is Cruz et al. [21]. Cruz et al. consider that if an
affordance exists and the agent has knowledge and awareness
of it, the next step is to determine if it is possible to utilise
it given the agent’s current state. For example, a cup affords
grasping, as does a die, but in case we have an agent with one
die in each hand, then the agent cannot grasp the cup anymore
[21]. In other words, the affordance is temporarily unavailable.
This model is shown in Fig. 2(c).
Barck-Holst et al. [9] base their formalism on ontolog-
ical and probabilistic approaches. An ontological approach
in robotics is commonly referred to as a reasoning engine
used for learning where important properties of the task are
stored with specific definitions. Barck-Holst et al. [9] examine
how ontological approaches can be used to model affordances
and how they may produce more successful outcomes when
performing an affordance task. Among others, they use object
and action properties to model an ontology as shown in
Fig. 2(d).
As observed in this section, the perspectives on how af-
fordance should be included in robotics vary among stages.
Even though variations of the affordance relation components
are used across formalisms in both stages, historically all
of the proposals have noticeably focused on how well the
methods generalise to new situations. Fig. 3 is a visualisation
of the significant events in the field that include affordances
in robotics. From this timeline, the evolution of the field
towards more human-like generalisation capabilities is evident,
as well as the early influence from psychological theories. The
areas of improvement are also notable, such as the need for
more datasets and activities to gather researchers and discuss
progress in the field.
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2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019
Popularity of
psychology-
based
formalisms Popularity of system-based formalisms
Rise of the field
with full prior knowledge literature
Full prior knowledge
works gain popularity
First available
dataset Rise of works with no prior knowledge
Five more datasets
Rise of works exploiting familiar affordance relations
Proposal of first
workshop in the field
Organisation of two
more workshops
Fig. 3. Timeline of significant events and research directions in the field of affordances for robotics tasks.
IV. KNOWN AFFORDANCE RELATION
In robotics, the term affordance has been generalised as a
relationship of the three components previously introduced:
target, actions and effects. This section is focused of those
works that have full a priori knowledge on the best possible
matches that will make an affordance task successful. The
works in this section have access to a list of possible actions
and effects given a system’s knowledge of the target object.
These methods match possible actions onto the known objects
following a template. In some cases, the underlying template
is updated with new action-object relations acquired through
robot self-experience. Thus, in this category, all the approaches
have a mapping for the affordance relation.
The nature of the template varies across proposals: (i) some
of them start with a template and keep it as it is (Section IV-A),
(ii) others update this template along the way using trial and
error (Section IV-B) and, (iii) some others might update this
template and include variants such as object-object relation
and other agent actions (Section IV-C). Nonetheless, in this
category, all the works have in common the following:
• They have a grounding of all the components in the
affordance relation, i.e., they know the target, the cor-
responding action and the consequential effect.
• These models require little data to train their model,
nonetheless they lack generalisation to novel scenarios
and, hence, to variations of the robotics task.
A general workflow of the methods in this category is illus-
trated in Fig. 4. The diagram illustrates that by knowing a
template with the affordance relations the methods can fix this
template and query the database that stores this relation, learn
it once and add new relations of known instances through
exploration or have in storage object-object and object-agent
relations to associate an affordance and accomplish a robotics
task. Additionally, Table II summarises the works presented
in this section.
A. Learning the affordance relations model without update
Works in this sub-category learn a single template of match-
ing affordance relations and have it fixed for the rest of the
robotics task. They learn the best match of target, action and
effects from labelled data using probabilistic approaches such
as Gaussian processes and Bayesian Networks [5, 9, 70, 97–
99] or deterministic rule-based models [9, 27, 31, 81, 112].
Scene segmentation
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When using exploration
single object affordance
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Database
O
bj
ec
ts
A
ct
io
ns
E
ffe
ct
s
Target recognition
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object-agent
Database
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Fig. 4. Flowchart for a typical system that has full a priori information
on the relation of the affordance task components. The relation of the target
object, actions and effects serve as input from a database that contains a
template [9, 39, 81, 112]. In some cases the systems update the already known
template by matching known objects, actions and possible effects [5, 101,
112]. Particularly, in this category the expansion to new relations such as
object-object, object-agent are eased and part of the target recognition.
(a) Antunes et al. [5]
Internal template
(b) Hart et al. [39]
Fig. 5. Examples of works that build affordance relations with complete
prior knowledge by using templates. a) Antunes et al. [5] use the iCub robot
to follow indications to prepare a sandwich. The robot needs to get to the
unreachable ingredients using the provided tools (rake and stick). b) Hart et al.
[39] propose an affordance template. For example, in a wheel the template
uses different waypoints to pre-grasp, grasp, turn-goal, etc.
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Kjellstro¨m et al. [54] None–theoretical work
Diana et al. [27] Khepera III
Pandey and Alami [81] PR2
Fallon et al. [31] Atlas
Antunes et al. [5] iCub
Thomaz and Cakmak [101] Bioloid
Wang et al. [112] NAO
Cruz et al. [21] iCub
Do et al. [28] None–theoretical work
Myers et al. [76] None–theoretical work
Barck-Holst et al. [9] Kuka & Barret hand
Sun et al. [97] PeopleBot and Rovio
Sun et al. [98] Fanuc & Barret hand
Moldovan and De Raedt [70] None–theoretical work
Hart et al. [39] Valkyrie & Robonaut2
Zhu et al. [115] None–theoretical work
Saxena et al. [87] PR2
Song et al. [91] Armar III
Bekiroglu et al. [10] ATI Mini45
Song et al. [90] Tombatossals
Gijsberts et al. [36] None–theoretical work
Nishide et al. [78] HRP-2
Song et al. [92] PR2
Szedmak et al. [100] None–theoretical work
Dogar et al. [29] Kurt 2
Lewis et al. [64] Own bipedal design
Song et al. [89] Armar III
Kostavelis et al. [59] Kurt 2
Omrcˇen et al. [80] Armar III
Price et al. [83] Kuka KR5
Sweeney and Grupen [99] Gifu hand
Kroemer and Peters [61] Dexter
Cutsuridis and Taylor [22] None–theoretical work
TABLE II
SUMMARY OF WORKS THAT HAVE FULL a priori KNOWLEDGE OF THE RELATION AMONG AFFORDANCE COMPONENTS TO PERFORM A TASK.
Thus, the actions become probabilistic rules that are queried
at execution time. In general, rule-based approaches only
require a small amount of data. Nonetheless, these approaches
are deterministic and cannot account for uncertainty, while
probabilistic methods can. Barck-Holst et al. [9] combine
both deterministic and probabilistic models. The authors in [9]
compare a probabilistic method based on Bayesian Networks
with a rule-based model of axioms to reason about grasp
selection for an object. The Bayesian Network performs well
under uncertainty, by using axioms to build an ontological
approach. This allows their system to learn an affordance
relation much faster with fewer samples.
Approaches that attempt to perform multi-step predictions
based on known affordance relations, such as [22, 61, 83],
often add a planning layer that allows them to achieve goal-
oriented tasks by learning either primitive or complex actions.
Nonetheless, when uncertainty is introduced in the scenario
the success of the task is compromised and probabilistic
models are preferred to rule-based ones. A clear example of
uncertainty is when the system needs to perform in cluttered
environments. [59, 64, 97] and [5, 70] perform navigation
and grasping application tasks, respectively. They do so in a
scenario with many objects where the purpose is to identify the
most suitable affordance relation. In [29, 59, 97], the goal is to
arrive at a destination while pushing or nudging objects, while
in [70], the goal is to find an object that might be occluded
in a shelf to achieve a queried action.
To predict actions for collaborative tasks, Pandey and Alami
[81] introduce the concept of affordance graphs for deci-
sion making in human-robot interaction tasks, while Wang
et al. [112] use a table of interpretable triplets, containing
the affordance components. In [81], the graph encodes the
actions an agent might be able to take with an object. These
actions are ranked according to an effort level from which the
agent optimally chooses the lowest effort demanding action
that achieves a successful effect. Wang et al. [112]’s system
is presented with a knowledge table relating the affordance
components and is updated using a short term memory with a
simple forgetting mechanism. Other approaches use affordance
templates based on Knowledge Bases (KBs) or Convolutional
Neural Networkss (CNNs) to build databases of affordance
relations [28, 31, 39, 76, 87, 115]. In [31, 39], the system is
commanded by an operator to perform a manipulation task and
the templates provide information about the optimal grasping
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regions of the objects. An example is shown in Fig. 5(b).
Song et al. [91] developed a framework by stages composed
of [89–91] that makes sure a robotic end-effector properly
hands over an object. In this framework the objects are known
as well as their corresponding actions and effects. The focus
is to grasp the objects in a way that ensures the other agent
has enough surface left on the object to be able to grasp it.
B. Updating the learned affordance relations
Methods in this sub-category learn a model and update it
using trial and error to find new combinations of known target,
action and effect relations. These works ground the actions
through exploration by predicting the likelihood of a sub-
set of effects on known objects. Clear examples of building
such models are [10, 78, 80] that work with the same object
throughout the task knowing the action that they need to
perform upon it but observing the effects to learn the most
efficient way to perform the indicated task.
Antunes et al. [5], Bekiroglu et al. [10], Dogar et al.
[29], Nishide et al. [78], Saxena et al. [87], Wang et al. [112]
combine pre-learned models with exploration to assess the
effects of an action. In Antunes et al. [5], the action grounding
list that has been learned using Bayesian Networks is modified
using the robot’s knowledge about the object and its surround-
ing. This knowledge is acquired through exploration, as in the
example shown in Fig. 5(a) where grasp object with hand
becomes grasp spoon with left hand. Similarly, Wang et al.
[112] start with a table of affordance triplets that is expanded
using self-experience, e.g., if another action achieves the same
or a better effect on a target object then that triplet is added.
Dogar et al. [29] combine the learning mechanism for navi-
gation purposes where the system has learned a set of primitive
actions that then tests on previously seen environments to build
complex goal-oriented motions to learn the transversability of
the objects.
Along the same lines, Kjellstro¨m et al. [54] improve the
classification rate by learning from human demonstration to
grasp objects in a household task. Their method categorises
manipulated objects and human manipulation action in the
context of each other, thus creating an affordance relation.
Using demonstrations, Thomaz and Cakmak [101] hand label
different sample objects with the most obvious affordance
category and combine self-exploration with learning from
demonstration to learn the effects of the hand labelled actions.
Cruz et al. [21] complete a cleaning task where the simu-
lated robot uses reinforcement learning and a predefined set
of contextual affordances with few starting actions. Having
this prior information enables the system to reach higher rates
of success, which is the case for [21, 112]. Gijsberts et al.
[36] improve the categorisation task of objects by adding a
map with grasp information related with the affordances of
the objects.
C. Considering a third party
One possible strategy to achieve better performance on
collaboration and human-robot interaction tasks is to identify
external elements to the basic affordance relation. Works in
(a) Moldovan and De Raedt [70] (b) Sun et al. [98]
Fig. 6. Examples of methods with complete prior knowledge that use
templates for the multi-object affordance relation. Both examples show the
pouring affordance relation. a) Moldovan and De Raedt [70] relate the objects
among shelves, and b) Sun et al. [98] relate two objects (objects with green
and red dots are related) to find the most likely affordance relation (to pour).
this category consider the affordance task as a relation of
not only the fundamental target, action, and effect but also
as a relation among different targets and other agents in the
scene. Namely, in this sub-category, we discuss those works
that consider relations such as (i) object-object and (ii) agent-
object-agent.
In the object-object affordance relation, [70] uses labelled
images of shelves in a kitchen to learn a realistic distribution of
objects in that environment, thus being able to find an object
in a shelf. To achieve this goal, they model the concept of
object co-occurrence by calculating the probability of an object
on a shelf being of a particular type and having a specific
affordance, given that on the same shelf there are objects of
a certain type. Sun et al. [98] and Szedmak et al. [100] also
present an object-object affordance learning approach for the
system to learn the interactive functionality of objects. In [98],
the graphical model is designed to intuitively represent the
functional connectivity of the objects, such as a teapot and a
cup, or a book and schoolbag, and extends that connectivity to
manipulation motions. Examples of such methods are shown
in Fig. 6.
In the agent-object-agent and agent-agent relation, Pandey
and Alami [81] and Price et al. [83] consider the actions
of more agents that might interact in the same environment.
Both works design a system where they consider the action
capabilities of manipulating the objects among different agents
and across places.
In this section we explored those works that rely on tem-
plates to identify an affordance relation, thus having full a
priori knowledge of the relating affordance components. Al-
though they are able to efficiently identify known affordances,
they are not able to perform on previously unseen variations
of the robotics task.
V. FAMILIAR AFFORDANCE RELATIONS
Including affordances in robotic tasks can also be done
by correlating features from previously known scenarios to
new situations that share similar properties. In particular,
affordances are most likely to be associated with features
such as geometrical shape and texture of an object than
they are with its object class [12]. Often, the classification
of an object is determined by its function. In contrast to
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Section IV, this category aims at deducing the affordance
relation by learning the target object features that represent
an affordance, rather than associating the target object class
into an affordance relation. Therefore, these works have only
partial a priori information to perform the robotics task. Works
in this category exhibit the following common factors:
• They are able to generalise to familiar robotics tasks
that include affordances given that their grounding is not
attached to target categories.
• Even though they do not learn target categories, these
approaches have a prior mapping of features that hint at
an action and the corresponding effects, thus not being
completely exploratory.
Throughout this section we will see that the works are not
only able to generalise to familiar tasks but also that their
generalisation capabilities extend to: (i) help improve other
tasks such as object detection (Section V-A), (ii) generalise
over detecting affordances for multiple objects in cluttered
environments (Section V-B), and (iii) translating the affordance
relation from human demonstrations to similar objects (Sec-
tion V-C).
A summary of the typical workflow for methodologies in
this category is shown in Fig. 7. The diagram illustrates
that by knowing a relation between features, actions and
effects, the works in this category are able to generalise their
learned affordance relation model to detect the affordance
on one or multiple objects in the scene. Moreover, similarly
to Section IV, some of them update this learned model by
matching actions-effects to known features in an attempt to
achieve a more generic system. Table III shows a summary of
the works in this category.
A. Improving object detection and categorisation
Among many other robotics task applications, including
the concept of affordance has been particularly useful in
solving object recognition and categorisation problems in
vision problems. Aksoy et al. [2, 3], Castellini et al. [14], Dag
et al. [23], Griffith et al. [38], Hermans et al. [40], Kim and
Sukhatme [52], Stark et al. [93] are examples of methods that
argue that object features provide a more appropriate mid-
level representation for object prediction than mere object
classes, while [2, 113] share the same argument but for indoor
scene detection. Moreover, [23, 42, 52, 93] organise these
features by their ‘functionality’, i.e., the affordance these
features are related to, such as handle affords grasping, as
does the surface of a bottle as shown in Fig. 8(b). In these
cases, learning the affordance relation of the features with
actions results in a superior generalisation performance for
object categorisation. Stark et al. [93], distinguish objects
according to functional aspects to enable manipulation. Kim
and Sukhatme [52] use objects’ parts three-dimensional (3-D)
point clouds as geometric features. These features are then
examined, classified and linked to previously seen affordance
relations. In both of these methods, including affordances
in their robotics task showed to improve the detection and
recognition task with respect to those test scenarios where the
objects were organised in classes.
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Fig. 7. Flowchart for a typical system that has partial a priori information on
the relation of the affordance task components. In this category, the relation
is built from object target features rather than object categories [13, 67, 88].
In some cases, the features correspond to multiple objects, for instance in
cluttered scenes [4, 42, 93]. Alternatively, the systems use self-exploration to
identify new relations of known features, actions and possible effects to then
update the model [20, 26, 37].
Abelha et al. [1], Mar et al. [67] enable more precise
affordance predictions for tool use scenarios. In Mar et al.
[67], instead of learning a single model that tries to relate
all the possible variables in an affordance, the robot should
learn a separate affordance model for each set of tools and
corresponding grasping poses sharing common functionality,
thus categorising tool handles and poses. Along the same lines,
[14] propose the use of grasping motor data (i.e., kinematic
grasping data obtained from human demonstrations) to encode
the affordances of an object, and then to use this representation
on similar objects to improve object recognition.
B. Affordances for multiple objects in cluttered environments
Generally, in robotics, a cluttered environment refers to
a scene in which the order changes over time, thus being
non-static. It is natural that once the methodologies are able
to generalise better, they explore their performance on more
complex surroundings. This is the case for [4, 6, 40, 51, 77, 93]
that perform their affordance detection on table-top scenarios
containing more than one object. These methodologies are
able to detect all the objects’ affordances simultaneously by
extracting the features and generalising over previously seen
similar scenarios. An example is illustrated in Fig. 8(a).
In works such as [18, 50, 52, 85, 111], we can see
an interesting combination of generalisation among cluttered
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Cos-Aguilera et al. [20] Khepera
Stark et al. [93] None–theoretical work
Castellini et al. [14] None–theoretical work
Aldoma et al. [4] None–theoretical work
Kim and Sukhatme [52] PR2
Katz et al. [51] Barrett
Gonc¸alves et al. [37] iCub
Fritz et al. [33] Kurt2
Song et al. [88] Barret hand
Ugur et al. [107] Gifu Hand III
Hermans et al. [40] Pioneer 3 DX
Bohg and Kragic [12] Armar head & Kuka arm
Mar et al. [67] None–theoretical work
Nguyen et al. [77] WALK-MAN
Moldovan et al. [71] iCub
Tikhanoff et al. [102] iCub
de Granville et al. [24] P5 glove
Kraft et al. [60] Staubli
Detry et al. [26] Barret hand
Ruiz and Mayol-Cuevas [85] PR2
Ye et al. [113] Baxter
Chu et al. [18] None–theoretical work
Kaiser et al. [48] Armar III
Baleia et al. [8] Their own design
Ugur et al. [106] Kurt3D
Ugur et al. [105] Kurt3D
Aksoy et al. [2] None–theoretical work
Aksoy et al. [3] None–theoretical work
Erkan et al. [30] Barret hand
Chu et al. [19] Curi
Hermans et al. [41] PR2
Dag et al. [23] None–theoretical work
Kim and Sukhatme [53] PR2
Chan et al. [15] Their own design
Dehban et al. [25] Icub
Varadarajan and Vincze [111] None–theoretical work
Ridge and Ude [84] None–theoretical work
Abelha et al. [1] None–theoretical work
Griffith et al. [38] WAM by Barret
Lopes et al. [66] Baltazar
Montesano and Lopes [72] Baltazar
Koppula et al. [58] PR2
Ardo´n et al. [6] PR2
TABLE III
SUMMARY OF METHODS THAT HAVE PARTIAL a priori INFORMATION ON THE AFFORDANCE COMPONENTS RELATION TO ACHIEVE A TASK.
environments and object-object relations. Instead of detecting
objects on table-top scenarios, [48, 52] focus on analysing a
scene and finding the affordances of objects in relation to other
objects. For example, a box detected behind a table cannot
afford being pushed forward.
C. Using experience and demonstrations to model relations
Methods in this sub-category focus on a more shared-
autonomy type of approach where they can learn a model from
a tutor, or trial and error, to create a relation between object
features and the affordance relation elements. Especially for
the robotics task of grasping, we find methods that exploit the
benefits of learning by demonstration (LbD) to build the model
for this relation [14, 15, 24, 58, 84, 88, 93]. Castellini et al.
[14] propose a model that learns from how a human would
grasp an object, by matching the extracted object features
to previously seen affordance relations. They represent this
knowledge as a mapping of visual features of an object to the
kinematic features of a hand. The hand features are extracted
during grasp demonstrations using a glove. Also using hand
demonstrations, but this time extracting two-dimensional (2-D)
data, Stark et al. [93] distinguish features of object parts
that are optimal for manipulation by detecting the segments
of human hands on such objects. An example is shown in
Fig. 8(b). Song et al. [88] define constraint functions given a
set of object features and action attributes learned from tutors.
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(a) Aldoma et al. [4] (b) Stark et al. [93] (c) Detry et al. [26]
Fig. 8. Examples of methods that have partial knowledge on the affordance relation. a) Aldoma et al. [4] work on hidden and non-hidden affordances using
features in cluttered environments. Hidden affordances are shown in black and non-hidden in magenta. b) Stark et al. [93] show the interacting regions of
the objects in grey. c) Detry et al. [26] use features to hypothesise grasp affordance region of the objects, where the green area shows the mask where the
end-effector can reach (as calculated by the simulation with the red background plane) and where the red dot on the object is the most reachable spot.
For example, pouring water from a cup requires first opening
the cup, and using a knife to cut means that the robot needs
to grasp it from the handle part.
Another group of methods prefer a trial and error process
to learn relations between similar features and actions-effects.
This process allows the system to explore the success or
failure of matching known actions on features that share some
similarity with previous seen scenarios, thus being able to
learn a model [8, 19, 20, 25, 26, 30, 37, 41, 53, 60, 66,
70, 72, 102, 105–107]. An example of this trial and error
procedure is shown in Fig. 8(c). In Detry et al. [26], the system
has previously seen objects that share similar shape features
and the task is to detect the optimal grasping point on the
familiar object, to which they refer to as an affordance. In this
example, the green area represents the end-effector reachable
space, while the red dot is the optimal affordance point of the
object. These works then approach the exploration of objects
as an action selection problem, i.e., they choose from a prior
of actions-effects related to the invariants of the objects, thus
creating a mapping from invariant features to actions and
effects. This interaction with the environment allows the robot
to learn object affordance relations by assessing the change in
the state of the object when a certain behaviour is applied.
Even though the works presented in this section collect
data in a more human-like manner and generalise among
familiar affordance tasks, they are still not able to explore new
scenarios and form a conceptualisation of completely novel
affordance relations.
VI. NOVEL AFFORDANCE RELATIONS
Approaches in this categorisation can generalise affordance
relations to unknown objects or scenarios. These works use
a set of heuristics to learn the effects of different actions on
unknown target objects from exploration and demonstration,
thus building the affordance relation. In contrast to method-
ologies in Section IV and Section V that are built on prior
information, the methods in this category have no prior on
the best combination of target, action and effect that will
guarantee the success of the robotics task. Moreover, the
works in this category consider more than one action in
their heuristic function thus allowing the system to create an
abstract reasoning of the affordance relation. In this category,
works have the following common features:
• To prove robustness, all the methods in this section
experiment in cluttered environments.
• They generalise to unseen scenarios.
• They are inspired by developmental robotics and thus test
their model in a more human-like manner.
The purpose of these works is to model complex learn-
ing using physical and social interaction to reach a more
generalisable method. Thus, in this category we divide the
methods in two: (i) those that use reinforcement learning (RL)
to learn the affordance relation through physical exploration
(Section VI-A), and (ii) those that learn this relation through
human demonstrations, LbD (Section VI-B).
Most of the methods in this category have a work flow
similar to the one illustrated in Fig. 9, where the system
builds the affordance relation model through trial and error
techniques and constant updates. Table IV shows a summary
of the methods in this category.
A. Using self-exploration to test affordance relations
The works in this section propose a framework that allows
the robot to explore target objects, actions and effects to learn
a model created from heuristic functions. Ugur et al. [110]
present a behaviour development framework for a robot that
learns progressively in stages. In the first stage, the robot is
initialised with the basic motion primitives such as reach and
enclose-on-contact movements to discover a set of action prim-
itives by exploring on its own [108]. In the next stage, the robot
exercises the discovered actions on different novel objects and
learns the action and effects relation [109]. Effectively, these
learned relationships build a library of affordances that are
used to bootstrap complex imitation and action learning with
the help of a cooperative tutor [104, 110].
Kaiser et al. [50] uses geometric primitives to extract the
affordances of whole body motions such as support, lean and
grasp. The final framework is also the result of work done in
stages through [48, 49] where heuristic rules are put in place
to learn the affordance model. Montesano et al. [75] also build
an affordance framework in stages with the goal of applying
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Ugur et al. [109] Kurt3D
Ugur et al. [108] Gifu hand
Ugur et al. [110] Gifu hand
Ugur and Piater [104] Kuka arm
Montesano et al. [73] Baltazar
Montesano et al. [74] Baltazar
Montesano et al. [75] Baltazar
Stoytchev [96] CRS & A251
Hermans et al. [42] PR2
Bierbaum et al. [11] FRH-4
Fitzpatrick et al. [32] BabyBot & Cog
Koppula and Saxena [55] None–theoretical work
Koppula et al. [57] PR2
Koppula and Saxena [56] PR2
Jiang et al. [47] PR2
Ivaldi et al. [45] iCub
Liu et al. [65] None–theoretical work
Pieropan et al. [82] None–theoretical work
Kroemer et al. [62] Allegro hand
Kaiser et al. [49] Armar III
Kaiser et al. [50] Armar III
TABLE IV
SUMMARY OF METHODS THAT HAVE NO a priori INFORMATION ON THE AFFORDANCE COMPONENTS RELATION TO ACHIEVE A TASK.
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Fig. 9. Flowchart for a typical system that has no a priori information on
the relation of the affordance task components. In this category, the relation
is built using trial and error techniques together with imitation from human
demonstrations [42, 50, 57, 75, 82, 105]. The system starts by exploring from
a heuristic model which is then updated with developmental techniques.
this approach to human-robot interaction tasks. In [73], they
start by proposing a formalism of affordance, as previously
seen in Fig. 2(b) and introduced in Section III. They model
the previously presented formalism using Bayesian networks
to link target object features, actions and effects. Given that
their learning is based on a purely probabilistic model they are
able to generalise to new target objects [74]. These previous
(a) Kroemer et al. [62]
(b) Ivaldi et al. [45]
Fig. 10. Examples of methods that learn the affordance relation from
heuristics and experiment on a demonstrated task. The images on the left
column for (a) Kroemer et al. [62] and (b) Ivaldi et al. [45] show a human
demonstrating an affordance task to the robot. Once the system has trained
and learned the proper policy for the affordance relation it replicates the task
as shown in the images in the right column.
stages are then used to create a final framework that identifies
reliable grasping points on novel objects [75].
The three aforementioned frameworks learn high-level be-
haviours, however, questions such as how does a robot learn to
pull an object towards itself? or how does the robot learn that
spherical objects roll while a cube only slides when pushed?
concern learning of primitive actions at a control level. Some
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works learn the parameters to basic controller primitive actions
to generalise to new affordance tasks by combining visual and
tactile information and testing the heuristic model in a trial and
error stage [11, 32, 42, 96].
B. Using demonstrations to test affordance relations
To achieve collaborative tasks, many works use demon-
strations to predict actions from other agents using heuristics
[47, 57, 82]. Koppula et al. [57] present a framework that
has been built in different sequential stages [55, 56, 58].
The work starts by extracting a descriptive labelling of the
sequence of sub-activities being performed by a human and
their interactions with the objects in the form of associated
affordances [58]. In [55], they create a state-space model that
simulates a human’s low-level kinematics and high-level intent
which is then unified with the previously extracted labels of
activities to create a complete framework that predicts human
actions [57].
Using guidance from a tutor, [45, 62, 65] perform col-
laborative tasks among two agents. These works attempt to
predict human demonstrations, object appearances and the
effects of actions in order to understand the task. For example,
Liu et al. [65] find the affordance of new objects through
the decomposition of the object parts and use video frames
to associate their effects when an action is applied. More
examples are shown in Fig. 10.
In general, methodologies in this category show interesting
results in applications where the scenario is of a changing
nature and the tasks are particularly collaborative. It is notable
that fewer works fall into this categorisation and, as observed
in the timeline presented in Fig. 3, it is still an emerging
category.
VII. LIMITATIONS AND OPEN QUESTIONS
Given that the concept of affordance derives strongly from
the literature in psychology, it is natural that most of the
research in robotics is aimed at trying to connect these
conceptual abstractions with a mathematical formalism that
enables implementation on robotic platforms. Many of the
approaches have envisioned affordances perceived by robots
as an imitation of how humans might learn about affordances
during their development as infants [69]. Nonetheless, viewed
primarily from the perspective of robotics tasks, there are
still many aspects that hinder progress in this research area,
which need to be standardised before moving forward as
a developmental approach. Some of these aspects include:
(i) ambiguity regarding how affordances influence a task
(Section VII-A), (ii) lack of datasets that represent the af-
fordance task components (Section VII-B), and (iii) lack of
standardised metrics to evaluate robotics tasks that require use
of the concept of affordances (Section VII-C). Moreover, in
this section we identify aspects of affordances that have been
widely explored within robotics, as well as those that need
more research so that their inclusion in models pushes the
field forward.
A. Ambiguous affordance tasks
It is still unclear how to generalise the relationship between
affordance components: target object, actions and effects. As
presented in Section III, there are many formalisms in the
field with only some of them agreeing on these previously
mentioned three elements. Later in this survey, we observed
how some methods have gone beyond the target, action and
effect relation and have integrated into their models other as-
sociations such as object-object or agent-object-agent which is
especially helpful when performing collaborative and human-
robot interaction tasks that include some scene understanding
[47, 81, 82, 98].
Moreover, the scope in which affordances are included
in the different robotic application tasks is not clear. For
example, there are methods where affordances are used only
to contextualise the task of other methodologies, such as for
control. Diana et al. [27] present a method for controlling a
robotic swarm by identifying and matching the different shapes
created with a piece of clay, which they refer to as affordances.
Nonetheless, in their method, the affordance concept does not
contribute further or differently than if using any other shape
identification, which they recognise in their results. Other
methodologies such as the one developed in Ugur et al. [105]
use the concept of affordance to learn the traversability of
objects, depending on their shape, in a navigation application.
They explore how, for example, cylindrical and spherical
objects roll, thus the vehicle learns to push them and continue
navigating on the pre-planned path, while the same idea cannot
be replicated with cubic objects. In this case, the navigation
task is built around the concept of the traversability affordance
of the obstacles. Thus, the scope for robotic application tasks
that include affordances is not clear. This is one of the main
issues that needs to be addressed to guarantee the progression
of the field.
B. Datasets
A robotic application that includes affordances commonly
encapsulates different sub-tasks ranging from object recog-
nition (either visual or through tactile sensors) to action
deployment. Finding a suitable dataset that includes all the
affordance components related to the task is challenging. As a
consequence, the literature makes non-real-world assumptions
resulting in the methods being deployable only in controlled
environments. Some of these assumptions include: (i) as-
signing a single affordance to an object, and (ii) assuming
this single affordance is true no matter the context of the
object. Unlike other research fields which have many datasets
available online, such as the case for grasping that has over 30
online datasets as summarised in [44], for the affordance task
the available datasets are very few. Table V shows a summary
of the datasets and their online location.
Works such as [18, 28] and [76] present mapping labels
from object categories to affordances. The dataset in [28]
contains 10 object categories and 9 affordance classes, where
each object is mapped to an affordance. Chu et al. [18] present
a synthetic version of the University of Maryland dataset
for manipulation. This dataset is collected for autogenerating
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Work Robotics Task Contains Dataset location
Do et al. [28] Action Prediction 10 objects / 9 affordances http://sites.google.com/site/iitaffdataset/
Myers et al. [76] Manipulation 105 tool-handles / 3 cluttered scenes http://users.umiacs.umd.edu/∼fer/affordance/part-affordance-dataset/
Jiang et al. [47] Action Prediction 47 objects / 4 scenes / 6 human poses http://pr.cs.cornell.edu/hallucinatinghumans/
Koppula et al. [57] Action Prediction 10 activies with human poses http://pr.cs.cornell.edu/humanactivities/
Ardo´n et al. [6] Manipulation 30 objects / 7 scenes / 14 affordances https://paolaardon.github.io/grasp affordance reasoning/
Chu et al. [18] Manipulation 10 objects / 7 affordances https://www.dropbox.com/s/ldapcpanzqdu7tc/models.zip
TABLE V
SUMMARY OF AVAILABLE DATASETS FOR DIFFERENT ROBOTICS TASKS THAT INCLUDE AFFORDANCES.
annotated, synthetic input data of objects and segmenting
their parts according to their affordances. Myers et al. [76]
provide red-green-blue depth (RGB-D) images and ground
truth affordance labels for 105 kitchen, workshop and garden-
ing tools in 3 cluttered scenes. This dataset presents a large
and diverse collection of everyday tools, where tools from
different categories share the same affordance. They include 7
affordances associated with tool parts alongside a ranking to
choose the most likely affordance of each part.
In Jiang et al. [47] and Koppula et al. [57], besides the object
category information, the datasets contain human skeletons
to indicate the affordance of the objects. This addition is
useful when the task is partly concerned to predict actions
from a second agent. The dataset in [47] has 20 scenes from
3 categories and 47 objects of 19 types. Their point-cloud
has labels for human poses and object locations indicating
the affordance of the objects. In [57], the dataset has 120
RGB-D videos of long daily activities mapped with 12 object
affordance labels with their corresponding tracked skeletons.
To answer questions such as how does the affordance
change in different environments? and how to relate differ-
ent grasp regions to different affordances? Ardo´n et al. [6]
present a dataset that relates different grasping regions of an
object with corresponding affordances correlated with different
indoor scenes. This dataset contains: 30 different objects, 7
indoor scenes, 3 object attributes with their corresponding
categories and 14 different affordances closely related to a
grasping area. Nonetheless, this dataset has been designed
for grasping applications and improvements to go across the
navigation and human action prediction need to be done.
C. Metrics
Affordance in robotics is a relatively young field. As high-
lighted in this survey, a wide variety of approaches address
this challenge in different ways. Given that an affordance
problem is highly correlated to the task, to date there exists
little direct comparison for the different approaches. As a
result of this variety, such approaches use ad-hoc metrics
that fit their application needs. The vast majority use popular
classification evaluation as the first step in recognising the
target of the affordance task. Therefore, popular metrics seen
in the field are confusion matrices, mean square error (MSE),
and accuracy of classification metrics that reflect intrinsic
assessments. Examples of such metrics used in affordance
tasks are shown in Fig. 11(a) and 11(b).
When it comes to the performance of the affordance task
as a whole, approaches addressing applications such as navi-
gation or action prediction for collaboration, tend to measure
(a) Aldoma et al. [4] (b) Bohg and Kragic [12]
(c) Fallon et al. [31]
Fig. 11. Examples of intrinsic and extrinsic evaluations. (a) Aldoma et al.
[4] evaluate the accuracy of the affordance detection using several descriptors
and nearest neighbours. (b) Bohg and Kragic [12] calculate the accuracy of
detection of the best ten grasping points of each shape model on a picture test
set in the task of learning grasping points from shape context. (c) Fallon et al.
[31] use the affordance concept on a drill task for the Darpa competition, as an
example of extrinsic evaluation. The graph on the top shows the analysis for
the operating time for the different sub-tasks. The graph in the centre shows
the time the robot spent moving and manipulating the object. The bottom
graph shows the data transmission rates from the robot to the operator (blue),
and vice versa (red), which provides an estimation of the teleoperation time
to complete a robotics task that includes affordances.
the quality of the method extrinsically. Namely, they judge
the quality of the technique based on how it affects the
completion of the task. Thus they measure the completion
time and, usually, the percentage of collisions, as shown in
Fig. 11(c). A similar scenario is presented for those focused on
the grasping task, where a combination of intrinsic (i.e., based
on the grasping detection and classification performance) and
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(a) Bohg and Kragic [12]
(b) Kroemer et al. [62]
Fig. 12. Examples of evaluations for the grasp affordance task. (a) Bohg and
Kragic [12] evaluate the accuracy of the different models to classify grasping
regions based on shape context. (b) Kroemer et al. [62] evaluate the grasp
affordance generalisation of the learning method with familiar objects.
extrinsic evaluations are widely used. Examples of evaluation
for the grasp affordance task are shown in Fig. 12.
Nonetheless, the affordance task lacks a standard set of
evaluation metrics, which further complicates the comparisons
across algorithms and domains. Given the ambiguity of the
affordance concept, it is not surprising the area lacks a set of
benchmark methods. Metrics that reflect the performance of
the robotics tasks when including affordances are fundamental
for the progress of the field. Given the field’s motivation lies in
collaboration tasks with other agents and reaching human-like
performance, an interesting approach would be if this metric
can reflect and compare the similarity of the actions taken by
the system with those a human would execute. Options such
as the Hausdorff distance and the Kullback-Leibler divergence
are interesting to explore. The Hausdorff distance measures
how similar or close two sets of points are and the Kullback-
Leibler divergence measures how one probability distribution
is different from a second probability distribution. Including
such evaluations would be a good assessment of the perfor-
mance on the affordance task in relation to the ground truth
data, regardless of the learning algorithm.
D. Study of aspects that influence affordances in robotics
Throughout this survey, we have explored the differences
and similarities of how approaches in the literature represent
affordances in their robotics tasks. The research spreads across
different aspects as shown in Fig. 1. Nonetheless, some of
>40
30-39
25-29
19-24
6-12
<5
13-18
works
Fig. 13. Population map of the different aspects that influence a robotics task
that includes affordances, based on approaches reviewed from the literature.
The warmer the colour (red) the more works that use that element to associate
affordances, while the colder the colour (green), the less that element is used.
these aspects are very popular areas of study while others
lack further research. From Tables II, III and IV we can
gather a population of methodologies across these elements
as shown in Fig. 13, where the warmer the colour the more
used the aspect is across the literature. For example, most
of the works emphasise the learning of primitive actions as
affordances (i.e., push, poke, lift among others), using visual
perception and labels from images to get an affordance per
target object, building the affordance relation deterministically.
On the opposite side, colder coloured elements, indicate there
are very few works that exploit learning affordance trajectories
in the form of motions (using kinesthetic sensing), as well
as those that exploit a multi-step prediction to achieve the
tasks in a planning manner. Certainly some of these com-
ponents are highly dependent on hardware robustness more
than others. For example perceiving a target using kinesthetic
teaching or tactile sensing is highly reliable accurate sensor
readings. Nonetheless, studying such aspects in greater depth
would improve their inclusion in robotics tasks as well as
provide valuable insights for collaboration activities and task
replication across different agents.
VIII. FINAL NOTES
In this survey, we review methods that include the affor-
dance concept in their robotics tasks. In contrast to previous
reviews of affordance in the field that primarly focus on the
influences from psychology, we propose a categorisation based
on the level of prior knowledge to build the relation among
affordance elements. We identify target object, action and
effects to be the three main components historically considered
by all formalisms. We pinpoint several problems in the field
such as the ambiguity of the usage of the affordance concept in
robotics tasks, as well as the lack of standardised datasets and
metrics to evaluate across applications. Moreover, we identify
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the areas where there has been extensive research and those
where it has been notably sparse, thus providing suggestions
on areas of improvement. As illustrated in Section III with
Fig. 3 and throughout this survey, it is clear that the subject
of affordances in robotics started with a strong influence from
psychology in an attempt to achieve human-like generalisation
capabilities. The progress towards this generalisation is also
notable, from the rise of works as presented in Section IV to
those in Section VI. On the downside, the lack of activities
organised to help achieve standards in the field is also notable,
such as the late appearance of the few available datasets as
well as the rare workshops that motivate the gathering of
researchers in the community.
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