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For the full text of this licence, please go to: http://creativecommons.org/licenses/by-nc-nd/2.5/ Proof: For 1), recall the assignment in the proof of Theorem 3.1. For 2), recall that the labels used in the optimal labeling of C m 1 1 1 C m in the proof of Theorem 2.1 are consecutive.
For 3), recall the statement and proof of Corollary 2.2.
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On Stability of Relaxive Systems Described by Polynomials with Time-Variant Coefficients

I. INTRODUCTION
The issue of global asymptotic stability (GAS) of y y y(n) = a a a T (n)y y y(n 0 1) = a 1 (n)y(n 0 1) + 1 11 + am(n)y(n 0 m) (1) is important in the theory of linear systems [2] - [4] . Equation (1) represents an autonomous system, which under certain conditions converges. Actually, it is a relaxation equation, which stems from a general linear system
for the zero exogenous input vector u u u(n) = 0 0 0; 8n [2] , [4] . Equation is dropped for convenience, is a Frobenius matrix, which is a special form of the companion matrix of the characteristic polynomial [5] , [6] . is natural to ask whether they are, in general, similar. Similar matrices have the same trace, determinant, characteristic polynomial, and eigenvalues [6] . The answer to this question lies in the fundamental theorem of general matrices [5] , [6] , which states that every matrix A A A can be reduced by a similarity transformation [5] , [3] to the direct sum of a number of Frobenius matrices. That is why it is important to consider the stability results for the Frobenius matrix A A A (3), since a stability result of a general system C C Cx x x = y y y can be obtained through the stability result of (3).
In this work, we show that the sequence of the sets Ci 2 IR m ; i = 1; 2; 1 11 of the values of y y y(n) must, in the case of GAS, exhibit contraction features, which preserves convexity of adjacent subsets, as well as the asymptotic stability. Namely, based upon the Cauchy-Schwarz inequality
which exhibits contraction features under the assumption ka a a(n)k 2 <
1.
Moreover, we derive the conditions for the pseudoperiodic or aperiodic GAS based upon the fixed-point iteration (FPI) technique. The conditions of the convergence of the FPI are based upon the k 1 k 1 and k 1 k1 norms of the coefficient vector a a a.
II. INTERVAL CONTRACTION AND CONTRACTION MAPPING
We now cite the contraction mapping theorem (CMT) for the univariate case [7] , [8] Theorem 1: The contraction feature can be seen as the interval contraction [9] , whose convergence can be derived as jx i 0 x 3 j = jK(x i01 ) 0 K(x 3 )j jx i01 0 x 3 j This was illustrated for the second order case. The illustration provided was very well known from autoregressive (AR) model theory [10] , [11] . However, nothing was said about the set Cn01 IR m to which the vector y y y(n 0 1) = [y(n 0 1); 111 ; y(n 0 m)]
T should belong, nor to which set the resulting value y(n) belongs, and whether the vector a a a(n) is allowed to change continuously with n or not, and what the bounds on the set A would be for all fa a a(n)g in that case. We should re-state this Lemma, so that it comprises the bounds on the set of initial values C0 and includes a continuous change of the parameter vector a a a(n) within its domain.
Lemma 1:
Let the initial values y(01); 111 ; y(0m) of (1) belong to a convex set C0 IR m , and av 0; jav(n)j a Proof: Affine function (1) is either convex or concave. If the set C 0 is convex, and with the constraints on A as above, then the resulting value y(n) belongs to the convex subset of C 0 . Now, the difference equation (1) is asymptotically stable, as a mere consequence of convexity and contraction mapping.
Furthermore the parameter set a a a(n) forms a closed halfspace after each iteration. That means that on the run, the set fa a a(n)g forms a polyhedron, which is convex.
IV. PSEUDOPERIODIC AND APERIODIC CONVERGENCE
The GAS results as introduced in [1] allow pseudoperiodic behavior, since there is no further condition on a a a(n), except for GAS. Let us present the result for the strict aperiodic uniform convergence of (1).
Theorem 2: The equation y(n) = a1(n)y(n 0 1) + 11 1 + am(n)y(n 0 m)
exhibits uniform GAS in the aperiodic sense if i) a i (n) 0; i = 1; 111; m; 8n
Proof: Points i) and ii) have already been considered. iii)
In order to preserve contraction of the sets C 0 ; C 1 ; 111, we have jy(n)j = ja 1 (n)y(n 0 1) + 11 1 + a m (n)y(n 0 m)j a1jy(n 0 1)j + 111 + amjy(n 0 m)j < (a 1 (n) + 111a m (n))jy(n 0 1)j < m 1 max a (n);i=1;111m ai(n)jy(n 0 1)j (8) From (8) we have max a (n);i=1;111m a i (n) > (1=m). Note that case i) corresponds to the strict FPI convergence, whereas in the case ii) we can expect pseudoperiodic behavior. The diagram of the values of (7) are shown in Fig. 1 . The solid line in Fig. 1 , which represents the case i) i.e. ka a ak1 = 0:7 > 1=4, decays monotonically toward zero for lags n > 4, i.e. after the initial values are processed by (7) . The dashed line in Fig. 1 A from (3) becomes a stochastic matrix [12] , [13] , since each of its rows is a probability vector, i.e. each entry of a row is nonnegative and the sum of the entries in each row is unity. In addition, sets of real stochastic matrices are compact convex sets [6] . This being the case, the process (3) (9) which means that the dynamics of (3) (7) converges to a nonzero value, whereas for the case ii) where ka a ak1 < 1, the iteration (7) converges to the value of zero.
B. Examples
We present some results for the convergence in the geometric and norm sense of the approach presented so far. The process (1) converges in the norm, but not in the geometric sense, where it achieves its limit cycle, for there are two distinct points, with the same norm, to which the process converges. That is because, with both the positive and negative entries in a a a, the convexity is violated, and the functions and adjacent sets are affine, rather than convex. Claim 1: For the system (1), with ka a ak 1 = 1, the convergence in the norm does not imply the convergence in the geometric sense.
V. CONCLUSION
Based upon the results in [1] , for the case ka a ak1 < 1, we have shown that all the statements given in [1] can be derived simply as a consequence of convexity and affinity of the sets of initial values of the signal considered, and the filter parameters, if all the entries in a a a are nonnegative. The convexity property, together with the contraction mapping imposed on the filter equation, allows derivation of the conditions of the pseudoperiodic and aperiodic GAS, as well as uniform GAS. The values to which the processes converge in the cases of aperiodic and pseudoperiodic convergence have been found. That has been achieved through the k1k 1 and k 1 k 1 norm of the coefficient vector a a a. In this approach, the values of the coefficient vector are allowed to change freely within the convex set A of all the allowable values of a a a. In addition, we have derived corresponding results for the case ka a ak 1 1, using the state space approach, and the fixed-point theory, and have shown that the convergence in the norm, does not necessarily imply geometric convergence. It has been shown that the case when a a a has only one positive entry, and ka a ak 1 = 1 leads to occurrence of limit cycles. The examples presented fully support our approach.
I. INTRODUCTION
Controlling chaos has attracted more and more attention recently, and has become a very active multidisciplinary research area involving physics, biology, mathematics, and engineering. Various control strategies for chaos control have been developed, e.g., [1] - [5] and references therein.
The basic assumption of the existing chaos control results is that the system parameters are known a priori. Unlike most conventional control systems whose equilibriums are assumed known and fixed regardless of values of the system parameters, the equilibriums of chaotic systems are a function of their system constant parameters. This suggests that, when the constant parameters are not precisely known (or
