Abstract. This article gives a new matrix function named "twisted immanant," which can be regarded as an analogue of the immanant. This is defined for each self-conjugate partition through a "twisted" analogue of the irreducible character the symmetric group. This twisted immanant has some interesting properties. For example, this satisfies Cauchy-Binet type relations. Moreover this is closely related to the following results for matrices whose entries anticommute with each other: (i) the description of the invariants under the conjugations, and (ii) an analogue of the Cauchy relations for symmetric polynomials.
Introduction
In this article, we introduce a new matrix function named the twisted immanant. This analogue of the immanant is defined by imm * λ A = σ∈Sn χ * λ (σ)a 1σ(1) · · · a nσ(n)
Theorem 0.1. Consider A ∈ Mat L,M (A) and B ∈ Mat M,N (A), and assume that the entries of A and B commute with each other. Then, for I ∈ [L] n and K ∈ [N] n , we have
Here the notation is as follows. First, we denote by Mat m,n (A) the set of all m × n matrices whose entries are in A. Next, we put [k] = {1, . . . , k}. Finally, we put X IJ = (x isjt ) 1≤s,t≤n for an M × N matrix X = (x ij ) and
0.2. We additionally introduce a matrix function defined as a sum of twisted immanants. Namely, for A ∈ Mat N,N (A) and a self-conjugate partition λ of n, we put imm * λ
This is invariant under the conjugation by GL N (C). Namely, for any g ∈ GL N (C), we have imm * λ n gAg −1 = imm * λ n A, even if the entries of A do not commute with each other. This invariance is a corollary of Theorem 0.1, when the entries of A commute with each other. 0.3. The twisted immanant has many applications to matrices with anticommuting entries. In the remainder of the introduction, we state these applications.
Remark. We say that elements of a set X anticommute with each other, when we have xy = −yx for any x, y ∈ X (in particular, xx = −xx for any x ∈ X).
First, we have the following relation with the trace (Theorem 4.1):
Theorem 0.2. Consider A ∈ Mat N,N (A) whose entries anticommute with each other, and put µ = (µ 1 , . . . , µ r ) = h(λ) for λ ∈ P self-conj (n). Then we have tr(A µ 1 ) · · · tr(A µr ) = i −(n−r)/2 √ µ 1 · · · µ r imm * λ n A. In particular, considering the case λ = (k + 1, 1 k ), we have
A.
Here h is the natural bijection from P self-conj (n) to P strict,odd (n) (the definition will be given later), where
This Theorem 0.2 is closely related with the following Cayley-Hamilton type theorem for an N × N matrix A whose entries anticommute with each other (Theorem 5.3):
This was given recently in [BPS] and [I2] . In this relation, the elements
play the role of coefficients of the characteristic polynomial. Thus, it is expected to describe these elements in terms of a determinant type function, and this is actually achieved in Theorem 0.2. This is one of the motivations for this paper.
Compare this Cayley-Hamilton type theorem with the ordinary Cayley-Hamilton theorem for an N × N matrix A with commuting entries:
Here we put det
0.4. We can describe the GL(V )-invariants in the exterior algebra Λ(V ⊗ V * ) using the twisted immanants as follows (Theorem 5.2):
Theorem 0.3. Let V be a complex vector space of dimension N. Then the following forms a linear basis of
imm * λ |λ| A λ is a self-conjugate partition whose first part is not greater than N .
Here we arrange the matrix
where e 1 , . . . , e N are a basis of V , and e * 1 , . . . , e * N are the dual basis. Note that we can regard the matrix A in this theorem as the most generic matrix among the square matrices with anticommuting entries.
Remark. We can describe the O(V )-invariants in the exterior algebra Λ(Λ 2 (V )) in a similar way, where V is a complex vector space with a nondegenerate symmetric bilinear form. This is easily seen from results in [I2] and Theorem 0.2. 0.5. Finally, we have the following relation (Theorem 6.3) as an analogue of the Cauchy relations on symmetric polynomials.
Theorem 0.4. We have
for A ∈ Mat M,M (A) and B ∈ Mat N,N (A) satisfying the following conditions:
(i) the entries of A anticommute with each other; (ii) the entries of B anticommute with each other; (iii) the entries of A commute with the entries of B.
Here we put m(λ) = 1 2 (n − r) for a self-conjugate partition λ of n of rank r.
0.6. We note some more related matters. First the Cayley-Hamilton type theorem (0.1) can be regarded as a refinement of the Amitsur-Levitzki theorem (see [AL] , [K1] , [K2] , [R] for the Amitsur-Levitzki theorem). Indeed we see A 2N = 0 from (0.1), and the AmitsurLevitzki theorem is immediate from this relation (see [I2] , [P] for the detail). Moreover we can identify the algebra Λ(V ⊗ V * ) GL(V ) with the cohomology ring of the Lie algebra gl(V ) ( [Me] ). We note that Kostant already gave a proof of the Amitsur-Levitzki theorem using the cohomology ring of the Lie algebra gl(V ) and the function χ * λ in [K1] . In this sense, basic ideas of the present article can be found in this paper due to Kostant.
Ordinary immanant
First of all, we recall the ordinary immanant and its properties.
Let us start with the definition.
Fix an associative C-algebra A, and denote by Mat m,n (A) the set of all m × n matrices whose entries are elements of A. We consider a matrix A = (a ij ) 1≤i,j≤n ∈ Mat n,n (A).
Fix a partition λ of n. We define the immanant associated to λ for A by
Here χ λ is the irreducible character of the symmetric group S n determined by λ. We can regard this immanant as a natural generalization of the determinant and the permanent, because
When the matrix entries commute with each other (for example when A is commutative), we can express the immanant variously as follows: Proposition 1.1. When the entries of A commute with each other, we have
This coincidence is easy from the following relations for the irreducible characters (see [I1] for the detail):
Here the first two relations hold in general for any finite group, and the third holds because the irreducible representations of S n are all over R.
The four expressions in Proposition 1.1 do not coincide in general, unless the entries commutate with each other. To distinguish the first and second expressions, we often write them as
1.2. The immanant satisfies the following analogue of the Cauchy-Binet identity:
, and assume that the entires of A and B commute with each other. Then, for
Proof. We denote the (i, j)th entries of A and B by a ij and b ij , respectively. The following calculation using Proposition 1.1 leads us to the assertion:
Here we denote (j 1 , . . . , j n ) simply by J (from now on, we will often use this notation).
1.3. We look at permutations of rows and columns. Let us put A σ = (a σ(i)σ(j) ) 1≤i,j≤n for A = (a ij ) 1≤i,j≤n and σ ∈ S n . Then, we have
when the entries of A commute with each other. Moreover, we have
when the entries of A anticommute with each other. These relations are immediate from the second relation in (1.1).
1.4. We introduce a function defined as a sum of immanants. We put
Here the second equality is seen by a simple calculation. This function is invariant under the conjugation by GL N (C):
A. This holds even if the entries of A do not commute with each other. This proposition is immediate from Proposition 1.2, when the entries commute with each other.
We also note the following relation with the eigenvalues:
Here s λ is the Schur polynomial associated to λ, and x 1 , . . . , x N are the eigenvalues of A.
See [I1] for the proofs of Propositions 1.3 and 1.4. Finally we see the following proposition from (1.2): Proposition 1.5. We have imm λ n A = 0 for any n > 1, when A is a square matrix whose entries anticommute with each other.
Twisted analogues of the irreducible characters
To define the twisted immanant, we introduce a function χ * λ on S n satisfying the relation χ * λ (τ στ −1 ) = sgn(τ )χ * λ (σ). This χ * λ was first given by Frobenius [F] through the representation theory of the alternating group.
See [JK] for the details in this section.
2.1. Before the main subject, we fix some notation for partitions. For a partition λ, we denote the ith part of λ by λ i . Thus we have λ = (λ 1 , . . . , λ l ) for a partition λ of length l.
Let P (n) be the set of all partitions of n. Moreover we put
where λ ′ means the conjugate of a partition λ. Namely P self-conj (n) is the set of all selfconjugate partitions of n, and P strict,odd (n) is the set of all strict partitions of n whose nonzero parts are all odd. Moreover, we put
We have a natural bijection h from P self-conj (n) to P strict,odd (n):
Here r means the rank of λ (namely the length of the main diagonal of λ). Note that the length of h(λ) is equal to the rank of λ. (n − r) for a self-conjugate partition λ of n of rank r. Note that this quantity is always an integer.
2.2. We recall the conjugacy classes of the alternating group A n . Let C µ be the conjugacy class of the symmetric group S n determined by µ ∈ P (n):
It is well known that |C µ | = n!/z µ , where
. .). When µ ∈ P strict,odd (n) and C µ ⊂ A n , this C µ is also a conjugacy class of A n . However, when µ = (µ 1 , . . . , µ r ) ∈ P strict,odd (n), then C µ is a subset of A n , and this is equal to a disjoint sum two conjugacy classes of A n . Let us see the detail. We fix σ ∈ C µ , and consider the cycle decomposition
We put f (σ) = 1 (resp. f (σ) = −1) if and only if the inversion number of the following sequence is even (resp. odd):
We see the well-definedness of f (σ) from the fact µ ∈ P strict,odd (n). Using this, we put 2.3. We recall the irreducible representations and characters of A n . Let π λ be the irreducible representation of S n determined by λ ∈ P (n), and consider its restriction to A n .
First, we consider the case λ ∈ P self-conj (n). In this case, the restriction π λ | An is also irreducible. We denote by ψ λ the character of
. Next, we consider the case λ ∈ P self-conj (n). In this case, the restriction π λ | An is decomposed to two irreducible representations of A n . We denote by ψ λ± the characters of these two irreducible representations. We can describe these ψ λ± as
Here we put µ = h(λ), and i means the imaginary unit. We also note the following relation on χ λ and σ ∈ S n whose cycle type is in P strict,odd (n):
Of course, we have χ λ (σ) = ψ λ+ (σ) + ψ λ− (σ).
Let us introduce the function χ
For this function χ * λ , we have
Here the superscripts of χ * are self-conjugate. Moreover {χ * λ | λ ∈ P self-conj (n)} forms an orthogonal basis of the following vector space:
These properties follow from the fact that ψ λ± is an irreducible character of A n .
Twisted immanant
Let us introduce the twisted immanant and see its basic properties.
3.1. We define the twisted immanant using the function χ * λ . For λ ∈ P self-conj (n) and A = (a ij ) 1≤i,j≤n ∈ Mat n,n (A), we put
When the entries of A commute with each other, we can express this variously:
This coincidence also holds, when the entries of A anticommute with each other. This is seen by noting that χ * λ (σ) = 0 unless σ ∈ A n . However, unless the entries commute or anticommute with each other, this coincidence does not hold in general. To distinguish the first and second expressions, we often denote them as follows:
3.2. When the matrix entires commute with each other, the following Cauchy-Binet type relations hold. We can prove this using (2.3) in a way similar to the proof of Proposition 1.2. 
3.3. We have the following relation for A ∈ Mat n,n (C):
Here we denote by A * the conjugate transpose of A (namely we put A * = (ā ji ) 1≤i,j≤n for A = (a ij ) 1≤i,j≤n ). This relation is immediate from the first relation of (2.2).
3.4. Let us look at permutations of rows and columns. Consider an n × n matrix A and σ ∈ S n . On one hand, when the entries of A commute with each other, we have
On the other hand, when the entries of A anticommute with each other, we have
These relations are immediate from the second relation of (2.2).
3.5. Let us consider the counterpart of the function "imm λ n ." For λ ∈ P self-conj (n) and A ∈ Mat N,N (A), we put
Here the second equality is seen by a direct calculation. This is invariant under the conjugation by GL N (C):
To prove this, it suffices to prove the following lemma:
Lemma 3.3. For any g ∈ Mat N,N (C), we have imm * λ n gA = imm * λ n Ag. Proof. We denote the (i, j)th entries of A and g by a ij and g ij , respectively. We see the assertion from the following calculation:
n Ag. Here, in the fourth equality, we changed the positions of the entries of g. Moreover, in the fifth equality, we replaced σ −1 by τ .
However, the function imm * λ n is almost trivial for matrices with commuting entries. Indeed we see the following from (3.1). This can be regarded as the counterpart of Proposition 1.5.
Proposition 3.4. We have imm * λ n A = 0 for n > 1, when the entries of A commute with each other.
Twisted immanant and matrices with anticommuting entries
In contrast to the case of commuting entires, the function imm * λ n satisfies an interesting relation for matrices with anticommuting entries: Theorem 4.1. Consider A ∈ Mat N,N (A) whose entries anticommute with each other, and put µ = (µ 1 , . . . , µ r ) = h(λ) for λ ∈ P self-conj (n). Then we have
n A. In particular, considering the case λ = (k + 1, 1 k ), we have
We note the following easy lemma (see [R] for the proof):
Lemma 4.2. When the entries of an N × N matrix A anticommute with each other, we have tr(A 2 ) = tr(A 4 ) = tr(A 6 ) = · · · = 0.
Proof of Theorem 4.1. We denote the (i, j)th entry of A by a ij . Then we have
Denoting the cycle type of τ by µ = (µ 1 , . . . , µ r ), we have
This vanishes unless µ ∈ P strict,odd (n) as seen from Lemma 4.2. Since |C µ | = n!/z µ = n!/µ 1 · · · µ r for µ ∈ P strict,odd (n), we see the assertion from (2.1).
As seen in the previous section, the twisted immanant is compatible with matrices whose entries anticommute with each other. In this section, we proceed further to a description of the GL(V )-invariants in Λ(V ⊗ V * ) GL(V ) . Let V be a complex vector space of dimension N. We put
where e 1 , . . . , e N are a basis of V , and e * 1 , . . . , e * N are the dual basis. Let us consider the matrix A = (a ij ) 1≤i,j≤N ∈ Mat N,N (Λ(V ⊗ V * )). We can regard this matrix as the most generic matrix among the square matrices with anticommuting entries. Using this A, we can describe the GL(V )-invariants in Λ(V ⊗ V * ) as follows (this is a consequence of the first fundamental theorem of invariant theory for vector invariants; see [I2] for the proof):
Moreover these elements anticommute with each other, and have no relations besides this anticommutativity. Namely the following forms a linear basis of
Combining this with Theorem 5.1, we have the following:
Theorem 5.2. The following forms a linear basis of
Here |λ| is the size of λ.
The following Cayley-Hamilton type theorem should be noted ( [BPS] , [P] , [I2] ; see also [DPP] , [D] ): Theorem 5.3. We have
In this relation, the elements tr(A), tr(A 3 ), . . . , tr(A 2N −1 ) play the role of coefficients of the characteristic polynomial. Thus, it is expected to describe tr(A 2k+1 ) in terms of a determinant type function, and this is actually achieved in Theorem 4.1. This is one of the motivations for this paper.
As written in Introduction, these results have a deep relation to the Amitsur-Levitzki theorem. We note that Kostant already gave a proof of the Amitsur-Levitzki theorem using the cohomology ring of the Lie algebra gl(V ) (which is isomorphic to Λ(V ⊗V * ) GL(V ) ) and the function χ * λ in [K1] . In this sense, basic ideas of the present article can be found in this paper due to Kostant.
Cauchy type relation
For the twisted immanant, we have an analogue of the Cauchy relations. Let us recall the Cauchy relations for symmetric polynomials ( [Ma] ):
Here r is the length of µ.
These can be rewritten in terms of matrices as follows:
Proposition 6.2. Consider A ∈ Mat M,M (A) and B ∈ Mat N,N (A). When the entries of A and B commute with each other, we have
Here we put det n = imm
(1 n ) n and per n = imm
n . Moreover A ⊗ B is the Kronecker product. Namely we put These quantities vanish unless µ ∈ P strict,odd (n) as seen in Lemma 4.2. Moreover, we have |C µ | = n!/z µ = n!/µ 1 · · · µ r for µ ∈ P strict,odd (n). Combining these facts, we have by a similar proof. Here ε n means ε n = 1, n = 0, 1 mod 4, −1, n = 2, 3 mod 4.
