Abstract -The Microwave Radiometer (MWR) on the Aquarius/SAC-D mission measures microwave radiation from earth and intervening atmosphere in terms of brightness temperature (T b ). It takes measurements in a push-broom fashion at K-(23.8 GHz) and Ka-band (36.5 GHz) frequencies using two separate reflector antenna systems, each producing eight spot beams. Pre-launch measurements of the alignment of these beams with respect to the spacecraft coordinate system is used to geolocate the antenna foot-prints on ground. As a part of MWR's on-orbit engineering check-out, the verification of MWR's pointing accuracy is discussed here. The technique used to assess MWR's pointing involves comparing the radiometer image of land with high-resolution maps. When the beam's instantaneous field of view (IFOV) passes over a land/water boundary, the brightness temperature changes from a radiometrically "hot" land-scene to a "cold" ocean-scene. This "step-function" change in brightness temperature provides a very sensitive way to assess the mispointing error of the calculated MWR earth location (latitude/longitude) of the antenna footprints. This paper describes the algorithm used for the MWR geolocation validation assessment and preliminary results, presented for the MWR 23.8 GHz channel, show that the mispointing errors from the true coastline are close to meeting the specification.
INTRODUCTION
The MicroWave Radiometer (MWR) is a remote sensor developed by the Argentine Space Agency (CONAE) and flown on the Aquarius/SAC-D satellite, a joint earth science mission between NASA and CONAE. It is a three channel, Dicke radiometer with eight beams (36.5 GHz, vertically and horizontally polarized) looking forward and eight beams (23.8 GHz, horizontally polarized) looking aft as shown in Fig. 1 . As seen in the figure, the beam footprints alternate along two conical arcs with incidence angles (52° and 58°). Its instantaneous field of view (IFOV) varies from (27 x 45 km) at 52° to (31 x 63 km) at 58° producing a swath width of approximately 380 km which completely overlaps the Aquarius swath. The MWR takes measurements in a pushbroom fashion and has a beam sampling time of 1.92 seconds that leads to an along-track sampling distance of 13.1 km on the earth's surface [3] .
The Aquarius satellite (AQ) was launched June 10, 2011 and the MWR started collecting data in late August, 2011. The main purpose of this radiometer is to provide simultaneous and collocated environmental parameter measurements to aid the Aquarius sensor's sea surface salinity retrievals. The MWR geolocation requirement is ≤ 5 km difference between the calculated and true latitude/longitude of the IFOV centers for forward and aft viewing beams (see Fig. 1 ).
The SAC-D satellite performs precise dynamic 3-axis attitude control; however static biases between the satellite coordinate reference and the MWR instrument reference coordinate system can displace MWR surface IFOVs causing errors in geolocation. Also three different spacecraft attitude bias errors could occur, namely: roll, pitch, and yaw. Each of these exhibits its own particular pattern as the MWR IFOV traverses land/water boundaries. Roll bias errors become evident when comparing ascending to descending passes along an eastern or western continental coastline, while pitch errors are evident along the northern or southern coastlines. When perfectly geolocated, the MWR observed boundaries will be aligned along the coast for both ascending and descending passes. However, when these errors exist, the ascending and descending passes will separate nearly equal distance on opposite sides of the coast. Yaw errors are apparent when forward and aft beams are compared. Due to the earth's rotation, yaw effect has a larger magnitude at the equator. Yaw steering has been implemented to counteract this effect and ensure that the K-and Ka-band beams will cross a boundary at the same location [3] . This MWR geolocation analysis will assess the effectiveness of yaw steering at all latitudes. The three parameters needed for this geolocation assessment are a subset of the MWR L1B data product, namely: MWR IFOV center latitude and longitude, and 3 channels of MWR brightness temperature (Tb). All orbits (103) for the week of November 14-20, 2011 are used in this analysis because they provide all possible land/water crossings for the satellite 7-day ground-track repeat cycle. These data are divided by three criteria: beam number (eight beams at each frequency), ascending (south-to-north) or descending (north-to-south) orbit segments, and land-to-water or water-toland crossings. This analysis will be performed by beam because the antenna feed alignments for the 8 horns are independent. Separation of the data by ascending and descending orbit segments is used to detect static satellite attitude roll, pitch and yaw offsets. The land-to-water and water-to-land criteria should be identical, thus comparing these results is a quality control check to increase confidence. MWR measurements below 40° South latitude and above 60° North latitude were not used to avoid transient and unknown ice boundaries.
III. ALGORITHM DEVELOPMENT

A. Method Overview
Brightness temperature changes very rapidly across land/water boundaries. Land surfaces appear radiometrically hot (~280 K at 23 GHz), while ocean surfaces appear much cooler (~120 K at 23 GHz). This sharp T b contrast has been successfully used previously [1, 2] to evaluate a radiometer's mispointing error by comparing the sensor observed boundary location (based upon rapid Tb changes) to a global coastline map. The point whereby the beam IFOV is 50% land and 50% ocean provides the maximum rate of change (slope) of the T b land/water transition time series.
The goal of this investigation is to calculate the error distance from the MWR observed coastal boundary and the true boundary, determined by a 1 km resolution coastline map. The antenna boresight latitude and longitude from the MWR L1B data product is used to represent the point location of each MWR IFOV [4] . However, the brightness temperature for that IFOV is better represented using the entire -3 dB antenna pattern, which spans approximately 30 to 60 km as mentioned previously. In this paper, only 23.8 GHz data are used; however, the 37 channels will be analyzed in the future. Figure 2 shows a top-level block diagram of the geolocation assessment procedure (algorithm), which is implemented in Matlab. Inputs from the MWR L1B data product comprise; latitude, longitude and Tb. The first task is to identify all land/water crossings that occur within 7-day repeating ground-track period (103 orbits). Over this period there are approximately 318,000 MWR observations (pixels)/beam, most of which do not involve coastal crossings; so we use the first three blocks to implement a filter to keep only the desired measurements (i.e., near coastal crossings).
First, we impose latitude restrictions to remove the polar regions, where unwanted dynamic boundaries of sea ice exist.
Next we calculate the slope of the MWR brightness temperature separately by beam using a recursive difference between the two surrounding pixels for each MWR pixel. Empirical observations, of land/water crossings, reveal that typical 23.8 GHz Tb slopes are > 7 K/MWR sample. Therefore, we use this value as a threshold to select only the L1B data that are associated with probable land water crossings. All MWR Tb's for each of 103 orbits are passed through this "slope filter" to produce the time series of Tb slopes that occur at land/water crossings. This produces approximately 400 data sets that contain ~ 20 points with 13 km spacings, which reduces the data volume to 8,000 pixels/beam/7-days. Within each data set, the maximum slope value of these threshold points is approximately the location of the MWR sensor observed boundary. But because of the MWR spatial sampling of 13 km, we improve the estimate of the land/water boundary by applying a parabolic fit to the slope curve and finding the location of the parabola maxima.
Once the MWR boundary is determined, two linear equations are developed by regression to represent the MWR IFOV trajectory and the intersected coastline. These linear equations are solved simultaneously to yield the intersection that is the "true land/water crossing" location. Finally, we calculate the distance between the MWR sensor observed boundary (max Tb slope location) and the true coastline, which is the geolocation error. Output of the geolocation assessment algorithm is error distance for each coastal crossing and other related parameters (e.g., beam number, ascending/descending orbit segment, land-to-water or waterto-land, etc.).
After running the above algorithm, a data set of ~ 6,400 (800 crossings for eight beams) coastal crossing errors were produced and analysis was conducted on each beam for ascending and descending orbit segments. It should be noted that orientation of MWR ground track with respect to the coastline is relatively unimportant; however, the highest slope will occur on the coastline whenever the track of the IFOV center is perpendicular to the coast. Because the orientation of the major axis of the IFOV occurs at an angle of 16° -60° relative to the ground-track direction, there may be subtle differences in the geolocation error with azimuth angle relative to the coastline that will be investigated. The following discussion provides a more detailed description of certain blocks of the algorithm. 
B. Tb Slope Filter (First three Blocks)
The first step is to calculate brightness temperature (Tb) slope time series near the land/water transitions. For the "i th " pixel, this is done with a rise over run equation using the two surrounding MWR Tb observations.
As previously discussed, the point of maximum slope is selected as the crossing location; however, for practical considerations, we use an empirically determined threshold to remove false-alarms caused by natural Tb variability in the earth scene. Therefore, it is optimum to use only points with slopes larger than an absolute value of 7 K/pixel for 23-H because it minimizes the bogus land/water boundaries while maintaining a large number of samples. A second order regression is applied to the points passing the slope threshold test, and the latitude/longitude location of the parabola maxima is then used to determine each crossing and necessary parameters are extracted. This point of maximum slope at each crossing is considered the sensor location of the coastal boundary and is used for the error distance calculations.
This algorithm is based on the notion that the maximum slope location is found where the -3 dB IFOV encompasses half land and half water (50% beam-fill fraction). This assumption is confirmed by convolving a one-dimensional MWR antenna elevation pattern with a Tb step function representing the land/water boundary, as seen in Fig. 3 . Two patterns were convolved with the step function: a Gaussian distribution, and the true antenna pattern. Slight variations were observed, but overall they produced the boundary at the same location. The simulated antenna pattern used for Fig. 3 has a Gaussian shape with the same half-power beamwidth as the MWR antenna beams. In the bottom panel, the blue line and points represent the MWR samples and the red line is the parabolic fit to the MWR slope curve. Note that the parabolic fit places the boundary correctly (in between the MWR observations) that is used as the land/water boundary when calculating geolocation error.
Since the sample distance between MWR pixels is ~13 km, the maximum slope location may not occur precisely at this land/water boundary and thereby a random quantization error of ± 6.5 km will be introduced. By applying this parabolic fit to MWR pixels near the maximum Tb slope, it significantly reduces this quantization error.
An example of MWR observations at the northern coast of Japan is given in Fig. 4 . This represents a land-to-water crossing of the 23 GHz beam-3, for an ascending pass where blue dot is the maximum MWR T B slope point and the red triangle is the parabolic fit maximum slope location. Originally, this produced an error distance calculation of -8.47 km; however, when the location of the new maximum slope from the parabolic fit is used, an improved estimate of the "true" distance from the sensor observed boundary to the coastline is obtained. The new error distance is reduced significantly to -1.89 km, an improvement of 6.58 km. 
C. Linear Equation Calculations
Next the algorithm finds the distance from the maximum slope point (i th pixel) to the 1 km resolution map land boundary [5] , and for this calculation, two linear equations must be formulated. The first is the locus of the MWR beam boresight intersection with the earth. This "IFOV ground track" equation is calculated using the MWR IFOV center locations surrounding maximum slope location during each crossing. For this equation, we use a "flat-earth" approximation by constructing a plane tangent to the max slope point. Next, we relate the Cartesian coordinates "x and y" to the spherical earth latitude ("l") and longitude ("n") coordinates as:

Because the distances on the plane are small (< 50 km) and the curvature of the earth is also small, this equation provides an excellent approximation for the actual MWR IFOV ground track.
The second equation is more difficult to determine as it represents the "coastline", which is calculated using the surrounding pixels of the coastline pixel with minimum distance from the sensor observed land/water boundary. A ±0.1 o latitude by ±0.1 o longitude box of coastline pixels is used to formulate a representative coastline linear equation. The intersection point of the antenna beam ground track with the coastline is found by equating these two linear equations and finding the intersection as shown in Fig. 4 .. 
D. Error Distance Calculation
The antenna beam pointing error (in terms of distance on the earth's surface) was performed along the ground tracks of the eight MWR beams by finding the intersection of antenna beam track and coastline, and then calculating the distance between this point of intersection and maximum slope location. Since both of these points lie on the MWR antenna beam ground track, the error distance between the true map coast and the MWR observed coast, in kilometers, is given as; (3) The subscripts in this error distance equation are as follows: 'i' is the intersection point of the linear equations and 'p' refers to the maximum slope MWR pixel. In this equation, the surface of the earth is assumed spherical because this error distance is relatively small. Therefore, spherical coordinates are used for this calculation. Latitudinal distance is approximated as 111.12 km per degree latitude and longitudinal distance is a function of latitude, given as 111.12 km multiplied by the cosine of latitude for every one degree longitude. A positive or negative sign is assigned to each error distance. The sign is determined by which distance to the MWR and coastal intersection point is smaller, the leading or lagging pixel of the MWR sensor observed boundary. Figure 5 is an overlay of all sensor observed land/water crossings on a coastal map of the northeastern United States for a 7-day (103 orbits) period, where ascending crossings are plotted in red and descending are plotted in blue. The algorithm is able to differentiate boundaries very well; surprisingly, even the Great Lakes are observed using the threshold criterion. Occasionally anomalous pixels (outliers) were produced by the slope-filter, but they occurred in the ocean (far away from any coastline) or over land (in the presence of lakes that are not included in this coastal map). These bogus boundary points were excluded from the geolocation error analysis. Some maximum slope points seen in Fig. 5 appear to be outliers, but the coastal map in this image is Matlab generated for visual purposes. The map used for analysis is much higher resolution, and may include these respective lakes.
IV. RESULTS
The following plots give the geolocation error statistical mean and standard deviation after removing the bogus outliers. An example of coastline crossing errors for the 23.8 GHz beams for the one-week period of AQ orbits is given below in Fig. 6 . The total number of coastal crossings for each beam ascending and descending passes is listed in Table 1 . In general, these errors were approximately Gaussian distributed, as seen in Fig. 7 , with the majority (> 85%) of the absolute error distance calculations being less than 15 km.
Based on preliminary analysis, all beam geolocation errors appear to be similarly distributed. Moreover, the mean error distance meets the pointing requirement; however, the standard deviation (± 10 km) of the estimate of the mean error is larger than desired. Further, all eight beams have mean distance errors that are slightly negative. This indicates that the sensor is observing the boundary slightly before the true coastline. Based upon Fig. 5 and 6, ascending and descending orbit segments are nearly identical, as expected. Also there is no significant difference between even (52°) and odd beams (58°). Additional analysis including the Ka-beams is on going. Further analysis will be performed to include more MWR orbits and to apply the algorithm to the 36.5 GHz V-and Hpol channels. After completing analysis on all beams (forward and aft) at the two various incidence angles, it may be possible to separate satellite attitude (roll, pitch and yaw) pointing offsets from instrument alignment beam pointing errors. 
