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Abstract
In the paper it is shown that the Kochen-Specker theorem follows from Burnside’s theorem on
noncommutative algebras. Accordingly, contextuality (as an impossibility of assigning binary
values to projection operators independently of their contexts) is merely an inference from Burn-
side’s fundamental theorem of the algebra of linear transformations on a Hilbert space of finite
dimension.
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1 Introduction
Consider the set of the propositions {⋄} where the symbol ⋄ stands for any proposition, compound
or simple.
Let vC be a truth-value assignment function that denotes a truth valuation in a circumstance C,
that is, a mapping from the set {⋄} to the set of truth-values {vi}
N
i=1 (where N ≥ 2) relative to a
circumstance of evaluation indicated by C:
vC : {⋄} → {vi}
N
i=1 . (1)
Commonly (see, e.g., [1]), the image of ⋄ under vC is written using the double-bracket notation,
namely,
vC(⋄) = [[⋄]]C . (2)
The truth-value assignment function vC expresses the notion of not-yet-verified truth values: It
specifies in advance the truth-value obtained from the verification of a proposition.
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To relate the set {⋄} to the states of a physical system, one can employ a predicate – i.e., a
statement whose truth value depends on the values of its variables. For example, in the case of
a system associated with the classical phase space Γ, the predicate P on Γ can be defined as a
function from the phase space to the set of truth-values:
P : Γ→ {vi}
N
i=1 . (3)
Let {P⋄} denote the set of the predicates uniquely (i.e., one-to-one) connected to the set of the
propositions {⋄}. Then, one can introduce the valuation equivalence
vγ(P⋄) = [[⋄]]γ , (4)
which signifies that the truth-value of the proposition ⋄ in the state γ ∈ Γ is equated with the value
of the corresponding predicate P⋄ obtained in this state, i.e., vγ(P⋄) = P⋄(γ).
Provided that in the case of a classical system a predicate is just an indicator function that only
takes the values 0 or 1 (where 0 denotes the falsity and 1 denotes the truth), explicitly,
vγ(P⋄) =
{
1, γ ∈ U⋄
0, γ ∈ V⋄
, (5)
in which U⋄ and V⋄ are some linear subspaces of Γ such that Γ = U⋄⊕V⋄, the relation between the
set of the predicates and the set of truth-values is a bivaluation:
vγ : {P⋄} → {0, 1} . (6)
Accordingly, the elements γ of the classical phase space Γ represent categorical properties that the
classical system possesses or does not. What is more, the bivaluation relation (6) is a total func-
tion. This means that any proposition related to a classical system obeys the principle of bivalence
(asserting that a proposition can be either true or false [2]).
To define the truth-value assignment for a quantum system associated with a Hilbert space H, one
can assume the valuation equivalence analogous to (4)
v|Ψ〉(Pˆ⋄) = [[⋄]]|Ψ〉 , (7)
where Pˆ⋄ denotes a projection operator on H uniquely connected with a proposition ⋄, while |Ψ〉
stands for a vector in H describing system’s state. In line with this equivalence, the truth value of
the proposition ⋄ in the state |Ψ〉 is equated with the value of the corresponding projection operator
Pˆ⋄ obtained in this state.
As it can be readily seen, the difference between the equivalence (7) and its classical counterpart
(4) is not only one that in the former the argument of the value assignment function is an operator
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on a Hilbert space H (instead of a predicate on the classical phase space Γ in the latter) but also
(and more importantly) one that the relation between the set {Pˆ⋄} and the set {0, 1}, namely,
v|Ψ〉 : {Pˆ⋄} → {0, 1} , (8)
cannot be a total function in accordance with the Kochen-Specker theorem [3, 4]. This means that
at least one proposition related to a quantum system does not obey the principle of bivalence: The
said proposition may have a truth-value different from 0 and 1 (as it is argued in [5, 6]) or no
truth-value at all (in line with the supervaluation approach suggested in [7]).
Assuming that the quantum value assignment function v|Ψ〉 can be presented as an indicator func-
tion similarly to the case of a classical system, that is,
v|Ψ〉(Pˆ⋄) =
{
1, |Ψ〉 ∈ U⋄
0, |Ψ〉 ∈ V⋄
, (9)
where U⋄ and V⋄ are some linear subspaces in H such that H = U⋄ ⊕ V⋄, the question is, what
algebraic properties of the linear subspaces in H cause the failure of the principle of bivalence?
Correspondingly, can the Kochen-Specker theorem be derived from the algebra over H?
Let us answer these questions in the presented paper.
2 Invariant subspaces for projection operators
Recall the following definitions. The column space (a.k.a. range), ran(Pˆ ), of the projection (i.e.,
self-adjoint and idempotent) operator Pˆ is the subset of the vectors |Ψ〉 ∈ H that are in the image
of Pˆ , namely,
ran(Pˆ ) =
{
|Ψ〉 ∈ H : Pˆ |Ψ〉 = |Ψ〉
}
. (10)
Likewise, the null space (a.k.a. kernel), ker(Pˆ ), of the projection operator Pˆ is the subset of the
vectors |Ψ〉 ∈ H that are mapped to zero by Pˆ , namely,
ker(Pˆ ) =
{
|Ψ〉 ∈ H : Pˆ |Ψ〉 = 0
}
. (11)
Thus, any Pˆ is the identity operator 1ˆ on ran(Pˆ ) and the zero operator 0ˆ on ker(Pˆ ).
The column and null spaces are complementary in the same way as Pˆ and 1ˆ− Pˆ , that is,
ran(Pˆ ) = ker(1ˆ− Pˆ ) , (12)
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ker(Pˆ ) = ran(1ˆ− Pˆ ) . (13)
Moreover, they produce the direct sum
ran(Pˆ )⊕ ran(Pˆ ) = ran(1ˆ) = H , (14)
and they are orthogonal to each other:
ran(Pˆ ) ∩ ker(Pˆ ) = ran(0ˆ) = {0} , (15)
where 0 denotes the zero vector in any vector space and {0} stands for the zero subspace. Thus,
ker(Pˆ ) is the orthogonal complement of ran(Pˆ ), and vice versa.
Also recall that a subspace U ⊆ H is called an invariant subspace under Pˆ if
|Ψ〉 ∈ U =⇒ Pˆ |Ψ〉 ∈ U , (16)
that is, Pˆ (U) is contained in U and so
Pˆ : U → U . (17)
Obviously, the space H itself as well as the zero subspace {0} are trivially invariant subspaces for
any projection operator Pˆ .
Observation 1. For each projection operator Pˆ there are two nontrivial invariant subspaces,
namely, ran(Pˆ ) and ker(Pˆ ).
Proof. To see this, let |Ψ〉 ∈ ran(Pˆ ). Since Pˆ |Ψ〉 = |Ψ〉 one gets Pˆ |Ψ〉 ∈ ran(Pˆ ), and so Pˆ :
ran(Pˆ ) → ran(Pˆ ). Similarly, let |Ψ〉 ∈ ker(Pˆ ). This means that Pˆ |Ψ〉 = 0. On the other hand,
0 ∈ ker(Pˆ ), which implies Pˆ : ker(Pˆ )→ ker(Pˆ ).
The presence of two invariant subspaces for each projection operator Pˆ motivates the definition of
the valuation v|Ψ〉 as a bivalent function, that is,
v|Ψ〉(Pˆ ) =
{
1, |Ψ〉 ∈ ran(Pˆ )
0, |Ψ〉 ∈ ker(Pˆ )
. (18)
Take the identity operator 1ˆ. Given ran(1ˆ) = H and ker(1ˆ) = {0}, from the said definition it follows
that for any |Ψ〉 ∈ H and |Ψ〉 6= 0, i.e., for any admissible state |Ψ〉 of a system, v|Ψ〉(1ˆ) = 1. This
indicates that the identity operator 1ˆ relates to a tautology ⊤ (i.e., a proposition that is true in
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any admissible state of the system), namely, v|Ψ〉(1ˆ) = [[⊤]]|Ψ〉 = 1.
For zero operator 0ˆ, one gets in accordance with (18) that in any admissible state of the system,
v|Ψ〉(0ˆ) = 0. This implies that the zero operator 0ˆ relates to a contradiction ⊥ (i.e., a proposition
that is false in any admissible state of the system): v|Ψ〉(0ˆ) = [[⊥]]|Ψ〉 = 0.
3 Burnside’s theorem on the noncommutative algebra
Let L(H) denote the algebra of linear transformations on H and let Σ represents the collection of
projection operators on H. Consider a nonempty subset Σ(q) ⊂ Σ comprising projection operators
Pˆ
(q)
i that meet the conditions
Pˆ
(q)
i Pˆ
(q)
j = Pˆ
(q)
j Pˆ
(q)
i = 0ˆ , (19)
where i 6= j, and
∑
Pˆ
(q)
i
∈Σ(q)
Pˆ
(q)
i = 1ˆ . (20)
Such a subset Σ(q) is said to be a maximal (a.k.a. complete) context.
Let Lat(Pˆ
(q)
i ) be the family of subspaces invariant under the projection operator Pˆ
(q)
i , namely,
Lat(Pˆ
(q)
i ) =
{
ran(0ˆ), ran(Pˆ
(q)
i ), ker(Pˆ
(q)
i ), ran(1ˆ)
}
, (21)
such that Lat(Pˆ
(q)
i ) forms a lattice: The operation meet ⊓ of this lattice corresponds to the in-
terception Q ∩ W and the lattice operation join ⊔ corresponds to the smallest closed subspace
of Lat(Pˆ
(q)
i ) containing the union Q ∪ W, where Q 6= W and Q,W ∈ Lat(Pˆ
(q)
i ). This lattice is
bounded, i.e., it has the greatest element ran(1ˆ) = H and the least element ran(0ˆ) = {0}.
Now, consider the invariant subspaces invariant under each projection operator Pˆ
(q)
i in the maximal
context Σ(q):
Lat(Σ(q)) =
⋂
Pˆ
(q)
i
∈Σ(q)
Lat(Pˆ
(q)
i ) . (22)
Given that for any maximal context the following interceptions hold
ran(Pˆ
(q)
i ) ∩ ran(Pˆ
(q)
j ) = ran(Pˆ
(q)
i Pˆ
(q)
j ) = {0} , (23)
ran(Pˆ
(q)
i ) ∩ ker(Pˆ
(q)
j ) = ran(Pˆ
(q)
i ) ∩ ran(1ˆ− Pˆ
(q)
j ) = ran(Pˆ
(q)
i ) , (24)
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ker(Pˆ
(q)
i ) ∩ ran(Pˆ
(q)
j ) = ran(1ˆ− Pˆ
(q)
i ) ∩ ker(Pˆ
(q)
j ) = ran(Pˆ
(q)
j ) , (25)
ker(Pˆ
(q)
i ) ∩ ker(Pˆ
(q)
j ) = ran(1ˆ− Pˆ
(q)
i − Pˆ
(q)
j ) = ran
( ∑
k 6=i,j
Pˆ
(q)
k
)
, (26)
the interception Lat(Σ(q)) can be presented as
Lat(Σ(q)) =
{
ran(0ˆ),
{
ran(Pˆ
(q)
i ), ker(Pˆ
(q)
i )
}
i=1
,R(q), ran(1ˆ)
}
, (27)
where R(q) stands for
R(q) =
{
ran
( ∑
k 6=i,j
Pˆ
(q)
k
)
, ran
( ∑
j 6=i,k
Pˆ
(q)
j
)
, ran
( ∑
i 6=j,k
Pˆ
(q)
i
)
, ran
( ∑
l 6=i,j,k
Pˆ
(q)
l
)
, . . .
}
. (28)
Suppose that the system is prepared in a pure state |Ψ〉 ∈ ran(Pˆ
(q)
i ). Then, according to (18),
v|Ψ〉(Pˆ
(q)
i ) = 1. As a result of (23) (expressing that all ran(Pˆ
(q)
i ) are orthogonal to each other), the
vector |Ψ〉 also resides in the null space of any other projection operator in the maximal context
Σ(q), i.e., |Ψ〉 ∈ ker(Pˆ
(q)
j ), which gives v|Ψ〉(Pˆ
(q)
j ) = 0. Hence, in the maximal context Σ
(q) only one
projection operator can be assigned the value 1, and so
v|Ψ〉
( ∑
Pˆ
(q)
i
∈Σ(q)
Pˆ
(q)
i
)
=
∑
Pˆ
(q)
i
∈Σ(q)
v|Ψ〉
(
Pˆ
(q)
i
)
= 1 . (29)
Consider the invariant subspaces invariant under each maximal context Σ(q) ⊂ Σ, that is,
Lat(Σ) =
⋂
Σ(q)⊂Σ
Lat(Σ(q)) . (30)
Observation 2. Where Lat(Σ) to contain some nontrivial invariant subspace(s), a logic defined
as the relations between projection operators in Σ would have a bivalent semantics.
Proof. Suppose that Lat(Σ) contains a nontrivial invariant subspace ran(Pˆ
(q)
i ). Since Lat(Σ) is
the intersection of all the lattices Lat(Σ(q)), this would mean that ran(Pˆ
(q)
i ) is the member of
each Lat(Σ(q)) and thus orthogonal to all other column spaces in each Σ(q). In the case where
v|Ψ〉(Pˆ
(q)
i ) = 1, all other truth values of the projection operators in Σ would be zero, which would
produce
∑
i v|Ψ〉(Pˆ
(q)
i ) = 1 for each Σ
(q). In this way, all the projection operators in Σ would obey
the principle of bivalence.
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Assume Σ = L(H), i.e., the collection Σ includes all the projection operators on system’s Hilbert
space H. If H is finite-dimensional (and dim(H) is greater than 1), then, according to Burnside’s
Theorem [8, 9, 10], Lat(Σ) is irreducible, i.e., has no nontrivial invariant subspace:
Σ = L(H) =⇒ Lat(Σ) =
{
ran(0ˆ), ran(1ˆ)
}
. (31)
Observation 3. This means that for the given system the principle of bivalence fails.
Proof. Suppose that
∑
i v|Ψ〉(Pˆ
(q)
i ) = 1 for the certain Σ
(q). Because it is irreducible, Lat(Σ)
does not have any ran(Pˆ
(q)
i ) ∈ Lat(Σ
(q)). So, at least one nontrivial invariant subspace, say,
ran(Pˆ
(w)
k ) ∈ Lat(Σ
(w)), where w 6= q, is not orthogonal to ran(Pˆ
(q)
i ) ∈ Lat(Σ
(q)). In consequence,
the proposition associated with Pˆ
(w)
k cannot be bivalent alongside the propositions connected with
Pˆ
(q)
i ∈ Σ
(q), i.e., v|Ψ〉(Pˆ
(w)
k ) 6= {0, 1}.
Corollary 1. There is a collection of the projection operators relating to a system with a finite-
dimensional Hilbert space, namely, Σ′ ⊂ L(H), such that Lat(Σ′) contains no nontrivial elements.
Proof. This follows directly from the version of Burnside’s Theorem presented in (31). Truly, since
for the said system Lat(Σ) is irreducible, there must exist maximal contexts Σ(q) and Σ(w) whose
nontrivial column spaces ran(Pˆ
(q)
i ) ∈ Lat(Σ
(q)) and ran(Pˆ
(w)
k ) ∈ Lat(Σ
(w)) are not orthogonal to
each other. Correspondingly, the family of subspaces Lat(Σ′) invariant under both Σ(q) and Σ(w)
would have no nontrivial invariant subspace.
4 Algebra of matrices on C2
Let us demonstrate the application of Burnside’s Theorem to the set of the projection operators
on the two dimensional Hilbert space H = C2. Comprised of the eigenvectors of the Pauli matrices
σz, σx and σy these projection operators are
Pˆ
(z)
1 =
[
1 0
0 0
]
, Pˆ
(z)
2 =
[
0 0
0 1
]
, (32)
Pˆ
(x)
1 =
1
2
[
1 1
1 1
]
, Pˆ
(x)
2 =
1
2
[
1−1
−1 1
]
, (33)
Pˆ
(y)
1 =
1
2
[
1−i
i 1
]
, Pˆ
(y)
2 =
1
2
[
1 i
−i 1
]
. (34)
Since Pˆ
(q)
1 Pˆ
(q)
2 = Pˆ
(q)
2 Pˆ
(q)
1 = 0ˆ and Pˆ
(q)
1 + Pˆ
(q)
2 = 1ˆ, they make up three maximal contexts Σ
(q),
namely,
Σ(q) =
{
Pˆ
(q)
i
}2
i=1
⊂ L(C2) , (35)
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where L(C2) denotes the collection of all linear transformations C2 → C2 (i.e., the algebra over C2).
The invariant subspaces Lat(Σ(q)) invariant under each Pˆ
(q)
i ∈ Σ
(q) take the form
Lat(Σ(z)) =
{
{0},
{[
a
0
]}
,
{[
0
a
]}
,
{[
0
b
]}
,
{[
b
0
]}
,C2
}
, (36)
Lat(Σ(x)) =
{
{0},
{[
a
a
]}
,
{[
a
−a
]}
,
{[
b
−b
]}
,
{[
b
b
]}
,C2
}
, (37)
Lat(Σ(z)) =
{
{0},
{[
ia
a
]}
,
{[
a
ia
]}
,
{[
b
ib
]}
,
{[
ib
b
]}
,C2
}
, (38)
where a, b ∈ R.
Within each maximal context Lat(Σ(q)) the corresponding projection operators Pˆ
(q)
i are bivalent.
For example, suppose the system is prepared in the state |Ψ〉 = [1, 0]T, then
|Ψ〉 =
[
1
0
]
∈


ran(Pˆ
(z)
1 ) =
{[
a
0
]}
=⇒ v|Ψ〉(Pˆ
(z)
1 ) = 1
ker(Pˆ
(z)
2 ) =
{[
b
0
]}
=⇒ v|Ψ〉(Pˆ
(z)
2 ) = 0
. (39)
Since the Pauli matrices σq form an orthogonal basis for the space C
2, any matrix M2×2 ∈ C2 can
be expressed as
M2×2 = wI2×2 +
3∑
q=1
uqσq , (40)
where w and uq are complex numbers, and I
2×2 is the identity matrix on C2.
Consequently, the collection of the maximal contexts Σ = {Σ(z),Σ(x),Σ(y)} contains all the projec-
tion operators on C2. As L(C2) is the span of all such operators, Σ = L(C2).
By Burnside’s Theorem it must be then
Lat(Σ) = Lat(Σ(z)) ∩ Lat(Σ(x)) ∩ Lat(Σ(y)) =
{
{0},C2
}
, (41)
which implies that the bivaluation v|Ψ〉 : {Σ
(q)} → {0, 1} cannot be a total function.
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5 Concluding remarks
As it has been just shown, the Kochen-Specker theorem is the consequence of Burnside’s theorem
on the algebra of linear transformations on H.
Indeed, according to the Kochen-Specker theorem, in a Hilbert spaceH of a finite dimension (greater
than 3), it is impossible to assign to every projection operator in a set Σ′ one of its eigenvalues, i.e.,
1 or 0, in such a way that for any admissible state of the system |Ψ〉 the values v|Ψ〉(Pˆ
(w)
i ) assigned
to members Pˆ
(w)
i of a maximal context Σ
(w) ⊂ Σ′ resolve to 1, that is,
∑
i v|Ψ〉(Pˆ
(w)
i ) = 1.
On the other hand, the bivaluation of a projection operator is associated with the existence of
its two nontrivial invariant subspaces. So, the inability to assign binary values, 1 or 0, to each
projection operator in the set Σ′ is the consequence of the fact that the family of subspaces Lat(Σ′)
invariant under each maximal context in the set Σ′ is irreducible, i.e., has no nontrivial invariant
subspace.
In this way, contextuality (as an impossibility of assigning binary values to projection operators
independently of their maximal contexts) is merely an inference from the fundamental theorem of
noncommutative algebra, i.e., Burnside’s Theorem.
It is worth mentioning that this theorem fails for finite dimensional vector spaces over the reals
[11], such as the classical phase space Γ. This can be regarded as the algebraic reason for bivalence
of classical mechanics.
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