A new setup for the measurement of vapor-liquid phase equilibria of CO 2 -rich mixtures relevant for carbon capture and storage (CCS) transport conditions is presented. An isothermal analytical method with a variable volume cell is used. The apparatus is capable of highly accurate measurements in terms of pressure, temperature and composition, also in the critical region. Vapor-liquid equilibrium (VLE) measurements for the binary system CO 2 +N 2 are reported at 223, 270, 298 and 303 K, with estimated standard uncertainties of maximum 0.006 K in the temperature, maximum 0.003 MPa in the pressure, and maximum 0.0004 in the mole fractions of the phases. These measurements are verified against existing data. Although some data exists, there is little trustworthy data around critical conditions, and our data indicate a need to revise the parameters of existing models. A fit made against our data of the vapor-liquid equilibrium prediction of GERG-2008/EOS-CG for CO 2 +N 2 is presented. At 223 and 298 K, the critical region of the isotherm are fitted using a scaling law, and high accuracy estimates for the critical composition and pressure are found.
Introduction
Knowledge about how CO 2 -rich mixtures behave under different conditions is important for the development of carbon capture, transport and storage (CCS) processes. For instance, an accurate equation of state (EOS) describing the thermodynamic properties of these mixtures is needed to model and dimension the various processes along the CCS value chain. Moreover, an EOS can be used to set requirements on the amount of impurities present in the CO 2 to be transported. Even with the recent progress of molecular modeling, empirical EOSs still provide the most accurate description of thermodynamic properties of such systems. Unfortunately, even for relatively simple binary mixtures, the data situation is not satisfactory for all relevant mixtures and conditions [1, 2, 3] . Hence, new and accurate experimental data are needed in order to improve the thermodynamic property predictions, by developing new EOS models or modifying the parameters and structure of existing ones.
Even small amounts of impurities in CO 2 -rich mixtures can significantly affect the behavior of the fluid [3, 4] . As an example, the maximum pressure at which a mixture of CO 2 and only 5 % N 2 can be in the two-phase region, the cricon-denbar, will increase to approximately 8.4 MPa compared to the critical pressure of CO 2 , 7.3773 MPa [4, 5, 6] .
Until recently, the most accurate EOS model describing CO 2 -rich mixtures has been the GERG-2008 [7, 8] . This EOS [7] covers most of the relevant mixtures expected in CO 2 conditioning and transport found in CCS [8, 3, 9] . The structure and parameters in this EOS were developed and fitted with focus on natural gas mixtures.
In the works by Gernert and Span [1] and Gernert [2] , an equation of state called EOS-CG (Equation Of State for Combustion Gases and combustion gas like mixtures) has been developed specifically for CO 2 -rich mixtures. The EOS was based on the structure of GERG-2008, with modifications for the binary CO 2 -rich systems found within CCS. The EOS was fitted against a significantly extended literature data base for CO 2 -rich mixtures compared to the GERG-2008 data base [1, 2] .
However, as Gernert and Span [1] and Gernert [2] pointed out in the review of available literature data, large gaps occur in the experimental data for thermophysical properties of CO 2 -rich mixtures [3, 10] . Moreover, some of the existing data from different authors are systematically inconsistent with those of other authors within the stated uncertainty estimates. As a consequence, the accuracy of the equations of state fitted to the data could be increased significantly by reconciling the inconsistencies and filling in the gaps in the available data.
The work to be presented here is part of a project called CO 2 Mix. As described by Løvseth et al. [5] , the CO 2 Mix project aims at performing accurate vapor-liquid equilibrium (VLE), speed of sound and density measurements of CO 2rich mixtures at conditions relevant for transport and conditioning in CCS [3, 9] . As part of this project, a setup has been specifically designed and constructed in order to perform highly accurate phase equilibria measurements on CO 2 -rich mixtures under relevant conditions for CCS.
The present paper reports the results of VLE measurements on the CO 2 +N 2 binary system, with measurements over the whole VLE pressure region at the temperatures 223, 298 and 303 K, and one VLE data point at 270 K. For some conditions, high quality literature data exist for this system, making it suitable to validate the operation of the experimental setup. Furthermore, several measurements were taken at conditions where no previous data or only data of dubious quality could be found, for instance at pressures close to the critical point of the binary mixture at the measured temperatures. Additionally, measurements were performed at temperatures close to the critical temperature of CO 2 . The results are compared to existing EOS models, and new fits are presented.
Special care has been taken by the authors to present the results and analysis in accordance with the IUPAC Guidelines for reporting of phase equilibrium measurements given in the work by Chirico et al. [11] . One of the most important aspects of this is the thorough estimation of the standard uncertainties, as specified in the ISO Guide for the Estimation of Uncertainty in Measurement, commonly referred to as "GUM" [12] . Error-free dissemination of the resulting experimental data with the uncertainty estimates is ensured by supplying the data in a file written in the NIST ThermoML format [13, 14, 15, 16] .
In the current work, the experimental setup and the operational procedures applied will be described in detail in Section 2. In Section 3, an analysis of the pressure, temperature and composition measurement uncertainty will be presented, with references to further details in the appendix. The measurement results will be provided in Section 4, before an analysis of the data with regards to existing data and models in Section 5. Section 5 will also present fitting of existing models to the new data.
Experimental apparatus

Description of setup
The experimental setup has been described briefly in [17] . A more detailed description will be given here. Additional details necessary for the uncertainty analysis for the measurement of pressure, temperature, and composition will be given in Sections 3.2, 3.3, and 3.4, respectively.
The vapor-liquid equilibrium measurements were carried out using an isothermal analytical method with a variablevolume cell, as described by [18] . This method involves determination of the equilibrium composition of both phases at given temperature and pressure. A diagram of the cell and the ancillary apparatus is shown in Fig. 1 .
In our experiments with 2 components, CO 2 and N 2 , Gibbs' phase rule states that we can vary 2 intensive properties freely when we have 2 coexisting phases present. We controlled the temperature T by means of a thermostatic bath, and the pressure p by the injection of CO 2 and N 2 into the cell. We can then state the equilibrium compositions of the liquid and vapor phases, x CO 2 and y CO 2 , respectively, as functions of T and p:
The cell consisted of a transparent sapphire cylinder tube placed between two titanium flanges. The internal volume of the cell was approximately 100 ml. To keep the temperature constant, the cell was placed in a thermostatic bath kept at the desired temperature (Fluke Hart Scientific model 7080 for subambient temperatures, and model 6020 with external cooling water for temperatures above ambient). The following two bath fluids were used: at temperatures below ambient, ethanol, and for temperatures close to the critical temperature of CO 2 , distilled water.
The temperature of the cell was monitored by two Fluke model 5686 glass capsule standard platinum resistance thermometers (SPRT) placed inside the top and bottom flanges.
The cell pressure was measured indirectly through a Rosemount 1199 diaphragm connected by an oil-filled circuit to a Rosemount 3051 differential pressure transmitter with an array of four absolute pressure sensors p i , where i = 1, 2, 3, 4, (Keller model PAA-33X) with full scales of 1, 3, 10 and 20 MPa respectively, on the other side. The absolute pressure sensor circuit was filled with nitrogen and maintained at a pressure such that the differential pressure between this circuit and the cell circuit was close to zero, using syringe pump 5 (TOP Industrie, model PMHP 100-500).
Three different syringe pumps (from TOP Industrie) were used to fill the components into the cell. Pump 2 was dedicated to injecting CO 2 (model PMHP 100-500). Pump 3 was used to inject an impurity, which was N 2 in the case of the present work . The surface of the parts of the pump and the tubing in contact with the fluid was sulfinert treated to minimize adsorption. Pump 4 could be used to inject fluids in liquid state, such as water, in later work (model PMHP 100-500). All three pumps could be evacuated through a connection to a vacuum pump (Trivac ® E 2 from Leybold).
These pumps were connected via tubing to valves that were integrated in the cell flanges. Integrated valves were used to minimize the dead volume inside the cell. An additional integrated valve could be opened to ventilation when the cell pressure needed to be reduced.
The vacuum pump was connected to an integrated valve, enabling evacuation of the cell before the filling took place.
A magnetic stirrer was placed at the bottom of the cell, and could be rotated at up to 800 rpm to reach VLE faster. P&ID A borescope was used to inspect the content of the cell through the transparent sapphire cylinder, to ensure that the liquid level was appropriate.
A custom made National Instruments LabVIEW program was used for data acquisition of the measured pressure and temperature values, which were logged every second.
The resistance of the two SPRTs were measured one at a time using an ASL SB148 switchbox to change between the two SPRTs, which in turn was connected to an ASL F650AC thermometry bridge. A resistance measurement point of one resistor was obtained once every 20 seconds when the ASL bridge was set to obtain the most accurate ratio value. The ASL bridge measured ratio values were obtained by the logging program through an USB connection.
The update rates of the four pressure sensors p i were 400 Hz, and the dead time of the differential pressure sensor p 11 was approximately 45 ms. The measured pressure values of p i were obtained by the logging program using the digital output of the sensors through a RS485 serial connection. The values of p 11 were obtained using a conversion of the analog 4-20 mA DC current output of the sensor to a digital output read through a RS485 serial connection by the logging program.
The compositions of the vapor and liquid phases were measured by extracting a sample from a phase using Rolsi TM electromagnetic samplers (Armines patent [19] . Pneumatic version of the Rolsi TM sampler described in [20] ). The vapor phase sampling capillary inlet was placed close to the top flange inside the cell, while the liquid phase capillary inlet could be moved vertically inside the cell to be at an appropriate position in the liquid phase. The use of these Rolsi TM samplers for VLE measurements was first described in [21] .
Using the LabVIEW program, the electromagnetically controlled valves of the Rolsi TM samplers were opened for a specified time period to let a sample flow out of the cell. The sample flowed out through the capillaries into a heated gas chromatograph (GC) helium carrier gas circuit at close to atmospheric pressure. The low-pressure side of the Rolsi TM valves and piping between the valves and GC were also heated above the critical temperature of CO 2 , ensuring that both the vapor and liquid samples were in gaseous form. The sample was swept by the carrier gas into the GC (Agilent 7890A) equipped with a Supelco Carboxen-1010 PLOT Capillary GC Column (from Sigma-Aldrich, column length 30 m, internal diameter 0.53 mm) where the CO 2 and N 2 were separated. Downstream of the column, a thermal conductivity detector (TCD) measured the difference in voltage needed to keep the gas passing the detector at a constant temperature. The detector response was monitored as a function of time at 5 Hz, resulting in two separate peaks corresponding to N 2 and CO 2 . At sampling, the logging of the detector response was started automatically with the Agilent OpenLAB CDS EZChrom GC data acquisition and control software.
When a sample was taken, pump 1 was used to apply an increased N 2 overpressure compared to the cell pressure on a plate bellows inside the cell, to expand the bellows and thereby decreasing the cell volume, preventing a decrease in cell pressure after each sample. Fully expanded, the bellows caused an approximate volume decrease inside the cell of maximum 1 cm 3 .
The internal diameter of the Rolsi TM capillaries were 150 µm, and the length of the liquid and vapor phase capillaries were 0.4 and 0.3 m, respectively. The internal volumes of the liquid and vapor capillaries corresponded to approximately 0.007 and 0.005 % of the cell volume, respectively. The upper part of the both the liquid and the vapor capillaries were outside the thermostatic bath, and were heated to 313 K to avoid condensation.
As the liquid in the heated upper part of the liquid capillary would boil off, too small samples would only consist of the boil-off gas with a composition that would not be representative of the liquid phase in the cell. In order to be sure to measure the true liquid composition, the number of moles of each liquid sample should at least be as large as what is found in a volume of the whole liquid capillary with the same density and composition as the liquid phase inside the cell. As some of the volume of the liquid sampler was occupied by a vapor phase with lower density than a liquid phase, the calculated liquid sample size was probably an overestimate, but helped ensure thorough flushing of the liquid capillary for each sample. Because the sample size should be sufficient to flush the capillaries, the expansion of the bellows was necessary to prevent a significant change in the cell pressure. For the vapor samples, the first samples of a series at a pressure / temperature point were of a sufficient size to flush the vapor capillary. Consecutive sample sizes were set large enough to give a good repeatability in the composition measurements. The repeatability as a function of sample size was determined from the calibration of the GC using the calibration gas mixtures.
In practical terms, the sample volumes discussed above were estimated from the GC traces. The liquid phase density and composition were calculated using the GERG-2008 EOS [7] at the cell pressure and temperature. An estimate of the number of moles in a sample as a function of the peak areas of each component in the GC traces was established by injecting each of the components into the GC through a sample loop with a known volume, kept at ambient temperature and slightly higher than atmospheric pressure. The densities of the pure components were calculated using the EOSs by [6] and [22] .
Calibration
The two SPRTs used for temperature measurements had been calibrated in-house according to the International Temperature Scale of 1990 (ITS-90) [23] , against fix point cells calibrated at accredited calibration laboratories. Details about the calibration of the SPRTs can be found in Section 3.3.
The absolute pressure sensors had been calibrated inhouse against a dead weight tester recently calibrated at an accredited calibration laboratory. For details, see Section 3.2.
The GC had been calibrated against gravimetrically prepared calibration gas mixtures made in-house. See Section 3.4 for details. The manufacturer's specified purity of the CO 2 and N 2 samples used for both the VLE experiments, and for preparing the calibration gas mixtures, are listed in Table 1 . We did not perform any additional analysis of the specified purity of the samples by for instance mass spectroscopy. However, as we performed vapor pressure measurements of CO 2 at the different temperatures where VLE measurements were performed, we asserted that the vapor pressures were in agreement with the calculated vapor pressures from the EOS by Span and Wagner [6] , within the combined uncertainty in our pressure measurements and in the EOS calculations.
Experimental procedures
Before starting a VLE experiment, the whole circuit in connection with the VLE cell was evacuated, using the vacuum pump. The evacuation included the gas lines to the cell from the gas cylinders of pure CO 2 and N 2 , and all lines transporting the gases into the cell.
The CO 2 pump and N 2 impurity pump and lines were first evacuated once, and then flushed with the respective gases to dilute any remaining impurities in the lines and pumps. This evacuation and flushing were repeated 5 times for each pump. After the final evacuation, the gases were filled onto their respective lines and pumps, and maintained at a pressure of at least 0.5 MPa to prevent contamination of the gases.
After the flushing of the gas lines and pumps, the cell was flushed with CO 2 , and evacuated. As with the pumps, the flushing and evacuation were repeated 5 times.
Following the flushing, and with the thermostatic bath kept at the desired temperature, CO 2 was injected until the volume fraction of liquid CO 2 was approximately 50 % of the cell.
The stirrer then ran until the pressure and temperature measurements had stabilized. After the stirrer had been turned off, the vapor pressure of CO 2 was measured. If the measured vapor pressure were within the combined uncertainty of the Span-Wagner EOS [6] and our measurements, the purity of the CO 2 in the cell was deemed to be sufficient.
After the CO 2 vapor pressure measurements, N 2 was filled onto the cell to increase the pressure, and the stirrer was run until the temperature and pressure had stabilized. The liquid level in the cell was adjusted to keep a liquid volume fraction of approximately 50 %, by either injecting more CO 2 or venting out either some of the vapor or liquid phase. The liquid phase capillary inlet was placed such as to always be more than 10 mm below the liquid level in the cell.
After this, the borescope was removed from the thermostatic bath to prevent heat transfer from the surroundings into the bath fluid. When the cell pressure and temperature had stabilized, the stirrer was turned off, and the vapor and liquid phases were left to settle before sampling started.
From this point on, there were two different procedures employed in this work. The series of experiments started off with VLE measurements at 298 K, and then 303, 223 and 270 K. At the end of the VLE experiments at 303 K, the bellows started leaking N 2 into the cell. To avoid delay in the measurements, it was decided to replace the bellows with a blind plug, and proceed with VLE experiments at the 223 and 270 K without pressure compensation of sampling, and hence using slightly different procedures than for the previous isotherms.
For the measurements at 298 and 303 K, with the pressure drop due to sampling compensated by using the bellows, a sample was withdrawn from the cell every 25 minutes.
For the measurements at 223 and 270 K, the pressure dropped slightly after each sample. Two different methods were used to approach the VLE state of the new pressure value. In the first method, the stirrer was run for 15 minutes after each sampling, and then turned off to allow the phases to separate for the remaining 10 minutes before the next sample was taken. In the second method, the stirrer was not used between the samples. Instead, the period between each sample was increased from 25 minutes to 2-3 hours.
Uncertainty analysis
Definitions
The "GUM" [12] terms and definitions will be used in the following analysis. For ease of reading, and, since several of the estimation methods will be used repeatedly, some of the symbols used will be defined here.
The uncertainty components will be evaluated as standard uncertainties, with symbol u( y), where y is the estimate of the measurand Y , that is, the measurement result. Standard uncertainty is the uncertainty of the result of a measurement expressed as an estimated experimental sample standard deviation, with symbol s( y) [12] .
Type A evaluation of uncertainty refers to uncertainties evaluated by statistical analysis of a series of observations [12] . Examples include the evaluation of the uncertainty of the mean values of pressure and temperature in the time before a single sample is taken of the composition of the phases in the cell.
Type B evaluation of uncertainty refers to uncertainties evaluated by other means, for example specifications of measurement equipment provided by the manufacturer, or when the uncertainty of a value has to be subjectively evaluated, as in the case of measured physical distances on the laboratory apparatus for the calculation of the hydrostatic pressure. Common for these type of evaluations is that the uncertainties have to be modeled using an applicable probability distribution [12] .
The propagation of the standard uncertainties in the input quantities X i to the standard uncertainty in the final estimate of the measurand is described by the combined standard uncertainty, symbol u c ( y).
For N uncorrelated input quantities, the general expression for u c ( y) is given by [12] as
where Y = f (X 1 , X 2 , ..., X N ).
When it is difficult to determine if the input quantities are independent, or if the correlation of the quantities is not possible to determine, the most conservative estimate is assumed, that the maximum errors in each contribution occurs simultaneously:
Some of the standard uncertainty terms u(x i ) in these equations have to be evaluated from other underlying standard uncertainties without knowing the functional form of f . This is the case, for example, for manufacturers' specifications of several sources of uncertainties contributing to the total uncertainty in the measured value. When this is the case, and the contributions are assumed to be independent, the total standard uncertainty is evaluated with Eq. (5a).
When the contributions cannot be assumed to be independent, the most conservative estimate is assumed, similar to Eq. (4), shown in Eq. (5b).
These maximum estimates are also used in cases where such a maximum estimate does not contribute significantly to the final combined uncertainty in a value. Examples include cases where another source of uncertainty completely dominates the final combined uncertainty.
It is sometimes only possible to assume that a quantity X i lies within an interval [a − , a + ] with a probability equal to one. In these cases, the quantity is modeled using either a rectangular or triangular probability distribution. If the expected value of X i is estimated as x i = (a − + a + )/2, and a = |a − − a + |/2, the standard uncertainty is estimated as u(x i ) = a/ 3 for the rectangular distribution, and u(x i ) = a/ 6 for the triangular distribution.
Pressure
The standard uncertainties connected to the measurement of pressure p at VLE are summarized in Table 2 , and the justification for these uncertainties is presented in Appendix A.1.
To illustrate the final estimated uncertainty in the pressure measurements resulting from the analysis in Appendix A.1, Fig. 2 shows the pressure standard uncertainty relative to the measured pressure for the VLE measurements performed in this work.
Temperature
The standard uncertainties connected to the measurement of temperature T at VLE are summarized in Table 3 , and the justification for these uncertainties is presented in Appendix A.2.
The temperature standard uncertainty estimated in Appendix A.2 is illustrated by Fig. 3 , which shows the temperature uncertainty for the VLE experiments performed in this work.
Composition
The results of the calibration of the GC, and the analysis of the estimated uncertainty in the measured compositions of the phases, are given in detail in Appendix A.3. The standard uncertainty in the CO 2 mole fractions of the phases is estimated to be u(x CO 2 ) = u( y CO 2 ) = 2.7 · 10 −4 . Table 2 Summary of standard uncertainty components for pressure measurements.
Symbol
Description and unit u Hydrostatic pressure p hs u(ρ 1 ) EOS-CG 2 vapor density of
Local g (m s −2 ) 2 · 10 −7 Differential pressure p 11 u(p 11 , 1) Ambient temperature (MPa) 0 u(p 11 , 2) Line pressure zero (MPa) 0 u(p 11 , 3) Line pressure span (MPa) 4.9 · 10 −5 MPa −1 ·p i · p 11 u(p 11 , 4) Mounting (MPa) 0 u(p 11 , 5) Vibration (MPa) 2.8 · 10 −5 u(p 11 , 6) Power supply (MPa) 0 u(p 11 
Unit u
85 For experiments at 298 K and 303. 15 
For experiments at 223.15 K and 270.00 
Data reduction
As mentioned in Section 2.3, there is a small pressure drop after each composition sample is withdrawn from the cell. The experiments at 298 and 303 K were carried out using pressure compensation after each composition sample was extracted, while no pressure compensation was done at 223 and 270 K.
For the experiments at 298 and 303 K, the cell pressure returned to its original value around 3-5 minutes after liquid or vapor sampling, after which the cell pressure was stable for the remaining 20 minutes until the next composition sample was taken. In these measurements, it was not possible to see a trend in the composition from sample to sample. Therefore, it was assumed that each composition sample represented the equilibrium composition at the pressure and temperature just before the sample was withdrawn from the cell. With respect to temperature, it has not been possible to see any variations caused by the withdrawal of a composition sample from the cell.
For the experiments at 223 and 270 K, the cell pressure decreased after each composition sample. To reach equilibrium at this new lowered pressure, the stirrer inside the cell was run for 10 minutes right after the composition sample was extracted, and then turned off to let the contents of the cell settle for the remaining 15 minutes until the next composition sample. For some of the series, instead of stirring after each sample, we waited for 2 or 3 hours to let the cell reach VLE again before a new sample was taken. The changes in composition from sample to sample were consistent with the decrease in pressure, considering the derivatives ∂ x CO 2 /∂ p and ∂ y CO 2 /∂ p evaluated numerically from the fitted version of EOS-CG (See Section 5.4.2). Hence, the composition of each sample withdrawn was assumed to represent the equilibrium composition at the pressure and temperature just before the composition sample was withdrawn.
For each sample, the equilibrium pressure and temperature were assumed to be represented by the pressure and temperature measurements averaged over a time period equal to 75 % of the sampling period ending just before the sample extraction starts, denotedp andT , respectively. During these time periods, no systematic trends in pressure and temperature were seen.
The standard systematic uncertainty of these mean values,ū(p) andū(T ), were assumed to be equal to the arithmetic mean values of the standard systematic uncertainties of the p i and T i measurements, u c (p i ) and u(T i ), used to calculate the mean pressure and temperature. u c (p i ) and u(T i ) were obtained from the analysis presented in Sections Appendix A. The standard random uncertainties ofp andT , s(p) and s(T ), cannot be evaluated in the form s/ n, as the measurements used to calculate the mean values were autocorrelated. Using the approach of Box et al. [24] and Law and Kelton [25] , approximate values can be obtained as
where z = p or T , and
The combined standard uncertainty of the mean valuesp andT are then given as
For each series of pressure, temperature and composition samples, the arithmetic mean values,p f ,T f andx CO 2 orȳ CO 2 , were calculated. The subscript f is used to differentiate between the pressure and temperature values for each composition sample, and the mean values of the pressure and temperature for each series of samples. Withū c (p),ū c (T ), u tot (x CO 2 ) andū tot ( y CO 2 ) calculated as the means of u c (p), u c (T ), u tot (x CO 2 ) and u tot ( y CO 2 ) in each series, respectively, the propagation of uncertainty is calculated in the following manner:
with s(p f ), s(T f ), s(x CO 2 ) and s(ȳ CO 2 ) calculated according to Eq. (7) divided by n.
Results
VLE measurements at 223.14, 270.00, 298.17 and 303.16 K were conducted.
The existence of liquid and vapor phases was confirmed visually before the sampling of the phase compositions. Furthermore, the volumes occupied by the liquid and vapor phases inside the cell were measured visually. This visual inspection also assisted in determining the proximity to the critical point, that is, when the liquid and vapor phases for the CO 2 +N 2 system become clouded due to the small density difference of the phases, caused by critical opalescence, see e.g. [26] . The difference in the appearance of the phases as the VLE pressure was increased at 303.16 K is shown in Fig. 4 , where Fig. 4a shows the appearance of the phases at a pressure relatively far from the critical point at 303.16 K, and Fig. 4b at a pressure closer to the critical point.
The pressurep, temperatureT and composition x CO 2 or y CO 2 for each VLE sample are given with the corresponding uncertainties in Tables B.2 and B.3. The mean pressurē p f , temperatureT f and compositionx CO 2 orȳ CO 2 and corresponding uncertainties for each series are given in Tables 4  and 5 . These averaged measured data and estimated uncertainties are plotted in Figs. 7 to 10 for the temperatures 223.14, 270.00, 298.17 and 303.16 K, respectively. The measured relative volatility for the different temperatures is plotted as a function of pressure in Fig. 11 .
At 223 and 270 K, the approach used to calculate the values in Tables 4 and 5 described in Section 3.5 will yield too high estimates for the sample standard deviation of the mean for the measurements, s(p f ), s(x CO 2 ) and s(ȳ CO 2 ). The reason is that the pressure, and thereby the composition, from sample to sample changes to a new equilibrium condition. The data shown in the tables for these two temperatures should only be regarded as a summary of the data, and the more detailed values found in Tables B.2 and B.3 should be considered for further modeling work.
For the measurements at 298.17 and 303.16 K, where the bellows was used to prevent a decrease in cell pressure after sampling, the variation in the compositions of the samples was expected to be minimal. With reference to Tables 4 and 5, the maximum value of the sample standard deviation of the mean of the mole fractions in the liquid phase, s(x CO 2 ), was 3.2 · 10 −5 , and the corresponding maximum value for the vapor phase was 9.0 · 10 −5 . It was not possible to see any significant increasing trend in these sample standard deviations for the measurements in the critical region compared to the measurements at lower pressures.
With reference to Tables B.2 and B.3, it can be seen that the combined standard uncertainty in temperature, u c (T ), was below 6 mK for all VLE measurements. The standard uncertainty in pressure, u c (p), ranged from 0.5 kPa at the lowest measured pressure around 0.68 MPa (0.07 %), to 3 kPa at 18 MPa (0.02 %). The standard uncertainty in phase mole fractions, u tot (x CO 2 ) and u tot ( y CO 2 ), were for most of the samples around 2.8 · 10 −4 . For the samples at the highest pressures at 223.14 K, the uncertainty increased to around 3.6 · 10 −4 . Due to the proximity to the critical point, the uncertainty in pressure contributed at a greater effect to the total uncertainty in the mole fractions, as described by Eq. (A.33). This same increase in uncertainty in the mole fractions is not seen in Tables B.2 and B.3 for the VLE measurements in the critical region at 298.17 and 303.16 K, which was caused by lack of match between the fitted version of EOS-CG and the measured data in this region. The uncertainty in the mole fractions in this region should therefore be higher than what is given in Tables B.2 and B.3.
Analysis and discussion
Comparison with literature data
Identified literature data around the temperatures 223, 270, 298 and 303 K are plotted together with the measurement data and uncertainties of this work in Figs. 7 to 10.
The only literature data found in the vicinity of 223.14 K were the bubble and dew point measurements at 5 and 10 MPa by Weber et al. [27] . Their measurements at 5 MPa were in very good agreement with our measurements. Their measurements at 10 MPa seemed to be slightly off in composition, compared with our neighboring data points at 9.8 and 10.9 MPa.
There was very good agreement between our measurements at 270.00 K and 9.6 MPa, and the corresponding high quality data points of Brown et al. [28] . The differences were within their stated pressure and composition uncertainties.
At 298.17 K, there were very little high quality literature data. Our liquid and vapor points at 7.41 MPa and our liquid points at 8.15 MPa and the data of Yorizane et al. [29] were in good agreement, given their stated composition and pressure uncertainty. The remaining data of Yorizane et al. [29] were not in agreement with our measurements, and they predicted a higher critical point, compared to our measurements.
At 303.16 K, our data and the recent data by Fandiño et al. [30] seemed to be in good agreement up to their liquid and vapor points at 7.42 MPa. Above this pressure, their bubble point at 7.5 MPa was lower in CO 2 content than the bubble point line predicted by our data. In addition, their data contained a bubble point at 7.5717 MPa, which was 0.014 MPa higher than the maximum pressure of our bubble and dew points. Our data at the highest pressures suggested close proximity to the critical point, lower than what was suggested by the bubble point of Fandiño et al. [30] . At 303.16 K, some instability was seen in the composition of our vapor data. This was probably due to a small leakage in the nitrogen filled bellows into the VLE cell, which were later detected. However, this leakage did not explain the apparent difference in critical pressure between our measurements and those of Fandiño et al. [30] . For comparison, in our apparatus, the transition between the two-phase region into the supercritical region could visually be observed and accurately determined within approximately 0.02 MPa for the VLE measurements at 298.17 K.
There was a possibility that some of our measurements close to the critical point at 303.16 K were affected by incomplete separation of the liquid and vapor phase before sampling took place, causing the measured liquid and vapor compositions to be closer to the total composition in the cell than the actual VLE composition at the actual temperature and pressure.
Critical point estimation
For binary mixtures the critical point in terms of pressure and temperature is dependent on the composition. For a given temperature, we denote the composition, if any, where the critical point is attained for the critical composition, as z CO 2 ,c . The critical composition and pressure, p c , are identified as the maximum pressure point in closed isothermal pressure-composition phase envelopes of binary mixtures, as seen in e.g. Figs. 7 to 10. For a long time, thermodynamic behavior around critical points in a range of different systems including VLE has been estimated using scaling laws from statistical mechanics [31, 32, 33] . For binary mixtures, the following scaling law can be applied [34, 35] :
ε = 1 for bubble points -1 for dew points Here, z CO 2 is the boiling point z CO 2 = x CO 2 or dew point z CO 2 = y CO 2 CO 2 mole fraction at pressure p, p c is the critical pressure, and z CO 2 ,c is the critical composition. β is an universal scaling exponent, which here was fixed at 0.325 [36] . The other parameters of Eq. (15) are regressed by using data close to the critical point. In this work, the fitting parameters were regressed using data reported in Tables 4 and  5 at 223.14 and 298.17 K. The regression was performed using ordinary least squares method. No weighing of data was performed. Based on the standard error of regression and estimated uncertainty of the measured data, an estimate of the uncertainties of the critical point can be found:
Hereẑ CO 2 ,c andp c are the regressed estimates for the critical composition and pressure based on (15) and the n p number of data points i used in the regression. S E are standard errors of regression coefficients, and u c x i,CO 2 and u c p i, f are the estimated uncertainties of data point i taken from Tables 4 and 5 . The uncertainties estimates provided in Eqs. (16)- (17) are conservative in that it was assumed that the measurement errors were systematic, but the uncertainty estimates of the critical points did not fully take into account possible model errors.
The regression parameters and the uncertainties are provided in Table 6 , and the fits, critical points and data points used are shown in Fig. 5 . The critical points are also included in Figs. 7 and 9 together with the other data and equations of state to be discussed in the following. The scaling law of Eq. (15) appeared to provide an adequate fit of the data of this work around the critical region. The estimated uncertainties of the critical mole fraction area were around 10 −3 at 223.14 K and 4·10 −4 at 298.17 K, whereas the corresponding estimated relative uncertainties in pressure were 0.05 and 0.02 %, respectively. The pressure measurement uncertainty was a significant contributor to the critical point estimate uncertainty at 223.14 K. As discussed in Section 4, the uncertainty estimates for the data at 223.14 K without pressure compensation were probably exaggerated. In Fig. 5b , also some supercritical data points are included, which were outside the estimated uncertainty bounds of the critical point at 298.17 K. Also the measurement points not used in the regression included in Fig. 5a seemed to confirm that the scaling law was suitable for our measurements.
Comparison to EOS-CG
In the development of EOS-CG, the parameters and mixture model used by Gernert and Span [1] and Gernert [2] for the description of CO 2 +N 2 , were the same as in the GERG-2008 EOS [7] . Table 4 Experimental VLE data for CO 2 (1) + N 2 (2) at mean temperatureT f , mean pressurep f , and mean liquid phase mole fractionx CO 2 a . a Sample standard deviation of the mean of the temperatures s(T f ), mean of the standard systematic uncertainty of the temperaturesū c (T ), total standard uncertainty of the temperature u c (T f ), sample standard deviation of the mean of the pressures s(p f ), mean of the standard systematic uncertainty of the pressuresū c (p), total standard uncertainty of the pressure u c (p f ), sample standard deviation of the mean of the mole fractions s(x CO 2 ), mean of the total standard uncertainty of the mole fractionsū tot (x CO 2 ), total standard uncertainty of the mole fraction u c (x CO 2 ), fitted EOS-CG calculated mole fraction 1 Span-Wagner CO 2 vapor pressure is 0.6820 ± 0.0002 MPa; 2 Span-Wagner CO 2 vapor pressure is 6.4379 ± 0.0019 MPa; 3 Span-Wagner CO 2 vapor pressure is 7.2149 ± 0.0021 MPa;
At present, EOS-CG (or GERG-2008) gives the best prediction of the VLE of the CO 2 +N 2 system. On this basis, it was of interest to determine how well our data agreed with EOS-CG.
The VLE predictions of EOS-CG using the original parameters [1, 2] are shown with the measurement data and uncertainty estimates of the current work in Figs. 7 to 10. The relative volatility of the new data and EOS-CG can be compared in Fig. 11 .
At 223.14 K, our data showed very good agreement with EOS-CG up to pressures of 12 MPa. Above this pressure, the estimate for the critical point from Section 5.2 wasp c = 18.26 MPa andẑ CO 2 ,c = 0.4880, while EOS-CG with origi-nal parameters indicatedp c =19.88 MPa andẑ CO 2 ,c = 0.479. Hence, it seemed like EOS-CG overpredicted the critical pressure at this temperature by about 1.6 MPa. The deviations between our data and the model were in this region order of magnitudes larger than the estimated uncertainties of our data and critical point estimate.
According to the literature data review of Gernert and Span [1] and Gernert [2] , there were no VLE literature data in the critical region at temperatures below the data provided by Al-Sahhaf et al. [37] at 240 K. There were, however, some phase boundary measurements in the temperature region 208 to 240 K with CO 2 mole fractions from 0.4 to 0.5, in the works by Esper [38] , [39] and Duarte-Garza et al. Table 5 Experimental VLE data for CO 2 (1) + N 2 (2) at mean temperatureT f , mean pressurep f , and mean vapor phase mole fractionȳ CO 2 a . a Sample standard deviation of the mean of the temperatures s(T f ), mean of the standard systematic uncertainty of the temperaturesū c (T ), total standard uncertainty of the temperature u c (T f ), sample standard deviation of the mean of the pressures s(p f ), mean of the standard systematic uncertainty of the pressuresū c (p), total standard uncertainty of the pressure u c (p f ), sample standard deviation of the mean of the mole fractions s(ȳ CO 2 ), mean of the total standard uncertainty of the mole fractionsū tot ( y CO 2 ), total standard uncertainty of the mole fraction u c (ȳ CO 2 ), fitted EOS-CG calculated mole fraction y CO 2 ,calc (T f ,p f ) 1 Span-Wagner CO 2 vapor pressure is 0.6820 ± 0.0002 MPa; 2 Span-Wagner CO 2 vapor pressure is 6.4379 ± 0.0019 MPa; 3 Span-Wagner CO 2 vapor pressure is 7.2149 ± 0.0021 MPa; [40] . As Gernert and Span [1] and Gernert [2] noted, these phase boundary measurements indicated that EOS-CG overpredicted the critical pressure at these lower temperatures, which was in accordance with our measurements. Overall, EOS-CG seems to predict higher critical pressures than indicated by our data. (15) . Note that that the scales are very different in the two graphs.
Model fitting
Introduction
The parameters of two different equations of state were fitted against the experimental data. First, EOS-CG [1, 2] was fitted to obtain the best possible description of the critical region. Second, the Peng-Robinson (PR) cubic EOS [41] with the alpha correction by Mathias and Copeman [42] (MC), the mixing rules by Wong and Sandler [43] (WS) and the NRTL [44] excess Gibbs energy model, were chosen. This combination of EOS, alpha correction, mixing rule and excess Gibbs energy model, designated here as PR-MC-WS-NRTL, has previously been used with some success to fit VLE data of the CO 2 -Ar system [45] , for instance with regard to the critical region at a certain temperature. This EOS is computationally less time-consuming than EOS-CG.
The phase equilibrium calculations were performed by solving the equation of state using the equilibrium condition, expressed as an equality of the fugacities of each component, i = CO 2 , N 2 , in the liquid and vapor phase [46] :
The solution of this equation was performed using an inhouse software. The model fit was performed using orthogonal distance regression (ODR), which in our case consisted of minimizing an objective function with weighting of the error between data and model prediction in both composition x CO 2 and y CO 2 , and in pressurep, at a fixed temperature. The Python TM implementation of NIST's ODRPACK [47] was used to perform the regression. With z CO 2 equal to x CO 2 or y CO 2 , Table 6 Regressed parameters of scaling law in Eq. (15) in this work and other parameters relevant for fit. the objective function S minimized can be stated as:
where n is the total number of experimental data points, and n p is the number of parameters adjusted in the model fit.
It should be noted that by using Eq. (19) , the data are only weighted according to their estimated uncertainty. Hence, more weight was put on regions with higher number of data points, which may skew the model since we are using an incomplete set of data. For the present purpose of interpreting the data, this simple approach was deemed sufficient.
In addition to the value of the objective function S, two statistics were used to describe the agreement between model and data, the absolute average deviation (AAD) and the bias (BIAS):
and BIAS = 100
The fitted models were compared with a selection of some of the high quality VLE data from the literature. An overview of these data is given in Table 8 .
EOS-CG VLE
For EOS-CG [1, 2] , two parameters in the reducing function for temperature in EOS-CG for CO 2 (1) + N 2 (2), β T, 12 and γ T,12 , were fitted. These two parameters were chosen for fitting as their main influence is on the shape of the VLE two-phase region, which is what we wanted to adjust to our data. The three remaining parameters in the reducing functions, and the 34 parameters of the departure function, were kept at the values given in [1, 2] . For details about these parameters and the structure of the EOS, see Gernert and Span [1] and Gernert [2] .
The binary parameters for the reducing function for temperature in EOS-CG for CO 2 (1) + N 2 (2), β T, 12 and γ T,12 , were fitted against our VLE pressure, temperature and composition data for the temperatures 223.14, 298.17 and 303.16 K in Tables 4 and 5 .
The fitted parameters of EOS-CG are shown in Table 7 together with the original parameter set from [1, 2, 7] . The values of the objective function S in Eq. (19) are also shown.
The VLE predictions of EOS-CG using the fitted parameters from Table 7 are shown in Figs. 7 to 10 together with relevant data and the uncertainty estimates of this work. The relative volatilities calculated from the fitted EOS-CG and the new data can be compared in Fig. 11 .
The objective function value S decreased significantly by fitting the parameters, and it can be seen that the fitted 12 1.107654104 1.110649656 β v, 12 1.022709642 γ v, 12 1.047578256 F 12 1 S 36 14 model matched much better with our data in the critical region at 223. 14 Fig. 12a shows the deviations between our measured CO 2 mole fractions and those calculated by both the original and fitted version of EOS-CG at the same temperatures and pressures. Fig. 13 shows the VLE predictions of the original and fitted model at a selection of temperatures different than those measured at in the present work. These temperatures were chosen on the basis of a selection of literature data used in the model fitting in Section 5.4.3, and an overview of the literature data is shown in Table 8 .
With reference to these figures, it can be seen that the fitted model lowers the critical pressure significantly at the lower temperatures 218 to approximately 258 K, compared to the original model. At temperatures above this, the critical pressure started to shift from decrease to a slight increase. The critical composition changed very little compared to the original version of EOS-CG. Fig. 12b shows the deviations between the measured CO 2 mole fractions in the literature data in Table 8 and those calculated by both the original and fitted version of EOS-CG at the same temperatures and pressures.
The figure shows that the fitted version of EOS-CG matched better than the original EOS-CG the data in the critical region at 240.00 K by Al-Sahhaf et al. [37] and at 243.15 K by Fandiño et al. [30] . For the remaining literature data, the fitted version of EOS-CG matches better than the original version of EOS-CG in some temperature regions, and somewhat worse at other temperatures. This is indicated by the AAD, BIAS and S values found in Table 8 .
The fitted version of EOS-CG presented here, indicated a possibility to improve the description of the VLE in the critical region by EOS-CG. Only the VLE data measured at 223.15, 298.15 and 303.15 K in the present work was used to perform the fit. Therefore, the model with the fitted parameters cannot be used to calculate other properties for the CO 2 +N 2 binary system, such as density, heat capacity and others. For this, a complete new fit of the parameters is necessary, including the data for these properties, as well.
Peng-Robinson EOS
The alpha correction by Mathias and Copeman is given as [42] 
where i = CO 2 or N 2 . The values for c 1,i , c 2,i , c 1,i , and the critical temperatures T c,i and pressures p c,i , are given in Table 9 . The mixing rule by Wong and Sandler (WS) is given as [43] b m = i j
where a m and b m are the mixture parameters, and a i and b i are the pure component parameters, of the Peng-Robinson EOS. The cross second virial coefficient is given by [43] b − a
where k i j is the Wong-Sandler binary interaction parameter. The molar excess Helmholtz energy, A E ∞ , is modeled in the present work using the NRTL model [43] 
where α i j are the non-randomness parameters and τ i j are the binary interaction parameters of the NRTL model. The following restrictions are put on the parameters:
As in the work by Coquelet et al. [45] , we have assumed a constant value for α 12 = α 21 = 0.3, based on the suggestions by Renon and Prausnitz [44] for a system of two non-polar components. This leaves 3 adjustable parameters in the PR-MC-WS-NRTL model: k 12 , τ 12 and τ 21 . These parameters are assumed to be temperature dependent.
With temperature dependent parameters, it is of interest to fit the parameters to data at different temperatures, and try to determine a model for the temperature dependence of the parameters, enabling the use of the EOS at temperatures over the whole temperature range of the data.
To ensure some form of temperature dependency in the parameters, it was chosen to only perform parameter fitting for temperatures where measurements existed in the whole range from the vapor pressure of CO 2 up to the critical region. Our data contained measurements covering this region for the three temperatures 223, 298 and 303 K. These data were used to fit the three parameters k 12 , τ 12 and τ 21 of the PR-MC-WS-NRTL EOS. In addition, these three parameters were fitted against literature data with measurements spanning the same pressure region for other temperatures. The selected literature data used for fitting the parameters are shown in Table 8 .
The resulting parameter values for the different temperatures are shown in Table 10 and Figs. 6a and 6b, designated as Case 1.
With reference to Fig. 6a , the temperature dependencies of τ 12 and τ 21 could be described approximately by functions on the following form:
The optimal values of k 12 seemed to be approximately constant up to 298.17 K. For the two data sets at 303 K, the optimal values were significantly higher. The reason for this seemed to be that the parameters of the EOS cannot be adjusted such as to simultaneously get a good fit of the data in the critical region at these higher temperatures and a good fit of the data below the critical region. The optimal parameters at these two temperatures gave a reasonable description of the data below the critical region, but predicted a significantly higher critical pressure than what was suggested by the data.
Based on this, the values of τ 12 and τ 21 were fitted again for these two temperature data sets, keeping k 12 fixed at a value equal to the k 12 optimal values at the lower temperature, approximately k 12 = 0.27. This gave a significantly better match between the model prediction of the critical pressure and the critical pressure suggested by the data, at expense of the match of the model to the composition of the phases below the critical pressure.
To obtain an approximation to the temperature dependency of τ 12 and τ 21 , it was decided to fit τ 12 and τ 21 against the data sets in Table 8 using a constant value of k 12 = 0.266801. The optimal values of τ 12 and τ 21 under this restriction are given in Table 10 as Case 2 and in Figs. 6a and 6b.
With c τ 12 fixed at 308 K, the coefficients a τ 12 and b τ 12 in Eq.(28) were fitted against the optimal values of τ 12 for Case 2 for the temperatures where critical region data exist. Please refer to Table 8 for the data sets that were included. With c τ 21 fixed at 323 K, the coefficients a τ 21 and (29) were fitted in a similar way. The fit was performed using unweighted least squares.
The fitted coefficients are shown in Table 10 as Case 3, together with the calculated values of τ 12 and τ 21 from Eqs. (28) and (29) .
The VLE predictions of PR-MC-WS-NRTL EOS model using the Case 3 parameters for the temperatures 223.14, 270.00, 298.17 and 303.16 K are shown in Figs. 7 to 10 with the measurement data, uncertainties, and other models considered in this work. The corresponding relative volatilities are shown in Fig. 11 . The PR-MC-WS-NRTL EOS VLE predictions for the temperatures of the literature data in Table 8 are plotted in Fig. 13 .
As it can be seen in Figs. 12c and 12d , the deviation between the model prediction of the composition of the phases and the experimental data was for most of the data points higher than for the fitted version of EOS-CG, shown in Figs. 12a and 12b. This was also reflected in the increased AAD and S values for the majority of the temperature data sets compared to the fitted version of EOS-CG, which can be found in Table 8 . The loss in accuracy is augmented by the simpler formulation of the PR-MC-WS-NRTL model, compared to EOS-CG.
The prediction of the critical point from the PR-MC-WS-NRTL model (Case 3) was comparable with that of the fitted version of EOS-CG for the lower temperature range, except at 218.16 K. At temperatures above approximately 270 K, the critical pressure predicted by the PR-MC-WS-NRTL model agreed better with our experimental data than the fitted version of EOS-CG. However, the fitted version of EOS-CG gave a more accurate description of the composition of the phases below the critical region, as can be seen from Figs. 7 to 10.
The PR-MC-WS-NRTL EOS with α = 0.3, k 12 = k 21 = 0.266801 and τ 12 and τ 21 described by Eqs. (28) and (29), respectively, provided an approximate description of the VLE of CO 2 +N 2 over the temperature range 223.14 to 303.16 K. Although the model was less accurate than the fitted version of EOS-CG, it provided a fairly accurate description of the critical pressure at the different temperatures. . Parameters for N 2 obtained by fitting the N 2 vapor pressure calculated using PR-MC against N 2 vapor pressures calculated by the N 2 reference EOS by Span et al. [22] over the temperature range between the N 2 triple point and the critical point. 28) and (29) . (a) Optimal values for τ 12 and τ 21 for the different temperature data sets in Table 8 . (b) Optimal values for k 12 for the different temperature data sets in Table 8 . Fig. 6 . Optimal values for τ 12 , τ 21 and k 12 for the different temperature data sets in Table 8 . Fig. 10 . Isothermal VLE data from literature [54, 55, 30] , EOS calculations at mean temperature T = 303.16 K, and measurements with estimated uncertainties from present work:x CO 2 ,ȳ CO 2 ,p f , u c x CO 2 , u c ȳ CO 2 and u c p f from Tables 4 and 5.
Conclusions
This work describes a new facility for the measurement of vapor-liquid equilibria (VLE) of CO 2 -rich mixtures, and reports the measurements of this setup on mixtures of CO 2 and N 2 . More accurate VLE data will be required for a number of relevant mixtures in order to build better predictive models to be used in order to optimize the design and operation of various processes needed within CCS.
Our data covers a large range of VLE liquid and vapor phase CO 2 compositions, spanning from approximately 0.57 to 0.995 in the liquid phase, and from 0.19 to 0.992 in the vapor phase. Our measured CO 2 vapor pressures at the temperatures 223.14, 298.17 and 303.16 K are all within the values calculated from the Span-Wagner EOS. The agreement between our VLE data and high quality literature data is very good, the differences being within our and the literature data author's uncertainty estimates. The apparatus have shown that it is able to perform very stable measurements in the critical region, especially at the higher temperatures 298.17 and 303.16 K, where the two-phase region spans over very small pressure and composition ranges. It is reasonable to assume that our apparatus is working properly when it comes to performing VLE measurements of high quality in these temperature, pressure and composition ranges.
The VLE measurements in the critical region at 223.14 and 303.16 K, and the accurate measurements at 298.17 K are new contributions, as no data for these regions with the same accuracy could be found in the literature. These have been used to calculate estimates with low uncertainties for the critical points using a scaling law.
The equation of state (EOS) giving the current best description of the VLE of CO 2 +N 2 system, the GERG-2008 EOS [7] (or EOS-CG [1, 2]), predicts a higher critical pressure than the measurements in this work suggests. At 223.14 K, this EOS predicts a critical pressure approximately 1.6 MPa higher than indicated by our data. The same behavior occurs at 298.17 and 303.16 K, with a predicted critical pressure 0.15 and 0.11 MPa higher than our data, respectively.
Two different EOSs have been fitted to our data and literature data. Two of the parameters of EOS-CG [1, 2] have been fitted. In addition, a fit has been made of the Peng-Robinson EOS [41] utilizing the alpha correction by Mathias and Copeman [42] , the mixing rule by Wong and Sandler [43] and the NRTL excess Gibbs energy model [43] . These EOSs are able to describe the data in the present work quite accurately at the lower temperatures, especially in the critical region. However, at the higher temperatures, the description of the critical region is not so accurate. The EOSs also describe literature data quite accurately. Hence, this work illustrate the need to improve current models also with regards to a system which is relatively well known compared with other binary systems relevant for CCS. Table 8 . Table 8 . Table 8 . Table 8 . Greek letters α i j NRTL non-randomness parameter for binary interaction between components i and j in Eq. (26) (−) β
List of symbols
Universal critical exponent of scaling law in Eq. (15) β T, 12 EOS-CG parameter in temperature reducing function for CO 2 +N 2 (−) β v, 12 EOS-CG parameter in density reducing function for CO 2 +N 2 (−) γ T, 12 EOS-CG parameter in temperature reducing function for CO 2 12 EOS-CG parameter in density reducing function for CO 2 As mentioned in Section 2.1, the equilibrium pressure at the vapor-liquid interface p was measured indirectly. The setup is shown in Fig. A.1 . The absolute pressure sensor in use for a given experiment is designated p i , where the index i = 1, 2, 3, 4 corresponds to the sensor in use, with increasing full scale pressure for increasing indices. The differential pressure transducer, designated p 11 , was placed at the same elevation as the p i sensors, to avoid a pressure difference due to a hydrostatic pressure. The differential pressure sensor and the tubing going down to the cell was heated to a temperature T 10 above the cell temperature, to avoid condensation of the vapor phase in the tubing. Using these definitions, the pressure on the cell circuit side of the differential pressure sensor can be stated as p 0 = p i + p 11 . At thermodynamic equilibrium, the pressure at the vaporliquid interface p is equal to p 0 plus the hydrostatic pressure of the fluid in the vertical distance between the position where p 0 is measured and the vapor-liquid interface. This hydrostatic pressure is designated p hs . The pressure at the vapor-liquid interface can then be stated as p = p i + p 11 + p hs .
(A.1)
Appendix A.1.1. Hydrostatic pressure p hs The hydrostatic pressure is in general equal to ρ g L h, that is, density times gravity times vertical height difference. This pressure will in most cases be very small compared to the cell pressure, as the fluid column is less than 0.5 m high, and, as the density of the fluid is approximately proportional to the cell pressure. The density of the fluid column ρ depends on the contents of the cell. The height depends on the liquid level in the cell h liq , and can be measured quite accurately using a borescope to inspect the cell contents visually. The local gravity used, g L = 9.821 46 m s −2 , was based on a measurement by the Geological Survey of Norway (NGU) in the room where the experimental setup is located. The hydrostatic pressure p hs was calculated based on the mean absolute pressure value p i over the time period of the VLE experiment, to obtain the equilibrium pressure p.
The tubing connecting the point where p 0 was calculated and the bulk contents of the cell was quite small in internal diameter (approximately 0.6 mm), and it was not certain that the contents of this tubing had the same composition and temperature as the bulk vapor phase in the cell, when the bulk contents of the cell had reached VLE. This made it difficult to calculate the density of the fluid very accurately.
In addition, the density of the fluid column will vary in the vertical region between p and p 0 . As shown in Fig. A.1 , the vertical region was divided into four different subregions, indicated with vertical distances h i , with corresponding temperatures T i , CO 2 mole fractions y CO 2 ,i and densities ρ i , where i = 1, 2, 3, 4.
In Regions i = 1, 2 and 4, we could assume that the temperature, and thereby the composition, in the fluid column was approximately constant. Between the vapor-liquid interface and up to the thermostatic bath fluid surface, the temperature was assumed to be equal to T , as the bath fluid should keep a specified temperature given by the set point of the bath. The temperature in Regions 1 and 2 was therefore equal to T . In Region 4 the temperature was kept at T 10 , and is assumed to be constant. We assumed that the temperature in Region 3, between the thermostatic bath liquid surface at T and the circuit kept at T 10 was increasing linearly, as shown in Fig. A.1 . This was not necessarily correct, as the region between the bath fluid surface and the bottom of the insulating lid was filled with air.
The pressure in these four regions was assumed to be equal to p 0 , to be able to perform the calculation of the densities needed to calculate the hydrostatic pressure.
Based on the assumption of the temperature behavior in Region 3, we assumed that the density in Region 3 was decreasing linearly from the density in Regions 2 to 4 as we move up vertically. Assuming a vertical height datum z = 0 at the interface between Regions 2 and 3, the densities in this and the other regions could be expressed as
Under these assumptions, a general expression for the hy-drostatic pressure could be written as
During the experiments, T 10 was kept at 313 K. At this temperature we were above the critical temperature of both N 2 (126.192 K [22] ) and CO 2 (304.1282 K [6] ), ensuring that the fluid in Region 4 was supercritical.
When making assumptions about the composition in the four different regions, we had several possibilities. In the current experimental procedure, CO 2 was filled into the cell first, and then the second component N 2 . Regions 2-4 will therefore initially consist of pure CO 2 , and the mixing of the contents of the cell using the stirrer did not affect the contents of these regions very much. Any mass transport from Region 1 to Regions 2-4 and back again, therefore, mainly relied on diffusion along the thin tubing.
As all our VLE experiments were carried out at temperatures above the critical temperature of N 2 and below the critical temperature of CO 2 , vapor and liquid phases at equilibrium could only exist at pressures above the vapor pressure of CO 2 . Based on this fact, the only place where pure CO 2 could exist at cell pressure p (above the vapor pressure of CO 2 ) was where the temperature was above the critical temperature of CO 2 . This included Region 4 and the upper part of Region 3. For simplicity we assumed that only Region 4 was included. If we assumed that only the vapor phase of the cell had been in contact with the entrance of the tubing, the two extreme points for the possible total composition in Region 4, y CO 2 ,4 , were either pure CO 2 or the composition of the vapor phase with the lowest CO 2 content in the previous and current VLE measurements. Consequently, the difference in the calculated density in Region 4 was the largest during VLE measurements at low temperatures far from T 10 , where the N 2 content of the vapor phase would increase.
The best solution to this would be to wait for a sufficiently long time after VLE has been reached in the cell, to ensure that the composition in Regions 2-4 is closer to that of the cell vapor phase. It was, however, difficult to determine what sufficient time would be.
Based on this discussion, the following assumptions were made about the contents of the fluid column: The density in Region 2 was assumed to be equal to that in Region 1, ρ 2 = ρ 1 (T, p 0 , y CO 2 ). The density and corresponding uncertainty in Region 4 were based on the most conservative estimate. It was assumed that the probability that the density in Region 4 is not included in the interval defined by the two density extremes (a − and a + ) is equal to zero. A rectangular probability distribution was assumed, with the expected value of the density ρ 4 = (a + + a − )/2. The standard uncertainty was then u(ρ 4 ) = 0.5 · |a + − a − |/ 3. The two density extremes were designated ρ 4,1 = ρ 4 (T 10 , p 0 , y CO 2 ,4 = 1) for pure CO 2 , and ρ 4,2 = ρ 4 (T 10 , p 0 , y CO 2 ,4 = y CO 2 ) for CO 2 and N 2 with the composition equal to that of the cell vapor phase y CO 2 . The density of supercritical pure CO 2 was calculated using the Span-Wagner EOS [6] . The density of the cell vapor phase was calculated using EOS-CG [1, 2] . The standard uncertainties in density for these EOSs at the relevant temperatures and pressures are given in Table 2 .
Taking into the account the uncertainties in the densities calculated from the EOSs, the combined standard uncertainty u c (ρ 4 ) is given by Eq. (3) ,
For specifying the height of the fluid column, there are two types of input variables. The first type are the numbers specified as constants in Fig. A.1 in the expressions for h 1 , h 3 and h 4 , which were taken from the CAD drawing of the apparatus and verified by manual measurements on the apparatus. The second type are the only two variables in the calculation of the fluid column height, h liq and the distance from the bottom of the top flange to the thermostatic bath liquid surface, h 2 .
The uncertainty in the liquid level h liq can be significant, and this has two causes. The first is the uncertainty connected to measuring the level from a borescope picture, u(h liq , 1). The second source for uncertainty is that the liquid level might change slightly from sample to sample, u(h liq , 2). The current procedure is to sample a volume equal to the capillary sampler volume. The liquid sampler capillary had an internal volume of approximately 7.1 · 10 −3 cm 3 , or 0.0071 % of the cell internal volume. For the vapor sampler capillary, the internal volume was 5.3 · 10 −3 cm 3 , or 0.0053 % of the cell volume. Because of the relatively small volume of the samples withdrawn compared to the cell volume, the change in liquid level was found to be insignificant. The change in liquid level was calculated using an EOS, and checked using the borescope before and after the samples were taken. During the performed experiments, it was not possible to see a change in the liquid level before and after a series of liquid and vapor samples.
The standard uncertainty in the borescope determination of the liquid level was modeled using a rectangular distribution, with maximum bounds a estimated as 10 % of the maximum liquid level 0.083 m, a = 0.0083 m, yielding a standard uncertainty of u(h liq , 1) = a/ 3 ≈ 0.0048 m. Since it was not possible to see a change in liquid level during the course of one experiment, the uncertainty contribution from this source was considered negligible compared to the borescope determination of the liquid level, and u(h liq , 2) ≈ 0 m was assumed. Assuming independence of the two contributions, and using Eq. (5a), the total standard uncertainty was given as u(h liq ) = [u 2 (h liq , 1)+u 2 (h liq , 2)] 0.5 = 0.0048 m. The height h 2 , determined by the fluid level in the thermo-static bath, was subject to some variations. h 2 was also modeled using a rectangular distribution, with estimated a = 0.010 m, yielding u(h 2 ) ≈ 0.006 m.
The uncertainty in the lengths obtained from the CAD drawing were assumed to be negligible compared to the uncertainty in h liq . Using Eq.
The variables of Eq. (A.3) are not independent, and as it is difficult to determine the correlations, the Type B evaluation of Eq. (4) was used for the combined standard uncertainty of p hs :
(A.5) In the temperature range 223.15 to 303.15 K, the standard uncertainty u(p hs ) was less than 10 −4 · p. The main contributors were u(ρ 4 ) and to a lesser extent u c (h liq ) and u(h 2 ).
Appendix A.1.2. Differential pressure p 11 The differential pressure was measured using a Rosemount 3051S1CD differential pressure transmitter, in combination with a Rosemount 1199 remote mount seal/diaphragm. The transmitter can measure pressure differences over the diaphragm in the range ±0.0623 MPa. The transmitter was kept at a fairly constant temperature, as the room temperature was kept at around 22 • C by air-conditioning.
According to the specification of the transmitter, the measured value of the differential pressure is influenced by the temperature of the surroundings, the line pressure, the span of the measurements, how the transmitter is mounted, vibrations and changes in the voltage of the power supply. In addition, there is a discretization error due to the AD-conversion. Hence, in total 7 different uncertainty terms have been identified, with uncalibrated values given by: In addition to these terms, a long term stability of 42 Pa was guaranteed for a period of 10 years. As the transmitter was bought 3 years ago, the stability should still be within this specification. The uncertainties were specified at ±3σ, and are functions of the calibrated URL and span. As nothing else was stated by the manufacturer, it was assumed that a normal probability distribution has been used in the estimation of the uncertainties. Hence, the specified uncertainties U were assumed to be three times the standard uncertainty u, u = U/3.
Some of the terms of Eq. (A.6) were reduced to insignificant levels through the design and procedures of the setup. The temperature dependent uncertainty u(p 11 , 1) was eliminated by controlling the ambient temperature. The line pressure u(p 11 , 2) and mounting dependent u(p 11 , 4) zero reading uncertainty were eliminated by physically connecting the two sides of the transmitter at different line pressures. Based on these measurements, an offset function using linear interpolation was constructed at T 10 . The uncertainty caused by voltage variations, u(p 11 , 6) , was negligible, leaving only the span error u(p 11 , 3), effect of vibrations, u(p 11 , 6) , and AD-conversion error, u(p 11 , 7). The former term was in most measurements reduced, but not always completely eliminated, by controlling the pressure levels such that p 11 was small. The transmitter was subjected to some small vibrations, especially from the motors powering the compressor in the cold thermostatic bath.
The largest contribution to uncertainty of p 11 turned out to be the AD conversion. The specified accuracy of the used PLC was 0.3 % FS, where the full scale was 20 mA DC. Since nothing else was stated, this was assumed to be at ±2σ calculated using a normal distribution, in accordance with the "GUM" [12] . This error can be reduced by decreasing the span or using an AD converter with higher resolution.
The contributing uncertainties in the differential pressure p 11 are summarized in Table 2 .
As the different contributions were independent we got u(p 11 ) = u(p 11 , 3) 2 + u(p 11 , 5) 2 + u(p 11 , 7) 2 . (A.7)
It should be noted that the dominating source of uncertainty, u(p 11 , 7), was independent of line pressure, with a relative contribution of 3 − 4 · 10 −4 at the lowest measured line pressures around 0.7 MPa. Hence, for most of our data, the uncertainty contribution from the differential pressure measurements was insignificant.
Appendix A.1.3. Pressure transmitter p i
The pressure transmitters p i (Keller model PAA-33X) were delivered with certified "precision" stated as 0.01 % of the full scale pressure for the temperature range 10 to 40 • C, when the RS485 digital readout is used. The sensors had been calibrated in-situ before and after the VLE measurements were performed, against a dead weight tester that was calibrated by IKM Laboratorium in Norway in 2013 (Desgranges et Huot model 26000 M). It was not possible to see any drift in the response of the sensors from the first to the second calibration. Based on the calibrations, the standard uncertainties of the sensor values were those given as u(p i ) for i = 1, 2, 3, 4 in Table 2 .
Appendix A. 1.4 
. Total uncertainty in cell pressure p
As the hydrostatic pressure p hs is a function of the absolute pressure p i , and p 11 changes when p i changes, the three terms in Eq. (A.1) could not be assumed to be independent. Therefore, we had to use Eq. (4) to estimate the combined standard uncertainty in the cell pressure:
For the higher pressures between 10 and 20 MPa, the total uncertainty was dominated by the uncertainties in sensors p 3 and p 4 , while for lower pressures below 10 MPa, the uncertainties in sensors p 1 and p 2 were of the same magnitude as the uncertainty caused by the A/D conversion in sensor p 11 . For all pressures, the uncertainty in the hydrostatic pressure was small compared to these other sources.
Appendix A.2. Uncertainty analysis of temperature
The sensors T 04 and T 05 were standard platinum resistance thermometers (SPRT). The temperature of a SPRT is calculated by measuring the resistance of the SPRT at the unknown temperature and comparing this resistance to the measured resistance at other known temperatures. The framework used for doing this comparison was the International Temperature Scale of 1990 (ITS-90) [23] . As the VLE measurements were carried out in the temperature range 223.14 to 303.16 K, the ITS-90 calibrations were performed in the subrange defined by the triple point of mercury (T 90 ≡ 234.3156 K), triple point of water (T 90 ≡ 273.16 K) and the melting point of gallium (T 90 ≡ 302.9146 K). The ITS-90 deviation function for this subrange (Section 3.3.3 in [23] ) have been used together with the ITS-90 reference functions W r (Eqs. 9a and 10a in [23] ) to calculate the ITS-90 temperatures T 90 . The extrapolation of this deviation function to 303.16 K, 0.24 K above the gallium melting point, was assumed to give negligible contribution to the temperature uncertainty. According to [56] , the extrapolation of the deviation function to 223.14 K, 11 K below the mercury triple point is not advised when the utmost accurate temperature measurements are to be taken.
The resistance of the SPRT at a certain temperature was measured using an ASL F650AC Thermometry Bridge, together with a external Tinsley 5685A resistance normal placed inside a Tinsley 5648 temperature-controlled enclosure as reference. The measured input quantity was the bridge ratio: where W r (T 90 ) is the ITS-90 reference function calculated based on the resistance of the SPRT at the calculated temperature and the resistance of the SPRT at the calibration points. Two reference functions were given in the ITS-90, and which one to use depends on the temperature. The derivative was obtained analytically as the inverse of ∂ W r (T 90 )/∂ T 90 . For details, please refer to [23] . The simplified framework for uncertainty estimation of an ITS-90 temperature prepared by the Measurement Standards Laboratory of New Zealand [57] was used in the present work. To be able to use their simplified analysis, some requirements must be fulfilled.
The measurements on the calibration points should be performed using the same thermometry bridge. The calibrations were performed in-situ with the same bridge as used in the VLE measurements, so this requirement was fulfilled.
The uncertainty in the measurement of the ratio of Eq. (A.9) should be negligible. The ASL thermometry bridge specified accuracy in the ratio measurements was 6 · 10 −7 . For the current value of R ref , this corresponded to approximately 0.16 mK. Assuming a rectangular distribution gave u(W b ) = 0.6 · 10 −6 / 3 ≈ 0.35 · 10 −6 . The resolution of the ratio measurements was 1 · 10 −7 , or approximately 0.025 mK, so the last digit should not be considered significant during the measurements. When uncertainties in the resistance measurements below 0.16 mK were considered to be negligible, this requirement was also satisfied.
The uncertainties in the ratio measurements at the triple point of water should be negligible. That is, the measured ratio of the SPRT when placed in the fixed point cell for the triple point of water was not significantly different from what it should have been if the SPRT was at the exact triple point temperature of water, defined in the ITS-90 to be 273.16 K. This offset can be caused by a number of reasons, which will be discussed here.
According to the calibration certificate of the water triple point cell, the standard uncertainty caused by the difference between the temperature of the water triple point cell and a reference cell at the National Physical Laboratory in England was 0.05 mK.
According to the specification of the cell, the temperature at the point where the SPRT is placed was approximately 0.2 mK lower than the true triple point temperature (273.16 K) due to the hydrostatic pressure effect.
The self-heating effect of the two SPRTs was checked at the triple point of water comparing the resistance at a measuring current of 1 mA and 1 · 2 mA according to the method of Veltcheva et al. [58] , and the temperature at zero current was found to be approximately 0.6 mK lower than at the utilized measuring current 1 mA.
To ensure good heat transfer between the SPRT and the water triple point cell, the part of the cell well where the SPRT is placed was filled with distilled water during calibration.
Also, the temperature of the SPRT can be higher than the triple point temperature in the cell if heat is transferred from the surroundings down into the thermometer well. The triple point cell was placed inside an insulated dewar during calibration to minimize this effect.
The effect of both hydrostatic pressure and self-heating can be minimized by correcting the measured resistance. However, these effects were quite small, so the uncorrected resistances were used, and a rectangular distribution was assumed for these effects. The total standard uncertainty of the measurement of the water triple point temperature was estimated using Eq. (5b) as u(T H 2 O ) ≈ 0.51 mK.
The assumptions can be said to be fulfilled, and the standard uncertainty in the ITS-90 ratio W (T 90 ) = R(T 90 )/R H 2 O at an unknown temperature T 90 could be expressed as [57] 
(A.11) where u(R) and u(R H 2 O ) are the standard uncertainty in the resistance measurement at the unknown temperature and at the triple point of water. They were calculated as
u(T, diff) is the uncertainty caused by the SPRT being at a temperature other than the one we want to measure, and this is usually the largest contribution to the total uncertainty in a temperature measurement. For the mercury triple point and the gallium melting point calibration points, this is equal to u(T Hg ) and u(T Ga ), and they were evaluated in the same way as for u(T H 2 O ). At an unknown temperature during the VLE experiments, this uncertainty was assumed to be equal to the difference between the measured temperatures of the two SPRTs and was modeled using a rectangular distribution: u(T, diff) = T 04 − T 05 / 3.
The drift in the resistance can be controlled by performing regular calibration of the SPRT at the fixed points. The effect on the SPRT not being at the temperature we are trying to measure can only be controlled by ensuring the best possible heat transfer between the cell contents, which has the temperature we want to measure, and the SPRT. This can be ensured by, for example, avoiding having stagnant air surrounding the SPRT in the pocket in which it is placed. In the experimental setup, we had two SPRTs, one placed in the top flange and one in the bottom flange. Aluminium oxide powder was placed around the SPRTs in the pockets in which they were placed, to ensure good heat transfer to the titanium in the cell flanges. By having two sensors at these locations, we could be more certain that the temperatures measured by the SPRTs represented the temperature of the fluid inside the cell.
The standard uncertainty of the calculated reference function value is expressed as [57] u 2 (W r (T 90 )) = u 2 (W ) +u 2 (W Hg , tot) + u 2 (W Ga , tot) . (A.12)
Here,
(A.13) and
where u(W Hg ) and u(W Ga ) were evaluated using Eq. (A.11).
Appendix A.2.1. Total uncertainty in cell temperature T
The discussion in the previous section concerns the uncertainty analysis of one of the two SPRTs used to measure the temperature, T 04 and T 05 . When the contents of the cell is at VLE, the temperature at the vapor/liquid interface, designated T , should be somewhere between the temperatures in the top flange, T 04 , and in the bottom flange, T 05 . This will be a reasonable assumption if the temperature of the thermostatic bath fluid is sufficiently uniform and stable in the heat transfer regions between the cell and the bath fluid. The uniformity and stability can be investigated by measuring the temperature around the perimeter of the cell seen from above and at different vertical positions ranging from the position of the top flange to the bottom flange.
Given that the uniformity and stability in these regions are sufficient, the VLE temperature can be approximated using the arithmetic mean of the two measured temperatures T 04 and T 05 can not be assumed to be independent, so the uncertainty in T must be expressed as
. Uncertainty analysis of composition
The VLE composition analysis was performed using a GC, which was calibrated using gas mixtures with composition known to high accuracy. These mixtures were gravimetrically prepared using a custom-built rig in our laboratories at NTNU and SINTEF Energy Research [17] , with adherence to the ISO standard [59] . The uncertainty of the VLE composition analysis has contributions from a range of sources, including the impurities of the gases used to prepare the calibration mixtures, the uncertainty in the molar masses, inaccuracies in the weighed masses, adsorption, repeatability / uncertainties of the sampling and GC analysis, and finally the consistency between the GC calibration function and data.
Appendix A.3.1. Composition calibration procedure
Each calibration gas was filled into the cell using the impurity pump shown in Fig. 1 . The cell, pump and lines leading to the cell were kept at 313 K, to ensure that the calibration gas was in single phase. Using the same procedure as described in Section 2.3, the impurity pump and lines were first evacuated once, then flushed with the calibration gas to dilute any remaining impurities in the lines and pumps. This evacuation and flushing was repeated 5 times. After the final evacuation, the calibration gas was filled onto the impurity pump and connected lines, and maintained at a pressure of at least 0.5 MPa to prevent contamination of the gas.
The next step was to flush the cell with the calibration gas from the impurity pump and then evacuate. As with the pump, this process was repeated 5 times to remove most of the remaining impurities in the cell. After the final evacuation of the cell, the cell was flushed with the calibration gas once more, to minimize the effects of surface adsorption of the components in the calibration gas. The cell was then filled to different pressures in the range of 5 to 10 MPa.
Samples of varying sizes were withdrawn from the cell at various pressures. These samples formed the basis for the calibration of the composition analysis, giving a relation between the CO 2 mole fractions of the calibration gas mixtures and the GC detector response.
Appendix A.3.2. Source gas composition and molar mass
When preparing a calibration mixture gravimetrically, the composition and its uncertainty are affected by both the molar mass and purity of the source gases. According to [60, 61] , the molar masses of monoatomic carbon C, monoatomic oxygen O in commercial tank gas CO 2 and monoatomic nitrogen N in commercial tank gas N 2 generally lie within ranges of width 0.6, 0.15, and 0.05 mg mol −1 , respectively. The arithmetic mean values of these ranges were used as the molar masses of the atomic elements, and, as a conservative estimate, the half width of the ranges used as standard uncertainties in the atomic element molar masses. The standard uncertainty in the molecular molar masses of CO 2 and N 2 were calculated using Eq. (3). The molar masses M CO 2 , M N 2 and uncertainties are summarized in Table A. 1. As can be seen, the relative uncertainties of M CO 2 and M N 2 were of the order of 10 and 1 ppm, respectively. The minimum certified purities of the CO 2 and N 2 gas sources used to prepare the calibration gas mixtures are provided in Table 1 . Moreover, the maximum content of certain impurities were specified by the providers of the CO 2 and N 2 gas. Due to impurities, the molar masses of these gases were not exactly equal to the molar masses of CO 2 and N 2 , respectively. For the CO 2 gas, the maximum specified impurity content by volume was less than 2 ppm H 2 O, 1 ppm O 2 , 5 ppm N 2 , 1 ppm hydrocarbons C n H m and 1 ppm H 2 . For the N 2 gas, less than 0.5 ppm H 2 O, 0.1 ppm O 2 , 0.1 ppm hydrocarbons C n H m and 0.5 ppm CO 2 and CO have been specified.
Since the composition of the CO 2 and N 2 source gases was not known, but only their minimum purities and maximum concentrations of some impurities, it was assumed that completely pure gases and maximum impurity were equally probable. More specifically, it was assumed that the standard uncertainty of the purity of the source gases equaled half the maximum certified impurity fraction and estimated that the actual purity level was the minimum purity plus this standard uncertainty. Furthermore, it was assumed that the concentration of each impurity component was proportional to its maximum fraction provided in the gas specifications. With the mole fractions of the different components set, the molar mass of the sample of component i = CO 2 or N 2 could be estimated as
The molar mass M j of each impurity j was calculated using data from Wieser et al. [61] , assuming methane CH 4 for the hydrocarbon impurity specification, and the mean value of the molar mass of CO 2 and CO for the impurity specification was used where these two components were combined. The calculated molar masses M CO 2 +imp and M N 2 +imp of the gas samples are shown in Table A .1. The effective molar mass of each component i = CO 2 or N 2 could be written as
Appendix A.3.3. Gravimetric preparation As described in [17] , the calibration gas mixtures were prepared by injecting CO 2 and N 2 consecutively into the calibration gas cylinder and weighing the cylinder accurately using a comparator with certified weights before and after each gas injection. Based on the discussion in Appendix A.3.2 above, the resulting masses of each component, i = CO 2 and N 2 , with impurities were converted into moles, excluding impurities, using Eq. (A.18):
Both the numerator and denominator in Eq. (A.20) contribute to uncertainty. The uncertainty in mass m i+imp was a function of a range of factors, including the repeatability of the ABBA mass comparisons, the uncertainty in the buoyancy correction, the uncertainty in the OIML masses, where the repeatability was the dominating contributor. Using the fact that y CO 2 in sample was close to unity, it can be shown that the uncertainty term from the effective molar mass, M i,eff , to the first order can be estimated by
Note that the definition in Eq. (A.22) is a formalization of the assumptions made with regards to source gas purity uncertainty discussed in Appendix A.3.2.
Appendix A. 3.4 . Sampling and estimated composition uncertainty As discussed in Appendix A.3.1, each of the calibration gas mixtures was filled onto the cell to calibrate the GC. The cell was kept at 313.15 K to ensure that the contents of the cell were in a uniform supercritical state. Samples were taken from the VLE cell using both the liquid and vapor Rolsi TM samplers with different opening times to get samples which spanned the expected sample size during VLE experiments. 7 samples were taken for each selected combination of calibration gas mixture, sampler, and sampler opening time. The first 2 samples were discarded as flushing samples, leaving 5 valid samples. The uncertainty of the calibration mixture uncertainty reaching the GC could be estimated as Note that due to the measurement procedure, where the value readings of the scale between the two gas component fillings are used both to calculate the mass of N 2 and CO 2 , the deviations in the measured masses of the two components can be negatively correlated, leading to a positive correlation with respect to the impact mole fractions. With reference to Section 3.1, Eq. (A.24) provides a conservative estimate. The third term in Eq. (A.23), u( y CO 2 ,cal , ads.), was the contribution to uncertainty from adsorption. It is expected that CO 2 should be adsorbed by metallic surfaces to a small degree, but higher than N 2 , but little work has been dedicated to quantify this effect. Leuenberger et al. [62] performed experiments with mixtures including CO 2 on commercial steel and aluminium gas cylinders. No polishing was performed in the experiments. Their measurements indicated that CO 2 formed at most a molecular monolayer on steel bottles using a model ignoring surface roughness. In our case, the pump and most of the piping were sulfinert treated and were expected to have minimum adsorption. Also the cell was expected to have little adsorption. Nevertheless, it was assumed monolayer adsorption in both the cylinders where the calibration mixtures were prepared and in the cell, and the maximum estimated adsorption of CO 2 in the gas cylinder and cell became:
Here, A CO 2 · N A is the surface area of a monolayer of one mole of CO 2 . A cyl. and A cell are the inner surface areas of the gas cylinder and VLE cell, respectively. The adsorption will vary depending on unknown experimental conditions, in particular the unknown surface roughness of the gas cylinder. For simplicity, the uncertainty was here estimated based on the adsorption level provided by Eqs. (A. 26 where n i, j is the number of mole of component i in vessel j. The mole values in the cell were calculated using the GERG-2008 at 5 bar pressure. As seen in Table A .2, this estimate for adsorption uncertainty contribution was of the same order as the other uncertainties for the calibration gas, and, as will be seen later, the adsorption would have to be order of magnitudes larger than assumed in order to be of significance for the final VLE data.
Appendix A.3.5. GC integration and calibration function
The areas under the CO 2 and N 2 peaks in the GC response curve, designated A CO 2 and A N 2 , were obtained for each sample by careful numerical integration. If the detector response were ideal, the area of each component should be proportional to the number of moles of each component having passed through the detector. However, because of nonlinearities in the detector response, the following model consisting of a linear and a nonlinear term was found to give an adequate description of the relation between moles of each component in the sample to the area of each component:
where theŷ CO 2 ,cal is the estimator of the CO 2 mole fraction for a calibration gas mixture given the areas for the current sample, and c i for i = 1 through 5 are the parameters of the model. k is an unknown factor relating the areas to the number of moles. However, this factor was not of interest, as only the mole fraction was of interest. For each series of 5 valid samples, the mean value and sample standard deviation of the estimator,ȳ CO 2 ,cal and s(ȳ CO 2 ,cal ), were calculated. The parameters c i were fitted by performing the following weighted least squares minimization of the objective function S:
The model was fitted against a total of n = 47 series (each series consisting of 5 samples), giving the parameter estimates found in Table A. 3. As shown in Fig. A.2 , the errors between the calibration gas CO 2 mole fractions and the model predictions, e = y CO 2 ,cal −ȳ CO 2 ,cal , were randomly scattered around zero over the composition range y CO 2 ,cal , which indicated an appropriate model structure. The sample standard deviation of the errors, s(e), are also given in Table A .3. This model was used to convert the areas resulting from the analysis of a composition sample taken during a VLE experiment into a CO 2 mole fraction. Since s(e) was about 20 to 40 times larger than the standard uncertainties of the CO 2 mole fractions of the calibration gases, given in Table A .2, it was assumed that s(e) gave an estimate of the standard uncertainty of the CO 2 mole fraction arising from the composition analysis, u(x CO 2 ) = u( y CO 2 ). To be precise, u(x CO 2 ) = u( y CO 2 ) was the standard uncertainty of the CO 2 mole fraction of a composition sample taken from the cell, caused by the analysis alone, excluding all uncertainties caused by factors such as that the sample taken had a composition different from the VLE composition of the phase sampled at the current temperature and pressure. Factors such as these, and their influence, could in most cases not be known exactly, and could only be minimized by measures such as sufficient stirring of the cell contents until equilibrium had been reached, sufficient time for the phases to settle after stirring was completed, waiting for some time to let pressure and temperature gradients even out, taking dummy samples to flush the contents of the Rolsi TM samplers before samples were assumed to represent the composition of the bulk of the phase sampled inside the cell, and the other measures described in Section 2.3.
Appendix A.3.6. Total uncertainty in liquid and vapor phase mole fractions x CO 2 and y CO 2 As described in Section 2.1, the composition of the phases at VLE was a function of T and p. Therefore, for a given set of measured T , p, x CO 2 and y CO 2 at VLE, the uncertainty of T and p contributed to additional uncertainty in the compositions, giving the following total standard uncertainty of the composition:
where z CO 2 was equal to either x CO 2 or y CO 2 , and u c (T ) and u c (p) were the experimental standard deviations of the mean of the temperature and pressure measurements taken before the composition sample was taken. The derivatives in Eq. (A.33) were calculated numerically from EOS-CG fitted to our data. Details about this is explained in Section 5.4.2. 
Appendix B. Detailed experimental data
Detailed VLE data for the liquid phase samples are given in Table B .2, and for the vapor phase samples in Table B .3. Each row in the tables corresponds to one composition sample. A series of samples taken at the same VLE experiment is identified by the same ID.
For ease of reading, a summary of the symbols used in the tables will be given in Table B .1. The descriptions can also be found in the list of symbols. 
