Abstract-The problem we address in the paper is how to learn a joint representation from data lying on multiple manifolds. We are given multiple data sets and there is an underlying common manifold among the different data set. We propose a framework to learn an embedding of all the points on all the manifolds in a way that preserves the local structure on each manifold and, in the same time, collapses all the different manifolds into one manifold in the embedding space, while preserving the implicit correspondences between the points across different data sets. The proposed solution works as extensions to current state of the art spectral-embedding approaches to handle multiple manifolds.
I. INTRODUCTION
Dimensionality reduction techniques have proven useful in many computer vision problems. In particular, nonlinear dimensionality reduction (NLDR) techniques such as Isometric feature mapping (Isomap) [1] , Local linear embedding (LLE) [2] , Laplacian eigenmaps [3] , and others [4] , [5] can achieve embedding of data lying on a nonlinear manifold through changing the metric from the original space to the embedding space based on the manifold local geometric structure. All these nonlinear embedding frameworks were shown to be able to embed data lying on a nonlinear manifold into a low-dimensional Euclidean space for toy examples, as well as for real images. However, the application of such approaches is limited to embedding of a single manifold and they fail to embed data lying on multiple manifolds. Our contribution: we propose a framework to learn an embedded manifold representation from multiple data sets. We are given multiple data sets and there is an underlying common manifold among the different data sets. An embedding can be achieved for each data set using any NLDR technique. However, if we put all the data sets together, tno useful embedding can be achieved. This is because the inter-manifold distance between different data sets will be much larger than the intra-manifold distance within each data set. This can be seen in the example in Fig. 1 where GPLVM [5] is used to achieve the embeddings. The problem becomes trivial if we are given correspondences between the different data sets, i.e., the data sets are aligned, in such case This research is partially funded by NSF CAREER award IIS-0546372 Figure 1 . Embedding of three people's facial expressions. As can be noticed, the embedding is dominated be the inter-person manifold distance.
corresponding data points can be stacked as a single point in a new space and any NLDR technique can be used. This is similar to the solution proposed by Ham et. al. in [6] for the problem of learning joint embedding across different spaces.
In this paper we do not assume that such correspondences are given. We solve the problem within the embedding framework where, from the data geometry, we can achieve the joint embedding. The results we achieve are superior to existing state of the art embedding approaches when applied to such a setting. The proposed solution works as extensions for the current state of the art spectral-embedding approaches, such as Isomap [7] , LLE [2] , and Laplacian eigenmaps [3] , to handle multiple manifolds.
II. JOINT MANIFOLD EMBEDDING

A. Inter-and Intra-Manifold Structure
The input is K different data sets in a D-dimensional space, denoted by
The points on each data set are assumed to lie on a manifold and there are a common structure between the different manifolds. Each data set might have a different number of points. We denote by N k the number of points in the data set k. Let N be the total number of points in all data sets, i.e., N = K k=1 N k . 1 The correspondences between the data sets are not known and, since the data sets are of different sizes, there is no one-to-one correspondences that can be assumed.
In such data, there are two different geometric structures: The intra-manifold structure and the inter-manifold structure. The intra-manifold structure is the local geometric structure within a given manifold. This is the geometric structure that is captured in any NLDR approach by constructing an affinity matrix W between data points using a data dependent kernel K D (·, ·) depending on the technique used 2 Given the k-th data set, we can construct an N k ×N k symmetric weight matrix W k representing its local geometric structure as typically done in LLE, Isomap, etc. Therefore, we have K weight matrices where
On the other hand, the inter-manifold structure is the geometric structure between the different data sets in the space. Given any two manifolds p and q, their pairwise intermanifold structure is be represented by a 
B. Objective Function
Given the intra-manifold and the inter-manifold structures, the goal is to achieve an embedding of all the points on all the manifolds in a way that preserves the local structure on each manifold and, in the same time, collapses all the different manifolds into one manifold in the embedding space while preserving the implicit correspondences between the points across different data sets. Since we want to find a common embedding among all the data sets, we do not need to preserve the inter-manifold structure. The inter-manifold structure is needed to solve for soft correspondences between the data sets.
If the correspondences between the different data sets are given, the problem become trivial. In our case, the correspondences are not given. Moreover, since the data sets are of different sizes, no optimal one-to-one correspondences is possible. Therefore, given the inter-manifold geometric structure, we aim to obtain inter-manifold soft correspondence structure by solving for soft correspondences between the different dataset. A soft correspondence matrix between manifold p and manifold q is denoted by an N p × N q matrix C pq . Generally speaking, a high C pq ij value indicates a strong 1 Throughout this paper, we will use superscripts to indicate manifold index (equivalently, data set index) and subscripts to indicate point index, i.e., x k i denotes point i on manifold k. 2 For example, Isomap [7] finds shortest geodesic paths on the manifold. LLE [2] finds local linear weights to construct each point from its local neighbors. Laplacian eigenmaps [3] uses a heat kernel given nearest manifold neighbors. correspondence between point x p i and point x q j . In section III we will show how can such soft correspondence matrices can be obtained.
Formally, we seek an embedding for the data, i.e., we seek the coordinates of N points Y = {y
(
. This objective function can be rewritten using one set of weights defined on the whole set of input points as:
where the weight matrix A is defined as:
This construction defines an N ×N weight matrix A with K × K blocks where the p− q block is of size N p × N q . The p-th diagonal block is the intra-manifold weight matrix W p for the p-th manifold. The off-diagonal p − q block is the soft correspondence matrix C pq . The matrix A is symmetric by definition since diagonal blocks are symmetric and since C pq = C qp T . Given this construction, the objective function in Eq. 1 reduces to the problem of Laplacian embedding of a graph defined by the weight matrix A. Therefore the objective function reduces to
where L is the Laplacian of the matrix A, i.e., L = D − A, where D is the diagonal matrix defined as D ii = j A ij . The N ×d matrix Y is the stacking of the desired embedding coordinates such that,
Minimizing this objective function is a straight forward generalized eigenvector problem: Ly = λDy . The desired embedding is obtained by the bottom d nonzero eigenvectors.
III. INTER-MANIFOLD CORRESPONDENCES
Given two data sets X p and X q with their inter-manifold geometric structure weight matrix U pq , a maximum weight matching can be achieved by solving for a permutation matrix P that permutes the rows of U pq in order to maximize its trace, i.e., ψ(P) = tr(P T U pq )
The permutation matrix constraint can be relaxed into an orthonormal matrix constraint on the matrix P. Therefore, the goal is to find optimal an orthonormal matrix P * such that P * = arg max
It was shown in [8] that the optimal solution for 5 is P * = U EV T where the SVD decomposition of U pq = U SV T and E is obtained by replacing the singular values on the diagonal of S by ones. In our case we have K * (K − 1)/2 inter-manifold weight matrices U pq and we need to obtain K * (K − 1)/2 correspondence matrices C pq that simultaneously maximizes
Solving for simultaneous hard correspondences is a weighted multipartite graph matching problem, which is a much harder combinatorial problem. In our case the objective function in 6 can be directly maximized by finding each of the pairwise correspondences C pq by solving 5. We use a Gaussian kernel to encode the inter-manifold geometry, i.e., U
2 where σ is a global scale that is estimated as a percentile of the overall data scale. One obvious question that arises: can the intermanifold kernels U pq directly (or after scaling) be used in the objective function 1 instead of U pq since it also provides a measure of affinity between the points from the different data sets. The answer is no. The soft correspondences obtained by solving 5 incorporates the principle of exclusion because of the orthogonality constraints.
IV. EXPERIMENTAL RESULTS
We run experiments on different data sets. Here we show experiments on three of them. Example I: We used 5 objects with similar geometry from the COIL-20 data set [9] with different views for each object taken along a view circle, Fig. 2 -a. We used 72 views for each objects. Each instance is 128× 128 grayscale image. Putting all data together, traditional manifold embedding approaches fail to discover the structure of the data as can be seen in Fig. 2-b,c . The proposed approach succeeds in learning a joint view manifold of all the five objects, Fig. 2 d. This clearly shows that all the objects are arranged in this representation according to the view point and invariant of the object. Example II: The goal is to learn an embedding of the gait manifold from shape observations (silhouettes) from different people. The data are from CMU-Mobo gait data set [10] . For this experiment, we used 7 people data, six walking cycles each, side view. The number of frames in each data set vary from 189 to 234 (depending on the person's walking speed) i.e., frames are not in correspondences. Putting all the data together, LLE and other embedding techniques fail to obtain a useful embedded representation for the propose of visualization or analysis. The proposed approach can successfully learn a joint embedding of the gait manifold across the different subjects, invariant to the different people shape variability as shown in Figure 3 . The embedding shows a figure "8" embedding of the gait manifold. Example III: The goal is to learn an embedding of a joint facial expression manifold across different subjects. We used four facial expression sets from CMU AMP facial expression database, each containing a person performing three expressions (smile, angry, surprise). Fig. 4 -a shows examples of the input images for two of the subjects. The number of images in each set varies from 45 to 59 images. Each input instance is a 64x64 grayscale images. Fig. 4 -b shows the embedding obtained using Laplacian Eigenmaps with all data sets together. As can be noticed in this figure, the embedding is dominated by the intermanifold structure and shows 4 separate clusters, one for each subject. LLE, regardless of the settings, also resulted in embeddings with 4 different clusters. Using the proposed approach, we can achieved a common facial expression manifold embedding, invariant of the subject, Fig. 4-c shows the embedding obtained. We can clearly see that the three different expressions are located at three different parts of the embedding space where the corresponding frames across the different subjects are close to each other.
V. CONCLUSION
We introduced an approach for learning joint embedded representations from multiple manifold. This is an important problem in data analysis where the goal is to learn an embedded representation of data from multiple sources (e.g., different people, objects, different spaces) regardless of the variability of the source. We successfully applied the approach to several real data sets including, visual gait data, facial expression data, and kinematic locomotion data. In all cases we can reach a meaningful embedding of the underlying manifold across different input data sets. The approach we introduce provide an important extension to the state-of-the-art spectral embedding techniques, such as LLE, Isomap, and Laplacian eigenmaps, to handle the case of multiple manifolds.
