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DENSITY OF VALUES OF LINEAR MAPS ON QUADRATIC SURFACES.
OLIVER SARGENT
Abstract. In this paper we investigate the distribution of the set of values of a linear map at integer
points on a quadratic surface. In particular we show that this set is dense in the range of the linear
map subject to certain algebraic conditions on the linear map and the quadratic form that defines
the surface. The proof uses Ratner’s Theorem on orbit closures of unipotent subgroups acting on
homogeneous spaces.
1. Introduction
We are motivated by the following general problem.
Problem 1.1. If X is some rational surface in Rd and P : X → Rs is a polynomial map, then what
can one say about the distribution of the set
{
P (x) : x ∈ X ∩ Zd
}
in Rs?
One expects to be able to answer Problem 1.1 by showing that the set
{
P (x) : x ∈ X ∩ Zd
}
is dense
in Rs under certain dimension and rationality conditions imposed on P . In full generality problem 1.1
is unapproachable via available techniques and what is known is limited to special cases. For instance,
when X = Rd Problem 1.1 has been considered for P a linear or quadratic map, or combinations of
both. The case when P is linear is classical, and is treated by Theorem 1 on page 64 of [Cas72]. When
P is quadratic, Problem 1.1 is known as the Oppenheim conjecture, density was first established by
the work of G. Margulis in [Mar89] and subsequently refined by S.G. Dani and G. Margulis in [DM89].
Moreover, in this situation qualitative results have also been established; initially by S.G. Dani and
G. Margulis in [DM93] and later by A. Eskin, S. Mozes and G. Margulis in [EMM98]. For P , a pair,
consisting of a quadratic and linear form, Problem 1.1 has been considered by A. Gorodnik in [Gor04b].
The case when P consists of a system of many linear forms and a quadratic form has been considered by
S.G. Dani in [Dan08]. A. Gorodnik also considered the case when P consists of a system of quadratic
forms in [Gor04a]. To the authors knowledge the case when X 6= Rd has not been considered. The
main result of this paper deals with a case of Problem 1.1 when X is a quadratic surface and is stated
below.
Theorem 1.2. Suppose Q is a quadratic form on Rd such that Q is non-degenerate, indefinite with
rational coefficients. For a ∈ Q define XZ =
{
x ∈ Zd : Q (x) = a
}
, suppose that |XZ| = ∞. Let
M = (L1, . . . , Ls) : Rd → Rs be a linear map such that:
(1) The following inequalities hold, d > 2s and rank
(
Q|ker(M)
)
> 2.
(2) The quadratic form Q|ker(M) is indefinite.
(3) For all α ∈ Rs \ {0}, α1L1 + · · ·+ αsLs is non rational.
Then M (XZ) = Rs.
The key feature of Theorem 1.2, that is exploited in its proof, is that XR has a large group of
symmetries. Moreover, there is a large subgroup, H , of this group that stabilises M and is generated
by one parameter unipotent subgroups. This means that the problem can be studied from a dynamical
systems point of view. This is done via the following Theorem of M. Ratner found in [Rat94].
1
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Theorem 1.3 (Ratner’s Theorem1). Let G be a connected Lie group and H a subgroup of G generated
by one parameter unipotent subgroups. Then, given a lattice Γ of G and any x ∈ G/Γ, the closure of
the orbit Hx is equal to the orbit of a closed connected subgroup F , such that H ≤ F ≤ G.
In order to make use of Ratner’s Theorem in this context, we study the action of H on a suitable
homogeneous space, G/Γ. Then one must show that under the rationality constraints imposed by
condition 3, the subgroup F is sufficiently large. This is the strategy that enables us to prove Theorem
1.2.
Remark 1.4. There is no reason to expect that the inequality 2s < d from condition 1 is necessary
however it is needed in the proof of Lemma 3.7. The inequality rank
(
Q|ker(M)
)
> 2 is analogous
to the condition that d > 2 in the Oppenheim conjecture and is probably necessary, although no
counterexample has been found.
Remark 1.5. Condition 2 is possibly stronger than is strictly necessary, however it is a natural condition
and comparable with conditions imposed in [Gor04b]. It implies the necessary condition that the set
XR ∩
{
x ∈ Rd :M (x) = b
}
, for some b ∈ Rs is non compact. To see that this condition is necessary,
suppose XR∩
{
x ∈ Rd :M (x) = b
}
is compact. Hence XR∩
{
x ∈ Rd : |M (x)− b| ≤ ǫ
}
is also compact
and therefore contains only finitely many integer points. Hence if b /∈ M
(
Zd
)
, we can make ǫ small
enough so that XR ∩
{
x ∈ Rd : |M (x)− b| ≤ ǫ
}
contains no integer points, but then there exists an
open set Bǫ (b) ⊂ Rs such that there is no x ∈ XZ with M (x) ∈ Bǫ (b).
Remark 1.6. Condition 3 is necessary since otherwise M
(
Zd
)
would not even be dense in Rs.
2. Set up
2.1. A canonical form for the system. Given a general pair (Q,M) consisting of a non degenerate
quadratic form and a linear map on Rd, it is possible to use linear transformations to transform
(Q,M) into something more manageable. For two pairs (Q1,M1) and (Q2,M2) we say (Q1,M1) ∼
(Q2,M2) if and only if there exist gd ∈ GLd (R) and gs ∈ GLs (R) such that (Q1 (x) ,M1 (x)) =
(Q2 (gdx) , gsM2 (gdx)) for all x ∈ Rd.
The following result, adapted from [Gor04b], is reproduced below since it will be used to establish
a more general form.
Lemma 2.1. Every pair (Q,L), where Q is a non degenerate quadratic form on Rd with signature
(p, q), and L is a non zero linear form on Rd, is equivalent to one and only one of the following pairs:
(1) If rank
(
Q|ker(L)
)
= d− 1, then either
(a) (Q,L) ∼
(∑p
i=1 x
2
i −
∑d
i=p+1 x
2
i , x1
)
(b) (Q,L) ∼
(∑p
i=1 x
2
i −
∑d
i=p+1 x
2
i , xd
)
.
(2) If rank
(
Q|ker(L)
)
= d− 2, then (Q,L) ∼
(
2x1xd +
∑p
i=2 x
2
i −
∑d−1
i=p+1 x
2
i , x1
)
.
Proof. By Sylvester’s Law we can always transform Q ∼
∑p
i=1 x
2
i −
∑d
i=p+1 x
2
i . Next by applying an
element of SO (p, q) to the system it is possible to ensure that the coefficient of x1 in L(x) is non zero.
Now use the transformation x1 → x1 + L
′ (x) for L′ a linear form in the remaining variables, to get
that
(Q,L) ∼
(
x21 + x1L
′′ (x) +Q′ (x) , x1
)
for Q′ and L′′ a quadratic form and linear form respectively, in the variables not including x1. Note
that Q′ has signature (p− 1, q) or (p, q − 1) if rank
(
Q|ker(L)
)
= d − 1 and signature (p− 1, q − 1) if
1Theorem 1.3 is also known as Ratner’s orbit closure Theorem or Ranghunathan’s topological conjecture after it was
conjectured by him in the 70’s. It can be seen as a vast generalisation of a Theorem of Hedlund concerning horocyclic
flows in SL2 (R) /SL2 (Z). It should also be noted that a special case of Theorem 1.3 was proved by S.G. Dani and G.
Margulis in [DM90] after partial results in this direction were obtained for use in the proofs of the Oppenheim conjecture
and its subsequent refinements.
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rank
(
Q|ker(L)
)
= d− 2. Suppose we are in the first case, apply a transformation in the variables not
including x1, to get that
(Q,L) ∼

x21 + 2
d∑
i=2
αixix1 +
pˆ∑
i=2
x2i −
d∑
i=pˆ+1
x2i , x1

 ,
where pˆ = p or pˆ = p+ 1. Next, we use transformations of the form
xk →
{
xk − αkx1 for 2 ≤ k ≤ pˆ
xk + αkx1 for pˆ+ 1 ≤ k ≤ d
to get
(Q,L) ∼

x21

1− pˆ∑
i=2
α2i +
d∑
i=pˆ+1
α2i

+ pˆ∑
i=2
x2i −
d∑
i=pˆ+1
x2i , x1

 .
If the coefficient of x21 is positive, then pˆ = p and we see that we are in case 1a of the Lemma, similarly
if the coefficient of x21 is negative, then pˆ = p + 1 and we see that, after relabelling xd → x1 and
x1 → xd, we are in case 1b of the Lemma.
Suppose that rank
(
Q|ker(L)
)
= d − 2, apply a transformation in the variables not including x1 to
get that
(Q,L) ∼

x21 + 2 d∑
i=2
αixix1 +
p∑
i=2
x2i −
d−1∑
i=p+1
x2i , x1

 .
Next, for 2 ≤ k ≤ d − 1 we use transformations of the form xk → xk ± αkx1 to make αi zero for all
i 6= d. Note that αd 6= 0, otherwise Q would be degenerate, so to finish off we use the transformation
xd →
1
2αd
(2xd − x1) and we see that we are in the second case of the Lemma. 
We can now prove the main Lemma of this section.
Lemma 2.2. For any pair (Q,M), where Q is a non-degenerate quadratic form on Rd with signature
(p, q), and M : Rd → Rs is a linear map of rank s, if Q|ker(M) is indefinite then (Q,M) ∼ (Q0,M0),
where
Q0 (x) = Qm+1,...,s (x) + 2
m∑
i=1
xixs+r+n+i +
s+r∑
i=s+1
x2i −
s+r+n∑
i=s+r+1
x2i
M0 (x) = (x1, . . . , xs) ,
m = d − s − rank
(
Q|ker(M)
)
and Qm+1,...,s (x) is a non degenerate quadratic form in variables
xm+1, . . . , xs with signature (p
′, q′), such that the following relations hold, r = p − m − p′ ≥ 1 and
n = q −m− q′ ≥ 1.
Proof. We will show that the pair (Q,M) is equivalent to the pair
Q′0 (x) = Qm+1,...,s (x) + 2
m∑
i=1
xixd−i+1 +
s+r∑
i=s+1
x2i −
s+r+n∑
i=s+r+1
x2i
M ′0 (x) = (x1, . . . , xs)
which is readily seen to be equivalent to the pair (Q0,M0) after relabelling xd−i−1 → xs+r+n+i for
1 ≤ i ≤ m. We proceed by induction on s. For s = 1 we know from Lemma 2.1 that the conclusion
of the Lemma holds, so suppose the Lemma holds for s ≤ k − 1. Let s = k, and suppose that
M = (L1, . . . , Lk) for L1, . . . , Lk non zero linear forms on Rd.
If rank
(
Q|ker(L1)
)
= d− 1, using Lemma 2.1 it is clear that we can transform our system into(
Q
M
)
∼
( ∑p
i=1 x
2
i −
∑d
i=p+1 x
2
i
(xl, L
′
2, . . . , L
′
k)
)
,
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where L′2, . . . , L
′
k are linear forms on R
d and l ∈ {1, d}. Next we can eliminate the coefficient of xl
in L′2, . . . , L
′
k by subtracting some multiple of xl. Then, relabel xl → x1 and x1 → xl and apply the
inductive hypothesis to see that the conclusion of the Lemma holds.
If rank
(
Q|ker(L1)
)
= d− 2, using Lemma 2.1 we get(
Q
M
)
∼
(
2x1xd +
∑p
i=2 x
2
i −
∑d−1
i=p+1 x
2
i
(x1, L
′
2, . . . , L
′
k)
)
.
Again we can eliminate the coefficient of x1 in L
′
2, . . . , L
′
k by subtracting some multiple of x1. Suppose
that the coefficient of xd is zero for each L
′
2, . . . , L
′
k, in this case we are in position to apply the
inductive hypothesis and get to the conclusion of the lemma. Suppose the coefficient of xd in L
′
i is
non zero for some 2 ≤ i ≤ k, without loss of generality suppose that i = 2, in particular suppose
L′2 (x) = L
′′ (x) + αdxd for some linear form L′′ in variables x2, . . . , xd−1. Use a transformation of the
form xd →
1
αd
(xd − L
′′ (x)) to get that(
Q
M
)
∼
(
2
αd
x1xd +
∑d−1
i=2 xiβix1 +
∑p
i=2 x
2
i −
∑d−1
i=p+1 x
2
i
(x1, xd, L
′
3, . . . , L
′
k)
)
Next, for 2 ≤ k ≤ d− 1 we use transformations of the form xk → xk ± βkx1 to make βi zero for all i.
After we have done this we end up with(
Q
M
)
∼
(
Q1,d (x) +
∑p
i=2 x
2
i −
∑d−1
i=p+1 x
2
i
(x1, xd, L
′′
3 , . . . , L
′′
k)
)
,
where Q1,d is a quadratic form in the variables x1 and xd and L
′′
3 , . . . , L
′′
k are linear forms in variables
x1, . . . , xd. If we relabel x2 → xd and xd → x2 and eliminate the x2 and x1 co-ordinates from L
′′
3 , . . . , L
′′
k
we can apply the inductive hypothesis and get the desired conclusion. The assertion that Qm+1,...,s (x)
is a non degenerate quadratic form in variables xm+1, . . . , xs follows from the fact that Q is non
degenerate. We see that Qm+1,...,s (x) has signature (p
′, q′) where r = p−m− p′ and n = q −m− q′
because the signature of 2
∑m
i=1 xixd−i+1 +
∑s+r
i=s+1 x
2
i −
∑s+r+n
i=s+r+1 x
2
i is (r +m,n+m). Finally, the
assumption that Q|ker(M) is indefinite means that r ≥ 1 and n ≥ 1. 
2.2. Construction of a dynamical system. In order to make use of Theorem 1.3 we need to
construct a dynamical system. For any pair (Q,M) consisting of a non degenerate quadratic form
and a linear map on Rd. Define GQ to be the connected component containing the identity of
{g ∈ SLd (R) : Q (gx) = Q (x)}. Let ΓQ = GQ ∩ SLd (Z) and HQ,M = {g ∈ GQ :M (gx) =M (x)}.
Once and for all, fix a pair (Q,M) consisting of a quadratic form and a linear map satisfying
the conditions of Theorem 1.2. Suppose that Q has signature (p, q). It is a standard fact that
GQ ∼= SO (p, q)
o
is a connected Lie group. Since Q is a rational form, GQ is defined over the rationals.
Because GQ is semisimple and therefore does not admit any non trivial rational characters, this means
that ΓQ is a lattice in GQ (cf. [PR94], Theorem 4.13). Since a priori, HQ,M may not be generated
by one parameter unipotent subgroups, our first aim is to define H∗Q,M ≤ HQ,M such that H
∗
Q,M is
generated by unipotent subgroups, we will then consider the dynamical system that arises from H∗Q,M
acting on GQ/ΓQ. Note that condition 2 of Theorem 1.2 implies that HQ,M will be non compact, and
so there is hope that such an H∗Q,M exists, in section 2.3 an explicit description of H
∗
Q,M is given.
Let the pair (Q0,M0) be as defined in Lemma 2.2. Let gd ∈ GLd (R) and gs ∈ GLds (R) be such
that (Q (x) ,M (x)) = (Q0 (gdx) , gsM0 (gdx)) for all x ∈ Rd. We will use the shorthand GQ0 = G0,
ΓQ0 = Γ0 and HQ0,M0 =H0.
2.3. Definition of H∗Q,M . For non negative integers z1 and z2 we will use the notation Iz1 to denote
the z1 × z1 identity matrix and Iz1,z2 to denote
(
Iz1
−Iz2
)
. Also, Matz1 (R) denotes square, z1 × z1,
matrices with entries in R and Matz1,z2 (R) denotes matrices with z1 rows, z2 columns and entries
in R. For any matrix, m the notation mT is used to denote the transpose of m. Let O (z1, z2) ={
g ∈ GLz1+z2 (R) : g
T Iz1,z2g = Iz1,z2
}
and SO (z1, z2) = O (z1, z2) ∩ SLz1+z2 (R). Let the parameters
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p′, q′, r, n and m be as defined in Lemma 2.2. Let i1,i2 and i3 be integers such that 0 ≤ i1 ≤ p′,
0 ≤ i2 ≤ q
′ and −min {p′, q′} ≤ i3 ≤ m. Let B = Matm−i3,r+n+i1+i2+2i3 (R) and for t ∈ B let
B (t) =
{
m ∈Matm−i3 (R) : m+m
T + tIr+i1+i3,n+i2+i3t
T = 0
}
.
Now define
Di1,i2,i3 =

 Is−i1−i2−i3 0 00 SO (r + i1 + i3, n+ i2 + i3)o 0
0 0 Im−i3

 .
and
Ui1,i2,i3 =




Im−i3 0 0 0
0 Is−m−i1−i2 0 0
−Ir+i1+i3,n+i2+i3t
T 0 Ir+n+i1+i2+2i3 0
s 0 t Im−i3

 : t ∈ B, s ∈ B (t)

 .
For convenience we denote D0,0,0 = D and U0,0,0 = U . It is straightforward to verify that U and D
are subgroups of H0 and that U is normalised by D. Define
H∗0 = UD.
More generally Ui1,i2,i3 is normalised by Di1,i2,i3 and in Section 4 we will use (UD) i1,i2,i3 to denote
the subgroup Ui1,i2,i3Di1,i2,i3 . Conditions 1 and 2 of Theorem 1.2 imply that D is generated by one
parameter unipotent subgroups. To see this note that rank
(
Q|ker(M)
)
> 2 implies that r + n ≥ 3.
Moreover, as noted in Lemma 2.2, the fact that Q|ker(M) is indefinite implies that r ≥ 1 and n ≥ 1.
Therefore, since U is a unipotent subgroup, H∗0 defined in this way is connected and generated by one
parameter unipotent subgroups. Define
H∗Q,M = gdH
∗
0g
−1
d .
Now it is clear that H∗Q,M ≤ HQ,M and is generated by one parameter unipotent subgroups as required.
3. Lemmas concerning invariant subspaces.
Let L be the space of d dimensional linear forms defined over C. Let e1, . . . , ed be the standard
basis of Cd and x1, . . . , xd be the corresponding basis of L. Let M = (L1, . . . , Ls) for Li ∈ L. For any
group G and any set S with a well defined action, G ×S → S, let SG = {s ∈ S : g.s = s for all g ∈ G}.
The subspace LG will be referred to as the ‘fixed vectors of G’.
We will say that a subspace V of L is defined over Q if there exists a basis for V where each basis
vector is in Qd. First we classify the space of vectors fixed by H∗Q,M . For any group G let the action
G × L → L be defined by (g, L (x)) → L (gx) = gT l.x where l ∈ Cd such that L (x) = l.x. From now
on, this action will just be denoted by gL.
Lemma 3.1. LH
∗
Q,M = 〈L1, . . . , Ls〉.
Proof. It is clear that 〈L1, . . . , Ls〉 ⊆ L
H∗Q,M . Suppose there exists L ∈ LH
∗
Q,M such that L /∈
〈L1, . . . , Ls〉, or equivalently, there exists L ∈ L
H∗0 such that L /∈ 〈x1, . . . , xs〉. Let l ∈ Cd and
write L (x) = l.x, since D < H∗0 we may suppose that ls+1, . . . , ld−m = 0 as SO (r, n)
o
has no fixed
vectors. But we also have U < H∗0 and for every non zero L ∈ 〈xd−m+1, . . . , xd〉 there exists u ∈ U
such that uL /∈ 〈xd−m+1, . . . , xd〉. This implies that ld−m+1, . . . , ld = 0, and thus L ∈ 〈x1, . . . , xs〉 and
we have a contradiction. 
Recall, condition 3 of Theorem 1.2 is that for all α ∈ Rs \ {0}, α1L1 + · · · + αsLs is non rational.
From this and Lemma 3.1 we can deduce the following.
Corollary 3.2. There exists no non trivial subspaces defined over Q and contained in LH
∗
Q,M .
Proof. Suppose there exists U ⊆ LH
∗
Q,M such that U is defined over Q. Lemma 3.1 implies that
U ⊆ 〈L1, . . . , Ls〉. The fact that U is defined over Q means there exists u1, . . . , udim(U) ∈ Qd such that
U =
〈
u1, . . . , udim(U)
〉
. Therefore we can write each ui as a linear combination of the Li’s. Since the
ui are rational this contradicts condition 3 of Theorem 1.2 as required. 
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Let Lm = 〈xs+1, . . . , xd−m〉 wherem = d−s−rank
(
Q|ker(M)
)
as defined in Lemma 2.2, in particular
since rank
(
Q|ker(M)
)
> 2, dim (Lm) = d − m − s > 2. The next Lemma classifies two distinct
possibilities for any D invariant subspace.
Lemma 3.3. If V ⊆ L is a D invariant subspace, then either
(1) V ⊆ LD
(2) V = Lm ⊕ U where U ⊆ L
D.
Proof. First note that if V ⊆ LD, then it is clear that V will be D invariant. Suppose that V ⊆ L
is a D invariant linear subspace such that V * LD, since L = LD ⊕ Lm there exists v ∈ V such
that v = v1 + v2 for v1 ∈ L
D and v2 ∈ Lm, with v2 6= 0. Now for any d ∈ D we have dv − v =
v1 + dv2 − (v1 + v2) = dv2 − v2 ∈ V , since L
D consists of forms fixed by D. We can choose d ∈ D so
that w = dv2 − v2 6= 0, but w ∈ V ∩ Lm, this means that 〈Dw〉 is a D invariant subspace such that
〈Dw〉 ⊆ Lm, but this implies 〈Dw〉 = Lm because D acts irreducibly on Lm. Since 〈Dw〉 = Lm, we
have that Lm ⊆ V and as v = v1 + v2 ∈ V for v1 ∈ L
D and v2 ∈ Lm we have v1 = v − v2 ∈ V and so
we see that V = Lm ⊕
(
V ∩ LD
)
, which implies that we are in the second case. 
The next Lemma extends Lemma 3.3 to classify two distinct possibilities for any H∗0 invariant
subspace of L. For convenience, let L0 = 〈xs+1, . . . , xd〉 and Jm =
(
0 0 Im
0 Id−2m 0
Im 0 0
)
where J0 = Id.
Lemma 3.4. If V ⊆ L is a H∗0 invariant subspace, then either
(1) V ⊆ LH
∗
0
(2) V = JmL0 ⊕ U where U ⊆ JmL
H∗0 .
Proof. First note that if V ⊆ LH
∗
0 , then it is clear that V will be H∗0 invariant. Suppose that V ⊆ L is
an H∗0 invariant linear subspace such that V * L
H∗0 , since D ≤ H∗0 it is clear V will be D invariant,
thus by Lemma 3.3 either
(1) V ⊆ LD
(2) V = Lm ⊕ U where U ⊆ L
D.
If we are in case (1), then since LD = LH
∗
0 ⊕ 〈xd−m+1, . . . , xd〉 we can suppose there exists v ∈ V
such that v = v1 + v2 for v1 ∈ L
H∗0 and v2 ∈ 〈xd−m+1, . . . , xd〉 such that v2 6= 0. Then there exists
u ∈ U < H∗0 such that uv2 /∈ L
D and hence uv2 /∈ V , but this is a contradiction since V is supposed to
be H∗0 invariant.
If we are in case (2), from the definitions of U , Lm and Jm we see that 〈ULm〉 = 〈JmL0〉, then since
U < H∗0 , the fact that Lm ⊆ V and V is H
∗
0 invariant implies that V = JmL0 + U for some U ⊆ L.
Moreover, since L = JmL
H∗0 ⊕ JmL0 we see that V = JmL0 ⊕
(
V ∩ JmL
H∗0
)
which implies that we are
in the second case of the Lemma. 
For fields F1 and F2 such that F1 ⊆ F2, the notation Aut (F2/F1) is used to stand for the group of
automorphisms of F2 that fix F1. Let Q denote the algebraic closure of Q. It is a standard fact that
Q
Aut(Q/Q)
= Q (cf. [Bor91], page 30). For the present situation the corresponding fact for Aut (C/Q)
is needed. This is probably well known, but no good references were found, so proofs are included. It
should be noted that the argument of Lemma 3.6 is adapted from that used on page 30 of [Bor91].
Lemma 3.5. CAut(C/Q) = Q.
Proof. It is clear that Q ⊆ CAut(C/Q). By Theorem 7 of [Yal66] any element of Aut
(
Q/Q
)
can be
extended to an element of Aut (C/Q) and hence Q ∩ CAut(C/Q) = Q. With this in mind it suffices to
show that for any x ∈ C \ Q there exists σ ∈ Aut (C/Q) such that σ (x) 6= x. Let x ∈ C \ Q, there
exists a transcendence basis S for C/Q such that x ∈ S. There exists an automorphism, φ of Q (S)
that acts by permuting elements of S. Since Q (S) is a subfield of C, again by Theorem 7 of [Yal66],
φ can be extended to an automorphism of C/Q and we are done. 
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For any σ ∈ Aut (C/Q) write σ (V) to mean the vector space with the basis obtained by applying σ
to all components of all basis vectors of V .
Lemma 3.6. Suppose V ⊆ Cd is such that σ (V) = V for all σ ∈ Aut (C/Q), then V is defined over Q.
Proof. Suppose that V is not defined over Q. In particular this means that V does not contain any
vectors of the form λq where λ ∈ C and q ∈ Qd, in particular V 6= 0. Since V 6= 0 we can choose v ∈ V
such that v is a linear combination of the least possible number of the ej’s. After renumbering the
e′js and multiplying v by an element of C we can suppose that v = e1 + v2e2 + . . . , with v2 /∈ Q since
otherwise v ∈ Qd, contradicting the fact that V is not defined over Q. Then Lemma 3.5 implies that
there exists σ ∈ Aut (C/Q) such that σ (v2) 6= v2 and hence, because σ (V) = V for all σ ∈ Aut (C/Q)
we get that v − σ (v) ∈ V and v − σ (v) 6= 0. It is also clear that v − σ (v) can be written as linear
combination of fewer ei’s than v contradicting our choice of v. 
During the proof of the following Lemma, the assumption that d > 2s becomes essential.
Lemma 3.7. Let F be a closed connected subgroup such that H∗Q,M ≤ F ≤ SLd (R) and F ∩ SLd (Q) =
F . If V ⊆ L is a non trivial F invariant subspace, then dim (V) ≥ d− s.
Proof. Let V ⊆ L be a non trivial F invariant subspace. Since H∗Q,M is a subgroup of F , V is also
H∗Q,M invariant. This means that then g
−1
d V is a H
∗
0 invariant subspace, hence Lemma 3.4 implies that
g−1d V ⊆ L
H∗0 or g−1d V = JmL0⊕U where U ⊆ JmL
H∗0 . In the second case dim (V) ≥ dim (JmL0 ⊕ U) ≥
dim (L0) = d− s, which is the conclusion of the Lemma. Therefore, it is sufficient to show that there
are no non trivial F invariant subspaces contained in gdL
H∗0 = LH
∗
Q,M . Suppose for a contradiction
there exists at least one non trivial F invariant subspace contained in LH
∗
Q,M . Define V to be the
unique maximal F invariant subspace such that V ⊆ LH
∗
Q,M . For any σ ∈ Aut (C/Q) we have that
σ (V) is F ∩ SLd (Q) invariant and by our assumption on F we have F ∩ SLd (Q) = F , and therefore
σ (V) is F invariant. Additionally, this means that σ (V) is H∗Q,M invariant or equivalently g
−1
d σ (V)
is H∗0 invariant, hence Lemma 3.4 implies, either g
−1
d σ (V) ⊆ L
H∗0 , or g−1d σ (V) = JmL0 ⊕ U where
U ⊆ JmL
H∗0 . But dim
(
g−1d σ (V)
)
≤ s < d − s ≤ dim (JmL0 ⊕ U), this means that g
−1
d σ (V) ⊆ L
H∗0
or in other words σ (V) ⊆ LH
∗
Q,M . From the definition of V , we see that σ (V) ⊆ V and therefore by
considering dimensions σ (V) = V . Hence Lemma 3.6 implies that V is defined over Q, contradicting
Corollary 3.2. 
4. Proof of the main Theorem.
To prove Theorem 1.2 it suffices to prove the following.
Proposition 4.1. If F is a closed connected subgroup such that H∗Q,M ≤ F ≤ GQ and F has no non
trivial invariant subspaces of dimension less than d− s. Then F = GQ.
Once this knowledge is available, the results of the previous section and general facts about algebraic
groups can be used together with Ratner’s Theorem to obtain the relation H∗Q,Mx = GQx = GQ for
x = eΓQ. It is straightforward to show that the latter relation implies Theorem 1.2. The main body
to this section is devoted to a proof of Proposition 4.1, in the course of this proof some cumbersome
notation is used, possibly obscuring the underlying idea, therefore an outline of the proof is presented
as follows.
The main step is to show that there is some conjugate of F that contains an enlarged copy of H∗Q,M .
Once this is proven, the procedure can be repeated, and at each stage there is some conjugate of F that
contains a larger subgroup of the same form as H∗Q,M . In order to prove the former claim, presented as
Lemma 4.2 below, the Lie algebra of F is decomposed into subspaces defined in terms of 4 by 4 block
matrices. Then it is shown that, if the intersection of these subspaces with the Lie algebra of F is
trivial in certain cases, then F will have invariant subspaces of dimension less than d−s, contradicting
the assumptions on F . This means that the intersection of these subspaces with the Lie algebra of F
DENSITY OF VALUES OF LINEAR MAPS ON QUADRATIC SURFACES. 8
is non trivial and by conjugating we can rearrange the subspaces, contained in the intersection, in a
form that shows F must contain an enlarged copy of H∗Q,M .
We now proceed with the actual proof.
Lemma 4.2. Let the parameters p′, q′, r, n and m be as defined in Lemma 2.2 and let i1,i2 and i3 be
integers such that 0 ≤ i1 ≤ p
′, 0 ≤ i2 ≤ q′ and −min {p′, q′} ≤ i3 ≤ m and i1 + i2 + i3 < p′ + q′ +m.
Let Qi1,i2,i3 be the quadratic form defined by the matrix
Q′i1,i2,i3 =


0 0 0 Im−i3
0 Ip′−i1,q′−i2 0 0
0 0 Ir+i1+i3,n+i2+i3 0
Im−i3 0 0 0

 .
Let F be a closed connected subgroup such that (UD) i1,i2,i3 ≤ F ≤ GQi1,i2,i3 and F has no non trivial
invariant subspaces of dimension less than d − s. Then there exists η ∈ GLd (R) with the properties
that either:
(1) (UD) i1+1,i2,i3 ≤ ηFη
−1 ≤ GQi1+1,i2,i3 ,
(2) (UD) i1,i2+1,i3 ≤ ηFη
−1 ≤ GQi1,i2+1,i3 ,
(3) (UD) i1,i2,i3+1 ≤ ηFη
−1 ≤ GQi1,i2,i3+1 ,
(4) (UD) i1+1,i2+1,i3−1 ≤ ηFη
−1 ≤ GQi1+1,i2+1,i3−1 .
Moreover, if i1 = p
′ then only cases 2 and 3 can occur, if i2 = q′ then only cases 1 and 3 occur, if
i3 = m then case 3 will not occur and if i3 = −min {p
′, q′} then case 4 will not occur.
Proof. Everything that follows depends on the parameters i1, i2 and i3, but in order to make the
notation more digestible let m− i3 = l, r + i1 + i3 = σ1, n+ i2 + i3 = σ2, p
′ − i1 = τ1 , q′ − i2 = τ2 ,
τ1 + τ2 = τ and σ1 + σ2 = σ. Let
f =


f11 f12 f13 f14
f21 f22 f23 f24
f31 f32 f33 f34
f41 f42 f43 f44


where f11, f14, f41, f44 ∈ Matl (R), fT21, f12, f
T
24, f42 ∈ Matl,τ (R), f22 ∈ Matτ (R), f33 ∈ Matσ(R),
f23, f
T
32 ∈ Matτ,σ (R) and f13, f
T
34, f43, f
T
31 ∈ Matl,σ (R). Let f be the Lie algebra of F . For any
quadratic form, Q, let so (Q) be the Lie algebra of GQ and for non negative integers z1 and z2 let
so (z1, z2) be the Lie algebra of SO (z1, z2). Since f is a subalgebra of so (Qi1,i2,i3) we have that any
f ∈ f must satisfy the relation fTQ′i1,i2,i3 + Q
′
i1,i2,i3f = 0. Carrying out this computation yields
the following, f14, f41 ∈ so (l), f22 ∈ so (τ1, τ2), f33 ∈ so (σ1, σ2), Iτ1,τ2f21 = −f
T
42, Iσ1,σ2f31 = −f
T
43,
f11 = −f
T
44, Iσ1,σ2f32 = −f
T
23Iτ1,τ2, f12 = −f
T
24Iτ1,τ2 and f13 = −f
T
34Iσ1,σ2 . Considering these relations,
define the following subspaces,
v+ =




0 −vT Iτ1,τ2 0 0
0 0 0 v
0 0 0 0
0 0 0 0

 : v ∈Matτ,l (R)


v− =




0 0 0 0
v 0 0 0
0 0 0 0
0 −vT Iτ1,τ2 0 0

 : v ∈Matτ,l (R)


v =




0 0 0 0
0 0 v 0
0 −Iσ1,σ2v
T Iτ1,τ2 0 0
0 0 0 0

 : v ∈Matτ,σ (R)


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a =


0 0 0 0
0 so (τ1, τ2) 0 0
0 0 0 0
0 0 0 0


d (i1, i2, i3) =


0 0 0 0
0 0 0 0
0 0 so (σ1, σ2) 0
0 0 0 0


c =




c 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −cT

 : c ∈Matl (R)


u− (i1, i2, i3) =




0 0 0 0
0 0 0 0
−Iσ1,σ2u
T 0 0 0
0 0 u 0

 : u ∈Matl,σ (R)


u+ =




0 0 u 0
0 0 0 0
0 0 0 −Iσ1,σ2u
T
0 0 0 0

 : u ∈Matl,σ (R)


b+ =


0 0 0 so (l)
0 0 0 0
0 0 0 0
0 0 0 0


b− (i1, i2, i3) =


0 0 0 0
0 0 0 0
0 0 0 0
so (l) 0 0 0

 .
For 0 < k ≤ τ , let
vk =




0 0 0 0
0 0 v 0
0 −Iσ1,σ2v
T Iτ1,τ2 0 0
0 0 0 0

 : v ∈Matτ,σ (R) , vij = 0 for all i 6= k


and for 0 < k ≤ l, let
u−k =




0 0 0 0
0 0 0 0
−Iσ1,σ2u
T 0 0 0
0 0 u 0

 : u ∈Matl,σ (R) uij = 0 for i 6= k


u+k =




0 0 u 0
0 0 0 0
0 0 0 −Iσ1,σ2u
T
0 0 0 0

 : u ∈Matl,σ (R) uij = 0 for i 6= k

 .
The dependence on the triple (i1, i2, i3) is only indicated in the cases where it will be necessary
later. In order to simplify the notation, the convention that u− = u− (i1, i2, i3), b− = b− (i1, i2, i3)
and d = d (i1, i2, i3) is in place. Note that the Lie algebra of (UD) i1,i2,i3 is b
− ⊕ u− ⊕ d and therefore
u− ⊕ d ⊆ f.
The first step is to show that (v⊕ u+) ∩ f 6= 0. Let π1 : f → u
+, π2 : f → v, π3 : f → b
+ and
π4 : f → v
+ be projections. If π1 (f) = π2 (f) = π3 (f) = π4 (f) = 0 for all f ∈ f, then 〈x1, . . . , xl+τ 〉
would be F invariant. Since dim (〈x1, . . . , xl+τ 〉) = l + τ = m+ p
′ + q′ − i1 − i2 − i3 ≤ s < d− s, the
assumption that F has no non trivial invariant subspaces of dimension less than d − s, implies that
there exists f ′ ∈ f such that πi (f ′) 6= 0 for at least one of 1 ≤ i ≤ 4. Let ρ : f→ u−⊕d be a projection.
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By possibly replacing f ′ with the element f ′ − (u+ d) ∈ f for some u ∈ u−and d ∈ d we can suppose
that ρ (f ′) = 0. As before, write f ′ in block form and compute the Lie bracket
[f ′, d] =




0 0 f13d 0
0 0 f23d 0
0 −Iσ1,σ2d
T fT23Iτ1,τ2 0 −Iσ1,σ2d
T fT13
0 0 0 0

 : d ∈ so (σ1, σ2)

 ⊆
(
v⊕ u+
)
∩ f.
Hence, [f ′, d] is non zero provided that one of f13 or f23 is non zero, or equivalently, that π1 (f ′) or
π2 (f
′) is non zero. Suppose that π1 (f ′) = π2 (f ′) = 0 . By computing the Lie bracket
[
f ′, u−
]
=




0 0 f14u 0
0 0 f24u 0
−Iσ1,σ2u
T fT11 −Iσ1,σ2u
TfT24Iτ1,τ2 0 −Iσ1,σ2u
T fT14
0 0 f11u 0

 : u ∈ Matl,σ (R)


we see that, so long as at least one of f14 or f24 is non zero, or equivalently, π3 (f
′) or π4 (f ′) is non
zero, there exists f ′′ ∈ [f ′, u−] ⊂ f, such that at least one of π1 (f ′′) or π2 (f ′′) is non zero. Thus, we
have verified that (v⊕ u+) ∩ f 6= 0 and hence there is a non trivial subspace contained in (v⊕ u+) ∩ f.
Denote this subspace by w. Since [d, u] ∈ v ⊕ u+ for all d ∈ d and u ∈ v ⊕ u+ we say that v ⊕ u+ is
d invariant for the natural action of d× v ⊕ u+ → v ⊕ u+ given by the Lie bracket. By passing to an
irreducible component if necessary we can assume that w is d irreducible.
The next step is to show that w is ‘diagonally embedded’ into v ⊕ u+. For 1 ≤ i ≤ l let νi :
v⊕ u+ → u+i and for l+ 1 ≤ i ≤ l+ τ let νi : v⊕ u
+ → vi−l be projections. There is a decomposition
v ⊕ u+ = v1 ⊕ . . . ⊕ vτ ⊕ u
+
1 ⊕ . . . ⊕ u
+
l where it is not possible to split the vk’s or u
+
k ’s into further
d invariant subalgebra since the action of d on vk and u
+
k is irreducible for each k. Since w and
{νi (w) : w ∈ w} are both d irreducible subspaces and [d, νi (w)] = νi ([d, w]) for all w ∈ w and d ∈ d,
by Schur’s Lemma for each 1 ≤ i ≤ l + τ either w ∼= {νi (w) : w ∈ w} or νi (w) = 0 for all w ∈ w.
Moreover, by Schur’s Lemma, if for some 1 ≤ i ≤ l + τ we have w ∼= {νi (w) : w ∈ w} then the
isomorphism is given by scalar multiplication. This means that for all 1 ≤ i, j ≤ l + τ such that
{νj (w) : w ∈ w} 6= 0 there exist constants ci,j ∈ R such that νi (w) = ci,jνj (w) for all w ∈ w. This is
what we mean when we say that w is ‘diagonally embedded’ into v⊕ u+.
The next stage of the proof is to show that by conjugating w with a suitable element of GQi1,i2,i3
we can simplify the embedding of w into v⊕ u+ even further. First we set up some notation. There is
an obvious isomorphism, φ : v ⊕ u+ → Matl+τ,σ (R) . The fact w is diagonally embedded into v ⊕ u+
means that w can be determined by a vector, γ ∈ Rl+τ such that
φ (w) =




γ1x
...
γl+τx

 : x ∈ Rσ

 .
Let φ1 and φ2 be the corresponding isomorphisms such that φ1 : u
+ → Matl,σ (R) and φ2 : v →
Matτ,σ (R). Let a1 ∈ SO (l) and a2 ∈ O (τ1, τ2). Consider the map given by the matrix
η1 =


a1 0 0 0
0 a2 0 0
0 0 Iσ 0
0 0 0 a1

 ∈ GQi1,i2,i3 ,
where in the cases when l = 0 or τ = 0 the map η1 degenerates to the obvious one given by 2× 2 or
3× 3 block matrices respectively. Let η−11 wη1 = w1. One can check that η
−1
1 (v⊕ u
+) η1 = v⊕ u
+ and
that
φ (w1) =
(
a−11 φ1 (π1 (w))
a−12 φ2 (π2 (w))
)
,
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where π1 and π2 are the projections defined previously. It is also clear that
φ1 (π1 (w)) =




γ1x
...
γlx

 : x ∈ Rσ

 and φ2 (π2 (w)) =




γl+1x
...
γl+τx

 : x ∈ Rσ

 .
Now, SO (l) acts transitively on the sphere
∑l
i=1 x
2
i =
∑l
i γ
2
i and O (τ1, τ2) acts transitively on the
surface
∑σ1
i=1 x
2
l+τ+i −
∑σ2
i=σ1+1
x2l+τ+i =
∑σ1
i=1 γ
2
l+τ+i −
∑σ2
i=σ1+1
γ2l+τ+i, it follows that there exist a1
and a2 such that w1 ⊂ u
+
l ⊕ v1 ⊕ vτ .
Let µ1 : f→ u
+
l , µ2 : f→ v1 and µ3 : f→ vτ be projections. There are now three mutually exclusive
cases we must consider separately.
Case 1. There exists v ∈ w1 such that µ1 (v) 6= 0. Let α1 and α2 be real numbers. Because w1 is
diagonally embedded into u+l ⊕ v1 ⊕ vτ we can suppose that µ2 (v) = α1µ1 (v) and µ3 (v) = α2µ1 (v)
for all v ∈ w1. Let α =
(
α22 − α
2
1
)
/2, consider the map
η2 :


xi → xi for i 6= l+ 1, l + τ or d
xl+1 → xl+1 + α1xl
xl+τ → xl+τ + α2xl
xd → xd − α1xl+1 + α2xl+τ + αxl.
Note that η2 ∈ GQi1,i2,i3 . By writing elements of w1 in the form of linear maps and doing the
composition, one can check that η−12 w1η2 ⊆ u
+
l ⊕ u
−
l . In a similar manner, one can also check that
η2u = uη2 = u for all u ∈ u
− ⊕ d. Let
c∗ =
{
[u1, u2] : u1 ∈ u
+
l , u2 ∈ u
−
l
}
∼= R
and note that c∗ = 〈bll − bdd〉, where bij denotes the matrix with 1 in its ith row and jth column and
0 everywhere else. Consider the map
η3 :


xi → xi for 1 ≤ i < l and τ + l < i ≤ σ + τ + l
xl →
1√
2
(xτ+l − xl+τ+σ+1)
xi → xi−1 for l < i ≤ τ + l
xi → xi+1 for σ + τ + l < i < d
xd →
1√
2
(xτ+l + xl+τ+σ+1) .
It is easy to verify that Qi1,i2,i3 (η3x) = Qi1,i2,i3+1 (x) for all x ∈ R
d. Note that by comparing
dimensions we have
u−l ⊕ d⊕ c
∗ ⊕ u+l ∼= so
(
Qi1,i2,i3 |〈xl,xl+τ+1,...,xl+τ+σ,xd〉
)
where the isomorphism corresponds to the embedding of 〈xl, xl+τ+1, . . . , xl+τ+σ, xd〉 into Rd. Thus
η−13
(
u−l ⊕ d⊕ c
∗ ⊕ u+l
)
η3 = d (i1, i2, i3 + 1) .
By construction u− ⊕ d⊕w ⊆ f and hence
u−l ⊕ d⊕ c
∗ ⊕ u+l ⊆ η
−1
2 η
−1
1 fη1η2,
which together with the above formula, implies that
d (i1, i2, i3 + 1) ⊆ η
−1
3 η
−1
2 η
−1
1 fη1η2η3.
It is possible to check that η−13
(
u−l ⊕ · · · ⊕ u
−
l−1
)
η3 ⊆ u
− (i1, i2, i3 + 1) and thus{
[u, d] : u ∈ η−13
(
u−1 ⊕ · · · ⊕ u
−
l−1
)
η3, d ∈ d (i1, i2, i3 + 1)
}
= u− (i1, i2, i3 + 1)
⊆ η−13 η
−1
3 η
−1
2 η
−1
1 fη1η2η3.
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Moreover {
[u, v] : u ∈ u− (i1, i2, i3 + 1) , v ∈ u− (i1, i2, i3 + 1)
}
= b− (i1, i2, i3 + 1)
⊆ η−13 η
−1
3 η
−1
2 η
−1
1 fη1η2η3.
Therefore, (UD) i1,i2,i3+1 ≤ η
−1
3 η
−1
2 η
−1
1 Fη1η2η3 ≤ GQi1,i2,i3+1 , which is the third conclusion of the
Lemma. Note that if i3 = m it is impossible that there exists v ∈ w1 so that µ1 (v) 6= 0 and this case
cannot occur if i3 = m.
Case 2. For all v ∈ w1, µ1 (v) = 0 and either, µ2 (v) = 0 for all v ∈ w1 or µ3 (v) = 0 for all v ∈ w1. In
other words, either w1 = v1 or w1 = vτ . Both cases can be treated in an identical fashion, so suppose
that w1 = v1. Moreover, suppose that τ1 > 0 or else, by possibly modifying a2 ∈ O (τ1, τ2), we could
suppose that w1 = vτ and τ2 > 0 and the arguments would be the same up to minor modifications of
the map involved. Consider the map
η4 :


xl+1 → xl+τ
xi → xi for 1 ≤ i ≤ l or l + τ < i ≤ d
xi → xi+1 for l + 1 < i ≤ l + τ
with the properties that Qi1,i2,i3 (η4x) = Qi1+1,i2,i3 (x) for all x ∈ R
d. By comparing dimensions
d⊕ v1 ∼= so
(
Qi1,i2,i3 |〈xl+1,xl+τ+1,...,xl+τ+σ〉
)
where the isomorphism corresponds to the embedding of 〈xl+1, xl+τ+1, . . . , xl+τ+σ〉 into Rd. Thus
η−14 (d⊕ v1) η4 = d (i1 + 1, i2, i3) ⊆ η
−1
4 η
−1
1 fη1η4.
It is possible to check that η−14 u
−η4 ⊂ u− (i1 + 1, i2, i3) and{
[u, d] : u ∈ η−14 u
−η4, d ∈ d (i1 + 1, i2, i3)
}
= u− (i1 + 1, i2, i3)
⊆ η−14 η
−1
1 fη1η4.
Moreover
b− (i1, i2, i3) = b− (i1 + 1, i2, i3) ⊆ η−14 η
−1
1 fη1η4.
Therefore, provided that τ1 > 0 we have (UD) i1+1,i2,m ≤ η
−1
4 η
−1
1 Fη1η4 ≤ GQi1+1,i2,m , which is the
first conclusion of the Lemma. If the argument was repeated for the opposite case, when w1 = vτ and
τ2 > 0, we would obtain (UD) i1,i2+1,m ≤ η
−1
4 η
−1
1 Fη1η4 ≤ GQi1 ,i2+1,m , which is the second conclusion
of the Lemma. Note that if i1 = p
′ then τ1 = 0 and hence the second conclusion can occur but not
the first. Similarly, if i2 = q
′ then τ2 = 0 and τ1 > 0 and the first conclusion can occur but not the
second.
Case 3. For all v ∈ w1, µ1 (v) = 0 and there exists c ∈ R \ {0} such that µ2 (v) = cµ3 (v) for all
v ∈ w1. Note that O (τ1, τ2) acts transitively on the hyperbola x
2
l+1 − x
2
l+τ = c
2 − 1. If c2 6= 1, the
hyperbola contains a vector such that the projection onto the second co-ordinate is 0, hence we can
modify a2 so that w1 ⊆ v1 and then repeat the arguments used for case 2. Therefore, we can assume
that c2 = 1. Moreover, because O (τ1, τ2) contains the transformations xl+1 → −xl+1 we may suppose
that c = −1. Consider the map
η5 :


xl+1 →
1√
2
(xl+1 + xd)
xl+τ →
1√
2
(xl+1 − xd)
xi → xi for 1 ≤ i < l + 1 or l + 1 < i < l + τ
xi → xi−1 for l + τ < i ≤ d
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with the property that Qi1,i2,i3 (η5x) = Qi1+1,i2+1,i3−1 (x) for all x ∈ R
d. Since f ⊂ so (Qi1,i2,i3) and
by construction w⊕ u− ⊕ d ⊆ f, the fact that η1 ∈ GQi1,i2,i3 , means that
η−15 η
−1
1
(
w⊕ u− ⊕ d
)
η1η5 =




0 0 0 0 0
0 0 0 0 0
−Iσ1,σ2u
T −Iσ1,σ2v
T 0 d 0
0 0 0 u 0
0 0 0 v 0

 :
d ∈ so (Iσ1,σ2)
v ∈ Rσ
u ∈ Matl,σ (R)


= u− (i1 + 1, i2 + 1, i3 − 1)⊕ d (i1 + 1, i2 + 1, i3 − 1)
⊆ η−15 η
−1
1 fη1η5
⊆ so (Qi1+1,i2+1,i3−1) .
The matrix in the previous calculation can be explained as follows. There is a decomposition of
so (Qi1+1,i2+1,i3−1) into subspaces as carried out at the start of the proof. The bottom two rows and
the left most two columns form u− (i1 + 1, i2 + 1, i3 − 1) and should be considered as one row and one
column respectively in the decomposition. The rest of the blocks are the sizes that would be obtained
from the decomposition. Moreover{
[u, v] : u ∈ u− (i1 + 1, i2 + 1, i3 − 1) , v ∈ u− (i1 + 1, i2 + 1, i3 − 1)
}
= b− (i1 + 1, i2 + 1, i3 − 1)
⊆ η−15 η
−1
1 fη1η5.
Therefore, (UD) i1+1,i2+1,i3−1 ≤ η
−1
5 η
−1
1 Fη1η5 ≤ GQi1+1,i2+1,i3−1 , which is the fourth conclusion of the
Lemma. Note that if i1 = p
′ or i2 = q′ then this case will not arise because either τ1 or τ2 will be
zero. Similarly, if i3 = −min {p
′, q′} , then either i1 = p′ or i2 = q′, hence this case cannot arise if
i3 = −min {p
′, q′}.
Since the three cases considered above are mutually exclusive and there are no other possibilities, this
completes the proof the Lemma. 
We can now complete the proof of Proposition 4.1.
Proof of Proposition 4.1. Let F be as in the statement of the Proposition, then its clear that H∗0 ≤
gdFg
−1
d ≤ G0. Recall from Lemma 2.2 that
Q0 (x) = Qm+1,...,s (x) + 2
m∑
i=1
xixs+r+n+i +
s+r∑
i=s+1
x2i −
s+r+n∑
i=s+r+1
x2i .
There exists η0 ∈ GLd (R) such that η0 : xi → xi for 1 ≤ i ≤ m and s+1 ≤ i ≤ d and Qm+1,...,s (η0x) =∑p′
i=m+1 x
2
i −
∑p′+q′
i=m+p′+1 x
2
i , therefore η0G0η
−1
0 = GQ0,0,0 and η0H
∗
0η
−1
0 = H
∗
0 and hence H
∗
0 ≤
η0gdFg
−1
d η
−1
0 ≤ GQ0,0,0 . Since H
∗
0 = (UD) 0,0,0 and by the assumptions on F , η0gdFg
−1
d η
−1
0 has no
non trivial invariant subspaces of dimension less than d− s, we can apply Lemma 4.2 to get that there
exists η ∈ GLd (R) such that either:
(1) (UD) 1,0,0 ≤ ηη0gdFg
−1
d η
−1
0 η
−1 ≤ GQ1,0,0 ,
(2) (UD) 0,1,0 ≤ ηη0gdFg
−1
d η
−1
0 η
−1 ≤ GQ0,1,0 ,
(3) (UD) 0,0,1 ≤ ηη0gdFg
−1
d η
−1
0 η
−1 ≤ GQ0,0,1 ,
(4) (UD) 1,1,−1 ≤ ηη0gdFg−1d η
−1
0 η
−1 ≤ GQ1,1,−1 .
It is clear that ηη0gdFg
−1
d η
−1
0 η
−1 has no non trivial invariant subspaces of dimension less than d− s.
Therefore, we can apply Lemma 4.2 repeatedly. Since at each stage we always increase at least one
of the indices and we can only repeat the fourth case at most min {p′, q′} times, its clear that after
repeating the process a finite number of times we will obtain the inclusion SO (p, q) ≤ ggdFg
−1
d g
−1 ≤
GQp′,q′,m for some g ∈ GLd (R) and this implies that F = GQ. 
Finally, we are ready to prove Theorem 1.2.
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Proof of Theorem 1.2. Rewrite M (XZ) = {M (x) : x ∈ XZ}. Since M is H
∗
Q,M invariant, we see
{M (x) : x ∈ XZ} =
{
M
(
H∗Q,Mx
)
: x ∈ XZ
}
.
Now, since XZ is ΓQ invariant{
M
(
H∗Q,Mx
)
: x ∈ XZ
}
⊇
{
M
(
H∗Q,MΓQx
)
: x ∈ XZ
}
.
By Ratner’s Theorem (Theorem 1.3) we have{
M
(
H∗Q,MΓQx
)
: x ∈ XZ
}
⊇ {M (Fx) : x ∈ XZ}
for some closed connected subgroup F , such that H∗Q,M ≤ F ≤ GQ. Proposition 3.2 in [Sha91] says
that F is the connected component containing the identity of the real points of an algebraic group
defined over Q. In particular, by Theorem 7.7 of [PR94] this implies F ∩ SLd (Q) = F and so we can
apply Lemma 3.7 to see that F has no invariant subspaces of dimension less than d − s, hence we
can apply Proposition 4.1 to get that F = GQ. Since GQ, being the identity component of SO (p, q),
acts transitively on connected components of XR we have {M (GQx) : x ∈ XZ} = {M (x) : x ∈ XR}
since if XR is not connected, then if x ∈ XZ, we have −x ∈ XZ and x and −x lie in the two separate
components of XR. As remarked in the introduction, the fact that Q|Ker(M) is indefinite implies
that XR ∩
{
x ∈ Rd :M (x) = b
}
is non compact for every b ∈ Rs, in particular this implies that
XR ∩
{
x ∈ Rd :M (x) = b
}
is non empty for every b ∈ Rs or, in other words, that {M (x) : x ∈ XR} =
Rs and so we are done. 
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