Introduction
Image encryption is an effective process to provide secure transfer of valuable digital multimedia contents such as personal photograph album, video conference and electronic publishing over insecure networks. The term "secure" corresponds to two aspects; accessibility of legitimated user and confidentiality of digital content. Further, Shannon describes a system "secure" if the system has confusion and diffusion properties [1] . The image encryption process can be defined as invisible altering operation of the content under the scope of this term. Briefly, a proper image encryption scheme should satisfy features: simplicity, having low computational cost, support for large key space, easy key generation (i.e. asymmetric encryption key pairs), sensitivity to system parameters and initial conditions (avalanche property), confusion and diffusion (properties of ideal cipher), zero correlation between plain and cipher image, faultlessly reversible (no data loss), being practical (real-time image transfer over Internet). Text based information encryption methods like DES, AES, RSA etc. are not convenient for real time image encryption. The methods deprive adequate confusion and diffusion properties between plain and cipher image pixels. One of the solutions to satisfy these requirements is chaotic image encryption method. Chaotic properties such as ergodicity, quasi-randomness, sensitivity dependence on initial conditions and system parameters, topological transitivity motivated chaotic encryption as an alternative for traditional encryption methods [2] . The purpose of this paper is to design a new algorithm to handle all the requirements of a well enough image encryption process. In this work, we embedded a self-diagonal shuffle to one-dimensional chaotic system. This improvement provides not only simplicity but also has acceptable security level for applications. In addition, the self-diagonal shuffle puts a solution forward to window frame security weakness problem of multimedia contents. The rest of the paper is organized as follows; in Section 2 we give a brief background information about chaotic image encryption. We propose a new chaotic image encryption algorithm with self-diagonal shuffler in Section 3. In Section 4, we present security analysis and experimental results. Finally, we conclude the paper with Section 5.
Background Information and Related Works
Chaos theory describes the behavior of certain nonlinear dynamical systems that under certain conditions exhibit a phenomenon known as chaos. The dynamical systems consist of a set of possible states, with a rule that determines the present state in terms of past states. The states described by chaotic maps have domain (input) space equal to their range (output) space. The complex structure and initial value dependency of chaotic systems make chaotic maps suitable for image encryption [3] .
In order to transmit images over insecure channels, a variety of encryption processes have been proposed [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . They could be classified into three major types: position permutation, value transformation and visual transformation [4] . Chaotic system based encryption is one of the branches of visual transformation type. There were several ideas using chaotic systems for both text and image encryption [9] [10] [11] [12] [13] [14] [15] [16] [17] . In 1998, chaos cryptography on text based encryption approach has been declared by Baptista, [9] . He encrypted a plain text with sequences of chaotic iterations based on a simply one dimensional chaotic map. In the same year, Fridrich, [10] used two dimensional standard Baker map for encryption purposes. Baptista insisted on one-dimensional systems having advantages of computational efficiency and simplicity over other high-dimensional chaotic systems, whose dynamics reconstruction might be difficult. Successive researches exposed that some of the one-dimensional chaotic systems have drawbacks and leak points in security; therefore, these systems are not self-sufficient with regard to their small key space and low security level [11, 12] . Multi-dimensional chaotic cryptosystems have been proposed to be an alternative for one-dimensional chaotic cryptosystems; unfortunately, they have faced a tradeoff to satisfy security requirements or having simplicity and efficiency properties of one-dimensional chaotic cryptosystems. Yen and Guo's BRIE, [13] is one of the proposed methods that strengthens one-dimensional chaotic systems; it is based on pseudo-random binary sequence controlled bit recirculation of pixels. Recently, in Gao, H. et al's [14] scheme used nonlinear chaotic map to overcome the major weaknesses . It satisfies uniform distribution property with structural parameters and initial value is used as encryption key in chaotic cryptosystem. There are some other methods that use extra dimension as a solution to the problem. In 2004, Chen G. et al., [15] proposed a symmetric image encryption; a two-dimensional chaotic map is generalized to three-dimensional form to design a real-time secure image encryption scheme. This approach employs three-dimensional map to shuffle the position of image pixels and uses another chaotic map to confuse the relationship between the encrypted and its original image. Afterwards, Gao, T. and Chen, Z., [16] proposed a new total shuffling algorithm differs from two-dimensional or threedimensional chaotic cryptosystems. The algorithm uses a kind of shuffling matrix to shuffle the position of the pixels and the states by a combination of Lorenz and Chen's chaotic system. In this section we briefly described background information and related works on chaotic image encryption. In the following section, we emphasize our approach to chaotic image encryption process.
Chaotic Image Encryption Algorithm with SelfDiogonal Shuffler
In this section we propose Chaotic Image Encryption Algorithm with Self-Diagonal Shuffler (CIEA-SDS), it is a onedimensional chaotic map and a self-diagonal shuffle function that satisfies security, simplicity and efficiency.
Chaotic Map
CIEA-SDS is a symmetric image encryption algorithm using a simple one-dimensional logistic map. This chaotic map is formerly used by Baptista, [9] for encryption purposes. Logistic map is defined as; xn+1=(xn.β)(1-xn).
Where xn (0,1) and (3.57, 4.0). The parameter in the equation is the chaotic behavior control parameter. Between these intervals, the logistic map has chaotic system characteristics. The chaotic interval of logistic map can be seen obviously in Figure 1 . It should be noted that, white vertical zones on the figure are also out of the chaotic interval. The logistic map is used to generate encryption key, chaotic data sequence and initial diagonal of plain image.
Self-Diagonal Shuffler (SDS)
The two main purposes of self-diagonal shuffler (SDS) are to provide diffusion of cipher data and to increase the confusion level. SDS operates on diagonal sliced image data according to the coordinates which are determined from encryption key value.
The SDS procedure on plain image (for instance 250x250 Lena) is as follows; Figure 1 . Logistic map. (http://en.wikipedia.org/wiki/Logistic_map) SDS firstly determines the initial coordinate (IC), and IC determines initial diagonal of the plain image. Then, with respect to initial diagonal, the plain image will be processed diagonally in counter-clockwise order. The IC is calculated from chaotic map selected for encryption. As mentioned before, the logistic map is used in our scheme. The IC(x,y) is derived from the first 6 significant digits of x71 value. The modulo 250 of the first triple digit will be initial row coordinate (ICx) and the modulo 250 of the last triple digit will be initial column coordinate (ICy). The IC(x,y) calculation is done only once for whole image encryption process. The IC also determines the initial plain data block to be encrypted. The plain image is diagonally encrypted according to this reference point. To clarify the SDS, the encryption process is demonstrated in Figure 2 . IC(x,y) points to the pixel F. F'=Enc(F), F' will be the first pixel of cipher image. The following pixel K (the diagonal neighbor of F) will be the following pixel of cipher image. And the following pixel to be encrypted will be the pixel P (the diagonal neighbor of K) and so on. The diagonal encryption (SDS) will end when cipher image is done. For the case IC (8, 83) , the pixel at coordinate (8, 83 ) is encrypted and the (0, 0) coordinated pixel of cipher image is obtained. The coordinate of the following pixels will be (9, 84) and this will bring out the (0, 1) coordinated pixel of cipher image. This iteration will continue up to the encryption of (7, 82) coordinated pixel and will be completed at (249, 249) coordinated pixel of cipher image. The decryption operation is quite similar to the encryption. After the IC calculation from the symmetric key, the cipher image will be decrypted row by row and the plain image is obtained diagonally from the IC. For the given example above, the (0, 0) coordinated pixel will be decrypted and plain image (8, 83) pixel will be obtained.
The Algorithm
The proposed algorithm is a symmetric encryption algorithm that uses the same key for encryption and decryption purposes. This section of the paper includes definition of the chaotic image encryption algorithm steps and its flow chart ( Figure 3 ).

Step 1: The logistic map parameters; β and x 0 compose the encryption key. Set encryption key from chaotic interval of logistic map.
Step 2: Do 70 times of chaotic iteration (1) and obtain the decimal fraction x70.
Step 3: If the encryption process is finished then go to step 6; otherwise call the chaotic iteration once. For example, the first occurrence of step 3,x71 double value will be generated. The algorithm uses only its first 15 significant digit. 
Step 4: Divide the 15 digits into five triple digits. The first and second triple digits are used for the SDS to calculate initial coordinates. For the remaining triple digits, Do mod 256 operations. At the end of the step 4, 3 bytes of chaotic data and the IC for the SDS are generated.
Step 5: Do the XOR operation using the 3 bytes of chaotic data and 3 bytes of image data which is taken according to the SDS. At the end of step 5, 3 bytes of cipher image is generated. 
Step 6: Pass the encrypted image through the insecure network. 
Step 7: Pass the encryption key through the secure network.
Step 8: End.
Application, Security Analysis and Comparison
In this section we present experimental results and analysis of the proposed algorithm. Statistical analysis, information entropy and correlation analysis, key space and the effects of using SDS to the security are discussed in details. The Ekey = (α, x0) = (3.9999995, 0.987654321012345), encryption key pair is used. In key sensitivity analysis, x0'=0.987654321012346 value is used for wrong encryption key pair (Figure 4 ). The performed experiments were done on 1.70 GHz Intel Pentium (IV), 512 MB memory and 40 GB HDD capacities. It can be seen from Figure 4 , decrypted image is clear and decryption performed without any corruption. It also presents the key sensitivity; the minor change in decryption key causes major difference on the decrypted image. 
Statistical analysis
The proposed algorithm provides uniformity distribution property for the diffusion effect. Statistical analysis on plain image and cipher image histograms are demonstrated in Figure 5 . Figure 5 . Histograms of image data.
Information entropy
Shannon [1] , defined entropy value as a measure of the average information content associated with a random outcome. The entropy H (m) of an information set m is;
(2) P (mi): probability of mi, N: number of information set.
The entropy H(m) will be 8.0 when 2 8 distinct information have same probability of existence in source sets. The 8.0 value is the optimal value of information entropy, corresponding truly random source. At the end of the encryption process; information set entropy should be close to this optimal value. The larger distance of entropy to the optimal value 8.0 causes weak security as it increases predictability of the plain image from cipher image. In case of entropy being less than 8, predictability of the plain image from the cipher image will increase and threat the security [1, 11] . The entropy value of CIEA-SDS on Lena cipher image is 7. 99676, which is very close to the optimal value. So that this quite small information leakage in the encryption process is negligible and the process is supposed to be robust against the entropy attacks.
4.3
Correlation analysis of Two Adjacent Pixels To avoid statistical cryptanalysis of the cipher image, the proposed algorithm is examined under correlation tests. This test is done with randomly selected 1000 pairs of two adjacent vertical, horizontal and diagonal pixels from plain image and cipher image and the results are given in Figure 6 . Figure 6 . The correlation analysis of the two diagonally adjacent pixels images.
Correlation coefficients may change between -1 and 1. If there is strong relationship between the adjacent values, the correlation coefficient tends to be 1, and if there is no relationship between the adjacent values, the correlation coefficient is 0 or very low. To make sense, crosscheck of the corresponding correlation coefficients with Gao H. et al., [10] is also given in Table 1 . As mentioned in Section II, Gao, H. et al used a nonlinear chaotic map as; xn+1 =λ.tg(α.xn).
(1-xn) β, xn (0,1), n =0,1,2,...
to satisfy uniform distribution property. It is clear that embedded SDS provides a qualitative distribution on cipher image with simpler chaotic map (1). The entropy and correlation analysis are also done on number of images of the USC-SIPI image database to confirm the robustness. A sample subset is given in Table 2 . The encryption has been done using the secret key 0.987654321012345. Results of experiments suggest that entropy values are not far away from optimal value and the adjacent pixels on cipher image are distributed fairly. 
Key Space
The key space of the algorithm is limited to the defined intervals on the domain given in the previous section. The encryption key must be chosen between these chaotic intervals.
The iterative structure of the chaotic encryption algorithmsthe number of chaotic iterations-also affects the number of possible encryption keys. The key space depends on the chosen chaotic map. As the small key space of the logistic map, the number of chaotic iteration on proposed algorithm is reduced to use the key space effectively. The algorithm is designed to allow different chaotic maps.
4.5
The effect of self-diagonal shuffler to the security The chaotic interval sensitivity of secure encryption key is another important subject in chaotic encryption systems. The experiments to determine encryption key present that chosen key may not satisfy chaotic properties and desired security level [17] . Self-diagonal shuffler (SDS) provides partial security level to the presence of this problem in chaotic image encryption schemes. The effect of SDS embedded to a simple iterative chaotic encryption algorithm is obvious from Figure 7 . As mentioned before, image encryption algorithm might provide a cipher image with minimal disclosure of information about plain image. Similar consecutive pixel blocks are not rare on delivered multimedia, and especially video streams occasionally have same plain window frame. These recurrent data blocks may expose information for encryption key and cipher image with plain image attacks. Adapting SDS mechanism will serve to the encryption algorithm by providing an average level of diffusion. In Figure 8 , blank image with window frame and the SDS effect are given.
(a) (b) Figure 3 . (a) Blank image with window frame; (b) SDS effect on the frame.
The diffusion of the frame-recurrent data block-is obvious. It can be seen from correlation coefficients given in Table 2 ; SDS has positive effect on correlations of adjacent pixels. Although SDS enforcement slightly differs at horizontal adjacent pixels for the blank image, the vertical and diagonal correlation coefficient results are remarkable. 
Conclusion
This paper has discussed on the improvement of onedimensional chaotic map image encryption process. In spite of their computational efficiency and simplicity properties meeting fundamental requirements of image encryption, onedimensional chaotic system is not self-sufficient with regard to its small key space and low security level in image encryption process.
The proposed algorithm CIEA-SDS is based on a onedimensional chaotic map called logistic map. The logistic map has simple and practical structure with sensitivity to system parameters and initial conditions.
The key space weakness of logistic map is considered and number of chaotic iteration in CIEA-SDS is minimized without any compromise in security issues. Information entropy and statistical analysis emphasized that CIEA-SDS provides zero correlation between plain image and cipher image. Consequently, analysis clearly illustrate that CIEA-SDS is an appropriate algorithm for the secure image transmission.
