In a famous paper 8] Hammersley investigated the length L n of the longest increasing subsequence of a random n-permutation. Implicit in that paper is a certain one-dimensional continuous-space interacting particle process. By studying a hydrodynamical limit for Hammersley's process we show by fairly \soft" arguments that limn ?1=2 EL n = 2. This is a known result, but previous proofs (Vershik -Kerov 14]; Logan -Shepp 11]) relied on hard analysis of combinatorial asymptotics.
Introduction
An increasing subsequence i 1 ; i 2 ; : : :; i k of a permutation i ! (i) is a subsequence such that i 1 < i 2 < : : : < i k ; (i 1 ) < (i 2 ) < : : : (i k ):
For instance, the permutation . The purpose of this paper is to point out that this result follows from a hydrodynamical limit theorem for a certain interacting particle process which we name Hammersley's process. This is a continuous-space process, informally speci ed as follows. At each time there is a locally nite con guration of particles on R + . There is a space-time Poisson process of \events"; when an event occurs at position x, the nearest particle to the right of x is moved to position x. Sections 2.1 and 2.2 relate the limit constant c lim n n ?1=2 EL n to a limit constant involving Hammersley's process (the ideas in these sections are implicit in Hammersley 8] ). The main result, Theorem 5, is stated in section 2.3, where we also give the heuristic hydrodynamical argument that c = 2, and outline the structure of the proof, which occupies the remainder of section 2. Our results for Hammersley's process are in many ways analogous to standard results for the (simple, completely asymmetric) exclusion process, due to Rost 12] and related in detail in Chapter 8 of Liggett 10] .
In the original version of the paper we did not have a \process" proof of c 2, instead presenting an unpublished proof of Vershik -Kerov which uses Young tableaux to show EL n 2 p n for all n 1. An anonymous referee provided a proof of c 2 using Hammersley's process, and we thank the referee for allowing us to use the proof (section 2.5), and for other suggestions on improving the exposition, including a simpli ed proof of Lemma 12.
Current knowledge of asymptotics of the distribution of L n is recorded in section 3.
2 Hammersley's process 2.1 Superadditivity and the planar Poisson process representation
The ideas in section 2.1 are due to Hammersley 8] , and were one of the motivations for the development of subadditive ergodic theory. They are now a textbook application of that theory (see 6] sec 6.7).
Consider n points (x i ; t i ) in the rectangle 0; x] 0; t] with all coordinates distinct. The set of points speci es a permutation by:
the point with i'th smallest t-coordinate has the (i)'th smallest x-coordinate. ( The set of points in gure 1 speci es the permutation (1) .) The length l( ) of the longest increasing subsequence of equals the maximal number of points on an up-right path from (0; 0) to (x; t), i.e. the maximal length l of a sequence (i j ) such that x i 1 < x i 2 < : : : < x i l ; t i 1 < t i 2 < : : : < t i l : Figure 1 shows the path through the points corresponding to the increasing subsequence (2) . to (x; t). 
De ne g(t) = EL % (t; t):
By considering paths from (0; 0) to (t + s; t + s) via (t; t) we see that g is superadditive:
g(t + s) g(t) + g(s); s; t 0:
This implies that, de ning c = lim sup g(t)=t, we have g(x)=x ! c (6) g(x) cx; x 0: (7) Moreover ( 6] sec. 6.7) the subadditive ergodic theorem can be applied to L % (t; t) to show t ?1 L % (t; t) ! c a.s.
and simple estimates show 1:59 < c < 2:49. and where only nitely many particles are allowed in a nite interval. We use the phrase \particle con guration" instead of \point process" to avoid confusion with the space-time point process N. Give the space of distributions on particle con gurations the usual topology of weak convergence for point processes.
Consider, as in gure 1, a set of points (x i ; t i ) in the rectangle 0; x ] 0; t ], and for (x; t) in that rectangle let l % (x; t) be the maximal number of points on an up-right path from (0; 0) to (x; t). For each t, the function x ! l % (x; t) is the counting process associated with some particle con guration on 0; x ]. Ordering the points (x i ; t i ) so that 0 < t 1 < t 2 < : : :, the particle con guration changes only at times t i . Fix t i and let the particles at time t i ? be at positions 0 < 1 < 2 < : : : < m < x and suppose x i 2 ( j ; j+1 ), where we interpret 0 = 0 and m+1 = x . From the de nition of l % (x; t), the only values of x for which l % (x; t i ) could di er from l % (x; t i ?) are those with x 2 x i ; j+1 ), and for such x we have l % (x; t i ) ? l % (x; t i ?) = 1. So at time t i the particle con guration becomes 0 < 1 < : : : < j < x i < j+2 < : : : In words, at time t i the particle nearest to the right of x i is moved to position x i , and if no such particle exists then a new particle is created at x i .
We can apply this deterministic correspondence in the random setting of section 2.1, where L % (x; t) is the maximal number of points of the spacetime Poisson process N on an up-right path from (0; 0) to (x; t). For xed t the process x ! L % (x; t) is the counting process associated with some random con guration of particles on R + . If we x x and consider only the particles in 0; x ], their time-evolution can be described as follows.
Rule 1 At the times of a Poisson (rate x ) process in time, a point U is chosen uniformly on 0; x ], independent of the past, and the particle nearest to the right of U is moved to U, with a new particle created at U if no such particle exists in 0; x ].
What's really going on is that L % de nes a particle process on R + whose time-evolution can be described informally as Rule 2 For each interval x; x + dx] at time t, with probability dx dt the nearest particle to the right of x is moved to x by time t + dt where x; t > 0. Rule 1 is the most elementary formalization of Rule 2.
Such processes are implicit in Hammersley 8] , so a particle process evolving by Rule 2 on some interval we call Hammersley's process. In the language of interacting particle systems, a construction of such a process via In particular, the distribution of L % (x; t) depends only on the product tx.
2.3 The hydrodynamic heuristic, and outline of proof Of course (a) is already known via 14, 11], but our purpose is to give an independent \interacting particles" proof which establishes (a) along with the new result (b). The proof occupies the remainder of section 2, but let us rst give a simple heuristic argument. Suppose the spatial process around position x at time t approximates a Poisson process of some rate (x; t). ; w(0; x) = w(t; 0) = 0 (9) whose solution is w(x; t) = 2 p tx. (Note that \2" is not an arbitrary constant: no other constant will serve.) So c = 2, and then (x; t) = p t=x, so that (at; t) = a ?1=2 , giving (b).
\Hydrodynamics" refers to the idea that Hammersley's process should asymptotically be distributed locally like some Poisson process. This idea underlies the entire proof, but the actual proof gives separate arguments for 2.4 Hammersley's process on R By Hammersley's process on R, the doubly-in nite space line, we mean a particle con guration on R evolving according to Rule 2, where now ?1 < x < 1. More precisely (cf. Rule 1) we mean any process whose restriction to each space interval x 0 ; x 1 ] evolves as (i) there is some arbitrary set of times at which the leftmost point (if any) in the interval is removed (ii) there is a Poisson process (rate x 1 ? x 0 ) of times at which a point U is picked uniformly on x 0 ; x 1 ] and the nearest particle to the right of U is moved to U, creating a new particle if necessary.
It is not quite obvious that such processes exist (e.g. if we tried to start with only a nite number of particles, they would be instantly pulled to ?1), but we can use the graphical representation as a construction. Proof. The only issue is to check that N(x; t) is a.s. nite, and in view of (10) it is enough to check L % ((z; 0); (x; t))
?z ! 0 a.s. as z ! ?1:
By scaling and (6) 
Lemma 7 A nite intensity distribution is invariant and translation-invariant for Hammersley's process on R i it is a mixture of the ( ).
This is analogous to the fact ( 10] Theorem 8.3.9(a)) that the invariant and translation-invariant distributions for the exclusion process are precisely the mixtures of Bernoulli processes. Since the proof uses only standard ideas we shall merely outline it.
Outline proof of Lemma 7. Consider the \ nite" version of Hammersley's process in which a xed number K of particles occupy random positions on the circle of circumference C, and where the time-dynamics are as Rule 2 with \nearest particle clockwise" in place of \nearest particle to the right". This process is doubly-stochastic and so has uniform stationary distribution. Taking weak limits as C ! 1 with K=C ! shows that is indeed invariant for Hammersley's process on R. Conversely, suppose is invariant and translation-invariant, and suppose also is spatially ergodic with rate . Consider the natural coupling between two versions of Hammersley's process, which at time 0 are independent with distributions and , and which evolve using the same space-time Poisson process N. Particles which become matched stay matched. The coupled processes at time t are translation-invariant, so have some spatial rate d(t) of unmatched particles, where d(t) is non-increasing in t. Suppose d(t) ! d > 0. Then by taking a subsequential weak limit of the coupled processes and using that as an initial joint distribution, we would get coupled processes with distributions and such that d(t) = d for all t 0. But this is impossible, because for a nite space interval I containing an unmatched particle from each process, there is always some possible pattern of points of N in I 0; 1] which would match the particles. Thus d(t) ! 0 and so = . The non-ergodic case follows by conditioning on the spatial ergodic -eld. 2 Figure 3 shows space-time trajectories of particles in Hammersley's process on R run with distribution 1 .
The next lemma is a space-time interchange property for Hammersley's process on R (cf. Lemma 3). Given a version N(x; t) of Hammersley's process on R, the idea is to de neN by interchanging space and time in the trajectory picture, i.e. by re ecting gure 3 about the 45 o diagonal. Precisely, de neN (x; t) = number of particles which exit the space interval (t; 1) during the time interval (0; x]: (13) Lemma 8 Let N be Hammersley's process on R, with the invariant distribution , run for time ?1 < t < 1. De neN as at (13) . ThenN is Hammersley's process on R with the invariant distribution 1= .
Proof. As at (11) , given N( ; t 0 ) we can de ne Hammersley's process on R Interchanging space and time, this implies thatN satis es (14) and so is a version of Hammersley's process on R. ThenN inherits from N invariance and translation-invariance, so by Lemma 7 its marginal distribution is a mixture of Poissons. To identify the process x !N(x; 0) as 1= it is enough to check that the process has rate 1= and that the conditional rate, given an event at x = 0, is also 1= . RecallN(x; 0) is the number of particles which cross position 0 during time 0; x]. The unconditional rate is clearly E 1 , where ? 1 is the position of the nearest particle to the left of 0 at time 0, and 1 has exponential( ) distribution, so the rate is 1= as required. A straightforward calculation shows that, conditional on a particle crossing 0 at time 0, the position ? 1 to which it goes is such that 1 also has exponential( ) distribution, and so the conditional rate is also 1= .
The upper bound c 2
The referee observed that it is now rather simple to prove c 2. The key idea is that Hammersley 
A coupling construction
As a preliminary to the proof of the lower bound, we develop another coupling construction. For random particle con gurations 1 ; 2 , write 1 2 if the set of particles of 1 is a subset of the set of particles of 2 , and write 2.7 Proof of Theorem 5
We now combine ingredients to complete the proof of Theorem 5. For each t > 0 let t be the distribution of N + ( + t; t), considered as a particle con guration on R. Lemma 11 implies that ( t ) is tight as t ! 1, and that any subsequential limit is a nite intensity process.
Lemma 12 If t j ! 1 and t j ! for some limit , then is translationinvariant and is an invariant distribution for Hammersley's process on R.
Proof. Write N( ; 0) for a particle con guration with distribution , and N(x; t) for Hammersley's process on R started with initial distribution N( ; 0). 
by using Lemma 11 to show that E(N + (t j +x+z; t j +t)?N + (t j +z; t j +t)) and E(N + (t j + x; t j + t) ? N + (t j ; t j + t)) have the same limit. Combining and since E 1 we have shown c 2. But we already proved c 2, so we have c = 2. And now (21) and (20) imply E = 1 and then P( = 1) = 1.
Thus every subsequential weak limit in Lemma 12 must be 1 , and then by tightness t ! 1 . This is the \hydrodynamical limit" assertion of Theorem 5(b) in the special case a = 1, and the general case follows from the scaling property, Lemma 4.
Final remarks
When presenting this material in talks we are invariably asked what is known about the asymptotic distribution of L n , beyond the fundamental fact that n ?1=2 L n ! 2 in L 1 , so we end with some discussion of current knowledge. It turns out that Theorem 5 can be combined with \soft" arguments to give several formally new, but not unexpected, results such as (23,24). We may present the details elsewhere 1].
(a) Concentration inequalities. There has been recent work using martingale concentration inequalities and more general \concentration of measure" techniques to bound the spread of L n . The latest result, due to Talagrand 
Indeed, the \Poissonized" version of this assertion follows immediately from superadditivity and Theorem 13, though we have not attempted to write out details of a dePoissonization argument. On the other hand we can show rigorously that n ?1=2 log P(L n < c 0 n 1=2 ) ! ?1; c 0 < 2:
The argument is very similar to the corresponding result in rst-passage percolation (see Kesten 9] Thm. 4.3).
(c) Sharper asymptotics of EL n . We can also use \soft" arguments to
show that Theorem 5 implies * * * * * ************ * ************* * * * * * * * * *********** ******* *** * * * * *********** * * * * * * * * * * * ***** * * * **** * *** 
