Operator E-norms and their use by Shirokov, M. E.
ar
X
iv
:1
80
6.
05
66
8v
4 
 [m
ath
.FA
]  
18
 Fe
b 2
01
9
Operator E -norms and their use
M.E. Shirokov∗
Abstract
We consider a family of norms (called operator E -norms) on the algebraB(H)
of all bounded operators on a separable Hilbert space H induced by a positive
densely defined operator G on H. Each norm of this family produces the same
topology on B(H) depending on G. By choosing different generating operator G
one can obtain operator E -norms producing different topologies, in particular,
the strong operator topology on bounded subsets of B(H).
We obtain a generalised version of the Kretschmann-Schlingemann-Werner
theorem, which shows continuity of the Stinespring representation of CP linear
maps w.r.t. the energy-constrained cb-norm (diamond norm) on the set of CP
linear maps and the operator E -norm on the set of Stinespring operators.
The operator E -norms induced by a positive operator G are naturally defined
for linear operators relatively bounded w.r.t. the operator
√
G and the linear
space of such operators equipped with any of these norms is a Banach space.
We obtain explicit relations between the operator E -norms and the standard
characteristics of
√
G-bounded operators. The operator E -norms allow to obtain
simple upper estimates and continuity bounds for some functions depending on√
G-bounded operators used in applications.
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1 Introduction
The algebra B(H) of all bounded linear operators on a separable Hilbert space H,
some its subalgebras and subspaces are basic objects in different fields of modern
mathematics and mathematical physics [4, 10, 12]. In particular, B(H) appears as
an algebra of observables in the theory of quantum systems while unital completely
positive maps between such algebras called quantum channels play the role of dynamical
maps in the Heisenberg picture [6, 25, 27].
The variety of different topologies on B(H), relations between them and their
”physical” sense are well known for anybody who is interested in functional analysis,
theory of operator algebras, mathematical and theoretical physics.
In this article we describe families of norms on B(H) producing different topologies
on B(H), in particular, the strong operator topology on bounded subsets of B(H).
These norms depending on a positive densely defined operator G were introduced
in [17] for quantitative analysis of continuity of the Stinespring representation of a
quantum channel with respect to the strong convergence of quantum channels and the
strong operator convergence of Stinespring isometries.1
Now we consider these norms (called the operator E -norms) in more general context
(assuming that G is an arbitrary positive operator). In Section 3 we consider equivalent
definitions and basic properties of the operator E -norms. We obtain explicit relations
between the operator E -norms and two equivalent norms on B(H) also induced by
a positive operator G (one of them is commonly used in analysis of
√
G-bounded
operators).
The operator E -norms make it possible to obtain a generalization the Kretschmann-
Schlingemann-Werner theorem. The original version of this theorem presented in [8]
shows continuity of the Stinespring representation of a completely positive (CP) linear
map with respect to the norm of complete boundedness (cb-norm in what follows)2
on the set of CP maps and the operator norm on the set of Stinespring operators.
Our aim was to obtain a version of this theorem for other (weaker) topologies on the
sets of CP maps and corresponding Stinespring operators, in particular, for the strong
convergence topology on the set of CP maps and the strong operator topology on the
set of Stinespring operators. By using the operator E -norms one can upgrade the
proof of the Kretschmann-Schlingemann-Werner theorem without essential changes.
The generalised version of this theorem and its corollaries are presented in Section 4.
In Section 5 the operator E -norms induced by a positive operator G are extended
to linear operators relatively bounded w.r.t. the operator
√
G. We prove that the
linear space of such operators equipped with any of these norms is a Banach space. Its
subspace consisting of all operators with zero
√
G-bound is the completion of B(H)
w.r.t. any of the operator E -norms. We obtain explicit relations between the operator
E -norms and the standard characteristics of
√
G-bounded operators.
1Other applications of the operator E -norms are presented in the recent papers [19, 20].
2It is also called the diamond norm in the quantum information theory [1, 27].
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The operator E -norms allow to obtain simple upper estimates and continuity bounds
for some functions depending on
√
G-bounded operators used in applications.
As a basic example we consider the operators associated with the Heisenberg Com-
mutation Relation.
2 Preliminaries
Let H be a separable infinite-dimensional Hilbert space, B(H) – the algebra of all
bounded operators on H with the operator norm ‖·‖ and T(H) – the Banach space of
all trace-class operators on H with the trace norm ‖·‖1 (the Schatten class of order 1)
[4, 12]. Let T+(H) be the cone of positive operators in T(H). Trace-class operators
will be usually denoted by the Greek letters ρ, σ, ω, ... The closed convex subsets
T+,1(H) = {ρ ∈ T+(H) |Trρ ≤ 1} and S(H) = {ρ ∈ T+(H) |Trρ = 1}
of the cone T+(H) are complete separable metric spaces with the metric defined by
the trace norm. Operators in S(H) are called density operators or states, since any ρ
in S(H) determines a normal state A 7→ TrAρ on the algebra B(H) [4, 6]. Extreme
points of S(H) are 1-rank projectors called pure states.
Denote by IH the unit operator on a Hilbert space H and by IdH the identity
transformation of the Banach space T(H).
We will use the Dirac notations |ϕ〉, |ψ〉〈ϕ|,... for vectors and operators of rank 1
on a Hilbert space (in this notations the action of an operator |ψ〉〈ϕ| on a vector |χ〉
gives the vector 〈ϕ|χ〉〈ψ|) [6].
We will pay a special attention to the class of unbounded densely defined positive
operators on H having discrete spectrum of finite multiplicity. In Dirac’s notations any
such operator G can be represented as follows
G =
+∞∑
k=0
Ek|τk〉〈τk| (1)
on the domain D(G) = {ϕ ∈ H | ∑+∞k=0E2k |〈τk|ϕ〉|2 < +∞}, where {τk}+∞k=0 is the
orthonormal basis of eigenvectors of G corresponding to the nondecreasing sequence
{Ek}+∞k=0 of eigenvalues tending to +∞. We will use the following (cf.[29])
Definition 1. An operator G having representation (1) is called discrete.
The set S(H) is compact if and only if dimH < +∞. We will use the following
Lemma 1. [5] If G is a discrete unbounded operator on H then the set of states ρ
in S(H) satisfying the inequality TrGρ ≤ E is compact for any E ≥ inf‖ϕ‖=1〈ϕ|G|ϕ〉.
We will also use the following results from the convex analysis.
Lemma 2. [26] Let H be a finite-dimensional Hilbert space and G a positive
semidefinite operator on H. If the convex set VG,E .= {ρ ∈ S(H) |TrGρ = E} is
nonempty then all its extreme points are pure states.
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Proof. By using the fact that any closed convex set in a finite-dimensional linear
space is a union of the relative interior of its faces [14, Theorem 18.2], one can show
that any face F of VG,E is the intersection of some face F∗ of S(H) and the hyperplane
determined by the equality TrGρ = E. Since the faces of S(H) have dimensions 0,
3, 8, etc. [3, Ch.8], it follows that dimF = 0 implies dimF∗ = 0. Hence all extreme
points of VG,E are extreme points of S(H), i.e. pure states. 
Lemma 3. [28] If f is a concave nonnegative function on [0,+∞) then for any
positive x < y and any z ≥ 0 the inequality xf(z/x) ≤ yf(z/y) holds.
3 Operator E -norms on B(H)
Let G be a positive semidefinite operator on H with a dense domain D(G) such that
inf {‖Gϕ‖ |ϕ ∈ D(G), ‖ϕ‖ = 1} = 0. (2)
For given E > 0 consider the function on B(H) defined as
‖A‖GE .= sup
ρ∈S(H):TrGρ≤E
√
TrAρA∗, (3)
where the supremum is over all states ρ in S(H) satisfying the inequality TrGρ ≤ E.3
The following proposition is proved in [17].4
Proposition 1. The function A 7→ ‖A‖GE defined in (3) is a norm on B(H). For
any operator A ∈ B(H) the following properties hold:
a) ‖A‖GE tends to ‖A‖ as E → +∞;
b) the function E 7→ [‖A‖GE]p is concave and nondecreasing on R+ for p ∈ (0, 2];
c) ‖Aϕ‖ ≤ Kϕ‖A‖GE for any unit vector ϕ in D(
√
G), whereKϕ = max{1, ‖
√
Gϕ‖/√E}.
We will call the norms ‖ · ‖GE the operator E-norms on B(H).5 Property b) in
Proposition 1 shows that
‖A‖GE1 ≤ ‖A‖GE2 ≤
√
E2/E1‖A‖GE1 for any E2 > E1 > 0. (4)
Hence for given operator G all the norms ‖·‖GE, E > 0, are equivalent on B(H).
Remark 1. The definition of the operator E -norm is obviously generalized to
operators between different Hilbert spaces H and K. The norm ‖A‖GE of any bounded
3The value of TrGρ (finite or infinite) is defined as supnTrPnGρ, where Pn is the spectral projector
of G corresponding to the interval [0, n].
4In [17] condition (2) was not assumed. We use this assumption here, since it simplifies analysis of
the norms ‖·‖GE without reduction of generality (note that ‖A‖G+λIE = ‖A‖GE−λ for all A and λ > 0).
5In [17] the norms ‖·‖GE are called energy-constrained operator norms, since G is treated therein
as a Hamiltonian of a quantum system described by the Hilbert space H.
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linear operator A : H → K can be defined either by formula (3) in which the trace is
taken over the space K or by the equivalent formula6
‖A‖GE .= sup
ρ∈S(H):TrGρ≤E
√
TrA∗Aρ (5)
not depending on the space K at all (since the operator A∗A belongs to B(H)). It is
easy to see that all the above and below results concerning properties of the operator
E -norms remain valid (with obvious modifications) for this generalization. 
Since the set D(√G) is dense in H, property c) in Proposition 1 shows that the
topology generated by any of the norms ‖·‖GE on bounded subsets ofB(H) is not weaker
than the strong operator topology. On the other hand, it is not stronger than the norm
topology on B(H). The following proposition characterizes these extreme cases.
Proposition 2. A) The norm ‖·‖GE, E > 0, is equivalent to the operator norm ‖·‖
on B(H) if and only if the operator G is bounded.
B) The norm ‖ · ‖GE, E > 0, generates the strong operator topology on bounded
subsets of B(H) if and only if G is an unbounded discrete operator (Definition 1).
Proof. A) If G is a bounded operator then ‖·‖GE = ‖·‖ for any E ≥ ‖G‖.
If G is a unbounded operator and Pn is the spectral projector of G corresponding
to the interval [n,+∞) then ‖Pn‖ = 1 for all n. By noting that TrPnρ ≤ E/n for any
state ρ such that TrGρ ≤ E, it is easy to see that ‖Pn‖GE → 0 as n→ +∞.
B) The ”if” part of this assertion is proved in [17].
Assume there is a spectral projector of the operator G corresponding to a finite
interval [0, E0] with infinite-dimensional range H0. Since TrGρ ≤ E0 for any ρ in
S(H0), we have ‖A‖GE = ‖A‖ for any A ∈ B(H0) and E > E0. So, any of the norms
‖·‖GE, E > 0, generates the norm topology on B(H0) in this case .
Different types of operator convergence can be obtained by using the norm ‖·‖GE
induced by different operators G.
Example. Let H = H1 ⊕ H2 and G = G1 ⊕ G2, where Gk is a positive densely
defined operator on a separable Hilbert space Hk satisfying condition (2), k = 1, 2. By
using definition (3) and the triangle inequality it is easy to show that√
p
[‖AP1‖G1E ]2 + (1− p)[‖AP2‖G2E ]2 ≤ ‖A‖GE ≤ ‖AP1‖G1E + ‖AP2‖G2E (6)
for any p ∈ [0, 1], where Pk is the projector on the subspace Hk and ‖APk‖GkE , k = 1, 2,
are defined in accordance with Remark 1.
Assume that G1 is a discrete unbounded operator (Def.1) and G2 is a bounded
operator. Then it follows from (6) and Proposition 2 that{
‖·‖GE - lim
n→∞
An = A0
}
⇔
{
s.o.- lim
n→∞
AnP1 = A0P1
}
∧
{
‖·‖- lim
n→∞
AnP2 = A0P2
}
6Definition (3) is better than (5), since it can be extended to unbounded operators (see Section 5).
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for a bounded sequence {An} ⊂ B(H), where s.o.- lim denotes the limit w.r.t the strong
operator topology. So, in this case the norm ‖·‖GE generates a ”hybrid” topology on
bounded subsets of B(H) – some kind of the Cartesian product of the strong operator
and the norm topologies.
3.1 Equivalent definitions and equivalent norms
Recall that T+,1(H) denotes the positive part of the unit ball in T(H).
Proposition 3. A) For any A ∈ B(H) and E > 0 the supremum in definition (3)
can be taken over all operators in T+,1(H) satisfying the condition TrGρ ≤ E, i.e.
‖A‖GE = sup
ρ∈T+,1(H):TrGρ≤E
√
TrAρA∗, ∀A ∈ B(H). (7)
B) If G is a discrete operator (Def.1) then for any A ∈ B(H) and E > 0 the supremum
in (3) is attained at a pure state ρA in S(H) such that TrGρA ≤ E. This means that
‖A‖GE = sup
ϕ∈H1:‖
√
Gϕ‖2≤E
‖Aϕ‖ = ‖AϕA‖, ∀A ∈ B(H), (8)
for some unit vector ϕA such that ‖
√
GϕA‖2 ≤ E, where H1 is the unit sphere in H.
The unit sphere H1 in (8) can be replaced by the unit ball H≤1 of H.7
C) If the operator G is unbounded then for any A ∈ B(H) and E > 0 the condition
TrGρ ≤ E in (3) and (7) and the condition ‖√Gϕ‖2 ≤ E in (8) can be replaced,
respectively, by the conditions TrGρ = E and ‖√Gϕ‖2 = E.
Remark 2. Proposition 3A is not valid if the operator G doesn’t satisfy condition
(2). It implies the following equivalent definitions of the operator E -norms
‖A‖GE = sup
{√∑
i ‖Aϕi‖2
∣∣∣ {ϕi} ⊂ D(√G) :∑i ‖ϕi‖2 ≤ 1, ∑i ‖√Gϕi‖2 ≤ E} (9)
and
‖A‖GE = sup
{
‖A⊗ IKϕ‖
∣∣∣ϕ ∈ D(√G⊗ IK) : ‖ϕ‖ ≤ 1, ‖√G⊗ IKϕ‖2 ≤ E} , (10)
where K is a separable infinite-dimensional Hilbert space.
Proposition 3B shows that in the case of discrete operator G the supremum in
(9) can be taken over singleton collections {ϕi} and that the Hilbert space K in (10)
can be taken trivial (one-dimensional). Proposition 3C implies that the inequalities∑
i ‖
√
Gϕi‖2 ≤ E and ‖
√
G ⊗ IKϕ‖2 ≤ E in (9) and (10) can be replaced by the
corresponding equalities.
Proof of Proposition 3. A) Since S(H) ⊂ T+,1(H), it suffices to show that ” ≥ ”
holds in (7). Let ρ be an operator in T+,1(H) such that TrGρ ≤ E and r = Trρ. Then
7Here and in what follows we assume that ‖√Gϕ‖ = +∞ if ϕ is not contained in D(√G).
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ρˆ
.
= r−1ρ is a state such that TrGρˆ ≤ E/r. So, by using concavity of the function
E → [‖A‖GE]2 and Lemma 3 in Section 2 we obtain
TrAρA∗ = rTrAρˆA∗ ≤ r [‖A‖GE/r]2 ≤ [‖A‖GE]2 .
B) Assume that the operator G has form (1). For given n denote by Hn the linear
span of the vectors τ0, ..., τn−1, i.e. Hn is the subspace corresponding to the minimal
n eigenvalues of G (taking the multiplicity into account). Denote by Pn the projector
onto Hn. Let A be any operator in B(H). By using Lemma 2 in Section 2 it is
easy to show that all extreme points of the convex subset of S(Hn) determined by the
inequality TrGnρ ≤ E, where Gn = GPn, are pure states. It follows that the supremum
in definition (3) with A = APn is attained at a pure state for all n.
Thus, to prove that the supremum in definition (3) can be taken only over pure
states it suffices to show that
‖A‖GE = lim
n→+∞
‖APn‖GE .
By the triangle inequality, this relation follows from the vanishing of the sequence
‖AP¯n‖GE, where P¯n = IH − Pn, which can be shown by using the inequality
TrAP¯nρP¯nA
∗ ≤ ‖A‖2TrP¯nρ ≤ ‖A‖2E/En
valid for any state ρ satisfying the condition TrGρ ≤ E.
By Lemma 1 in Section 2 the set of pure states ρ satisfying the condition TrGρ ≤ E
is compact. Hence the supremum in (3) is attained at a pure state. 
C)8 We will show that the inequality TrGρ ≤ E can be replaced by the equality
TrGρ = E in (3). The other assertions are proved similarly.
Assume that there exist E > 0 and A ∈ B(H) such that
sup
ρ∈S(H):TrGρ=E
√
TrAρA∗ ≤ ‖A‖GE − ε (11)
for some ε > 0. Let ρε be a state such that
√
TrAρεA∗ > ‖A‖GE − ε/2 and TrGρε < E.
For each natural n > E there exist a state σn and a number pn ∈ (0, 1) such that
TrGσn ∈ (n,+∞) and TrG̺n = E, where ̺n = (1 − pn)ρε + pnσn. It is clear that
pn → 0 as n→ +∞. Hence TrA̺nA∗ tends to TrAρεA∗ contradicting (11). 
Consider the following two norms on B(H) depending on a positive parameter E:
‖A‖G◦,E = sup
{
‖Aϕ‖
∣∣∣ϕ ∈ D(√G), ‖ϕ‖ ≤ 1, ‖√Gϕ‖2 ≤ E} , (12)
and
‖|A‖|GE = sup
{
‖Aϕ‖
∣∣∣ϕ ∈ D(√G), ‖ϕ‖2 + ‖√Gϕ‖2/E ≤ 1} , (13)
8If ‖A‖GE < ‖A‖ then this assertion can be derived from properties a) and b) in Proposition 1.
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By Proposition 3 the norm ‖ · ‖G◦,E coincides with the operator E -norm ‖ · ‖GE provided
that G is a discrete operator. We will obtain relations between the norms ‖ · ‖G◦,E, ‖ · ‖GE
and ‖| · ‖|GE assuming that G is an arbitrary positive operator satisfying condition (2).
Denote by HGE the linear space D(
√
G) equipped with the inner product
〈ϕ|ψ〉GE = 〈ϕ|ψ〉+ 〈ϕ|G|ψ〉/E.
Since
√
G is a closed operator, HGE is a Hilbert space [12]. Then ‖|A‖|GE is the operator
norm of A treated as an operator from the Hilbert space HGE into the Hilbert space H.
So, for any separable Hilbert space K the norm ‖|A‖|GE is equal to the norm of A⊗ IK
as an operator from the Hilbert space HGE ⊗ K into the Hilbert space H ⊗ K. It is
easy to see that the Hilbert space HGE ⊗K coincides with the linear space D(
√
G⊗ IK)
equipped with the inner product 〈η|θ〉G⊗IKE = 〈η|θ〉+ 〈η|G⊗ IK|θ〉/E. It follows that
‖|A‖|GE = sup
{
‖A⊗ IKϕ‖
∣∣∣ϕ ∈ D(√G⊗ IK), ‖ϕ‖2 + ‖√G⊗ IKϕ‖2/E ≤ 1}
= sup
{√
TrAρA∗
∣∣∣ ρ ∈ T+(H),Trρ+ TrGρ/E ≤ 1} .
(14)
By using the definitions and expression (14) we obtain√
1/2‖A‖G◦,E ≤ ‖|A‖|GE ≤ ‖A‖G◦,E and
√
1/2‖A‖GE ≤ ‖|A‖|GE ≤ ‖A‖GE (15)
for any E > 0. It follows that√
1/2‖A‖GE ≤ ‖A‖G◦,E ≤ ‖A‖GE for any E > 0. (16)
These inequalities and inequality (4) imply that
‖A‖∗E1 ≤ ‖A‖∗E2 ≤
√
2E2/E1‖A‖∗E1 for any E2 > E1 > 0 (17)
and any A ∈ B(H), where ‖A‖∗E = ‖A‖G◦,E, ‖|A‖|GE.
Proposition 4. Let G be a positive operator on H satisfying condition (2).
A) The norms ‖·‖G◦,E1, ‖·‖GE2 and ‖|·‖|GE3 are equivalent on B(H) for any E1, E2, E3 > 0
B) E 7→ [‖A‖GE]2 is the smallest concave function on R+ majorizing the function
E 7→ [‖A‖G◦,E]2 for any A in B(H).9
Proof. Assertion A follows from the inequalities (4), (15), (16) and (17).
Let f(E) be a concave function on R+ such that
[‖A‖G◦,E]2 ≤ f(E) for any E > 0.
To prove assertion B it suffices, by Proposition 1, to show that
[‖A‖GE]2 ≤ f(E) for
any E > 0.
9In terms of convex analysis it means that E 7→ [‖A‖GE]2 is the concave hull (envelope) of the
function E 7→ [‖A‖G
◦,E
]2
.
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For any state ρ in S(H) with the spectral decomposition ρ = ∑i pi|ϕi〉〈ϕi| such
that TrGρ = E < +∞ we have
TrAρA∗ =
∑
i
pi‖Aϕi‖2 ≤
∑
i
pi[‖A‖G◦,Ei]2 ≤
∑
i
pif(Ei) ≤ f(E),
where Ei = ‖
√
Gϕi‖2 for each i. The last inequality follows from the concavity of f ,
since
∑
i piEi = E. This implies that
[‖A‖GE]2 ≤ f(E). 
In fact, all the norms ‖ · ‖G◦,E, ‖ · ‖GE and ‖| · ‖|GE are equivalent on the set of all linear
operators on H relatively bounded w.r.t. the operator √G, and each of these norms
makes this set a Banach space. Moreover the functions E 7→ ‖A‖GE and E 7→ ‖|A‖|GE are
completely determined by each other (Remark 6 in Section 5). The main advantages
of the operator E -norm ‖ · ‖GE in comparison with the norms ‖ · ‖G◦,E and ‖| · ‖|GE are the
following:
• the concavity of the function E 7→ [‖A‖GE]p for any p ∈ (0, 2];10
• the appearance of the norm ‖ ·‖GE in the generalized Kretschmann-Schlingemann-
Werner theorem (Section 4);
• the simple estimation of ‖Φ(A)‖GE via ‖A‖GE , where Φ : B(H) → B(H) is any
2-positive linear map satisfying the conditions of Proposition 5E (Section 3.2).
Remark 3. To show that the function E 7→ [‖|A‖|GE]p is not concave in general
for any p ∈ (0, 2] it suffices to consider two-dimensional Hilbert space H = C2 and the
operators
G =
[
1 0
0 0
]
and A =
[ √
2 0
0 1
]
.
It is easy to see that ‖|A‖|GE = 1 if E ∈ (0, 1] and ‖|A‖|GE =
√
2E/(E + 1) if E > 1.
The norms ‖·‖G◦,E and ‖·‖GE coincide onB(H) provided that G is a discrete operator
(Proposition 3). But if G is an arbitrary positive operator then the question of their
coincidence remains open. Some view on this question is described in the Appendix.
3.2 Basic properties of the operator E -norms
In the following proposition we collect properties of the operator E -norms used below.
Proposition 5. Let G be a positive densely defined operator on a Hilbert space H
satisfying condition (2) and E > 0.
A) ‖A‖GE = ‖|A|‖GE ≤
√
‖A∗A‖GE for all A ∈ B(H) but ‖A∗‖GE 6= ‖A‖GE in general;
10The function E 7→ [‖A‖G
◦,E
]2
is concave if and only if ‖A‖G
◦,E = ‖A‖GE for all E > 0 by Proposition
4B. The function E 7→ [‖|A‖|GE]p is not concave in general for any p ∈ (0, 2] by Remark 3 below;
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B) For arbitrary operators A and B in B(H) the following inequalities hold
m(A)‖B‖GE ≤ ‖AB‖GE ≤ ‖A‖‖B‖GE,
where m(A) is the infimum of the spectrum of the operator |A| = √A∗A.
C) For arbitrary operators A and B in B(H) such that 〈Aϕ|Bϕ〉 = 0 for any ϕ ∈ H
the following inequalities hold
max
{‖A‖GE , ‖B‖GE} ≤ ‖A+B‖GE ≤
√
[‖A‖GE ]2 + [‖B‖GE ]2.
D) For an operator ρ in T+,1(H) with finite Eρ .= TrGρ and any operators A and B in
B(H) the following inequalities hold
|TrAρB∗| ≤ ‖AρB∗‖1 ≤ ‖A‖GEρ‖B‖GEρ .
E) For any 2-positive map Φ : B(H)→ B(H) such that Φ(IH) ≤ IH having the predual
map11 Φ∗ : T(H) → T(H) with finite YΦ(E) .= sup{TrGΦ∗(ρ) | ρ ∈ S(H),TrGρ ≤ E}
and arbitrary operator A in B(H) the following inequalities hold 12
‖Φ(A)‖GE ≤
√
‖Φ(IH)‖ ‖A‖GYΦ(E) ≤
√
‖Φ(IH)‖KΦ ‖A‖GE, KΦ = max{1, YΦ(E)/E}.
Proposition 5 shows that the linear transformations A 7→ BA and A 7→ Φ(A) of
B(H), where B ∈ B(H) and Φ is a map with the properties pointed in part E, are
bounded operators w.r.t. the norm ‖·‖GE (in contrast to the transformation A 7→ AB).
Proof. Assertion B follows directly from the definition of the operator E -norm.
A) The equality ‖A‖GE = ‖|A|‖GE is obvious. The inequality ‖A‖GE ≤
√
‖A∗A‖GE
follows from the operator Cauchy-Schwarz inequality [TrA∗Aρ]2 ≤ [Tr[A∗A]2ρ][Trρ].
To show that ‖A∗‖GE may not coincide with ‖A‖GE take any operator G having form
(1). It is easy to see that ‖|τ0〉〈τn|‖GE =
√
E/En while ‖|τn〉〈τ0|‖GE = 1 for all E > 0.
C) It suffices to note that in this case Tr(A + B)ρ(A + B)∗ = TrAρA∗ + TrBρB∗
for any state ρ in S(H).
D) The first inequality is obvious. Let U be the partial isometry from the polar
decomposition of AρB∗, i.e. AρB∗ = U |AρB∗|. By using the operator Cauchy-Schwarz
inequality we obtain
‖TrAρB∗‖21 = [TrU∗AρB∗]2 ≤ [TrUU∗AρA∗][TrBρB∗] ≤ [TrAρA∗][TrBρB∗],
where that last inequality is due to the fact that UU∗ ≤ IH. By Proposition 3A the
right hand side of this inequality does not exceed
[
‖A‖GEρ‖B‖GEρ
]2
.
11The map Φ∗ is defined by the relation TrΦ(A)ρ = TrAΦ∗(ρ) for all A ∈ B(H) and ρ ∈ T(H).
Existence of Φ∗ is equivalent to normality of the map Φ, which means that Φ(supλAλ) = supλΦ(Aλ)
for any increasing net Aλ of positive operators in B(H) [4].
12If G is a Hamiltonian of a quantum system described by the space H and Φ is a quantum channel
(in the Heisenberg picture) then YΦ(E)/E is the energy amplification factor of Φ.
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E) By Kadison’s inequality and Proposition 3A we have
Tr[Φ(A)]∗Φ(A)ρ ≤ ‖Φ(IH)‖TrΦ(A∗A)ρ = ‖Φ(IH)‖TrA∗AΦ∗(ρ) ≤ ‖Φ(IH)‖
[‖A‖GYΦ(E)]2
for any A ∈ B(H) and any ρ ∈ S(H) such that TrGρ ≤ E (since the condition
Φ(IH) ≤ IH guarantees that Φ∗(ρ) ∈ T+,1(H)). This implies the first inequality. The
second inequality follows from (4). 
3.3 Properties of the E -norms related to tensor products
If G1 and G2 are positive densely defined operators on Hilbert spaces H1 and H2
satisfying condition (2) then G12 = G1 ⊗ I2 + I1 ⊗ G2 is an operator on the Hilbert
space H12 = H1⊗H2 with the same properties.1314 The following proposition contains
several estimates for the operator E -norms of product operators used in Section 4.
Proposition 6. Let G1, G2 and G12 be the operators described above.
A) For arbitrary operator A in B(H1) the following equalities hold
‖A⊗ I2‖G12E = ‖A⊗ I2‖G1⊗I2E = ‖A‖G1E
B) For arbitrary operators A ∈ B(H1) and B ∈ B(H2) the following inequalities hold
max
x∈(0,E)
‖A‖G1x ‖B‖G2E−x ≤ ‖A⊗ B‖G12E ≤ max
x∈(0,E)
√
‖A∗A‖G1x ‖B∗B‖G2E−x, (18)
and
‖A⊗ B‖G12E ≤ min
{‖A‖G1E ‖B‖, ‖A‖‖B‖G2E } . (19)
Proof. A) It suffices to note that Tr[|A|2 ⊗ I2]ρ12 = Tr|A|2ρ1 and that TrG12ρ12 =
TrG1ρ1 + TrG2ρ2 for any state ρ12 ∈ S(H12), where ρ1 = TrH2ρ12 and ρ2 = TrH1ρ12
are the partial states of ρ12.
B) For each x ∈ (0, E) and any ε > 0 there exist states ρ1 in S(H1) and ρ2 in
S(H2) such that
√
Tr|A|2ρ1 > ‖A‖G1x − ε, TrG1ρ1 ≤ x,
√
Tr|B|2ρ2 > ‖B‖G2E−x − ε and
TrG2ρ2 ≤ E−x. Then TrG12[ρ1⊗ρ2] ≤ x+E−x = E and
√
Tr[|A|2 ⊗ |B|2][ρ1 ⊗ ρ2] ≥
[‖A‖G1x − ε][‖B‖G2E−x − ε]. Since ε is arbitrary, this implies the left inequality in (18).
By the operator Cauchy-Schwarz inequality for any state ρ12 in S(H12) we have
Tr[|A|2 ⊗ |B|2]ρ12 ≤
√
Tr[|A|4 ⊗ I2]ρ12
√
Tr[I1 ⊗ |B|4]ρ12
=
√
Tr|A|4ρ1
√
Tr|B|4ρ2 ≤ ‖|A|2‖G1TrG1ρ1‖|B|2‖G2TrG2ρ2 .
Since TrG12ρ12 = TrG1ρ1 + TrG2ρ2, this implies the right inequality in (18).
To prove inequality (19) it suffices to note that
A⊗B = [A⊗ I2][I1 ⊗ B] = [I1 ⊗B][A⊗ I2]
and to apply Proposition 5B and part A of this proposition. 
13If G1 and G2 are Hamiltonians of quantum systems 1 and 2 described by the spaces H1 and H2
then G12 is the Hamiltonian of the composite quantum system 12 [6].
14Here and in what follows we write IX instead of IHX (whereX = 1, 2, A,B, ..) to simplify notations.
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4 The E -version of the Kretschmann-Schlingemann-
Werner theorem
In this section we consider application of the operator E-norms to the theory of com-
pletely positive (CP) linear maps between Banach spaces of trace class operators on
separable Hilbert spaces (the Schatten classes of order 1). Since T(H)∗ = B(H), the
below results can be reformulated in terms of CP linear maps between algebras of all
bounded operators on separable Hilbert spaces. Nevertheless, the use of the ”predual
picture” is more natural for representation of our results. The theory of CP linear
maps between Banach spaces of trace class operators has important applications in
mathematical physics, in particular, in the theory of open quantum systems, where CP
trace-preserving linear maps called quantum channels play the role of dynamical maps
(in the Schrodinger picture), while CP trace-non-increasing linear maps called quantum
operations are essentially used in the theory of quantum measurements [6, 25, 27].
For a CP linear map Φ : T(HA)→ T(HB) the Stinespring theorem (cf.[23]) implies
existence of a Hilbert space HE and an operator VΦ : HA →HB ⊗HE such that
Φ(ρ) = TrEVΦρV
∗
Φ , ρ ∈ T(HA), (20)
where TrE denotes the partial trace over HE . If Φ is trace-preserving (correspondingly,
trace-non-increasing) then VΦ is an isometry (correspondingly, contraction) [6, Ch.6].
The dual CP linear map Φ∗ : B(HB)→ B(HA) has the corresponding representa-
tion
Φ∗(B) = V ∗Φ [B ⊗ IE ]VΦ, B ∈ B(HB). (21)
The norm of complete boundedness (cb-norm in what follows) of a linear map
between the algebras B(HB) and B(HA) (cf. [10]) induces (by duality) the norm
‖Φ‖cb .= sup
ρ∈T(HAR),‖ρ‖1≤1
‖Φ⊗ IdR(ρ)‖1 (22)
on the set of all linear maps between Banach spaces T(HA) and T(HB), where HR is
a separable Hilbert space and HAR = HA ⊗ HR. If Φ is a Hermitian preserving map
then the supremum in (22) can be taken over the set S(HAR) [25, Ch.3].
The Kretschmann-Schlingemann-Werner theorem (the KSW-theorem in what fol-
lows) obtained in [8] states that
‖Φ−Ψ‖cb√‖Φ‖cb +√‖Ψ‖cb ≤ infVΦ,VΨ ‖VΦ − VΨ‖ ≤
√
‖Φ−Ψ‖cb,
where the infimum is over all common Stinespring representations
Φ(ρ) = TrEVΦρV
∗
Φ and Ψ(ρ) = TrEVΨρV
∗
Ψ. (23)
In the proof of the KSW theorem it is shown that the quantity infVΦ,VΨ ‖VΦ − VΨ‖
coincides with the Bures distance between the maps Φ and Ψ defined by the expression
β(Φ,Ψ) = sup
ρ∈S(HAR)
β(Φ⊗ IdR(ρ),Ψ⊗ IdR(ρ)) , (24)
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in which HR is a separable Hilbert space and β(·, ·) in the r.h.s. is the Bures distance
between operators in T+(HBR) defined as
β(ρ, σ) =
√
‖ρ‖1 + ‖σ‖1 − 2
√
F (ρ, σ), (25)
where
F (ρ, σ) = ‖√ρ√σ‖21 (26)
is the fidelity of the operators ρ and σ [6, 25, 27]. The Bures distance between CP
linear maps Φ and Ψ is connected to the operational fidelity of these maps introduced
in [2].
The KSW theorem shows continuity of the map VΦ 7→ Φ and selective continuity of
the multi-valued map Φ 7→ VΦ with respect to the cb-norm topology on the set F(A,B)
of all CP linear maps Φ from T(HA) to T(HB) and the operator norm topology on the
set of Stinespring operators VΦ.
The cb-norm topology is widely used in the quantum theory, by it is too strong for
description of physical perturbations of infinite-dimensional quantum channels [18, 29].
Our aim is to obtain a version of the KSW theorem which would show continuity of the
map VΦ 7→ Φ and selective continuity of the multi-valued map Φ 7→ VΦ with respect
to weaker topologies on the sets of CP linear maps Φ and Stinespring operators VΦ. A
natural way to do this is to use the operator E -norms induced by some positive operator
G onHA (naturally generalized to operators between different separable Hilbert spaces,
see Remark 1) and the energy-constrained cb-norms
‖Φ‖Gcb,E .= sup
ρ∈S(HAR):TrGρA≤E
‖Φ⊗ IdR(ρ)‖1, E > 0, (where ρA .= TrRρ) (27)
on the set of Hermitian-preserving linear maps from T(HA) to T(HB) introduced inde-
pendently in [18] and [29] (the positive operator G is treated therein as a Hamiltonian
of a quantum system A).15 If G is a discrete unbounded operator (see Def.1) then
the topology generated by any of the norms (27) on bounded subsets of F(A,B) co-
incides with the strong convergence topology generated by the family of seminorms
Φ 7→ ‖Φ(ρ)‖1, ρ ∈ T(HA) [18, Proposition 3].16
Following [16] introduce the energy-constrained Bures distance
βGE (Φ,Ψ) = sup
ρ∈S(HAR):TrGρA≤E
β(Φ⊗ IdR(ρ),Ψ⊗ IdR(ρ)), E > 0, (28)
between CP linear maps Φ and Ψ from T(HA) to T(HB), where β(·, ·) in the r.h.s. is
the Bures distance between operators in T+(HBR) defined in (25) andHR is a separable
Hilbert space.
Remark 4. The infimum in (28) can be taken only over pure states ρ ∈ S(HAR).
This follows from the freedom of choice of R, which implies possibility to purify any
15Slightly different energy-constrained cb -norm is used in [11].
16This topology is a restriction to the set F(A,B) of the strong operator topology on the set of all
linear maps from T(HA) to T(HB). The strong convergence of a sequence {Φn} ⊂ F(A,B) to a map
Φ0 means that limn→∞ Φn(ρ) = Φ0(ρ) for all ρ ∈ T(HA).
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mixed state in S(HAR) by extending system R. We have only to note that the Bures
distance between operators in T+(HXY ) defined in (25) does not increase under partial
trace: β(ρ, σ) ≥ β(ρX , σX) for any ρ and σ in T+(HXY ) [6, 25, 27].
The distance βGE (Φ,Ψ) turns out to be extremely useful in quantitative continuity
analysis of capacities of energy-constrained infinite-dimensional quantum channels [16,
Theorem 2]. By using the well known relations between the trace norm and the Bures
distance (25) one can show that for any E > 0 the distance βGE (Φ,Ψ) generates the
same topology on bounded subsets of F(A,B) as any of the energy-constrained cb-
norms (27). The results of calculation of βGE (Φ,Ψ) for real quantum channels can be
found in [9].
Now we can formulate the E-version of KSW-theorem.
Theorem 1. Let G be a positive semidefinite densely defined operator on HA. Let
‖ · ‖Gcb,E and ‖ · ‖GE be, respectively, the energy-constrained cb-norm and the operator
E-norm induced by G. For any CP linear maps Φ and Ψ from T(HA) to T(HB) the
following inequalities hold
‖Φ−Ψ‖Gcb,E√
‖Φ‖Gcb,E +
√
‖Ψ‖Gcb,E
≤ inf
VΦ,VΨ
‖VΦ − VΨ‖GE ≤
√
‖Φ−Ψ‖Gcb,E , (29)
where the infimum is over all common Stinespring representation (23). The quantity
infVΦ,VΨ ‖VΦ−VΨ‖GE coincides with the energy-constrained Bures distance βGE (Φ,Ψ) de-
fined in (28). The infimum in (29) is attainable.
Proof. We will follow the proof of the KSW theorem (given in [8]) with necessary
modifications concerning the use of the energy-constrained cb-norms and the operator
E-norms (instead of the ordinary cb-norm and the operator norm).
To prove the first inequality in (29) assume that ρ is a state in S(HAR) such that
TrGρA ≤ E. For a given common Stinespring representation (23) we have
‖(Φ−Ψ)⊗ IdR(ρ)‖1 ≤ ‖VΦ ⊗ IR · ρ · V ∗Φ ⊗ IR − VΨ ⊗ IR · ρ · V ∗Ψ ⊗ IR‖1
≤ ‖(VΦ − VΨ)⊗ IR · ρ · V ∗Φ ⊗ IR‖1 + ‖VΨ ⊗ IR · ρ · (V ∗Φ − V ∗Ψ)⊗ IR‖1
≤ ‖(VΦ − VΨ)⊗ IR‖GE‖VΦ ⊗ IR‖GE + ‖(VΦ − VΨ)⊗ IR‖GE‖VΨ ⊗ IR‖GE
≤ ‖VΦ − VΨ‖GE‖VΦ‖GE + ‖VΦ − VΨ‖GE‖VΨ‖GE.
The first and the second inequalities follow from the properties of the trace norm
(the non-increasing under partial trace and the triangle inequality), the third inequal-
ity follows from Proposition 5D, the last one – from Proposition 6A. By noting that
‖VΦ‖2E = ‖Φ‖Gcb,E and ‖VΨ‖2E = ‖Ψ‖Gcb,E we obtain the first inequality in (29).
To prove the second inequality in (29) note that βGE (Φ,Ψ) ≤
√
‖Φ−Ψ‖Gcb,E. This
follows from the inequality β(ρ, σ) ≤√‖ρ− σ‖1 valid for any ρ and σ in T+(H), which
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is easily proved by using the inequality Tr(
√
ρ − √σ)2 ≤ ‖ρ − σ‖1 (see the proof of
Lemma 9.2.3 in [6]). So, it suffices to show that
inf
VΦ,VΨ
‖VΦ − VΨ‖GE = βGE (Φ,Ψ). (30)
Denote by αGE(Φ,Ψ) the l.h.s. of (30). Let C
s
G,E be the subset of S(HA) determined
by the inequality TrGρ ≤ E and N (Φ,Ψ) = ⋃V ∗ΦVΨ, where the union is over all
common Stinespring representations (23). Then it is easy to see that
αGE(Φ,Ψ) = inf
N∈N (Φ,Ψ)
sup
ρ∈CsG,E
√
TrΦ(ρ) + TrΨ(ρ)− 2ℜTrNρ. (31)
Following the proof of Theorem 1 in [8] show that N (Φ,Ψ) coincides with the set
M(Φ,Ψ) .= {V ∗Φ(IB ⊗ C)VΨ |C ∈ B(HE), ‖C‖ ≤ 1} ,
defined via some fixed common Stinespring representation (23). It will imply, in par-
ticular, that M(Φ,Ψ) does not depend on this representation.
To show thatM(Φ,Ψ) ⊆ N (Φ,Ψ) it suffices to find for any contraction C ∈ B(HE)
a common Stinespring representation for Φ and Ψ with the operators V˜Φ and V˜Ψ from
HA to HB ⊗HE˜ such that V˜ ∗Φ V˜Ψ = V ∗Φ(IB ⊗ C)VΨ.
Let HE˜ = H1E ⊕H2E , where H1E and H2E are copies of HE. For given C define the
operators V˜Φ and V˜
C
Ψ from HA into HB ⊗ (HE1 ⊕HE2) = HB ⊗HE1 ⊕HB ⊗HE2 by
setting
V˜Φ|ϕ〉 = VΦ|ϕ〉 ⊕ |0〉, V˜ CΨ |ϕ〉 = (IB ⊗ C)VΨ|ϕ〉 ⊕
(
IB ⊗
√
IE − C∗C
)
VΨ|ϕ〉 (32)
for any ϕ ∈ HA, where we assume that the operators VΦ and VΨ act fromHA toHB⊗H1E
and HB⊗H2E correspondingly, while the contraction C acts from H2E to H1E . It is easy
to see that the operators V˜Φ and V˜
C
Ψ form a common Stinespring representation for the
maps Φ and Ψ with the required property.
To prove that N (Φ,Ψ) ⊆ M(Φ,Ψ) take any common Stinespring representation
for the maps Φ and Ψ with the operators V˜Φ and V˜Ψ from HA to HB ⊗ HE˜. By
Theorem 6.2.2 in [6] there exist partial isometriesWΦ andWΨ fromHE toHE˜ such that
V˜Φ = (IB⊗WΦ)VΦ and V˜Ψ = (IB⊗WΨ)VΨ. So, V˜ ∗Φ V˜Ψ = V ∗Φ(IB⊗W ∗ΦWΨ)VΨ ∈M(Φ,Ψ),
since ‖W ∗ΦWΨ‖ ≤ 1.
Since N (Φ,Ψ) =M(Φ,Ψ), the infimum in (31) can be taken over the setM(Φ,Ψ).
This implies
αGE(Φ,Ψ) = inf
C∈B1(HE)
sup
ρ∈CsG,E
√
TrΦ(ρ) + TrΨ(ρ)− 2ℜTrV ∗Φ(IB ⊗ C)VΨρ
= sup
ρ∈CsG,E
inf
C∈B1(HE)
√
TrΦ(ρ) + TrΨ(ρ)− 2ℜTrV ∗Φ(IB ⊗ C)VΨρ
= sup
ρ∈CsG,E
√
TrΦ(ρ) + TrΨ(ρ)− 2 sup
C∈B1(HE)
|TrV ∗Φ(IB ⊗ C)VΨρ|,
(33)
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where the possibility to change the order of the optimization follows from Ky Fan’s
minimax theorem [22] and the σ-weak compactness of the unit ball B1(HE) of B(HE)
[4]. It is easy to see that
sup
C∈B1(HE)
|TrV ∗Φ(IB ⊗ C)VΨρ| = sup
C∈B1(HE)
|〈VΦ ⊗ IRϕ|IBR ⊗ C|VΨ ⊗ IRϕ〉|, (34)
where ϕ is a purification of ρ, i.e. a vector in HA ⊗HR such that TrR|ϕ〉〈ϕ| = ρ.
Since for any common Stinespring representation (23) and any purification ϕ of a
state ρ the vectors VΦ⊗IR |ϕ〉 and VΨ⊗IR |ϕ〉 inHBER are purifications of the operators
Φ ⊗ IdR(|ϕ〉〈ϕ|) and Ψ ⊗ IdR(|ϕ〉〈ϕ|) in T(HBR), by using the relation N (Φ,Ψ) =
M(Φ,Ψ) proved before and Uhlmann’s theorem [24, 27] it is easy to show that the
square of the r.h.s. of (34) coincides with the fidelity of these operators defined in (26).
Note also that TrΦ⊗IdR(σ) = TrΦ(σA) and TrΨ⊗IdR(σ) = TrΨ(σA) for any state σ in
S(HAR). By Remark 4 these observations and (33) imply that αGE(Φ,Ψ) = βGE (Φ,Ψ),
i.e. that (30) holds.
The last assertion can be derived from the attainability of the infimum in the first
line in (33) which follows from the σ-weak compactness of the unit ball B1(HE). 
Theorem 1 shows continuity of the map VΦ 7→ Φ and selective continuity of the
multi-valued map Φ 7→ VΦ with respect to the energy-constrained cb-norm on the set
of CP linear maps Φ and the operator E -norm on the set of Stinespring operators VΦ.
Its basic assertion is the equality
βGE (Φ,Ψ) = inf
VΦ,VΨ
‖VΦ − VΨ‖GE. (35)
Some difficulty of applying Theorem 1 is related to the fact that the infimum in (35) is
over all common Stinespring representation (23). But by using the constructions from
the proof of this theorem one can obtain its versions which are more convenient for
applications, in particular, for analysis of converging sequences of CP linear maps.
Theorem 2. Let G be a positive semidefinite densely defined operator on HA,
βGE and ‖·‖GE be, respectively, the energy-constrained Bures distance and the operator
E-norm induced by G. Let Φ be a CP linear map from T(HA) to T(HB).
A) There is a Stinespring representation of Φ with the operator V ′Φ : HA →HB ⊗HE′
such that
βGE (Φ,Ψ) = inf
VΨ
‖V ′Φ − VΨ‖GE, (36)
for any CP linear map Ψ : T(HA)→ T(HB), where the infimum is over all Stinespring
representations of Ψ with the same environment space HE′. The infimum in (36) is
attainable.
B) If VΦ : HA → HB ⊗HE is the operator from a given Stinespring representation of
Φ such that dimHE = +∞ then
βGE (Φ,Ψ) ≤ inf
VΨ
‖VΦ − VΨ‖GE ≤ 2βGE (Φ,Ψ),
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for any CP linear map Ψ : T(HA)→ T(HB), where the infimum is over all Stinespring
representations of Ψ with the same environment space HE.
Proof. If VΦ : HA →HB ⊗HE is the operator from a Stinespring representation of
Φ such that dimHE = +∞ then, since any separable Hilbert space can be isometrically
embedded into HE , we may assume that any CP linear map Ψ : T(HA)→ T(HB) has
a Stinespring representation with the same environment space HE. Denote by VΨ the
Stinespring operator of Ψ in this representation. Let V˜Φ and V˜
C
Ψ be the operators from
HA into HB ⊗ (H1E ⊕H2E) = (HB ⊗H1E)⊕ (HB ⊗H2E) defined by formulae (32), where
H1E and H2E are copies of HE and C is a contraction in B(HE). The arguments from
the proof of Theorem 1 show that βGE (Ψ,Φ) = ‖V˜ C0Ψ − V˜Φ‖GE for some C0 ∈ B(HE)
depending on Φ and Ψ. So, to obtain assertion A it suffices to take V˜Φ in the role of
V ′Φ.
To prove assertion B we will use the above operators V˜Φ and V˜
C0
Ψ as follows. Assume
first that the operator C0 is nondegenerate, i.e. kerC0 = {0}. Let U be the isometry
from the polar decomposition of C0, i.e. C0 = U |C0|. Since ‖V˜ C0Ψ − V˜Φ‖GE = βGE (Ψ,Φ),
it follows from Proposition 5C that
‖(IB⊗C0)VΨ−VΦ‖GE ≤ βGE (Ψ,Φ) and
∥∥∥(IB ⊗√IE − |C0|2)VΨ∥∥∥G
E
≤ βGE (Ψ,Φ) (37)
Hence the triangle inequality and Proposition 5B imply that
‖(IB ⊗ U)VΨ − VΦ‖GE ≤ ‖(IB ⊗ C0)VΨ − VΦ‖GE
+‖(IB ⊗ C0)VΨ − (IB ⊗ U)VΨ‖GE ≤ βGE (Ψ,Φ) + ‖IB ⊗ (IE − |C0|)VΨ‖GE.
(38)
Since C0 is a contraction, by using Proposition 5B and the second inequality in (37)
we obtain
‖IB⊗(IE−|C0|)VΨ‖GE ≤ ‖IB⊗(IE−|C0|2)VΨ‖GE ≤ ‖IB⊗
√
IE − |C0|2VΨ‖GE ≤ βGE (Ψ,Φ)
Thus, it follows from (38) that ‖(IB ⊗ U)VΨ − VΦ‖GE ≤ 2βGE (Ψ,Φ). Since U is an
isometry, (IB ⊗ U)VΨ is a Stinespring operator for Ψ.
To omit the assumption kerC0 = {0} it suffices to note that nondegenerate op-
erators form a dense subset of B1(HE) in the weak operator topology and that the
expression under the square root in the first line of (33) is a continuous function of C
in this topology. 
If {Vn} is a sequence of operators from HA to HB ⊗HE converging to an operator
V0 : HA →HB ⊗HE w.r.t. the norm ‖·‖GE then the first inequality in (29) implies that
the sequence of CP maps Φn(ρ) = TrEVnρV
∗
n converges to the map Φ0(ρ) = TrEV0ρV
∗
0
w.r.t. the norm ‖·‖Gcb,E and for each n the following inequalities hold
‖Φn−Φ0‖Gcb,E ≤ βGE (Φn,Φ0)
[√
‖Φn‖Gcb,E +
√
‖Φ0‖Gcb,E
]
≤ ‖Vn−V0‖GE
[‖Vn‖GE + ‖V0‖GE] .
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Theorem 2 allows to describe all sequences of CP linear maps converging w.r.t. the
energy-constrained cb-norm.
Corollary 1. Let {Φn} be a sequence of CP linear maps from T(HA) to T(HB)
converging to a CP linear map Φ0 with respect to the norm ‖·‖Gcb,E.
A) There exist a separable Hilbert space HE′ and a sequence {Vn} of operators from
HA into HB ⊗ HE′ converging to an operator V0 with respect to the norm ‖·‖GE such
that Φn(ρ) = TrE′VnρV
∗
n for all n ≥ 0 and
‖Vn − V0‖GE = βGE (Φn,Φ0) ≤
√
‖Φn − Φ0‖Gcb,E.
B) If V0 : HA → HB ⊗HE is the operator from a given Stinespring representation of
the map Φ0 such that dimHE = +∞, then there exists a sequence {Vn} of operators
from HA into HB ⊗ HE converging to the operator V0 with respect to the norm ‖·‖GE
such that Φn(ρ) = TrEVnρV
∗
n for all n and
‖Vn − V0‖GE ≤ 2βGE (Φn,Φ0) ≤ 2
√
‖Φn − Φ0‖Gcb,E. (39)
Factor ”2” in (39) is a cost of the possibility to take the sequence {Vn} of Stinespring
operators representing the sequence {Φn} for given HE and V0 : HA →HB ⊗HE .
If the operator G is discrete and unbounded (Def.1) then the norm ‖ · ‖Gcb,E
generates the strong convergence topology on bounded subsets of the set F(A,B) of all
CP linear maps from T(HA) to T(HB) (by Proposition 3 in [18]), while the norm ‖·‖GE
generates the strong operator topology on subsets of linear maps from HA to HB⊗HE
bounded by the operator norm (by Proposition 2B). Thus, in this case Corollary 1 gives
representation of bounded strongly converging sequences of CP linear maps via strongly
converging sequence of Stinespring operators. For sequences of quantum channels such
representation is obtained in [17] (in the form of part A of Corollary 1).
5 Operator E -norms for unbounded operators
In this section we will extend the operator E -norms to unbounded operators. We
will assume that G is a positive semidefinite unbounded17 operator on H with dense
domain satisfying condition (2). The case of discrete type operator G will be considered
separately after formulations of general results.
Speaking about extension of the operator E -norms to unbounded operators we may
restrict attention to linear operators on H relatively bounded w.r.t. the operator √G,
i.e. linear operators A defined on D(√G) such that
‖Aϕ‖2 ≤ a2‖ϕ‖2 + b2‖
√
Gϕ‖2, ∀ϕ ∈ D(
√
G), (40)
17If G is a bounded operator then the norm ‖·‖GE is equivalent to the operator norm by Proposition
2A.
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for some nonnegative numbers a and b (depending on A but not depending on ϕ)[7].
Such operators are briefly called
√
G-bounded. Indeed, it is easy to see that the basic
property c) in Proposition 1 shows that finiteness of ‖A‖GE for some operator A implies
the
√
G-boundedness of A.
Denote by Π√G(A) the set of all pairs (a, b) for which (40) holds. It is easy to see
that Π√G(A) is a closed subset of R
2
+. The
√
G-bound of A (denoted by b√G(A) in
what follows) is defined as
b√G(A) = inf
{
b | (a, b) ∈ Π√G(A)
}
.
If b√G(A) = 0 then A is called
√
G-infinitesimal operator (infinitesimally bounded
w.r.t.
√
G). These notions are widely used in the modern operator theory, in particular,
in analysis of perturbations of unbounded operators on a Hilbert space [7, 13, 21].
To show the correctness of the equivalent definitions (3) and (10) for any√
G-bounded operator A on H we need the following simple lemmas.18
Lemma 4. If A is a
√
G-bounded operator on H then for any separable Hilbert
space K the operator A⊗IK naturally defined on the set D(
√
G)⊗K has a unique linear√
G⊗ IK-bounded extension to the set D(
√
G⊗ IK).19 This extension (also denoted by
A⊗ IK) has the following property
A⊗ IK
(∑
i
|ϕi〉 ⊗ |ψi〉
)
=
∑
i
A|ϕi〉 ⊗ |ψi〉 (41)
for any countable sets {ϕi} ⊂ D(
√
G) and {ψi} ⊂ K such that
∑
i ‖
√
Gϕi‖2 < +∞
and 〈ψi|ψj〉 = δij, which implies that Π√G⊗IK(A⊗ IK) = Π√G(A).
Proof. For any E > 0 the linear spaces D(√G) and D(√G⊗ IK) equipped, respec-
tively, with the inner products
〈ϕ|ψ〉GE = 〈ϕ|ψ〉+ 〈ϕ|G|ψ〉/E and 〈η|θ〉G⊗IKE = 〈η|θ〉+ 〈η|G⊗ IK|θ〉/E
are Hilbert spaces [12]. Denote the first space by HGE . Then it is easy to see that
the second space coincides with the Hilbert space HGE ⊗ K. Since the operator A is
bounded as an operator from HGE into H the operator A⊗ IK defined on D(
√
G)⊗K
is uniquely extended to a bounded operator from HGE ⊗K into H⊗K. Since the linear
spaces HGE ⊗K and D(
√
G⊗ IK) coincide, this extension is a
√
G⊗ IK-bounded linear
operator on H⊗K.
Property (41) follows from continuity of the operator A⊗ IK : HGE ⊗K → H⊗K.
Any vector η in D(√G ⊗ IK) can be represented as |η〉 =
∑
i |ϕi〉 ⊗ |ψi〉, where
{ϕi} ⊂ D(
√
G) and {ψi} ⊂ K are collections of vectors such that
∑
i ‖
√
Gϕi‖2 < +∞
and 〈ψi|ψj〉 = δij. By using property (41) we obtain
‖A⊗ IKη‖2 =
∑
i
‖Aϕi‖2 ≤ a2
∑
i
‖ϕi‖2 + b2
∑
i
‖
√
Gϕi‖2 = a2‖η‖2 + b2‖
√
G⊗ IKη‖2
18I would be grateful for direct references to these results.
19D(√G)⊗K is the linear span of all the vectors ϕ⊗ ψ, where ϕ ∈ D(√G) and ψ ∈ K.
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for any (a, b) ∈ Π√G(A). This implies Π√G(A) ⊆ Π√G⊗IK(A ⊗ IK), and hence
Π√G(A) = Π√G⊗IK(A⊗ IK), since the converse inclusion is obvious. 
Remark 5. Property (41) implies that
(A⊗ IK)(IH ⊗W )|ϕ〉 = (IH ⊗W )(A⊗ IK)|ϕ〉
for any ϕ ∈ D(√G⊗ IK) and a partial isometry W ∈ B(K) s.t. IH ⊗W ∗W |ϕ〉 = |ϕ〉.
Lemma 5. For any
√
G-bounded operators A and B on H the affine function
ρ 7→ AρB∗ ∈ T(H) is well defined on the set T+G .= {ρ ∈ T+(H) |TrGρ < +∞} by the
formula 20
AρB∗ .=
∑
i
|αi〉〈βi|, |αi〉 = A|ϕi〉, |βi〉 = B|ϕi〉, (42)
where ρ =
∑
i |ϕi〉〈ϕi| is any decomposition of ρ ∈ T+G into 1-rank positive operators.
Proof. If ρ =
∑
i |ϕi〉〈ϕi| and {ψi} is any set of orthogonal unit vectors in a
separable Hilbert space K then |η〉 = ∑i |ϕi〉 ⊗ |ψi〉 is a vector in D(√G ⊗ IK) such
that ρ = TrK|η〉〈η|. By Lemma 4 the operators A⊗ IK and B ⊗ IK have unique linear√
G⊗ IK-bounded extensions to the set D(
√
G⊗ IK) satisfying (41). Hence∑
i
|Aϕi〉〈Bϕi| = TrK|A⊗ IKη〉〈B ⊗ IKη|. (43)
So, by using the well known relation between different purifications of a given state
[6, 27] and Remark 5, it is easy to show that the r.h.s. of (43) does not depend on the
representation ρ =
∑
i |ϕi〉〈ϕi|. It follows that the l.h.s. of (43) correctly defines an
affine function ρ 7→ AρB∗ on the set T+G. 
Lemma 5 implies, in particular, that ρ 7→ TrAρA∗ is an affine function from T+G
into T+(H) (well defined by formula (42) with B = A) for any
√
G-bounded operator
A. So, we may define the operator E -norm ‖A‖GE by the original formula (3).
By repeating the arguments from the proof of Proposition 1 one can show that the
function E 7→ [‖A‖GE]2 is nondecreasing and concave on R+ and that ‖·‖GE is a norm
on the linear space of all
√
G-bounded operators.
By the proof of Proposition 3A the concavity of the function E 7→ [‖A‖GE]2 implies
that the supremum in definition (3) can be taken over all operators in T+(H) such that
TrGρ ≤ E and Trρ ≤ 1 (not only states). This and Lemma 4 imply validity of the
equivalent definitions (9) and (10) of the norm ‖A‖GE of any
√
G-bounded operator A.
In particular, for any vector ϕ in D(√G) such that ‖ϕ‖ ≤ 1 we have
‖Aϕ‖ ≤ ‖A‖GEϕ ≤ Kϕ‖A‖GE , (44)
where Eϕ = ‖
√
Gϕ‖2 and Kϕ = max{1,
√
Eϕ/E} . This implies the following
20We define the operator AρB∗ in such a way to avoid the notion of adjoint operator, since we make
no assumptions about closability of the operators A and B.
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Lemma 6. Let PE be the spectral projector of G corresponding to the interval [0, E].
For any
√
G-bounded operator A the operator APE is bounded and ‖APE‖ ≤ ‖A‖GE.
Proof. It follows from (44) that ‖APEϕ‖ ≤ ‖A‖GE for any unit vector ϕ in H, since
‖√GPEϕ‖2 ≤ E and ‖PEϕ‖ ≤ 1. 
The following lemma shows that the set Π√G(A) is completely determined by the
function E 7→ [‖A‖GE]2 and vice versa.
Lemma 7. A pair (a, b) belongs to the set Π√G(A) if and only if ‖A‖GE ≤
√
a2 + b2E
for all E > 0.
Proof. If ‖A‖GE ≤
√
a2 + b2E then it follows from (44) that
‖Aϕ‖ ≤ ‖A‖G‖√Gϕ‖2 ≤
√
a2 + b2‖
√
Gϕ‖2
for any unit vector ϕ in D(√G). Hence (a, b) ∈ Π√G(A).
If (a, b) ∈ Π√G(A) then Lemma 4 implies that (a, b) ∈ Π√G⊗IK(A⊗ IK), where K is
a separable Hilbert space. Hence
sup
{
‖A⊗ IKϕ‖
∣∣∣ϕ ∈ D(√G⊗ IK), ‖ϕ‖ ≤ 1, ‖√G⊗ IKϕ‖2 ≤ E} ≤ √a2 + b2E
for any E > 0. So, definition (10) implies that ‖A‖GE ≤
√
a2 + b2E. 
Denote by BG(H) the linear space of all
√
G-bounded operators equipped with the
norm ‖·‖GE (defined by the equivalent expressions (3), (9) and (10)). On this space we
will also consider the norms ‖·‖G◦,E and ‖|·‖|GE defined, respectively, in (12) and (13).
Theorem 3. Let G be a positive semidefinite unbounded densely defined operator
on H satisfying condition (2).
A) BG(H) is a nonseparable Banach space. The norms ‖ · ‖G◦,E, ‖ · ‖GE and ‖| · ‖|GE satisfy
the equivalence relations (4), (15), (16) and (17) on BG(H) . For any A ∈ BG(H)
and E > 0 the following expressions hold
‖|A‖|GE = sup
r∈(0,1)
√
r‖A‖G1−r
r
E
= sup
r∈(0,1)
√
r‖A‖G◦, 1−r
r
E
, ‖A‖GE = inf
r∈(0,1)
‖|A‖|G1−r
r
E√
1− r .
If G is a discrete operator (Def.1) then ‖A‖G◦,E = ‖A‖GE for any A ∈ BG(H).
B) If A ∈ BG(H) and E > 0 then
‖A‖GE = inf
{√
a2 + b2E
∣∣∣ (a, b) ∈ Π√G(A)} and b√G(A) = lim
E→+∞
‖A‖GE/
√
E.
The limit in the last formula can be replaced by the infimum over all E > 0.
C) The completion of B(H) w.r.t. any of the norms ‖ · ‖GE, E > 0, coincides with
the closed subspace B0G(H) of BG(H) consisting of all
√
G-infinitesimal operators, i.e.
operators with the
√
G-bound equal to 0. An operator A belongs to B0G(H) if and only
if
‖A‖GE = o(
√
E) as E → +∞. (45)
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If G is a discrete operator (Def.1) then the Banach space B0G(H) is separable.
D) Any ball in B(H) is complete with respect to any of the norms ‖·‖GE, E > 0. An
operator A belongs to B(H) if and only if the function E 7→ ‖A‖GE is bounded. In this
case ‖A‖ = supE>0 ‖A‖GE = limE→+∞ ‖A‖GE.
E) The
√
G-bound is a continuous seminorm on BG(H). Quantitatively,∣∣b√G(A)− b√G(B)∣∣ ≤ b√G(A− B) ≤ ‖A−B‖GE/√E (46)
for arbitrary A,B in BG(H) and any E > 0.
F) If K is a separable Hilbert space then ‖A⊗IK‖
√
G⊗IK
E = ‖A‖
√
G
E for any A ∈ BG(H)21
G) For arbitrary
√
G-bounded operators A and B and any operator ρ in T+(H) such
that Trρ ≤ 1 and Eρ .= TrGρ < +∞ the following inequalities hold
|TrAρB∗| ≤ ‖AρB∗‖1 ≤ ‖A‖GEρ‖B‖GEρ ,
where AρB∗ is the trace class operator defined in (42).
H) For any A in BG(H) and E > 0 the supremum in (3) can be taken over all states
ρ in S(H) such that TrGρ = E. If G is a discrete operator then the supremum in (3)
can be taken over all pure states ρ in S(H) such that TrGρ = E.
Remark 6. The expressions in part A of the theorem show that the functions
E 7→ ‖A‖GE and E 7→ ‖|A‖|GE are completely determined by each other for arbitrary√
G-bounded operator A. So, if ‖A‖GE = ‖B‖GE for all E > 0 for some
√
G-bounded
operators A and B then ‖|A‖|GE = ‖|B‖|GE for all E > 0 and vise versa. Sometimes, it is
more convenient to use the following equivalent form of these expressions
‖|A‖|GE = sup
t>0
‖A‖GtE/
√
1 + t = sup
t>0
‖A‖G◦,tE/
√
1 + t, ‖A‖GE = sup
t>0
‖|A‖|GtE
√
1 + 1/t.
The first expression gives an argument in favor of the conjecture ‖ · ‖G◦,E = ‖ · ‖GE.
Remark 7. The below proof of the density of B(H) in B0G(H) shows that the√
G-infinitesimality criterion (45) is equivalent to the following one
lim
n→+∞
‖AP¯n‖GE = 0, (47)
where P¯n is the spectral projector of G corresponding to the interval (n,+∞).
Proof of Theorem 3. A) By Lemma 5 the inequalities (4), (15), (16) and (17) for
any A ∈ BG(H) are proved by the same arguments as for the bounded operator A.
The first expression in A follows from the definitions of the norms and expres-
sion (14). The second one is derived form the first formula in part B proved be-
low by noting that the infimum in that formula can be taken over all the pairs
(‖|A‖|GE, ‖|A‖|GE/
√
E), E > 0. This follows from density of the set{(
‖|A‖|GE + x, ‖|A‖|GE/
√
E + y
) ∣∣∣ E > 0, x, y ≥ 0}
21A⊗ IK denotes the operator mentioned in Lemma 4.
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in Π√G(A), which can be proved by noting that ‖|A‖|GE = min{a | (a, a/
√
E) ∈ Π√G(A)}.
Denote by HGE the Hilbert space obtained by equipping the linear space D(
√
G)
with the inner product
〈ϕ|ψ〉GE = 〈ϕ|ψ〉+ 〈ϕ|G|ψ〉/E.
Since the norm ‖|A‖|GE of any
√
G-bounded operator A is the operator norm of A
treated as a bounded operator from HGE into H, the linear space of all
√
G-bounded
operators equipped with the norm ‖| · ‖|GE is a nonseparable Banach space [12]. Hence,
the equivalence of the norms ‖| · ‖|GE and ‖ · ‖GE implies that BG(H) is a nonseparable
Banach space.
If G is a discrete operator then the spectral projector Pn of G corresponding to
the interval [0, n] has finite rank for each natural n. Let A be an operator in BG(H).
Then PnA is (extented to) a bounded operator on H for each n. It is easy to see that
‖A‖GE = supn ‖PnA‖GE. So, by applying Proposition 3B we obtain
‖A‖GE = sup
n
sup
‖ϕ‖=1,‖√Gϕ‖2≤E
‖PnAϕ‖.
Since ‖Aϕ‖ ≥ ‖PnAϕ‖ for any ϕ, this implies that ‖A‖G◦,E ≥ ‖A‖GE. The converse
inequality follows from the definitions of the norms.
B) Since E 7→ [‖A‖GE ]2 is a concave nonnegative function on R+, it coincides with
the infimum of all linear functions E 7→ a2 + b2E such that [‖A‖GE]2 ≤ a2 + b2E for
all E > 0. The concavity of the function E 7→ [‖A‖GE ]2 implies that the function
E 7→ [‖A‖GE ]2/E is non-increasing. So, both formulae in part B follow from Lemma 7.
C) The continuity and the seminorm properties of the function A 7→ b√G(A) stated
in part E proved below show that B0G(H) = b−1√G(0) is a closed subspace of BG(H). The
characterizing property (45) follows from the second formula in part B.
To prove density of B(H) in B0G(H) it suffices, by Lemma 6, to show that for any
A ∈ B0G(H) the sequence {APn}, where Pn is the spectral projector of G corresponding
to the interval [0, n], converges to A with respect to the norm ‖·‖GE . For given Pn let
ρ be any state such that TrGρ ≤ E and xn = 1 − TrPnρ > 0. Let P¯n = IH − Pn and
ρn = x
−1
n P¯nρP¯n. We have
TrAP¯nρP¯nA
∗ = xnTrAρnA∗ ≤ xn
[‖A‖GE/xn]2 ≤ (E/n) [‖A‖Gn ]2 .
The first inequality follows from the definition of the E -norm and the inequality
TrGρn ≤ E/xn, the second one follows from concavity of the function E 7→
[‖A‖GE]2,
Lemma 3 and the inequality xn ≤ E/n (which holds, since TrGρ ≤ E). The above
estimate implies that
‖A− APn‖GE .= sup
ρ∈S(H):TrGρ≤E
√
TrAP¯nρP¯nA∗ ≤
√
E/n‖A‖Gn .
So, condition (45) guarantees that ‖A−APn‖GE tends to zero as n→ +∞.
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The above arguments and Lemma 6 imply that (45) is equivalent to (47).
If G is a discrete operator then the separability of B0G(H) follows from separability
of B(H) w.r.t. any of the operator E -norms, which can be easily shown by using
Proposition 2B and separability of B(H) w.r.t. the strong operator topology.
D) We begin with the second assertion. The ”only if” part of this assertion and the
expression ‖A‖ = supE>0 ‖A‖GE follow from Proposition 1. If ‖A‖GE ≤ M < +∞ for
all E > 0 then it follows from (44) that ‖Aϕ‖ ≤ M for any unit vector ϕ in D(√G).
Since D(√G) is dense in H, this implies that A ∈ B(H).
To prove the first assertion assume that {An} is a sequence inB(H) converging to an
operator A0 ∈ B0G(H) such that ‖An‖ ≤M < +∞ for all n. Since ‖An‖GE ≤ ‖An‖ ≤M
for all n and E > 0 and the right hand side of the inequality∣∣‖An‖GE − ‖A0‖GE∣∣ ≤ ‖An − A0‖GE
tends to zero as n → +∞ for any E > 0, it is easy to see that ‖A0‖GE ≤ M for all E.
Thus, ‖A0‖ ≤M by the assertion proved before.
E) The seminorm properites of b√G(·) follow from the second formula in part B of
the theorem. So, since the function E 7→ [‖A‖GE]2/E is non-increasing for any given
A ∈ BG(H), the inequality (46) follows from the triangle inequality for b√G(·).
F) This assertion follows from Lemma 4 and the first formula in part B of the
theorem.
G) Let ρ =
∑
i |ϕi〉〈ϕi| be a decomposition into 1-rank positive operators and {ψi}
a set of orthogonal unit vectors in a separable Hilbert space K then |η〉 =∑i |ϕi〉⊗|ψi〉
is a vector in D(√G⊗ IK) such that ρ = TrK|η〉〈η|. By Lemma 4 the operators A⊗ IK
and B ⊗ IK have unique
√
G ⊗ IK-bounded linear extensions to the set D(
√
G ⊗ IK)
satisfying (41). By the monotonicity of the trace norm we have
‖AρB∗‖1 ≤ ‖|A⊗IKη〉〈B⊗IKη|‖1 ≤ ‖A⊗IKη‖‖B⊗IKη‖ ≤ ‖A⊗IK‖G⊗IKEρ ‖B⊗IK‖G⊗IKEρ .
By part F of the theorem the r.h.s. of this inequality is equal to ‖A‖GEρ‖B‖GEρ.
H) If A is a bounded operator then the possibility to take the supremum in (3) only
over all finite rank states ρ such that TrGρ = E follows from the proof of Proposition
3C. If A is a unbounded operator then this possibility can be easily shown by noting
that the function E 7→ ‖A‖GE is strictly increasing on R+ (since it is concave on R+
and tends to +∞ as E → +∞).
The second assertion follows from the first one and the last assertion of part A of
the theorem. 
Example: the operators associated with the Heisenberg Commutation
Relation
Let H = L2(R) and S(R) be the set of infinitely differentiable rapidly decreasing
functions with all the derivatives tending to zero quicker than any degree of |x| when
|x| → +∞. Consider the operators q and p defined on the set S(R) by setting
(qϕ)(x) = xϕ(x) and (pϕ)(x) =
1
i
d
dx
ϕ(x).
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These operators are essentially self-adjoint. They represent (sharp) real observables of
position and momentum of a quantum particle in the system of units where Planck’s
constant ~ equals to 1 [6, Ch.12]. On the domain S(R) these operators satisfy the
Heisenberg commutation relation
[q, p] = iIH. (48)
For given ω > 0 consider the operators
a = (ωq + ip)/
√
2ω and a† = (ωq − ip)/
√
2ω (49)
defined on S(R). Via these operators the commutation relation (48) can be rewritten
as [a, a†] = IH. The operator
N = a†a = aa† − IH (50)
is positive and essentially self-adjoint. It represents (sharp) real observable of the
number of quanta of the harmonic oscillator with the frequency ω. The selfadjoint
extension of N has the form (1) with En = n and the basic {τn} of eigenvectors of N
which can be described as follows
τ0(x) =
4
√
ω
π
exp
[
−ωx
2
2
]
, |τn〉 = 1√
n!
[a†]n|τ0〉, n ≥ 1.
So, N is a positive unbounded discrete (Def.1) operator satisfying condition (2).
The operators a and a† = a∗ are called annihilation and creation operators corre-
spondingly, since
a|τ0〉 = 0, a|τn〉 =
√
n|τn−1〉 and a†|τn〉 =
√
n + 1|τn+1〉. (51)
So, the operators a and a† are correctly extended to the set
D(
√
N) =
{
ϕ ∈ H
∣∣∣∣∣
∞∑
n=0
n|〈ϕ|τn〉|2 < +∞
}
By using relations (49) the operators p and q are also extended to the set D(√N).
We will estimate the operator E -norm of the operators q, p, a and a† induced by
the operator N (which up to the constant summand coincides with the Hamiltonian
of a quantum oscillator). By using (50) it is easy to show that ‖a‖NE = ‖
√
N‖NE =
√
E
and ‖a†‖NE =
√
E + 1 for any E > 0. For the operators q = (a† + a)/
√
2ω and
p = i
√
ω/2(a† − a) one can obtain the following estimates√
2E + 1/2
ω
< ‖q‖NE ≤
√
2E + 1
ω
,
√
(2E + 1/2)ω < ‖p‖NE ≤
√
(2E + 1)ω (52)
(the E -norms of q and p depend on ω, since the operator N depends on ω). The
right inequalities in (52) directly follow from the triangle inequality and the above
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expressions for ‖a‖NE and ‖a†‖NE . To prove the left inequalities in (52) it suffices to
show that
sup
‖ϕ‖=1,‖√Nϕ‖2≤E
‖(a† ± a)ϕ‖ > √4E + 1.
This can be easily done by using the unit vectors |ϕ±〉 =
√
1− r∑+∞n=0 c±n rn/2|τn〉, where
r = E/(E + 1), c−n = e
ipin/2 and c+n = 1 for all n.
By using the first expression in Theorem 3A and the above estimates of the norms
‖a‖NE , ‖a†‖NE , ‖p‖NE and ‖q‖NE we obtain ‖|a‖|NE = max{1,
√
E}, ‖|a†‖|NE =
√
E,√
l(E)
ω
< ‖|q‖|NE ≤
√
u(E)
ω
and
√
l(E)ω < ‖|p‖|NE ≤
√
u(E)ω,
where l(E) = max{1/2, 2E} and u(E) = max{1, 2E}.
The second formula in Theorem 3B and the above estimates of the norms ‖a‖NE ,
‖a†‖NE , ‖p‖NE and ‖q‖NE imply that
b√N(a) = b√N(a
†) = 1, b√N (q) =
√
2/ω and b√N(p) =
√
2ω.
So, the operators q, p, a and a† belong to the Banach space BN(H) but not lie in
the completion B0N(H) of B(H) w.r.t. the norm ‖·‖NE .
For any t < 1 let at and a
†
t be the operators defined on the set D(
√
N) by settings
at|τ0〉 = 0, at|τn〉 = nt/2|τn−1〉 and a†t |τn〉 = (n+ 1)t/2|τn+1〉. (53)
It is easy to show that
lim
t→1−0
at|ϕ〉 = a|ϕ〉 and lim
t→1−0
a†t |ϕ〉 = a†|ϕ〉 for any ϕ ∈ D(
√
N). (54)
Since a†tat = N
t and ata
†
t = (N + IH)
t, by using concavity of the function x 7→ xt,
we obtain
‖at‖NE ≤
√
sup
TrNρ≤E
[TrNρ]t = Et/2, ‖a†t‖NE ≤
√
sup
TrNρ≤E
[Tr(N + IH)ρ]t = (E + 1)t/2.
So, the operators at and a
†
t belong to the space B
0
N (H) for all t < 1 (since they
satisfy condition (45)), while the ”limit” operators a and a† lie in BN (H)\B0N(H). So,
at and a
†
t do not tend to a and a
† as t→ 1 w.r.t. the norm ‖·‖NE in spite of the strong
operator convergence (54).
Remark 8. It follows from (44) that
‖·‖GE - lim
n→∞
An = A0 ⇒ lim
n→∞
An|ϕ〉 = A0|ϕ〉 ∀ϕ ∈ D(
√
G)
for a sequence {An} ⊂ BG(H). The above example shows that the converse implication
is not valid.
26
In the last part of this section we consider properties of the Banach space B0G(H).
Proposition 7. If A ∈ B0G(H) then the extension of A⊗ IK to the set D(
√
G⊗ IK)
mentioned in Lemma 4 is uniformly continuous on the set
VE .= {η ∈ D(
√
G⊗ IK) | ‖
√
G⊗ IKη‖2 ≤ E} (55)
for any E > 0. Quantitatively,
‖A⊗ IK(η − θ)‖ ≤ fA(E, ε) (56)
for any vectors η and θ in VE such that ‖η− θ‖ ≤ ε, where fA(E, ε) = ε‖A‖G4E/ε2 is a
function vanishing as ε→ 0+ by condition (45).
If A ∈ BG(H) \B0G(H) then the operator A⊗ IK is not continuous on the set VE
for any E > 0.
Proof. By Theorem 3F for any unit vector η in D(√G⊗ IK) we have
‖A⊗ IK η‖ ≤ ‖A⊗ IK‖G⊗IKEη = ‖A‖GEη , where Eη = ‖
√
G⊗ IKη‖2. (57)
Assume that η and θ are vectors in VE such that ‖η−θ‖ ≤ ε. Since ‖
√
G⊗IKη‖2 ≤ E
and ‖√G⊗IKθ‖2 ≤ E we have ‖
√
G⊗IK(η−θ)‖2 ≤ 4E. So, by using (57), the concavity
of the function E 7→ [‖A‖GE]2 and Lemma 3 we obtain
‖A⊗ IK(η − θ)‖ = ‖η − θ‖
∥∥∥∥A⊗ IK η − θ‖η − θ‖
∥∥∥∥ ≤ ‖η − θ‖‖A‖G4E/‖η−θ‖2 ≤ ε‖A‖G4E/ε2.
By condition (45) the r.h.s. of this inequality tends to zero as ε → 0+. Thus, the
function η 7→ A⊗ IK|η〉 is uniformly continuous on VE .
The last assertion of the proposition follows from the proof of the last assertion of
Corollary 2 below, since TrK|A⊗ IKη〉〈A⊗ IKη| = TrAρηA∗, where ρη = TrK|η〉〈η|, for
any vector η in D(√G⊗ IK). 
Corollary 2. For any operators A and B in B0G(H) the function ρ 7→ AρB∗ from
T+G into T(H) (defined by formula (42)) is uniformly continuous on the set CG,E .=
{ρ ∈ T+(H) |Trρ ≤ 1,TrGρ ≤ E} for any E > 0. Quantitatively,
‖AρB∗ − AσB∗‖1 ≤ ‖A‖GEfB(E,
√
ε) + ‖B‖GEfA(E,
√
ε) (58)
for any operators ρ and σ in CG,E such that ‖ρ − σ‖1 ≤ ε, where fX is the function
defined in Proposition 7.
If A ∈ BG(H) \B0G(H) then the function ρ 7→ AρA∗ is not continuous on the set
CG,E for any E > 0.
Remark 9. Corollary 2 shows that the operators A in B0G(H) are characterized by
continuity of the function ρ 7→ AρA∗ on the set CG,E for any given E > 0.
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Proof. Let ρ and σ be operators in CG,E such that ‖ρ − σ‖1 ≤ ε. If K ∼= H then
one can find vectors η and θ in the set VE (defined in (55)) such that ρ = TrK|η〉〈η|,
σ = TrK|θ〉〈θ| and ‖η− θ‖ ≤ √ε [6]. By using the monotonicity of the trace norm, the
inequality
‖|α〉〈β| − |ϕ〉〈ψ|‖1 ≤ ‖α‖‖β − ψ‖+ ‖ψ‖‖α− ϕ‖
and continuity bound (56) we obtain
‖AρB∗ −AσB∗‖1 ≤
√
ε‖A‖G4E/ε‖B ⊗ IKθ‖+
√
ε‖B‖G4E/ε‖A⊗ IKη‖.
By inequality (57) this implies (58).
If A ∈ BG(H) \B0G(H) then, by Remark 7, the sequence ‖AP¯n‖GE, where P¯n is the
spectral projector of G corresponding to the interval (n,+∞), does not tend to zero.
Hence there is a sequence {ρn} of states in CG,E such that the sequence {TrAP¯nρnP¯nA∗}
does not tend to zero. Since the condition TrGρn ≤ E implies TrP¯nρn ≤ E/n, the
sequence {P¯nρnP¯n} ⊂ CG,E tends to zero. This shows discontinuity of the function
ρ 7→ AρA∗ on the set CG,E. 
Since B(H) is dense in B0G(H), Proposition 5E implies the following
Proposition 8. Let G be a positive densely defined operator on H satisfying con-
dition (2) and E > 0. Any 2-positive linear map Φ : B(H) → B(H) such that
Φ(IH) ≤ IH having the predual map Φ∗ : T(H)→ T(H) with finite
YΦ(E)
.
= sup {TrGΦ∗(ρ) | ρ ∈ S(H),TrGρ ≤ E } (59)
is uniquely extended to the bounded linear operator ΦG : B
0
G(H)→ B0G(H) such that
‖ΦG(A)‖GE ≤
√
‖Φ(IH)‖ ‖A‖GYΦ(E) ≤
√
‖Φ(IH)‖KΦ ‖A‖GE , (60)
where KΦ = max{1, YΦ(E)/E}.
The assertion of Proposition 8 can be strengthened substantially by assuming com-
plete positivity of Φ. The corresponding results will be considered in a separate article.
Different applications of the operator E -norms are presented in [19, 20].
Appendix: On representation of ‖ · ‖G◦,E and ‖ · ‖GE as
operator norms
The operator E -norm ‖ · ‖GE defined by the equivalent expressions (3) and (10) and the
norm ‖ · ‖G◦,E defined in (12) can be represented as norms of operators between appro-
priate Banach spaces. This representation gives an alternative view on the conjecture
of coincidence of these norms (proved only for discrete type operator G).
Let K be a separable infinite-dimensional Hilbert space and E > 0. Denote by VGE
and VG⊗IKE the linear spaces D(
√
G) and D(√G⊗ IK) equipped, respectively, with the
norms
‖|ϕ‖|GE = max
{
‖ϕ‖, ‖
√
Gϕ‖/
√
E
}
and ‖|η‖|G⊗IKE = max
{
‖η‖, ‖
√
G⊗ IKη‖/
√
E
}
.
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Since
√
G and
√
G⊗ IK are closed operators, VGE and VG⊗IKE are Banach spaces. It is
easy to see that the norm ‖|·‖|G⊗IKE satisfies the first property of a reasonable crossnorm:
‖|ϕ⊗ ψ‖|G⊗IKE = ‖|ϕ‖|GE‖ψ‖ for all ϕ ∈ VGE, ψ ∈ K (61)
and that this norm does not exceed the projective norm on VGE ⊗K [15].
Definitions (12) and (10) imply, respectively, that
‖A‖G◦,E = sup
ϕ∈VGE
‖Aϕ‖
‖|ϕ‖|GE
and ‖A‖GE = sup
η∈VG⊗IKE
‖A⊗ IKη‖
‖|η‖|G⊗IKE
. (62)
for any
√
G-bounded operator A, i.e. the norms ‖A‖G◦,E and ‖A‖GE coincide with the
norms of A and A ⊗ IK as operators from the Banach spaces VGE and VG⊗IKE to the
Hilbert spaces H and H⊗K correspondingly.
In terms of representation (62) the inequality ‖A‖G◦,E ≤ ‖A‖GE follows from the
crossnorm property (61) while the equality ‖A‖G◦,E = ‖A‖GE means that the supremum
in the second expression in (62) can be taken only over product vectors ϕ⊗ψ in VG⊗IKE .
This equality holds, by Theorem 3A, for any
√
G-bounded operator A provided that G
is a discrete operator (Def.1), but it is not clear how to prove it for arbitrary positive
operator G.
So, in general, the coincidence of the norms ‖ · ‖G◦,E and ‖ · ‖GE is an interesting
open question. The non-obviousness of this question is indirectly demonstrated by the
noncoincidence of the cb-norm of a linear transformation of B(H) with the operator
norm of this transformation [10].
I am grateful to A.S.Holevo, G.G.Amosov, A.V.Bulinsky and M.M.Wilde for dis-
cussion and useful remarks. Special thanks to S.Weis for clarifying some questions
from the convex analysis (Lemma 2 in Section 2) and to V.Zh.Sakbaev for consultation
concerning unbounded operators. I am also grateful to T.V.Shulman for the help and
useful discussion.
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