Sigma-delta (Σ-Δ) modulation techniques have moved into mainstream applications in signal processing and have found many practical uses in areas such as high-resolution A/D, D/A conversions, voice communication, and software radio. Σ-Δ modulators produce a single, or few bits output resulting in hardware saving and thus making them suitable for implementation in very large scale integration (VLSI) circuits. To reduce quantization noise produced, higher-order modulators such as multiloop and multistage architectures are commonly used. The quantization noise behavior of higher-order Σ-Δ modulators is well understood. Based on these quantization noise characteristics, various demodulator architectures, such as sinc filter, optimal FIR filter, and Laguerre filter are reported in literature. In this paper, theory and design of an efficient Kalman recursive demodulator filter is shown. Hardware implementation of Kalman lowpass filter, using field programmable gate array (FPGA), is explained. The FPGA synthesis results from Kalman filter design are compared with previous designs for sinc filter, optimum FIR filter, and Laguerre filter.
INTRODUCTION
Recently, Σ-Δ modulation techniques have been successfully 1 applied in numerous applications such as low-cost and highresolution A/D and D/A converters, software-defined radio [1, 2] , correlators, multipliers, and synchronizers [3] . One main reason for popularity of Σ-Δ modulation lies in its ability to trade bandwidth with quantization noise. Σ-Δ circuit allows reduction in hardware complexity, while at the same time provides higher signal resolution. The fewer number of bits removes the need for expensive multibit circuitry such as multipliers and hence decreases the overall circuit complexity. In some cases, multipliers can be entirely eliminated from the circuit [4] . These features make Σ-Δ-based circuits attractive for complete system-on-chip designs [3, 5, 6] . The applications of Σ-Δ require proper lowpass filters as demodulators to remove quantization noise. Various demodulator filter architectures, such as optimum FIR filter, sinc filter, and Laguerre filters are well understood and reported in literature [7] [8] [9] [10] .
In this paper, theory and efficient realization of a Kalman lowpass filter is described and implemented in hardware using field programmable gate array (FPGA). The simulation and synthesis results of FPGA implementation of the filter are reported. Comparison of synthesis results among various FPGA filter designs including sinc filter, optimum FIR filter, Laguerre filter, and Kalman filters, both down-sampled and full-rate, is given. This paper is organized as follows. Section 2 briefs on some lowpass filters commonly used for removing quantization noise from Σ-Δ modulators. Sections 3 and 4 explain, respectively, Kalman filter and theory formulation of efficient, full-rate implementation of the Kalman filter. Section 5 shows MATLAB simulation of down-sampled and full-rate Kalman filters. Section 6 describes the FPGA implementation of full-rate Kalman filter with results of FPGA simulations and comparison of FPGA resource requirement compared to previously reported filter designs [11, 12] .
SOME COMMON LOWPASS FILTER ARCHITECTURES FOR Σ-Δ DEMODULATION
The single feedback loop Σ-Δ modulator produces high quantization noise. The improved signal-to-quantization noise performance can be achieved by using multiloop (DSM) [13] or multistage (MASH) architectures [14, 15] . Typical quantization noise characteristics of various Σ-Δ modulators are described in literature [7] .
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Let x(n) be a slowly varying input signal to a Σ-Δ modulator. For simplicity, consider the case where x(n) is a dc signal given by x(n) = ρ. (This assumption is usually warranted due to the oversampling of Σ-Δ modulator.) The power spectrum of the output, y(n), of a Σ-Δ modulator is given by [11] S yy ( f ) = (2 sin π f ) 2m 3 + ρ 2 δ( f ),
where f denotes the frequency, normalized by the sampling frequency, and m is the order of the modulator. The second term of the right-hand side of (1) is the signal term while the first term represents the quantization noise resulting from the modulator. The objective is to design a digital filter, H(z), such that the filtered quantization noise power at the output of the demodulator is minimized, that is,
subject to
The linear constraint on the minimization problem of (3) is imposed to pass dc signal unattenuated through the filter. The effective bandwidth of the filter is given by 2
At the demodulator, the high-frequency noise produced by the Σ-Δ modulator is removed by using the lowpass filter, H(z), and the input signal is recovered. Some common Σ-Δ lowpass filters are introduced in the following subsections. They are discussed in more detail in literature [9, 10, 16, 17] . The architecture of recursive Kalman filter is explained in detail in Sections 3 and 4.
Sinc K / comb filter
An N-tap sinc filter is described by the impulse response: 3
An N-tap sinc K filter is a cascade of K(N/K)-tap filters. The amplitude response of sinc K filter is given by
Usually, a sinc L+1 filter is used to filter out the quantization noise of an Lth-order modulator.
Optimum FIR filter
An optimal filter that produces the minimum filtered quantization noise power at the output can be derived [15, 16] . For second-order multiloop (DSM2) and third-order multistage (MASH3) architectures, coefficients of the N-tap optimum FIR filter are given by
The number of filter taps, N, is usually selected to be the same as the oversampling ratio (OSR) of the Σ-Δ modulator.
Optimal Laguerre IIR filter
To minimize quantization noise, it is described in [17, 18] that the filter transfer function, H(z), can be expressed using the following truncated Laguerre series:
where γ k is the Laguerre series coefficients and φ k (z) is the frequency domain Laguerre function, given by
Using (8), the minimization of noise yields
, u is a unit vector of length M, and Q m is a constant positive definite matrix. The quantization noise power resulting from Laguerre lowpass filter is the same as that resulting from an optimum FIR filter.
KALMAN FILTER
This section describes the design methodology for the Kalman lowpass filter that produces minimum filtered quantization noise power at the output. It is first assumed that in (1) m = 1, that is, a first-order Σ-Δ modulator is considered. The design will then be extended to higher-order modulators.
Figure 1(a) shows the first-order (single-loop) Σ-Δ modulator, where x(n) and p(n) are the input and output signals, respectively. The input to the threshold element μ(·) is denoted y(n). The Σ-Δ modulator in Figure 1(a) is not linear due to presence of the thresholder. However, the circuit can be approximated to be linear as shown in Figure 1 (b) [11, 19] .
The circuit in Figure 1 (b) can be described by two state variables, {x k , y k } corresponding to signals x(n) and y(n) in S. S. Abeysekera and C. Charoensak 
where
Based on (11), let φ and H be defined as
Then, the Kalman gain equation (state update) and Kalman prediction equation can be obtained as follows [21] :
where G k is the state vector, given by G k = {x k , y k } T and σ 2 is the quantization noise variance. Furthermore, the covariance of the state estimation error β k (i.e., the 2 × 2 state covariance matrix) satisfies
with I being the identity matrix and γ being a forgetting factor, selected as γ = 1. Note that p k is the output of the modulator in Figure 1 (b), and q k is obtained by integrating p k . Taking the quantization noise variance σ 2 = 1/12, and using the initial conditions shown in (16) , it is possible to update (14) - (15) recursively: After updating (14)- (15) for N times (where N = OSR), 4 the filtered output can be taken from the value of the first element of the state vector G k , that is, G k (1), and again the filter is initialized using the conditions in (16) . This procedure essentially implements lowpass filtering and downsampling operations. Extension of Kalman lowpass filter for the second-order modulator is straightforward. This could be obtained by modifying (13) and (16) , respectively, as
Extension to higher-order demodulators could be easily obtained via generalization of (17) . For each update (or iteration) the filer output is taken from the value of G k (1) . Figure 2 shows the filtered error as 5 a function of the number of iterations, k of a second-order modulator (m = 2) when the forgetting factor is selected as γ = 1. Note that the filtered error is the same as that obtained using the N-length optimal FIR filter defined in (7) .
Note here that the recursion in (14)- (15) is complete at every N samples (down-sampling), and the m.s.e of Kalman filter will be the same as that of an optimum FIR filter.
FULL-RATE KALMAN FILTER
The previous section discusses the implementation of a down-sampled Kalman filter. However in certain applications, a full-rate demodulator filter would be very advantageous. This means that the Σ-Δ demodulator is used at a sampling frequency given by the OSR. For example, in [5] , a full-rate Laguerre filter has shown to improve the noise performance by approximately 13 dB. In another example [6] , a bandpass Σ-Δ demodulator is used to retrieve the intermediate frequency (IF) in a software radio system. In this case, full sampling rate processing would be necessary as frequency es-6 timation from the IF signal depends on the number of samples used. A full-rate lowpass filter would improve the accuracy by a factor of N 3 [10] . (For N = 128, SNR will increase by 63 dB!) In full-rate applications, the Kalman filter can be implemented such that the recursive formulas in (14)- (15) are updated continuously, without down-sampling, that is, N → ∞. In such a case where N → ∞, the filter bandwidth and the mean squared error of the filtered output approaches zero (see Figure 2 ). However, this is not acceptable as it is necessary for the demodulator to have a finite bandwidth so that the desired signal can pass through the filter.
In the case of optimum FIR filter design, the filter length is selected as the oversampling ratio (OSR) of the system. The objective function, Γ, (mean squared error of the filtered output) and the bandwidth of the optimum FIR was shown in Section 2. It is possible to design a Kalman filter with a finite bandwidth by using appropriate selection of the forgetting factor γ.
For a second-order modulator, m = 2, it can be shown that using the following values for γ, the Kalman filter would result in the same m.s.e as that of an optimum FIR filter [12] :
Equation (18) provides the value of the forgetting factor that needs to be used in the full-rate Kalman filter for a given oversampling ratio. Figure 3 shows the filtered error as a function of the number of iterations, for second-order modulator, when the forgetting factor is selected as given in (18) .
Efficient full-rate Kalman filter implementation
According to Figure 1 (b), the input to the Kalman filter q k is obtained as an integrated value of the Σ-Δ modulator output p k . The hardware implementation of Kalman filter could be improved, however, by moving the demodulator block Figure 1 (b) from the demodulator input to the demodulator output. This avoids the integration of the input signal in the demodulator that would cause significant bit-growth in the data path in hardware implementations and thus increases hardware cost. Noting that q k = p k , the Kalman filter equations for Figure 1 (b) could now be written as
Assuming that the steady states have been achieved, the output, o k , is obtained from integrating the state vector G k as shown in the following:
(For a second-order modulator m = 2, the output is obtained by double integrating the state vector.) This modified demodulator, thus, avoids integrating the input signal. The hardware resource can be further reduced by implementing the demodulator using a preevaluated steady-state Kalman gain K ∞ (this is elaborated in Section 6.2). The recursive computations of (14)- (15) are thus avoided, reducing the required number of multiplications and results in hardware saving.
PERFORMANCE RESULTS
The proposed recursive Σ-Δ demodulator filter architectures were implemented and used to filter and down-sample Σ-Δ-modulated signals from a double-loop modulator (DSM where m = 2), where OSR and N = 128. The parameters for Laguerre filter were selected as a = 0.906 25, M = 7. The results from the recursive filters were compared with that from a 128-tap optimum FIR filter. First, the modulator input was selected as a dc signal with value 0.0921. The mean squared errors of the resulting lowpass filtered down-sampled signals are shown below:
It can be seen that Laguerre filter, Kalman filter, and optimum FIR filter result in similar values of mean squared errors. (Note that the quantization noise power resulting from (6) is −85 dB for a sinc filter.) Next, in the second simulation, the modulator input was selected as the sum of three sinusoids, (amplitudes and frequencies of the sinusoids are 0.36, 0.24, 0.18 and 1.44, 6.24, 16.80 kHz, resp.), and sampled at 48 kHz. Figure 4 shows the demodulated signal power spectra resulting from optimum FIR filter, Laguerre filter, and Kalman filter.
For comparison, input signal power spectrum is also shown in Figure 4 . The power spectra are computed using the 1024-point FFT and with Hann window. (Total signal length is 2048 samples.) Note that optimum FIR filter, Laguerre filter, and Kalman all produce a noise floor at approximately −120 dB. Since the FFT length is 1024, the signal-toquantization noise ratios resulting from all three filters are S. S. Abeysekera and C. Charoensak around −90 dB, which is as expected from previously noted dc signal simulation. As can be seen from Figure 4 , all three filters produce no signal attenuation. It has been proposed in [18] to use a Laguerre filter as a narrowband lowpass postprocessing filter before the downsampling operation. In using the Laguerre filter for filtering the quantization noise, by suitable selection of the Laguerre filter pole parameter a, the two Laguerre filters (i.e., the optimal quantization noise filter and the post-narrowband filter) could be combined. This results in efficient hardware architecture while improving the signal-to-quantization noise ratio. The simulation result of this simplified Laguerre architecture is described next.
The two inputs to the Σ-Δ modulator were the same 7 dc and complex sinusoid signals used in previous simulations. The modulated signals were lowpass filtered using the optimal Laguerre filter described in Section 2.3. The lowpass filtered signal was down-sampled, with and without the postprocessing narrowband Laguerre filter. The narrowband Laguerre filter has 21 coefficients [5] . For the dc signal, the m.s.e results from the two architectures are as follows:
(i) using a single Laguerre filter −87 dB, (ii) with additional postprocessing filter −100 dB.
For the three sinusoids input, Figure 5 shows the demodulated signal power spectra from Laguerre filters, with and without postprocessing narrowband filter. It can be seen that, by adding the postprocessing Laguerre filter, another 13 dB of quantization noise reduction is achieved. Note that the two Laguerre filters could be combined into a single filter with 27 coefficients [18] . tude 0.5 was used. Figure 6(a) shows the input and demodulated down-sampled output signal spectra, using 64-point FFT and with Hann window. Figure 6(b) shows the output spectrum from the full-rate Kalman filter. The figure shows that by using the full-rate demodulator, approximately an SNR gain of 15 dB could be obtained.
FPGA IMPLEMENTATION OF KALMAN LOWPASS FILTER
To get insight into hardware implementation of Kalman filter architecture, this section presents the FPGA design for the second-order full-rate Kalman lowpass filter described earlier. Although application specific integrated circuit (ASIC) offers the most efficient hardware implementation, the rapid realization achieved by using field programmable gate array (FPGA) is more suitable for prototyping phase in which the new concept or architecture is verified. Section 6.1 presents FPGA design and simulation results of the second-order fullrate Kalman filter. Section 6.2 describes hardware simplifications of the filter. Detailed comparison of FPGA implementations among various architectures is given in Section 6.3.
FPGA implementation of Kalman demodulator
In this experimentation, the FPGA design and simulation tools used were System Generator version 2.3 from Xilinx [22] , Simulink, and MATLAB version 6.5 from MathWorks. The second-order down-sampled Kalman filter and fullrate Kalman filter described in Section 4 were designed using System Generator. Figure 7 shows the top level of FPGA implementation under Simulink environment of MATLAB. Figure 8 shows more details of the circuit that implement (19) .
The FPGA design of the down-sampled Kalman filter was then used to filter the Σ-Δ-modulated complex sinusoid signal described in Section V(A). The MATLAB simulation results from Section 5 and the FPGA simulation results are then compared. MATLAB uses double precision floating point numeric system whereas only fixed-point number is commonly used in FPGA implementation. In order to compare FPGA result with MATLAB result, without too much effect of quantization noise introduced by the fixed-point arithmetic used, the bit size of data path in FPGA is allowed to grow without truncation, up to 32 bits. No attempts to save the FPGA gate count were carried out at this point. The optimized FPGA implementation of the Kalman filter is explained in Section 6.2.
The input signal to the Σ-Δ modulator was a sum of three sinusoids, sampled at 48 kHz. Amplitudes and frequencies of the sinusoids are 0.36, 0.24, 0.18 and 1.44, 6.24, 16.80 kHz, respectively. The Σ-Δ modulator used was the double-loop modulator (DSM where m = 2, referred to as DSM2) with OSR = 128. Figure 9 shows the spectrum of the downsampled demodulated output signal. The window size of FFT was 1024, and with Hann window. The SNR achieved is approximately 100 dB. The FPGA result agrees with the MAT-LAB simulation shown in Figure 4 in Section 5.
Next, the FPGA design of the second-order full-rate Kalman filter was simulated and the result compared with that from the down-sampled Kalman filter. A sinusoid with frequency 0.13 × 48 = 6.24 kHz, amplitude 0.5, and 48 kHz sampling frequency was used. Figure 10(b) compares the error spectrum of the filtered output signal from full-rate Kalman filter against the input signal of the Σ-Δ modulator. When compared to the same simulation for the downsampled Kalman filter shown in Figure 10(a) , the result shows approximately 15 dB lower noise floor in the full-rate Kalman filter.
Optimization of FPGA design for full-rate Kalman filter
Optimization of the FPGA implementation of full-rate Kalman filter explained in Section 6.1 is discussed in this subsection. The FPGA design can be optimized by reducing the number of gates used. This, in turn, lowers the power consumption and increases maximum operating frequency of the FPGA. Basically, gate count can be reduced by Only optimization methods in (a) and (d) are discussed here.
In this application, since the objective is to verify a new filter architecture, it is necessary to make sure that the SNR performance of the FPGA design for the full-rate Kalman filter is comparable to that achieved by MATLAB simulation, that is, approximately 100 dB. For this reason, the FPGA was carefully designed to make sure that enough number of data bits was used in the data path, limited to 32 bits. This makes sure that the quantization noise in data path is much lower than the noise floor achieved by MATLAB simulation. Note that in other applications where the required SNR is lower, much less bits will be needed for data path and this will directly result in reduced gate count.
The FPGA design for the full-rate Kalman filter reported here is based on the simplified architecture as described in Section IV(C). Note that the bottom-right portion of the 9 circuit in Figure 8 implements the output portion of the Kalman filter according to (19) . By avoiding the integrators at the input, the bit-growth in the data path is significantly slower. This helps to reduce the gate count in the final FPGA design. Now, for second-order Kalman filter, when N = OSR = 128, according to (18) , γ = 1.0407. Using the value of γ, with the aid of simulations, the steady-state Kalman gain can be 
(Note that deriving K ∞ by analytic means is tedious as the solution to the associated algebraic Riccati equation cannot be obtained in closed from.) It can be seen that the magnitude of K ∞ (1) is four decades smaller than that of K ∞ (4) and two decades smaller than K ∞ (3). This means that K ∞ (1) may be forced to be zero and the corresponding circuit paths be removed. As can be seen in Figure 8 , if K ∞ (1) is removed, the circuit can be simplified by removing one multiplier, one accumulator, and two adders. This, again, significantly reduces the gate count. Note that more detailed gate count comparison among different filter architectures will be discussed in (21), over the use of variable multipliers would save hardware and also would improve the speed of operations. Figure 11 compares the filtered error signals (using the single sinusoid input as described in Section 6.1) from the unmodified full-rate Kalman filter and the simplified fullrate Kalman filter. As can be seen, there is no degradation in the filter performance.
Applying full-rate Kalman filter in applications with down-sampling
As discussed earlier, full-rate filters offer much better noise performance than down-sampled versions. Note also, fullrate Kalman filter can still be used in the application where the down-sampling is needed. This can be obtained by keeping only one out of N (N = OSR) samples. In this case, the noise performance of full-rate Kalman filter is the same as the down-sampled version. Figure 12 shows the spectrum of the demodulated error signal from full-rate Kalman filter after down-sampling by OSR = 128. The figure shows the same SNR of approximately 100 dB as shown in Figure 10 (a). Note that if one needs to achieve the 10 dB noise gain noted in Figure 10(b) , then the signal could be further lowpass filtered before the down-sampling, using a simple filter such as an accumulator and dump (sinc) filter [18] . down-sampled Kalman filter, and second order full-rate filter (described in Section 6.2). All four filter designs were implemented using Xilinx System Generator version 2.3, Simulink, and MATLAB 6.5, and synthesized using Xilinx ISE 5.1 i. The target FPGA was Xilinx Virtex II XC2V250-6. All the filters were carefully designed to make sure that a sufficient number of data bits was used in the datapath; that is, full bit-growth for arithmetic operation, up to maximum of 32 bits. Note that here the optimum FIR filter is the only filter implemented using multiply-accumulate technique (MAC) and as a result, there is a big saving in the number of multipliers and adders. The design requires only one multiplier and one adder. In other applications where a full-rate operation is needed (i.e., the filtered output is not down-sampled), this MAC technique could not be applied and the optimum FIR filter FPGA would require a lot more gates.
128-tap sinc, with long 128-tap delays, needs the maximum number of slice flip-flops, 253. Note also that a large number of LUTs, 150, are used for shift registers. Downsampled Kalman filter requires very little register resources, that is, 150 slice flip-flops and 0 LUTs. Its resource requirement is low when compared with the Laguerre filter.
When compared to the down-sampled Kalman filter, the full-rate Kalman filter requires less registers still, that is, 84 slice flip-flops and 0 LUTs. Its resource requirement is thus very low and higher only than that of optimum FIR filter. The figure of gate count for full-rate Kalman filter, 10 356, may look much higher than that of the optimum FIR filter, 3273, but in practice, the price of FPGA in this small gate count range is about the same.
In conclusion, the advantages of Kalman filter over the other filters are (i) the filter implementation is independent of the oversampling ratio and thus suitable for full sampling rate applications, (ii) the filter algorithm is simple and well structured in that it could be easily extended to higher-order modulators, (iii) the requirement for register components is minimal. All these features make Kalman filter an attractive solution for hardware implementation with programmability. For full-rate Kalman filter, additional advantages are (iv) operation at full sampling frequency without having to down-sample the output signal, (v) reduced hardware resource requirements, (vi) the filter specification such as bandwidth can be adjusted easily and can be designed to be programmable. From the table, it is clear that Laguerre filter is slow compared to other filters. This is due to the more complicated structure and much longer critical path. Down-sampled Kalman filter, achieved approximately the same maximum operating frequency as sinc filter. Full-rate Kalman filter is the second fastest architecture, 28.2 MHz. Taking into account that it operates at full sampling frequency, full-rate Kalman filter offers the highest output signal sampling rate. For optimum FIR filter, the maximum output signal sampling rate after down-sampling is only 98.3/128 = 0.77 MHz.
Another figure that can be used to compare the performance of hardware architectures is the processing power per unit of supplied power (measured in sample per second per watt, Msps/W). The following power consumptions were taken from Xilinx utility called XPower which provides a postrouted estimation of power consumption. The measurements of dynamic power consumption shown in Table 3 were based on 20 MHz operating frequency. Note that the average static power consumption of all designs is in order of hundreds of milliwatts. Again, it is shown that optimal FIR filter offers the lowest power consumption due to the low circuit complexity. However, due to the fact that Kalman filter produces full-rate output, the architecture offers many folds increase in net Msps/W, that is, the value shown in the table multiplied by OSR. In this point of view, Kalman filter offers the highest Msps/W.
CONCLUSION
Σ-Δ modulation offers high resolution and simplified hardware implementation making it suitable for various signal processing applications. In this paper, theory formulation of an efficient full-rate Kalman filter, suitable for Σ-Δ demod- ulation, is given. FPGA implementation of the full-rate recursive Kalman lowpass filter is compared with previous reported work on optimum FIR filter, Laguerre filter, sinc filter, and down-sampled Kalman filter. Issues on hardware optimization of full-rate Kalman filter are discussed. Resource requirement and speed performance of Kalman filter are given in comparison with other filters. It has been observed in our work that, when compared to sinc filter and Laguerre filter, Kalman filter offers a very interesting choice for hardware implementation of Σ-Δ lowpass filter. Although optimum FIR filter implemented here exhibits a very low gate count and high operating speed, this is due to the application of MAC architecture. In applications where full sampling rate is needed, MAC technique could not be used and the design would require a lot more gates as well as be much slower. It is noted that the use of LUTs (look up tables) instead of the MAC architecture for multiplication would need large LUTs as well as slow downs in the operational speed.
The gate requirement and maximum operating frequency of the down-sampled Kalman filter are approximately the same as those of the popular sinc filter. Kalman filter requires minimal flip-flops for memories. This characteristic makes Kalman filter attractive in applications where the number of delays is limited such as the case of complex programmable logic devices (CPLDs), or low-power designs. Architecture of the Kalman filter is independent of oversampling ratio and well structured that it could be easily designed to be programmable for use with different order modulators, as well as the full sampling rate applications.
The full-rate Kalman filter exhibits additional and very interesting advantages over the down-sampled version. This includes full sampling rate operation, higher maximum operating frequency, adjustable bandwidth, and saving of hardware cost. This makes full-rate Kalman filter a very attractive choice for applications in Σ-Δ demodulation. Using FPGA for implementation of Σ-Δ demodulation allows a quick and easy verification of new algorithms. Although the speed and performance of the designs using FPGAs is limited and often inferior to ASICs, the development time is much shorter, making FPGA more suitable in applications where there is the need to verify practicality of a new concept, in this case the Kalman Σ-Δ demodulator. Moreover, the newer generations of FPGA promise the architecture improvements that will close the gap between the two technologies.
