For European plain vanilla options, we investigate the difference between solutions obtained by the full-scale and an approximate Heston-Hull-White (HHW) model. Based on the corresponding two option pricing PDEs, we analyze the quality of the approximation. To confirm the accuracy of the analysis, we solve the HHW PDE, its approximating PDE as well as the PDE for the error, numerically, via a semi-discretization in space by a finite difference scheme on nonuniform spatial grids, and the Alternating Direction Implicit (ADI) scheme in time direction. Test cases with different parameter settings are considered. The effect of the financial parameters on the errors is discussed in detail.
Introduction
Calibration of asset price models in finance is a relevant and intensive task. The open parameters in stochastic differential equations (SDEs) governing the asset dynamics should be fitted in such a way that mathematically modeled and market observed option prices match possibly well. This task is typically done on the basis of so-called plain-vanilla European options, as these options include the market notion of the uncertainty in the future performance of assets, and their market prices are liquidly available. Many option prices have to be determined within the process of iteratively fitting model with market prices. Within the calibration process, highly efficient pricing of European options is thus mandatory.
Ideally an (semi-)analytic option price is available for the many calculations of the European option prices, but this is only the case for the most basic asset price dynamics, like the Black-Scholes dynamics. Alternatively, accurate approximate option values (or implied volatilities) by means of an asymptotic expansion can be used, see, for example, [8, 14, 19] , but also here the (parameter) range of applicability may still be limited. A class of highly efficient numerical pricing techniques, pricing multiple options under different asset price dynamics, is the class of Fourier-based numerical integration. An exponent of this class of techniques is the COS method [7] , which is based on Fourier cosine expansions, and on the availability of the characteristic function of the asset price dynamics. A characteristic function is easily derived, for example, for asset price dynamics in the class of affine jump diffusions [3] , but characteristic functions have also been derived for local volatility models, based on approximations and asymptotic expansions, see [19] .
Asset price models have become increasingly accurate in representing certain important features observed in market asset price dynamics. One of these features is the implied volatility smile or skew, which is a reflection of the fact that the market volatilities for options at different strike prices, for a single expiration date, are not constant. A smile can be observed in several different markets (equity, interest rate, FX, inflation and others). Stochastic volatility based asset price processes, the focus of the present paper, are able to mathematically model this property accurately.
For products with a longer time to the expiration date, it also makes sense to adopt a mathematical model in which the interest rate is modeled by a stochastic process. If we deal with financial products that are also sensitive to the equity volatility smile, we end up with a system of SDEs, in which then the asset price, the volatility and the interest rate are state variables. We will consider here the Heston-Hull-White model, which may generate a smile pattern in the equity implied volatility structure, but not in interest rates, and as such it is an accurate model for financial products that are not sensitive to a skew pattern in the interest rates.
The resulting system of SDEs, with correlation coefficients connecting all processes, will generally not be an affine process.
Option pricing is often done with the discounted expected payoff approach, which is nothing but a Green's function integral which needs to be computed. The connection between the solution of the option pricing PDEs and the discounted expected payoff lies in the Feynman-Kac theorem. In many cases in option pricing, we do not have the Green's function (read, the conditional probability density function for the asset prices) available, but we do have its Fourier transform. This Fourier transform is called the characteristic function, and the theory by Duffie, Pan and Singleton [3] shows that for affine PDEs, i.e. PDEs with linear functions of the state variables in front of their partial derivatives, the characteristic function can easily be determined. This derivation technique is related to classical theory regarding the use of the Laplace transform for linear PDEs.
Unfortunately, for the full-scale Heston-Hull-White model, with a full matrix of correlations, a characteristic function is not easily available, as the resulting pricing PDE is not of the affine form. In [12] , however, an approximation to the full-scale Heston-Hull-White model was derived, which belonged to the class of affine diffusions, and for which thus a characteristic function could be derived. Calibration of the full-scale HHW asset model has then been performed by the approximate model, and numerically it was observed in [12] that the difference between option prices computed by the approximate HHW model (highly efficiently by the COS method [7] ) and the full-scale HHW model (by means of Monte Carlo simulation) was negligible small. However, these were mainly numerical experiments.
In the present paper we aim for a better theoretical understanding of the difference between the full-scale and the approximate HHW models. We consider the corresponding option pricing PDEs, and apply classical PDE error analysis to examine the quality of the approximation. In the case of the Heston-Hull-White model, the option pricing PDE will be three-dimensional and an analytic option value is not available. We change measures, from the spot measure to the T -forward measure, so that the pricing PDE reduces to a two-dimensional PDE to facilitate the analysis. A numerical treatment of the two-dimensional PDE to confirm our error analysis is done by means of grid stretching and the ADI discretization, as in [15, 13] . Elements from probability theory, as well as PDE theory and numerical analysis, are employed here.
Problem description
We start with the derivations that lead to the option pricing PDE under the Heston-Hull-White (HHW) asset dynamics. The HHW stochastic asset price process is governed by a stochastic interest rate, and a stochastic volatility. For financial derivative products with a long time to expiration this model can be employed.
We assume a complete probability space (Ω, F, Q) and finite time horizon [0, T ]. Ω is the set of all possible realizations of the stochastic economy between 0 and T . The information structure in this economy is represented by an augmented filtration F t : t ∈ [0, T ] with F T the sigma algebra of distinguishable events at time T , and Q is the risk-neutral probability measure on elements of F. The model is defined, under the risk-neutral measure Q, by the following system of SDEs:
Here, S(t), v(t) and r(t)(t ≥ 0) are the stock price process, instantaneous volatility and short-term rate of interest, respectively. dW Q x (t), dW Q v (t) and dW Q r (t) are three correlated standard Brownian motions, with the correlation structure here given by:
The parameters κ and λ control the speed of mean reversion of the volatility and the interest rate, respectively, η represents the interest rate volatility, γ the volatility of the v(t)-process,v and θ(t) are the long-run mean of the volatility and the interest rate process, respectively. Without loss of generality, we assume here that the correlation between the volatility and the interest rate process is equal to zero. If 2κv > γ 2 , we refer to this condition as the Feller condition (being satisfied). The square-root process for the variance in (2.1) precludes negative values for v(t), and if v(t) reaches zero it can subsequently become positive. The Feller condition guarantees that v(t) stays positive; otherwise, it may reach zero. The Feller condition is difficult to satisfy in practice. One often finds 2κv << γ 2 from market data, in which case the left tail of the variance density grows fast in value. This has, however, no impact on the pricing methods when dealing with European options. Our interest is to price, under the risk-free measure Q associated to the bank account as numéraire, a European equity option, V (t, S, v, r), defined as:
where H(T, S) represents a contingent claim (because we focus on efficient calibration, function H(T, S) is assumed to be a basic put or a call option),
Further, B(t) the money-savings account, given by B(t) = exp( t 0 r(s)ds). T is the expiration date of the option, and the aim is to determine the value of the option, for example, at t = t 0 = 0.
By the non-arbitrage assumptions, one can derive the corresponding HHW PDE which defines the value of a European-style option:
with t ∈ [0, T ), and spatial coordinates {S, v, r} ∈ [0, +∞) × [0, +∞) × (−∞, +∞). Of course, we will solve the discrete version of the PDE on a finite domain.
As the final condition we have V (T, S, v, r) = H(T, S).
Boundary conditions at S = 0 are essentially the same ones as used when dealing with the wellknown Black-Scholes equation, i.e., for a call option
We prescribe the boundary condition at v = 0 for PDE (2.5) by substituting v = 0 in the original PDE. This boundary condition has been examined in this context in [5] . Furthermore,
For extreme values of the spot interest rate, we use
for the boundary condition at r → ±∞. See [13] for details. PDE (2.5) is three-dimensional and it is nontrivial to solve it analytically. It is however well-known that a second-order linear PDE with constants or linear functions of independent variables in front of the derivatives can be solved highly efficiently by means of, for example, the Laplace transform. We call linear PDEs with linear functions of the independent variables in front of their derivatives affine PDEs, as in [3] . Affine PDEs originate from the application of Itô's lemma to a system of (asset pricing) SDEs from the class of affine jump diffusions. For this class of stochastic models we can derive the characteristic function, which is the Fourier transform of the conditional probability density function. By means of the Feynman-Kac theorem we can solve affine PDEs by computation of a discounted expected payoff.
The HHW stochastic system is not in the class of affine diffusions, because not all the terms in front of the derivatives in PDE (2.5) are of the affine form. Therefore, we cannot use the standard techniques from [3] to derive the corresponding characteristic function. Clearly the problem would be solved by setting the correlation between the stock and the interest rate to zero, however, a non-zero correlation between these processes is of main interest.
The HHW model under the T-forward measure
In order to reduce the complexity, it is convenient to switch between two pricing measures, i.e. we focus on the forward stock price, F (t), defined by:
with P (t, T ) the zero-coupon bond (ZCB), expiring at time T , which pays 1 unit of currency at time T . By switching from the domestic, risk-neutral measure, Q, to the T −forward measure, Q T , discounting will be decoupled 1 from the expectation operator, i.e.,
where independent variable r does not appear as an argument anymore. In order to determine the dynamics of the forward F (t) in (2.6), we apply Itô's formula,
The process for the forward stock, F (t), is a martingale under the T -forward measure and therefore we won't encounter any dt-terms in its dynamics (2.8), for details see [22] . The SDE of F (t) will consist only of the volatility terms of S(t) and P (t, T ). In expression (2.8) the dynamics for P (t, T ) are present. Since the short rate process is driven here by the Hull-White model, the dynamics for the ZCB are given by:
where B r (t, T ) := 1 λ e −λ(T −t) − 1 . By combining Eqs. (2.6), (2.8) and (2.9), we find:
Based on non-arbitrage arguments the following Fokker-Planck forward PDE can be derived:
Also in PDE formulation (2.11) not all terms are of the affine form, as it contains the non-affine factor ρ F,r ηB r (t, T ) √ v, with a nonzero correlation. The same is true after making a log-transformation, which is the common transformation to reach an affine system of SDEs. Still we cannot use standard techniques from [3] to find the corresponding characteristic function. We therefore define an approximation to PDE (2.11) for a highly efficient computation of an approximate solution. A possibility to approximate the PDE by an affine PDE is to replace the nonaffine term v(t) in (2.11) by a time-dependent function, Φ(t, v(0)). In detail, we project v(t) onto its expectation, E T ( v(t)|F 0 ), which gives us the following, approximating, pricing PDE, for which we denote the solution by V , 12) with the same boundary and final conditions as (2.11). We will analyze the following two closed-form expressions for the expectation of the square-root process, Φ(t, v(0)) = E T ( v(t)|F 0 ).
1. By [4] and simplifications as in [16] , the closed-form expression for E T ( v(t)|F 0 ) can be determined, see [12] :
with 14) and Gamma function Γ(z) = ∞ 0 t z−1 e −t dt. Note that t = 0 is a singular point for this function.
2. The expectation for the square root process in (2.13) is not of a trivial form, and therefore we propose a simple approximation as well.
A simplified closed-form approximation for E T ( v(t)|F 0 ) is given by, see [12] ,
where c(t), d and ω(t) are as presented in Eq. (2.14).
The Fourier Cosine Method (COS) for European options
With a deterministic function Φ(t, v(0)) the approximate pricing PDE under the log transform is of the affine form, so that highly efficient pricing techniques can be applied to solve the PDE. We can determine the characteristic function of an affine process. With the characteristic function available one can apply pricing techniques within the discounted expected payoff formulation. The density and its characteristic function, f (y|x) and ϕ(u, x) form a Fourier pair,
which are the forward and inverse Fourier integrals, respectively. The Fourier cosine pricing method, named the COS method [7] , is based on the risk-neutral option valuation formula (discounted expected payoff approach):
where V (t 0 , x, v) is the present option value, as in (2.7)), r the interest rate, ∆t = T − t 0 and x, y can be any monotone function of the underlying asset at initial time t 0 and the expiration date T . Function V (T, y, v), which equals the payoff function, is known, but the conditional density function, f (y|x) in (2.18), typically is not. This integral formulation resembles the Green function integral. The characteristic function serves as the Fourier transform of the Green's function, so that it makes sense to solve affine PDEs in the Fourier domain. This can be done highly efficiently by means of the Fast Fourier Transform or by means of Fourier expansions. The availability of the characteristic function can be interpreted as follows: For many affine diffusion processes, we do not have an explicit formulation of the Green's function available, but the Fourier transform of the Green's function, i.e. the characteristic function, is known.
We approximate the conditional density function on a truncated domain, by a truncated Fourier cosine expansion, which recovers the conditional density function from its characteristic function (see [7] ) as follows: 20) where:
are the Fourier cosine coefficients of V (T, y, v), that are available in closed form for several payoff functions, like for plain vanilla puts and calls, but also for example for discontinuous payoffs like for digital options.
It was found by analysis in [7] , that, with integration interval [a, b] chosen sufficiently wide, the series truncation error dominates the overall error. For conditional density functions f (y|x) ∈ C ∞ ((a, b) ⊂ R), the method converges exponentially.
Properties of covariance matrix
A requirement for proper numerical treatment is that the instantaneous covariance matrix should be positive definite.
It is well-known that a matrix A is positive definite when all its sub-matrices have a positive determinant, known as Sylvester's criterion.
Since we deal with a 2 × 2 covariance matrix, after the change to the T -forward measure, one determinant needs to be positive det(A) > 0, next to the upper left matrix element, i.e.
.
By basic manipulations, we find det(A)
Dividing both sides by γ 2 v(t)F 2 (t) gives us
where
. Since v(t) > 0 and B r (t, T ) < 0, it is easy to see that χ(t, T ) is always non-positive.
Finally, we find:
Clearly, the left-hand side of the above inequality is positive for |ρ F,v | < 1 and v(t) > 0 whereas χ(t, T ) is always non-positive for the conditions described before.
By the same procedure as above, we can get the following condition for the approximate HHW PDE (2.12),
where Λ(t,
is always non-positive. Therefore, we obtain a similar result as for the full-scale HHW PDE, which means that the approximations made do not pose any difficulty regarding the properties of the covariance matrix.
Error analysis
We now perform error analysis to gain insight in the differences in the solutions V and V of respectively the full-scale (2.11) and approximate HHW PDE (2.12). We start with a heuristic qualitative statement.
Error Analysis -Stochastic Approach
The factors multiplying the second-order partial derivatives in the pricing PDE correspond to the terms from the instantaneous covariance matrix of the underlying stochastic model.
For the log-forward, x(t) = log F (t), with variance process v(t) as in (2.11), the corresponding option pricing PDE reads:
The associated instantaneous covariance matrix for state vector X(t) = [x(t), v(t)] T is thus given by:
Because of the projection v(t) ≈ E T ( v(t)|F 0 ) we need to analyze the error due to the approximation. If the variance of the square-root process, Var( v(t)|F 0 ) equals zero then obviously
where c(t), d and ω(t) are given in (2.14). Since the second moment in Eq. (3.3) is always positive, bounds for variance Var( v(t)|F 0 ) are given by:
The upper bound for the variance is thus based on the values of v(0),v and mean reversion parameter κ.
When we considerv ≡ v(0) (which is often the case in practice) the upper bound for the variance equalsv, so that for small values ofv higher accuracy is expected.
In the limit t → ∞, we have, by [4] , that:
where 1 F 1 (a; b; z) is a confluent hyper-geometric function. Since lim t→∞ ω(t) = 0, and lim t→∞ c(t) = γ 2 /(4κ), the variance in the limit equals:
With a closer look at the non-affine first element of the covariance matrix in (3.2), i.e. v(t) + η 2 B 2 r (t, T ) − 2ρ F,r ηB r (t, T ) v(t), we find that, for t → T , the term B r (t, T ) converges to zero, and the last term, 2ρ F,r ηB r (t, T ) v(t), therefore contributes only for 0 < t < T . On the other hand, the variance of v(t) is smallest for small values of t, as for t → 0, v(t) → v(0). These observations indicate that the projection of the non-affine term onto the expectation is expected to provide a highly satisfactory approximation.
PDE Error Analysis
In this section we turn to classical PDE error analysis, to also make some quantitative statements about the approximation errors encountered. The PDEs in (2.11) and (2.12) can be written, in shorthand notation, as follows:
with the corresponding operators L 1 , as in (2.11) and L 2 , as in (2.12). Again, V is the solution from the full-scale HHW PDE, whereasṼ is the solution from the approximating PDE (which can be determined highly efficiently by the COS method). Both PDEs are accompanied by the same boundary and final conditions. For the error, e := V − V , we find:
which can be re-written as:
and we arrive at the following equation: 10) subject to homogeneous boundary and final conditions. Notice that the right-hand side of the equation serves as a source term. In fact, the following two PDEs can be used for error analysis purposes:
Remark 1 (Existence of a strong solution): It is easy to see that the variable-coefficient equations (3.7) and (3.11) can be re-written in the form:
where u = u(t, F, v) represents V , V and e in Eqs. (3.7) and (3.11), respectively, c ij = c ij (t, F, v)(i, j = 1, 2) and b = b(t, F, v) are the corresponding variable coefficients. We suppose that the operator L is uniformly parabolic, i.e. there exists a positive constant µ such that
Furthermore, from the expressions of the coefficients in Eqs. (2.11) and (2.12), we can see that these coefficients are bounded and Hölder continuous. Consider the problem 
in the sense of distributions
for all ξ ∈ R 2 and ψ ∈ C ∞ 0 (O) with ψ ≥ 0. If there exists a strong super-solutionū to problem (3.13), then there exists also a strong solution u such that u ≤ū in S T [20, 1] .
Based on the form in (3.10), multiplying both sides by e, and integration over domain Ω, gives us:
Integration by parts, as follows,
inserted in Eq. (3.14), results in:
The V −ellipticity of the form Ω eL 1 edΩ [17] , following from the Lax-Friedrich (also known as the Poincaré) inequality, gives
which implies unique solvability of the problem. Inserting this result in (3.16) results in:
We further have:
We then apply Grönwall's lemma, i.e.,
Integrating both sides gives:
Since the error e, at initial point t = 0, vanishes, we have:
We focus on the norm (
, and find the following perturbation of the operator:
We can asses the appropriate norm:
Then, we have
This latter inequality bound gives an accurate representation of the parameters and functions that have an impact on the error made when solving forṼ , as an approximation for V . Here, | √ v − Φ(t, v(0))| represents the error between the non-affine term v(t) and its approximation Φ(t, v(0))(≡ E T ( v(t)|F 0 )), and v(0) is the limiting case of v(t) for t → 0. Since the variance of v(t) is the smallest for small t value, this approximation could provide a high accuracy. From the above inequality, we can see that for t → T the right side approaches to 0, because B r (t, T ) → 0 and other terms are bounded.
Numerical validation of the error analysis
In this section, we will solve numerically, by means of the ADI finite difference method, the HHW PDE (2.11), its approximating PDE (2.12) and the PDE for the error e, to confirm the error analysis from the previous section.
ADI finite difference method and grid stretching
The discretization and solution techniques follow very closely the detailed description of ADI in [13] . PDE (2.11) and its approximating PDE (2.12) are semi-discretized on a nonuniform Cartesian spatial grid, as described below (see, however, also [13] ).
In the F -direction, we define a nonuniform mesh by placing relatively many grid points in a prescribed interval [F left , F right ] ⊆ [0, F max ], which contains the strike price, K. In the interval [F left , F right ], the parameters ξ min = ξ 0 < ξ 1 < · · · < ξ M = ξ max are given by
where integer M ≥ 1 and parameter d 1 > 0. It is clear that ξ min < 0 < ξ int < ξ max . Then, the grid points 0 = F 0 < F 1 < · · · < F M = F max are defined via the following transformation In the v-direction, we also define a nonuniform mesh, as in [15] . With integer N 1 and parameter d 2 > 0, the parameters η 0 < η 1 < · · · < η N are then given by
, and 0 = v 0 < v 1 < · · · < v N < v max are defined by
Parameter d 2 controls the number of grid points v j in the vicinity of v = 0. We should place relatively many grid points near v = 0, because PDE (2.11) and its approximation (2.12) become convectiondominated PDEs in the v-direction, when v → 0. The finite difference discretization employed on the stretched grid is relatively standard. Let V : R → R be a function on a mesh {x i , y j }, i = 0, 1, . . . , M, j = 0, 1, . . . , N , with mesh widths ∆x i = x i − x i−1 , ∆y j = y j − y j−1 . We employ well-known central schemes to approximate the first and second derivatives of V . For example, at a point (x i , y j ), discretization is done as follows
,
The mixed derivative, ∂ 2 V (t, x i , y j ) ∂x∂y , can be approximated by successive applications of the scheme (4.3) in x− and y− directions, resulting in a nine-point discretization.
Remark 2: The PDE discretization for the approximation V will only differ with respect to the square-root term, i.e. in the discretization for V we will have
where function Φ(n∆t, v(0)) is defined in (2.13), v(0) is the initial variance and ∆t = T /L.
Details of boundary and final conditions
In the numerical experiments to follow, we will consider a European put option, for which we get the following set of final and boundary conditions:
whereas for v = 0 we employ:
This is the equation resulting when v tends to zero in the PDE.
, ∆v N = ∆v N −1 , these final and boundary conditions give us the following discretization:
where B n = B(n∆t, T ).
The PDE for the error
By combining the full-scale HHW option pricing PDE (2.11) and its approximating PDE (2.12) and defining e := V − V , we obtain the following PDE for error e:
The final and boundary conditions of the error PDE (4.5) are given by e(T, F (T ), v(T )) = 0, and,
and for v = 0 we employ here:
These final and boundary conditions give us the following discretization: 
where Φ n (v(0)) = Φ(n∆t, v(0)).
Time discretization and ADI scheme
After discretizing PDE (2.11), its approximating PDE (2.12) or the error PDE, we are left with the following final value problem for a system of ordinary differential equations (ODEs):
Here, V h (t) is an unknown vector composed of the approximations of the option values at the spatial grid points, V h (T ) is obtained by the final conditions, A h (t), 0 ≤ t ≤ T is a given real square matrix, and g h (t) is a given real vector that is obtained from the boundary conditions. For the time discretization and solution of (4.6), we consider the splitting scheme of alternating direction implicit (ADI) type, see also [13] . Matrix A h (t) is decomposed into three matrices, A h (t) = A 0 + A 1 (t) + A 2 , where A 0 represents the finite difference discretization of all mixed derivatives originating from the discrete PDE (2.11), or its approximation (2.12), A 1 (t) and A 2 are composed of the finite difference discretizations of the spatial derivatives in the F − and v− directions, respectively (both matrices A 1 (t) and A 2 are tridiagonal). Vector g(t) is decomposed analogously to A h (t), i.e. g(t) = g 0 + g 1 (t) + g 2 .
We will apply the first-order accurate Douglas scheme to solve the ODEs, as follows. With L ≥ 1,
, and θ > 0 a given real parameter, the Douglas scheme reads:
8)
which generates the successive approximations, V n , to the solutions V (t n , F i , v j ). Matrix A 0 representing the mixed derivatives is treated in an explicit fashion, see (4.7) in the above scheme. The matrices A 1 (t) and A 2 , representing the F − and v− direction derivatives, respectively, are treated in an implicit form as expressed in (4.8) and (4.9). Because these latter steps generate tridiagonal matrices, we can solve these systems by a basic LU factorization.
Numerical Results
In this section, we present some numerical tests with the ADI scheme to solve PDE (2.11), its approximating PDE (2.12) and the error PDE (4.5). A comparison between the results obtained by the ADI scheme and COS method is also given.
We perform numerical experiments where different parameter sets are considered. In the experiments, we have chosen a basis domain with F max = 3, v max = 2, so that (F, v) ∈ [0, 3] × [0, 2], with F 0 = K = 1. We will vary the domain size in one of the numerical experiments.
For the numerical discretization we have used ∆t = 1/5000, ∆F = 2F max /100, ∆v = 2v max /100, θ = HHW PDE by the ADI scheme with the numerical solution for the same PDE by means of the COS method. 
and the L 2 -error is defined as
, because we can use the COS method in a straightforward way to compute the option values for one variance value, v 0 = v(0) only. The maximum errors in Table 2 are sufficiently small, compared to the option values at the grid points for which the maximum is achieved, so that we can consider our numerical implementation to be correct (after several of these checks). Figure 1 presents the difference between the twoṼ -solutions, for a fixed value of v and two different maturities T (T = 1 and T = 2) graphically. From this figure, we can see that the approximation is also accurate for a longer maturity and other values of v 0 .
Remark 3: The convergence of the PDE solution to the COS solution cannot easily be improved by adding more spatial points or by changing the domain boundaries. The reason for this is the choice of boundary condition for the PDEs on the truncated domain. The boundary conditions are somewhat artificial (as they mimic an infinite domain setting), and because of them we encounter an small-sized error between the solutions of the PDE and integral formulation that does not disappear if we enlarge the computational domain. and not satisfied (Results 2), with parameters in Set 1 and Set 2 in Table 1 , respectively.
Remark 4:
Compared to the COS method, the ADI time-stepping finite difference method gets more expensive with an increasing number of the time-steps, because it is based on a discretization in time. Time stepping is not encountered in Fourier techniques that are based on the discounted expected payoff approach when dealing with European options. This illustrates an advantage in terms of CPU time of the Fourier technique whenever it is applicable. PDE techniques are however advantageous in terms of their general applicability (as there is no need for approximations).
As a next step, to confirm the error analysis in Section 3.2, with Φ(t, v(0)) the approximation in Eqs. (2.13) and (2.14) (Approximation I), we compute the option values of V (by the full-scale HHW PDE), and V (by the approximate HHW PDE), and we subtract the solution vectors to obtain V − V , as depicted in Figure 2 . Furthermore, we solve the error PDE for e, and we also display the second derivative V F F which plays a prominent role in the error analysis. The values of V F F are computed via the finite difference method. Figure 2 shows that for the cases of the Feller condition satisfied and not satisfied in Table 1 , the solution, V , originating from the approximate HHW PDE agrees very well with the solution V , of the full-scale HHW PDE. The results for t = 0 are displayed. In Figure 2 we observe that both quantities, V − V as well as e, exhibit an error peak at the position F = K, v = 0. This peak corresponds to the peak appearing in the second derivative V F F , which is in agreement with the error analysis in Section 3.2. The size of this peak is however very moderate.
We then check quantitatively the influence of the parameters ρ F,r , η, λ, F max and v 0 on the error V − V . We do this by varying each parameter value from Table 1 . The results for the error are displayed in Tables 3 and 4 for Set 1 and Set 2, respectively. The norm V − V in these two tables is defined as From Table 3 (Feller condition satisfied), we can see that the parameters ρ F,r and η have a pronounced, linear effect on the values of ||V − V ||. This is in agreement with the error analysis bound in (3.24). Other parameters do not affect the error ||V − V || significantly. However, we can see that, Table 1 .
when λ decreases, the errors become slightly bigger. When F max increases, the errors become slightly smaller. The results in Table 4 (Feller condition not satisfied) also show that decreasing the values of ρ F,r , η and v 0 leads to a decrease of V − V , whereas the parameters λ and F max have the opposite effects on V − V . These two tables serve as a numerical confirmation of the error analysis leading to (3.24). Highest errors values are observed for large values of parameter η. It should be noted, however, that η-values larger than 0.1 are exceptional in financial applications
As a next step we will compare the accuracy of the two approximations presented for Φ(t, v(0)) in Subsection 2.1, i.e. Approximation I (2.13), and Approximation II (2.15). Figure 3 shows the expectations obtained by Approximation I and Approximation II and the corresponding values of the difference V I − V II (recall that t = 0 is a singular point for Approximation I) for the parameters in the Sets 1 and 2.
It is observed that for both cases of the Feller condition satisfied and not satisfied, the errors between V I and V II are very small. We have further seen that when the errors between Approximation I and Approximation II get smaller, then the errors between V I and V II also decrease.
Parameter values are now varied and Table 5 shows that, in the numerical tests performed, from a certain κ-value the value of max |E I − E II | increases when κ increases (while for some κ-values the error decreases). We see a similar effect of parameter γ. The values of max |E I − E II | decrease when v increases, and parameter v 0 has a similar effect. 
Conclusion
In this paper, we studied for European plain vanilla options the difference between the HHW PDE and an approximating PDE. Classical PDE error analysis theory was applied to analyze the quality of the approximation and an error PDE was obtained. The effect of financial parameters ρ F,r , η, λ, F max and v 0 on the errors in the solutions has been determined in this analysis. Numerical experiments confirmed that the error between the solutions originating for the full-scale Heston-Hull-White PDE and its approximation PDE are reasonably small. The numerical results showed that ρ F,r and η have an effect on the error, whereas other parameters did not show any significant effect. The error in the option values obtained was however not exceeding the size 10 −4 . In addition, we compared two different approximations for the expectation and its effect on the values of the option value from the approximate HHW PDE. Table 1 . . 
