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Information reconciliation is crucial for continuous-variable quantum key distribution (CV-QKD)
because its performance affects the secret key rate and maximal secure transmission distance. Fixed-
rate error correction codes limit the potential applications of the CV-QKD because of the difficulty
of optimizing such codes for different low signal-to-noise ratios (SNRs). In this paper, we propose
a rateless reconciliation protocol combined multidimensional scheme with Raptor codes that not
only maintains the rateless property but also achieves high efficiency in different SNRs using just
one degree distribution. It significantly decreases the complexity of optimization and increases the
robustness of the system. Using this protocol, the CV-QKD system can operate with the optimal
modulation variance which maximizes the secret key rate. Simulation results show that the proposed
protocol can achieve reconciliation efficiency of more than 95% within the range of SNR from -20
dB to 0 dB. It also shows that we can obtain a high secret key rate at arbitrary distances in a
certain range and achieve a secret key rate of about 5× 10−4 bits/pulse at a maximum distance of
132 km (corresponding SNR is -20dB) that is higher than previous works. The proposed protocol
can maintain high efficient key extraction under the wide range of SNRs and paves the way toward
the practical application of CV-QKD systems in flexible scenarios.
I. INTRODUCTION
Quantum key distribution (QKD) [1, 2] is one of the
most practical applications of quantum information tech-
nologies. QKD enables two spatially-separated parties
named Alice and Bob to share random keys in the un-
trusted environment and promises unconditional secu-
rity in principle [3, 4]. With the development of quan-
tum computer research, the existing classical encryption
methods based on computational complexity are threat-
ened. Under the influence of such threats, QKD based on
physical properties have attracted worldwide attention.
The quest for high-performance QKD systems in the last
few years has led to several successful demonstrations
based on different protocols [5–7].
There are two types of protocols for generating sym-
metric keys over quantum channel: discrete-variable
QKD (DV-QKD) [3, 8] and continuous-variable QKD
(CV-QKD) [9–13]. In DV-QKD, the information is en-
coded in the polarization of single-photon states and
single-photon detector is used to measure received quan-
tum state. In CV-QKD [14, 15], the information is en-
coded in the amplitude and phase quadratures of quan-
tum states and heterodyne or homodyne detection tech-
niques are used in this case. CV-QKD has attracted
much attention as it offers the possibility for implementa-
tions based on classical telecom components [16–21]. For
a CV-QKD protocol based on coherent states with Gaus-
sian modulation, a composable security proof against ar-
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bitrary attacks has been provided [22–25]. Moreover,
Some experiments based on CV-QKD protocols have
been successfully implemented in laboratories and com-
mercial links [16, 17, 26].
A typical CV-QKD system consists of two parts, the
physical link and the information post-processing [9, 27].
In the first part, Alice prepares quantum states and sends
them to Bob through a quantum channel. Then Bob
measures quantum states using a homodyne detector.
The second part is the process of dealing with informa-
tion and getting secret keys operated by both sides. In-
formation reconciliation in post-processing is one of main
factors limiting the transmission distance of CV-QKD
system [28, 29]. Ref. [30] proposed multidimensional rec-
onciliation method which provides a way to use the classi-
cal error-correcting codes and improves the performance
of the CV-QKD system under low signal-to-noise ratio
(SNR). Reconciliation efficiency is an important param-
eter, which is the usual expression of the secret key rate
taking into account the imperfect reconciliation protocol
[31]. Ref. [16] used the multi-edge type low-density parity
check (MET-LDPC) codes in conjunction with multidi-
mensional reconciliation method to achieve high recon-
ciliation efficiency.
The longer the communication distance, the higher rec-
onciliation efficiency is required to ensure a high secret
key rate. It is a real challenge to obtain high secret key
rate at such long distance. Because the SNR of the quan-
tum channel may be lower than - 15 dB or even - 20 dB, it
is difficult to correct errors under such conditions [32, 33].
At present, MET-LDPC codes are fixed-rate codes which
can only obtain high error correction performance at the
corresponding SNRs to these codes [34–36]. However,
it is very difficult to design them at low rate with long
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2block length on the order of 106 bits [37]. In different ap-
plication circumstances, the SNR of CV-QKD system is
also different. Since the performance of the MET-LDPC
codes is very sensitive to slight changes in SNRs. The rec-
onciliation efficiency will be decreased when the practical
SNR differs from the codes’ optimal suitable SNR [38].
Thus a finite number of designed codes cannot support
fully practical applications. Besides, it is not realistic and
over-complex to find all available codes for each different
practical SNRs. This motivates us in this work to break
through these restrictions.
In this paper, we propose a rateless reconciliation pro-
tocol based on Raptor codes [39]. The rateless codes can
generate a potentially limitless number of coded symbols
for a given set of information symbols. Thus the rate of
these codes is uncertain befor information transmission.
We choose Raptor codes as the error-correcting codes
because they are the first rateless codes with linear time
encoding and decoding and have been used in several ap-
plications with large data transmission. Raptor codes
were studied for additive white Gaussian noise (AWGN)
in [40–43], which proposed a method to find the optimal
degree distribution in a given SNR. The rateless prop-
erty of these codes makes them easier to be optimized
for different SNRs. Compared with fixed-rate codes, the
design complexity of rateless codes is reduced. This pro-
tocol can maintain property of rateless codes and use just
one degree distribution to achieve high reconciliation ef-
ficiency under a wide range of SNRs. Additionally, in
previous CV-QKD system, the modulation variance is
adjusted in real time so as to be as close as possible to
the SNR corresponding to the threshold of an available
fixed-rate code [16]. Although this approach can achieve
high reconciliation efficiency, it also sacrifices the optimal
modulation variance. What’s more, it is hard to reach
the expected accurate SNRs. The rateless reconciliation
protocol allows the modulation variance to maintain an
optimal value, which can improve the performance of the
system. It is suitable to CV-QKD systems in different
scenarios.
This paper is organized as follows: In Sec. II a brief
review of post-processing in CV-QKD system is given. In
Sec. III, we describe the details of rateless reconciliation
protocol. In Sec. IV, several simulation results are car-
ried out to fully evaluate these advantages. Finaly, we
conclude this paper with a discussion in Sec. V.
II. POST-PROCESSING IN CV-QKD
A CV-QKD system consists of two legitimate parties,
Alice and Bob. Alice prepares Gaussian-modulated co-
herent states and sends them to Bob who measures one
of the quadratures with homodyne detection. After Bob
measures quantum states sent from Alice through the
quantum channel, both sides start the post-processing
to extract the secret keys over an authenticated classi-
cal public channel, which is assumed to be noiseless and
error-free. In this paper we use reverse reconciliation
scheme that Alice and Bob use Bob’s data to obtain the
secret key.
A. The procedure of post-processing
The post-processing of a CV-QKD system contains
four steps: base sifting, parameter estimation [31, 44],
information reconciliation [28, 29, 45, 46] and privacy am-
plification [47–49]. Base sifting refers to Bob sending a
randomly selected measurement base to Alice. Then Al-
ice keeps the correlated raw data according to the mea-
surement bases. The purposes of the parameter estima-
tion procedure are to determine quantum channel param-
eters and estimate the secret key rate. During informa-
tion reconciliation, Alice and Bob can extract available
common sequences from their correlated raw data. Af-
ter the above steps, Eve may have collected sufficient
information during her observations of the quantum and
classical channels. Hence, privacy amplification is an in-
dispensable step, which is used to distill the final secret
keys from the common sequence between Alice and Bob.
Let us discuss the details of the parameter estimation
step, which is relevant to calculate the secret key rate.
According to the Gaussian optimality theorem, Alice and
Bob’s two-mode state at the output of the quantum chan-
nel is fully characterized by Alice’s modulation variance
VA, channel transmission T and excess noise ξ, which is
added by the channel. With these notations, all noises
are expressed in shot noise units. In order to calibrate
the shot noise, it is necessary to obtain the electric noise
νel and the efficiency of the homodyne detection η firstly.
These two parameters are assumed not to be accessible to
Eve and are measured with a large amount of data during
a secure calibration procedure that takes place before the
deployment of the system. The parameters VA, T and ξ
are estimated in real time by using a fraction of raw data
after base sifting. Here we assume the standard loss of a
single-mode optical fiber cable to be α = 0.2dB/km. For
a CV-QKD protocol, the modulation variance VA is one
of the main physical parameters that influence the secret
key rate. Therefore, VA should be kept at the optimal
value to maximize the expected secret key rate.
Taking finite-size effects into account, the secret key
rate of a CV-QKD system with one-way reverse reconcil-
iation is given by [31]:
Kfinite =
n
N
[βI(A : B)− SPE (B : E)−4(n)] , (1)
where N is the total number of data exchanged by Alice
and Bob, n is the number of data used for key extrac-
tion, and the other m = N−n data is used for parameter
estimation. β ∈ [0, 1] is the reconciliation efficiency, and
I(A : B) is the classical mutual information between Al-
ice and Bob. SPE (B : E) is the maximum of the Holevo
information that Eve can obtain from the information of
Bob, where PE is the failure probability of parameter
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FIG. 1. The factor graph for a Raptor code. Uk denotes the
initial k bits. Vk′ denotes k
′ input bits of C. Cn denotes the
output n bits. The nodes in dashed border are redundancy
nodes generated by precoding.
estimation. 4(n) is the finite-size offset factor. Thus an
imperfect reconciliation scheme results in the reduction
of the secret key rate and limitation of the range of the
protocol. In order to achieve a high key rate, a higher
reconciliation efficiency β is needed under the condition
of low SNRs.
B. Raptor codes
Error correction is a part of information reconciliation
that affects the reconciliation efficiency. In this paper
we introduce Raptor codes as the error correction codes
for CV-QKD. Here we give some basics of these codes.
Figure 1 shows the factor graph for a Raptor code. In
general, a Raptor code includes two parts: linear pre-
coder V and LT code C. A Raptor code can be charac-
terized by (k, V , Ω(x)), where Ω(x) :=
∑
d Ωdx
d is the
degree distribution polynomial and Ωd denotes the prob-
ability of an output node with degree d. In this paper,
we choose LDPC code as the precoding code. In general,
the encoding process of Raptor code is as follows:
1. A high-rate check matrix is selected and converted
into a generator matrix, which is used to encode
the initial k bits. Through the LDPC encoding, k′
bits is generated.
2. From a given degree distribution Ω(x), randomly
select a degree ωi {0 < i < n} for the output bit ci.
3. Choose ωi distinct message bits, uniformly at ran-
dom. Use an index set Gi to denote which message
bits are selected.
4. Calculate the final value of the output bit ci by
XOR operations of ωi message bits, i.e., ci =
vgi,1
⊕
vgi,2
⊕
...
⊕
vgi,ωi .
5. Repeat above steps 2)-4) until enough output bits
are generated.
For the convenience of analysis, the output bits
c1, c2, ..., cn are sent to the receiver through a given bi-
nary input AWGN (BI-AWGN) channel. After enough
bits y1, y2, ..., yn have been received, the receiver will
start decoding, where yj = (−1)cj + zj and zj is the
zero mean Gaussian noise with variance σ2c for every
j ∈ 1, 2, ..., n. The corresponding channel SNR is de-
fined as γc = 1/σ
2
c . On the factor-graph representation
of Raptor codes in Fig. 1, the sum-product algorithm can
be applied to decode C. The channel log likelihood ratio
(LLR) message of cj is defined as:
m0j := log
P (cj = 0|yj)
P (cj = 1|yj) . (2)
The sum-product algorithm operates in an iterative
way where messages are passed bidirectionally along each
edge in the factor graph between neighboring input bits
and output bits. At the pth iteration, we denote the mes-
sage passed from output node o to input node i by m
(p)
o→i
and the message passed from input node i to output node
o by m
(p)
i→i. In each iteration, every node passes messages
to its neighbors along its edges. Then the message passed
from output node to input node at each iteration p are
formulated as follows[42]:
m
(p)
o→i = 2tanh
−1[tanh(
m
(0)
o
2
)
∏
i′ 6=i
tanh(
m
(p−1)
i′→o
2
)], (3)
and the message passed from input node to output node
is
m
(p)
i→o =
∑
o′ 6=o
m
(p)
o′→i′ . (4)
After a pre-determined maximum number of iterations
P , the decoded LLR, mi, for input node i is computed
as
mi =
∑
o
m
(P )
o→i. (5)
The decoded LLRs of the input nodes are passed to
code V to recover the original message bits. The entire
decoding process will be repeated as gradually increasing
the number of output bits until u1, u2, ..., uk are correctly
decoded. Generally, the decoder uses the check equations
of precoder V to vertify the correction of the decoding
results. If this round of decoding fails, the receiver will
collect more bits from the sender and start to decode
again. Once the decoding is successful, the receiver will
send a stop signal to the sender through a feedback chan-
nel.
In the next section, we will introduce the rateless rec-
onciliation protocol based on Raptor codes. The multi-
dimensional reconciliation method transforms a channel
with a Gaussian modulation to a virtual binary modu-
lation channel, with a capacity loss that is very low at
low SNR. This method enables the Raptor codes to be
applied in the BI-AWGN channel. The proposed proto-
col not only maintains property of rateless codes but also
achieves high reconciliation efficiency in different SNRs.
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FIG. 2. The schematic diagram of rateless reconciliation pro-
tocol. x and y are two correlated Gaussian sequences. x′ and
y′ represent the normalized sequences. M(y′, c) represents
the mapping function sent from Bob to Alice. u denotes the
initial sequence generated by QRNG. c is the Raptor encoding
result of u. u′ is the decoding result that equals to u when the
decoding is successful. r denotes the additional check codes.
QRNG: quantum random number generator.
III. RATELESS RECONCILIATION PROTOCOL
The rateless reconciliation protocol of CV-QKD can
be divided into two parts. Alice and Bob use multi-
dimensional reconciliation method to generate discrete
variables by rotate Gaussian variables. Then, Alice and
Bob correct all errors between their sequences using Rap-
tor codes. The schematic diagram of the proposed pro-
tocol is shown in Fig. 2.
According to this schematic diagram, x and y are two
correlated Gaussian sequence, satisfying x ∼ N(0,∑2),
and the property satisfies y = x+ z, z ∼ N(0, σ2Z). Alice
and Bob choose d to divide these sequences, where d is
the dimension of multidimensional reconciliation. Prac-
tical CV-QKD systems mainly adopt eight-dimensional
reconciliation (d = 8) because it has a highest perfor-
mance compared with other dimensions (d = 1, 2, 4) [30].
Then Alice and Bob normalize their Gaussian variables
x and y to x′ and y′ respectively with x′ = x/ ‖ x ‖,
y′ = y/ ‖ y ‖, where ‖ x ‖= √〈x, x〉, ‖ y ‖= √〈y, y〉.
The binary sequence u is generated by quantum random
number generator (QRNG) and follows uniform distribu-
tion for the security of CV-QKD system. In Fig. 2, we
can see that c is generated by random binary sequence u
through Raptor encoding. The detailed process of Rap-
tor encoding has been studied in section II.
It is worth mentioning that the coding characteristic of
LT code is to select message bits randomly according to
a degree distribution and generate limitless output bits.
The binary sequence c following uniform distribution is
a necessary condition in multidimensional reconciliation
method. This condition is guaranteed by the encoding
process of Raptor code. Let index set gi denotes which
message bits are selected, v denotes the input bits of LT
code, and ωi denotes one degree under the current degree
distribution. Then the probabilities of 0, 1 bits in output
bits ci (i ∈ 1, 2, ..., n) are given:
Prob(ci = 0)
= Prob(ci = 1)
= Prob(vgi,1
⊕
vgi,2
⊕
...
⊕
vgi,ωi = 0) (6)
= Prob(vgi,1
⊕
vgi,2
⊕
...
⊕
vgi,ωi = 1)
=
1
2
,
where Prob means probability. Thus the binary sequence
c generated by Raptor encoding is uniformly distributed.
Binary sequence c can not be directly used in multidi-
mensional reconciliation method, thus they need to be
converted into binary spherical codes. Spherical codes
mean that all code words lie on a sphere centered on 0
[30]. Therefore a further conversion is needed like this:
(c1, c2, ..., cn)→ ( (−1)
c1
√
d
,
(−1)c2√
d
, ...,
(−1)cn√
d
). (7)
After c is converted, the mapping function M(y′, c) is
calculated by Bob with sequence y′ and sent to Alice.
The mapping function M(y′, c) satisfies:
M(y′, c) · y′ = c. (8)
The number of encoded sequence c is required to be
multiple of d because the dimension of multidimensional
reconciliation is d. With the Raptor encoding, Bob cal-
culates more mapping functions and sends them to Alice.
Using the mapping functions, Alice can map her Gaus-
sian variable x′ to c′ where c′ = M(y′, c) · x′. Through
above steps, the reduction of the physical Gaussian chan-
nel is reformulated to a virtual BI-AWGN channel. Then
Alice starts to recover u by Raptor decoding. u′ denotes
the decoding result that equals to u when decoding is suc-
cessful. However, when the decoding is successful, there
is also a certain probability that the decision is wrong.
Hence it is necessary to send additional check codes r for
further judgment. If the decoding fails, Bob calculates
more and more mapping functions, and Alice prepares
for the next round of decoding. In addition, the map-
ping functions M(y′, c) sent on public channel do not
give any information to Eve about c, because M(y′, c)
and c are independent [30]. Thus messages transmitted
in the proposed rateless reconciliation protocol do not
result in information leakage.
5TABLE I. The four main degree distributions in this work.
Number Degree distribution
Ω1(x)
0.0269x320 + 0.002x81 + 0.022x60 + 0.031x41 +
0.0122x20 + 0.0518x12 + 0.0191x11 + 0.0004x8 +
0.0805x7+0.0002x6+0.0873x5+0.0695x4+0.2309x3+
0.3488x2 + 0.0174x
Ω2(x)
0.027x300+0.003x81+0.022x60+0.03x41+0.0121x20+
0.0518x12 + 0.0191x11 + 0.0004x8 + 0.0805x7 +
0.0002x6+0.0873x5+0.0695x4+0.2309x3+0.3488x2+
0.0174x
Ω3(x)
0.0271x80 + 0.002x61 + 0.0218x40 + 0.031x31 +
0.0122x20 + 0.0518x12 + 0.0191x11 + 0.0005x8 +
0.0803x7 + 0.0003x6 + 0.087x5 + 0.07x4 + 0.2307x3 +
0.3488x2 + 0.0174x
Ω4(x)
0.0223x55 + 0.0138x40 + 0.0285x25 + 0.0589x15 +
0.0994x7+0.0656x5+0.0641x4+0.1769x3+0.4639x2+
0.0066x
The rate of Raptor codes is uncertain before informa-
tion transmission due to the property of rateless codes.
Let n(γ) denotes the number of coded bits required for
the receiver to successfully decode the original k bits us-
ing Raptor decoding at SNR γ. Then the realized rate
of Raptor codes is defined as:
R(γ) = k/E[n(γ)], (9)
where E is the expectation operator, and E[n(γ)] denotes
the average number of coded bits required for the success-
ful decoding of the entire message bits.
Reconciliation efficiency is a significant parameter to
evaluate the performance of information reconciliation
step. In this CV-QKD system, the efficiency of recon-
ciliation is measured by:
β(γ) =
R(γ)
C(γ)
, (10)
where R(γ) is the realized rate of Raptor codes, C(γ)
is the capacity of the quantum channel at SNR γ. In
BI-AWGN channel, C(γ) is defined as:
C(γ) =
1
2
log(1 + γ). (11)
It can be seen from Eq. (1) that the value of the recon-
ciliaiton efficiency does affect the final secret key rate in
CV-QKD system. When the quantum channel between
Alice and Bob is stable, low efficiency will lead to low
secret key rate. Eqs. (9,10) show that n(γ) is inversely
proportional to the efficiency. If the secret key rate is less
than 0, then we do not need to generate limitless bits to
ensure decoding success. Therefore, it is necessary to
limit the scope of n(γ). Let βmin denote the minimum
reconciliation efficiency required for the system, which
satisfies Kfinite(βmin)=0. Let nval denote the maximum
length of n(γ) that meets the system requirements. If
the number of the message bits needed for decoding is
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FIG. 3. Color) The reconciliation efficiencies under different
SNRs. The red line segment represents the efficiency based
on the rateless reconciliation protocol in this paper with de-
gree distribution adaptive (DD-adaptive) method. From left
to right, dotted lines represent efficiency performances based
on degree distribution Ω1(x), Ω2(x), Ω3(x), and Ω4(x) re-
spectively. Other works, including quasi-cyclic (QC) MET-
LDPC codes [36], MET-LDPC codes [28], spatially coupled
(SC) LDPC codes [50] and polar codes [51] are also shown
here.
greater than nval, we will abandon this original message
u. Thus, n(γ) satisfies the following condition:
k
C(γ)
+O(k′) < n(γ) < nval =
k
βmin · C(γ) , (12)
where k denotes the length of u and k′ denotes the input
bits number for LT code.
In order to satisfy the requirement that the secure
key rate is greater than zero, a higher reconciliation effi-
ciency is needed under the condition of low SNRs. From
Eq. (10), we know that the realized rate R(γ) is the major
factor affecting efficiency. In other words, the efficiency
of the proposed protocol depends on a great extent on
the performance of designed Raptor codes. The goal of
Raptor code design is to find the output node degree dis-
tribution to maximize the design rate of the LT code. In
this paper, we obtain the degree distribution by the EXIT
chart approach [41, 43], which is based on two assump-
tions. Firstly, all incoming messages arriving at a given
node are statistically independent. Secondly, the degree
of each input node is high, and the message sent from
the node is approximately Gaussian. Under the above
two assumptions, the problem of finding the optimal de-
gree distribution can be transformed into the problem of
solving linear programming. Four mainly degree distri-
butions are used for Raptor codes in this work and their
descriptions are shown in Table I.
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FIG. 4. Color) The optimal modulation variance vs. distance
and the corresponding SNR. The top right-hand corner shows
zooming from 34 km to 124 km. The parameters of our CV-
QKD system are as follows: ξ = 0.01 η = 0.6, α = 0.2dB/km,
β = 95.6%, and νel = 0.015.
IV. SIMULATION RESULTS
Figure 3 shows the reconciliation efficiencies under
different SNRs. We set the information block size as
k = 9900 bits and the LDPC code V is a rate-0.99 LDPC
code which is constructed the same way as in Ref. [41].
Dotted lines, from left to right, represent efficiency per-
formances based on the degree distribution Ω1(x), Ω2(x),
Ω3(x), and Ω4(x), respectively (see Table I for details).
In Fig. 3, the reconciliation efficiency obtained by us-
ing Ω1(x) decreases with the increase of SNR. And when
SNR is higher than -12 dB, the efficiency is lower than
that of using Ω2(x). Therefore, the degree distribution
adaptive method is used to automatically switch the de-
gree distribution of Raptor codes with the change of SNR.
This method is equivalent to using one degree distribu-
tion to keep the reconciliation efficiency high. In other
words, the red line segment is an envelope that covers all
the hightest reconciliation efficiency in different SNRs.
As can be seen in Fig. 3, the efficiencies in our work are
larger than 95% in the range of SNR from -20 dB to
0 dB. When the SNR is -20 dB, the efficiency reaches
98%. The efficiency of QC MET-LDPC codes with rate
1/50 designed in [36] and that of MET-LDPC codes with
rate 1/20 designed in [28] dramatically drops as the SNR
changes. Therefore, Raptor codes with an optimized de-
gree distribution can achieve more stable efficiencies in
comparison with the fixed-rate LDPC codes under a wide
range of SNRs.
In previous CV-QKD system, the modulation variance
is usually adjusted in real time to get the code’s tar-
get SNR. The main reason is to meet the threshold of
available fixed-rate code and achieve high reconciliation
efficiency. The proposed protocol can achieve high rec-
onciliation efficiency under a wide range of SNR, so there
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FIG. 5. Color) Secret key rate under the optimal modulation
variance vs. distance. The orange line is the optimal modu-
lation variance with respect to the distance. The blue solid
line is secret key rate with optimal modulation variance. The
blue dotted line is the theoretical secret key rate under the
modulation variance adjusted in real time according to the
target SNR [16]. Neither set of data considers system over-
head. Other parameters are as follows: ξ = 0.01 η = 0.6,
α = 0.2dB/km, β = 95.6%, and νel = 0.015.
is no need to adjust the modulation variance to meet the
target SNRs. Here we can make it work at the optimal
value to increase the secret key rate. Figure 4 shows the
optimal modulation variance at the sender side with re-
spect to the distance and the corresponding SNR. And
it decreases with distance increasing and gradually sta-
bilized after about 40 km. As the distance increases, the
SNR decreases. Under this condition, the range of SNR
from -20 dB to 0 dB corresponds to the distance chang-
ing from 35 km to 124 km, which is indeed a wide range
of distance. Figure 5 shows the secret key rate under
the optimal modulation variance with respect to the dis-
tance. The blue dotted line indicates that the optimal
modulation variance has to be sacrificed for high recon-
ciliation efficiency of the fixed-rate code. Thus using op-
timal modulation variance can improve the performance
of CV-QKD system.
According to Eq. (1), the ratio of the data which is used
to extract the secret keys to total data has an important
impact on the secret key rate. In previous CV-QKD sys-
tem, almost half of the raw data is used for parameter
estimation, which will reduce the secret key rate by 50%.
In our system, we swap the order of parameter estimation
and information reconciliation. Thus, we can extract the
keys from all the data to have an almost doubling of the
final key rates [52]. Figure 6 shows the secret key rate
with respect to the transmission distance. The secret key
rate we achieve here is based on the system with 5 MHz
repetition rate. In these simulation results, the rateless
reconciliation protocol in Fig. 2 is applied to improve the
robustness of system and support high secret key rate.
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FIG. 6. Color) The finite-size secret key rate with 5MHz rep-
etition rate vs. distance. The triangle points, five-pointed
star, rhombus point, and six-pointed star correspond to our
simulation results. The solid lines are asymptotic theoretical
key rates. The first three lines from left to right correspond
to block lengths of N = 1010, 1011, 1012 respectively and their
reconciliation efficiency β = 0.95. The other solid lines repre-
sent the finite-size (1012) theoretical key rates with different
efficiencies. The modulation variance VA is always kept at the
optimal value, β refers to the result based on rateless reconcil-
iation protocol in Fig. 3. The orange dots are the secret key
rates obtained from the state-of-art experiment [16, 53–55].
The green block points are the secret key rates obtained from
the state-of-art fied test [26, 56–58]. Other parameters in our
results are as follows: ξ = 0.01 η = 0.6, α = 0.2dB/km, and
νel = 0.015.
Furthermore, the modulation variance VA is adjusted in
real time according to the system parameters to be as
close as possible to the theoretical optimal value. How-
ever, it is unrealistic to obtain the results of all the values
of SNRs in the range from -20 dB to 0 dB. Figure 6 shows
the simulation results of block lengths N = 1012 at SNR
of -20 dB, -16 dB, -12 dB, -8 dB, -4 dB and 0 dB, respec-
tively, and gives their asymptotic theoretical secret key
rate. We also compare the key rate under different block
lengths (N = 1010, 1011 and 1012). Notably, when the
block length is less than 1010, the secret key rate is less
than zero at SNR=-20 dB. In theory, high efficient key
extraction can be maintained at any SNR between -20
dB and 0 dB. Especially, the secret key rate is 300 kbps
at 32 km (SNR=0 dB), and 2.5 kbps at 130 km (SNR=-
20 dB). In Fig. 6, the state-of-art experiment results, and
field test results are given. It can be seen that the pro-
posed protocol is comparatively advantageous. Overall,
our work provides a reference for the application of CV-
QKD system in different scenarios.
V. DISCUSSION
The rateless reconciliation protocol is proposed in this
paper for CV-QKD that combines multidimensional rec-
onciliation schemes and Raptor codes. Compared with
fixed-rate code method, the proposed protocol has two
outstanding features. Firstly, the proposed protocol can
achieve high reconciliation efficiency with just one degree
distribution under a wide range of SNRs. It reduces the
complexity of optimization and improves the robustness
of the CV-QKD system. Secondly, the modulation vari-
ance of the system is allowed to work at the optimal value
which can significantly improve the secret key rate.
In theory, the rateless reconciliation protocol can
achieve error correction under lower SNRs (-25 dB or -30
dB), which supports the practical application of long-
distance CV-QKD system. Another important future
work is to improve the speed of the protocol. In this
paper, the data processing is completed under off-line
conditions. The post-processing in our work is completed
on the CPU platform, thus the speed can not meet the
real-time requirement of the system. In the future works,
the GPU platform can be used for parallel processing to
improve the performance.
The rateless reconciliation protocol proposed in this
work can be applied to two areas that show promise
for QKD. The first is the free space QKD system that
Alice sends quantum states to Bob without fiberoptic.
The second is QKD network. Raptor codes are suitable
for broadcasting environment, which can be used in star
QKD network.
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