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Abstract 
The existence and uniqueness of monotone solution of linear differential equation of the third order are proved. Using 
Ky Fan fixed-point heorem the existence of such solution of nonlinear equation of the third order is obtained. 
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1. Introduction 
The theory of the linear differential equations of the third order 
y" '+b( t )y '+c( t )y=O 
has been studied in many papers. More results of this theory, we can find in monography [4]. 
Oscillatory and asymptotic behaviour of the nonlinear differential equation of the third order in the 
form 
y'" + p(x ) f (y )  = 0 
were studied in [3]. In the paper [5] the study of the entry flow into a circular tube led to the 
differential equation in the form 
y"  + b(t)g(y') + c ( t ) f (y )  = O. 
Since during the last ten years there appeared more papers with quasiderivatives, in this paper we 
will deal with the equation in the form 
L3y + b(t)O(y') + c ( t ) f (y )  = 0 (1) 
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and linear differential equation associated with (1) 
L3y + b(t)y' + c(t)y = 0. (2) 
We will suppose that b(t),c(t) are continuous functions on [a, ~)  and g(y) and f (y )  are continuous 
on R. L3y, L2y and L~y are third, second and first quasiderivative of y, respectively, i.e., L3y = 
(L2y)', Lzy = r2(t)(Lly)', L1y = r2(t)y', rl(t), r2(t) are continuous and positive functions on 
[a, cxD). 
The solution of (1) is called nonoscillatory iff it is eventually positive or negative. Otherwise, it 
is called oscillatory. The differential equation (1) is called nonoscillatory if all of its solutions are 
nonoscillatory. Otherwise, this equation are called oscillatory. 
The solution y(t) of (1) is called Kneser solution if for Co ~ 0 it satisfies the following conditions: 
y(a) = Co, y(t) > O, Lly(t)<.O, L2y(t)>-O on [a,c~). (3) 
2. The existence of Kneser solution of linear differential equation 
The following results are similar to the results in [7, 8] for linear differential equation of the third 
order without quasiderivatives. Their proofs are similar as well, so some of them will be omitted. 
Lemma 1. Let the following assumptions hold: 
(HI) 2e( t ) -  b'(t)>~O on [a,o~), 
(H2) rz(t)/rl(t) be differentiable function on [a, cxD) and 
r2(t))' 
>>.o on 
Then every solution of (2 )  with a double zero at a point to > a has no simple zero in [a, t0). 
Proof. At first we shall say that the solution y(t) of (2) has double zero at a point to if y(to) = 
O, L~y(to) = O, L2y(to) ¢ O. Denote by 
r2(t)  ,2  
' (2c ( t ) -  f f ( t ) )y2+ ~r -~) ( r , ( t )y )  o (t, y )  = 6 
Multiplying Eq. (2) by y we obtain the identity 
r2 (rly')2 + ½bY 2 = -~o(t, y). (4) rz(rly')' y - ~ ri 
Without loss of generality, we can suppose that y(to) = O, L~y(to) = O, L2y(to) > O. Suppose 
the contradiction, i.e., there exists t~ < to such that y(t~) = O, L~y(h) ¢ 0. From the condition 
Lzy(to) > O, it follows that y(t) has minimum at the point to. Suppose y(t) > 0 on (ti,to). Then 
integrating the identity (4) over the interval [h, to] we get 
_l r2(tl____))[rl (ti)y'(tl )]2 = _ ~o(t, y(t)) dt, 
2 rl (ti) 
which is a contradiction, since left-hand side of the last equality is positive while, right-hand side 
is nonpositive. Therefore, y(t)>~O for t<,to. [] 
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Lemma 2. Let (H1),(H2) hold. Then there exists a nonnegative nontrivial solution of (2). 
Proof. Let {n} be a sequence of integers, n E [a ,~) .  Let to E [a ,~)  and {yn(t)) be a sequence 
of solutions of (2) such that 
yn(n) = O, Lly~(n) = O, L2yn(n) > O, 
y](to) + L~yn(to) + L~yn(to) = 1. 
Let u(t), v(t),w(t) be a fundamental system of solutions of (2) such that 
yn(t) = anu(t) + bnv(t) + cnw(t) 
and 
2 2 2 1 .  an + bn + cn = 
Then there exist subsequences {an, }, {bn~ }, {cn, } such that 
l iman,=a,  !imbn, =b,  l imcnk=C.  
k- - -*~ k cxD " k --* a<~ 
Let 
y(t) =- au(t) + by(t) + cw(t). 
Since {yn~(t)} converges uniformly on each compact subinterval of [a, cx~), and yn~(t)>~O for t<<.n 
then y( t )= l imk~ yn~(t)~>0 on [a, cx~). Since a.b.c ~ O,y(t) is nontrivial solution of (1). [] 
Lemma 3. I f  (H1) and (H2) hoM and (2) is oscillatory then every solution of (2), which vanishes 
at least one, is oscillatory. 
Theorem 4. Let (H1),(H2) and b(t)<~O, t E [a ,~)  hold. Then there exists Kneser solution of(2).  
Proof. Let yn,(t) be the solution defined in Lemma 2. From the identity (4) it follows that 
1 r2(t)L 2 n (t) 1 2 fn~ L2yn~(t)" y,, 2r---~ 1Y, + ~b(t)ynk(t ) = og(t,y,k(t)) dt. 
Since co(t, y)>~O, b(t)<~ O, then 
Lzy,~(t)>~O on [a, nk] (5) 
and 
y(t) = lirn y,k(t)>~O on [a, cxD), 
L2y(t) = lim Lzynk(t)~O on [a ,~) .  
k----~ ~ 
Now we prove that Lly(t)<~O on [a, cx~). Let ~ E [a,c~) be an arbitrary number. Let no > 3. From 
(5) it follows that 
(rl(t)y'n~(t))'>~O on [a, nk] and all nk>~no. 
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So rl(t)y',~(t) is a nonincreasing function on [a, nk]. Therefore, it yields 
Lly,~(nk) >~Lly,~(~), 
ioe,~ 
Then 
for ~ < nk. 
Lly(~) = lim Lly,~(~)<<.O. 
k---'* oo 
Since ~ was an arbitrary number, then Lly(t)<<.O on [a,e¢). [] 
If instead of the condition (HI),(H2) in the above lemmas and Theorem 4 we put b(t)<~O and 
c(t)>>.O we obtain the following lemmas and theorem which are analogous to the results given in 
[7]. 
Lemma 5. I f  b(t) <~ O, c(t) >10 on [a, co) and u(t) is any solution of (2) satisfyin9 the condition 
U(to)~O, Llu(to)<~O, L2u(to) > O, 
where to > a, then 
u(t) > O, Liu(t) < O, Lzu(t) > O, 
on [a, t0). 
Proof. It is analogous to the proof of Lemma 1.1 [7]. It follows immediately from the identity 
1 2 (uLluZ2u)' = --LluL2u + --L~u + uLlu[-bu' - cu]. [] 
FI F2 
Lemma 6. I f  b(t)<~O, ¢(t)>~O on [a,e~) and (2) is oscillatory then every solution of  (2), which 
vanishes at least once, is oscillatory. 
Theorem 7. I f  b(t)<.0 and c(t)i>0 on [a, cx~) then there exists Kneser solution of (2). 
Remark. If in Theorem 4 the sign equality at least in one of the conditions (H~), (H=) is not valid 
in any subinterval of [a,e~), or b(t)<~O and c(t) > 0 in Theorem 7, then there exists a solution of 
(2) such that 
u(t) > O, Llu(t) < O, L2u(t) > 0 for t>~a. 
3. The uniqueness of Kneser solution of linear differential equation 
From Theorem 4 it follows that the equation 
y"  + c(t)y = 0 
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has Kneser solution if c(t)>~O. This condition is sufficient for the uniqueness of such solution 
(y(a) = 1) as well as we can find it in [3]. However, the conditions in Theorem 4 are not sufficient 
for the uniqueness of Kneser solution for Eq. (2). For example, the differential equation 
y'" - 3y' + 2y = 0 
has two Kneser solutions y~ = e - t ,  y2 = te -t. 
Theorem 8. Let (HI),(H2), b(t)<<.O and 
F 1 r2~ dt ----- c~ (62) 
hold. Let Eq. (2) be oscillatory. Then there exists a unique Kneser solution of (2) such that 
y(a) = 1, y(t) > O, Lly(t)<.O, L2y(t)>.O, t>/a. 
Proof. Suppose to the contrary, i.e., there exist two solutions ul(t),u2(t) that satisfy (6). Then the 
solution v(t) = Ul(t) - u2(t) of (2) satisfies the condition v(a) = 0. Since (2) is oscillatory then, by 
Lemma 3, v(t) is an oscillatory solution of (2). Hence there exists a sequence {tk} of zeros of v(t) 
such that limk-.o~ tk = ~.  Integrating the equality (4) over Irk, tk+l] we get 
r2(t) , 2 tk+, 
[r---l~(r,(t)v(t)) ],, >10, 
i.e., 
t2  r2(tk+l )rl(tk+J )V (tk+l )>~Or2(tk )rl(tk )v'2(tk ). (7) 
NOW twO cases may happen 
(i) there exists k0 such that v'(t,o) y~ 0 (and so v'(tk) ~ 0 for all k > k0), or 
(ii) v'(tk) = 0 for all k. 
Consider the case (i). If V'(tko) ~ 0 then (7) implies that 
lim inf r2(tk)rl(tk)v'2(tk) >~C > 0. (8) 
Since LlUl <.0, then u'l(t ) <.0 and r2(t)u'l(t ) <.0. Then l imt_~ r2(t)u'l(t) = 0. Indeed if l imt_~ r2(t) 
u~(t) = -k  2, k 57/= 0 then 
k 2 
r2(t)u'l(t ) < - - -  
2 '  
for t > to and so 
k2 ~t  1 
Ul(t) < ---~-- ~ dt + c, 
which tends to -00,  which contradicts u~(t) > 0. Similarly, limt--.oo r2(t)u'2(t)=O and so lim/__.~ r2(t) 
v'(t) = 0. Assumption (H2) implies that r2(t)/rl(t) is nondecreasing and so rl(t)/r2(t) is nonincreas- 
ing function. Then 
rl(t) ,2 2 lim r2(t)rl(t)v '2 = lim [r2(t)v (t)] = 0, 
t ----r (X~ t---* ~ 
which contradicts (8). 
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Now consider the case (ii). If v'(tk) = 0 for all k = 1 ,2 , . . . .  Then with respect o the initial data 
we have v(t)>~O or v(t)<,O on [a, oo). Let us suppose v(t)>>-O. Let {zk} be a sequence of zeros of  
v'(t) such that 
z~ < tk < zk+~ < tk+l 
and v'(t) # 0 on (Zk, tk). Since v'(zk) = v'(tk) = 0, then rl(rk)V'(rk) = rl(tk)v'(tk) = 0 and there 
exists a number ~ 6 ('rk, tk) such that (rl(t)v'(t))' = 0 for t = ~. Integrating the equality (4) over 
[¢,tk] we get 
1 r2(~)  , 2 
2 r -~ (r'(~)v (~)) ~ lb(~)/)2(~)' 
which is a contradiction since the left-hand side is positive, while the right-hand side is nonpositive. 
Therefore, v(t) = O, i.e., ul(t) = u2(t) for t E [a, oo). [] 
Corol lary 9. Let r(t) = rl(t) = r2(t) and (62) hold. Let either 
(i) b(t)>-k and 2c(t) - b'(t)>>, q 
r(t)' 
where p<.O and q > 4/(3x/3)( -p)  3/2, p,q are constants, or 
_ _  g P and 2c(t) - b'(t)>>- (ii) b(t)/> R2(t ) R3(t)r(t )
where p < 1, e > 4/(3v/-3)(1 - p)3 are constants and 
[' 
R( t ) = r--if5 as. 
Then there exists a unique Kneser solution of (2), (3). 
Proof. From [9, Theorems 4 and 5], it follows that differential equation (2) is oscillatory. [] 
Example 10. The differential equation 
4 
(t(ty')')' - 2y' + 7y = 0 
satisfies the condition (i) from Corollary 9 on [1,oo). The function y = t -2  is a unique Kneser 
solution of  this equation. 
Lemma 11. I f  b(t)<. O,c(t)>~O and 
r l~  dt = oo. (6,) 
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Let u(t) be an nonoscillatory solution of (2). Then either 
(i) u(t)u'(t)<~O, L2u(t)>~O and u(t) ~ 0 on [a, cxz) or 
(ii) there exists a number c E [a,c~) such that u(t)u'(t)>~O and u(t) ~ 0 on [c, cx~). 
Proof. If u(t) is a nonoscillatory solution of (2) then there exists a number b > a such that u(t) ~ 0 
for t>>.b. We assert that u'(t) cannot change signs more than twice in [b ,~) .  In fact, we assume 
that t~, t2 are two consecutive points in [b, ~)  where u'(t) changes ign, then by multiplying (2) by 
rl(t)u'(t) and integrating by parts between tl and t2 we have 
rl(t)u'(t)(r2(t)(rl(t)u'(t))')' dt + b(t)rl(t)u'2(t) dt 
+ rl(t)u'(t)u(t)c(t) dt = O, 
[rl(t)u'(t)r2(t)(rl(t)u'(t))']tt2~ _ ft2 F2(t)[(Fl(t)ut(t))t] 2 dt 
ft2 ftlt2 + b(t)rl(t)u'Z(t)dt + rl(t)u'(t)u(t)c(t)dt = O, tl 
rl(t)c(t)u(t)u'(t) dt = r2(t)[(rl(t)u'(t))'] 2 dt - rt(t)b(t)u'2(t) dt. 
Since b(t)<<.O and c(t)>~O, it follows from the above that 
u(t)u'(t)>~O on (tl,t2). 
From this assertion it follows that there exists a number c>~a such that either u(t)u'(t)<.O or 
u(t)u'(t)>~O and u(t) ~ 0 for t >~c. 
Now we show that if u(t)u'(t)<<.O for t>~c then u(t)u'(t)<~O and u(t) ~ 0 for all t>>-a and 
L2u(t)>>-O for all t~a.  Suppose to the contrary L2u(t) < 0 for t>>-c. Without loss of generality, we 
can suppose u(t) > 0 and u'(t)<~O on [c ,~) .  Since 
(L2u(t))'= -b(t)u'(t)-c(t)u(t)<~O, 
then L2u(t) < 0 on [ i ,~) ,  i.e., r2(t)(rl(t)u'(t))'<~O and so (r](t)u'(t))' < 0 for t>~?. Hence rl(t)u'(t) 
is a decreasing function on [?,~).  Since u'(t)<~O then there exists t* > ? such that 
rl(t)u'(t) < rl(t*)u'(t*)= -k  2 < O. 
Therefore, 
1 u'(t) < -k  2 -  
u(t) < -k  2 / 1 dt +c. 
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Since the right-hand side of the last inequality diverges to -00, it contradicts the condition u(t) > O. 
So L2u(t)>-O on [c,c~). IfL2u(t) =-- 0 on [c, cx~) then 
(rl(t)u'(t))' =- O, 
rl(t)u'(t) = cl <<.0, 
u(t) = Cl / 1--j--dt + c2. 
rl(t) 
The number cl < 0 is impossible, so Cl = 0 and u(t) = c2 on [c, c~) and with respect o the initial 
data we get u(t) = c2 on [a, c~). 
Let LEU(t2) > 0 for a number t2 ~>c. Then, by Lemma 5, L2u(t) > O, LlU(t) < 0 and u(t) > 0 
on [a, t2). Therefore, 
u(t) > 0, LlU(t)<~O, LEU(t)>/O on [a, cc). [] 
Theorem 12. Let b(t)~<0, c(t)>>.O and (61), (62) hold. Let m be the positive stationary point of 
the function 
hy  3 1 , 2 b 
F(y)  ri - ~h y + --y,rl 
where h = rl(t)/r2(t) and 
/ ~[c(t) + F(m(t))] = ~.  dt 
Then (2) has an oscillatory solution. 
Proof. Suppose u(t) is any nonoscillatory solution of (2). By Lemma 11 there exists a number T 
such that either 
or 
. .  u ' ( t )  
y( t )= rl(t)--7-7-. >~O for t>>.T (9) 
u(t) 
. . u ' ( t )  
y(t) = r l ( t ) -~  <<.0 for t>~a. (10) 
We assert hat (9) is imposible. Let us assume the contrary. The function y(t) satisfies the second- 
order nonlinear equation 
3 2 ' b+c '~.  (r2yt'q- ~hy ) = - (hy  3 1 t 2 -~hy  +- -  ¢ Fi 
Denote 
hy  3 1 t 2 b F(y)  - zh  y + - -y .  
F 1 Z F 1 
(11) 
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Then the function c + F(y)  has a minimum on the interval [0, c~) at a point 
1 m = --(r lh'  + (r~h '2 - 12hb) 1/2) 
6h 
and 
F (m)=2 b 1 h ' (  h')  -~m~ + -~-~ b - mrl ~ • 
Substituting this minimum into (11 ) we get 
( r2y '+3hy2) '=-F (y )+c<. -F (m)+c,  t>.T. 
Integrating the last equation over [T, t] we get 
r2(t)y'(t) <<. r2(to)y'(to) + ~h(to)yE(to) - 3h(t)y2(t) 
- ~t(c(s) + F(m(s))) ds, 
which tends to c~. Therefore, 
limrz(t) \(rl(t)-~--~)u'(t) = -c~ as t --~ cc 
t 
and 
429 
(12) 
(13) 
. .u'(t) _k  2 1 
< r2(t--3' h # 0 
eventually. 
Since f~  1/rz(t)dt = ~,  then (9) is imposible and therefore u'(t)u(t)<~O and u(t) # 0 on [0, c~). 
Since u(t) was taken to be any nonoscillatory solution, it follows that (2) has an oscillatory solution 
(i.e., a solution w(t) such that W(to) = O,t>~a is oscillatory). [] 
Theorem 13. Let b(t)<.O, c(t)>~O, (HI), (H2), (H3)and 
/ ~(e(t) + F(m(t)))dt = oo 
hold. Then (2) has the unique Kneser solution. 
Proof. The proof follows immediately from Theorems 8 and 12. [] 
Corollary 14. Let b(t)<.O, c(t)>~O, 2c(t) - b'(t)>~O, 
f~  1 ~ 21  3/2 dt -= oo, (c(t) 3~/-~r(t)(-b(t)) )dr =- c~. 
Then there exists a unique Kneser solution of the equation 
(r(t)(r(t)y')')' + b(t)y' + c(t)y = O. 
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I f  the differential equation (2) is without quasiderivatives, i.e., it has the form 
y'" + b(t)y' + c(t)y = 0, (14) 
then the other theorems for unique solution of Kneser problem are known as follows. 
Theorem 15 (Svec [10]). Let b'(t)<.O, b(t)<~O, l imb(t) ¢ 0, as t ~ c~, c(t)>~O and c(t) = 0 
does not hoM in any subinterval of [a,c~). Then there exists a unique Kneser solution of(14).  
Theorem 16 (Svec [10]). Let b(t)<~O, c(t)>~O, c'(t)~O and c(t) = 0 does not hoM in any subin- 
terval of [a, ~) .  Then there exists a unique Kneser solution of (14). 
Theorem 17 (Jayaraman et al. [6]). Let b(t)<<.O, c(t)>.O and 
t2 c( t ) dt < c~ and tb( t ) dt < c~, 
then there exists a unique Kneser solution of (14). 
4. The existence and uniqueness of Kneser solution of nonlinear differential equation 
In this section we will consider the nonlinear differential equation 
L3y + b(t)g(y') + c(t) f (y)  = O. 
First we prove the existence of Kneser solution of this equation. The method of the proof is based 
on Ky Fan fixed point theorem for a multivalued operator 3-. 
Theorem [Ky Fan]. Let E be a Hausdorf locally convex topological vector space and let ~- : 
Q ~ Q be upper semicontinuous compact-convex valued operator mapping a closed convex subset 
Q of E into a relatively compact subset of Q. Then there exists x E Q such that x E Y-(x). 
Given a real interval J ,  a nonnegative integer k, C~(J) denotes the Fr6chet space of all functions 
x : J ~ R with the topology of uniform convergence on compact subintervals of J of all the 
quasiderivatives up to the order k. As a generating family of seminorms for this topology one 
may consider {P~: K compact subinterval of J},  where Px(x) = sup{Ix(t)[, t E K}, P~:(x) = 
Px(x) + Px(Lkx). A subset X of C~(J) is bounded iff there exists a continuous function q~ : J ~ R 
such that Ix(t)] + ]Lkx(t)l <<.~o f r all t E J, x E A 
Consider the boundary problem (1), (3). Suppose f ,  g are continuous functions such that 
f (u )u  > 0 for u¢0  and l imf (U) -0  < ~,  (15) 
u---*0 U 
g(u')u' > 0 for u '¢0  and lim g(u')_/.t < c~. (16) 
u~ ---,O U t 
Let 
Q = {u E Cq2([a, o¢])" O<<.u(t)<<.eo}. 
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For every u E Q the functions 
~ f(u~(---~ )) if u(t)¢O, 
f u(t) = 
L o"  if u(t) = O, 
9(u'(t)) if u'(t) ~ 0, 
gu,(t) 
~'t~ u '~ if u'(t) = 0 
are continuous functions on J = [a, co). 
Theorem 18. Let (H2), b(t)<<.O and (15) hold, and for every u(t) ~ Q let 
2c(t)fu(t) - b'(t)>>.O. (17) 
Then the problem (3), 
L3y q- b(t)y' + c(t)f(y) = 0 (18) 
admits a solution. 
Proof. For every u C Q consider linear problem (3), 
L3y + b(t)y' + c(t)f  u(t)y = 0. (19) 
From Theorem 4, it follows that the problem (3), (19) admits nonempty set of solutions {Yu}. 
Therefore, we may define a multivalued operator 3-, 
J- : Q ~ ~--(Q), 
Since O<.y~(t)<. 1, then O<~--u(t)<. 1 and we have J - (0)  C 0. 
The set 0 is the closed convex subset of C2(J). 3-(0 ) is equibounded in C(J) and, by Theorem 
2.1 in [2], also in C2(j). Therefore, ~- is equicontinuous on K and, by Ascoli theorem, ~J-(0) is 
a relatively compact subset of 0- Since the differential equation (19) is linear and condition (3) is 
convex, then J (Q)  is convex set. It remains to show that J- is upper semicontinuous with compact 
values. According to Theorem 1.2 in [1] ~- is upper semicontinuous with compact values iff (i) given 
a sequence {q~} in Q and a sequence {y,} in Y(Q) such that y, E Y(q,)  for all n E N, if {qn} 
converges in Q and {y,} converges to y, then y satisfies (3). Obviously, y(a) = co. Furthemore, by 
the continuity of f ,b ,c  and pi the function y is a nonnegative nonincresing solution of (18), i.e., 
y(a)=co, y(t)>~O, Lly(t)<.O, Lzy(t)>~O 
From condition (16) it implies that the uniqueness of trivial solution of (18), therefore y(t) > 0 if 
Co ¢ 0 in [a, oo). [] 
Theorem 19. Let (15) and (16) hold. Let b(t)<.O, c(t)>.O. Then the problem (2), (3) admits a 
solution. 
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Proof of  this theorem is similar to the proof of  the above theorem, since the linear differential 
equation 
L3y + b(t)gu,(t)y' + c ( t ) f  , ( t )y  = 0 
admits a solution satisfying (3). 
Example 20. The differential equation 
4V/1 0 (t(ty') ' ) '  - 2y' + 7 + y2 = 
admits Kneser solution. 
Remark. I f  eq. (18) is weak superlinear, i.e., there exist a positive number ~ such that 
uf (u )  >>, au g for any u -~ 0, 
condition (17) in Theorem 18 can be replaced by the condition 
2~c(t) - b'(t) >i O. 
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