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annihilation into hadrons, taken with the ALEPH detector at the Z pole, are
analyzed. The 4-jet rate is studied as a function of the resolution parameter and compared to
next-to-leading order calculations combined with a resummation of large logarithms. With this




) from 4-jet observables is
performed, showing good agreement with previous measurements.
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1 Introduction
Electron-positron annihilation into hadrons at high energies is the cleanest process to test
Quantum Chromodynamics (QCD), the theory of strong interactions, since the initial state is
known very well and long-distance (non-perturbative) eects are typically small. Therefore many





) [1] and tests of the structure of the underlying gauge group [2], which
is SU(3) in the case of QCD. For the former measurements jet rates and so called event-shape
variables have been used as they are very sensitive to the eects of gluon radiation, and usually
dened such that the dierential cross sections are directly proportional to the strong coupling
constant. The dierential matrix elements in leading (LO) and next-to-leading order (NLO) for
these three-jet type quantities have been known for a long time [3], and for some of the variables
even the resummation of large logarithms to all orders in perturbation theory has been carried
out [4]. For the latter, in order to get sensitivity to the gauge structure of the theory, the angular
distributions of jets in 4-jet events were employed, using the LO predictions as they were the only
available for 4-jet observables, i.e. those whose predictions start at O(
2
s
), at that time.
Two years ago, NLO corrections were computed [5]-[13], which allow rened studies of four-jet
observables, such as improved tests of the gauge structure or measurements of the strong coupling




In this note a rst 
s
measurement using these new calculations is presented, by tting the
resummed next-to-leading order predictions for the 4-jet rate to corrected ALEPH data. In the
following section the theoretical input is summarized, after which the ALEPH detector and the
data analysis are described. Then follows a discussion on the 
s
measurement results, and nally
the conclusions are given.
2 Observables and Theoretical Predictions
The four-jet rate is dened as the ratio of the four-jet cross section to the total hadronic cross
section. In this study the jets are dened by the Durham clustering with the E-recombination
scheme [17].





















































annihilation into hadrons,  is the renormalization
scale, x














annihilation into four-parton nal states. This integration has been carried out with the Monte






















































































= 1=2 are the QCD colour factors, and N
f
= 5 is the number of active
avours.
Four-jet fractions decrease very rapidly when increasing the resolution parameter, so most of
the data is found at small y
cut
. However, the xed order perturbative prediction is not reliable
for small values of y
cut







that enhance the higher order corrections.
The all order resummation of the leading and next-to-leading logarithmic (NLL) contributions has
to be performed. This resummation is possible with the Durham clustering algorithm using the
coherent branching formalism. The expression for the 4-jet rate in the next-to-leading logarithmic
approximation is given in [13].
As the Durham four-jet rate can be resummed but it does not satisfy a simple exponentiation,
the only viable matching schemes are the R matching or the modied R matching [15],[16]. The
one used in this study is the R matching following again reference [13].
3 Data Analysis
3.1 The ALEPH Detector
The ALEPH detector is described in detail elsewhere [20]. Briey, at the core of the tracking
system is a silicon strip vertex detector (VDET). This has two layers, at average radii of 6.5
and 11.3 cm, each providing measurements in both the r- and r-z projections. The spatial
resolution for r- coordinates is 12 m for normal incidence and varies between 12 and 22 m
for z coordinates, depending on the track polar angle. The angular coverage of the VDET is
j cos j < 0:85 for the inner layer and j cos j < 0:69 for the outer layer. The VDET lies within
a cylindrical drift chamber (ITC), which measures up to eight coordinates per track in the r-
projection, with a resolution of 150 m. The ITC is in turn enclosed in a large time projection
chamber (TPC), lying between radii of 30 and 180 cm. This provides up to 21 three-dimensional
coordinates per track, with resolutions in the r- and r-z projections of 180 m and 500 m,
respectively. The three tracking detectors are surrounded by a superconducting solenoid producing
a magnetic eld of 1.5 T.
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in GeV/c) is achieved. The impact parameter resolution
is (25 + 95=p) m (p in GeV/c).
An electromagnetic calorimeter (ECAL) and a hadron calorimeter (HCAL) are used to measure
the energies of neutral and charged particles over almost the full 4 solid angle. The ECAL is a





. A relative energy resolution of 0:18=
p
E (E in GeV) is obtained.
The HCAL uses the iron return yoke as absorber and has an average depth of 1.2 m. Hadronic
showers are sampled by 23 planes of streamer tubes, which induce an analog signal on pads




. In association with the ECAL, the
HCAL also provides a measurement of the energy of charged and neutral hadrons with a relative
resolution of 0:8=
p
E (E in GeV).
Muon chambers consisting of two double layers of streamer tubes surround the HCAL.
Electrons and photons can be identied using the ECAL, whilst muons are seen as tracks giving
a series of hits on digital readout strips in the HCAL and muon chamber streamer tubes.
Combining the information of all subdetectors, while avoiding double counting, an energy-
ow algorithm [21] provides a measurement of the total energy and a list of charged and
neutral reconstructed objects, called energy-ow objects, with measured momentum vectors and
information on particle type.
3.2 Event Selection
In this analysis 1994 data taken at the Z peak by the ALEPH detector are used. First a hadronic
selection is applied. Charged particle tracks are selected that have at least four measured space
coordinates from the TPC, a polar angle at the origin in the range 20

<  < 160

, and a transverse
momentum with respect to the beam direction of p
?
> 0:2 GeV/c. In addition, the closest radial
distance of approach of the extrapolated track to the beam axis, d
0
, is required to be less than
2 cm, and the z-coordinate of the point of closest radial approach, z
0
, is required to be less than













computed. Neutral energy-ow objects are kept if their polar angle with respect to the beam axis
is in the range 11:5

<  < 168:5

.
Events are selected that have at least ve selected charged particle tracks and E
ch
> 15 GeV.
Finally, only events with j cos
T
j < 0:94 are kept, where 
T
is the polar angle of the thrust
axis, computed from all charged and neutral particles as obtained from the energy-ow algorithm.
According to the MC simulation, this basic hadronic event selection is about 94% ecient. Non-




events, represents 0.3% of this sample. After
the selection, a sample of 1.65 million hadronic events remains for further analysis. The 4-jet rate
for dierent values of the resolution parameter is computed taking all selected charged and neutral
energy-ow objects.
The analysis also uses 3.4 million simulated hadronic events produced with a generator based
on the JETSET 7.4 parton shower model [22]. The production rates, decay modes and lifetimes of
heavy hadrons are adjusted to agree with recent measurements, while heavy quarks are fragmented
4
using the Peterson et al. model [23]. Detector eects are simulated using the GEANT package
[24].
3.3 Detector Corrections
The 4-jet rate has to be corrected for detector eects such as acceptance, eciency and resolution.
This is done by computing this observable from the MC before and after the detector simulation
and imposing the same track and event selection cuts as for the data. Then the correction factors





























)) denotes the 4-jet rate at the hadron (detector) level. The hadron
level distributions are obtained by switching o any photon radiation in the initial and nal state
(ISR, FSR), both present at the detector level, with all particles having mean lifetimes less than
10
 9
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Figure 1: Detector corrections for the 4-jet rate obtained with JETSET.
The detector correction factors are typically found within the 5-10% range, increasing at the
edges of the phase space. These corrections are displayed in Fig. 1.
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3.4 Hadronization Corrections
The data already corrected to hadron level are further corrected for hadronization eects by
computing R
4

















































which can then be compared to the resummed perturbative prediction.
The JETSET parton shower model together with the Lund string fragmentation scheme
(PYTHIA 6.1) is employed for the calculation of the hadronization corrections. The model
parameters have been taken from [18], with the exception that nal state radiation is not included
in the simulation.
A similar approach for the description of the parton level is taken by the HERWIG 6.1 [25]
program. However, there the fragmentation is modelled according to the cluster fragmentation
scheme.
A third approach is that of ARIADNE 4.08 [26], where instead of a perturbative QCD cascade
in terms of quark and gluon decays the complementary language of colour dipoles is used. Then
the fragmentation is again based on the Lund string model as in PYTHIA.
Two similar and extreme approaches can be tested by using the matrix element option in the
PYTHIA program, or a special PYTHIA production which has an average number of partons
after the parton shower of 4. For this the parton shower cut-o parameter Q
0
has been increased
to 4 GeV, and afterwards the fragmentation parameters have been retuned so that the hadron
level describes the data (this approach will be called PYTHIA,Q
0
from now on). In the matrix
element option (namely PYTHIA,ME) at the parton level two-, three- and four-parton nal states
are generated according to the exact NLO matrix elements, and then the hadronization step is
performed via the string fragmentation scheme. This model should give a better description of
four-jet related quantities. However, it is known not to describe well the energy evolution of basic
quantities such as the charged multiplicity [27].
In Fig. 2 the hadronization corrections calculated with the various models are plotted. The
two parton shower models PYTHIA and HERWIG give very similar corrections, which dier
appreciably from unity, in the 20% region. Also the corrections obtained with ARIADNE agree
with the two previous models. The corrections obtained with the PYTHIA,ME and PYTHIA,Q
0
options typically dier more from unity and are quite dierent from the previous ones. The large
discrepancies at the order of 10% can be traced back to large discrepancies in the four-jet rates
at parton and at hadron level. The parton shower option, for y
cut
=0.008, gives a four-jet rate of
8.2% (6.9%) at parton (hadron) level, whereas the matrix element option predicts 10.2% (7.7%).
New MC models where the matrix element approach is combined with a parton shower have
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Figure 2: Comparison of the dierent hadronization corrections.
their predictions depend on an intrinsic resolution parameter needed to avoid soft and collinear
divergences [28].
4 Measurement of 
s
4.1 Fit Procedure and Results
An experimental covariance matrix is calculated to take into account the statistical error of
the data, the statistical errors of the detector and hadronization corrections, and the statistical
correlations among measurements of R
4
at dierent values of the resolution parameter.
Then a 
2
minimization is performed with respect to 
s





statistical errors only. The t range is  6:0  ln(y
cut
)   4:2. This was choosen taking into
account the overlap of the range where the 2-, 3-, 5- and 6-jet backgrounds are small and the
range where the corrections are well behaved.




, and those when xing x

to 1 and tting 
s
only, can
be found in Table 1. The uncertainties given there are statistical, only.
A 
2
per degree of freedom close to one is found when tting both parameters, where the
correlation between the two tted variables is 0.45. The tted x

, quite dierent from unity,
7
might be an indication that missing higher orders in perturbative QCD are still important.
However, when xing x

to 1, the 
2
gets dramatically worse, showing that the systematic
changes in the predictions are important.
The tted x

is closer to 1 than in the 2- and 3- jet studies using NLO calculations. The
new calculations used for this study, which are at NLO for 4-jet observables, are an important
ingredient for a future full NNLO prediction for 3-jet observables, where a value for x

closer to










0:11760 0:00014 0:67 0:03 7:2=8
0:11724 0:00012 1: 80:3=9
Table 1: Fit results for the 1994 ALEPH data.
Figure 3 shows the sensitivity of t to the renormalization scale, leading to a theoretical
uncertainty on 
s































Figure 3: Dependence of the 
s
t on the renormalization scale x

.
4.2 Systematic Uncertainties and Checks
Systematic uncertainties can arise from imperfections of the implementation of the physics
processes in the MC as well as from deciencies in the description of the detector performance,
8
from theoretical uncertainties or missing higher orders in the perturbative series, from the model
used to calculate the hadronization corrections, and from the specic analysis procedure. Table 2
shows most of the systematic sources that have been studied. A brief description of each one can









# Charged tracks = 8 0:11772 0:00013 0:67 0:03 +0:00012
0:11736 0:00012 1: +0:00012
j cos
T
j < 0:9 0:11769 0:00014 0:65 0:03 +0:00009
0:11730 0:00012 1: +0:00006
No cut on j cos
T
j 0:11759 0:00013 0:66 0:03  0:00001
0:11723 0:00011 1:  0:00001
E
neutral
=2 [1; 2]GeV 0:11837 0:00016 0:53 0:02 +0:00077
0:11752 0:00011 1: +0:00028
Charged Tracks 0:11877 0:00015 0:60 0:02 +0:00077
0:11815 0:00012 1: +0:00091
HERWIG Hadcorr 0:11693 0:00014 0:61 0:03  0:00067
0:11641 0:00012 1:  0:00084
ARIADNE Hadcorr 0:11743 0:00013 0:71 0:03  0:00017
0:11718 0:00012 1:  0:00006
PYTHIA,ME 0:12225 0:00015 0:60 0:02 +0:0047
0:12160 0:00012 1: +0:0044
PYTHIA,Q
0
0:12087 0:00016 0:50 0:02 +0:0033
0:11965 0:00012 1: +0:0024
Renorm. scale 0:11885 0:00012 0:5 +0:0013
0:12123 0:00013 2: +0:0040
1995 Data 0:11783 0:00019 0:66 0:04 +0:00023
0:11739 0:00016 1: +0:00015
Table 2: Table of systematic uncertainties and checks.
4.2.1 Selection Criteria
Two of the cuts imposed in the hadronic selection have been moved in order to evaluate the eect
on the 
s
measurement. These were the minimum number of good charged tracks (set to 8 instead
of 5) and the cut on cos 
T
that has rst been removed and then set to 0.9 instead of the nominal
0.94. The changes in the tted 
s
values translate into a systematic uncertainty of 0.1% for the
former and of 0.05% for the latter.
The observed changes when modifying some of the selection cuts are much less than 1%.
These uncertainties are smaller than the equivalent ones obtained with 3-jet variables, as might
be expected from the quadratic LO dependence on 
s
for 4-jet variables instead of the linear one in
the case of 3-jet variables. In reference [29] it is shown that modifying the other cuts implemented
9
in the selection has a smaller impact on the measured 
s
than the ones considered here, therefore
they have not been taken into account in the present study.
4.2.2 Detector Corrections
An estimation of the systematic uncertainty due to the detector corrections has been obtained by
repeating the analysis after introducing a new cut in the selection. The motivation for such a cut
is that the energy distribution of neutral particles in the 1-2 GeV region is not well reproduced by
the MC simulation. The data has been re-analized discarding the neutral particles in this energy
range, which gives a systematic uncertainty of 0.2%
As a cross-check, the analysis has also been repeated using charged tracks only, leading to a
variation in the tted 
s
of 0.7%, within the range of previous systematic checks.
4.2.3 Hadronization Corrections
The hadronization correction uncertainty is taken as the largest change in the tted 
s
when the
corrections are calculated with HERWIG and ARIADNE. The values can be found in Table 2.
This results in a systematic uncertainty of 0.7%.
As a cross-check, the more extreme models presented in Sect. 3.4 were used to t 
s
. Even
if the corrections calculated with these models dier by about 10% from the ones obtained with
PYTHIA, for example, the change in the tted 
s
is only of about 3.7% (again due to the quadratic
LO dependence on 
s
), which is covered by the total uncertainty.
4.2.4 Theoretical Predictions
The lack of knowledge of higher orders of perturbative QCD is estimated by the impact on the
tted 
s
of the renormalization scale variation in the theoretical calculation. The scale is varied
from x

= 0.5 to x

=2, and the largest dierence to the value found for x

=1 is taken as systematic
uncertainty, resulting in the dominant uncertainty of 3.4%.





0.11724. Figure 4 shows the small variation in the tted x

, which in all the cases was less than
unity. This might conrm that missing higher orders are still important.
An evaluation of mass eects, not included in the theoretical predictions, is tried using
the following procedure. LO predictions with massive and massless 4-parton matrix elements
are obtained using the recently released MCs that allow to start a PS from a 4-parton initial
conguration. In particular HERWIG 6.1 is used for the massless prediction, and 4JPHACT for
the massive one [30]. Being only LO predictions, the extracted 
s
values can not be compared
to the nominal result, but the dierence between both is an estimate of the mass eects on the
strong coupling constant. The theoretical uncertainty due to mass eects is observed to be quite
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Figure 4: Distribution of the tted x





Figure 5 shows the variation in the tted 
s
values when the t range is varied. Dierent t ranges
resulting in a similar t quality, always contained within the range  6  ln(y
cut
)   3, have been
tested showing a very stable tted 
s
. This shows that the range chosen for the nominal t does
not introduce any important bias in the measurement.
4.2.6 Further Checks
As a consistency check, the 1995 data were analyzed and tted to the resummed NLO perturbative




in excellent agreement with the ones found for the 1994 data.
4.3 Final Results
The uncertainties due to the selection criteria and the detector corrections are added in quadrature
to obtain the nal experimental systematic. Also the uncertainty due to the renormalization
scale variation is added to the one obtained from the mass eect estimation to obtain the total
theoretical error. These, together with the already quoted hadronization uncertainty, lead to the
nal result for 
s







) = 0:1172 0:0001(stat) 0:0003(exp) 0:0008(had) 0:0040(theo) :
In Fig. 6 the comparison of the tted resummed prediction with respect to 1994 corrected


























Figure 5: Distribution of the tted 
s
values obtained for dierent ranges. The arrow indicates the nominal
result.
The experimental error is smaller than the symbol size. Also the predictions at LO and NLO
are plotted, showing that NLO contributions are large. This could be an indication that missing
higher orders are still sizable.
5 Conclusions
Results are presented for a measurement of the strong coupling constant from the 4-jet rate










) = 0:1172 0:0001(stat) 0:0003(exp) 0:0008(had) 0:0040(theo) ;
with the renormalization scale x

= 1.
However, data shows a preference for x















where errors are statistical only. The preferred small x

indicates that missing higher order
corrections are still important.
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Figure 6: Comparison of the tted resummed prediction with corrected ALEPH data from 1994. The shaded
area corresponds to the uncertainty in the theoretical prediction, and the experimental error is smaller than the
symbol size. Also the LO and NLO ara drawn, showing that NLO contributions are large.
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