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Abstract
We show that every regular language defines a unique nondeterministic finite
automaton (NFA), which we call “a´tomaton”, whose states are the “atoms” of
the language, that is, non-empty intersections of complemented or uncomple-
mented left quotients of the language. We describe methods of constructing
the a´tomaton, and prove that it is isomorphic to the reverse automaton of
the minimal deterministic finite automaton (DFA) of the reverse language.
We study “atomic” NFAs in which the right language of every state is a
union of atoms. We generalize Brzozowski’s double-reversal method for min-
imizing a deterministic finite automaton (DFA), showing that the result of
applying the subset construction to an NFA is a minimal DFA if and only
if the reverse of the NFA is atomic. We prove that Sengoku’s claim that his
method always finds a minimal NFA is false.
Keywords: regular languages, left quotients
1. Introduction
Nondeterministic finite automata (NFAs) were introduced by Rabin and
Scott [13] in 1959 and still play a major role in the theory of automata. For
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many purposes it is necessary to convert an NFA to a deterministic finite
automaton (DFA). In particular, for each NFA there exists a minimal DFA,
unique up to isomorphism. This DFA is uniquely defined by every regular
language, and uses the left quotients of the language as states. As well,
it is possible to associate an NFA with each DFA, and this is the subject
of the present paper. Our NFA is also uniquely defined by every regular
language, and uses non-empty intersections of complemented and uncomple-
mented quotients—the “atoms” of the language—as states.
It appears that the NFA most often associated with a regular language
is the universal automaton, sometimes appearing under different names. A
substantial survey by Lombardy and Sakarovitch [11] on the subject of the
universal automaton contains its history and a detailed discussion of its prop-
erties. We refer the reader to that paper, and mention only that research
related to the universal automaton goes back to the 1970’s: e.g., in [7] as
reported in [1], [8, 10].
We call our NFA the “a´tomaton” because it is based on the atoms of
a regular language; we add the accent1 to minimize the possible confusion
between “automaton” and “atomaton”. We prove that the a´tomaton of a
regular language L is isomorphic to the reverse automaton of the minimal
DFA of the reverse language LR.
We introduce “atomic” automata, in which the right language of any state
is a union of some atoms. This generalizes residual automata [9] in which the
right language of any state is a left quotient (which we prove to be a union
of atoms), and includes also a´tomata (where the right language of any state
is an atom), DFAs, and universal automata.
We characterize the class of NFAs for which the subset construction yields
a minimal DFA. More specifically, we show that the subset construction ap-
plied to an NFA produces a minimal DFA if and only if the reverse automaton
of that NFA is atomic. This generalizes Brzozowski’s method for DFA mini-
mization by double reversal [3].
We study reduced atomic NFAs associated with a given regular language.
We formalize Sengoku’s approach [14] to finding minimal NFAs, and prove
that it does not always work, since there exist languages for which no atomic
NFA is minimal.
Section 2 recalls properties of regular languages, finite automata, and
1The word should be pronounced with the accent on the first a.
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systems of language equations. In Section 3, we study the right languages of
the states of any NFA; we call these languages “partial quotients”. We define
partial atoms and partial a´tomata and study their properties. Quotients and
atoms of a regular language and the a´tomaton are introduced and studied
in Section 4. In Section 5, we examine NFAs in which the right language of
every state is a union of atoms, and we extend Brzozowski’s method [3] of
DFA minimization. In Section 6, we study reduced atomic NFAs accepting a
given regular language, and prove that Sengoku’s claim [14] that his method
always finds a minimal NFA is false. Section 7 closes the paper.
A much shorter version of some of the results presented here has previ-
ously appeared in [5]. Note that here we use a definition of an atom which is
slightly different from that of [5] for reasons explained at the end of Section 4.
2. Languages, Automata and Equations
If Σ is a non-empty finite alphabet, then Σ∗ is the free monoid generated
by Σ. A word is any element of Σ∗, and the empty word is ε. The length of
a word w is |w|. A language over Σ is any subset of Σ∗.
The following operations are defined on languages over Σ: complement
(L = Σ∗ \ L), union (K ∪ L), intersection (K ∩ L), product, usually called
concatenation or catenation, (KL = {w ∈ Σ∗ | w = uv, u ∈ K, v ∈ L}),
positive closure (L+ =
⋃
i>1 L
i), and star (L∗ =
⋃
i>0 L
i). The reverse wR
of a word w ∈ Σ∗ is defined as follows: εR = ε, and (wa)R = awR, where
a ∈ Σ. The reverse of a language L is denoted by LR and defined as LR =
{wR | w ∈ L}.
A nondeterministic finite automaton is a quintuple N = (Q,Σ, δ, I, F ),
where Q is a finite, non-empty set of states, Σ is a finite non-empty alphabet,
δ : Q × Σ → 2Q is the transition function, I ⊆ Q is the set of initial states,
and F ⊆ Q is the set of final states. As usual, we extend the transition
function to functions δ′ : Q× Σ∗ → 2Q, and δ′′ : 2Q × Σ∗ → 2Q. We do not
distinguish these functions notationally, but use δ for all three. The language
accepted by an NFA N is L(N ) = {w ∈ Σ∗ | δ(I, w) ∩ F 6= ∅}. Two NFAs
are equivalent if they accept the same language. The left language of a state
q of N is LI,q(N ) = {w ∈ Σ∗ | q ∈ δ(I, w)}. The right language of q is
Lq,F (N ) = {w ∈ Σ∗ | δ(q, w) ∩ F 6= ∅}. The right language of a set S of
states of N is LS,F (N ) =
⋃
q∈S Lq,F (N ); hence L(N ) = LI,F (N ). A state is
unreachable if its left language is empty. A state is empty if its right language
is empty. An NFA is trim if it has no empty or unreachable states. Two
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states of an NFA are equivalent if their right languages are identical. An
NFA is reduced if it has no equivalent states. An NFA is minimal if it has
the minimal number of states among all the equivalent NFAs.
A deterministic finite automaton is a quintuple D = (Q,Σ, δ, q0, F ), where
Q, Σ, and F are as in an NFA, δ : Q×Σ→ Q is the transition function, and
q0 is the initial state. A DFA is an NFA in which the set of initial states is
{q0} and the range of the transition function is restricted to singletons {q},
q ∈ Q.
A DFA is minimal if it has no unreachable states and no two of its states
are equivalent.
We use the following operations on automata:
1. Determinization (D) applied to an NFA N yields a DFA ND obtained
by the well-known subset construction, where only subsets (including the
empty subset) reachable from the initial subset of ND are used.
2. Reversal (R) applied to an NFA N yields an NFA NR, where initial and
final states of N are interchanged in NR and all the transitions are reversed.
3. Trimming (T ) applied to an NFA N accepting a non-empty language
deletes from N all unreachable and empty states, along with the incident
transitions, yielding an NFA N T .
4. Minimization (M) applied to a DFA D yields the minimal DFA DM
equivalent to D.
A trim DFA D is bideterministic if also DR is a DFA. A language is
bideterministic if it is accepted by a bideterministic DFA.
Example 1. Figure 1 (a) shows an NFA N , where the initial states are indi-
cated by incoming arrows and final states by double circles. Its determinized
DFA ND is in Fig. 1 (b), where braces around sets are omitted. The minimal
equivalent DFA D = NDM of ND is in Fig. 1 (c), where the equivalent states
{1}, {0, 2}, and {1, 2} are represented by {0, 2}. The reversed and trimmed
version DRT = NDMRT of D is in Fig. 1 (d). 
The left quotient, or simply quotient, of a language L by a word w is the
language w−1L = {x ∈ Σ∗ | wx ∈ L}. Left quotients are also known as
right residuals. Dually, the right quotient of a language L by a word w is the
language Lw−1 = {x ∈ Σ∗ | xw ∈ L}. Evidently, if N is an NFA and x is in
LI,q(N ), then Lq,F (N ) ⊆ x−1(L(N )).
The quotient DFA of a regular language L is D = (Q,Σ, δ, q0, F ), where
Q = {w−1L | w ∈ Σ∗}, δ(w−1L, a) = a−1(w−1L), q0 = ε−1L = L, and
4
0b
a
a
b
1
0
b
b
∅
a a
b b
a
b
b
a
a
b
a, ba, b
a
b
a
b
b
∅ (c)(b)
(a)
(d)
1 0 2
0 0, 2
0, 2
1, 2
0, 2
Figure 1: (a) An NFA N ; (b) ND; (c) NDM ; (d) NDMRT .
F = {w−1L | ε ∈ w−1L}. The quotient DFA of L is the minimal DFA for L.
The following is from [11]: If L ⊆ Σ∗, a subfactorization of L is a pair
(X, Y ) of languages over Σ such that XY ⊆ L. A factorization of L is a
subfactorisation (X, Y ) such that, if X ⊆ X ′, Y ⊆ Y ′, and X ′Y ′ ⊆ L for
any pair (X ′, Y ′), then X = X ′ and Y = Y ′. The universal automaton
of L is UL = (Q,Σ, δ, I, F ) where Q is the set of all factorizations of L,
I = {(X, Y ) ∈ Q | ε ∈ X}, F = {(X, Y ) ∈ Q | ε ∈ Y }, and (X ′, Y ′) ∈
δ((X, Y ), a) if and only if XaY ′ ⊆ L.
For any language L let Lε = ∅ if ε 6∈ L and Lε = {ε} otherwise. Also, let
n > 1 and let [n] = {0, . . . , n − 1}. A nondeterministic system of equations
(NSE) with n variables L0, . . . , Ln−1 is a set of language equations
Li =
⋃
a∈Σ
a(
⋃
j∈Ji,a
Lj) ∪ L
ε
i i = 0, . . . , n− 1, (1)
where Ji,a ⊆ [n], together with an initial set of variables {Li | i ∈ I}, where
I ⊆ [n] is an index set. The equations are assumed to have been simplified
by the rules a∅ = ∅ and K ∪ ∅ = ∅ ∪ K = K, for any language K. Let
Li,a =
⋃
j∈Ji,a
Lj ; then Li,a = a
−1Li is the left quotient of Li by a. The
language defined by an NSE is L =
⋃
i∈I Li.
Each NSE defines a unique NFAN and vice versa. States ofN correspond
to the variables Li, there is a transition Li
a
→ Lj in N if and only if j ∈ Ji,a,
the set of initial states of N is {Li | i ∈ I}, and the set of final states is
{Li | Lεi = {ε}}.
If each Li is a left quotient (that is, a right residual) of the language
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L =
⋃
i∈I Li, then the NSE and the corresponding NFA are called residual [9].
A deterministic system of equations (DSE) is an NSE
Li =
⋃
a∈Σ
aLia ∪ L
ε
i i = 0, . . . , n− 1, (2)
where ia ∈ [n], I = {0}, and the empty language ∅ is retained if it appears.
Each DSE defines a unique DFA D and vice versa. Each state of D
corresponds to a variable Li, there is a transition Li
a
→ Lj in D if and only if
ia = j, the initial state of D corresponds to L0, and the set of final states is
{Li | Lεi = {ε}}. In the special case when D is minimal, its DSE constitutes
its quotient equations, where every Li is a quotient of the initial language L0.
To simplify the notation, we write ε instead of {ε} in equations.
Example 2. For the NFA of Fig. 1 (a), we have the NSE
L0 = bL1,
L1 = aL0 ∪ b(L1 ∪ L2) ∪ ε,
L2 = aL0 ∪ bL2 ∪ ε,
with the initial set {L0, L2}. The language L = L0 ∪L2 accepted by the DFA
of Fig. 1 (b) is obtained from this NSE as shown by the equations below on
the left. Renaming the unions of variables by new variables corresponding
to subsets in the subset construction, we get the equations on the right; for
example, L0 ∪ L2 is renamed as L{0,2}. This is the DSE for the DFA of
Fig. 1 (b).
L0 ∪ L2 = aL0 ∪ b(L1 ∪ L2) ∪ ε, L{0,2} = aL{0} ∪ bL{1,2} ∪ ε,
L0 = a∅ ∪ bL1, L{0} = aL∅ ∪ bL{1},
L1 ∪ L2 = aL0 ∪ b(L1 ∪ L2) ∪ ε, L{1,2} = aL{0} ∪ bL{1,2} ∪ ε,
L1 = aL0 ∪ b(L1 ∪ L2) ∪ ε, L{1} = aL{0} ∪ bL{1,2} ∪ ε,
∅ = a∅ ∪ b∅. L∅ = aL∅ ∪ bL∅.
Noting that L{0,2}, L{1,2}, and L{1} are equivalent, we get the quotient equa-
tions for the DFA of Fig. 1 (c), where L{0} = a
−1L{0,2}, L{0,2} = b
−1L{0,2},
etc.
L{0,2} = aL{0} ∪ bL{0,2} ∪ ε,
L{0} = aL∅ ∪ bL{0,2},
L∅ = aL∅ ∪ bL∅.

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Figure 2: (a) An NFA N ; (b) partial a´tomaton X of N .
3. Partial Quotients, Partial Atoms and Partial A´tomata
3.1. Introduction and Motivation
In 1992, Sengoku [14] defined an NFA to be disjoint if the right languages
of any two distinct states are disjoint. He noted that a disjoint NFA N has
exactly one final state, and proved that an NFA is disjoint if and only if NR
is deterministic. It follows that if we reverse, determinize2, and reverse N ,
the resulting NFA NRDR is a disjoint NFA equivalent to N .
We shall show that another NFA obtained from N by a completely differ-
ent process turns out to be isomorphic to NRDR. In our approach we start
with the right languages of states of N , which we call partial quotients of
N . This terminology is logical, since the right language of a state of N that
is reached by word w ∈ Σ∗ is always a subset of the quotient of L(N ) by
w. Next we construct all nonempty intersections of complemented and un-
complemented partial quotients of N , and refer to these languages as partial
atoms of N . These partial atoms become states of an NFA which we call
partial a´tomaton of N . We then prove that the partial a´tomaton of N is
isomorphic to NRDR.
We begin with a simple example to illustrate the formal ideas that follow.
Example 3. Consider the NFA N of Fig. 2 (a) recognizing a language L
over alphabet Σ = {a, b}. The right language of state 1 is L1, which is the
set of all words having an odd number of bs, and that of state 2 is L2 = L1,
2The reader should note that Sengoku’s DFAs are incomplete, and he does not include
the empty state in the determinized version of an NFA.
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which is the set of all words having an even number of bs. It follows that
L0 = a(L1 ∪ L2) = aΣ
∗. Each language Li is a partial quotient of N , since
L0 = L = ε
−1L, and L1, L2 ⊆ a−1L. The NSE for N is the set of equations
L0 = a(L1 ∪ L2),
L1 = aL1 ∪ bL2,
L2 = aL2 ∪ bL1 ∪ ε,
with initial set {L0}.
Next, we construct the partial atoms of N . Since L2 = L1, the inter-
sections containing L1 ∩ L2 and L1 ∩ L2 are empty. We also note that
L1 ∩ L2 = L1 and L1 ∩ L2 = L2. The partial atoms are the non-empty
intersections X0 = L0 ∩L1 ∩L2, X1 = L0 ∩L1 ∩L2, X2 = L0 ∩L1 ∩L2, and
X3 = L0 ∩ L1 ∩ L2, and they obey the following equations:
X0 = L0 ∩ L1 ∩ L2 = aL1 = a(L0 ∩ L1 ∩ L2) ∪ a(L0 ∩ L1 ∩ L2),
X1 = L0 ∩ L1 ∩ L2 = aL2 = a(L0 ∩ L1 ∩ L2) ∪ a(L0 ∩ L1 ∩ L2),
X2 = L0 ∩ L1 ∩ L2 = bL2 = b(L0 ∩ L1 ∩ L2) ∪ b(L0 ∩ L1 ∩ L2),
X3 = L0 ∩ L1 ∩ L2 = bL1 ∪ ε = b(L0 ∩ L1 ∩ L2) ∪ b(L0 ∩ L1 ∩ L2) ∪ ε.
If we identify X0 = L0 ∩ L1 ∩ L2 with 01, X1 = L0 ∩ L1 ∩ L2 with 02,
X2 = L0 ∩ L1 ∩ L2 with 1, and X3 = L0 ∩ L1 ∩ L2 with 2, and use {X0, X1}
as the initial set, we obtain the partial a´tomaton X of Fig. 2 (b).
From Fig. 2, we find that X0 (X1) is the set of all words that begin with
a and have an odd (even) number of bs. Also, X2 is the set of all words that
begin with b and have an odd number of bs, and a word is in X3 if it is empty
or begins with b and has an even number of bs.
Now we construct NRDR. The steps are shown in Tables 1–4, where
initial (final) states are denoted by right (left) arrows. Note that Table 4
corresponds precisely to Fig. 2 (b). 
Table 1: NFA N .
a b
→ 0 {1, 2}
1 {1} {2}
← 2 {2} {1}
Table 2: NFA NR.
a b
← 0
1 {0, 1} {2}
→ 2 {0, 2} {1}
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Table 3: DFA NRD.
a b
→ {2} {0, 2} {1}
← {0, 2} {0, 2} {1}
{1} {0, 1} {2}
← {0, 1} {0, 1} {2}
Table 4: NFA NRDR.
a b
← {2} {{1}, {0, 1}}
→ {0, 2} {{2}, {0, 2}}
{1} {{2}, {0, 2}}
→ {0, 1} {{1}, {0, 1}}
In summary, in this section we present the following contributions:
• We define partial a´tomata and study their properties.
• We prove that partial a´tomata are isomorphic to Sengoku’s disjoint
NFAs, obtained from any NFA N by finding NRDR.
• We prepare the ground for definitions of a´tomata in the next section.
A´tomata are special cases of partial a´tomata and have even nicer prop-
erties than partial a´tomata.
3.2. Partial A´tomata
Let L be a non-empty regular language and let N = (Q,Σ, δ, I, F ) be
any NFA accepting L, with state set Q = {q0, . . . , qk−1}. Let Li = Lqi,F (N ),
i ∈ {0, . . . , k − 1} be the partial quotients of N . A partial quotient Li is
initial if qi is an initial state of N , it is final if qi is a final state.
A partial atom of N is any non-empty language of the form L˜0 ∩ L˜1 ∩
· · ·∩ L˜k−1, where L˜i is either Li or Li. A partial atom is initial if it has some
initial partial quotient Li as a term in its intersection, it is final if and only if
it contains ε. Since L(N ) is non-empty, N has at least one partial quotient
containing ε. Hence it has exactly one final partial atom L̂0∩ L̂1∩· · ·∩ L̂k−1,
where L̂i = Li if ε ∈ Li, and L̂i = Li otherwise.
If the intersection L0∩· · ·∩Lk−1 is non-empty, then we call it the negative
partial atom; all the other partial atoms are positive. Let the set of partial
atoms be X = {X0, . . . , Xℓ−1}. Let the number of positive partial atoms be
h; this number is either ℓ or ℓ − 1. By convention, IX is the set of initial
partial atoms, Xh−1 is the final partial atom, and Xℓ−1 is the negative partial
atom, if present. The negative partial atom can never be final, since there
must be at least one complemented final partial quotient in its intersection.
9
In the following definition we use a one-one correspondence Xi ↔ Xi
between partial atoms Xi and the states Xi of the NFA X defined below.
Definition 1. The partial a´tomaton of N , is the NFA defined by X =
(X,Σ, η, IX, {Xh−1}), where X = {Xi | Xi ∈ X}, IX = {Xi | Xi ∈ IX}, and
Xj ∈ η(Xi, a) if and only if aXj ⊆ Xi, for all Xi,Xj ∈ X and a ∈ Σ.
The partial a´tomaton can be constructed directly from the NSE corre-
sponding to N , as illustrated in Example 3.
Proposition 1. The following properties hold for partial atoms:
1. Partial atoms are pairwise disjoint, that is, Xi ∩ Xj = ∅ for all i, j ∈
{0, . . . , ℓ− 1}, i 6= j.
2. The quotient w−1L of L by w ∈ Σ∗ is a (possibly empty) union of partial
atoms.
3. The quotient w−1Xi of Xi by w ∈ Σ∗ is a (possibly empty) union of partial
atoms.
4. Partial atoms define a partition of Σ∗.
Proof. 1. If Xi 6= Xj, then there exists g ∈ {0, . . . , k − 1} such that Lg is a
term of Xi and Lg is a term of Xj, or vice versa. Hence Xi ∩Xj = ∅.
2. The empty quotient, if present, is the empty union of partial atoms.
Every non-empty quotient Kj is a union of some partial quotients. As well,
every Li 6= ∅ is the union of all the 2ℓ−1 intersections that have Li as a term.
This includes all partial atoms that have Li as a term, and possibly some
empty intersections.
3. The quotient of a partial atom Xi by a letter a ∈ Σ is an intersection of
quotients of uncomplemented or complemented partial quotients of L. Since
a quotient of a partial quotient is a union of partial quotients, and a quotient
of a complemented partial quotient is an intersection of complemented partial
quotients, the quotient of Xi by a is a union of intersections of complemented
or uncomplemented partial quotients of L. If a partial quotient Lj does not
appear as a term in some intersection Z of this union, then we “add it in”
by using the fact that Z = Z ∩ (Lj ∪Lj) = (Z ∩Lj)∪ (Z ∩Lj). After all the
missing partial quotients are so added, we obtain a union of partial atoms.
It follows that w−1Xi is a union of partial atoms of L for every w ∈ Σ∗.
4. Since the union of all the intersections of complemented and uncomple-
mented partial atoms is Σ∗, the claim follows.
Lemma 1. Let w, x ∈ Σ∗. If wx ∈ Xi and x ∈ Xj then wXj ⊆ Xi, for
i, j ∈ {0, . . . , ℓ− 1}.
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Proof. Assume that wx ∈ Xi and x ∈ Xj, but suppose wy 6∈ Xi for some
y ∈ Xj. Then x ∈ w−1Xi and y 6∈ w−1Xi. By Proposition 1, Part 3, w−1Xi
is a union of partial atoms. So, on the one hand, x ∈ w−1Xi and x ∈ Xj
together imply Xj ⊆ w−1Xi. On the other hand, from y 6∈ w−1Xi and
y ∈ Xj, we get Xj 6⊆ w−1Xi. So if wy 6∈ Xi, we have a contradiction. Hence,
wXj ⊆ Xi.
Lemma 2. For w ∈ Σ∗, Xj ∈ η(Xi, w) if and only if wXj ⊆ Xi, for
i, j ∈ {0, . . . , ℓ− 1}.
Proof. The proof is by induction on the length of w. If |w| = 0 and Xj ∈
η(Xi, ε), then i = j and εXj ⊆ Xi. If |w| = 0 and εXj ⊆ Xi, then i = j,
since partial atoms are disjoint; hence Xj ∈ η(Xi, ε). If |w| = 1, then the
lemma holds by Definition 1.
Now, let w = av, where a ∈ Σ and v ∈ Σ+, and assume that lemma holds
for v. Suppose that Xj ∈ η(Xi, av). Then there exists some state Xk such
that Xk ∈ η(Xi, a) and Xj ∈ η(Xk, v). Thus, aXk ⊆ Xi by the definition
of partial a´tomaton, and vXj ⊆ Xk by the induction assumption, implying
that avXj ⊆ Xi.
Conversely, let avXj ⊆ Xi. Then vXj ⊆ a−1Xi. Let x ∈ Xj. Then
vx ∈ a−1Xi. Since by Proposition 1, Part 3, a−1Xi is a union of partial
atoms, there exists a partial atom Xk such that vx ∈ Xk. Since x ∈ Xj , by
Lemma 1 we get vXj ⊆ Xk. Furthermore, because avXj ⊆ Xi and x ∈ Xj ,
we have avx ∈ Xi. Since vx ∈ Xk, then aXk ⊆ Xi by Lemma 1.
As the lemma holds for v and a, vXj ⊆ Xk implies Xj ∈ η(Xk, v), and
aXk ⊆ Xi implies Xk ∈ η(Xi, a), showing that Xj ∈ η(Xi, av).
Proposition 2. The right language of state Xi of partial a´tomaton X is the
partial atom Xi, that is, LXi,{Xh−1}(X ) = Xi, for all i ∈ {0, . . . , ℓ− 1}.
Proof. Let w ∈ LXi,{Xh−1}(X ); then Xh−1 ∈ η(Xi, w). By Lemma 2, we have
wXh−1 ⊆ Xi. Since ε ∈ Xh−1, we have w ∈ Xi.
Now suppose that w ∈ Xi. Then wε ∈ Xi, and since ε ∈ Xh−1, by
Lemma 1 we get wXh−1 ⊆ Xi. By Lemma 2, Xh−1 ∈ η(Xi, w), that is,
w ∈ LXi,{Xh−1}(X ).
Proposition 3. The language accepted by partial a´tomaton X of L is L, that
is, L(X ) = L.
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Proof. We have L(X ) =
⋃
Xi∈IX
LXi,{Xh−1}(X ) =
⋃
Xi∈IX
Xi, by Proposi-
tion 2. Since IX is the set of all partial atoms that have some Lj as a term
such that qj ∈ I, we also have L =
⋃
Xi∈IX
Xi.
Next, we will show that X is isomorphic to the NFA NRDR. To prove this
result, we use the automata NR = (Q,Σ, δR, F, I), NRD = (S,Σ, γ, F,G),
and NRDR = (S,Σ, γR, G, {F}). This is a generalization of the isomorphism
result in [6].
Proposition 4 (Isomorphism). Let ϕ : X → S be the mapping assigning
to state Xi, given by Xi = Li0 ∩ · · · ∩ Lig−1 ∩ Lig ∩ · · · ∩ Lik−1 of X , the set
{qi0 , . . . , qig−1}. Then ϕ is an NFA isomorphism between X and N
RDR.
Proof. Every initial state Xi of X is mapped to a subset Qi of Q, correspond-
ing to the set of uncomplemented Lj ’s in Xi, having a property Qi ∩ I 6= ∅.
Then Qi is a final state of NRD and therefore, an initial state of NRDR.
The final state Xh−1 of X is mapped to the set of all qj ’s such that ε ∈ Lj ,
that is, the set of final states of N , which is the initial state of NRD, and
thus the final state of NRDR.
We also have to demonstrate that Xj ∈ η(Xi, a) if and only if ϕ(Xj) ∈
γR(ϕ(Xi), a) for all Xi,Xj ∈ X and a ∈ Σ.
Let s ∈ S be a state of NRD. The left language of state s consists of
all words u such that u ∈ LF,q(N
R) for every q ∈ s, but u 6∈ LF,q′(N
R) for
any q′ 6∈ s. We get that, LF,s(NRD) = (
⋂
q∈s LF,q(N
R))\(
⋃
q′ 6∈s LF,q′(N
R)) =
(
⋂
q∈s LF,q(N
R))∩(
⋂
q′ 6∈s LF,q′(N
R)), and so Ls,F (NRDR) = (
⋂
q∈s Lq,F (N ))∩
(
⋂
q′ 6∈s Lq′,F (N )). Also, given a state t of N
RD (as well as NRDR), simi-
lar equations hold for t. Then, γ(s, a) = t for some a ∈ Σ if and only if
LF,s(N
RD)a ⊆ LF,t(N
RD). This is equivalent to having s ∈ γR(t, a) if and
only if aLs,F (NRDR) ⊆ Lt,F (NRDR). Considering above, the latter is equiv-
alent to a(
⋂
q∈s Lq,F (N ) ∩
⋂
q′ 6∈s Lq′,F (N )) ⊆
⋂
q∈t Lq,F (N ) ∩
⋂
q′ 6∈t Lq′,F (N ).
Let s = {qj0 , . . . , qje−1} and t = {qi0 , . . . , qig−1}. Then we have that
{qj0, . . . , qje−1} ∈ γ
R({qi0 , . . . , qig−1}, a) if and only if a(Lj0 ∩ · · · ∩ Lje−1 ∩
Lje ∩ · · · ∩ Ljk−1) ⊆ Li0 ∩ · · · ∩ Lig−1 ∩ Lig ∩ · · · ∩ Lik−1 . By denoting Xi =
Li0 ∩· · ·∩Lig−1 ∩Lig ∩· · ·∩Lik−1 and Xj = Lj0 ∩· · ·∩Lje−1 ∩Lje ∩· · ·∩Ljk−1 ,
we get that ϕ(Xj) ∈ γR(ϕ(Xi), a) if and only if aXj ⊆ Xi. According to the
definition of X , the latter is equivalent to Xj ∈ η(Xi, a).
Corollary 1. The mapping ϕ is a DFA isomorphism between XR and NRD.
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4. Quotients, Atoms and A´tomata
4.1. Background
Sengoku [14] studied the NFA NRDMR obtained from any NFA N by
reversal, determinization, minimization and reversal. He called NRDMR the
normal NFA equivalent to N . He defined an NFA N to be in standard form
if NRD is minimal.
Recall a (slightly modified version of a) theorem from [3]:
Theorem 1. If an NFA N has no empty states and NR is deterministic,
then ND is minimal.
Suppose instead of starting with an NFA, we start with a minimal DFA
D. Since D has no unreachable states, DR has no empty states, and so
Theorem 1 applies to DR. Thus DRD is minimal, that is, DRD = DRDM , and
DRDMR = DRDR. Since DRD is minimal, DRDR is in standard form. The
NFA DRDR also appeared in the work of Matz and Potthoff [12].
As in the case of disjoint NFAs discussed in the previous section, we intro-
duce a completely different definition of an NFA (which we call an a´tomaton)
defined by a given minimal DFA—or equivalently, by any regular language—
and prove that that NFA is isomorphic to DRDR.
The concepts used here are special cases of those of Section 3: here,
instead of using an arbitrary NFA, we start with the minimal DFA of a
regular language L.
4.2. A´tomata
Let D = (Q,Σ, δ, q0, F ) be the minimal DFA of L, with state set Q =
{q0, . . . , qn−1}. It is well known that the right language of every state qi of
D is a quotient Ki = Lqi,F (D) of L, i ∈ {0, . . . , n− 1}.
An atom of L is any non-empty language of the form K˜0∩K˜1∩· · ·∩K˜n−1,
where K˜i is either Ki or Ki. Let the set of atoms be A = {A0, . . . , Am−1}.
Thus atoms of L define a partition of Σ∗, and L has at most 2n atoms.
An atom is initial if it has K0 (rather than K0) as a term; it is final if
and only if it contains ε. Since L is non-empty, it has at least one quotient
containing ε. Hence it has exactly one final atom, the atom K̂0 ∩ K̂1 ∩ · · · ∩
K̂n−1, where K̂i = Ki if ε ∈ Ki, and K̂i = Ki otherwise.
If the intersection K0 ∩ · · · ∩ Kn−1 is non-empty, then we call it the
negative atom; all the other atoms are positive. Let the number of positive
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atoms be p; this number is either m or m − 1. By convention, IA is the set
of initial atoms, Ap−1 is the final atom, and the negative atom, if present,
is Am−1. The negative atom can never be final, since there must be at least
one complemented final quotient in its intersection.
Evidently, the set of partial atoms of the quotient DFA D of the language
L is the set of atoms of L. Since atoms of L are a special case of partial
atoms, all the results of Section 3 about partial atoms hold for atoms.
Let N = (Q,Σ, δ, I, F ) be an NFA accepting L, with partial quotients
L0, . . . , Lk−1, partial atoms X = {X0, . . . , Xℓ−1}, and partial a´tomaton X =
(X,Σ, η, IX, {Xh−1}).
Proposition 5. For every Xi, where i = 0, . . . , ℓ−1, there exists some atom
Aj, j ∈ {0, . . . , m− 1}, such that Xi ⊆ Aj.
Proof. Let Xi = Li0 ∩ · · · ∩ Lig−1 ∩ Lig ∩ · · · ∩ Lik−1 , where 0 6 g 6 k. Let
Aj = Kj0 ∩ · · · ∩Kje−1 ∩ Kje ∩ · · · ∩Kjn−1 be an atom that has a quotient
Kl uncomplemented if and only if there is some Lr ∈ {Li0 , . . . , Lig−1} such
that Lr ⊆ Kl, and all the other quotients complemented. We claim that
Xi ⊆ Aj. On the one hand, from the choice of atom Aj , it is clear that
Li0 ∩ · · · ∩ Lig−1 ⊆ Kj0 ∩ · · · ∩ Kje−1. On the other hand, it has to be the
case that every quotient Kl that is complemented in Aj, is a union of some
Lh’s from the set {Lig , . . . , Lik−1}, or otherwise Kl would be included as an
uncomplemented quotient. Therefore, Kje ∪ · · · ∪Kjn−1 ⊆ Lig ∪ · · · ∪ Lik−1 ,
implying Lig ∩· · ·∩Lik−1 ⊆ Kje∩· · ·∩Kjn−1 . It follows that Li0∩· · ·∩Lig−1∩
Lig ∩ · · · ∩ Lik−1 ⊆ Kj0 ∩ · · · ∩Kje−1 ∩Kje ∩ · · · ∩Kjn−1 . Thus, Xi ⊆ Aj .
Proposition 6. Every atom Aj is a disjoint union of some Xis.
Proof. The set X , as well the set A of atoms is a partition of Σ∗. By Propo-
sition 5, every Xi is a subset of some atom Aj ; hence we conclude that every
atom is a disjoint union of some Xis.
We define the a´tomaton of L as a special case of a partial a´tomaton that
uses a one-one correspondence Ai ↔ Ai between atoms Ai and the states Ai
of the NFA A as follows:
Definition 2. The a´tomaton of L is the NFA A = (A,Σ, α, IA, {Ap−1}),
where A = {Ai | Ai ∈ A}, IA = {Ai | Ai ∈ IA}, and Aj ∈ α(Ai, a) if and
only if aAj ⊆ Ai, for all Ai,Aj ∈ A and a ∈ Σ.
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Proposition 7. Suppose N is an NFA accepting L and X is its partial
a´tomaton; then X is the a´tomaton of L if and only if X is the set of atoms.
Proof. If X is the a´tomaton of L, then the set X must be the set of atoms.
Conversely, let X be the set of atoms. We show that in this case, IX
is the set of initial atoms, and Xh−1 is the final atom. By definition of IX ,
Xi ∈ IX if and only if Xi has some term Lj such that Lj = Lqj ,F (N ) for
some initial state qj of N . So if Xi ∈ IX , then there is some qj ∈ I such
that Xi ⊆ Lj ⊆ K0 holds, implying that Xi is an initial atom. On the other
hand, if Xi is an initial atom, then it must have some term Lj such that
Xi ⊆ Lj ⊆ K0 and qj ∈ I, implying Xi ∈ IX .
Also, since ε ∈ Xh−1, Xh−1 is the final atom. One can verify now that
the partial a´tomaton X of Definition 1 is the a´tomaton of L.
We illustrate the computation of the a´tomaton using quotient equations.
Example 4. Consider the language L = aΣ∗ of Example 3. It is defined by
the following quotient equations:
K0 = aK1 ∪ bK2 = L,
K1 = aK1 ∪ bK1 ∪ ε = Σ∗,
K2 = aK2 ∪ bK2 = ∅.
We find the atoms using these quotient equations in the same way as we
found partial atoms from the equations for partial quotients. Note that all
intersections having K2 as a term are empty, as are those containing K1.
Hence there are only two atoms: A0 = K0 ∩ K1 ∩ K2 = K0 = L, and
A1 = K0 ∩K1 ∩K2 = K0 = L. Thus we find the atom equations
A0 = a[(K0 ∩K1 ∩K2) ∪ (K0 ∩K1 ∩K2)],
A1 = b[(K0 ∩K1 ∩K2) ∪ (K0 ∩K1 ∩K2)] ∪ ε,
where A0 = L = aΣ
∗ and A1 = L = bΣ
∗ ∪ ε. By Proposition 6, every atom
is a union of partial atoms. Indeed one verifies that A0 = X0 ∪ X1 and
A1 = X2 ∪X3, where the Xi are defined in Example 3. 
We now relate a number of concepts associated with regular languages:
Theorem 2. Let L be a regular language, let D be its minimal DFA, and let
A be its a´tomaton. Then the following statements hold:
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1. A is isomorphic to DRDR.
2. The reverse AR of A is the minimal DFA of LR.
3. The DFA AD is the minimal DFA of L.
4. For any NFA N accepting L, NRDMR is isomorphic to A.
5. A is isomorphic to D if and only if L is bideterministic.
Proof. Claim 1 follows by Propositions 4 and 7. Claim 2 follows from Claim 1
and Theorem 1. Since AR is deterministic and minimal, it has no unreachable
states. Hence A has no empty states and Theorem 1 applies. Therefore AD
is the minimal DFA accepting L, and Claim 3 follows. Claim 4 holds because
NRDM is the minimal DFA of LR.
To prove Claim 5, first suppose that A is isomorphic to D. DFA D
must be trim, because all states of a´tomaton A are non-empty. Since A is
isomorphic to D, A itself is a trim DFA. By Claim 2, AR is a DFA. Hence
A, and so also L, are bideterministic.
Conversely, let B be a bideterministic DFA accepting L. Since B is a
trim DFA, BRD is minimal by Theorem 1. Since BR is deterministic, we
get BRD = BR. Thus BRDMR = BRDR = BRR = B is isomorphic to A by
Claim 4. On the other hand, since BR is deterministic, BD = B is minimal
by Theorem 1. Hence B is isomorphic to D. Since B is isomorphic both to
A and D, A is isomorphic to D.
An NFA DRDRT isomorphic to the trim a´tomatonAT is considered in [12].
It is noted there that for each word w in L there is a unique path in DRDRT
accepting w, and deleting any transition from DRDRT results in a smaller
accepted language. It is also stated in [12] without proof that the right
language Lq,F (N ) of any state q of an NFA N accepting L is a subset of a
union of atoms. This holds because Lq,F (N ) is a subset of some quotient of
L, and quotients are unions of atoms by Proposition 1, Part 2.
Theorem 2 provides another method of finding the a´tomaton of L: simply
reverse the quotient DFA of LR.
To end this section, we explain the differences between our present def-
inition of an atom and that of [5]. The definition in [5] did not consider
the intersection of all the complemented quotients to be an atom, and so all
atoms were positive. It was shown in [5] that the reverse of the a´tomaton
with only positive atoms is the trim version of the minimal DFA of LR. With
the negative atom, we avoid the trimming operation; so the reverse of the
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a´tomaton is the minimal DFA of LR. Also, with the negative atom, a lan-
guage L and its complement language L have the same atoms. Finally, we
have symmetry between the atoms with 0 and n complemented quotients,
and the same upper bounds on quotient complexity for both, as was shown
in [6].
5. Atomic NFAs
5.1. Basic Properties
We now introduce a new class of NFAs and study their properties.
Definition 3. An NFA N = (Q,Σ, δ, I, F ) is atomic if for every state q ∈ Q,
the right language Lq,F (N ) of q is a union of some atoms of L(N ).
Note that, if Lq,F (N ) = ∅, then it is the union of zero atoms.
Recall that an NFA N is residual, if Lq,F (N ) is a (left) quotient of L(N )
for every q ∈ Q. Since every quotient is a union of atoms (see Proposition 1,
Part 2), every residual NFA is atomic. However, the converse is not true:
there exist atomic NFAs which are not residual. For example, the a´tomaton
of a language L is atomic, but not necessarily residual, because in a general
case, atoms are different from quotients. Note also that every DFA with only
reachable states is atomic because the right language of every state of such
DFA is some quotient.
Let us now consider the universal automaton UL = (Q,Σ, δ, I, F ) of a
language L. We state some basic properties of this automaton from [11]. Let
(X, Y ) be a factorization of L. Then
(1) Y =
⋂
x∈X x
−1L and X =
⋂
y∈Y Ly
−1.
(2) LI,(X,Y )(UL) = X and L(X,Y ),F (UL) = Y .
(3) The universal automaton UL accepts L.
Theorem 3. Let L be any regular language. The following automata accept-
ing L are atomic:
1. The a´tomaton A.
2. Any DFA with no unreachable states.
3. Any residual NFA.
4. The universal automaton UL.
Proof. 1. A is atomic because the right language of every state of A is an
atom of L.
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2. The right language of every state of any DFA accepting L that has no
unreachable states, is a quotient of L. Since every quotient is a union of
atoms, every such DFA is atomic.
3. The right language of every state of any residual NFA of L is a quotient
of L, and hence a union of atoms. Thus, any residual NFA is atomic.
4. We show that the right language of every state (X, Y ) of UL is a union
of atoms of L(UL) = L. Let (X, Y ) be any state of UL. Since by property
(2) above, L(X,Y ),F (UL) = Y holds, it is enough to show that Y is a union of
atoms.
By (1), Y =
⋂
x∈X x
−1L. We note that if Y = ∅, then Y is the union of
zero atoms. We also note that if X = ∅, then Y = Σ∗, and so Y is the union
of all atoms.
Let L0, . . . , Ln−1 be the quotients of L. Then for some H ⊆ [n], Y =⋂
i∈H Li. Now
⋂
i∈H Li = (
⋂
i∈H Li) ∩ (
⋂
j∈[n]\H(Lj ∪ Lj) =
⋃
(
⋂
i∈H Li) ∩
(
⋂
j∈[n]\H L˜j), where L˜j is either Lj or Lj . Thus, Y is a union of atoms of
L.
5.2. Atomicity of States and NFAs
Let N = (Q,Σ, δ, I, F ) be any NFA accepting L. We call a state qi of N
atomic if its right language Li = Lqi,F (N ) is a union of atoms of L. We now
present a method of detecting which states of an NFA are atomic.
Consider the DFANRD and the NFANRDR; these two automata have the
same set S of states. By Proposition 4, there is an isomorphism ϕ between
the partial a´tomaton X of N and the NFA NRDR. Since there is a one-one
correspondence between states Xi of X and partial atoms Xi of N , we can
also establish a one-one correspondence ϕ′ between partial atoms Xi of N
and states si of NRD as follows:
Definition 4. Let ϕ′ : X → S be the mapping such that for every Xi ∈ X
and si ∈ S, ϕ′(Xi) = si if and only if ϕ(Xi) = si.
DFA NRD is not necessarily minimal. Let S0, . . . , Sr−1 be the sets of
equivalent states of NRD; that is, every Sj is an equivalence class of the
states of NRD. The following proposition holds:
Proposition 8. Let X ′ ⊆ X be a set of partial atoms of N , and let S ′ ⊆ S be
the corresponding set of states of NRD according to mapping ϕ′. An equality⋃
Xi∈X′
Xi = Aj holds for some atom Aj if and only if S
′ is equal to some
equivalence class Sj.
18
Proof. Let X ′ ⊆ X be a set of partial atoms of N , and let S ′ = {si ∈ S |
ϕ′(Xi) = si, where Xi ∈ X ′} be the corresponding set of states of NRD.
Consider the minimal DFA NRDM of LR. It is well known that this DFA
can be obtained by “merging” the states of each set Sj of the states of the
DFA NRD, into a state tj of NRDM . Similarly, NRDMR, the reverse NFA
of the minimal DFA of LR, can be obtained by merging the corresponding
states of NRDR, or equivalently, its isomorphic partial a´tomaton X . Since by
Proposition 2, the right language of every state of X is some partial atom,
the right language of the state tj of NRDMR is the union of partial atoms Xi
of N such that their corresponding states si = ϕ′(Xi) belong to Sj .
On the other hand, according to Theorem 2, Part 4, the NFA NRDMR is
isomorphic to the a´tomaton of L, and by Proposition 2, the right language
of every state of the a´tomaton is some atom. We conclude that the union of
partial atoms Xi such that si = ϕ
′(Xi) belong to Sj , is some atom Aj . Since
partial atoms are disjoint, no other union of partial atoms of N can be equal
to Aj . Thus, the claim of the proposition holds.
We use the equivalence classes S0, . . . , Sr−1 of the states of the DFA NRD
to detect which states of N are atomic.
Theorem 4. A state qi of an NFA N is atomic if and only if the subset
S ′i = {sj ∈ S | qi ∈ sj} of states of N
RD is a union of some equivalence
classes of NRD.
Proof. Consider a state qi of an NFA N with right language Li. Let X ′
be the set of partial atoms Xj of N that have Li uncomplemented in the
intersection representing Xj, and let X
′ be the corresponding set of states of
the partial a´tomaton X of N . Let S ′i be the set of states of N
RDR that are
assigned to the states in X′ by the mapping ϕ of Proposition 4. Clearly, S ′i
consists of exactly those states sj of N
RDR such that qi ∈ sj.
Now suppose that Li is a union of atoms. Since X
′ is the set of partial
atoms of N with Li uncomplemented, Li is equal to the union of all partial
atoms in X ′. So the union of all partial atoms in X ′ is a union of atoms. By
Definition 4, partial atoms in X ′ are mapped by ϕ′ exactly to the states in
S ′i. By Proposition 8, S
′
i is a union of some equivalence classes of N
RD.
Conversely, if Li is not a union of atoms, then the union of partial atoms
in X ′ is not a union of atoms either. Contrarily to the case above, the set S ′i
cannot be a union of any equivalence classes of NRD.
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Example 5. Consider the NFA N of Table 1 and the DFA NRD of Table 3.
The equivalence classes of the states of NRD are S0 = {{1}, {2}} and S1 =
{{0, 1}, {0, 2}}. Since 0 appears in both states of S1 and does not appear
in the states of S0, state 0 of N is atomic. However, 1 appears in the set
{{1}, {0, 1}}, which is not a union of equivalence classes; hence state 1 of N
is not atomic. Similarly, state 2 is not atomic. 
The following result is a consequence of Theorem 4:
Corollary 2. An NFA N is atomic if and only if NRD is minimal.
Proof. If NRD is minimal, the equivalence classes of its states are singletons.
So the set of states of NRD in which a state qi of N appears is a union of
equivalence classes. By Theorem 4, every state is atomic, and so is N .
Conversely, supposeN is atomic, butNRD is not minimal. Then there are
two states sj and s
′
j of N
RD which are equivalent. Without loss of generality,
suppose that qi ∈ sj \ s
′
j; then the set of states in which qi appears cannot
be a union of equivalence classes. By Theorem 4 again, qi is not atomic, and
neither is N .
We also have the following corollary:
Corollary 3. An NFA N is atomic if and only if the partial atoms of N are
the atoms of L.
Proof. By Corollary 2, an NFA N is atomic if and only if NRD is minimal.
But, if NRD is minimal, then NRD = NRDM and NRDR = NRDMR. By
Theorem 2, Part 4, NRDR is isomorphic to the a´tomaton A of L. Since by
Proposition 4, the partial a´tomaton X of N is isomorphic to NRDR, X and
A are isomorphic. According to Proposition 7, this means that the partial
atoms of N are the atoms of L.
Example 6. All three possibilities for the atomic nature of N and NR exist:
Na of Table 5 and its reverse are not atomic. Nb of Table 6 is atomic, but
its reverse is not. Nc of Table 7 and its reverse are both atomic. Note that
all three of these NFAs accept Σ∗abΣ∗, where Σ = {a, b}. 
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5.3. Extension of Brzozowski’s Theorem on DFA Minimization
Theorem 1 is the basis for Brzozowski’s “double-reversal” minimization
algorithm [3]: Given any DFA D, reverse it to get DR, determinize DR to get
DRD, reverse DRD to get DRDR, and then determinize DRDR to get DRDRD.
This last DFA is guaranteed to be minimal by Theorem 1, since DRD is
deterministic and DRDR has no empty states. Hence DRDRD is the minimal
DFA equivalent to D.
Since this conceptually very simple algorithm carries out two determiniza-
tions, its complexity is exponential in the number of states of the original
automaton in the worst case. But its performance is good in practice, often
better than Hopcroft’s algorithm [15, 16]. Furthermore, this algorithm ap-
plied to an NFA still yields an equivalent minimal DFA; see [16], for example.
As a consequence of Corollary 2, we can now generalize Theorem 1:
Theorem 5. For any NFA N , ND is minimal if and only if NR is atomic.
Corollary 4. If D is a non-minimal DFA, then DR is not atomic.
6. Reduced Atomic NFAs of a Given Regular Language
The following properties of reduced atomic NFAs were proved in [6]. A
similar approach was used more informally by Sengoku [14].
Theorem 6 (Legality). Suppose L is a regular language, its a´tomaton is A =
(A,Σ, α, IA, {Ap−1}), and B = (B,Σ, β, IB,FB) is a trim NFA, where B =
{B1, . . . ,Br} is a collection of sets of positive atom symbols and IB,FB ⊆ B.
If B′ ⊆ B, define U(B′) =
⋃
Bi∈B′
Bi to be the set of atom symbols appearing
in the sets Bi of B
′. Then B is a reduced atomic NFA of L if and only if it
satisfies the following conditions:
1. U(IB) = IA.
2. For all Bi ∈ B, U(β(Bi, a)) = α(Bi, a).
3. For all Bi ∈ B, we have Bi ∈ FB if and only if Ap−1 ∈ Bi.
Table 5: Na.
a b
→ 0 {0, 1} {0}
1 {2}
← 2 {2} {2}
Table 6: Nb.
a b
→ 0 {1} {0}
1 {1} {1, 2}
← 2 {1, 2} {0}
Table 7: Nc.
a b
→ 0 {1} {0}
1 {1} {1, 2}
← 2 {2}
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6.1. Enumerating Reduced Atomic NFAs
If we allow equivalent states, there is an infinite number of atomic NFAs
accepting a given regular language, but their behaviours are not all distinct.
Hence we consider only reduced atomic NFAs. The number of trim reduced
atomic NFAs can be very large. There can be such NFAs with as many as
2p−1 non-empty states, since there are that many non-empty sets of positive
atoms.
From now on, we drop the curly brackets and commas when representing
sets of states or sets of atoms in tables. For example, {012, 01} stands for
{{0, 1, 2}, {0, 1}}, and {A,AB,AC} is used instead of {{A}, {A,B}, {A,C}}.
Example 7. The DFA of Table 8 was used in [10]. It accepts the language
L = Σ∗(b∪aa)∪a, where Σ = {a, b}. The quotients of L are K0 = ε
−1L = L,
K1 = a
−1L = Σ∗(b ∪ aa) ∪ a ∪ ε, and K2 = b−1L = Σ∗(b ∪ aa) ∪ ε. NFA
DRDRT and the isomorphic trim a´tomaton AT with states renamed are shown
in Tables 9 and 10. The positive atoms are A = Σ∗(b∪aa), B = a and C = ε,
and K0 = A ∪ B, K1 = A ∪ B ∪ C, and K2 = A ∪ C.
Since L is not of the form L = K∗, where K ⊆ Σ∗, no 1-state NFA exists
for L.
1. For the initial state we could pick state {A,B} with two atoms. From
there, the a´tomaton reaches {A,B,C} under a, and {A,C} under b.
(a) If we pick {A,C} as the second state, we can cover {A,B,C} by
{A,B} and {A,C}, as in Table 11. This minimal atomic NFA
turns out to be unique; it is also minimal among all NFAs.
(b) We can use {A,B,C} as a state and {A,C} for the transition
under b. This gives an NFA isomorphic to the DFA of Table 8.
(c) We can use state {C} as shown in Table 12.
Table 8: D.
a b
→ 0 1 2
← 1 1 2
← 2 0 2
Table 9: DRDRT .
a b
← 12
→ 01 12
→ 012 012, 01 012, 12
Table 10: AT .
a b
← C
→ B C
→ A AB AC
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Table 11: NFA B1.
a b
→ AB AB,AC AC
← AC AB AC
Table 12: NFA B2.
a b
→ AB AB,C AC
← C
← AC AB AC
Table 13: A 5-state NFA.
a b
→ A A,B AC
→ B C
← AC AB AC
← C
AB AB,C A,C
Table 14: A 7-state NFA.
a b
→ A A,B AC
→ B C
← AC AB AC
← C
→ AB ABC,BC AC
← ABC ABC,BC AC
← BC C
2. We can pick two initial states, {A} and {B}.
(a) If we add {C}, this leads to the a´tomaton of Table 10.
(b) A 5-state solution is shown in Table 13.
3. We can use three initial states, {A}, {B} and {A,B}. A 7-state NFA
is shown in Table 14. This is a largest possible reduced solution. 
The number of minimal atomic NFAs can also be very large.
Example 8. Let Σ = {a, b} and consider the language L = Σ∗aΣ∗bΣ∗ =
Σ∗abΣ∗. The quotients of L are K0 = L, K1 = L ∪ bΣ∗ and K2 = Σ∗. The
quotient DFA of L is shown in Table 15, and its a´tomaton, in Tables 16
and 17 (where the atoms have been relabelled). The atoms are A = L, B =
b∗ba∗ and C = a∗, and there is no negative atom. Thus the quotients are
K0 = L = A, K1 = A ∪B, and K2 = A ∪ B ∪ C.
We find all the minimal atomic NFAs of L. Obviously, there is no 1-state
solution. The states of any atomic NFA are sets of atoms, and there are
seven non-empty sets of atoms to choose from. Since there is only one initial
atom, there is no choice: we must take {A}. For the transition (A, a, {A,B}),
we can add {B} or {A,B}. If there are only two states, atom C cannot be
reached. So there is no 2-state atomic NFA. The results for 3-state atomic
NFAs are summarized in Proposition 9. 
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Table 15: DFA D.
a b
→ 0 1 0
1 1 2
← 2 2 2
Table 16: A´tomaton A.
a b
← 2 2
12 12, 2
→ 012 012, 12 012
Table 17: A relabelled.
a b
← C C
B BC
→ A AB A
Proposition 9. The language Σ∗abΣ∗ has 281 minimal atomic NFAs.
Proof. The only initial state of the a´tomaton A corresponds to atom A, so
{A} must be included. To implement the transition (A, a, {A,B}) from A,
either {B} or {A,B} must be chosen.
1. If {B} is chosen, then there must be a set containing C but not A;
otherwise the transition (B, b, {B,C}) cannot be realized.
(a) If {B,C} is taken, then {C} must be taken, and this makes four
states.
(b) Hence {C} must be chosen, yielding the a´tomaton A = N1.
2. If {A,B} is chosen, then we could choose {C}, {A,C} or {A,B,C},
since {B,C} would also require {C}. Thus there are three cases:
(a) {{A}, {A,B}, {C}} yields N2 of Table 18, if the minimal number
of transitions is used. The following transitions can also be added:
({A}, a, {A}), ({A,B}, a, {A}), ({A,B}, b, {A}). Since these can
be added independently, we have eight more NFAs. Using the
maximal number of transitions, we get N9 of Table 19.
(b) {{A}, {A,B}, {A,C}} results in N10 with the minimal number of
transitions, and N25 with the maximal one.
(c) {{A}, {A,B}, {A,B,C}} results in N26 (the quotient DFA) with
the minimal number of transitions, and N281 with the maximal
one.
Table 18: NFA N2.
a b
→ A AB A
AB AB AB,C
← C C
Table 19: NFA N9.
a b
→ A A,AB A
AB A,AB A,AB,C
← C C
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Table 20: NFA N10.
a b
→ A AB A
AB AB AB,AC
← AC AB,AC A
Table 21: NFA N25.
a b
→ A A,AB A
AB A,AB A,AB,AC
← AC A,AB,AC A
Table 22: NFA N26.
a b
→ A AB A
AB AB ABC
← ABC ABC ABC
Table 23: NFA N281.
a b
→ A A,AB A
AB A,AB A,AB,ABC
← ABC A,AB,ABC A,AB,ABC
Also L has 3-state non-atomic NFAs. The determinized version of NFA
N10 of Table 20 is not minimal. By Theorem 5, NR10 is not atomic. But L
R =
Σ∗baΣ∗; hence we obtain a non-atomic 3-state NFA for L by reversing N10
and interchanging a and b. There are other non-atomic 3-state solutions.
One can verify that there is no NFA with fewer than 3 states which accepts
the language L = Σ∗abΣ∗. This implies that every minimal atomic NFA of
L is also a minimal NFA of L. However, this is not the case with all regular
languages, as we will see next.
6.2. Atomic Minimal NFAs
Recall that Sengoku defines an NFA N to be in standard form [14](p. 19)
if NRD is minimal. By our Corollary 2, such an N is atomic. Sengoku makes
the following claim [14](p. 20):
We can transform the nondeterministic automaton into its stan-
dard form by adding some extra transitions to the automaton.
Therefore the number of states is unchangeable.
This claim amounts to stating that any NFA can be transformed to an equiv-
alent atomic NFA by adding some transitions. Unfortunately, it is false:
Theorem 7. There exists a language for which no minimal NFA is atomic.
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Proof. The regular language L1 accepted by DFAD of Table 24 is the same as
that of an NFA considered in [12](p. 80, Sect. 3). NFA DRDR and its isomor-
phic a´tomaton A with relabelled states are in Tables 25 and 26, respectively
(there is no negative atom).
Recall that a “fooling set” for a regular language L is a set S = {(xi, yi) |
xi, yi ∈ Σ∗, i = 1, 2, . . . , k} such that xiyi ∈ L for all i, and either xiyj 6∈
L or xjyi 6∈ L for all i 6= j. It is known that every NFA of L needs at
least k states, if it has a fooling set of cardinality k [2]. One verifies that
{(ε, b), (a, bb), (aa, bbb), (b, ε)} is a fooling set for L1. Hence every NFA for L1
requires at least four states.
A minimal NFA Nmin of L1 having four states is shown in Table 27; it is
not atomic and it is not unique. We try to construct a 4-state atomic NFA
Natom equivalent to D. First, we note that quotients corresponding to the
Table 24: D.
a b
→ 0 1 2
1 3 4
← 2 5 4
3 3 1
4 6 2
← 5 7 2
6 3 8
← 7 7 7
8 6 7
Table 25: DRDR.
a b
← 257 257, 04578
→ 04578 12678 257
12678 04578, 03− 8
→ 03− 8 12678
1− 8 03− 8
→ 0− 8 1− 8, 0− 8 1− 8, 0− 8
Table 26: A.
a b
← A AB
→ B C A
C BD
→ D C
E D
→ F EF EF
states of D can be expressed as sets of atoms as follows: K0 = {B,D, F},
K1 = {C,E, F}, K2 = {A,C,E, F}, K3 = {D,E, F}, K4 = {B,D,E, F},
K5 = {A,B,D,E, F}, K6 = {C,D,E, F}, K7 = {A,B,C,D,E, F}, and
K8 = {B,C,D,E, F}. One can verify that these are the states of the deter-
minized version of the a´tomaton, which is isomorphic to the original DFA D.
Now, every state of Natom must be a subset of a set of atoms of some quo-
tient, and all these sets of atoms of quotients must be covered by the states
of Natom. We note that quotients {B,D, F}, {C,E, F}, and {D,E, F} do
not contain any other quotients as subsets, while all the other quotients do.
It is easy to see that there is no combination of three or fewer sets of atoms,
other than these three sets, that can cover these quotients. Since our aim is
to find a four-state atomic NFA, and because we also need a set containing
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Table 27: NFA Nmin.
a b
→ 0 1 1, 2
1 3 0, 3
← 2 0, 2, 3
3 3 1
Table 28: Natom.
a b
→ BDF CEF CEF,AEF
CEF DEF BDF,DEF
← AEF BDF,AEF,DEF EF
DEF DEF CEF
EF DEF EF
the atom A, we have to use these three sets as states of Natom. To use only
one set of atoms with A, that set has to be a subset of every quotient having
A. So it must be a subset of {A,E, F}. If we use {A} as a state, then by the
transition table of the a´tomaton, there must be at least one more state to
cover {A,B}. Similarly, if we use {A,E}, then we must have another state
to cover {A,B,D}. If we use {A, F}, then we must have a state to cover
{A,B,E, F}. And if we use {A,E, F}, then we must have a state to cover
{E, F}. We conclude that a smallest atomic NFA has at least five states.
There is a five-state atomic NFA, as shown in Table 28. It is not unique.
Since there does not exist a four-state atomic NFA equivalent to the DFA
D, it is not possible to convert the non-atomic minimal NFA Nmin to an
atomic NFA by adding transitions.
In summary, Sengoku’s method cannot always find the minimal NFAs, but
it is able to find all atomic minimal NFAs. His minimization algorithm pro-
ceeds by “merging some states of the normal nondeterministic automaton”.
This is similar to our search for subsets of atoms that satisfy Theorem 6.
7. Conclusions
For any NFA N , we introduced a natural set of languages, the partial
atoms, and constructed a new NFA, which we proved to be isomorphic to
NRDR—an NFA studied by Sengoku. For any regular language L, we intro-
duced a natural set of languages, the atoms of L; we then constructed an
NFA A, the a´tomaton of L, which we proved to be isomorphic to the NFA
NRDMR, also studied by Sengoku. We introduced atomic automata, and
generalized Brzozowski’s method of minimization of DFAs by double rever-
sal. We studied atomic NFAs associated with a given regular language and,
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contrarily to Sengoku’s claim, proved that not every language has an atomic
minimal NFA.
For completeness we mention that the quotient complexity (equivalent to
state complexity) of atoms of regular languages was studied in [6] and [4].
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