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TRACE FORMULAE FOR CURVATURE OF JET BUNDLES OVER
PLANAR DOMAIN
DINESH KUMAR KESHARI
Abstract. For a domain Ω in C and an operator T in Bn(Ω), Cowen and Douglas construct
a Hermitian holomorphic vector bundle ET over Ω corresponding to T . The Hermitian holo-
morphic vector bundle ET is obtained as a pull-back of the tautological bundle S(n,H) defined
over Gr(n,H) by a nondegenerate holomorphic map z 7→ ker(T −z), z ∈ Ω. To find the answer
to the converse, Cowen and Douglas studied the jet bundle in their foundational paper. The
computations in this paper for the curvature of the jet bundle are somewhat difficult to com-
prehend. They have given a set of invariants to determine if two rank n Hermitian holomorphic
vector bundle are equivalent. These invariants are complicated and not easy to compute. It is
natural to expect that the equivalence of Hermitian holomorphic jet bundles should be easier
to characterize. In fact, in the case of the Hermitian holomorphic jet bundle Jk(Lf ), we have
shown that the curvature of the line bundle Lf completely determines the class of Jk(Lf ). In
case of rank n Hermitian Holomorphic vector bundle Ef , We have calculated the curvature of
jet bundle Jk(Ef ) and also have generalized the trace formula for jet bundle Jk(Ef ).
1. Introduction
Let H be a complex separable Hilbert space and L(H) denote the collection of bounded
linear operators on H. The following important class of operators was introduced in [3].
Definition 1.1. For a connected open subset Ω of C and a positive integer n, let
Bn(Ω) =
{
T ∈ L(H) | Ω ⊂ σ(T ),
ran (T − w) = H for w ∈ Ω,∨
w∈Ω
ker(T − w) = H,
dim ker(T − w) = n for w ∈ Ω
}
,
where σ(T ) denotes the spectrum of the operator T .
We recall (cf. [3]) that an operator T in the class Bn(Ω) defines a Hermitian holomorphic
vector bundle ET in a natural manner. It is the sub-bundle of the trivial bundle Ω×H defined
by
ET = {(w, x) ∈ Ω×H : x ∈ ker(T − w)}
with the natural projection map pi : ET → Ω, pi(w, x) = w. It is shown in [3, Proposition 1.12]
that the mapping w −→ ker(T −w) defines a rank n Hermitian holomorphic vector bundle ET
over Ω for T ∈ Bn(Ω). In [3], it was also shown that the equivalence class of the Hermitian
holomorphic vector bundle ET and the unitary equivalence class of the operator T determine
each other.
Theorem 1.2. The operators T and T˜ in Bn(Ω) are unitarily equivalent if and only if the
corresponding Hermitian holomorphic vector bundles ET and ET˜ are equivalent.
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In general, it is not easy to decide if two Hermitian holomorphic vector bundles are equivalent
except when the rank of the bundle is 1. In this case, the curvature
K(w) = −
∂2 log ‖ γ(w) ‖2
∂w∂w
,
of the line bundleE, defined with respect to a non-zero holomorphic section γ of E, is a complete
invariant. The definition of the curvature is independent of the choice of the section γ: If γ0
is another holomorphic section of E, then γ0 = φγ for some holomorphic function φ on some
open subset Ω0 of Ω, consequently the harmonicity of log|φ| completes the verification.
For a domain Ω in C and an operator T in Bn(Ω), the Hermitian holomorphic vector bundle
ET is obtained as a pull-back of the tautological bundle S(n,H) defined over Gr(n,H) by a
nondegenerate holomorphic map z 7→ ker(T −z), z ∈ Ω as in Definition 2.2. To find the answer
to the converse, namely, when a given Hermitian holomorphic vector bundle is a pull-back
of the tautological bundle by a nondegenerate holomorphic map, Cowen and Douglas studied
the jet bundle in their foundational paper [3, pp. 235]. The computations in this paper for
the curvature of the jet bundle are somewhat difficult to comprehend. They have given a set
of invariants to determine if two rank n Hermitian holomorphic vector bundle are equivalent.
These invariants are complicated and not easy to compute. It is natural to expect that the
equivalence of Hermitian holomorphic jet bundles should be easier to characterize. In fact,
in the case of the Hermitian holomorphic jet bundle Jk(Lf ), where the line bundle Lf is a
pull-back of the tautological bundle on Gr(1,H), we have shown that the curvature of the line
bundle Lf completely determines the class of Jk(Lf ). In general, however, our results are not
as complete. Relating the complex geometric invariants inherent in the short exact sequence
0→ EI → E → EII → 0.(1.1)
is an important problem. In the paper [1], it is shown that the Chern classes of these bundles
must satisfy
c(E) = c(EI) c(EII).
Donaldson [5] obtains similar relations involving what are known as secondary invariants. We
obtain a refinement, in case EI = Jk(Ef ) and E = Jk+1(Ef ), namely,(
trace ⊗ Idn×n
)
(KJk(Ef ))−
(
trace⊗ Idn×n
)
(KJk−1(Ef )) = KJk(Ef )/Jk−1(Ef ).
2. Definitions and Notations
Here we give the definition of a jet bundle closely following [3]. An equivalent description, in
a slightly different language, may be found in [2].
Let E be a Hermitian holomorphic bundle of rank n over a bounded domain Ω ⊂ C. For
each k = 0, 1, . . . we associate to E a (k + 1)n -dimensional holomorphic bundle Jk(E), the
holomorphic k-jet bundle of E, defined as follows:
If σ = {σ1, . . . , σn} is a holomorphic frame for E, on an open subset U contained in Ω, then
Jk(E) has an associated frame
Jk(σ) = {σ10, . . . , σn0, . . . , σ1k, . . . , σnk}
defined on U . If σ˜ is another frame for E defined on U˜ , then on U ∩ U˜ , we have σ˜j =
∑
aijσi,
where A = (aij) is a holomorphic, n× n, nonsingular matrix. Symbolically
σ˜ = σA.
Let Jk(A) be the (k + 1)n × (k + 1)n, non singular, holomorphic matrix
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Jk(A) =

A A′ A′′ · · ·
(k
k
)
A(k)
... A 2A′ · · ·
(
k
k−1
)
A(k−1)
... A · · ·
(
k
k−2
)
A(k−2)
...
. . .
...
0 · · · · · · · · · A

.
Then, by definition, the frames Jk(σ) and Jk(σ˜) are related on U ∩ U˜ by
Jk(σ˜) = Jk(σ)Jk(A).
A straightforward computation yields that if A and A˜ are holomorphic n× n matrices, then
Jk(AA˜) = Jk(A)Jk(A˜)
so the bundle Jk(E) is well-defined.
The Hermitian metric h on E induces a Hermitian form Jk(h) on Jk(E) such that if h(σ) is
the matrix of inner products
((
〈σj , σi〉
))n
i,j=1
, then
Jk(h)(Jk(σ)) =

h(σ) · · · ∂
kh(σ)
∂zk
...
...
∂kh(σ)
∂z¯k
· · · ∂
2kh(σ)
∂zk∂z¯k

is the matrix of Jk(h) relative to the frame Jk(σ). To see that Jk(h) is well-defined, we need
Jk(h)(Jk(σ˜)) = Jk(A)
∗{Jk(h)(Jk(σ))}Jk(A)
which follows from the computation: For 0 ≤ l1, l2 ≤ k
∂(l1+l2)
∂zl1∂z¯l2
h(σ˜) =
l1∑
i=1
l2∑
j=1
(
l1
i
)(
l2
j
)
∂j
∂z¯j
A∗
∂l2+i−j
∂z¯l2−j∂zi
h(σ)
∂l1−i
∂zl1−i
A.(2.1)
Using equation (2.1), we have
Jk(h)(Jk(σ˜)) = Jk(A)
∗{Jk(h)(Jk(σ))}Jk(A).
In general, the form Jk(h)(z) on the jet bundle Jk(E) need not be positive definite for z ∈ Ω.
Thus Jk(E) has no natural Hermitian metric, just a Hermitian form.
For H a complex Hilbert space and n a positive integer, let Gr(n,H) denote the Grassmann
manifold, the set of all n-dimensional subspaces of H.
Definition 2.1. For Ω an open connected subset of C, we say that a map f : Ω → Gr(n,H)
is holomorphic at λ0 ∈ Ω if there exists a neighborhood U of λ0 and n holomorphic H- valued
functions σ1, . . . , σn on U such that f(λ) =
∨
{σ1(λ), . . . , σn(λ)} for λ in U . If this holds for
each λ0 ∈ Ω then we say that f is holomorphic on Ω.
If f : Ω→ Gr(n,H) is a holomorphic map, then a natural n-dimensional Hermitian holomor-
phic vector bundle Ef is induced over Ω, namely,
Ef = {(x, λ) ∈ H × Ω : x ∈ f(λ)}
and
pi : Ef → Ω where pi(x, λ) = λ.
4 KESHARI
Definition 2.2. Let f : Ω → Gr(n,H) be a holomorphic map. We say that f is k- non-
degenerate if, for each w0 ∈ Ω, there exists a neighborhood U of w0 and n holomorphic H-
valued functions σ1, . . . , σn on U such that σ1(w), . . . , σn(w), . . . , σ
(k)
1 (w), . . . σ
(k)
n (w) are inde-
pendent for each w in the open set U . If this holds for all k = 0, 1, . . . , then we say that f is
nondegenerate.
If f is k nondegenerate, then f induces a holomorphic map
jk(f) : Ω→ Gr((k + 1)n,H)
such that jk(f)(w) is the span of σ1(w), . . . , σ
(k)
n (w). If σ is a frame for Ef on U , let jk(σ) =
{σ1, . . . , σn, . . . , σ
(k)
1 . . . , σ
(k)
n } be the induced frame for Ejk(f). Then Jk(Ef ) and Ejk(f) are nat-
urally equivalent Hermitian holomorphic bundles by identifying σir with σ
(r)
i , since 〈σir, σjs〉 =
∂r+s〈σi, σj〉/∂z
r∂z¯s = 〈σ
(r)
i , σ
(s)
j 〉. In this case Jk(h) is a Hermitian metric for Jk(Ef ),that is,
Jk(h) is positive definite.
Definition 2.3. LetH be a Hilbert space and Ω be a bounded domain in Cm. Let Gn(Ω,H) be
the set of all Hermitian holomorphic vector bundles of rank n over Ω which arise as a pull-backs
of the tautological bundle by nondegenerate holomorphic maps. That is, for any nondegenerate
holomorphic map f : Ω → Gr(n,H) the vector bundle Ef = {(x, λ) ∈ H × Ω : x ∈ f(λ)} is in
Gn(Ω,H).
Remark 2.4. If Ef is in Gn(Ω,H), then the preceding calculation shows that Jk(Ef ) is in
Gn(k+1)(Ω,H).
3. Line Bundles
Let Lf be a Hermitian holomorphic line bundle over a bounded domain Ω ⊂ C. Assume that
Lf ∈ G1(Ω,H). Let Jk(Lf ) be a jet bundle of rank k + 1 obtained from Lf . Let σ be a frame
for Lf over an open subset Ω0 of Ω. A frame for Jk(Lf ) over the open set Ω0 is easily seen to
be the set {σ, ∂σ∂z ,
∂2σ
∂z2 , . . . ,
∂kσ
∂zk
}. Let h be a metric for Lf , which is of the form
h(z) = 〈σ(z), σ(z)〉.
The metric for the jet bundle Jk(h) is then of the form
Jk(h)(z) =
 h(z) · · ·
∂k
∂zk
h(z)
...
. . .
...
∂k
∂zk
h(z) · · · ∂
2k
∂zk∂zk
h(z)
 .
Let KJk(Lf ) be the curvature of the jet bundle Jk(Lf ). An explicit formula for the curvature of
a Hermitian holomorphic vector bundle E is given in [9, proposition 2.2, pp. 79]. The curvature
KJk(Lf ) of the jet bundle therefore takes the form
KJk(Lf )(z) = ∂{(Jk(h)(z))
−1∂Jk(h)(z)},
with respect to the metric Jk(h) obtained from frame {σ,
∂σ
∂z ,
∂2σ
∂z2
, . . . , ∂
kσ
∂zk
}. Set Jk(z) =
(Jk(h)(z))
−1 ∂
∂zJk(h)(z) and note that
(Jk(h)(z))
−1∂(Jk(h)(z)) =

0 0 ··· 0 (Jk(z))1,k+1
1 0 ··· 0 (Jk(z))2,k+1
...
...
. . .
...
...
0 0 ··· 1 (Jk(z))k+1,k+1
 dz,
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where (Jk(z))i,k+1 is the (i, k + 1)
th entry of the matrix Jk(z). The matrix product in the first
equation is of the form A−1B, where the first k columns of B are the last k column of A.
Therefore the curvature of the jet bundle Jk(Lf ) is seen to be of the form
KJk(Lf )(z) =

0 · · · 0 b1(z)
...
. . .
...
...
0 · · · 0 bk(z)
0 · · · 0 Kdet(JkL)(z)
 dz ∧ dz,
where bi(z) =
∂
∂z¯ [(J
k(z))i,k+1], 1 ≤ i ≤ k.
Theorem 3.1. As before, let Lf and Lf˜ be two Hermitian holomorphic line bundles over a
bounded domain Ω ⊂ C. Let Jk(Lf ) and Jk(Lf˜ ) be the corresponding jet bundles of rank k+1.
If Jk(Lf ) is locally equivalent to Jk(Lf˜ ), then Jk−1(Lf ) is locally equivalent to Jk−1(Lf˜ ).
Proof. Since Jk(Lf ) and Jk(Lf˜ ) are locally equivalent, for each z0 ∈ Ω, there exists a neigh-
borhood Ω0 and a holomorphic bundle map φ : Jk(Lf )|Ω0 → Jk(Lf˜ )|Ω0 such that φ is an iso-
morphism. Let Jk(σ) = {σ,
∂σ
∂z ,
∂2σ
∂z2
, . . . , ∂
kσ
∂zk
} and Jk(σ˜) = {σ˜,
∂σ˜
∂z ,
∂2σ˜
∂z2
, . . . , ∂
kσ˜
∂zk
} be frames for
Jk(Lf ) and Jk(Lf˜ ) over the open subset Ω0 of Ω respectively.
Now
φ(∂
jσ
∂zj
(z)) =
k∑
i=0
φij(z)
∂iσ˜
∂zi
(z).(3.1)
So the matrix representing φ with respect to the two frames Jk(σ) and Jk(σ˜) is
φ(z) =
(
φ0,0(z) ··· φ0,k(z)
...
. . .
...
φk,0(z) ··· φk,k(z)
)
.(3.2)
Therefore we can write(
φ(σ(z)), φ(∂σ∂z (z)), . . . , φ(
∂kσ
∂zk
(z))
)
=
(
σ˜(z), ∂σ˜∂z (z), . . . ,
∂kσ˜
∂zk
(z)
)
φ(z).(3.3)
But we know that
φ(z)KJk(Lf )(z) = KJk(Lf˜ )(z)φ(z).(3.4)
Now
(
φ(z)KJk(Lf )(z)
)
ij
=
{
0 if 0 ≤ i, j ≤ k − 1,∑k−1
l=0 bl+1(z).φi,l(z) +Kdet(Jk(Lf ))(z).φi,k(z)dz ∧ dz if 0 ≤ i ≤ k, j = k.
(3.5)
and
KJk(Lf˜ )
(z)φ(z) =

b1(z).φk,0(z) ··· b1(z).φk,k(z)
...
. . .
...
bk−1(z).φk,0(z) ··· bk−1(z).φk,k(z)
Kdet(Jk(Lf˜
))(z).φk,0(z) ··· Kdet(Jk(Lf˜ ))
(z).φk,k(z)
 dz ∧ dz(3.6)
Hence from equations (3.4), (3.5) and (3.6), it follows that
φk,0(z) = φk,1(z) = · · · = φk,k−1(z) = 0.
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So the bundle map φ has the form
φ(z) =

φ0,0(z) φ0,1(z) ··· φ0,k(z)
...
...
. . .
...
φk−1,0(z) φk−1,1(z) ··· φk−1,k(z)
0 0 ··· φk,k(z)
(3.7)
with respect to the frames Jk(σ) and Jk(σ˜). Finally from equations (3.3) and (3.7), we see that
φ|Jk−1(Lf )|Ω0
: Jk−1(Lf )|Ω0 → Jk−1(Lf˜ )|Ω0 .
Since φ is a bundle isomorphism, it follows that
φ|Jk−1(Lf )|Ω0
: Jk−1(Lf )|Ω0 → Jk−1(Lf˜ )|Ω0
is also a bundle isomorphism. 
Corollary 3.2. Let Lf and Lf˜ be Hermitian holomorphic line bundles. Let Jk(Lf ) and Jk(Lf˜ )
be the corresponding jet bundles of rank k + 1. The two jet bundles Jk(Lf ) and Jk(Lf˜ ) are
locally equivalent as Hermitian holomorphic vector bundles if and only if the two line bundles
Lf and Lf˜ are locally equivalent as Hermitian holomorphic vector bundles.
Proof. Suppose Jk(Lf ) and Jk(Lf˜ ) are locally equivalent. Then for each z0 ∈ Ω there ex-
ists a neighborhood Ω0 and a holomorphic map φ : Jk(Lf )|Ω0 → Jk(Lf˜ )|Ω0 such that φ is an
isomorphism.
Using Theorem 3.1, φ|Jk−1(Lf )|Ω0
: Jk−1(Lf )|Ω0 → Jk−1(Lf˜ )|Ω0 is an isomorphism. Since
φ|Jk−1(Lf )|Ω0
: Jk−1(Lf )|Ω0 → Jk−1(Lf˜ )|Ω0 is an isomorphism, by the same argument which is
given in the proof of the Theorem 3.1, it follows that
φ|Jk−2(Lf )|Ω0
: Jk−2(Lf )|Ω0 → Jk−2(Lf˜ )|Ω0
is an isomorphism. Repeating this argument, we see that φ is an isomorphism from Lf |Ω0 to
Lf˜ |Ω0
. 
Let A be an n×n matrix and Aiˆ,jˆ be the (n− 1)× (n− 1) matrix which is obtained from A
by removing the ith row and jth column of the matrix A.
Lemma 3.3. Let A be an n×n matrix and B be the (n− 2)× (n− 2) matrix which is obtained
from A by removing the last two rows and last two columns of A. Then
det(Anˆ,nˆ) det(An̂−1,n̂−1)− det(Anˆ,n̂−1) det(An̂−1,nˆ) = det(B) det(A).
Proof. Case(1): suppose B is invertible. Let
A =
( a1,1 ··· a1,n
...
. . .
...
an,1 ··· an,n
)
and
x1 = (a1,n−1, a2,n−1, . . . , an−2,n−1)
tr, x2 = (a1,n, a2,n, . . . , an−2,n)
tr
y1 = (an−1,1, an−1,2, . . . , an−1,n−2), y2 = (an,1, an,2, . . . , an,n−2).
Thus the matrix A can be written in the form
A =
B x1 x2y1 an−1,n−1 an−1,n
y2 an,n−1 an,n
 .
In this notation, we have the following equalities:
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det(Anˆ,nˆ) = det
(
B x1
y1 an−1,n−1
)
= det(B)(an−1,n−1 − y1B
−1x1),(3.8)
det(A
n̂−1,n̂−1
) = det
(
B x2
y2 an,n
)
= det(B)(an,n − y2B
−1x2),(3.9)
det(A
nˆ,n̂−1
) = det
(
B x2
y1 an−1,n
)
= det(B)(an−1,n − y1B
−1x2),(3.10)
det(A
n̂−1,nˆ
) = det
(
B x1
y2 an,n−1
)
= det(B)(an,n−1 − y2B
−1x1),(3.11)
and
det(A)
= det(B) det
{(
an−1,n−1 an−1,n
an,n−1 an,n
)
−
(
y1
y2
)
B−1
(
x1 x2
)}
= det(B) det
(
an−1,n−1 − y1B
−1x1 an−1,n − y1B
−1x2
an,n−1 − y2B
−1x1 an,n − y2B
−1x2
)
= det(B) {(an−1,n−1 − y1B−1x1)(an,n−y2B−1x2)−(an−1,n−y1B−1x2)(an,n−1−y2B−1x1)} .(3.12)
From equation (3.8),(3.9),(3.10),(3.11) and (3.12), it follows that
det(A) = det(B)
{
det(Anˆ,nˆ) det(An̂−1,n̂−1)
(detB)2
−
det(A
n̂−1,nˆ
) det(A
nˆ,n̂−1
)
(detB)2
}
,
that is,
det(Anˆ,nˆ) det(An̂−1,n̂−1)− det(An̂−1,nˆ) det(Anˆ,n̂−1) = det(B) det(A).(3.13)
Case(2): Suppose B is not invertible. Then there exists a sequence of invertible matrices Bm
that approximate B, that is, ‖Bm −B‖ → 0, as m→∞. Let
Am =
Bm x1 x2y1 an−1,n−1 an−1,n
y2 an,n−1 an,n

clearly ‖Am −A‖ → 0 as m→∞. From the proof of the previous case, we have
det{(Am)nˆ,nˆ}det{(Am)n̂−1,n̂−1} − det{(Am)nˆ,n̂−1}det{(Am)n̂−1,nˆ} = det(Bm) det(Am).
Since determinant is a continuous function, taking m→∞, it follows that
det(Anˆ,nˆ) det(An̂−1,n̂−1)− det(An̂−1,nˆ) det(Anˆ,n̂−1) = det(B) det(A).

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Proposition 3.4. The curvature of the determinant bundle det Jk(Lf ) is given by the following
formula
Kdet Jk(Lf )(z) =
(det Jk−1h)(z)(det Jk+1h)(z)
(det Jkh)2(z)
dz ∧ dz.
Proof. The curvature of the determinant bundle det(Jk(Lf )) is
Kdet Jk(Lf )(z) =
(det Jkh)(z)(
∂2
∂z∂z det Jkh)(z) − (
∂
∂z det Jkh)(z)(
∂
∂z det Jkh)(z)
(det Jkh)2(z)
dz ∧ dz.
Here
Jkh =
((
∂i+j
∂zi∂zj
h
))k
i,j=0
and Jk+1h =
((
∂i+j
∂zi∂zj
h
))k+1
i,j=0
.
Now, we have
∂
∂z
(det Jkh) = det((Jk+1h)k̂+2,k̂+1),(3.14)
∂
∂z
(det Jkh) = det((Jk+1h)k̂+1,k̂+2),(3.15)
and
∂2
∂z∂z
(det Jkh) = det((Jk+1h)k̂+1,k̂+1),(3.16)
Finally, note that
det Jkh = det((Jk+1h)k̂+2,k̂+2).(3.17)
By Lemma 3.3, we obtain
det(Jk−1h) det(Jk+1h) = det((Jk+1h)k̂+2,k̂+2) det((Jk+1h)k̂+1,k̂+1)
− det((Jk+1h)k̂+2,k̂+1) det((Jk+1h)k̂+1,k̂+2).(3.18)
From equations (3.14), (3.15), (3.16), (3.17) and (3.18), it follows that
(det Jk−1h)(z)(det Jk+1h)(z)
= (det Jkh)(z)(
∂2
∂z∂z¯ det Jkh)(z)(
∂
∂z¯ det Jkh)(z)(
∂
∂z det Jkh)(z).
Hence
Kdet Jk(Lf )(z) =
(det Jk−1h)(z)(det Jk+1h)(z)
(det Jkh)2(z)
dz ∧ dz.

Corollary 3.5. Let Lf and Lf˜ be Hermitian holomorphic line bundles over a domain Ω ⊂ C.
The following statements are equivalent:
(1) det Jk(Lf ) is locally equivalent to det Jk(Lf˜ ) and det Jk+1(Lf ) is locally equivalent to
det Jk+1(Lf˜ ), for some k ∈ N
(2) Lf is locally equivalent to Lf˜ .
TRACE FORMULAE FOR CURVATURE OF JET BUNDLES OVER PLANAR DOMAIN 9
4. Rank n-Vector Bundles
We first recall some well known facts from linear algebra.
Lemma 4.1. Let A,B,C and D be matrices of size n×n, n×m,m×n and m×m respectively.
(i) [8, pp. 138] If A,D and D − CA−1B are invertible, then
(
A B
C D
)
is invertible and(
A B
C D
)−1
=
(
(A−BD−1C)−1 −A−1B(D −CA−1B)−1
−D−1C(A−BD−1C)−1 (D − CA−1B)−1
)
.
(ii) [8, pp. 246] If A is invertible then
det
(
A B
C D
)
= det(A) det(D − CA−1B)
(iii) [8, pp. 247] If D is invertible then
det
(
A B
C D
)
= det(D) det(A−BD−1C).
Lemma 4.2. [3, pp. 240] If V is a proper, non-zero subspace of an inner product space W then
it induces an inner product on the quotient W/V by
([w1], [w2]) = ||v1 ∧ . . . ∧ vn||
−2(v1 ∧ . . . ∧ vn ∧ w1, v1 ∧ . . . ∧ vn ∧ w2)
where [w1], [w2] denote the equivalence classes of w1 and w2 respectively inW/V and {v1, . . . , vn}
is a basis for V .
Lemma 4.3. Let W be an inner product space and let V be a subspace of W . Let {e1, . . . , er}
be a basis of V and {e1, . . . , er, er+1, . . . , en} be a basis of W extending the basis of W . Suppose
σi = e1 ∧ . . . ∧ er ∧ ei, r + 1 ≤ i ≤ n
and
A =
((
〈ei, ej〉
))
1≤i,j≤r
, B =
((
〈ei, ej〉
))
r+1≤i≤n,1≤j≤r
,
C =
((
〈ei, ej〉
))
1≤i≤r, r+1≤j≤n
, D =
((
〈ei, ej〉
))
r+1≤i,j≤n
,
Aσ =
((
〈σi, σj〉
))
r+1≤i,j≤n
.
Then
det
((
〈ei, ej〉
))
1≤i,j≤n
= det
(
A B
C D
)
=
det(Aσ)
(detA)n−r−1
.
Proof. Suppose xi = (〈e1, ei〉, . . . , 〈er, ei〉) and yi = x¯
tr
i , r + 1 ≤ i ≤ n.
〈σi, σj〉 = det
(
A yi
xj 〈ei, ej〉
)
= det(A)(〈ei, ej〉 − xjA
−1yi).
Next, note that
det
((
〈ei, ej〉
))
1≤i,j≤n
= det
(
A B
C D
)
= det(A) det(D − CA−1B)
= det(A) det
((
〈ei, ej〉 − xjA
−1yi
))
r+1≤i,j≤n
= det(A) det
((
〈σi, σj〉/det(A)
))
r+1≤i,j≤n
=
det(Aσ)
(detA)n−r−1
.
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
Proposition 4.4. Let E be a Hermitian holomorphic vector bundle of rank n over a bounded
domain Ω in Cm and let F be a subbundle of E of rank r. Then
hdet(E/F ) =
hdetE
hdetF
where hdetE, hdet(E/F ) and hdetF are the metrics of detE, detF and detE/F respectively.
Proof. Let {s1, . . . , sr} be a frame for F over an open subset U of Ω and let {s1, . . . , sr, sr+1,
. . . , sn} be a frame of E obtained by extending the frame of F . The quotient E/F admits a
frame of the form {[sr+1], . . . , [sn]}, where [si], r + 1 ≤ i ≤ n, denotes the equivalence class of
si in E/F . Let hE =
((
〈sj , si〉
))n
i,j=1
, hF =
((
〈sj, si〉
))r
i,j=1
and hE/F =
((
〈[sj], [si]〉
))n
i,j=r+1
be
the metrics of E, F and E/F respectively. Then by the definition of the determinant bundle
hdetE = det hE, hdetF = det hF and hdetE/F = dethE/F . By Lemma 4.2 and Lemma 4.3, we
have
hdetE/F = det hE/F
= det
((
〈[sj ], [si]〉
))n
i,j=r+1
= det
(
〈s1 ∧ . . . ∧ sr ∧ sj, s1 ∧ . . . ∧ sr ∧ si〉
||s1∧, . . . ∧ sr||2
) n
i,j=r+1
=
det
((
〈s1 ∧ . . . ∧ sr ∧ sj, s1 ∧ . . . ∧ sr ∧ si〉
))n
i,j=r+1
(det hF )n−r
=
hdetE
hdet F
.

Corollary 4.5. Let 0 → F → E → E/F → 0 be an exact sequence of Hermitian holomorphic
vector bundles. Then
Kdet(E/F ) = Kdet(E) −Kdet(F )
which is equivalent to
trace(KE/F) = trace(KE)− trace(KF).
Let Ef be a Hermitian holomorphic vector bundle of rank n over an open subset Ω in C and
let Ef ∈ Gn(Ω,H). Let {σ1, . . . , σn} be a frame for Ef over an open subset Ω0 of Ω. Let h be
a metric for Ef which is defined as
h(z) =
((
〈σj(z), σi(z)〉
))n
i,j=1
We define F ki for each 1 ≤ k <∞ and 1 ≤ i ≤ n by
F ki = σ1 ∧ . . . ∧ σn ∧ . . . ∧
∂k−1σn
∂zk−1
∧
∂kσi
∂zk
,
where wedge products between σ′is and their derivatives are taken in the Hilbert space ∧H. Let
hk be the matrix
hk(z) =
((
〈F kj (z), F
k
i (z)〉
))n
i,j=1
Proposition 4.6. Let Ef be a Hermitian holomorphic vector bundle of rank n over Ω ⊂ C.
Then the curvature KEf of Ef is given by
KEf (z) = (deth(z))
−1h(z)−1h1(z) dz¯ ∧ dz.
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Proof. Set xi =
(
∂
∂z¯ 〈σ1, σi〉, . . . ,
∂
∂z¯ 〈σn, σi〉
)
and yi = x¯
tr
i , 1 ≤ i ≤ n. For 1 ≤ i, j ≤ n
〈F 1j (z), F
1
i (z)〉 = det
(
h(z) yj
xi
∂2
∂z∂z¯ 〈σj(z), σi(z)〉
)
= det(h(z))
(
∂2
∂z∂z¯ 〈σj(z), σi(z)〉 − xih(z)
−1yj
)
.
Now we can derive the formula for the curvature of the vector bundle Ef :
KEf (z) = h
−1(z)
{
∂¯∂h(z) − ∂¯h(z)h−1(z)∂h(z)
}
= h−1(z)
((
∂2
∂z∂z¯ 〈σj(z), σi(z)〉 − xih(z)
−1yj
))n
i,j=1
dz¯ ∧ dz
= h−1(z)
((
(deth(z))−1〈F 1j (z), F
1
i (z)〉
))n
i,j=1
dz¯ ∧ dz
= (det h(z))−1h−1(z)h1(z) dz¯ ∧ dz

Corollary 4.7. Let Ef be a vector bundle of rank n over a bounded domain Ω ⊂ C. Then the
curvature of the bundle Ef is of rank r if and only if exactly r elements are independent from
the set {F 11 , . . . , F
1
n} of n elements.
Proof. By Lemma 4.6 the rank of the curvature of the bundle E is same as the rank of h1.
But rank of h1 is r if and only if r elements are independent from the set {F
1
1 , . . . , F
1
n} of n
elements. 
A result from [3, page 238, Lemma 4.12], which appeared to be mysterious, now follows from
the formula derived for the rank of the curvature. Thus we have the following corollary:
Corollary 4.8. Let Ef be a vector bundle of rank n over a bounded domain Ω in C. Then the
rank of the curvature KJk(Ef ) of the jet bundle Jk(Ef ), 1 ≤ k <∞, is at most n.
4.1. Curvature Formula in General. Let Ef
pi
→ Ω be a Hermitian holomorphic vector
bundle of rank n. Let {s1, · · · , sn} be a local frame of Ef over an open subset Ω0 of Ω. Let h
be a metric for Ef which is defined as
h(z) =
((
〈si(z), sj(z)〉
))n
i,j=1
.
For 1 ≤ p ≤ n and 1 ≤ j ≤ m set
τ jp = s1 ∧ · · · ∧ sn ∧
∂sp
∂zj
.
For 1 ≤ i, j ≤ m set
hij(z) =
((
〈τ ip(z), τ
j
q (z)〉
))n
p,q=1
.
Proposition 4.9. Let Ef
pi
→ Ω be a Hermitian holomorphic vector bundle of rank n over a
domain Ω in Cm. Then curvature KEf of the vector bundle Ef is given by
KEf (z) = (det h(z))
−1h−1(z)
m∑
i,j=1
hij(z) dzj ∧ dzi.
Proof. Set xjp =
(
∂
∂zj
〈s1, sp〉, · · · ,
∂
∂zj
〈sn, sp〉
)
and yip = x
i
p
tr
for 1 ≤ p ≤ n.
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For 1 ≤ i, j ≤ m,
∂2h
∂zj∂zi
(z)− ∂h∂zj (z)h
−1(z) ∂h∂zi (z) =
((
∂2
∂zj∂zi
〈sq(z), sp(z)〉 − x
j
ph(z)
−1yiq
))n
p,q=1
=
((
(det h(z))−1〈τ iq(z), τ
j
p (z)〉
))n
p,q=1
= (det h(z))−1hij(z).
Hence the curvature of the vector bundle Ef takes the form:
KEf (z) = h
−1(z)
m∑
i,j=1
(
∂2h
∂z¯j∂zi
(z)− ∂h∂z¯j (z)h
−1(z) ∂h∂zi (z)
)
dz¯j ∧ dzi
= (det h(z))−1h−1(z)
m∑
i,j=1
hij(z) dzj ∧ dzi.

4.2. Curvature of the Jet Bundle. Let Jk(Ef ) be a jet bundle of rank n(k + 1) over Ω,
where Ω is a bounded domain in C. If σ = {σ1, · · · , σn} is a frame for Ef then a frame for
Jk(Ef ) is of the form
Jk(σ) = {σ1, · · · , σn,
∂
∂zσ1, · · · ,
∂
∂zσn, . . . ,
∂k
∂zk
σ1, . . . ,
∂k
∂zk
σn}.
By Lemma 4.6 the curvature KJk(Ef ) of the bundle Jk(Ef ) is given by
KJk(Ef )(z) =
(
det Jk(h)(z)
)−1
(Jk(h)(z))
−1
(
0nk×nk 0nk×n
0n×nk hk+1(z)
)
dz¯ ∧ dz
Let A = Jk−1(h),
C =
(
∂kh
∂z¯k
, . . . , ∂
2k−1h
∂zk−1∂z¯k
)
,
B = C¯tr, D = ∂
2k
∂zk∂z¯k
h,
xi =
(
∂k
∂z¯k
〈σ1, σi〉, . . . ,
∂k
∂z¯k
〈σn, σi〉, . . . ,
∂2k−1
∂zk−1∂z¯k
〈σn, σi〉
)
, 1 ≤ i ≤ n,
and finally yi = x¯
tr
i , 1 ≤ i ≤ n.
Now
D −CA−1B = ∂
2k
∂zk∂z¯k
h− CA−1B
=
((
∂2k
∂zk∂z¯k
〈σj , σi〉 − xiA
−1yj
))n
i,j=1
=
((
(det Jk−1h)
−1〈F kj , F
k
i 〉
))n
i,j=1
= (det Jk−1h)
−1hk.
Consequently,
(Jkh)
−1 =
(
A B
C D
)−1
=
(
(A−BD−1C)−1 −A−1B(D − CA−1B)−1
−D−1C(A−BD−1C)−1 (D − CA−1B)−1
)
=
(
(A−BD−1C)−1 −A−1B(D − CA−1B)−1
−D−1C(A−BD−1C)−1 det(Jk−1h)h
−1
k
)
.
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The curvature of the jet bundle Jk(Ef ) is
KJk(Ef )(z)
=
(
0nk×nk −
(
det Jk(h)(z)
)−1
A−1(z)B(z)
(
D(z)− C(z)A−1(z)B(z)
)−1
hk+1(z)
0n×nk
(
det Jk(h)(z)
)−1
det(Jk−1h(z))h
−1
k (z)hk+1(z)
)
Here
det Jkh(z) = (det Jk−1h(z))
1−n det hk(z)
and
(det Jkh(z))
−1 det Jk−1h(z)
= (det h(z))n(1−n)
k−1
(det h1(z))
n(1−n)k−2 · · · (dethk−2(z))
n(1−n)(det hk−1(z))
n(det hk(z))
−1.
4.3. The Trace Formula. Let trace ⊗ Idn×n : Mmn(C) ∼= Mm(C)⊗Mn(C)→ C ⊗Mn(C) ∼=
Mn(C) be the operator defined as follows(
trace⊗ Idn×n
)
(
m∑
i,j=1
Em(i, j) ⊗Ai,j) =
m∑
i=1
Ai,i,
where Em(i, j) is the m×m matrix which is defined as follows
(Em(i, j))k,l =
{
0 if (k, l) 6= (i, j),
1 if (k, l) = (i, j).
(An arbitrary element A in Mm(C)⊗Mn(C) is of the form A =
∑m
i,j=1Em(i, j) ⊗Ai,j.)
Theorem 4.10. Let 0 → Jk−1(Ef ) → Jk(Ef ) → Jk(Ef )/Jk−1(Ef ) → 0 be an exact sequence
of jet bundles. Then we have(
trace⊗ Idn×n
)
(KJk(Ef ))−
(
trace ⊗ Idn×n
)
(KJk−1(Ef )) = KJk(Ef )/Jk−1(Ef )(z).
Proof. (
trace⊗ Idn×n
)
(KJk(Ef ))−
(
trace ⊗ Idn×n
)
(KJk−1(Ef ))
=
(
det Jk(h)(z)
)−1
det(Jk−1h(z))h
−1
k (z)hk+1(z)
−
(
det Jk−1(h)(z)
)−1
det(Jk−2h(z))h
−1
k−1(z)hk(z)
= KJk(Ef )/Jk−1(Ef )(z).
The last equality follows from [3, page 244, Proposition 4.19]. 
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