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Abstract – The use of machine vision has become prevalent in touch technology. However, it is 
still limited by background noise. To reduce the background noise present in the images of 
interest, it is important to consider the imaging device and the signal source. The architecture, 
size, sampling scheme, programming, and technology of the imaging device must be considered 
as well as the response characteristics of the signal source.  
 Several pixel architectures are explained and implemented with discrete components. 
Their performance was measured through their ability to track a modulated signal source. 
Potentially, an imaging sensor comprised of a system designed to modulate the light to be 
imaged could drastically reduce background noise. Further, with a less noisy image, the 
processing steps required for touch event detection may be simplified. 
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Abstract – High-density image sensors were originally dominated by charge-coupled devices 
(CCDs) that require specialized processes to limit dark current and enhance charge transfer 
efficiency, as opposed to the passive pixel sensors (PPS) which can be fabricated through 
standard CMOS processes. As of the early 1990s the minimization of device sizes made a new 
type of imaging sensor practical, the active pixel sensor (APS). Like the PPS, the APS may be 
fabricated with standard CMOS processes, only in addition to a photosensor and a switching 
transistor, the APS integrates an amplifier at every pixel location. Further device miniaturization 
allows for the creation of digital pixel sensors (DPS) which integrate analog to digital converters 
(ADC) at every pixel location in addition to amplification. The DPS is capable of massively 
parallel readout and high-speed data transfer, allowing for high-speed imaging of over 10,000 
frames per second. 
 While the integration of more and more transistors at each pixel location is possible 
without significantly affecting the sensing area to pixel area ratio (fill factor), it is important to 
consider the impacts of non-ideal effects introduced by the sub-micron transistors. As such, it is 
important to consider the advantages and disadvantages associated with each technology and find 
the technology that best suits the specific application. This paper will focus on exploring those 
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(a)                                                                                           (b)
Figure 1. (a) CCD array architecture and (b) APS array architecture. Adapted from: [1] © 2005 IEEE 
  
CCDs use specialized process technologies in order to function properly. This process is 
designed to allow for device scaling without significant reduction in performance. Any increase 
in the flow of dark current or loss to the efficiency of the charge transfer mechanisms will reduce 
the device’s performance. The use of gettered, high-resistivity wafers to reduce traps from 
metallic contamination and buried channels with multiphase pinned operation are common 
techniques for reducing surface-generated dark current. The array relies upon shifting charge 
packets out of the array one by one. In Figure 1(a) the CCD imager uses a vertical architecture to 
shift charge packets downwards and then a horizontal architecture to shift those charges out to 
the right. Once each charge is shifted out of the array it is converted to a voltage and read out of 
the system. This architecture creates very minimal pixel overhead, allowing for high fill factors 
despite miniaturization. Although this architecture makes addressing pixels simple when 
compared to the APS, it increases the impact of dark current on the system. Dark current not 
only affects the charge collection when the imager is activated, but each charge transfer that the 
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system must undergo in order to fully read the system. While CCDs traditionally have orders of 
magnitude less dark current than APSs, they have an increased sensitivity to it. 
 CMOS imaging sensors require a more complex addressing scheme. Typically charge is 
read out as a voltage by activating a single set of row-select transistors and is then digitized 
either in serial or in parallel by ADC(s) as in Figure 1(b). This allows for some system 
parallelization as the columns may be read simultaneously, allowing for potentially faster 
operating speeds than can be achieved with CCD arrays. Due to the lack of charge transfer 
between pixels, this system may tolerate much higher levels of dark current. Further, the CMOS 
imaging sensor may integrate the analog and digital circuitry on the same chip, creating a lower 
power and overall smaller device. In addition to the readout circuitry, other functional processes 
may be integrated into the system to mitigate parasitic effects and enhance imaging performance 
[1].  
 
Figure 2. Cross sectional SEM photograph of an image sensor [1] © 2005 IEEE 
 Regardless of the type of imaging sensor, structures similar to Figure 2 are used to 
improve the array’s performance. A micro-lens overcoat with proper spacing allows for incident 
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light at more extreme angles to be focused onto a small active region, thereby increasing the 
photocurrent iPH for each sensor and improving the signal-to-noise ratio (SNR). Depending on 
the characteristics of the active region in the sensor, there are varied sensitivities to different 
wavelengths of light. In order to effectively bias the sensors so that they selectively image a 
particular color, color filters may be implemented to skew the device’s external wavelength 
sensitivity.   
 Under normal illumination conditions, the CMOS imaging sensor photocurrents are too 









Figure 3. (a) Example schematic of a pixel operating in integration mode 
(b) Charge versus time for two different illumination levels. Adapted from: [1] © 2005 IEEE 
 
The charge-up and release configuration in Figure 3 (a) is implemented with an integration time 
to increase the magnitude of the charge collected for any level of illumination. While this allows 
for lower levels of illumination to be detected, it also sets a maximum level illumination that can 
be read. As can be seen from Figure 3 (b), under high levels of illumination the charge in the 
capacitor saturates, limiting the maximum detectable signal. The effects of well saturation may 
be mitigated by adjusting the integration time of the pixel, but this will also increase the 
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II. Theory  
A) Noise 
Image sensors suffer from non-idealities that limit their performance. Temporal noise and 
fixed pattern noise (FPN) are two major concerns. Temporal noise includes shot, pixel reset, 
thermal, flicker, and quantization noise. Due to its active read nature, there are more sources of 
temporal noise in CMOS sensors than in CCD sensors. FPN consists of two types, offset FPN 
and gain FPN. Offset FPN is more easily corrected for as it is signal-independent, unlike gain 
FPN which is signal-dependent. 
Active amplification present in CMOS sensors introduces more gain FPN than is 
observed in CCD arrays. Mismatch in transistors leads to changes in the gain of each pixel, or 














Figure 4. (a) Correlated Double Sampling technique 
(b) Delta-Reset Sampling technique. Adapted from: [1] © 2005 IEEE 
 
As mentioned earlier, offset FPN may be compensated for. Correlated double sampling (CDS) 
achieves this but requires that two samples of the signal be taken for each pixel, as seen in Figure 
4 (a). Although offset FPN is reduced through this process, read noise is doubled from flicker 
noise. Therefore, it is only sensible to use this technique when the read noise is less than half the 
offset FPN. The read noise may be reduced by decreasing the time between samples —i.e., the 
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integration time— with the obvious limitation of minimal detectable signal. CDS does not 
correct for dark signal non-uniformity (DSNU), as it varies with temperature or gain FPN. 
 The three-transistor APS is not capable of true CDS and must use delta-reset sampling 
(DRS) as shown in Figure 4(b). Although this technique may serve to reduce the offset FPN, the 
offset FPN after reset may not be the same. 
 
B) SNR and dynamic range (DR) 
Presuming that the offset FPN has been successfully suppressed, the average noise power 
may be expressed as the sum of shot noise  
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where q is the electron charge and tint is the integration time. From (1) it can be seen that an 
increase in tint results in an increase in the SNR, but it is important to consider that it limits the 
maximum detectable signal due to well saturation as well as overall cycle time. 
 
 
















































Qmax     = 60,000 e’
tint         = 30ms
idc         = 1 fA
σread      = 30 e’
σDSNU   = 10 e’
σPRNU   = 0.6%
 
Figure 5. SNR vs. iPH . Adapted from: [1] © 2005 IEEE 
From Figure 5 it can be seen that low illumination levels (low iPH) are dominated by read noise 
and DSNU and that a 10X increase in illumination results in a 20 dB gain in SNR. Medium 
levels of illumination are shot-noise-limited and decade increases in illumination only result in 
10 dB gain. High levels of illumination are limited by PRNU and well capacity limits; any 
increase in signal here results in small gain. 
 The dynamic range (DR) of the system is defined as the largest detectable signal divided 
by the smallest. The largest detectable signal is characterized by the well depth and integration 
time      
      
    
    . The minimum detectable signal is the minimum rms power of noise 
under dark conditions. The DR can then be expressed as 
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where Qwell is the well capacity of the integrating capacitor, measured in number of electrons. 
We can see from (2) that the DR decreases as tint increases but increases as Qwell increases, read 
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noise decreases, and DSNU decreases.  Typically CMOS image sensors can achieve a DR of 40-
60 dB (without well capacity adjusting) and CCDs a range of 60-70 dB, while the human eye can 
achieve >90 dB [1]. 
 
C) Photoconductors (PCDs) vs. Photodiodes 
Photoconductors are similar to field-effect transistors (FETs) without a gate. The incident 
light modulates the flow of current through the device instead of a gate. Photodiodes are usually 
operated with reverse bias to generate a depletion region around the negative contact. The field 
in the photodiode serves to separate electron hole pairs (EHPs) generated in the device, and 
prevents recombination from occurring. 
 
Figure 6. Magnified view of a 50-µm square PCD [2] © 1987 IEEE 
In Figure 6, the gaps between the interdigitated metal contacts (light region) are 4 µm apart and 
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M2 : TiPdAu


















Figure 7. Cross sectional view of (a) PCD  
(b) n-p-n photodiode  
(c) Unbiased M-p-n photodiode. Adapted from: [2] © 1987 IEEE 
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Figure 8. (a) PCD with a single incident photon and the generated EHP 
(b) gain exhibited by the PCD 
(c) output of the PCD 
(d) n-p-n with a single incident photon and the generated EHP 
(e) zero gain plot of the n-p-n photodiode. Adapted from: [2] © 1987 IEEE 
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The photoconductor in Figure 8 (a) has low hole mobility such that in the time that a hole 
traverses the junction several electrons transit the junction as seen in (b). This creates current 
gain in the junction and results in the output current seen in (c). While gain in the device is 
desirable in the photo-sensor, it will also slow the device. The photodiode seen in (d) does not 
exhibit gain. The electron-hole pairs generated in the depletion region are separated by the 
applied field such that recombination should be reduced.  The p-n Schottky barrier in the 
photodiode prevents electron re-injection into the junction and results in the current in (e) [2].  
 
D) Comparison of photodiodes and CMOS APS structures 
The collection efficiency of a diode is directly impacted by the depth of the junction in 
the photo-detector. This effect becomes more apparent with longer wavelength photons which 
penetrate deeper into the device. It is important to consider the processing steps responsible for 
junction depth. Low doping regions are typically created by diffusion, resulting in deep 
junctions; high doping is usually created with ion implantation which creates shallow junctions. 
(a) (b) (c)
n+p+













/n-well/p-sub. Adapted from: [3] © 2009 IEEE 
 
The high doping concentration in Figure 9 (a) results in a small depletion width and results in a 
low collection efficiency. The small depletion width also results in an increased junction 
capacitance Cj. Ion implantation creates junctions close to the surface, therefore collection 
efficiency will be further reduced. The n-well/p-sub photodiode is created with diffusion and has 
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a deeper junction as in (b). The deeper junction results in an increased collection efficiency, and 
the increased distance between the surface and the bottom of the junction decreases Cj. The 
increase of area along the sidewall in (b) increases Cj.  The p
+
/n-well/p-sub in (c) has a p
+
 
implant which creates a pinned structure that serves two purposes: it creates two p-n junctions 
and increases the width of the depletion region. The p
+
 junction at the surface should serve to 
reduce dark current as the majority of dark current results from free carriers at the surface of the 
junction. The parallel Cj introduced by the two p-n junctions add, leading to a higher Cj than in 
(b). 
 To fully evaluate the potential of a photodiode it is important to investigate the impact of 









Figure 10. 3 transistor APS. Adapted from: [3] © 2009 IEEE 
The output voltage vout for Figure 10 can be expressed as 
        
 
   
∫            (3) 
where GSF is the subunity gain of the source follower and CPD is the photodiode capacitance. The 
output vout has a direct dependence on the capacitance of the photodiode, a parameter that may 
vary widely through process steps and will result in gain FPN. 
 













Figure 11. Single stage cascoded common source amplifier. Adapted from: [3] © 2009 IEEE 
 Figure 11 shows the schematic for a single stage cascode amplifier pixel. The amplifier is 
biased with 200 nA of current and uses a 1 pF capacitor with a supply voltage of 3.3 V. The 
amplifier has a gain of 85 dB and a gain bandwidth product (GBW) of 675 KHz. As long as the 
GBW of the amplifier is large and the feedback capacitance CFB << CPD then the output of the 
pixel may be approximated as 
      
 
   
∫      .      (4) 
The large gain amplifier and small CFB pin the output and force it to charge the feedback 
capacitor. This allows the pixel to cancel out the capacitance of the photodiode and evaluate the 
quantum efficiencies of the device directly. Parasitic capacitances from the switching transistor 
do not affect CFB as they may be added to the junction capacitance of the photodiode [3].  
 
E) Amorphous Silicon Photodiodes 
Hydrogenated amorphous silicon (a-Si:H) can be used to create thin film transistors as 
well as photodiodes. Amorphous silicon can be used in large areas, so it could be used in 
creating a large-scale sensor array.  Similar to typical silicon photo-sensors, photodiodes in        
a-Si:H are faster than a-Si:H photoconductors. There are two major types of a-Si:H devices: 
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separated discrete photodiodes and continuous strip-type sensors. Amorphous silicon devices 
treated with O2 plasma demonstrate reduced dark current [4].  
 
F) Organic Photodiodes (OPD) 
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Figure 12. (a) Absorption spectra of different dies 
(b) Schematic of the OPD 
(c) Spectral response of the OPD. Adapted from: [5] © 2009 IEEE 
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The sensitivity of the OPD in Figure 12 is related to the ratio of J-aggregated cyanine dye 






A) Photoconductors (PCDs) vs. Photodiodes 
The M-p-n photodiode is operated without bias, the PCD and n-p-n photodiodes are 
under 5 V reverse bias, and a discrete p-i-n GaAs/AlGaAs reference diode is operated under a 
reverse bias of 15 V. The sensors were illuminated with photons from a 800 nm GaAs/AlGaAs 
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Figure 13. Time response of (a) PCD 
(b) n-p-n 
(c) M-p-n. Adapted from: [2] © 1987 IEEE 
 
The responses of the photo-detectors are shown in Figure 13. The long tail in (a) is likely due to 
hole trapping and results in the gain observed for the PCD. The increased tail seen on (c) when 
compared to (b) is a result of the leakier metal barrier in the M-p-n photodiode. 
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TYPE Tr Tf FWHM TDEW η (%) F3DB GBWP 














R.PIN 56 ps 120 ps 70 ps 80 ps 0.75 3 GHz 
2.3 
GHz 
Table 1. Photo-sensor responses. Adapted from: [2] © 1987 IEEE 
The quantum efficiencies η in Table 1 were calculated by dividing the number of carriers 
collected by the number of photons. Non-active regions were included in the calculation of η 
despite 3/7 of the region being covered by metal. No anti-reflection coating was used so there 
was approximately 30% light loss. The overall maximum η that results for devices without gain 
is 40%. Taking these losses into consideration, the external quantum efficiency of the n-p-n 





























Figure 14. Frequency response of (a) PCD 
(b) n-p-n 
(c) M-p-n. Adapted from: [2] © 1987 IEEE 
 
 
Section 1  Page 17 of 113 
 
The charge trapping in the PCD leads to a loss of gain with an increase in frequency as seen in 
Figure 14 (a). The response of the photodiodes is much more linear with respect to frequency as 
shown in (b) and (c). The M-p-n shows a slightly slower response than the n-p-n photodiode. 
This may be due to charge leakage from the weaker barrier present in the system. 
TYPE η (%) ID NEP NEPOBS PR 
PCD 26.5 135 mA 
1.10E-
12 
6.20E-12 -26 dbm 
N-P-N 0.2 5 nA 
3.10E-
13 
— -39 dbm 
N-P-M 0.16 3 uA 
9.50E-
12 
— -24 dbm 
R.PIN 0.75 160 pA 
1.50E-
14 
2.10E-14 -51 dbm 
NEP in W/rad(Hz) ; PR with BER 10
-9
 & BW 1 GHz 
 
Table 2. Noise properties of the photo-sensors. Adapted from: [2] © 1987 IEEE 
 The noise equivalent power (NEP) shown in Table 2 is the optical power required for the 
electrical signal to equal the noise signal present in the detector.  PR is the optical power required 
to obtain a bit error rate (BER) of 10
-9
 with a 1 GHz bandwidth (PR = NEP√  *12). The n-p-n 
and p-i-n photodiodes have small dark currents due to their p-n junctions. The M-p-n photodiode 
diode has one p-n junction and one p-M junction that exhibits leakier behavior. 
 The noise in this system is modeled by 
〈  
 〉                  (5) 
where q is the electron charge, B is the bandwidth, I is the diode current, and ID is the reverse 
saturation current. For the reverse-bias devices such as the n-p-n and p-i-n photodiodes I = -ID. 
For the M-p-n photodiode which is operated without bias, I = 0.   
 The signal current for all the detectors is given by 
〈  〉  
    
  
      (6) 
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where P is the optical power, λ is the incident wavelength of the photons, h is Planck’s constant, 
and c is the velocity of light. By setting the square root of (5) equal to (6) and solving for P we 
find the NEP 
     
  √          
   
      (7) 
where k is Boltzmann’s constant, R is equal to the equivalent resistance of the device plus a 50 Ω 
load resistance [2].  
 
B) Comparison of photodiodes and CMOS APS structures 
The photodiodes were fabricated as 30 micron squares in 0.5 micron technology. The fill 
factors and sizes of the tested pixels are listed in Table 3. 














3T 671.85 120.8 74.7 
CTIA 10 fF 512.86 102.5 57.0 
CTIA 5 fF 523.89 101.6 58.2 
n-well/p-sub 
3T 531.81 99.8 59.1 
CTIA 10 fF 513.54 96.4 57.1 




3T 541.08 105.2 60.1 
CTIA 10 fF 485.10 97.5 53.9 
CTIA 5 fF 494.01 97.5 54.9 
Table 3. Device dimensions and fill factors. Adapted from: [3] © 2009 IEEE 
The chips were powered by regulated 3.3 V power supplies and incident light was controlled 
using a Fluorog-3 spectrofluorometer. Light intensity was measured by a 1930 optical power 
meter (Newport, NY). Exposure times were kept at a constant 6 ms and a neutral density filter 
was used to attenuate the signal by 62.5 times. The output voltages were measured with a 
 
Section 1  Page 19 of 113 
 
NI6031 data acquisition card and the results were read for wavelength varied from 400 nm to 
800 nm by 5 nm intervals. 
 
      (a) 
 
 
       (b) 
 
Figure 15. Spectral response of (a) 3 transistor amplifier pixel 
(b) Cascoded amplifier pixel. Adapted from: [3] © 2009 IEEE 
 
Figure 15 (a) shows that the parasitic capacitance has a significant negative impact on the 
performance of the pixels, as the p
+
/n-well/p photodiode is expected to behave better than the n-






































































/n-well/p photodiode with respect to the n
+
/p photodiode. This is due to the decreased 
impact of CPD in the cascode amplifier pixel topology. With the improved performance the p
+
/n-
well/p device outperforms the n
+
/p photodiode from the increased quantum efficiency. 
 
 
Figure 16. Incremental sensitivity of the photodiodes. Adapted from: [3] © 2009 IEEE 
 
Figure 16 shows the incremental response dependence on the wavelength normalized by the peak 
sensitivity. Applications that require a relatively uniform response across the spectrum would be 
best served by the n
+

















































Figure 17. Sensitivity, noise, and SNR for the (a) 3 transistor pixel 
(b) 5 fF Capacitive Transimpedance Amplifier (CTIA) Pixel 
(c) 10 fF CTIA Pixel. Adapted from: [3] © 2009 IEEE 
 
In order to get a better understanding of the pixel performances the sensitivity, noise, and SNR 
for each pixel were averaged across the 400-800 nm range as seen in Figure 17. There is little 


































































Sensitivity            Noise                  SNR             
3T APS
5 fF CTIA APS
10 fF CTIA APS
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in (b) there is an obvious improvement in all parameters for the p
+
/n-well/p over the n
+
/p device. 
The performance metrics were averaged across the photodiodes, and their responses with respect 
to the pixel configurations are shown in (c). It is clear from (c) that, of the three APS 










n+/p-sub 96.2 0.14 
n-well/p-sub 363.4 0.15 
p+/n-well/p-sub 90.3 0.05 
 
Table 4. Photodiode dark current comparison. Adapted from: [3] © 2009 IEEE 
 
 Table 4 lists the dark current for each photodiode and the ratio of dark current to the 
sensitivity, the dark threshold optical power (DTOP). The lower the DTOP, the smaller the 
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a-S i se p ar atio n  typ e  ( p -i )
a-S i se p aratio n  typ e  ( i )
 
Figure 18. (a) Dark current vs. bias 
(b) Photocurrent vs. bias. Adapted from: [4] © 1990 IEEE 
 
The photodiodes in a-Si:H exhibit similar behaviors to what one would see in traditional 
substrate silicon as seen in Figure 18 (a) & (b).  
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(V = -3 V)
 
Figure 19. Spectral responsivity characteristics of the photodiodes with an applied bias of -3V.  
Adapted from: [4] © 1990 IEEE 
 
 As seen in Figure 19 all of the photodiodes’ responses diminish greatly as they approach 
the short wave infrared range (SWIR) of 800 nm. The responsivity of the photodiodes with 
respect to wavelength is a function of the bandgap of the sensor and its thickness. The thinner the 
active region the more likely it is that the photons will not be absorbed. 
 
































Figure 20. Efficiency and photocurrent of the p-i-n separation type at 570 nm vs. applied voltage. Adapted from: [4] 
© 1990 IEEE 
 
Figure 20 shows that the efficiency of the p-i-n photodiode is near unity with or without reverse 
bias. The photocurrent drops off significantly with any forward bias, but appears to be constant 
with reverse bias. It is likely that the high efficiency is due to the high energy of the photons that 
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D) Passive Pixel Organic Photodiode 
Photocurrent measurements were made by illuminating the diodes in cryostat through the 
indium tin oxide (ITO) contact with a normal angle of incidence. Spectral photoconductivity 
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Figure 21. OPD current vs. reverse bias, linear and log scale (inset). Adapted from: [6] © 2009 IEEE 
 
 
From the log scale in Figure 21, it can be seen that under a reverse bias of 2 V the OPD has a 



















Figure 22. Normalized frequency response at 2 V (dashed line) and 8 V (solid line) reverse biases.  
Adapted from: [6] © 2009 IEEE 
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Charge transport through the 15 nm bathocuproine blocking layer creates an overall low mobility 
of carriers, in addition to charge trapping at the surface. This would explain the poor frequency 
















Figure 23. Photocurrent gain vs. incident wavelength at the voltages indicated. Adapted from: [6] © 2009 IEEE 
 
 The spectral response of the OPD is shown in Figure 23 and demonstrates that fabricating 
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Figure 24. Schematic representation of the pixel. Adapted from: [7] © 2007 IEEE 
 
 Figure 24 shows the pixel setup for experimentation. The dotted rectangle represents the 
organic photodiode that is printed on top of the amplifier circuit, allowing for a near 100% fill 
factor.  Sensitivities for different ratios of widths for the amplifier thin film transistor (TFT) and 
the read TFT are shown in Figure 25. 
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Zamp/ZRead




























































































Figure 26. (a) OPD with APS 500/500 
(b) OPD passive pixel. Adapted from: [7] © 2007 IEEE 
 
 Figure 26 demonstrates the improved signal for the APS compared to the passive OPD 
setup. This demonstrates that a large-scale OPD APS system could be fabricated to create a 
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IV. Conclusion 
The CCD array, PPS, and multiple APS pixel setups were explored. It was found that 
while the CCD array is an excellent technology for specific applications, it cannot effectively be 
used for a large-format sensor due to its dependence on charge transfer. Increasing the distance 
between the devices will inevitably degrade their performance. CMOS processes were found to 
be more practical for large-format applications. The PPS was explained and compared to 
multiple APS systems and found to be inferior. It was demonstrated that using a cascoded 
common source amplifier in place of a simpler three-transistor amplifier benefited the system. 
Amorphous silicon and organic photodiodes were explored due to their potential applications in 
large format systems. While there are OPDs with the desired spectral response, they do not 
demonstrate the desired frequency response. Further research using OPDs with column line 
amplifiers would be beneficial in proving the plausibility of a printed large-scale image sensor 
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Abstract – Fabricated CMOS pixels have the advantage over discrete component 
implementations in that their passive or active switching networks are fabricated along with the 
photodiode in processes designed specifically to optimize the performance of the pixel. Non-
ideal affects such as dark current, parasitic capacitance, and leakage can be mitigated through 
process management. Discrete component implementations do not have this customization 
advantage and as such will exhibit greater non-ideal effects. In order to better understand the 
increased parasitics present, passive and active pixel architectures were implemented and tested. 
 
I. Introduction  
Experimental measurements were performed with the Agilent 54622D Mixed Signal 
Oscilloscope with 200 MSa/s. Power was provided with the Agilent E3631A Triple Output DC 
Power Supply. All waveforms were generated by the Agilent 33250A 80 MHz 
Function/Arbitrary Waveform Generator. Resistance measurements were made with the Agilent 
34401A Digital Multimeter.          
Output Waveform
fc (fs = 200 MHz)
Anti-Alias Filter
f3dB = fsub/100 
Sub sample
fsub ~ fc*200 
DFT
High-Pass Filter




Figure 1. Sub-sampling and filtering scheme for the Discrete Fourier Transform (M.A. Hopkins, personal 
communication) 
 The processing scheme used for the output data can be seen in Figure 1. In order to 
effectively display and process data, output data was sub-sampled with sub-sampling frequency 
fsub ~200*fc where fc is the center frequency of the square wave. For frequencies that could not be 
 
Section 2  Page 35 of 113 
sampled at a rate of 200*fc due to the limitations of the oscilloscope, the sub-sampling block was 
omitted. 
 Before sub-sampling was performed, an anti-aliasing filter that consisted of a first-order 
Butterworth low-pass filter with a three dB frequency f3dB = fsub/100. 
 
II. Experimental  
A) Light Emitting Diode (LED) control and response  
The light impinging on the surface of the photodiode of interest in all pixel configurations 
was modulated with an LED. It is important to consider the response of the LED as a function of 
frequency as any deviation from the desired response will appear in the measurement of the pixel 
and skew the results. For all experiments the QED223 Plastic Infrared LED produced by 
Fairchild Semiconductor is used (peak wavelength of 890 nm, maximum forward current of 150 
mA). 








Figure 2. Voltage-controlled LED 
 Figure 2 shows the schematic where a square wave signal Vsig was applied to the positive 
input of an OPA2727 operational amplifier made by Texas Instruments. The negative input and 
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output of the op-amp are tied to the anode of the LED. This forced the anode of the LED to be 
driven to the voltage applied by the signal generator. The voltage VLED was then measured as the 
signal center frequency was swept from 1 kHz to 5 MHz with a square wave that had a peak-to-
peak voltage of 1.4 V and a DC offset of 0.7 V. 
Figure 3. DFT of VLED where fc of Vsig equals 1 kHz
Figure 4. DFT of VLED where fc of Vsig equals 34 kHz 
1 kHz applied signal 
34 kHz applied signal 
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Figure 5. DFT of VLED where fc of Vsig equals 100 kHz 
 For Figures 3-5 the DFTs were normalized by dividing all subsequent frequencies by the 
magnitude of the first harmonic of the applied square wave fc = 1 kHz. By normalizing all the 
frequencies by this magnitude, the loss of signal can be observed in all of the harmonics. 




             
    
 
     
 
 
            
 
 
           
 
 
                 (1) 
Equation (1) is the Fourier expansion of an ideal square wave. From (1) it can be seen that the 
desired frequency harmonics are fc* (2k + 1) where k is an integer value from 0 to infinity. All 
other emergent harmonics are considered distortion, as they do not contribute to the formation of 
a square wave. 
 From Figure 3, there were no observable even-order harmonics, and the odd-order 
harmonics decay as expected. This is due to the low fc of 1 kHz. In Figures 4 and 5, the 
emergence of even-order harmonics was observed. By increasing fc from 34 kHz to 100 kHz, the 
power of the even-order harmonics increases, leading to less square-like behavior in the output. 
100 kHz applied signal 
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Figure 6: Frequency sweep of Vsig with fc and the emerging harmonics in VLED 
 Figure 6 concatenates the resultant harmonics in VLED for each of the frequencies tested. 
While the three-dimensional representation of the harmonics demonstrates the loss of the 
primary harmonic at fc at roughly 100 kHz, the magnitude of undesired even-order harmonics is 
obscured by the desired odd-order harmonics. 
 
Anti-Alias Filter
f3dB = fsub/100 
Anti-Alias Filter
f3dB = fsub/100 
Output Waveform
fc (fs= 200 MHz)
Ideal Waveform 
fc (fs = 200 MHz)
Sub sample
fsub ~ fc*200 
Sub sample









f3dB = fsub*200 
High Pass Filter









Figure 7. Processing scheme for the calculation of THD 
 
 




Figure 8. Total Harmonic Distortion (THD) of VLED  
 Figure 7 illustrates the processing scheme that was implemented for each frequency’s 
THD calculation, where RHD is the Resultant Harmonic Distortion that emerges from the 
absolute value of the subtraction of the ideal harmonics from the non-ideal output harmonics. 
Figure 8 shows the THD that results from the calculation shown in Figure 7 as a function of 
frequency. It is important to consider for all frequency analysis purposes that the oscilloscope’s 
sampling frequency is limited to 200 MHz. It is therefore impossible for the sub-sampling 
frequency to maintain the 200*fc sub-sampling frequency for all center frequencies above 1 
MHz. As a result the accuracy of all frequency analysis decreases with an increase in fc above 1 
MHz. An approximation was made based on the trend of the data to predict the THD for 
frequencies above fc = 1 MHz. 
 From Figure 8 it can be seen that the THD generally trends upwards with an increase in 
frequency. Distortion is a direct result of parasitic capacitances present in the circuit and the 
limitations in the op-amp’s ability to reproduce high-frequency harmonics with the desired gain. 
It can also be seen that center frequencies < 60 kHz have a THD < 40%. Any decrease in the 
 
Section 2  Page 40 of 113 
THD directly correlates to a more square-like wave which in turn, would increase the efficacy of 
sampling schemes such as Correlated Double Samplings (CDS).  
 









Figure 9. Current-controlled LED (R.J. Bowman, personal communication) 
Figure 9 shows the schematic where a square wave signal Vsig was applied to the positive 
input of an OPA2727 operational amplifier made by Texas Instruments. The output of the op-
amp was tied to the gate of a discrete BSS123 NMOS transistor produced by Infineon and the 
negative input of the op-amp was tied to a 10 Ω resistor. This forces the voltage Vsig to form 
across the resistor which has a linear relationship with the current through the LED. The voltage 
Vsig’ was then measured as the signal center frequency was swept from 1 kHz to 5 MHz with a 
low-level current of 0.2 mA and a high-level current of 32 mA. 
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Figure 10. DFT of Vsig’ where fc of Vsig equals 1 kHz 
Figure 11. DFT of Vsig’ where fc of Vsig equals 34 kHz 
Figure 12. DFT of Vsig’ where fc of Vsig equals 100 kHz 
1 kHz applied 
signal 
34 kHz applied signal 
100 kHz applied signal 
1 kHz applied signal 
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Figure 13. DFT of Vsig’ where fc of Vsig equals 220 kHz 
Similar to the analysis of the voltage-controlled LED in Figure 2, the DFTs are 
normalized by dividing all subsequent frequencies by the magnitude of the first harmonic of the 
applied square wave fc = 1 kHz. 
 From Figure 10, there were no observable even-order harmonics, similar to Figure 3. 
Unlike the voltage-controlled circuit in Figure 2, the current-controlled circuit in Figure 9 does 
not show significant even-order harmonics until fc = 220 kHz, as seen from Figures 10-13. 
 
Figure 14: Frequency sweep of Vsig with fc and the emerging harmonics in Vsig’ 
220 kHz applied signal 
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Figure 14 concatenates the resultant harmonics in Vsig’ for each of the frequencies tested. 





    Figure 15. Total Harmonic Distortion (THD) of Vsig’ 
 Figure 15 illustrates the THD for the current-controlled LED as a function of frequency. 
The same processing scheme shown in Figure 7 was used to calculate the THD. Frequencies < 
220 kHz have a THD < 40%, a significantly higher fc than was observed with the voltage-
controlled LED configuration. 
 
iii)  Voltage-controlled LED vs. current-controlled LED 
Ultimately, the goal of applying a square wave signal to the LED for either voltage or 
current control is to produce a square-like light intensity. 
            
(
    
   
)
              (2) 
                    (3) 
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where Is is the saturation current, Vsig is the applied voltage, n is the ideality factor, VT is the 
threshold voltage, K is a group of constants, and I is the current through the LED. By substituting 
(2) into (3) and substituting Vsig with ∆V, the error in luminosity can be calculated as a function 
of an error voltage.  
           
(
     
   
)
             (4) 
                           (5) 
From (4) and (5) it can be seen that an error in the applied voltage will result in an 
exponential error in luminosity and an error in current will produce a linear error in luminosity. 
In addition to the decreased error in the THD analysis, the current-controlled method is clearly 
superior to the voltage-controlled method. By improving the control method for the LED, the 
performance of the implemented pixels should show an improvement. In order to simplify the 
analysis of the pixels, the LED will be considered a part of the system, and the output of the 














Figure 16. (a) Voltage-controlled LED and passive pixel 
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Figure 17. THD for voltage-controlled LED with a passive pixel setup 
Figure 18. THD for current-controlled LED with a passive pixel setup 
 Figure 16 (a) and (b) illustrate the circuit setup used for comparing the voltage- and 
current-controlled configurations of the LED. Figure 17 and 18 show the analysis of the THD for 
the passive pixel for the voltage- and current-controlled LED configurations, respectively. It can 
be seen that the current-controlled method results in a THD of 50.67% at 100 kHz while the 
voltage-controlled method has a THD of 60.31% at the same center frequency. As expected, the 
current-controlled method for the LED provides a more square-like luminosity than the voltage-
controlled method. As a result, all further experiments will implement the current-controlled 
method for the LED. 
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B) Passive Pixel 
Using the configuration in Figure 16 (b) the center frequency fc was swept from 1 kHz to 
5 MHz with a square wave current pulse with a low output of 0.2 mA and a high output of 32 
mA. The passive pixel puts the photodiode under a reverse bias of 5 V and incident light 
modulates the current through the photodiode where it is measured as an output voltage across 
the 1 kΩ resistor. 
Figure 19. DFT of Vout where fc of Vsig equals 1 kHz 
Figure 20. DFT of Vout where fc of Vsig equals 34 kHz 
1 kHz applied signal 
34 kHz applied signal 
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Figure 21. DFT of Vout where fc of Vsig equals 100 kHz 
 For Figures 19-21 the response was normalized by the primary harmonic of the 1 kHz 
response. It can be seen that the even-order harmonics for the passive pixel do not start to emerge 
until fc ~ 100 kHz. This shows that the passive pixel setup has a reasonably linear response. 
Figure 22. Frequency sweep of Vsig with fc and the emerging harmonics in Vout 
Figure 22 concatenates the resultant harmonics in Vout for each of the frequencies tested. There is 
a significant loss of response and linearity in Vout for all frequencies above fc ~ 100 kHz.  
100 kHz applied signal 
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Figure 23. THD of Vout for the passive pixel 
 The signal loss observable in Figure 22 and the distortion observed in Figure 23 for the 
passive pixel are likely due to the RC time constant of the pixel. Section 1 of this paper 
elucidated the nature of parasitic capacitances in passive pixel systems and their effect on the 
performance of the pixel. In order to increase the frequency range where one would be able to 
comfortably operate this device, either the parasitic capacitance or the resistance would have to 
be decreased. While the load resistance is controllable, the capacitance of the discrete diode is 
not. Any decrease in the R would correlate to a decrease in Vout, which would improve the 
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Figure 24. Schematic for the Active Pixel configuration 
 Figure 24 shows the circuit implemented for the active pixel configuration where R = 
10 Ω and Rf = 1 kΩ. The voltage Vbias may be increased in order to improve the frequency 
response of the circuit by thinning the depletion region within the photodiode. Similar to the 
cascode amplified active pixel reviewed in Section 1, the opa2727 used here serves to partially 
decouple the photodiode from its own capacitance, allowing for larger resistance values and 
higher gain in the system without compromising the frequency response.  
Figure 25. DFT of Vout where fc of Vsig equals 1 kHz 
1 kHz applied signal 
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Figure 26. DFT of Vout where fc of Vsig equals 34 kHz 
Figure 27. DFT of Vout where fc of Vsig equals 100 kHz 
 For Figures 25-27 the response was normalized by the primary harmonic of the 1 kHz 
response. It can be seen that the even-order harmonics start to emerge at fc ~ 34 kHz, unlike the 
passive pixel configuration where the even-order harmonics emerged at fc ~ 100 kHz. Further, 
the primary harmonic in Figure 27 shows significant power loss at fc ~ 100 kHz unlike Figure 21. 
34 kHz applied signal 
100 kHz applied signal 
 
Section 2  Page 51 of 113 
Figure 28. Frequency sweep of Vsig with fc and the emerging harmonics in Vout 
 Figure 28 concatenates the resultant harmonics in Vout for each of the frequencies tested. 
There is a significant loss of response and linearity in Vout for all frequencies above fc ~ 34 kHz. 
Figure 30. THD of Vout for the active pixel with Vbias = 0 V 
 The signal distortion seen in Figure 30 is significantly greater than in Figure 23. At fc = 
34 kHz the passive pixel system has THD = 42.82% while the active system has 54.31%. As the 
frequency of fc increases, the difference between the THDs shrinks. At fc = 260 kHz the passive 
system has THD = 71.96% and the active system has THD = 81.61%. Eventually, the THD of 
the passive system peaks at 100% for fc = 950 kHz, while the active system has THD = 62%. The 
reason for this behavior is likely due to the decoupling effect the amplifier has on the photodiode 
capacitance, allowing the system to maintain its output as long as the amplifier can provide the 
desired harmonics. While this does show that the passive pixel system is superior for Rf = 1 kΩ it 
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does not explore the increased potential of the active system to provide the same frequency 
response characteristics with an increased Rf unlike the passive pixel system, which is limited by 
its RC time constant. 
 
D) Active Pixel Vbias = 1 V 
Figure 24 shows the circuit implemented for the active pixel configuration where R = 
10 Ω and Rf = 1 kΩ.  
Figure 31. DFT of Vout where fc of Vsig equals 1kHz 
Figure 32. DFT of Vout where fc of Vsig equals 34 kHz 
1 kHz applied signal 
34 kHz applied signal 
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Figure 33. DFT of Vout where fc of Vsig equals 100 kHz 
For Figures 31-33 the response was normalized by the primary harmonic of the 1 kHz 
response. It can be seen from these figures that even-order harmonics do not start to emerge in 
the system until fc ~ 100 kHz. 
 
Figure 34. Frequency sweep of Vsig with fc and the emerging harmonics in Vout 
Figure 34 concatenates the resultant harmonics in Vout for each of the frequencies tested. 
The frequency response for the active pixel with 1 V of bias significantly outperforms the 0 V 
bias case with respect to primary harmonic power loss. 
100 kHz applied signal 
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Figure 35. THD of Vout for the active pixel with Vbias = 1 V 
The signal distortion seen in Figure 35 is comparable to the passive pixel THD in Figure 
23. At fc = 34 kHz the passive pixel system has THD = 42.82% while the active system with Vbias 
= 1 V has 42.45%. As the frequency of fc increases, the difference between the THDs increases. 
At fc = 260 kHz the passive system has THD = 71.96% and the active system has THD = 
67.87%. With the addition of just 1 V of bias, the active system surpasses the passive system and 
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E) Active Pixel Vbias = 2 V 
Figure 24 shows the circuit implemented for the active pixel configuration where R = 
10 Ω and Rf = 1 kΩ.  
Figure 36. DFT of Vout where fc of Vsig equals 1 kHz 
Figure 37. DFT of Vout where fc of Vsig equals 34 kHz 
1 kHz applied signal 
34 kHz applied signal 
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Figure 38. DFT of Vout where fc of Vsig equals 100 kHz 
For Figures 36-38 the response was normalized by the primary harmonic of the 1 kHz 
response. It can be seen from these figures that even-order harmonics do not start to emerge in 
the system until fc ~ 100 kHz, and there is a slight improvement in the number of odd-order 
harmonics present in Figure 38 when compared to Figure 33. 
 
Figure 39. Frequency sweep of Vsig with fc and the emerging harmonics in Vout 
Figure 39 concatenates the resultant harmonics in Vout for each of the frequencies tested. 
The frequency response for the active pixel with 2 V of bias slightly outperforms the active pixel 
with 1 V bias, but it’s hard to observe from Figure 39.  
100 kHz applied signal 
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Figure 40. THD of Vout for the active pixel with Vbias = 2 V 
The signal distortion seen in Figure 40 is comparable to the active pixel THD in Figure 
35. At fc = 34 kHz the active pixel system with Vbias = 1 V has THD = 42.45% while the active 
system with Vbias = 2 V has 37.87%. At fc = 260 kHz the active system with Vbias = 1 V has THD 
= 67.87% and the active system with Vbias = 2 V has THD = 64.82%. By increasing the bias 
applied to the photodiode, the response of the pixel is improved. While increasing the bias of the 
photodiode improves the pixel performance, it could potentially also decrease the available 
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F) Active Pixel Vbias = 3 V 
Figure 24 shows the circuit implemented for the active pixel configuration where R = 
10 Ω and Rf = 1 kΩ. 
Figure 41. DFT of Vout where fc of Vsig equals 1 kHz 
Figure 42. DFT of Vout where fc of Vsig equals 34 kHz 
1 kHz applied signal 
34 kHz applied signal 
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Figure 43. DFT of Vout where fc of Vsig equals 100 kHz 
For Figures 41-43 the response was normalized by the primary harmonic of the 1 kHz 
response. Similar to the 1 V and 2 V biases, even-order harmonics do not start to emerge in the 
system until fc ~ 100 kHz and there is a slight improvement in the magnitude of the odd-order 
harmonics in Figure 43 over the odd-order harmonics in Figure 38. 
Figure 44. Frequency sweep of Vsig with fc and the emerging harmonics in Vout 
Figure 44 concatenates the resultant harmonics in Vout for each of the frequencies tested. 
The frequency response for the active pixel with 3 V of bias looks nearly identical to Figure 39.  
100 kHz applied signal 
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Figure 45. THD of Vout for the active pixel with Vbias = 3 V 
The signal distortion seen in Figure 45 is comparable to the active pixel THD in Figure 
40. At fc = 34 kHz the active pixel system with Vbias = 2 V has THD = 37.87% while the active 
system with Vbias = 3 V has 33.93%. At fc = 260 kHz the active system with Vbias = 2 V has THD 
= 64.82% and the active system with Vbias = 3 V has THD = 62.91%. The further-increased bias 
slightly improves the pixel performance, but it appears to have a diminishing return. 
 
G) Passive Pixel, RL = 10 kΩ, Iled = 0.2 – 3.8 mA 
Using the configuration in Figure 16 (b), the center frequency fc was swept from 1 kHz to 
5 MHz with a square wave current pulse with a low output of 0.2 mA and a high output of 3.8 
mA. The passive pixel puts the photodiode under a reverse bias of 5 V and incident light 
modulates the current through the photodiode where it is measured as an output voltage across 
the 10 kΩ resistor. The new high-level current was set such that Vout ~ 1.56 V. The decreased 
current through the LED may lead to less-ideal LED performance at high frequencies. 
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Figure 46. DFT of Vout where fc of Vsig equals 1 kHz 
Figure 47. DFT of Vout where fc of Vsig equals 34 kHz 
Figure 48. DFT of Vout where fc of Vsig equals 100 kHz 
 
1 kHz applied signal 
34 kHz applied signal 
100 kHz applied 
signal 
100 kHz applied signal 
 
Section 2  Page 62 of 113 
For Figures 46-48 the response was normalized by the primary harmonic of the 1 kHz 
response. It can be seen that the even-order harmonics for the passive pixel do not start to emerge 
until fc ~ 100 kHz.  
Figure 49. Frequency sweep of Vsig with fc and the emerging harmonics in Vout 
Figure 49 concatenates the resultant harmonics in Vout for each of the frequencies tested. 
The frequency response for the increased load resistance shows more power loss in the primary 
harmonic than seen in Figure 22 (1 kΩ load passive). 
Figure 50. THD of Vout for the passive pixel 
The signal distortion seen in Figure 50 is significantly greater than in Figure 23. At fc = 
34 kHz the passive pixel system with RL = 1 kΩ has THD = 42.82% while the same system with 
a RL = 10 kΩ has THD = 60.29%. At fc = 260 kHz the passive system with RL = 1 kΩ has THD = 
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71.96% and with RL = 10 kΩ the THD = 100%. As expected, the THD for the passive pixel 
system shows a significant degradation in the signal quality with the increase in resistance due to 
the increased RC time constant. 
 
H) Passive Pixel, RL = 10 kΩ, Iled = 0.2 – 32 mA 
Using the configuration in Figure 16 (b) the center frequency fc was swept from 1 kHz to 
5 MHz with a square wave current pulse with a low output of 0.2 mA and a high output of 32 
mA. The passive pixel puts the photodiode under a reverse bias of 5 V and incident light 
modulates the current through the photodiode where it is measured as an output voltage across 
the 10 kΩ resistor. In order to preserve the Vout ~ 1.56 V the LED’s position was adjusted so that 
the light incident on the surface of the photodiode was decreased to the point where Vout ~ 1.56 
V. By keeping the LED under a higher bias current the LED should exhibit better high-frequency 
response characteristics, and the configuration is more representative of what would be seen in 
an imaging device with this configuration. 
Figure 51. DFT of Vout where fc of Vsig equals 1 kHz 
1 kHz applied 
signal 
1 kHz applied signal 
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Figure 52. DFT of Vout where fc of Vsig equals 34 kHz 
Figure 53. DFT of Vout where fc of Vsig equals 100 kHz 
For Figures 51-53 the response was normalized by the primary harmonic of the 1 kHz 
response. It can be seen that the even-order harmonics for the passive pixel do not start to emerge 
until fc ~ 100 kHz.  
34 kHz applied signal 
100 kHz applied signal 
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Figure 54. Frequency sweep of Vsig with fc and the emerging harmonics in Vout 
Figure 54 concatenates the resultant harmonics in Vout for each of the frequencies tested. 
The frequency response for the increased load resistance shows more power loss in the primary 
harmonic than seen in Figure 22 (1 kΩ load), but less than seen in Figure 49 (10 kΩ load, 
passive, low current configuration). The LED appears to perform better under normal bias 
conditions. 
Figure 55. THD of Vout for the passive pixel 
The signal distortion seen in Figure 55 is comparable to the THD in Figure 23. At fc = 34 
kHz the passive pixel system with RL = 1 kΩ has THD = 42.82% while the same system with a 
RL = 10 kΩ has THD = 42.46%. At fc = 260 kHz the passive system with RL = 1 kΩ has THD = 
71.96% and with RL = 10 kΩ the THD = 62.55%. As expected, the THD for the passive pixel 
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system shows a significant improvement with higher current biasing in the LED. Unexpectedly, 
the THD in Figure 55 shows a significant improvement over the THD in Figure 23. The 
improvement in the THD could be due to the increased gain in the system. It would appear that 
the passive pixel system can operate better under higher gain and lower illumination than it can 
under low gain and high illumination. It is also likely that the passive pixel will see diminishing 
returns as the RC time constant begins to dominate the system.  
 
I) Active Pixel Vbias = 2 V, Rf = 10 kΩ, Iled = 0.2 – 32 mA 
Using the configuration in Figure 24 the center frequency fc was swept from 1 kHz to 5 
MHz with a square wave current pulse with a low output of 0.2 mA and a high output of 32 mA. 
In order to preserve the Vout ~ 1.56 V the LED’s position was adjusted so that the light incident 
on the surface of the photodiode was decreased to the point where Vout ~ 1.56 V.  
Figure 56. DFT of Vout where fc of Vsig equals 1 kHz 
1 kHz applied signal 
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Figure 57. DFT of Vout where fc of Vsig equals 34 kHz 
Figure 58. DFT of Vout where fc of Vsig equals 100 kHz 
For Figures 56-58 the response was normalized by the primary harmonic of the 1 kHz 
response. It can be seen that the even-order harmonics for the active pixel do not start to emerge 
until fc ~ 100 kHz. 
34 kHz applied signal 
100 kHz applied signal 
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Figure 59. Frequency sweep of Vsig with fc and the emerging harmonics in Vout 
Figure 59 concatenates the resultant harmonics in Vout for each of the frequencies tested. 
The frequency response for the increased load resistance shows less power loss in the primary 
harmonic than seen in Figure 39 (Rf = 1 kΩ, 2 V bias) and less than seen in Figure 54 (10 kΩ 
load, normal LED bias, passive).  
Figure 60. THD of Vout for the active pixel 
The signal distortion seen in Figure 60 has the lowest THD observed so far. At fc = 34 
kHz the THD = 26.04% and at fc = 260 kHz the THD = 41.81%. It is likely that this 
improvement in THD is due to the increased gain present in the system. The amplifier can boost 
low illumination signals better with large gain than it can perform low level gain for high levels 
of illumination. 
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J) Passive Pixel, RL = 46.5 kΩ, Iled = 0.2 – 32 mA 
Using the configuration in Figure 16 (b) the center frequency was swept from 1 kHz to 5 
MHz with a square wave current pulse with a low output of 0.2 mA and a high output of 32 mA. 
In order to preserve the Vout ~ 1.56 V the LED’s position was adjusted so that the light incident 
on the surface of the photodiode was decreased to the point where Vout ~ 1.56 V. 
Figure 61. DFT of Vout where fc of Vsig equals 1 kHz 
Figure 62. DFT of Vout where fc of Vsig equals 34 kHz 
1 kHz applied signal 
34 kHz applied signal 
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Figure 63. DFT of Vout where fc of Vsig equals 100 kHz 
For Figures 61-63 the response was normalized by the primary harmonic of the 1 kHz 
response. It can be seen that there is a large degree of power loss and noise at fc ~ 34 kHz. 
Figure 64. Frequency sweep of Vsig with fc and the emerging harmonics in Vout 
Figure 64 concatenates the resultant harmonics in Vout for each of the frequencies tested. 
The frequency response for the 46.5 kΩ load shows similar behavior to the 10 kΩ load as can be 
seen from Figure 54 (10 kΩ load, normal LED bias, passive).  
100 kHz applied signal 
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Figure 65. THD of Vout for the passive pixel 
The signal distortion seen in Figure 65 is comparable to the THD for the other passive 
pixel configurations. At fc = 34 kHz the passive pixel system with RL = 10 kΩ has THD = 
42.46% while the same system with a RL = 46.5 kΩ has THD = 48.1%. At fc = 260 kHz the 
passive system with RL = 10 kΩ has THD = 62.55% and with RL = 46.5 kΩ the THD = 57.2%. 
Increases in the resistance appear to increase low-frequency signal distortion. Distortion for 
high-frequency signals remains relatively constant due to the normalization of sums, but signal 
power continues to decrease more rapidly with larger resistances in the passive system. 
 
K) Active Pixel Vbias = 2 V, Rf = 46.5 kΩ, Iled = 0.2 – 32 mA 
Using the configuration in Figure 24 the center frequency fc was swept from 1 kHz to 5 
MHz with a square wave current pulse with a low output of 0.2 mA and a high output of 32 mA. 
In order to preserve the Vout ~ 1.56 V the LED’s position was adjusted so that the light incident 
on the surface of the photodiode was decreased to the point where Vout ~ 1.56 V.  
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Figure 66. DFT of Vout where fc of Vsig equals 1 kHz 
Figure 67. DFT of Vout where fc of Vsig equals 34 kHz 
Figure 68. DFT of Vout where fc of Vsig equals 100 kHz 
For Figures 66-68 the response was normalized by the primary harmonic of the 1 kHz 
response. Even-order harmonics are not observed for fc ~ 100 kHz, but there is clearly distortion 
1 kHz applied signal 
34 kHz applied signal 
100 kHz applied signal 
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observable in the high-order harmonics. This may be corrected by adding a capacitor in parallel 
with the feedback resistor. 
Figure 69. Frequency sweep of Vsig with fc and the emerging harmonics in Vout 
Figure 69 concatenates the resultant harmonics in Vout for each of the frequencies tested. 
The frequency response for Rf = 46.5 kΩ shows similar behavior to the Rf = 10 kΩ case seen in 
Figure 59. 
Figure 70. THD of Vout for the passive pixel 
The signal distortion seen in Figure 70 is comparable to the THD for the other active 
pixel configurations. At fc = 34 kHz the active pixel system with Rf = 46.5 kΩ has THD = 
36.23% while the 46.5 kΩ loaded passive system has THD = 48.1%. At fc = 100 kHz the active 
system has THD = 56.29% and the passive system has THD = 57.12%. 
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Figure 71. (a) Active Pixel configuration with Vbias = 0 V 
(b) Non-ideal equivalent circuit 
 
 Figure 71 (a) is the same configuration seen in Figure 23 where Rf is the feedback resistor 
and (b) shows the non-ideal representation of the operational amplifier inside the dashed box 








Figure 72. Active Pixel configuration with Vbias = 0 V and a test current Ix 
 
 By applying an ideal test current Ix and measuring the resulting voltage Vx the effective 
resistance Reff that would be seen by the photodiode can be found as Vx/Ix. With nodal 
analysis at nodes Vx and Vout (6) and (7) are found, respectively. 
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             (6) 
         
  
 
       
  
                    (7) 
Solving (7) for Vout, substituting it into (6), and solving for Reff gives (8). 



















           (8) 
Assuming that the output resistance Ro of the amplifier is small and with some algebraic 
manipulation the expression simplifies to (9). 
       
     
[          ]
            (9) 
The photodiode seen in Figure 71 (b) may be modeled by an ideal current source and a parallel 




Figure 73. Non-ideal Active Pixel equivalent circuit (R.J. Bowman, personal communication) 
 
As the gain of the amplifier, A→∞ the effective resistance Reff →0. This results in an RC time 
constant of 0. As the gain of the amplifier, A→0, Reff → 
    
     
 = (Rf||Ri). Assuming that the input 
resistance Ri is large, Reff = Rf, resulting in a large RC time constant. These effects describe why 
the “capacitive decoupling” of the active pixel sensor decreases as the gain of the amplifier 
decreases with an increase in frequency.  
At frequencies large enough to reduce the gain of the amplifier, the active pixel will behave 
the same as the passive pixel, while at low frequencies the pixel will behave as if there is a 
reduced effective resistance. 
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III. Conclusion 
Multiple pixel configurations under varied gain, control, and biasing schemes were explored. 
Frequency analysis was performed on the output of these configurations with a frequency sweep 
of fc from 1 kHz to 5 MHz. It was found that sampling rates under 200*fc were inadequate and 
that even higher sampling frequencies are desired in order to capture high-frequency harmonics. 
Voltage control of an LED was shown to be inferior to the implemented current control 
method and was used for all further experiments. As expected, pixels bombarded with a better 
controlled luminosity exhibited less harmonic distortion. 
The passive pixel and active pixel systems were shown to benefit from load and feedback 
resistors greater than 1 kΩ. The passive system was shown to be limited by its RC time constant, 
as expected. The active system was shown to maintain more desirable power characteristics as 
well as a decreased distortion when compared to the passive system. The frequency response 
increases and a corresponding reduction in distortion with application of reverse bias to the 
active pixel. 
Discrete component implementations of either the passive or active pixels have been shown 
to be feasible, but the active network exhibits more potential for signal amplification and an 
improved signal-to-noise ratio. 
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Abstract – Multi-touch technology through the use of machine vision uses images of objects 
approaching/on the surface of some display. Typically these images contain a slow-changing 
simple background. Objects close to the surface of a display may be recognized as a specific 
object class, or tracked as a blob. Fingers on the surface of the display are treated as blobs and 
may be given identifiers and tracked to allow for “touch events” such commands as clicking, 
dragging, dropping, and zooming. Various methods for tracking blobs offer higher accuracy at 
the cost of increased processing and are dependent both on the extraction of blobs from the 
background and the ability to associate blobs produced by the same object in sequential frames. 
 
I. Introduction  
Multi-touch interfaces provide users with utility. Tasks may be completed more quickly, 
devices become more portable, and interfaces may be customized to suit specific needs or 
applications. Methods for touch tracking include, but are not limited to, acoustic wave, 
capacitive coupling, resistive, and imaging techniques [1].  
Acoustic wave tracking requires a hard surface placed over the display and can only track 
hard clicks. Drags are not well tracked. Capacitive coupling relies on a change in the trans-
impedance of a network of capacitors and does not function well with gloves or when it’s not 
held properly. Resistive touch provides reliable single-touch tracking and dragging but does not 
function for multi-touch applications. 
Machine-vision-based touch detection (imaging) provides a unique opportunity to capture 
more than finger touches. Potentially, a high enough resolution imaging device with the proper 
processing scheme could both track blobs and classify other objects on its surface. Objects 
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Figure 1. Proposed processing scheme 
 
Figure 1 represents the proposed processing scheme for blob detection and optical character 
recognition (OCR). Both blob detection and OCR benefit greatly from pre-processing the image 
to reduce noise and enhance edges. Potentially, blob detection and OCR would benefit from the 
same image treatment, such that further pre-processing for OCR after the object classification 
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II. Theory  
 Typically, images for multi-touch applications are produced by using an infrared camera 
behind a display screen. The display may be implemented with anything that is transmissive to 
short-wave infrared (SWIR) light, which includes but is not limited to: backlit projection screen, 
liquid-crystal display (LCD), and organic light-emitting diode array.  
 The SWIR used to image touches may be produced through several techniques that 
include but are not limited to: frustrated total internal reflection, diffuse surface illumination, and 
rear-projection. Each imaging technique has its advantages and disadvantages, but as it is not the 
focus of this paper they will not be explained. 
 
A) Pre-processing 
Usually camera-based multi-touch systems require some form of calibration to be 
performed by the user. The area of interest in the frame must be identified so that the system can 
reduce its processing and does not falsely identify edges and objects outside of the display 
system. 
 
Figure 2. SWIR calibration image for multi-touch 
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Figure 2 shows both the need for a defined region of interest and the distortion introduced by 
some lenses. The green line encircles the region of interest for processing and may be defined by 
the user as part of the calibration phase. The bending of lines present in the image is a product of 
barrel distortion, a phenomenon that occurs in imaging with the introduction of wide-angle 
lenses. The distortion may be corrected by taking points at each intersection of the lines, or by 
correlating targets on the display system and asking the user to touch that location. 
(a) Captured (b) Pyramid
(c) Bilateral (d) Dilated
 
Figure 3. Pre-processing steps [2] © 2009 IEEE 
Figure 3 shows an example of an image as it goes through the same process one would 
use for treating an image before blob detection. The image is first captured (a), down-sampled 
(b), passed through a bilateral filter (c), and then dilated (d). Down sampling by using a Gaussian 
pyramid enhances edges in an image and reduces the number of pixels, allowing for faster 
processing and the minimization of data lost, which may or may not be necessary depending on 
the succeeding operations and the camera system. The use of a bilateral filter serves to reduce the 
high frequency noise in the system and dilation allows for the joining and separating of bright 
regions from dark backgrounds. 
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Other pre-processing techniques which include, but are not limited to, pixel 
amplification, background subtraction (static and dynamic), and high-pass filtering are not 
shown in Figure 3. Pixel amplification can effectively enhance the intensity of objects of interest 
if they are in a sufficiently dark background. Background subtraction serves as a pseudo high-
pass filter in that it may remove constant or slowly changing backgrounds. Static background 
subtraction cannot compensate for changes in the background over time, whereas dynamic 
background subtraction allows for “learning” and may adapt to slowly varying backgrounds. 
Dynamic subtraction, being a more active system will certainly require more resources than the 
static implementation. 
 
B) Object Extraction 
Once an image has been enhanced, image thresholding may be used to separate bright 
regions from a darker background. 
       {
                           
                         
                (1) 
Equation (1) is applied to the image A to identify the regions with brightness greater than Tmin 
and less than Tmax for the creation of the new image At. The threshold values Tmin and Tmax would 
be established through repeated experimentation with each specific implementation to optimize 
performance. 
 After the image has been thresholded the image is converted to a binary format where all 
non-zero pixels are set to the maximum value (255 in a standard image format). 
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Figure 4. Binary image produced after thresholding [2] © 2009 IEEE 
Figure 4 is produced after the thresholding of the image shown in Figure 3 (d); with clearly 
identifiable blobs the system can now try to identify these bright regions [2]. © 2011 IEEE 
 In order to interpret blobs as touch signals they must first be distinguished from each 
other and then converted into x and y coordinates. 
 
(a)                                                                           (b) 
Figure 5. (a) Blurred binary image 
(b) Blob outlines [3] © 2008 IEEE 
 
Figure 5 (a) is produced by blurring a thresholded image containing blobs and Figure 5 (b) is 
created by subtracting the thresholded image from the blurred image, leaving outlines of the 
objects. The pixel width of the outlines may be increased by increasing the size of the smoothing 
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filter or decreased by decreasing the size of the smoothing filter. The smoothing filter may be 
implemented with an average, Gaussian, or other filter type. Please note that Figure 5 is not 
produced from the image presented in Figure 4; rather, it is from a separate source with similar 
pre-processing steps. 
 Once the connected components of the outlines of the blobs have been identified as 
interconnected components, the centroid of the object may be tracked. 
        ∫     ⁄              ∫     ⁄                 (2) 
Equation (2) relies on an incremental integration of the blob area and should come up with a 
reliable centroid calculation. To speed up processing xcenter could be calculated by averaging the 
left- and right-most pixel locations and ycenter could be calculated by averaging the topmost and 
bottommost pixels. The disadvantage of the average method is that it doesn’t find the true 
centroid of the blob and is more prone to noise and jitter [3]. © 2011 IEEE 
 
C) Connected object identification 
 Once object outlines have been created, the next step for identifying discrete blobs is to 
label the connected components with the same tracking identifier. Methods for the labeling 
process have been placed into four categories: 
Class 1: Forward and backward raster directions are repeatedly alternately scanned in 
order to propagate label equivalencies along connected components until no labels 
change. 
Class 2: Two passes are performed; the first pass assigns initial labels. Label 
equivalencies are stored in either a one- or two-dimensional array and are created through 
the use of a search algorithm. Once all of the equivalencies have been found, they are 
used to replace the initial labels with their smallest equivalent label. 
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Class 3: Algorithms developed for images represented by hierarchical tree structures and 
use search algorithms to resolve label dependencies.  
Class 4: Parallel algorithms designed for system architectures that support massive 
parallel processing. 
Class 1 methods rely on sequential operations and as such are easily implemented on hardware. 
However, they require multiple passes to propagate their labels and their execution time is 
dependent on the complexity of the image. Class 2 methods depend on the use of search 
algorithms and may also suffer from execution times dependent on image complexity. 
Class 3 methods are more efficient in their execution than Classes 1 or 2 but they require more 
pre-processing to be performed on the image. Class 4 algorithms require more sophisticated 
hardware for execution and are harder to implement. 
   
i) Conventional method (Class 1) 
Assume a binary image b(x,y) with object pixels Fo and background pixels FB such that 
#Fo < #FB. Repeated scans in the forward and backward raster directions are performed 
alternately to propagate connected component labels.                                                        
        {
                                                                                                                          
                          {      }                                            
                                                                                                                          
   (3) 
             [{          |      }]                                                                            (4) 
where m = (m + 1) indicates an increment of m, min(-) an operator for minimum value, and MS 
the region mask. In (3), row one is given priority; pixels that do not belong to Fo are not given a 
label. The second row in (3) accounts for object pixels that are surrounded by background pixels, 
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and gives them a provisional label. Row three will propagate the minimum provisional label 








Figure 6. Masks for labeling eight-connected components (a) forward scan mask 
(b)backward scan mask. Adapted from [4] © 2003 IEEE 
  
Figure 6 illustrates the masks used for the forward and backward raster scan directions. The 
mask in Figure 6 (a) is used by (3) in order to create and propagate provisional labels through 
connected components for the forward raster direction. 
        {
                                                                                           
   [{          |     }]                                          
        (5) 
where M is the region mask and (5) is used for the backward scan raster direction and as such is 
not responsible for providing provisional labels like in (3). The backward raster scan only 
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Figure 7. Stair-like connected components (a) Provisional scan from the forward raster direction 
(b) First backward raster scan 
(c) Second forward raster scan 
(d) Final backward raster scan. Adapted from [4] © 2003 IEEE 
 
Figure 7 shows the propagation of provisional labels along connected components in a stair-like 
arrangement. When the number of steps in such a configuration is N, the number of passes 
required to resolve label dependencies is 2(N-1). From Figure 7 it can be seen that there are three 
steps and, as such it, takes four passes in order to resolve the label equivalencies. It is also 
important to consider how spiral shapes will affect the method’s execution. 
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Figure 8. Spiral-connected components (a) Provisional scan from the forward raster direction 
(b) First backward raster scan 
(c) Second forward raster scan 
(d) Final backward raster scan. Adapted from [4] © 2003 IEEE 
 
Figure 8 shows the propagation of provisional labels along connected components in a spiral 
configuration. When the number of spirals in such a configuration is N, the number of passes 
required to resolve label dependencies is 2N. From Figure 8 it can be seen that there are two 
turns and, as such, it takes four passes in order to resolve the label equivalencies. 
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ii) Modified method (Class 1) 
In the conventional algorithm, label equivalencies only propagate along the connected 
components, severely limiting the speed of the method. In the modified implementation a one-
dimensional table called the connection table stored the label equivalencies. The addition of a 
label equivalent table now allows connections to propagate not only on the connected 
components themselves, but also in the one-dimensional table, allowing for fewer scans to 
resolve dependencies. This method, like the conventional method, requires an initial scan to 
assign provisional labels and as such uses the same equation, (3). 
        {
                                                                                                     
 [ ]                                                   {      }                      
 [          ]                                                                              
         (6) 
 The one-dimensional connection table is updated with (6) as the provisional labels are 
provided during the first scan. Subsequent scans alternate between the forward and backward 
raster scan directions and use the following equation: 
        {
                                  
                                 
           (7) 
where Tmin is provided by the connection table and is calculated with the following: 
        [{ [          ]|     }]           (8) 
 
 
while the connection table is simultaneously updated with: 
{
                                                                            
 [          ]                                       
        (9) 
Scans are repeated until no provisional labels are changed, i.e. the following condition is not met: 
                                                   (10) 
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 The proposed equations for the modified method may be implemented on hardware by 
using Tables 1 and 2. 
e  a  b  c d g(x,y) Update of the connection table 
0 * * * * FB NOP 
1 0 0 0 0 M T[m] = m 
1 0 0 0 1 T(d) NOP 
1 0 0 1 0 T(c) NOP 
1 0 0 1 1 min[T(c),T(d)] T{max[T(c,d)] = g(x,y)} 
1 0 1 0 0 T[b] NOP 
1 0 1 0 1 T[d] NOP 
1 0 1 1 0 T[c] NOP 
1 0 1 1 1 min[T(c),T(d)] T{max[T(c,d)] = g(x,y)} 
1 1 0 0 0 T[a] NOP 
1 1 0 0 1 T[d] NOP 
1 1 0 1 0 min[T(a),T(c)] T{max[T(a,c)] = g(x,y)} 
1 1 0 1 1 min[T(c),T(d)] T{max[T(c,d)] = g(x,y)} 
1 1 1 0 0 T(b) NOP 
1 1 1 0 1 T(d) NOP 
1 1 1 1 0 T(c) NOP 
1 1 1 1 1 min[T(c),T(d)] T{max[T(c,d)] = g(x,y)} 
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e  a  b  c d g(x,y) Update of the connection table 
0 * * * * FB NOP 
1 0 0 0 0 T(e), NOP 
1 0 0 0 1 min[T(e),T(d)] T{max[T(e,d)] = g(x,y)} 
1 0 0 1 0 min[T(e),T(c)] T{max[T(e,c)] = g(x,y)} 
1 0 0 1 1 min[T(e),T(c),T(d)] 
T{max[T(e,c,d)] = g(x,y), 
max[T2(e,c,d)] = g(x,y)} 
1 0 1 0 0 min[T(e),T(b)] T{max[T(e,b)] = g(x,y)} 
1 0 1 0 1 min[T(e),T(d)] T{max[T(e,d)] = g(x,y)} 
1 0 1 1 0 min[T(e),T(c)] T{max[T(e,c)] = g(x,y)} 
1 0 1 1 1 min[T(e),T(c),T(d)] 
T{max[T(e,a,c)] = g(x,y), 
max[T2(e,a,c)] = g(x,y)} 
1 1 0 0 0 min[T(e),T(a)] T{max[T(e,a)] = g(x,y)} 
1 1 0 0 1 min[T(e),T(d)] T{max[T(e,d)] = g(x,y)} 
1 1 0 1 0 min[T(e),T(a),T(c)] 
T{max[T(e,a,c)] = g(x,y), 
max[T2(e,a,c)] = g(x,y)} 
1 1 0 1 1 min[T(e),T(c),T(d)] 
T{max[T(e,c,d)] = g(x,y), 
max[T2(e,c,d)] = g(x,y)} 
1 1 1 0 0 min[T(e),T(b)] T{max[T(e,b)] = g(x,y)} 
1 1 1 0 1 min[T(e),T(d)] T{max[T(e,d)] = g(x,y)} 
1 1 1 1 0 min[T(e),T(c)] T{max[T(e,c)] = g(x,y)} 
1 1 1 1 1 min[T(e),T(c),T(d)] 
T{max[T(e,c,d)] = g(x,y), 
max[T2(e,c,d)] = g(x,y)} 
Table 2. Subsequent scan logic table. Adapted from [4] © 2003 IEEE 
 
By implementing the method with a logic table, the program can be implemented in hardware 
without complex programming or advanced arithmetic. 
 


























Figure 9. Stair-like connected components (a) Provisional scan from the forward raster direction 
(b) First backward raster scan 
(c) Second forward raster scan 
(d) Final backward raster scan. Adapted from [4] © 2003 IEEE 
 
Figre 9 (a) shows the connectivity established with the one-dimensional connection table and (b) 
illustrates the connectivity established through the table where O indicates the junction of two 
different initial labels. For a stair-connected component with N steps the number of scans 
required is N, an improvement from the previous 2(N-1) from the conventional method.  
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Figure 9. Spiral-connected components (a) Provisional scan from the forward raster direction 
(b) Connectivity established through the connection table 
(c)Connection table after the first scan 
(d) Resolved connected components after the first backward raster direction scan. Adapted from [4] © 2003 IEEE 
 
The initial labels 3 and 2 meet before 2 and 1, so for spiral-connected components with N turns 
the label equivalencies may be resolved in two passes. 
 In order to test the efficacy of the proposed method versus the other classes, Suzuki et al. 
performed experiments with implementations from each of the other methods described. Test 
images were constructed by varying the image thresholding of random noise images produced as 
512 x 512 pixel greyscale images with pixel values varying from 0 to 1000. For the 2050 images 
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tested, the proposed method took a maximum of four passes to resolve label dependencies. For 
2045 of those images, it took only three passes to resolve label dependencies. 
0 50 100 150 200 250
0.01
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Figure 10. (a) Number of pixels versus the execution time of the method 
(b) Number of initial labels versus execution time. Adapted from [4] © 2003 IEEE 
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From Figure 10 (a) we can see that the proposed method has the fastest execution time for 
almost any number of tested connected pixels. Figure 10 (b) also shows that the proposed 
method out-performs methods B and C for nearly all scenarios, and has a decreased worst case 
execution time when compared to method A. From the demonstrated results, the proposed 
method appears to be an efficient and easily implementable algorithm. 
 
D) Blob tracking (from frame to frame) 
The process of blob tracking involves correlating the calculated centroids of identified 
blobs to the same blob in a consecutive image(s) and the tracking of touch events. Characteristics 
of the blob such as, shape, size, orientation, vector direction, and centroid may be used to 
improve the accuracy of correlating blobs. By increasing the number of parameters used to 
describe a blob, the tracking may be improved. However, the increase in parameters will also 
cause an increase in the processing required. 
The minimum-distance-first algorithm calculates the distance of each blobs centroid from 
every other blob. 
        √                                         (11) 
where xold and yold are the x- and y-coordinates, respectively, of a blob in the old frame, and xnew 
and ynew are the x- and y-coordinates, respectively, of a blob in a new frame. Once the minimum 
distance between an old and new blob has been established, they are given the same tracking 
identifier [4]. © 2011 IEEE 
 Alternatively, a path coherence function may be developed for each blob such that the 





 detected blob in the t
th
 frame where the position of the blob is taken as its centroid.  
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           (12) 
Equation (12) represents the two-dimensional array that stores i blobs in t frames. 
  
      
      
      
       
     
   ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅    
     
 ̅̅ ̅̅ ̅̅ ̅̅ ̅               (13) 
where di
t
 represents the path deviation of a given blob Pi
t
 at the t
th
 frame,   
     
   ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  is motion 
vector of blob Pi from the (t-2)
th
 from to the (t-1)
th
 frame, and   is the path coherence function. 
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‖  
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 ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑⃑ ⃑ ‖
)]       (14) 
where w1 and w2 are position and velocity weights, respectively. The path coherence function 





       
    ∑   
    
            (15) 
Operating under the assumption that changes in the blobs’ positions are relatively smooth, 
minimizing Di for each given blob will provide a more robust correlation between blobs in 
consecutive frames. 
   ∑   
 
             (16) 




, the system can track 
touch events. Occlusion of blobs through merging or diverging of adjacent blobs may also be 
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E) Text Recognition 
Typically OCR systems rely on the following steps: 
-Gray scale scanning with a resolution of 300-100 dots per inch 
-Binarization 
-Segmentation to isolate individual characters 
-Connected region identification 
-Feature extraction 
-Recognition via the extracted features 
-Contextual verification/post-processing. 
The processing tree presented in Figure 1 already handles scanning, binarization, segmentation, 
and connected region identification. The number of features to be extracted and which features to 
use from the processed image should be tailored to the specific implementation and adjusted for 
optimal speed and accuracy. They will not be explained in this paper. Once features have been 
extracted, different artificial intelligences may be applied to obtain a solution. This includes but 




 Using a 640x480 pixel camera operating at 30 frames per second, the path coherence 
method for blob tracking was tested. 
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(a) 187th frame (b) 193rd frame (c) 195th frame
(e) 479th frame (f) 486rd frame (g) 493rd frame  
Figure 11. Blob tracking for two blobs. [5] © 2011 IEEE 
 
Figure 11 demonstrates the system actively tracking the movement of two blobs in a video 
stream from a camera system.  
(a) 33rd frame (b) 35th frame (c) 38th frame (d) 41st frame
(e) 152nd frame (f) 164th frame (g) 166th frame (h) 174th frame
(i) 2139th frame (j) 2148th frame (k) 2156th frame (l) 2170th frame   
Figure 12. Blob tracking for four blobs. [5] © 2011 IEEE 
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Figure 12 demonstrates the system actively tracking the movement of four blobs in a video 
stream from a camera system. The accuracy of this system’s finger detection was measured using 
the Jaccard coefficient [5]. 
 The Jaccard coefficient may be described as: 
       
 
     
         (17) 
where p is the number of true positive detections, q is the number of false positive detections, 
and d is the number of false negative detections [6]. 
Test Sequence # 
# 
Frames 
# Touch Fingers Detection Score J(%) 
1 3327 2941 96.9 
2 3330 5662 96.2 
3 3319 9756 94.6 
Table 3. Experimental results for finger detection. Adapted from [5] © IEEE 2011 
The average detection score calculated from Table 3 is 95.96% for a total number of 9,976 
frames. 
Test Sequence # # Events Event type # Individual events # Miss-detections Accuracy rate(%) 
1 59 Move 59 2 96.6 
2 161 
Move 83 4 95.1 
Zoom in 41 2 95.1 
Zoom out 37 1 97.3 
3 400 
Move 306 13 95.8 
Zoom in 42 2 95.2 
Zoom out 52 2 96.1 
Table 4. Experimental results for event detection. Adapted from [5] © IEEE 2011 
The average accuracy rate calculated from Table 4 is 95.8% for a total of 620 events, 
demonstrating that this method is robust for tracking touches and touch events in an image based 
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Creating and testing a coarse surface imaging sensor 


















Section 4  Page 102 of 113 
Abstract – Current imaging techniques require some minimum distance from the object to be 
imaged. Lenses that allow for a wider area to be imaged at closer distances introduce non-ideal 
effects such as barrel distortion and signal loss at the edges. While additional distance between 
the imager and object to be imaged can mitigate the effects of edge loss, the signal strength of 
the light incident on the object decreases as a function of the distance; this is especially true 
when imaging an object with a single distinct light source. This section will theorize and 
implement a device for surface imaging of embedded signals in an attempt to optimize the 
signal-to-noise ratio (SNR). 
 
I. Introduction  
An imaging sensor the same size as the object to be imaged would have the potential to 
image objects at its surface; this would allow for more of the light incident on the surface of the 
object to be absorbed by the sensor and avoid the parasitic effects of barrel distortion and signal 
loss at the edges.  
Unfortunately a surface imaging sensor for any appreciable size would be much more 
expensive than a traditional fabricated imaging device. Fabricating the surface imager out of slab 
silicon is not a practical solution; however it has been shown that photodiode devices can be 
produced with amorphous silicon and organic materials, both of which offer practical solutions 
for large-area sensors. 
Fortunately, large-area sensors allow for the creation of larger photo-devices in the sensor, 
making it easier to achieve a high fill factor. Sufficiently large photo-devices drive enough 
current that an integration capacitor may not be necessary for the detection of signals. Without an 
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integration capacitor, the frame rate of the device could potentially increase, making it possible 
to image specific signals at a given frequency. 
 
II. Theory  
A coarse surface imaging sensor comprised of discrete components should be able to perform 
the same functions as a fabricated organic or amorphous silicon surface sensor. The exacerbated 
parasitic effects present in a discrete implementation of this device may be mitigated by using 












































































Figure 1. Discrete component photodiode array 
 
 
Section 4  Page 104 of 113 
 In Figure 1, rows are selected by applying a positive voltage to the gates of the switching 
transistors so that the photodiode may perturb the negative input of the amplifier. In order to 
keep rows from turning on when they are not selected due to current leakage in the switching 
transistors, a 10 kΩ resistor RP is used to pull down the gates for each row. A 16 pF capacitor CK 
is used to filter signals transmitted from other columns through their switching transistor’s 
parasitic capacitances. 
 The photodiodes are not biased with any voltage, although experimentation has shown 
that applying a positive voltage to the positive input of the amplifier in a detector configuration 
can benefit the system response time and decrease the amount of time required for the 
photodiode to converge to the signal-on and signal-off values. This setup allows for the signal to 
be measured as a voltage at each column point by an Analog to Digital Converter (ADC) and 
may use the Correlated Double Sampling (CDS) technique to remove background radiation and 














Figure 2. Current controlled LED paired with an active pixel 
 
 Figure 2 illustrates the configuration of the LED and how it functionally affects each 
pixel.  The LED is controlled with a signal from a micro-controller such that it is in sync with the 
on and off states of the system.  
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III. Experimental 
The prototype was constructed following the schematic design in Figure 1. The micro-
controller (part number: PIC32MX695F512H-80I/PT, Microchip Technology) used to control 
the switching transistors and read the column line voltage data was selected for its clock speed of 
80 MHz and the 1 MHz sampling speed of the ADC. All the transistors used in the prototype 
were the BSS123 from Infineon Technologies for their tolerance of moderate current levels of 
~0.15 Amperes. Testing for convergence time and sensitivity demonstrated that the 
BPW34FASR photodiode with a peak wavelength sensitivity of ~880 nm would satisfy the 
speed requirements of this prototype. The voltage regulator LM317 from National 
Semiconductor was set to 5 V to power the op-amps and another to 3.3 V to power the micro-
controller. The op-amp OPA2727 from Texas Instruments was used to power both the current 
drive to the LED and act as a trans-impedance amplifier for the photodiodes. Miscellaneous 
surface-mount resistors and capacitors were purchased from Digi-Key from varied 
manufacturers. The printed circuit board (PCB) was created by ExpressPCB from the circuit 
layout in Figure 3. 
 
Figure 3. PCB for the surface imaging sensor prototype for embedded signals 
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A) Prototype Debugging 
Initial testing to confirm the functionality of each column showed that the switching 
transistors for each row would not turn off without the addition of a pull-down resistor attached 
to the gate line of each row and ground as shown in Figure 1. The addition of RP of 10 kΩ 
proved sufficient to prevent the leakage current in the switching transistors from charging the 
gate line to an unintentional on-state while only requiring a 0.33 mA from the micro-controller to 
maintain an intentional on-state. 
 Optical signals that have been restricted to a single photodiode location demonstrated a 
voltage signal feed-through to all other columns with a magnitude of approximately one tenth the 
original signal. Further testing revealed that signal feed-through was not due to antenna behavior 
of the signal traces but, rather, it is believed that the signal is transmitted through the parasitic 
capacitances of the BSS123 switching transistors for each row.  
CGS CGD CGS CGD...












Figure 4. Schematic representation of signal feed-through 
 
Signals present on the output of the op-amp result in a similar variation in the voltage at the drain 
of the switching transistor. The variation of the signal voltage at the drain of the switching 
transistor is transmitted through the parasitic capacitance CGD and CGS onto the active row line. 
Once the signal is present on the row line it is then communicated through the parasitic 
capacitances on other column lines. The undesired signal present on the input of the op-amps 
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results in a similar Vsig denoted as Vsig
’
 on the output of all other column line amplifiers with a 
decreased magnitude proportional to the decreased perturbance detected at their inputs. In order 
to compensate for the undesired signal feed-through, a 16 pF capacitor CK was added in parallel 
to the pull down resistor RP as shown in Figure 1 to filter signals present on the row line. Testing 
confirmed that the addition of the capacitor CK reduced signal feed-through to a point where Vsig
’
 
was below the measurement threshold. 
 The feedback resistor RF was originally selected to be 47 kΩ and was found to lead to 
oversaturation with the signal light emitting diode (LED) set to ~110 mA with a distance of ~2 
inches between the LED and the photodiode array. Further, the high resistance also made the 
system prone to oversaturation from background radiation which made signal detection only 
possible through shadowing (holes in the background radiation). Reducing the feedback resistor 
RF to 20 kΩ proved sufficient to detect the signal LED with a distance of ~12 inches between the 
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B) Behavior analysis 
The signal LED was placed at ~6 inches distance from the photodiode array in order to 
measure the CDS behavior. 
On signal Off signal CDS signal
On-state image Off-state image CDS image
 
Figure 5. Background free image set 
 
Figure 5 shows the state of the system for a low background state. Values measured in the off-
state for the rows are likely due to dark current and low-level background radiation from the 
room lighting. The CDS image was produced by the micro-controller; negative values from dark 
signal non-uniformity are taken to be zero. 
On signal Off signal CDS signal
On-state image Off-state image CDS image
 
Figure 6. Background image set 
 
Figure 6 shows the state of the system for a high background state with the same configuration 
used to produce Figure 5. Values measured in the off-state for the rows are likely due to 60 Hz 
noise produced by a heat lamp. The CDS image was produced by the micro-controller; negative 
values from dark signal non-uniformity are taken to be zero. 
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 It can be seen from Figure 6 that the signal is still observable despite the presence of low-
frequency background noise. While the signal is still present in the CDS image in Figure 6, the 
signal is reduced by 63.11% and there is a false increase in the signal intensity for locations near 
the signal of 7.54%. The signal loss and false signal gain could be attributed to the non-linear 
response of the photodiodes or the presence of noise in the system. The addition of a band-pass 
filter on the output designed for the operational frequency of the system may improve the 
performance of future revisions.   
 
 
Figure 7. Signal sampling rate for a single frame 
 
 The yellow signal in Figure 7 represents the voltage across the 10 Ω resistor for current 
control of the LED. The LED is pulsed on and off 8 times, once for each row at a rate of 20.83 
kHz. The on and off state of the LED is determined by interrupts in the micro-controller’s 
programming. When a new frame starts, the ADC samples the row in the LED off-state and then 
an interrupt toggles the LED on. After the data from the ADC buffer is transferred to the off-state 
2D array the system waits twait time before sampling the LED on-state. The blue signal in Figure 
7 represents the start (signal goes high) and end (signal goes low) of sampling of each row. 
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Figure 8. Photodiode convergence time 
 
 The wait time twait is determined by the amount of time it takes for the pixels in the 
system to converge to an on and off state. While the convergence time for an on-state may 
slightly differ from the off-state, it is approximated as being equal. The yellow signal in Figure 8 
represents the current through the LED and the blue signal represents the signal voltage Vsig. It 
can be seen from Figure 8 that it takes approximately 10 µs for the pixel to converge to an on-
state final value and was verified as being roughly constant for different levels of illumination. 
The spike in voltage of the pixel for the off-state is a direct result of attempting to change the 
voltage across the parasitic capacitances in each column instantaneously. The pixel takes 
approximately 10 µs to converge to an off-state after the LED is turned off despite this spike.  
 
Figure 9. Wait time for ADC conversion 
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 Similarly to Figure 7, the yellow signal in Figure 9 represents the current through the 
LED and the blue signal represents the start and stop of the ADC conversion process. The time 
cursors demark the time that the pixel is given to converge to the on-state before the ADC starts 
to read the row. The wait time illustrated here is only 9.4 µs, which is slightly shorter than 
desired. The wait time twait is comprised of the time it takes for data to be transferred from the 
ADC to the 2D on or off-state arrays and the number of cycles the micro-controller has been 
programmed to wait. It was found that the data transfer took approximately 3.6 µs to occur, but 
may be prone to variations depending on the locations in memory to be accessed. Therefore, the 
micro-controller must wait approximately 6.4 µs after data transfer to achieve the desired delay 
and allow the pixel to converge to its on or off-state.  
 The performance of the CDS pixel may show an improvement with a slight increase in 
the wait time to account for anomalies. It is also important to consider that increasing the wait 
time would also increase the time between on and off-state samples, decreasing the correlation 
between the two samples. In order to offset an increase in wait time or to simply improve the 
performance of the system, the speed of the ADC could be increased so that instead of running at 
its current rate of 559.4 kHz it could be run at a speed up to 1 MHz, the specification limit. 
Increasing the speed of the ADC would lead to a higher correlation between samples, but it 
would also increase the read noise in the system. Ultimately, the optimal speed for the ADC and 
wait time should be found through further experimentation. 
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Figure 10. Framerate 
 
 The frame rate of the system is limited by the ability of the serial connection to transmit 
data. The micro-controller transmits three frames of data, the on-state, the off-state, and the CDS 
frame. The CDS frame is the frame of interest and not transmitting the other frames would 
results in an increase in the frames per second (FPS). With all three frames being transmitted, the 
system operates at 15.38 Hz. Changing the mode of communication to USB would greatly 
improve the speed, but is unnecessary for this proof of concept.  
 
IV. Conclusion 
A discrete-component implementation of a surface imaging sensor for embedded signals was 
theorized and constructed. The system demonstrated that CDS may be used to remove low-
frequency noise and is capable of imaging embedded signals in the presence of high-intensity 
low-frequency background noise. The system may be further improved by including analog 
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V. Future work 
 By applying CDS to large-area photo-sensors fabricated in organic or amorphous silicon, 
a more cost-effective solution for creating a surface imaging sensor for embedded signals may be 
reached. Further, fabrication of organic or amorphous silicon pixels would allow for more 
control over the parameters of the devices to be used. 
 
 
