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Shock wave boundary layer interaction (SWBLI) occurs in many aerospace applications such
as wings in high-speed flight, missiles, and supersonic intakes. Key to the design of the latter
is compressing a large volume of air with SWBLIs while maintaining maximum total pressure
recovery and minimum flow distortion over a wide operating range. Under specific condi-
tions, the formation of multiple SWBLIs (shock trains) within the intake can occur. Over the
years, many numerical methods and models have been employed to predict the flow physics
of shock trains. This work aims to determine the suitability of non-linear RANS turbulence
closures for modelling shock trains in ducted geometries by implementing several non-linear
closures in the University of Glasgow HMB3 CFD solver. First, the best modelling tech-
niques for matching the experimental conditions were identified by performing validations
against several shock train experiments. As a next step, several non-linear RANS closures
were implemented in the solver. All closures improved the predicted wall pressures by ac-
counting for the secondary flows present near the duct corners. The closures accounted for
the secondary flow by predicting a fair level of normal Reynolds stress anisotropy near the
corner of the duct. It was found that even simple non-linear closures based on quadratic con-
stitutive relations result in significant improvements compared to linear closures. Additional
simulations were performed at different Mach numbers, Reynolds numbers, and back (exit)
pressures to assess the robustness of the non-linear closures and the sensitivity of the solu-
tion to changes in modelling parameters. It was observed that the flow distortion decreases
rapidly downstream of the first shock in the shock train and that it is greatly influenced by its
structure. As a final step, simulations of a shock train in a geometry representative of a high-
speed intake were performed to assess the suitability of the closures for practical (real-world)
applications. Three different geometries resulted in considerably different shock train struc-
tures compared to the ones in ducts. The flow distortion downstream of the shock train was
found to be sensitive to both the incidence and roll angles. The SWBLI exhibited upstream
and downstream movements within the intake with increasing incidence and roll angles.
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1.1 Background and motivation
When the flow past an object travelling at high-speed becomes supersonic, shock waves form,
caused either by a change of the object’s geometry, downstream obstacle, or back pressure
forcing the flow to become subsonic (Anderson [4]). The interaction of shock waves with
turbulent boundary layers results in complex phenomena due to the rapid retardation of the
boundary layer caused by the adverse-pressure gradient imparted by the shock wave. Shock
wave boundary layer interactions or SWBLIs occur in a variety of flow devices such as su-
personic (high-speed intakes), wind tunnel diffusers or supersonic gas ejectors. SWBLIs
are often used to decelerate (compress) the oncoming flow in high-speed intakes. Such in-
takes are used by air-breathing engines to compress a large volume of air with minimal total
pressure and flow distortion losses while avoiding the possibility of an unstart over a wide












Figure 1.1: Missile high-speed intake.
Accurately predicting SWBLIs with existing turbulence models is still a challenge. Methods
such as (U)RANS have been successfully used to predict SWBLIs, however, the most com-
1
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mon Boussinesq turbulence models used by the (U)RANS methods may fail to predict more
challenging SWBLI flows. Another drawback is the inability of (U)RANS to capture the in-
herent unsteadiness of the SWBLI. On the other hand, scale resolving methods such as LES
still require the Reynolds number to be reduced by an order of magnitude or the use of wall
functions to lower the computational cost. Hybrid RANS/LES methods such as the detached
eddy simulation (DES) and its variants or the scale resolving simulation (SAS) rely on linear
eddy-viscosity models which are known for their inability to model secondary (corner) flows,
which are very important in confined shock wave boundary layer interactions. In addition,
the formation of multiple shock waves (or shock trains) within intakes or ducts increases the
complexity of the problem and thus there is a demand for a robust numerical method capable
of predicting such interactions with a reasonable degree of accuracy at a tractable compu-
tational cost. Starting from the multiple shock wave boundary layer experiments of Carroll
et al. [23,25–27] the work assesses the effect of non-linear turbulence model closures on the
predicted boundary layer profiles and wall pressures and performs a sensitivity analysis and
a quantification of the compression efficiency of shock trains under different upstream and
downstream conditions. The compression efficiency and stability of shock trains in high-peed
intakes are then assessed by considering several fore-body intake geometries.
1.1.1 Shock wave boundary layer interactions in high-speed intakes
High-speed intakes are used by aircraft and missiles to decelerate (compress) the oncoming
flow with minimal total pressure losses (Mahoney [81]). Keeping the flow distortion minimal
is also important during the deceleration process. Figure 1.2 shows are three types of high-








Figure 1.2: Intake types based on their compression method; (a) external, (b) mixed, and (c)
internal.
External and mixed compression intakes both use supersonic compression which is achieved
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through a series of oblique shock waves. For intakes of the external compression type, the
terminal shock (the shock after which the flow becomes subsonic M < 1) is located at the lip
of the intake. For the latter, the terminal shock is located inside the intake at the location of
minimal cross-sectional area (the intake throat). The third type of intake uses only internal
compression, and as the name suggests, compression is performed only inside the intake. In
comparison to the oblique shock waves, the terminal shock wave is strong, therefore min-
imising the Mach number before it Mr is important for keeping the total pressure losses low.
The boundary layers developing inside the intake interact with the oblique shock waves and
the terminal shock. Depending on the strength of the terminal shock (governed by the pre-
shock Mach number Mr) and the state of the boundary layer (θr, δ ∗r ), different terminal shock




Figure 1.3: Terminal shock structures (adapted from Sajben et al. [114]); (a) normal shock
wave, (b) normal shock wave with λ -foot, (c) multiple normal shock waves, and (d) multiple
oblique shock waves.
According to Sajben [114] for pre-shock Mach numbers in the range of Mr = 1.0−1.3 a weak
normal shock, Figure 1.3 (a), is observed. At higher pre-shock Mach numbers Mr = 1.3−1.6
a normal shock wave with a λ -foot, Figure 1.3 (b), is observed. For pre-shock Mach numbers
Mr = 1.6− 2.0 multiple normal shock waves, Figure 1.3 (c) are observed. Further increase
of the pre-shock Mach number leads to multiple oblique shock waves, Figure 1.3 (d). The
classification of the terminal shock structures proposed by Sajben [114] is similar to the clas-
sification of shock waves in constant area ducts proposed by Matsuo [83]. The formation of
multiple shock waves inside the intake can have a strong impact on the performance, therefore
it is important to understand the mechanisms responsible for the formation of multiple shock
waves. If one considers a two-dimensional supersonic flow, according to Dèlery et al. [34],
there are four basic interactions between a shock wave and a boundary layer. Figure 1.4
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shows these interactions - the impinging reflecting shock wave (a), the ramp induced shock
wave (b), the normal shock wave (c), and the shock wave created by a pressure jump (d).
(a) (b)
(c) (d)
Figure 1.4: Basic shock wave boundary layer interactions in two dimensional flow according
to Dèlery et al. [34] (adapted from Dèlery et al. [34]).
In the first interaction, the incoming flow undergoes a deflection through the incident shock
wave, generated by a wedge. For the flow to be parallel to the wall the formation of a re-
flecting shock wave is needed. The deflection of the flow through the reflected shock wave
is equal and opposite to the deflection through the incident (impinging) shock wave. In the
second interaction, the flow undergoes a deflection by a shock wave generated by a ramp.
The deflection of the flow is equal to the inclination of the ramp. In the third interaction,
the flow is forced to become subsonic through back pressure forcing. In internal (confined)
flows a normal shock wave is also formed when downstream choking requires a stagnation
pressure loss to satisfy mass conservation. Interactions, where the flow downstream of the
shock wave is fully or partially subsonic, are of particular interest as downstream disturbances
(pressure fluctuations) can influence the shock wave. An example of such interaction is the
terminal shock inside a high-speed intake. The fourth interaction is commonly observed in
over-expanded nozzles. Figure 1.5 below shows a qualitative schematic of different interac-
tions. The impinging reflecting shock interaction and the ramp induced shock interaction are
clearly identifiable in 1.5f and d. According to Edney’s [45] classification, the interactions in
figures 1.5a and b can be referred to as type I and type II interactions.
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(d) (e) (f)
(a) (b) (c)
Figure 1.5: Shock interference types (adapted from Sanderson [116]).
The following subsections focus on confined normal shock interactions which typically rep-
resent the terminal shock in a high-speed intake. Such interactions are often type I and II.
1.1.2 Normal shock interactions
Attached (weak) normal shock interaction
For low adverse pressure gradients corresponding to a pre-shock Mach number Mr < 1.3, the














Figure 1.6: Weak normal shock interaction; (adapted from Dèlery [33]).
The pressure rise transmitted through the subsonic channel causes the boundary layer up-
stream of the shock to thicken. The thickening of the subsonic part of the boundary layer
creates compression waves in the adjacent supersonic part. The compression waves reduce
the Mach number and to adjust to the decreasing Mach number the shock C1 progressively
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bends and weakens until it becomes vanishingly weak at the sonic line (M = 1). The stag-
nation pressure loss increases significantly near the wall. Away from the wall, the stagnation
pressure loss corresponds to the one in inviscid flow. Between these two limits, the stagna-
tion pressure recovery increases above the value of the one in inviscid flow. In this region,
the flow encounters the weak compression waves followed by a weaker shock. The sharp
pressure rise at the wall that would be observed in an inviscid flow is replaced by a gradual
pressure rise. The spreading of the pressure rise is characterised by the interaction length, L,
which is defined as the distance between the location of the initial pressure rise xr and the
location at which the shock would meet the wall in an inviscid flow. The above interaction is
termed "weak" as the boundary layer remains attached.
Separated (strong) normal shock interaction
As the shock strength is increased a critical point will be reached at which the boundary layer
will separate. This usually corresponds to an incompressible shape factor, Hi, at separation,
between 2.2 and 2.7 as shown by Dèlery [37]. Figure 1.7 shows a qualitative schematic of a
































Figure 1.7: Strong normal shock interaction (adapted from Dèlery [33]).
A region of recirculating fluid bound by the dividing streamline (S) is present in figure 1.7.
Although the recirculating region itself may be very thin, it has a profound effect on the
overall flow structure. The recirculating fluid amplifies the transmission of the pressure rise
and results in a larger interaction length. In addition, the concave streamline curvature due to
the presence of a recirculating region creates a series of compression waves which coalesce
to form an oblique shock C2. The oblique shock C2 intersects the normal shock C1. Since the
pressure rise across C2 is less than the one across C1 an oblique shock C3 is formed. The C2
and C3 shocks form the so-called λ -foot and intersect at the triple point T . The triple point
is the origin of a slip surface which corresponds to a discontinuity in the stagnation pressure
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and entropy. The static pressure and flow direction on either side of the slip surface are the
same. A region of supersonic flow below the slip surface may exist. Seddon et al. [117] and
Om et al. used the term supersonic tongue to describe this region. The stagnation pressure
losses near the wall are greater than the case of figure 1.6. Away from the wall, downstream
of the normal shock C1, the stagnation pressure loss corresponds to the one in an inviscid
flow. Similarly to the case of figure 1.6, increased stagnation pressure recovery is present in
the region downstream of the λ -foot. A discontinuity in the stagnation pressure is identifiable
across the slip surface. The streamwise spreading of the static pressure rise is characterised
by a steep increase at the separation point S followed by a gradual increase over the separation
region. At the reattachment point, R, the static pressure begins to rise asymptotically towards
the one in an inviscid flow. Figure 1.8 compares Schlieren visualisations of an attached and
separated normal shock interactions.
(a) (b) (c)
Figure 1.8: Schlieren visualisations of a normal shock interaction at Mr = 1.23 (a), Mr = 1.33
(b), and Mr = 1.45 (c) (adapted from Doerffer et al. [39].)
As the upstream Mach number Mr increases, the weak interaction transforms into a strong
interaction. A λ -foot, caused by the separation at the foot of the shock, is clearly observed at
Mr = 1.45 (figure 1.8c).
1.1.3 Onset of separation end effect of confinement
As the flowfields of the attached and separated interactions are different, it is important to
accurately predict the onset of separation. Intuitively, two factors could affect the onset of
separation - the upstream Mach number Mr, correlated to the adverse pressure gradient im-
parted by the shock and the properties of the upstream boundary layer. Experiments by
Seddon [117], Dèlery [37], Kooi [79], and Sajben et al. [115] agree that the Mr is most
important factor of the two. One might expect that a boundary layer with a lower momen-
tum (higher shape factor) to separate more easily. However, in reality, the shape factor of
the boundary layer has a minor effect on the onset of separation (Dèlery [37]). Figure 1.9
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shows the incompressible boundary layer factor Hi,r for attached and separated normal shock
interactions.
Figure 1.9: Pre-shock Mach number and incompressible shape factor for attached and sep-
arated normal shock interactions; filled symbols correspond to separated interactions and
empty symbols to attached interactions (adapted from Dèlery [37]).
This insensitivity of separation to the shape factor is rather counter-intuitive. A low shape fac-
tor boundary layer is more resistant to separation, however, it has a smaller subsonic channel
through which the pressure rise can be transmitted upstream. This results in a shorter interac-
tion length and a steeper pressure rise which subjects the boundary layer to a stronger adverse
pressure gradient making it more susceptible to separation. These two effects tend to approx-
imately compensate one another and result in the onset being insensitive to the shape factor.
Multiple studies [37,79,115,117] showed that the onset of separation is weakly dependant on
the shape factor and occurs at upstream Mach numbers in the rage of Mr = 1.3−1.35. Figure
1.9, however, shows an attached normal shock interaction studied by Chriss and Hingst [28]
at an upstream Mach number of Mr = 1.59. This raises the question of whether there is
another parameter apart from the upstream Mach number affecting the onset of separation.
The shock interactions shown in Figure 1.9 are performed in wind tunnel test sections and
are often referred to as interactions in ducts. The flow within a duct is confined and the con-
finement imposes stream surfaces on the symmetry planes which increase any wall-normal
variations. As stated by Babinsky [9], confinement can significantly affect the flow. The flow
confinement is characterised by the ratio of the upstream boundary layer thickness to the duct
half-height δr/h. To further understand how the flow confinement affects the onset of sepa-
ration figure 1.10 compares oil flow (OLF) visualisations of attached and separated normal
interactions.
Separation is clearly identifiable at Mr = 1.50, but not at Mr = 1.40 in the experiment by
Bruce et al. [19]. Similar observations were made in the experiments by Sajben et al. [115],
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(a) (b) (c)
Figure 1.10: Oil flow visualisations of a normal shock interaction at Mr = 1.30 (a), Mr = 1.40
(b), and Mr = 1.50 (c) (adapted from Bruce et al. [19]).
Atkin et al. [7], and Doerffer et al. [41] - no centreline separation was observed for upstream
Mach numbers as high as Mr = 1.4. The flow in the corner of the duct has a low momentum
due to the intersection of the floor and sidewall boundary layers. The low momentum causes
the flow at the corner to separate giving a displacement effect, requiring the external flow to
deflect. In the corner region, a pair of two counter-rotating streamwise vortices are present.
The dynamics of these vortices and their effect on the corner separation have been studied by
Gessner [55], Morajkar et al. [91,92], Peltier et al. [120], and more recently by Sabnis [113].
The streamline curvature, identifiable in Figure 1.10 (b) and (c) is associated with a series of
compression waves which propagate into the flowfield. A qualitative sketch of the corner













Figure 1.11: Schematic of the normal shock wave structure near a corner and of the corner
flow.
The λ -foot of the normal shock merges with the conical shock. As a result, the size of the
λ -foot increases close to the corner. Experiments by Burton et al. [38], Bruce et al. [19],
Burton et al. [22], and Handa et al. [62] agree on the increase of the λ -foot near the corner.
Burton et al. [38] and Bruce et al. [19] observed increased pressure smearing in the corner
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which is indicative of an increased λ -foot. Burton et al. [22] attributed the increase of the
λ -foot to the series of compression waves caused by the corner separation. Handa et al.
[62] also observed the λ -foot structures to increase towards the corner. The downstream
Mach number was consistently higher in the corner regions, suggesting the presence of a
larger λ -foot structure. The increased streamwise interaction length near the corner reduces
the adverse pressure gradient and delays or decreases the shock-induced separation. Shock
induced separation is more likely at the centreline where the effects of the corners are the
weakest. The smearing of the pressure rise is affected by the relative size of the corner
separations to the width of the duct. Larger corner separations result in more smearing and
delay the shock-induced separation at the centreline. The smearing is responsible for the
absence of separation at Mr = 1.4 in the experiments of Sajben et al. [115], Atkin et al. [7],
Doerffer et al. [41], and Bruce et al. [19]. These experiments have a flow confinement of
approximately δr/h≈ 0.1. Figure 1.12 shows separated and attached interactions at different



















Chriss et al. *0
Figure 1.12: Pre-shock Mach number and flow confinement for attached and separated
normal shock interactions from table 1.1; filled symbols correspond to separated interactions
and empty symbols to attached interactions [7, 19, 28, 41, 65, 66, 115]; ∗ - boundary layer
thickness estimated from corner flow sizes and LDA measurements
In Figure 1.12, the highest Mach number with no separation (Mr ≈ 1.6) was observed by
Chriss et al. [28]. The sizes of the corner separations were considerably larger compared
to other experiments. Large corner separations are typically associated with higher levels
of flow confinement, as stated by Bruce [16]. In addition to delaying the onset of centre-
line separation, the increase of δr/h can lead to multiple normal shock interactions or shock
trains. Figure 1.13 shows the effect of the upstream Mach number Mr and the level of flow
confinement δr/h on the formation of shock trains.
Atkin et al. [7] observed a single normal shock wave at Mr = 1.55 and δr/h ≈ 0.1. For
a similar pre-shock Mach number Mr ≈ 1.55 and higher level of flow confinement δr/h ≈
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Figure 1.13: Pre-shock Mach number and flow confinement for single and multiple normal
shock interactions from tables 1.1 and 1.2 [7, 19, 22, 23, 51, 65, 66, 98, 99, 115, 129, 131, 149].
0.42 Carroll et al. [23, 25–27] observed multiple normal shocks. This is in agreement with
Babinsky and Harvey [9] who reported that multiple normal shocks are more likely to form
when the ratio of boundary layer displacement thickness to duct height is greater than a few
percent.
1.1.4 Multiple normal shock interactions
The previous sections showed that two parameters affect a confined normal shock interaction
- the upstream Mach number Mr and the flow confinement δr/h. For higher levels of flow
confinement, the centreline separation is delayed or decreased. If, however, the flow con-
finement is significant, multiple normal shocks can form. The fundamental characteristics
of the multiple shock interaction were first described by Crocco [30]. Figure 1.14 shows a
qualitative schematic of a multiple normal shock interaction (only the first two shocks are
shown).
The main difference between the single normal shock interaction shown in Figure 1.7 and the
multiple normal shock interaction is that the flow downstream of shock C1 is re-accelerated to
supersonic speeds due to the convex streamline curvature in this region. The re-acceleration
to supersonic speed promotes the formation of a second shock C2. The process is repeated
until the shocks become vanishingly weak. Downstream of the vanishingly weak shock the
flow remains mixed supersonic-subsonic below the slip surface, emanating from the triple
point of shock C1. Figure 1.15 shows a schematic and a Schlieren of a multiple normal
shock interaction. The presence of the multiple normal shocks cannot be identified from
the wall pressure distribution, however, it can be identified from centreline flow measure-
ments or boundary layer momentum and displacement thickness measurements. Om and
Childs [99] observed that the displacement thickness increased rapidly upstream of the first























Figure 1.14: Schematic of two strong normal shock waves interacting with a boundary layer
(adapted from Carroll [23]).
normal shock then decreased slightly before increasing again upstream of the second normal
shock. The process was repeated until the normal shocks became vanishingly weak. Atkin
and Squire [7] observed similar displacement thickness distribution across a single normal
shock wave. However, the re-acceleration of the flow was not sufficient to promote the for-
mation of multiple normal shocks.
The multiple normal shock interaction is commonly referred to as a shock train or pseudo-
shock. Although these terms are used interchangeably in the literature, they describe different
regions of the wall pressure rise across a multiple normal shock interaction. The pseudo-
shock refers to the entire region of pressure rise which contains the shock train region and the
mixing region. Pressure continues to rise in the latter region which is free of shocks but may
feature regions of supersonic and subsonic flow.
Ikui [72], Sugiyama et al. [129, 130], Carroll et al. [23, 25–27], Arai et al. [5] and Sun
et al. [131–133] amongst others performed experiments of shock trains. Carroll et al. [23]
investigated the effect of confinement on a pseudo-shock at an upstream Mach number of
Mr = 1.61 and a unit Reynolds number of Re = 3× 107. In the experiment, the flow con-
finement was varied from δr/h = 0.08 to δr/h = 0.49. The variation of confinement was
achieved by adjusting the exit (back) pressure. An increase of the exit pressure displaces
the shock train upstream where the boundary layer is thinner. To minimise the reduction of
the upstream Mach number due to boundary layer growth, the test section had a divergence
angle of 0.13 degrees. Regardless, a slight adverse pressure gradient was observed. As a




























Figure 1.15: Schlieren from the multiple normal shock interaction experiment by Carroll
et al. [23,25–27] (top), schematic of a multiple normal shock interaction in rectangular duct
(middle), and schematic of a multiple normal shock interaction in an intake (bottom).
result, the pre-shock Mach number varied slightly at the different levels of flow confinement.
The largest variation of Mr amounted to 2.5%. Symmetry of the shock train with respect
to the test section centreline was observed for all confinement levels except at δr/h = 0.08.
The asymmetry of the shock train at a confinement level δr/h = 0.08 was slight. The first
shock of the train always featured a λ -foot structure whereas subsequent shocks did not. The
spacing between the subsequent shocks was found to increase with increasing flow confine-
ment. The re-acceleration of the flow downstream of the first normal shock was similar to
the one downstream of a single normal shock, with the difference that a larger level of flow
confinement causes the flow above the slip surface to re-accelerate faster. Depending on the
re-acceleration, choking downstream of the first shock wave may occur which will promote
the formation of subsequent shocks. Both Carroll et al. [23, 25–27] and Arai et al. [5] ob-
served that the length of the pseudo-shock region increased and the pressure recovery across
the pseudo-shock region decreased with increasing δr/h. The pressure after a single normal
shock wave at a pre-shock Mach number of Mr = 1.61 is p/(pre f γM2re f ) = 0.6634 whereas
the pressure after the shock train, at similar pre-shock Mach number and confinement ratios
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of δr/h = 0.08 and δr/h = 0.49, is 91.9% and 73.4% of p/(pre f γM2re f ). The gradient of the
wall pressure at the beginning of the interaction was observed to decrease with increasing
δr/h. This was attributed to the growth of the λ -foot of the first shock. Several models de-
scribing the pressure rise across a pseudo-shock region have been proposed - the shockless
model by Crocco [30], later improved by the diffusion model of Ikui et al. [73]. Waltrup &
Billig [145] proposed a quadratic correlation based on experimental results of shock trains
in cylindrical ducts. Corrections for rectangular ducts were later added by Billig [14]. Ex-
periments by Weiss et al. [147] concluded that the correction by Billig [14] accurately re-
produces the pressure gradient for the shock train in a rectangular duct for Mach numbers up
to Mr = 2. An improved agreement was obtained by Wang et al. [146] who introduced an
additional correction taking into account the boundary layer momentum thickness on two op-
posing walls. A detailed review of the various models was performed by Matsuo et al. [83]
and more recently by Gnani et al. [57]. Recent experiments by Hunt et al. [71] showed that
the pressure rise is a constant fraction of the pressure rise across a normal shock at the same
upstream Mach number Mr. Furthermore, the mixing region pressure rise is a linear function
when normalised by the corresponding pressure rise across a normal shock and the shock










In the experiments by Carroll et al. [23,25–27] the stagnation pressure, p0, was kept constant
while the back (exit) pressure was varied. The effect of the stagnation pressure and the pre-
shock Mach number on a shock train was investigated by Gawehn et al. [51] and Weiss et al.
[147]. For a decreasing stagnation pressure, equivalent to a decreasing Reynolds number,
Weiss et al. [147] observed the shock train to relocate upstream to a slightly lower pre-
shock Mach number. Similar observations were made by Gawehn et al. [51]. The Reynolds
number was found to have a much smaller effect on the shock train length and position than
the upstream boundary layer thickness (confinement). Both Gawehn et al. [51] and Weiss
et al. [147] investigated the effect of the upstream Mach number Mr on the shock train.
In the experiments, p0 was kept constant and the back pressure was used to vary the pre-
shock Mach number. Both observed the gradient of the wall pressure at the beginning of
the interaction to increase, and the shock train length to decrease with decreasing Mr. The
shock train length was also observed to be dependant on the ratio of the wall temperature to
the free-stream flow by Fischer et al. [50] since adiabatic or hot-wall boundary layers are
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less resistant to separation than cold-wall boundary layers which are thinner and have higher
skin friction. Shock trains with a first shock featuring a λ -foot structure were observed by
Ikui [72], Sun et al. [131–133], Sugiyama et al. [129, 130] and Edelman et al. [44] for
upstream Mach numbers as high as Mr ≈ 2. At higher upstream Mach numbers and levels
of flow confinement, the λ -foot structures on opposite walls grow and eventually combine to
form a χ structure. Figure 1.15 shows a schematic of the λ -foot and the χ structures.
Shock trains with a λ -foot structures can be classified as having a type II shock structure, and
χ-shaped shock trains as having a type I shock structure (refer to figure 1.5). Carroll [23]
observed that the χ structure extended to the subsequent shocks in the shock train. Ikui
[72] observed an χ structured shock train at Mr = 2.42, Carroll [23] at Mr = 2.45, Geerts
et al. [52–54] at Mr = 2.38−2.44 and Klomparens et al. [77,78] at Mr = 2.75. Shock train
with a χ structure at higher Mach numbers Mr = 4.0 were studied by Sun et al. [131–133]
and Sugiyama et al. [129]. The observations show that there is a Mach number range in
which the shock train transitions to χ structure. Heiser et al. [63] stated that this transition
occurs at upstream Mach numbers of Mr = 2− 3. An exception is the case by Sugiyama
et al. [130], where a shock train with a χ structure was observed at Mr = 1.9. The appearance
of a shock train with a χ structure at this Mach number was attributed to the high level of
flow confinement δr/h = 0.560. Figure 1.16 shows the pre-shock Mach number and the
confinement level for the single normal, the normal shock train, and the χ structured shock
train interactions from tables 1.1-1.3.
Figure 1.16: Pre-shock Mach number and flow confinement for single, multiple normal
shock interactions, and multiple oblique shock interactions from tables 1.1 and 1.2 [5, 7, 18,
19, 22, 23, 35, 39, 51–53, 70, 77, 78, 98, 99, 115, 129–131, 148, 149].
Shock trains with a λ -foot structure are present for Mach numbers lower than Mr = 2 for
confinements δr/h higher than 0.2 and shock trains with a χ structure are present for Mach
numbers above Mr = 2. This shows that the flow confinement is important at lower up-
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stream Mach numbers and less important at higher upstream Mach numbers in determining
the structure of the shock train.
Summary of experiments
The relevant single and multiple shock wave boundary layer experiments, discussed in this



















Experiment δr (mm) δr/h (-) Mr (-) Re (m−1) Measurements
1981 Dèlery [35]
3.05 0.061 1.30 1.00×107 p
p0
, LDV, Interferometer
5.20 0.104 1.45 1.00×107
1991 Sajben et al. [115] 6.60 0.104 1.34 2.05×107 pp0 , LDV, Schlieren, Shadowgraph










2008 Doerffer et al. [39]
4.55 0.091 1.23 1.41×107
p
p0
, Schlieren, PSP, OLF, CTA4.49 0.089 1.33 1.41×107
4.94 0.099 1.45 1.41×107
2007-2011 Bruce et al. [16–20]
4.60 0.081 1.30 2.33×107
p
p0
(x), LDA, Schlieren, PSP, OLF
4.60 0.081 1.30 2.33×107
4.60 0.081 1.40 2.31×107
5.50 0.097 1.40 1.39×107
6.80 0.119 1.40 2.89×107
8.14 0.143 1.40 2.45×107
4.50 0.079 1.50 2.24×107
5.60 0.098 1.50 1.23×107
5.80 0.102 1.50 2.50×107
2012 Burton et al. [22] 5.30 0.093 1.50 2.40×107 pp0 , Schlieren, LDA, OLF, PSP



















Experiment δr (mm) δr/h (-) Mr (-) Re (m−1) Measurements
1983 Om et al. [99] 5.15 0.198 1.49 4.90×106 pp0 , Pitot tube
1988 Sugiyama et al. [130]
6.00 0.240 1.67 1.47×107 p
p0
, Schlieren
9.00 0.360 1.75 1.49×107
1988-1993 Carroll et al. [23, 25–27]
1.30 0.080 1.63 3.00×107
2.20 0.140 1.63 3.00×107
p
p0
, LDV, Schlieren, OLF
4.40 0.270 1.62 3.00×107
5.40 0.320 1.61 3.00×107
6.70 0.400 1.60 3.00×107
8.30 0.490 1.57 3.00×107
1996 Arai et al. [5] 7.50 0.300 1.78 1.30×107 pp0 , LDV, Schlieren
3.75 0.150 1.84 1.40×107
2003 Sun et al. [131]
6.00 0.150 2.00 2.50×107 p
p0
, Schlieren
10.00 0.250 2.00 2.50×107
2006 Sugiyama et al. [129]
6.00 0.150 2.00 2.53×107
p
p0
, Schlieren10.00 0.250 2.00 2.53×107
14.00 0.350 2.00 2.53×107
2010 Gawehn et al. [51] 2.30 0.420 1.90 1.91×106 pp0 ,Schlieren
2012 Weiss et al. [148] 2.11 0.600 1.65 4.70×107 pp0 , Schlieren, Pitot tube
2014 Weiss et al. [149]
2.52 0.610 1.45 5.40×107
p
p0
, Schlieren, Pitot tube2.78 0.600 1.65 5.40×107
2.51 0.480 1.85 5.40×107
2014 Oka et al. [98]
1.35 0.180 1.50 1.60×107 p
p01.80 0.240 1.50 1.60×107



















Experiment δr (mm) δr/h (-) Mr (-) Re (m−1) Measurements
1988 Sugiyama et al. [130] 14.00 0.560 1.90 1.47×107 pp0 , Schlieren
1988-1993 Carroll et al. [23, 25]
3.00 0.150
2.45 2.99×107 pp0 , Schlieren, OLF5.40 0.260
7.30 0.350
2004 Sun et al. [132] 14.00 0.350 4.00 2.36×107 pp0 , Schlieren
2006 Sugiyama et al. [129]
11.20 0.280
4.00 2.36×107 pp0 , LDV, Schlieren15.60 0.390
18.80 0.470
2015-2016 Geerts et al. [52–54]
3.89 0.153 2.38
? pp0 , Shadowgraph, Schlieren4.17 0.328 2.44
2015-2016 Klomparens et al. [77, 78]
6.35 0.180




2017 Hunt et al. [70]
13.09 0.375
2.00 1.40×107 pp0 , Schlieren, PIV7.10 0.203
Table 1.3: Shock trains with a χ structure.
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Recent numerical simulations
The previous sections showed that the flow separation at the centreline of the duct floor
is affected by the flow confinement, δr/h. The flow confinement is affected by the size
of the corner separations and an increased flow confinement can delay the onset of sepa-
ration at the centreline leading to the formation of shock trains. To accurately predict a
confined shock interaction one must accurately predict the size of the corner separations.
Single normal shock interactions were studied numerically by many researchers, however,
insightful studies were made by Blosch et al. [15], Bur et al. [21], Doerffer et al. [41],
Bruce et al. [19, 20], and Arvidson et al. [6]. Bruce et al. [19, 20] numerically studied a
Mr = 1.40 normal shock interaction considering a variety of turbulence models - the k− ε by
Yang-Shih [119], the Spallart-Allmaras [124], the k−ω SST by Menter [86], the Baldwin-
Lomax [10], the k−ω by Wilcox [151], and the v2-f by Durbin [43]. All models produced
solutions with attached flow (away from the corners) on the duct floor and sidewall, except
the v2-f model which showed attached flow on the duct floor and a small separation bub-
ble on the sidewall. The solutions with the k− ε , v2-f, and the k−ω turbulence models
showed good qualitative agreement with the experiment. The solutions were symmetrical
and had reasonably sized corner separations. The solutions with the remaining models were
in significant disagreement with the experiment predicting asymmetric flow. Even with an
enforced symmetry, the Spallart-Allmaras model was found to significantly overpredict the
corner separations. A detached eddy simulation (DES) of the full duct also predicted an
asymmetric flow-field. The asymmetry was in the form of a very large corner separation in
one of the duct corners and a very small one in the diagonally opposite corner. As stated
by Bruce et al. [19], the non-physical asymmetry is caused by the overprediction of the
corner separations when the corner separations exceed approximately 35-40% of the duct
width or height (whichever is the smaller). Arvidson et al. [6] performed DES and delayed
DES simulations with the Spalart-Allmaras turbulence model, hybrid RANS/LES simula-
tions with the zero-equation HYB0 turbulence model ( [101, 102]) and RANS simulations
with the Spalart-Allmaras, k−ω SST , k−ω EARSM by Hellsten et al. [64, 144], and the
low-Re-number k−ω by Peng et al. [103] turbulence models of the same interaction studied
by Bruce et al. [19, 20]. The Spalart-Allmaras and the k−ω SST predicted an asymmetric
flowfield in agreement with the findings by Bruce et al. [19, 20]. Symmetric flowfield was
predicted by the k−ω EARSM and the low-Re-number k−ω models. The size of the corner
separation was slightly overpredicted by the latter. The absence of separation at the centre-
line of the duct floor was in agreement with the experiment. Due to the smaller size of
the corner separations predicted by the k−ω EARSM model, separation was present at the
centreline. This once again shows that accurate prediction of the corner separations is es-
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Model Corner size (mm) Corner size/tunnel width Symmetric
Experiment 15 0.13 Yes
RANS [19] SA 52 0.46 No
RANS [19] k− ε 17 0.15 Yes
RANS [19] V2F 24 0.21 Yes
RANS [19] BL 44 0.39 Yes
RANS [19] k−ω SST 46 0.40 No
RANS [19] k−ω 15 0.13 Yes
DES [19] SA - - No
RANS [6] SA 46 0.40 No
RANS [6] k−ω SST 43 0.37 No
RANS [6] PHD LRN k−ω 15 0.13 Yes
RANS [6] k−ω EARSM - - Yes
DES [6] SA 43a 0.37 Yes
DDES [6] SA - - No
Hybrid RANS/LES [6] HYB0 29a 0.25 Yes
Table 1.4: Corner separation sizes predicted by RANS and Hybrid RANS/LES simulations
(adapted from Bruce et al. [19] and Arvidson et al. [6]) of the Mr = 1.40 interaction studied
experimentally by Bruce et al. [19] (a corner size estimated from time averaged skin friction
pattern).
sential for predicting the interaction. Surprisingly, the Spalart Allmaras DES and the HYB0
hybrid RANS/LES simulations predicted asymmetric averaged flowfields. However, both
simulations predicted a secondary shock downstream of the first shock. Further investigation
showed that the cause of the secondary shock is the overpredicted corner separations which
resulted in a greater re-acceleration of the flow. The overprediction of the corner separations
was attributed to the poor prediction of the boundary layer upstream of the interaction by the
Spalart-Allmaras DES, the Spalart-Allmaras DDES and the HYB0 hybrid RANS/LES simu-
lations. Table 1.4 shows the predicted corner separation sizes for the Mr = 1.40 interaction
by Bruce et al. [19, 20] and Arvidson et al. [6].
The effect of different turbulence models on a normal shock interaction was also investi-
gated in the UFAST project [39]. DES, RANS, and URANS simulations with the k−ω ,
k−ω SST , and the k− τ turbulence model by Speziale et al. [125] of the normal Mr = 1.45
interaction by Doerffer [40, 41] were performed. Upstream of the interaction, the turbu-
lence models predicted a stagnation pressure profile in good agreement with the experiment.
The centreline separation size, however, was underpredicted by all models. The underpre-
diction of the centreline separation led to the overprediction of the centreline wall pressure
downstream of the interaction. As shown earlier by Bruce et al. [19] turbulence models
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overpredicting the corner separations and underpredict the centreline separation. The issue
of asymmetry was again present. Asymmetrical flowfields were predicted by the k−ω and
k−ω SST models. A Spallart-Allmaras DES simulation and a simulation with a Reynolds
Stress Model also predicted asymmetric flowfields. The flow asymmetry was in the form of
very large corner separation in one of the duct corners and a very small one in the diagonally
opposite corner. Symmetric results were only obtained with the k− τ turbulence model. A
5 mm chamfer equivalent to the boundary layer thickness was introduced to the lower duct
edges (the edges formed by the floor and sidewalls), nevertheless, the asymmetry observed
with some turbulence models shifted to the upper edges of the duct. Chamfering all edges
eliminated the asymmetry. Ono et al. [31] also studied normal shock interactions numeri-
cally. No asymmetry was observed in the predicted flow field by the k−ω turbulence model.
The upstream Mach number was Mr = 1.60 and the cross-section dimensions of the duct
were 20 mm ×19.5 mm giving an aspect ratio of 0.975. For the Mr = 1.40 interaction stud-
ied numerically by Bruce et al. [19, 20], symmetry was also present with the k−ω model.
The cross-section dimensions of the duct were 178 mm ×114 mm giving an aspect ratio
of 0.6404. Although the duct used by Ono et al. [31] has a higher aspect ratio, the size
of the corner separations are below 35-40% of the duct width. As stated earlier by Bruce
et al. [19, 20], flow asymmetry was observed when the corner-interaction size exceeds 35-
40% of the duct width or height. The effects of downstream forcing of a normal interaction
were studied by Bur et al. [21], Doerffer et al. [39], and Bruce et al. [20]. Bruce et al. [20]
performed URANS simulations with the Yang-Shih k− ε model of a Mr = 1.40 interaction.
Apart from some discrepancies at higher perturbation frequencies ( f = 90 Hz), the simula-
tions and experiment showed good agreement in the shock position, velocity and acceleration.
Discrepancies, however, were observed in the interaction size. The height of the triple point
hT above the wall during the normal shock motion was overpredicted on average by around
40%. Additionally, the simulations predicted a larger hT during the upstream shock motion
than the downstream shock motion. This was inconsistent with the experiments. Similar
findings were observed in earlier two-dimensional URANS simulations by Bur et al. [21].
Unsteady URANS simulations of the normal Mr = 1.45 interaction by Doerffer [40, 41] in
the UFAST project [39] had a shock position amplitude and period comparable to the high-
frequency oscillations of the shock position measured in the experiment. Table 1.5 lists the




















Study Simulation Re (m−1) Mr Inflow Experimental study
2003-04 Doerffer et al. [40, 41]
2D (U)RANS (k− τ CLS) 1.41×107 1.20 STG
2003-04 Doerffer et al. [40, 41]- - - -
2D (U)RANS (k− τ CLS) 1.41×107 1.40 STG
2010 UFAST [39]
k−ω 1.41×107 1.45 STG
2010 Doerffer et al. [39]
k−ω URANS, SA-DES 1.41×107 1.45 STG
2006 Bur et al. [21] k− ε URANS (2D) 1.18×107 1.33 STG 2006 Bur et al. [21]
2011 Bruce et al. [19, 20]
SA, YS k− ε , k−ω SST 2.33×107 1.30 STG
2011 Bruce et al. [19]SA, YS k− ε , k−ω SST 2.31×10
7 1.40 STG
SA, YS k− ε , k−ω SST 2.24×107 1.50 STG
YS k− ε URANS 2.31×107 1.40 STG
2012 Arvidson et al. [6]
PDH LRN k−ω , k−ω EARSM 2.31×107 1.40 STG
2008 Bruce et al. [17, 18]
HYB0, SA-DES, SA-DDES 2.31×107 1.40 STG
2013 Ono et al. [31] 3D RANS (k−ω ) - 1.60 STG 2013 Ono et al. [31]
2016-17 Pizzella et al. [104, 105]
SA 5.31×107 1.60 STG
2006 Ogawa & Babinsky [97]
SA 3.12×107 1.60 STG
2017 Roy et al. [112] k−ω SST (2D) - 1.30 STG 2006 Ogawa & Babinsky [97]
Table 1.5: Numerical simulations of normal shock wave boundary layer interactions.
CHAPTER 1. INTRODUCTION 24
Similarly to single normal interactions, numerical methods have been used to simulate mul-
tiple normal shock wave boundary layer interactions. Here only the most recent numerical
simulations are outlined, omitting earlier simulations, as at that time, newer two-equation and
one-equation turbulence models were not yet developed. The shock train experiment by Car-
roll et al. [23,27] was considered by Morgan et al. [93,94] who performed two-dimensional
RANS and wall-resolved LES (WRLES) simulations. The RANS results show that the choice
of turbulence model greatly affects the results. All turbulence models showed mean separa-
tion at the foot of the first shock wave, inconsistent with the experiment. The k-ω and k-ω
SST failed to predict the slip lines emanating from the triple point and the subsonic core flow.
The only model that was able to predict these flow features was the SA. The onset of the
interaction varied as much as 15% of the length of the domain. Significant differences in the
structure of the first shock wave were also reported. The SA model predicted the first shock
with a λ -foot structure. The k-ω SST model predicted two oblique shock waves crossing
at the centreline and the k-ω model two oblique shock waves meeting at a point just be-
low the centreline. The subsequent failure of both models to predict the subsonic core flow
can be attributed to the difference in the structure of the first shock. The flow decelerates
less through an oblique shock wave compared to a normal one. The spanwise periodic (SP)
wall-resolved LES simulations showed better agreement with the experiments, however, the
shock train was shorter and the onset of the interaction was at a higher level of flow confine-
ment. No mean separation was predicted, which was consistent with the experiment. The
LES simulations were performed at a Reynolds number an order of magnitude lower than the
experimental one, due to the forbidding computational resource requirements of LES near
solid surfaces at high Reynolds numbers. Although spanwise periodic simulations cannot
account for three-dimensional effects, Morgan et al. used them to perfect his numerical setup
before attempting three-dimensional simulations. In his three-dimensional simulations he
had to reduce the back pressure in order to obtain a stable solution. The omission of the di-
vergence angle of the duct may have contributed to the instability. Despite the reduced back
pressure, the three-dimensional simulation showed better agreement in the boundary layer
growth compared to the spanwise periodic simulation. Improved agreements with the exper-
iment were observed in the boundary layer displacement thickness δ ∗, momentum thickness
θ . Roussel et al. [111] also performed three-dimensional wall-resolved LES simulations of
the experimental study by Carroll et al. [23,27] considering the effect of inlet boundary con-
ditions - loosely coupled boundary layers on adjacent walls and accounting for the near cor-
ner effects by the Lund et al. [80] recycling rescaling method. Similarly to the simulations
of Morgan et al. [93, 94], Roussel et al. [111] performed three-dimensional wall-resolved
LES simulations at a lower Reynolds number and neglected the divergence angle of the duct.
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Favourable agreement in the shock wave shape and structure with the experiment and the
three-dimensional wall-resolved LES simulation of Morgan et al. [93, 94] was observed.
This showed that downstream of the inlet the flow is weakly affected by the inlet boundary
condition. Wall-modelled LES simulations of the same experiment by Carroll et al. [23, 27]
were performed by Vane et al. [142]. The researchers concluded that the resolution of the
grid is more significant than the matching location for the wall model in determining the lo-
cation of the first shock. Vane et al. [142] also pointed that although the shock train structure
from the spanwise periodic simulations was qualitatively similar, three-dimensional effects
due to the presence of side walls must be included. This confirms the results of Morgan
et al. [93, 94] where the inclusion of side walls improved the boundary layer parameters. A
note was made by Vane et al. [142] that the assumption of an equilibrium boundary layer
does not hold in the presence of shock waves, however, since the wall model is applied only
in the inner part of the boundary layer (10-20% of δ ), the wall-modelled LES still accounts
for the non-equilibrium effects in the outer part of the boundary layer (80-90% of δ ). Grids
consisting of 2.5 to 14.6 million cells were used for the simulations. Giglmaier et al. [56]
performed simulations of a shock train with a variety of linear turbulence models and ω-
based Reynolds stress models. The SA and k−ω SST models resulted in unphysically long
pseudo-shock regions and neither the onset of the interaction nor the pressure distribution
matched the experiment. The k−ω and the ω-based RSMs predicted similar shock trains
and the pre-shock Mach number for all was approximately Mr = 1.7. The k− ε model and
the ε-based RSMs underpredicted the separation at the centreline, which resulted in small
wiggles in the wall pressure distribution. From the RSMs considered the k-ω EARSM re-
sulted in the best agreement with the experiment. Grids consisting of 4.6 to 6.7 million cells
were used for the simulations. Similar observations for the effect of the turbulence models
were made by Quaatz et al. [107] who preformed RANS and wall-resolved LES simulations
of the shock train experiment by Gawehn et al. [51]. The k− ε and the k−ω SST models
showed wiggles in the pressure distribution. Both the k−ω EARSM and the wall-resolved
LES showed good agreement with the experiment, although the wall pressure downstream of
the onset was slightly underpredicted by the latter. A grid consisting of 387 million cells was
used for the wall-resolved LES simulation. Fiévet et al. [48, 49] investigated the effect of
the inflow boundary layer on a shock train using wall resolved LES. The simulation approxi-
mated the experiment by Klomparens et al. [77,78]. The molecular viscosity was multiplied
by a factor of 4 to obtain a lower Reynolds number. It was found that the position of the shock
train has a nonlinear dependence on the boundary layer thickness (100% change in stream-
wise position for a 25% change in δ/h). Two-and three-dimensional RANS simulations of
the experiment by Sun et al. [131–133] were performed by Gnani et al. [58]. Significant
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dependence of the solution on the grid density was observed for the two-dimensional sim-
ulations. Different first shock wave structures were predicted by the k− ε , k−ω , and the
k−ω SST models. Similarly to the findings of Morgan, the k−ω SST predicted a shock
train with a χ structure rather than one with a λ -foot structure. The best agreement in the
wall pressure with the experiment was observed with the k−ω model. The sensitivity of
the solution might also be attributed to the absence of a divergence angle which would act
to stabilise the shock train. The effect of different duct geometries, such as increased duct
divergence angles, was investigated by Huang et al. [69] and Sethuraman et al. [118]. Sat-
isfactory agreement with the shock train results from the experiment by Sun et al. [131]
was achieved with the k− ε and k−ω SST models. Increase of the divergence angle led to
the shock train relocating upstream at lower levels of flow confinement. The relocation was
accompanied by a transition of the shock train from a χ structure to a one with a λ -foot
structure. Wall-modelled LES simulations of the shock train experiment by Weiss [147] were
performed by Mousavi et al. [95] who considered Smagorinsky-Lilly, Wall-Adapting Local
Eddy-Viscosity, and Algebraic Wall-Model subgrid models. Grids consisting of 32 to 54
million cells were used and it was concluded that the WMLES solution was more accurate
than the WALE solution. Table 1.6 summarises the numerical simulations of the shock trains



















Study Type Reδr Mr δr/h Experimental study
2012-14 Morgan et al. [93, 94]
SA, k−ω , k−ω SST (2D) 1.62×105 1.61 0.270
1988-93 Carroll et al. [23, 27]
WRLES (SP) 1.62×104 1.61 0.320
WRLES (SP) 1.62×104 1.61 0.270
WRLES (SP) 1.62×104 1.61 0.250
WRLES 1.62×104 1.61 0.270
2013 Vane et al. [142] WMLES 1.62×105 1.61 0.270 1988-93 Carroll et al. [23, 27]
2014 Giglmaier et al. [56]
SA, k− ε , k−ω , k−ω SST ×105 1.60 0.350 2014 Giglmaier et al. [56]k−ω EARSM (and other RSMs)
2014 Quaatz et al. [107] WMLES 1.91×106 1.90 0.420 2010 Gawehn et al. [51]
2015 Roussel et al. [111]
WRLES 1.00×104 1.61 0.219
1988-93 Carroll et al. [23, 27]
WRLES 1.00×104 1.61 0.219
2016-17 Fiévet et al. [48, 49]
WRLES 3.07×104 1.97 0.250
2015-16 Klomparens et al. [77, 78]WRLES 3.47×104 1.97 0.280
WRLES 4.27×104 1.96 0.340
2018 Gnani et al. [58] k− ε , k−ω , k−ω SST 2.50×104 1.97 0.250 2003-05 Sun et al. [131–133]
2019 Mousavi et al. [95] WMLES 4.70×106 1.65 0.600 2010 Weiss et al. [147]
Table 1.6: Numerical simulations of multiple normal shock wave boundary layer interactions.
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1.1.5 Control of shock wave boundary layer interactions
The control of normal SWBLIs through flow control devices was studied extensively experi-
mentally (Doerffer et al. [40]; Holden & Babinsky [66, 67]; Herges et al. [65]; Bruce et al.
[16,19]; Burton et al. [22]; Titchener et al. [136–138]). These experimental studies consider
both passive flow control devices (vortex generators;grooves;slots;porous plates;bumps) and
active flow control devices (blowing;suction). Figure 1.17 shows the different types of flow















Figure 1.17: Qualitative sketch of a typical experimental setup used in control of normal
SWBLI studies.
Holden & Babinsky [66, 67] investigated the effect of streamwise slots, grooves, and bumps
on a Mr = 1.30 and Mr = 1.50 normal SWBLI. For the baseline (no-control devices) Mr =
1.30 interaction, no boundary layer separation was observed. Additionally, there was no
clearly defined λ -shock structure. The introduction of streamwise slots promoted flow to
recirculate from the high-pressure region downstream of the shock wave to the low-pressure
region upstream of the shock wave. The recirculation of the flow creates a viscous "bub-
ble". The bubble turns the outer (inviscid) flow causing a bifurcated λ -shock structure to
develop. Behind the λ -shock structure, the stagnation pressure p0 losses were reduced. In
addition to the reduced p0 losses, the slots introduced streamwise vortices which are thought
to be beneficial in delaying downstream separations. The streamwise grooves also resulted in
the development of a bifurcated λ -shock structure. Compared to the streamwise slots, they
were found less effective as they caused a re-expansion after the compression by the leading
leg of the λ -shock structure. The cause of re-expansion was attributed to the non-uniform
streamwise recirculation resulting from the grooves. The grooves geometry was modified
in an attempt to eliminate the detrimental re-expansion. Tapering of the grooves "nose" led
to greater re-expansion, however, the introduction of "baffles" in the grooves resulted in an
interaction very similar to the one with the streamwise slots. The modified grooves featuring
baffles were as effective as the streamwise slots. The effect of streamwise bumps was also
investigated. The height of the bumps in the experiment was less than the height of the up-
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stream boundary layer δu = 7 mm. It was found out that the boundary layer does not "rise"
over the bump crests. Rather it gets thinner as it moves along the bumps, suggesting that the
boundary layer "spills off" the top of the bump to the sides. This "spillage" limits the effective
displacement of the flow outside the boundary layer and reduces the strength of the leading
shock. The weaker leading shock suggests that the turning effect of three-dimensional bumps
is not as great as that of a viscous bubble generated by the streamwise slots. Thus, only the ef-
fect of streamwise slots on the Mr = 1.50 normal SWBLI was investigated. For the base-line
(no-slot control), separation was present at the centreline, however, no distinct "plateau" was
observed in the wall pressure measurements as would be expected for a separated SWBLI.
The wall pressure measurements were very similar to the ones by Atkin & Squire [7] for a
Mr = 1.50 interaction. Similarly to the Mr = 1.30 interaction, the introduction of streamwise
slots resulted in a bifurcated λ -shock structure. The SWBLI was fairly two dimensional in
the spanwise direction. For the no-control interaction, the separation region was uniform in
the spanwise direction, whereas for the controlled interaction attached and separated regions
were observed in the spanwise direction. Holden et al. [67] studied the effect of wedge and
vane-type vortex generators (sub-boundary layer) on a Mr = 1.50 interaction. For the no-
control interaction, a small λ -shock structure, indicative of flow separation, was observed.
As in the Mr = 1.50 interaction studied by Holden & Babinsky [66, 67] no "plateau" in the
wall pressure distribution was observed due to the short separated region. The effectiveness
of the vortex generators was found dependent on the location of the shock wave. When the
shock wave was located downstream of the vortex generators, an unfavourable re-expansion
region was observed. From the two types of vortex generators, the vane-type were more
effective as they were observed to eliminate the shock wave induced separation. Their effec-
tiveness was attributed to the generation of more energetic streamwise vortices that energise
the boundary layer. Herges et al. [65] performed further experimental studies on the effect
of ramp and vane-type vortex generators (sub-boundary layer) and porous plate over a cavity
on a Mr = 1.40 SWBLI. In their experiments, a constant area section followed by a 5-degree
diverging section was used. The vortex generators and the porous plate were located in the
constant area section. Vortex generators were found to reduce fluctuations of the normal
shock wave when the shock wave was located in the diverging section. Vane type vortex
generators were more effective in reducing the fluctuations than the ramped type ones. Both
types of vortex generators were found to increase slightly the fluctuations when the shock
wave was located upstream of the diverging section. Opposite tendencies were observed with
the porous plate. It reduced the fluctuations when the shock wave was located upstream of
the diverging section. Additionally, the sensitivity of the location of the shock wave to stag-
nation pressure p0 changes was improved by the porous plate. Further experimental studies
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on vortex generators (sub-boundary layer) were performed by Bruce et al. [19] and Burton
et al. [22]. They investigated the effect of vortex generators (sub-boundary layer) placed
near the corners of a rectangular duct upstream of a Mr = 1.50 SWBLI. For the no-control in-
teraction, separation was present. The introduction of vane-type vortex generators increased
the sizes of the corner separation. The increase of the corner separations resulted in the disap-
pearance of the centreline separation. As discussed previously, the corner separations result
in the formation of compression waves which can affect the centreline separation, provided
the corner separations are of appropriate size. The effects of corner suction through suction
slots was investigated by Bruce et al. [16,19] for an unseparated Mr = 1.40 SWBLI. Suction
resulted in the appearance of a centreline separation. The appearance of the centreline sep-
aration is due to the decrease of the corner separations. Burton et al. [22] observed similar
increase of the centreline separation for a Mr = 1.50 SWBLI with corner suction. Titchener
et al. [135] also investigated the effect of suction on a Mr = 1.40 normal SWBLI. The exper-
imental setup was similar to the one used by Bruce et al. [19]. The only difference was that
the constant area section was followed by a 6 deg diverging section. Separation was observed
at the centreline. For a Mr = 1.40 SWBLI without a diverging section, Bruce et al. [16, 19]
did not observe any centreline separation. This shows that the introduction of a diverging
section affects the SWBLI. Suction reduced the corner separations and resulted in a more
two-dimensional SWBLI. Nevertheless, the reduction of the corner separation increased the
separation at the centreline. This was in agreement with the experiments by Bruce et al. [19]
where suction was shown to increase centreline separation. Additional experimental studies
by Titchener et al. [136–138] on the effects of vortex generators revealed that the introduc-
tion of vortex generators to the centreline delays separation locally, but results in larger corner
flow separations. Combination of corner suction and centreline vortex generators resulted in
6% improvement in wall pressure p recovery and 15% reduction in stagnation pressure losses.
1.2 Chapter summary
Currently, linear turbulence models are still extensively used to simulate multiple shock wave
boundary layer interactions. Although these models are well established and robust, they
sometimes fail to provide reasonable predictions for MSWBLIs. Works presenting reason-
able predictions often disregard spanwise effects. However, spanwise effects play a key role
in defining the structure of MSWBLIs. As discussed in the above chapter, spanwise effects
also control the formation of MSWBLIs. Overpredicting the corner flows might result in an
interaction that is not representative of the flow under investigation. Scale resolving meth-
ods such as hybrid RANS-LES and DES alleviate some of the shortcomings of the linear
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turbulence models by accounting for more of the flow physics. The improvements that the
methods offer are mainly in the separation sizes. However, similarly to linear models, the
use of hybrid RANS-LES models may result in asymmetric solutions. Large Eddy Sim-
ulations show promise as they model even more of the flow physics. However, their use
necessitates the reduction of the Reynolds number. Most practical cases involving MSWB-
LIs have Reynolds numbers that are too high for wall-resolved LES. In addition, the use of
scale resolving methods can result in an isolator unstart at the experimental conditions which
makes comparison with experiments difficult. Non-linear turbulence models (RSM-based)
show improved results, but are not yet extensively used for MSWBLI interactions. Based on
the above observations, there is a need for a systematic study of a MSWBLI that assesses
the predictive capability of non-linear models using constitutive relations. To address the
above requirement, models including quadratic and higher constitutive relations are to be im-
plemented in the existing flow solver. After investigating their effect on confined MSWBLI
interactions (in ducts) it must be determined if they are robust enough for simulations of
geometries representative of high-speed intakes.
1.3 Thesis Objectives
This thesis has the following objectives:
• To establish best practices and best numerical methods in simulating multiple shock
wave boundary layer interactions.
• To investigate the flow physics and the sensitivity of a multiple shock wave boundary
layer interaction to changes in upstream and downstream parameters such as Mach
number, Reynolds number, and exit (back) pressure.
• To investigate the effect of quadratic constitutive stress relations on multiple shock
wave boundary layer interactions.
• To investigate the sensitivity of a multiple shock wave boundary layer interaction to
different corner geometries.
• To investigate the sensitivity of the shock wave boundary layer interaction to the freestream
parameters and intake geometry.
1.4 Thesis Outline
The thesis is organised as follows:
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Chapter 1 presents the motivation behind the current work, a literature review, and the
objectives of the thesis.
Chapter 2 presents the numerical method including the governing equations and the
available turbulence models. The different grid generation techniques used for the
numerical simulations are also outlined.
Chapter 3 presents validation of single and multiple normal shock wave boundary layer
interactions against experiments. Different numerical methodologies are considered
including non-linear constitutive models and scale-resolving methods. Recommenda-
tions are given regarding the best numerical methodology for simulating multiple shock
wave boundary layer interactions.
Chapter 4 presents a sensitivity study of a multiple shock wave boundary layer inter-
action to several flow parameters and different geometries. Performance metrics in
terms of flow distortion and total pressure recovery are defined and used to quantify
the "efficiency" of the interaction.
Chapter 5 couples the internal shock wave boundary layer interaction with an external
flow around a fore-body representing a missile. The sensitivity of the intake perfor-
mance metrics to free-stream parameters and different geometries is investigated.
Chapter 6 summarises the findings and gives direction for future work.
Appendix A presents the implementation and application of a synthetic turbulence gen-
eration method.
Appendix B presents the procedure for generation of mean inflow profiles.
Appendix C presents simulations of a missile at a high incidence angle.
Appendix D presents drawings of a fore-body intake geometry used to couple the ex-
ternal and internal flows.
Chapter 2
CFD flow solver
All numerical simulations in this work were performed with the Helicopter Multi Block
(HMB3) CFD solver [12, 127] of the University of Glasgow. The flow solver is parallel and
was initially developed to analyse rotorcraft flows with structured multi-block grids. Over a
number of years, HMB3 has been revised and updated to work with moving, sliding, overlap-
ping and unstructured grids. In addition, the solver offers a variety of turbulence models and
hybrid RANS/LES methods. It has been successfully used for a variety of flows including
rotors and wind turbines, transonic cavity flows, shock wave boundary layer interactions, and
supersonic flows around missiles.
2.1 Formulation
The HMB3 flow solver considers the equation of motion of an ideal Newtonian fluid, gov-
erned by the conservation of mass, momentum, energy and an equation of state. Although
these equations are given in a variety of books (White [150]; Versteeg et al. [143]) they are
reproduced here for completeness and to introduce the notation and non-dimensionalisation
used throughout the remainder of the work. The conservation of mass; the conservation of
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The above equations are obtained from the application of the conservation of mass, the con-
servation of linear momentum (Newton’s 2nd Law), and the conservation of total energy
(the 1st Law of Thermodynamics). The viscous stress tensor is given by τi j, q j is the heat
flux vector, fi represents any acting body force, E is the total energy per unit mass, ρ is
the density, ui = (u,v,w)
T are the velocity components and xi = (x,y,z)
T is the position in




uiui = e+ k, (2.2)
where k = 12uiui is the kinetic energy per unit mass and e is the specific internal energy. The









where k is the heat conductivity, γ is the specific ratio of heats, Pr is the Prandtl number, and
µ is the molecular viscosity. Assuming a Newtonian fluid, and applying Stoke’s hypothesis
that the bulk viscosity is zero, the viscous stress tensor τi j is defined as:




























T/Tre f + S̃µ
,
S̃µ = Sµ/Tre f ,
(2.5)
where the constant S̃µ is taken to be 0.368, Tre f = 300 K, and Sµ = 110.5 K according to
White [150]. Equations 2.1 through 2.5 represent a closed system of equations that is assumed
to govern the dynamics of fluid flow in this work. The equations are non-dimensionalised us-
ing the fundamental dimensions of mass, time, and temperature. The non-dimensionalisation
leads to the following non-dimensional form of the variables:































where γ is the ratio of specific heats.






















where W is the vector of conserved variables and S is a source term:
W = (ρ,ρu,ρv,ρw,ρE)T . (2.8)
The flux components in the x-, y-, and z-direction are denoted by F, G and H, respectively,
with superscripts i and v used to denote the inviscid and viscous terms. The flux terms for the
inviscid and viscous components are:
Fi =
(
ρu,ρu2 + p,ρuv,ρuw,u(ρE + p)
)T Fv = 1Re (0,τxx,τxy,τxz,uτxx + vτxy +wτxz +qx)T
Gi =
(
ρv,ρuv,ρv2 + p,ρvw,v(ρE + p)
)T Gv = 1Re (0,τxy,τyy,τyz,uτxy + vτyy +wτyz +qy)T
Hi =
(
ρw,ρuw,ρvw,ρw2 + p,w(ρE + p)
)T Hv = 1Re (0,τxz,τyz,τzz,uτxz + vτyz +wτzz +qz)T
2.2 Numerical Method
The HMB3 flow solver solves the governing equations defined in the previous section using
a cell-centred finite volume method combined with an implicit dual time-stepping method.
The computational domain is discretised in a finite number of non-overlapping control vol-
umes and the governing equations are solved in integral conservation form for each of the
control volumes. The governing equations in integral conservation form, using the Arbitrary














·ndS = S, (2.9)
where V (t) is the time-dependent volume of the control volume and the ∂V (t) is its boundary.
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The spatial discretisation of these equations leads to a set of Ordinary Differential Equations




Wi, j,kV– i, j,k
)
=−Ri, j,k(W), (2.10)
where i, j,k represent the spatial components, Wi, j,k and Ri, j,k(W) represent the vectors of
conservative flow variables and the flux residual. The volume of the cell i, j,k is V– i, j,k. A
curvilinear coordinate system i, j,k is used to aid the formulation of the discretised terms
since body-conforming grids are used. Osher’s [100] upwind scheme is used for the convec-
tive fluxes, however, the flux-splitting scheme of Roe [110] is also available. The Monotone
Upwind Scheme for Conservation Laws (MUSCL) developed by van Leer [141] is used to
provide high-order accuracy in space and spurious oscillations due to large changes in the
flow quantities (e.g. across shock waves) are removed with the van Albada [139] limiter. The
differentiable nature of the limiter improves the convergence. The viscous terms are discre-
tised using a second-order central scheme. The boundary conditions are set by using ghost
cells on the exterior of the computational domain. For solid bodies the ghost cell values are
extrapolated from the interior ensuring the normal component of velocity on the solid wall
is zero (when solving the Euler equations) and the no-slip wall condition is set (when solv-
ing the Navier-Stokes equations). Approximating the time derivative of Equation 2.10 by a














+Ri, j,k(Wn+1) = 0. (2.11)
Equation 2.11 is non-linear in Wn+1i, j,k and does not have an explicit, closed-form solution.
Therefore an iterative method (Jameson’s original implicit dual-time stepping approach) is
used to solve the equation in pseudo-time τ , i.e. for each real time step ∆t the solution is









m) = Ri, j,k(Wm)+














where R∗i, j,k is the modified flux residual. To evaluate the modified flux residual R
∗
i, j,k at
pseudo time step m+ 1 the modified flux residual is approximated via a linear expansion in
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2∆t I. Substituting equation 2.13 in equation 2.12 and changing
from conservative variables W to primitive variables P = (ρ,u,v,w, p)T results in the follow-













∆Pi, j,k =−R∗i, j,k(Wm), (2.14)
where ∆Pi, j,k =Pm+1i, j,k −P
m
i, j,k. The implicit system of equations is solved in a coupled manner.
For a block-structured mesh, Equation 2.14, results in a large sparse matrix and thus is solved
via a Krylov subspace algorithm, the generalised conjugate gradient method. The Block
Incomplete Lower-Upper BILU [8] factorisation is used as a pre-conditioner in a decoupled
manner between grid blocks to reduce the communication between preprocessors when the
flow solver is used in parallel mode. The Jacobian matrix ∂Ri, j,k
∂Pi, j,k
is first-order approximate.
During the Jacobian calculation, the variables at the cell faces are not reconstructed using
the MUSCL approach. Furthermore, a thin shear layer type approximation is adopted for the
computation of the viscous fluxes. In this way, the ill-conditioning of the problem is avoided
and the overall size of the linear system is reduced. Only the destruction terms are accounted
for in the approximate Jacobian.
2.3 Turbulence Modelling
2.3.1 Similarities between temporal averaging and spatial filtering
A structural similarity exists between the spatially filtered and Reynolds-averaged Navier
Stokes equations. After Reynolds-averaging the Navier Stokes equations, the transport equa-























The analogous equation for the filtered velocity ui reads:























The above equations require modelling of the τRANSi j and τ
LES
i j terms. A RANS model depends
on physical quantities describing the entirety of the turbulent fluctuations e.g.:
τ
RANS








where C is a model coefficient, k is the specific turbulent kinetic energy, and ω is the specific
dissipation rate of k. The latter two are determined from respective transport equations which
will be discussed in subsequent subsections. LES based on the Smagorinsky model [121]
uses a relation like
τ
LES








where ∆ is a length scale (subgrid scale) related to the numerical grid, e.g. ∆ = (∆x∆y∆z)
1/3.
A model qualifies as a LES model if it explicitly contains in one or the other way the
length scale of the computational grid. RANS models on the other hand depend on phys-
ical quantities (k,ω) and geometric features like the wall distance. Several turbulence mod-
els are implemented in the HMB3 solver including the k−ω by Wilcox [152], the BSL
k−ω by Menter [86], the k−ω SST by Menter [86], and the k−ω EARSM by Hellsten
et al. [64, 144]. In addition, the QCR extensions by Spalart [122] and Sabnis [113] were
added to the k−ω SST model by Menter [86] in this work. Various hybrid RANS/LES
methods such as the Detached Eddy simulation (DES) by Spalart [122] and its variants, the
Scale-Adaptive-Simulation (SAS) by Egorov and Menter et al. [47, 87, 88], and the Limited
Numerical Scales (LNS) by Batten et al. [13] are available. Table 2.1 summarises the models
and methods in a chronological order.
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Table 2.1: Turbulence models and methods used in this work, implemented in HMB3; + -
different variants of the model are available; ∗ - any k-ω model can be used with this method
Model / Method Year References
k-ω+ 1988-2006 Wilcox [151, 152]
k-ω BSL 1994 Menter [86]
k-ω SST 1994 Menter [86]
k-ω SST + QCR V1 2000 QCR by Spalart [122]
k-ω EARSM 2005 Hellsten, Wallin, and Johansson [64]
k-ω SST + QCR V2 2020 QCR by Sabnis [113]
k-ω SST / DES 2001 Strelets [128]
k-ω ∗ / LNS 2002 Batten et al. [13]
k-ω SST / SAS 2008 Egorov and Menter [47, 87, 88]
k-ω SST / DDES 2012 Gritskevich et al. [60]
k-ω SST / IDDES 2012 Gritskevich et al. [60]
2.3.2 Linear Two-Equation Eddy-viscosity models




i j =−ρu′iu′j =−ρ
 u′u′ u′v′ u′w′v′v′ v′w′
Symm. w′w′
= 2µtS∗i j− 23ρδi jk,

























where µt is the turbulent eddy viscosity and Si j is the strain rate tensor. The term −23ρδi jk is
required so that the equality in equation 2.23 is valid upon contraction u′iu
′
i = 2k. Equation
2.23 is the Boussinesq approximation [90]. Simply put, the Reynolds stress tensor repre-
sents momentum diffusion due to turbulence in the mean flow. Boussinesq assumed that the
Reynolds stress tensor is aligned with and proportional to the mean strain rate tensor Si j. This
reduces the six unknown Reynolds stresses to only one unknown µt - the turbulent eddy vis-
cosity. The turbulent eddy viscosity has the dimension of [m2/s] and the most suitable choice
to model it is to use the turbulent kinetic energy k and a secondary turbulent quantity. For
the k−ω family of turbulence models, the secondary turbulent quantity is ω , the reciprocal
to the time scale of vorticity, or more commonly referred to as the specific dissipation rate of
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For the family of k−ω turbulence models, the transport equations for the turbulent kinetic

































where Pk = τRANSi j
∂u j
∂xi
is the turbulent kinetic energy production term, and γ , σk, σω ,β ,β ∗ are
model coefficients. The term Qω is model dependant. Subsequent subsections discuss the
formulations of the term and the values of the model coefficients.
Wilcox’s k−ω model
The popular k−ω model was developed by Wilcox [152] in 1988. Since the introduction of
the model other notable modifications to the model have been made which are discussed in















Meter’s k−ω BSL Baseline (BSL) model
Menter’s k−ω BSL model retains the robust and accurate formulation of the Wilcox k−ω model
in the near-wall region and takes advantage of the freestream independence of the k-ε model
in the outer part of the boundary layer. The difference between this model and the original
k−ω model is that an additional cross-diffusion term appears in the ω equation and that the
model coefficients are different. The original model is multiplied by a function F1 and the
transformed model by a function (1−F1) and both are added together. The function F1 is
designed to be one in the near-wall region (activating the original model) and zero away from
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the surface. Blending takes place in the wake region of the boundary layer. The Qω term and














Let φ1 represent any constant from the original k−ω model, φ2 any constant in the trans-
formed k-ε model (σk2,...) and φ the corresponding constant of the new model (σk,...), then
the relationship between them is:


































where dw is the distance to the nearest wall. The constants of the original k−ω model
(Wilcox) are:
σk1 = 0.5, σω1 = 0.5, β1 = 0.0750,
β




and the constants of the standard k-ε are:
σk2 = 1.0, σω2 = 0.856, β2 = 0.0828,
β




It is recommended to use a limiter for the production of turbulent kinetic energy k:
Pk,limited = min(Pk,20β ∗ρωk) .
Additional details about the model can be found on the Turbulence Modelling Resource of
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NASA Langley Research Center [2] and the corresponding references.
Menter’s k−ω SST model
Menter’s k−ω SST model differs from the Menter k−ω BSL model only by a modification
of the eddy viscosity and the value of the σk1 constant (σk1 = 0.85). The Qω term and the






































where the function F2 is designed to be one for boundary layer flows and zero for free shear
layers. Since in adverse pressure gradient boundary layers the production of k is larger than
its dissipation (Ω > a1ω) the modification of the Eddy-viscosity satisfies Bradshaw’s as-
sumption that shear stress in a boundary layer is proportional to the turbulent kinetic energy
k (τ = ρa1k). Similarly to Menter’s k−ω Baseline model, it is recommended to use a limiter
for the production of turbulent kinetic energy k:
Pk,limited = min(Pk,20β ∗ρωk) .
Additional details about the model can be found on the Turbulence Modelling Resource of
NASA Langley Research Center [2] and the corresponding references.
2.3.3 Non-linear Two-Equation Eddy-viscosity models
The linear dependency between the turbulent stress and the mean strain-rate tensor (Boussi-
nesq approximation) can be too restrictive for some flows. Improvements have been made by
adding additional terms aimed at compressibility, streamline curvature or better anisotropy of
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the Reynolds stress tensor (non-Boussinesq constitutive relations). This is especially true for
flows in ducts with sharp corners giving rise to secondary flows. To improve the prediction
of existing two-equation turbulence models, a non-linear constitutive model for the turbulent
stress tensor is usually adopted. An example model is the Explicit Algebraic Reynolds Stress
k−ω (k−ω EARSM ) model by Hellsten et al. [64, 144].
k−ω EARSM model
The Explicit Algebraic Reynolds Stress k−ω model proposed by Hellsten [64] is derived
from Menter’s BSL k−ω model [86] but uses the explicit algebraic Reynolds-stress model
of Wallin and Johansson [144] as a constitutive model for the turbulent stress tensor (the
constant coefficients are also re-calibrated). The non-linear contribution is thus introduced in



















i j = τ
RANS
i j −aexi j ρk,























































































Additional details about the model can be found on the Turbulence Modelling Resource of
NASA Langley Research Center [2] and the corresponding references.
Quadratic constitutive relations
The quadratic constitutive relation (QCR) was developed by Spalart [122] as an extension to
the one-equation Spalart-Allmaras [123, 124] linear eddy viscosity model which better pre-
dicts the anisotropy of the Reynolds stresses. The relation considers terms that are quadratic
in the mean vorticity and strain tensors. There have been two versions of the quadratic con-
stitutive relation developed by Spalart. The original version - QCR-2000 [122] and a more
recent QCR-2013 [82] version. The latter version features an additional term which accounts
CHAPTER 2. NUMERICAL MODELS AND CFD METHODS 44
for the 23ρkδi j term in the Boussinesq equation 2.23, since the Spalart-Allmaras model does
not provide k. The QCR can also be applied to two-equation eddy viscosity models. In this
case, the additional term in the QCR is redundant, since the two-equation eddy viscosity
model provides k. An additional QCR stress tensor bQCRi j is added to the existing stress tensor
τi j as follows:
τ
RANS





ρkδi j−bQCRi j , (2.33)
where the definition of bQCRi j depends on the QCR version. In the original QCR-2000 [122]
version bQCRi j is given by:
bQCRi j =Ccr1
(
Oikτ jk +O jkτik
)
, (2.34)
where τi j = 2µtS
∗







is the antisymmetric normalised rotation tensor, and Ccr1 = 0.3 is a model
coefficient, calibrated in the outer part of an equilibrium boundary layer by requiring a fair
level of anisotropy u′2 > w′2 > v′2. Another QCR version, developed by Sabnis [113], was
also considered. This QCR version differs from the QCR-2000 [122] version by the addition





































where Ccr1 = 0.7 and C̃cr3 = 0.8 are model coefficients. Channel, boundary layer, and pipe
flows at moderate Reynolds numbers were used to calibrate the model coefficients. The
QCR-2000 version by Spalart [122] and the QCR by Sabnis [113] are referred to as QCR
V1 and QCR V2 in this section. Additional details about the QCR by Spalart [122] can be
found on the Turbulence Modelling Resource of NASA Langley Research Center [2] and the
corresponding references.
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2.3.4 Hybrid RANS/LES methods
The structural similarity between the LES and RANS equations suggest the concept of unified
modelling. This approach is based on using the same transport equations for some resolved
quantity. The transition from RANS to LES is controlled by a specific criterion. Several
types of RANS/LES methods have been developed over the years including:
• Unsteady statistical methods - URANS, SAS methods.
• Global hybrid RANS/LES methods - based on a single set of governing equations.
RANS mode is used near the wall and LES mode away from the wall (where the grid
is sufficiently fine for LES), VLES, LNS, Explicit blending of RANS and LES, DES
methods.
• Zonal hybrid RANS/LES methods - pure LES mode is used in some pre-defined re-
gions of the domain and pure RANS mode in the remaining regions, segregated and
interfacing methods.
Very Large Eddy Simulation (VLES)
The Very Large Eddy Simulation (VLES) method was presented by Speziale [126]. The
subgrid-scale stresses are obtained by reducing (damping) the Reynolds stresses in regions
where the grid spacing ∆ approaches the Kolmogorov length scale η = (ν3/ε)1/4:
τ
LES
i j = ατ
RANS










where α is the damping parameter, β and n are some modelling (unspecified) parameters
and ∆ some representative grid spacing. As the limit ∆
η
→ 0 are relevant scales are resolved
i.e. the subgrid scales vanish completely (e.g. τLESi j = 0) leading to DNS. The regular RANS
behaviour is recovered (e.g. τLESi j = τ
RANS
i j at the other limit as
∆
η
→ ∞ as the mesh becomes
coarse or the Reynolds number becomes extremely large. Properly reaching both the DNS
and RANS limits does not guarantee that the corresponding approach provides correct LES
mode. Since the original function proposed by Speziale compares the grid spacing with the
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Kolmogorov scale, it reduces the RANS stresses significantly only in regions where the grid
resolution approaches the one required for DNS.
Limited Numerical Scales (LNS)
A variant of VLES, LNS (Limited Numerical Scales) has been introduced by Batten [13] as
a means of closure for Speziale’s approach [126]. The LNS achieves this goal by redefining
Speziale’s damping parameter α with the following ratio of effective viscosity norms:
α =
min [(L U )LES ,(L U )RANS]
(L U )RANS
, (2.38)
where (L U )LES is the length scale/velocity scale product of an LES subgrid-scale model,
and (L U )RANS is the corresponding product for the given RANS model. No additional
closure coefficients are required. In the case where consistent models are assumed for both
LES and RANS stress tensors, the damping parameter selects the shear stress of minimum
magnitude. When fine grids regions are encountered by the LNS method, due to the scaling
of the predicted Reynolds stress tensor by α , the eddy viscosity is instantaneously decreased
to the levels implied by the underlying subgrid model. Any RANS turbulence model can be
combined with any pre-existing SGS model. As an example, assuming a linear Boussinesq
closure, the definition above implies that the eddy viscosity simply gets multiplied by α:
µt = αµ
RANS








where ε = 10−20 to allow α→ 0 without singularities in low Reynolds number regions. Note
that the LNS formulation contains no additional (empirical) constants beyond those appearing
in the baseline RANS and LES models.
Detached Eddy Simulation (DES)
The Detached Eddy Simulation (DES) method in its original formulation (DES97) was de-
veloped by Spalart et al. [124]. DES97 is based on the Spalart-Allmaras (SA) one-equation
turbulence model by Spalart et al. [124] and switches from RANS mode in the near-wall
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region to LES mode away from the surface depending on the subgrid length scale ∆ and the
distance to the wall dw. To achieve the switch, the destruction term in the transport equation
for the turbulent viscosity is modified by introducing a modified distance d̃:
d̃ = min(dw,CDES∆) , ∆ = max(∆x,∆y,∆z) , (2.41)
where dw is the distance to the nearest wall, ∆x, ∆y, and ∆z is the grid spacing in the x-y-
and z-directions and CDES is a coefficient set to 0.65 (calibrated from decaying homogeneous
turbulence). Close to the wall where ∆x ≈ ∆y >> ∆z and d̃ = dw the model reduces to the
SA RANS model. Away from the wall where dw >> ∆ and d̃ = CDES∆ the model acts
as a subgrid-scale model. A similar approach can be used to create DES formulations of
existing two-equation turbulence models. However, unlike the one-equation SA model which
contains the length-scale dw only in the destruction term of the k equation, two-equation
models contain the length-scale (lRANS = f (k,ω,C)) implicitly or explicitly in a number of
terms in both transport equations. A common approach is to modify only the length scale
in the k equation destruction term (as in the SA model). This modification is not chosen
arbitrarily as it meets the requirement of a derivable Smagorinsky-like form for the eddy
viscosity (µt ∼ ρC|Si j|∆2). The DES formulation of Menter’s k−ω SST turbulence model
reads:
















where FDES is a function of the RANS and LES length-scales. If lRANS > lLES then FDES
will increase the destruction of k and allow the solution to go unsteady. There is however a
problem with the original DES formulation when it comes to near-wall regions. Since the grid
is generally fine close to walls, it could happen that the solution is triggered to go unsteady
there. This is generally an unwanted result, since near-wall turbulent structures are very small
and require a very fine grid to be resolved properly with LES. These requirements might not
be satisfied by the mesh and hence a poorly resolved LES simulation close to the walls might
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be the result. To mitigate this problem, a Delayed Detached Eddy Simulation (DDES) was
proposed by Spalart [122]. A a modified FDES function (called FDDES) is introduced in the k
equation destruction term:






where FS is a shielding function. For the DDES formulation of Menter’s k−ω SST model
the F1 or F2 function is selected as the shielding function. Since F1 and F2 become 1 in
the boundary layer, the shielding function also becomes 1, setting the FDDES term to 1. The
model coefficient CDES is obtained from:
CDES1 = 0.78, CDES2 = 0.61,
CDES = F1CDES1 +(1−F1)CDES2.
(2.44)
Scale Adaptive Simulation (SAS)
The DES method relies on the comparison of the turbulent length scale computed from the
turbulence model and the local grid spacing. The decrease of the eddy viscosity, which
allows the switch to LES mode, is controlled entirely by the destruction term Dk. Menter [85]
showed that a destruction term can be formulated without the explicit grid dependency in his
KE1E model. The destruction term was based on the von Kármán length scale which acts
as an integral length scale in boundary layer regions. For a simple boundary layer, the von















where u is the velocity parallel to the wall and y is the wall-normal coordinate. For general
multi-dimensional calculations, the model includes modifications to avoid the singularity for
the vanishing mean strain-rate Menter et al. [89] used the following invariant formulation of
the von Kármán length scale
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lvK = κ





,κ = 0.41, (2.46)
and proposed the following modification to the KE1E model:
˜lvK = max(lvK,CSAS∆̃),
∆̃ = max(∆x,∆y,∆z),CSAS = 0.6.
(2.47)
It was found that lvK introduced a dynamic behaviour into the KE1E model. Menter and
Egorov [87,88] used the same approach to introduce a dynamic behaviour into the k−ω SST model.
An additional destruction term ρQSAS is added to the equation for the specific dissipation rate
















































When QSAS = 0 the resulting model mode is RANS (e.g. in attached boundary layers). When
QSAS > 0 the model switches to scale-resolving mode.
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2.4 Grid generation techniques
Multi-block structured grids were used in this work as they offer improved convergence (grid
lines are aligned with the predominant flow direction) and require less memory. Unlike un-
structured grids, multi-block structured grids, as the name suggests, consist of multiple blocks
that divide the computational domain into simple sub-domains. For complex geometries, the
division of the computational domain into sub-domains can be challenging. The orientation,
size, and the ordering of the blocks is referred to as the grid topology. Depending on the com-
putations considered in this work fully matched or overset grids were used. A brief outline of
the two methods is given below. All block-structured grids were generated using the ANSYS
ICEM-Hexa [1] grid generation software.
2.4.1 Fully matched grids
Fully matched grids, as the name suggests, are grids where the entire domain is represented
by a single multi-block structured grid. If the geometry is complex, the generation of a fully-
matched grid can be challenging. In such cases, the overset method can be used to simplify
the grid topology. Figures 2.1 and 2.2 show fully matched grids of a fore-body with an intake
and a duct with a bump.
Figure 2.1: Fully matched grid topology of a fore-body intake geometry
The first grid employs O-topology whereas the latter grid uses an H-topology.
2.4.2 Overset grids
The overset method allows computation on grids which consist of independently generated,
overlapping, non-matching grids. The grids are sorted hierarchically with higher grid levels
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Figure 2.2: Fully matched grid topology of a duct with a bump
having higher priority. The exchange of information between the grids is performed by in-
terpolation considering the level priority of the grids. Figure 2.3 shows an overset grid of a
generic store.
Figure 2.3: Overset grid topology of a store geometry (left); detailed view of the store grid
topology (right); grid slices (bottom)
The overset grid consists of two independently generated grids (two levels). The background
(or far-field) grid (level 0) represents the entire computational domain and the store grid (level
1) represents a portion of the computational domain around the store. When using an over-
set grid, a cell search is carried out to identify which cells do not need interpolation as they
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overlap with cells belonging to a higher-level grid or with a solid and which cells do need
interpolation. A range-tree algorithm is used for the search. The interpolation weights are
also calculated during the search. Zero-order, least squares, and inverse distance weighting
are the available interpolation methods. No additional treatment is implemented to ensure
conservation during the interpolation. More information about the method and its implemen-
tation in the HMB3 flow solver can be found in Jarwowsky et al. [75]. The details of the
grids used in the thesis are documented in the respective chapters.
2.5 Summary of HMB development
Modifications to the HMB flow solver were performed as part of the work presented in this
thesis. The modifications include but are not limited to improving and validating existing
turbulence models as well as the addition of new turbulence models. The list below outlines
the modifications:
• Verification and validation of the implemented k-ω EARSM turbulence model
• Verification and validation of the implemented k-ω SST turbulence model
• Addition of different quadratic constitutive relations to the family of k-ω turbulence
models in HMB3, including the k−ω , k-ω , BSL, and k-ω SST turbulence models
• Implementation of a synthetic eddy method (SEM) for turbulence generation
• Implementation of a 3D profile generator, used by the synthetic eddy method
Chapter 3
Validation of the CFD methods for
SWBLIs ∗
3.1 Normal shock interactions
Simulations were carried out of the single normal SWBLI experiment by Dèlery [36] to
validate the CFD method. In the experiments of Dèlery [36], a rectangular test section with a
bump mounted on the lower wall was used to accelerate the flow to a pre-shock Mach number
of Mr = 1.42. The width of the test section was constant and equal to W = 120 mm. The
height of the test section upstream of the bump was H = 100 mm, and the unit Reynolds
number was Re = 1.4× 107 m−1. Wall pressure and boundary layer measurements were
performed at several streamwise locations. Figure 3.1 shows a schematic of the experimental
setup used by Dèlery [36].
3.1.1 Grids and numerical setup
The numerical domain, shown in figure 3.2 below, was non-dimensionalised with the height
of the test section upstream of the bump (H = 100 mm). In addition, the domain only consid-
ered the test section slightly upstream and downstream of the bump. Multiblock structured
grids of the numerical domain were created using an H-topology. Figure 3.2 (bottom) shows
the grid blocking topology. The grid was non-dimensionalised using H as the reference di-
mension. To ensure a y+ value of 1, the minimum wall distance ∆ymin was set to 10−5H.
Grids stretching was employed away from the wall using a hyperbolic distribution. Table 3.1
∗The shock train results in this chapter are published in K. Boychev et al. "Flow physics and sensitivity
to RANS modelling assumptions of a multiple shock wave/turbulent boundary layer interaction", Aerospace
Science and Technology, Vol. 97, Issue 1, 2019, DOI: https://doi.org/10.1016/j.ast.2019.105640
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Figure 3.1: Sketch of the experimental setup of the SWBLI experiment by Dèlery [36].
lists the grid parameters. Values in brackets indicate spacing in wall units. The spacings in
wall units were calculated using an average y+ obtained by averaging the y+ values of all
cells adjacent to the wall.
Table 3.1: Grid parameters; dash indicates hyperbolic stretching; values in brackets indicate
spacing in wall units obtained using an average y+ of 0.732.
Grid min ∆x/H ∆y/H ∆z/H Points Cells
Coarse 0.005 (370) 10−5-0.02-10−5 10−5-0.02-10−5 4.55×106 4.13×106
Fine 0.005 (370) 10−5-0.01-10−5 10−5-0.01-10−5 13.57×106 12.62×106
Numerical simulations were performed investigating the effect of turbulence modelling and
method (statistical or scale-resolving) on the upper and lower wall pressure. The outlet pres-
sure ratio was set to η = 0.8153 and the inlet Mach number to Mu = 0.6. The inlet Mach
number was obtained from the experimental pressure ratio at that location (p/p0 ≈ 0.7793)
and the stagnation pressure (p0≈ 95000 Pa) using isentropic relations. The Reynolds number
was set to ReH = 1.4× 106 and was based on the height of the test section, upstream of the
bump (H = 100 mm). The steady simulations were performed at a CFL of 2 until the flux
residuals were reduced to 10−5. The unsteady simulations used a non-dimensional time step
of ∆tH/Vu = 10
−3 which based on the height of the test section translates to a dimensional time
step of ∆t ≈ 5×10−7 s. A total of 400 unsteady steps were performed. The wall pressure was
averaged over the last 100 unsteady steps. The implementation of the synthetic eddy method
(SEM), detailed in Appendix A, was tested during the simulations. It was of interest to deter-
mine if HMB3 can run the SEM algorithm without any errors. The streamwise grid spacing
at the inlet was intentionally made larger to prevent the propagation of the fluctuations from
the synthetic eddy method downstream. As expected, the fluctuations did not affect the solu-
tion, and the test showed that the HMB3 can run the SEM algorithm without any errors. The
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Figure 3.2: Numerical domain and boundary conditions (top); grid blocking topology (bot-
tom).
solution is driven by the unsteadiness at the end of the test section bump. Table 3.2 lists the
simulation parameters. As the flow at the inlet is subsonic (Mu = 0.6) the RANS simulations
were initialised with the flow conditions at the inlet. At the inlet a turbulence intensity of
Iu = 1% and a Mach number of Mu = 0.6 were prescribed. This Mach number was selected
to match the experimental pressure ratio at the inlet location.
Table 3.2: Simulation parameters.
Grid η ∆tH/Vu Forcing Turb. model Method
Coarse 0.8153 - No k−ω SST RANS
Coarse 0.8153 - No k−ω SST QCR V1 RANS
Coarse 0.7908 - No k−ω EARSM RANS
Fine 0.8153 - No k−ω SST RANS
Fine 0.8153 - No k−ω SST QCR V1 RANS
Fine 0.7908 - No k−ω EARSM RANS
Fine 0.8153 1×10−3 Yes k−ω SST SAS
Fine 0.8153 1×10−3 Yes k−ω SST LNS
Fine 0.8153 1×10−3 Yes k−ω SST DES
Fine 0.8153 1×10−3 Yes k−ω EARSM LNS
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3.1.2 Comparison with experimental data
The effect of grid refinement was investigated first. Figures 3.3 to 3.4 compare the wall
pressure on the lower wall between the coarse and fine grids for the different turbulence
models considered. For the experimental pressure ratio of η = 0.8153 the k−ω SST and
k−ω SST QCR models agreed with the experiment on the location of the shock. However,
both models were unable to capture the pressure drop immediately downstream of the shock
caused by the separation. The inability to capture the downstream pressure drop is related to
the underprediction of the separation at that location.
Figure 3.3: Lower wall pressure on the coarse and fine grids with the k−ω SST model.
For the k−ω EARSM model, the pressure ratio had to be decreased to η = 0.7908 in order
to match the experimental shock location. Nevertheless, the non-linear model predicted the
separation better than the linear models and resulted in a closer agreement with the experi-
ment up to x/H ≈ 3. Further downstream the wall pressure was underpredicted by the model.
Figure 3.5 shows the Mach number contours for the fine grid.
Figure 3.4: Lower wall pressure on the coarse and fine grids with the k−ω EARSM model.
In addition to the lower wall pressure, boundary layer profiles were extracted at three stream-
wise locations and compared to the experimental measurements. Experimental boundary
layer measurements were performed at the centreline of the lower wall at x/h = 2.81, x/h =
3.02, and x/h = 3.44. The start of the bump on the lower wall marked the x/H = 0 location.
The streamwise velocity and Reynolds stresses were non-dimensionalised with the speed of
CHAPTER 3. VALIDATION OF CFD METHODS FOR SWBLIS 57
Figure 3.5: Mach number contours on the fine grid with the k−ω EARSM model.
sound at stagnation conditions u/a0 ≈ 347.12 m/s. Figure 3.6 shows the u/a0 profiles ob-
tained from the coarse grid at the three streamwise locations and compares them with the ex-
perimental measurements. The linear models were observed to significantly underpredict the
separation at the centreline. Even the addition of QCR terms to the linear k−ω SST model
did not improve the separation predictions. The underprediction of the separation was also
reflected by the overprediction of the lower wall pressure.
Figure 3.6: Streamwise velocity profiles from the coarse grid at x/h = 2.81, x/h = 3.02, and
x/h = 3.44.
The k−ω EARSM non-linear model improved the wall pressure predictions by capturing
the separation sizes at locations x/h = 3.02 and x/h = 3.44 better. The model overpredicted
the separation at location x/h = 2.81 but improved the shear stress predictions. Barakos et
al. [11] showed that non-linear models result in improved shear stress predictions for the case.
Figure 3.7 shows the u/a0 profiles obtained from the fine grid.
No significant differences between the profiles from the fine grid and coarse grid were ob-
served. As expected, the k−ω EARSM exhibited greater sensitivity to the grid refinement
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Figure 3.7: Streamwise velocity profiles from the fine grid at x/h = 2.81, x/h = 3.02, and
x/h = 3.44.
due to its use of higher-order derivatives. Figure 3.8 shows the shear Reynolds stress−u′v′/a20.
Both the k−ω SST and k−ω EARSM models underpredicted the−u′v′/a20 Reynolds stress,
however, the k−ω EARSM model predicted a distribution which is in a closer agreement
with the experiment, downstream of x/H = 2.81.
Figure 3.8: Reynolds stress profiles at x/h = 2.81, x/h = 3.02, and x/h = 3.44.
Scale-resolving simulations
Since no significant differences in the wall pressure or the streamwise velocity profiles were
observed, the fine grid was selected for further scale-resolving simulations of the experiment.
The implemented synthetic eddy method (SEM), outlined in Appendix A, was used to gen-
erate turbulence at the inlet. The use of the SEM method for this case was not necessary
as the separation at the end of the test-section bump acts as a source of unsteadiness and is
sufficient to trigger the scale resolving mode of the methods. Nevertheless, the SEM method
was used to be tested. The velocity fluctuations generated by SEM were superimposed onto
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the mean profile specified at the inlet. A turbulence intensity of 1% was assumed along with
isotropy of the normal Reynolds stresses u′u′ : v′v′ : w′w′ = 1 : 1 : 1 resulting in the following












Figure 3.9 shows the turbulent kinetic energy scaled by the Reynolds number, kReH , at the
inlet. The turbulent spots, indicated by the higher values kReH , are generated by a collec-
tion of isotropic eddies, convected through the inlet plane. At every timestep, each eddy is
convected using the streamwise velocity at the inlet. When an eddy reaches a specific down-
stream distance, usually equal to twice the size of the eddy, it is regenerated at the same
distance upstream of the inlet. The decision to use the fine grid for the scale-resolving simu-
lations instead of the coarse grid is further supported by Figures 3.10 and 3.11. Figure 3.10
compares the wall pressure between the two grids which was obtained by averaging 100 un-
steady steps. The effect of averaging is also shown in the figure. The fine grid resolves the
separation at the end of the bump and the subsequent increase in wall pressure. The agree-
ment with the experiment is satisfactory, however, further adjustment of the back pressure
can lead to additional improvements. The coarse grid fails to capture the pressure drop due to
the separation. Iso-surfaces of the instantaneous Q-criterion, shown in Figure 3.11, indicate
the capability of the fine grid to resolve more turbulent structures. Such structures are absent
at the centreline of the coarse grid.
Figure 3.9: Synthetic eddy method at the inlet.
Additional scale-resolving simulations were performed using the scale-adaptive-simulation
(SAS) and the limited numerical scales (LNS) approach. Figure 3.12 shows the wall pres-
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Figure 3.10: Lower wall pressure for the DES simulation performed on the coarse and fine
grids (a) and effect of averaging on the coarse grid (b).
sure obtained from the k−ω SST SAS, and the k−ω SST LNS, and the k−ω EARSM LNS
models. The SAS method, like the DES, captures the drop in the wall pressure due to the
separation and its increase downstream of x/H ≈ 3. The onset of the interaction is slightly
upstream, which suggests that further modifications of the back pressure can lead to addi-
tional improvements. Unlike DES, the SAS resolves fewer turbulent structures. However, it
resolves turbulent structures in the separated centreline region which leads to improved wall
pressure predictions. Due to the relative ease of the implementation of the LNS method, it
was of particular interest to see whether it can resolve as many turbulent structures as the DES
and the SAS. The LNS method was applied to two turbulence models - the k−ω SST and the
k−ω EARSM . Unfortunately, neither of the methods resulted in improvements as signifi-
cant as the ones observed with the DES and SAS methods. Very few turbulent structures were
resolved by the k−ω SST LNS method and turbulent structures were absent at the centre-
line. As a result, the pressure was significantly overpredicted at the location of the centreline
separation.
The k−ω EARSM LNS method offered slight improvements over the k−ω SST LNS method,
however, the wall pressure was still overpredicted. The non-linear nature of the model re-
sulted in more turbulent structures in the corner regions, downstream of the start of the in-
teraction. Like the k−ω SST LNS method, no turbulent structures at the centreline were
observed.
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Figure 3.11: Instantaneous Q criterion iso-surfaces Q = 10 colored by Mach number for the
k−ω SST DES simulation on the coarse grid (top) and fine grid (bottom).
Figure 3.12: Lower wall pressure for the SAS and LNS simulations performed on the fine
grid.
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Figure 3.13: Instantaneous Q criterion iso-surfaces Q = 10 colored by Mach number for the
k−ω SST SAS (top), the k−ω SST LNS (middle), and the k−ω EARSM LNS (bottom)
simulations.
CHAPTER 3. VALIDATION OF CFD METHODS FOR SWBLIS 63
To summarise, the k−ω SST DES and SAS resulted in an improved prediction of the av-
eraged lower pressure as shown in Figures 3.10 and 3.12. The former did not improve the
wall pressure predictions on the coarse grid. The k−ω SST LNS did not result in signifi-
cant improvement of the averaged wall pressure compared to the k−ω EARSM simulations.
From Figure 3.13 it was observed that the LNS capability to resolve the flow is considerably
less than the DES and the SAS. The developed LNS formulation of the k−ω EARSM model
did not result in significant improvements in the averaged wall pressure compared to the
k−ω EARSM simulations. Although the LNS method was relatively simple to implement,
it was shown that on similar sized grids it performs worse than the DES and SAS methods.
3.2 Multiple normal shock interactions
After the single normal shock cases, simulations of the multiple normal SWBLI experiment
by Carroll et al. [24] were performed to validate the CFD method. The MSWBLI experiment
by Carroll et al. [24] is of the few MSWBLI experiments that contains extensive flowfield
measurements apart from wall pressure measurements, making it suitable for validation. In
the experiment a 750 mm long rectangular test section was used. The upper and lower walls
of the test section had a divergence angle of 0.13 deg. Taking into account the divergence
angle, the width, and the height of the test section at xr = 264.8 (the onset of the wall pressure
rise) mm are H = 33.75 mm and W = 76.2 mm. The width of the test section is constant.
Laser Doppler Velocimetry (LDV) measurements were performed from x = 264.8 mm to
x = 664.8 mm at variable intervals. Over the length of the LDV measurements the upper
and lower walls diverge by 0.91 mm. The unit Reynolds number was Re = 3×107 m−1. At
xr = 264.8, the boundary layer thickness and confinement were δr = 5.4 mm and δr/h = 0.32
where h is the half-height of the test section at this location (h = H/2). Figure 3.14 shows a
schematic of the experimental setup used by Carroll [24].
3.2.1 Grids and numerical setup
The numerical domain, shown in figure 3.14, was non-dimensionalised with the half-height
of the test section at the inlet (h = 16.275 = H/2 mm).
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Figure 3.14: Sketch of the experimental setup of the MSWBLI experiment by Carroll [24].
Figure 3.15: Numerical domain and boundary conditions (top); grid blocking topology
(bottom).
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Two-and-three dimensional multiblock structured grids of the numerical domain were created
using an H-topology. Figure 3.15 (bottom) shows the grid blocking topology. The grid was
non-dimensionalised using h as the reference dimension. To ensure a y+ value of 1 the
minimum wall distance ∆ymin was set to 1× 10−5h. Grid stretching was employed away
from the wall using a hyperbolic distribution. Tables 3.3 and 3.4 list the two-dimensional and
three-dimensional grid parameters. For the two-dimensional simulations the Mach number
at the inlet was set to Mu = 1.64. Due to the boundary layer developing on the side walls the
inlet Mach number of the three-dimensional simulations was set to Mu = 1.69. The turbulence
intensity and eddy viscosity ratio at the inlet were set to Iu = 0.01 (1%) and µt/µ = 10 for
each simulation. All simulations used the third-order MUSCL scheme available in HMB3
for spatial reconstruction unless explicitly stated otherwise. Tables 3.5 and 3.6 show the

































Table 3.3: Two-dimensional grid parameters; values in brackets indicate spacing in wall units.
Spacing Coarse Medium Fine
∆xmin 0.038 (380) 0.018 (180) 0.008 (80)
∆xmax 0.3 (3×104) 0.3 (3×104) 0.3 (3×104)
∆ymin 10−5 (0.1) 10−5 (0.1) 10−5 (0.1)
∆ymax 0.05 (500) 0.05 (500) 0.05 (500)
∆zmin 10−5 (0.1) 10−5 (0.1) 10−5 (0.1)
∆zmax 0.05 (500) 0.05 (500) 0.05 (500)
Points 2.16×105 3.64×105 6.42×105
Table 3.4: Three-dimensional grid parameters; values in brackets indicate spacing in wall units.
Spacing Extra coarse Coarse Medium Fine Very fine
∆xmin 0.048 (480) 0.038 (380) 0.018 (180) 0.018 (180) 0.018 (180)
∆xmax 0.3 (3×104) 0.3 (3×104) 0.3 (3×104) 0.3 (3×104) 0.3 (3×104)
∆ymin 10−5 (0.1) 10−5 (0.1) 10−5 (0.1) 10−5 (0.05) 10−5 (0.05)
∆ymax 0.05 (500) 0.05 (500) 0.05 (500) 0.05 (500) 0.03 (300)
∆zmin 10−5 (0.1) 10−5 (0.1) 10−5 (0.1) 10−5 (0.05) 10−5 (0.05)
∆zmax 0.05 (500) 0.05 (500) 0.05 (500) 0.05 (500) 0.03 (300)

































Table 3.5: Two-dimensional simulations parameters.
Grid Iu % Mu Mr δr mm δr/h xr/h p/pu p/pr Turb. model
Coarse 1.0 1.640 1.614 6.36 0.391 26.697 2.4841 2.3773 k−ω SST
Medium 1.0 1.640 1.614 6.61 0.406 27.523 2.4841 2.3756 k−ω SST
Fine 1.0 1.640 1.612 6.69 0.411 27.721 2.4841 2.3722 k−ω SST
Fine 1.0 1.640 1.606 7.83 0.481 32.200 2.4841 2.3460 k-ω
Fine 1.0 1.640 1.610 7.37 0.453 32.922 2.4841 2.3764 k−ω BSL
Fine 1.0 1.640 1.622 5.06 0.311 26.650 2.4841 2.4094 k−ω EARSM
Experiment [23] - - 1.610 5.40 0.320 0 - 2.2309 -
Table 3.6: Three-dimensional simulations parameters.
Grid Iu % Mu Mr δr mm δr/h xr/h p/pu p/pr Turb. model
Extra coarse (No symmetry) 1.0 1.69 1.617 5.25 0.323 21.353 2.4776 2.2239 k−ω SST
Extra coarse 1.0 1.69 1.617 5.25 0.323 21.353 2.4776 2.2239 k−ω SST
Coarse 1.0 1.69 1.623 5.45 0.335 22.396 2.4776 2.2425 k−ω SST
Medium 1.0 1.69 1.623 5.38 0.331 22.542 2.4776 2.2459 k−ω SST
Fine 1.0 1.69 1.624 5.41 0.332 22.729 2.4776 2.2475 k−ω SST
Medium 1.0 1.69 1.604 7.04 0.432 27.062 2.4776 2.1373 k-ω
Medium 1.0 1.69 1.612 6.46 0.397 27.393 2.4776 2.1634 k−ω BSL
Medium 1.0 1.69 1.622 5.06 0.311 26.391 2.4776 2.2485 k−ω EARSM
Experiment [23] - - 1.610 5.40 0.320 0 - 2.2309
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Figure 3.16: Iteration history of the residuals.
The initial solution was obtained from an inviscid normal shock solution with a pre-shock
Mach number of Mu. Residuals were reduced to at least 5 orders of magnitude. Figure 3.16
shows an example iteration history of the residuals.
3.2.2 Comparison with experimental data
Two-dimensional calculations
Figure 3.17 shows the wall pressure and the Mach number contours obtained on the three
two-dimensional grids. No error bars are shown for the wall pressure as the pressure ratio
error was estimated to be ∆p/pr = ±0.004 (measurement uncertanties of ±0.07 kPa were
reported). As the number of grid points in the x-direction was increased the onset of the in-
teraction moved downstream by ∆x/h = 1.0238 (2 % of the length of the simulation domain).
Since the three-grids had the same spacing in the y-direction an additional, extra fine, grid
with a reduced spacing in the y-direction was considered. No difference in the wall pres-
sure was observed between the fine and the extra fine grids. Slight differences in the Mach
number contours were present in the form of shorter supersonic "tongues" and slightly larger
Mach stem. These differences did not affect the wall pressure or the centreline Mach num-
ber, shown in figure 3.18, both of which suggested that the solution is grid converged. Figure
3.19 shows the skin friction coefficient comparison between the three two-dimensional grids
and the experiment. The friction coefficient was identical between the three-grids showing
boundary layer separation at x/h≈ 0.4 and reattachment at x/h≈ 1.6. To further support the
solution is grid converged figures 3.20 to 3.24 compare profiles of streamwise velocity, turbu-
lent kinetic energy, and Reynolds stresses between the simulations on the three-grids and the
experiment. From figure 3.21 growth of turbulent kinetic energy, k, downstream of the Mach
stem is observed. As the k−ω SST model was used in its simplest formulation, it did not
include a limiter for k, therefore the growth of k downstream of the Mach stem was expected
(triggered by the strong normal gradients). No significant differences in the Reynolds stress
profiles between the medium and fine grids were observed. The u′u′/V 2u Reynolds stress
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Figure 3.17: Wall pressure (a) and Mach number contours for the coarse (b), medium (c),
and fine (d) grids.
was underpredicted throughout the beginning of the interaction whereas the −u′v′/V 2u and
v′v′/V 2u components were overpredicted throughout the entire interaction. As a result, the
turbulent kinetic energy was also overpredicted. However, the good agreement between the
medium and fine grids in the Reynolds stress profiles also suggested that the solution is grid
converged.
Figure 3.18: Centreline Mach number for the coarse, medium, and fine grids.
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Figure 3.24: Reynolds stress contours v′v′/V 2u for the fine grid (a) and profiles (b-k) for the coarse, medium, and fine grids.
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The grid convergence index (GCI) method proposed by Roache [108, 109] was used to in-
vestigate the grid convergence. The details of the method are listed in Appendix C along
with a Matlab script with an example. The grid convergence index (GCI) was calculated
based on the number of grid points N and the onset of the interaction xr and is listed in table
3.5. Table 3.7 shows the grid sizes and refinement ratios and table 3.8 the calculated order
of convergence, the asymptotic solution for xr, and the grid convergence index reported on
the finer grids. The values of xr are monotonic and the difference ∆xr decreases between
the grid refinements. As a result the values of the grid convergence index, indicative of the
solution error, also decrease. The values of the GCIs might increase if ∆xr increases between
grid refinements. In this case the method is not applicable. When the ratio of the GCIs is
close to one the results are in the asymptotic range of convergence, as is the case here. The
ratio of GCIs, listed in the last column of table 3.8 is 0.9929. Despite the solution being grid
converged the wall pressure at the beginning of the interaction is slightly overpredicted.
Table 3.7: Grid sizes and refinement ratios for the coarse, medium, and fine grids.
Grid Grid size h Refinement ratio r xr
Fine (1) 1.0000 1.7623 27.7206
Medium (2) 1.7623 1.6793 27.5227
Coarse (3) 2.9594 - 26.6968
Table 3.8: Order of convergence, asymptotic solution and grid convergence index calculated
from the coarse, medium, and fine grids.
Order of convergence p Asymptotic solution for xr GCI23 % GCI12 % rpGCI12/GCI23
2.82869 27.7705 1.1254 0.2250 0.9929
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Figure 3.25: Wall pressure (a) and Mach number contours for the k-ω (b), baseline k-ω (c),
k−ω SST (d), and k−ω EARSM (e) turbulence models on the two-dimensional fine grid.
Following the grid refinement study, a study on turbulence models was performed on the two-
dimensional fine grid with the boundary conditions kept fixed. The standard k-ω [86], base-
line k-ω [86], and k−ω EARSM [64,144] turbulence models were used. Figure 3.25 shows
the wall pressure and Mach number contours. Substantial variation of the location of the first
shock wave is observed depending on the turbulence model used. The k−ω EARSM model
predicted the shock train at the most upstream location whereas the baseline k-ω at the most
downstream location. The difference in the location was ∆x/h≈ 6.2882 (13.67 % of the do-
main length). The shortest shock train was predicted by the k-ω model whereas the longest
by the k−ω EARSM model. Since the length of the shock train is affected by the structure
of the frist shock wave it is not unusual that the k−ω EARSM model predicts the longest
shock train as the first shock wave does not have a distinct Mach stem. Differences in the
Mach stem height (shock wave structure) are most likely due to overprediction/underpredic-
tion of the separation size. For the k−ω EARSM model the height of the separation (line
where u/Vu =−1×10−3) is y/h = 0.05437 whereas for the baseline k-ω it is y/h = 0.01883.
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Three-dimensional calculations
The above two-dimensional simulations do not model the sidewalls of the test section. Since
boundary layers develop on the sidewalls as well, two dimensional simulations often fail
to take into account the flow confinement resulting from the side walls. For test sections
with small aspect ratio the effect of the sidewalls is expected to be substantial. The three-
dimensional simulations consider only a quarter of the domain, employing symmetry bound-
ary conditions at the x-y and x-z planes, as simulations of the full and quarter domain showed
no differences in the wall pressure. Figure 3.26 shows the wall pressure and Mach number
contours obtained with the k−ω SST turbulence model on the four three-dimensional grids
listed in table 3.4.
Figure 3.26: Wall pressure (a) and Mach number contours for the three-dimensional coarse
(b), medium (c), fine (d), and veryfine (e) grids obtained with the k−ω SST turbulence
model.
Similar wall pressure and centreline Mach number distributions on all grids were observed
suggesting that the medium grid is adequate for capturing the three-dimensional flow features.
Similar observations for the wall pressure and centreline Mach number (figures 3.28 and
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Figure 3.27: Centreline Mach number for the three-dimensional coarse, medium, fine, and
veryfine grids obtained with the k−ω SST turbulence model.
Figure 3.28: Wall pressure for the three-dimensional medium and fine grids obtained with
the k−ω EARSM turbulence model.
Figure 3.29: Centreline Mach number for the three-dimensional medium and fine grids
obtained with the k−ω EARSM turbulence model.
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3.29) on the medium and fine grids with the k−ω EARSM turbulence model were made.
Figure 3.30 shows the comparison between the density gradient from the very fine grid and
the experiment. The density gradient was obtained by taking the magnitude of the density
gradient at the mid-plane of the duct. According to Edney’s classification [45], the initial
shock forms a type II shock pattern in the experiment. For detailed schematics of the six
different shock patterns refer to the work by Dèlery [33]. The very fine grid results in a type I
shock pattern, due to the larger separation at the foot of the shock predicted by the non-linear
turbulence model. In contrast, the linear turbulence models predict a type II shock pattern
with a Mach stem.
Figure 3.30: Numerical schlieren obtained from the very fine grid (top) and experimental
schlieren (bottom).
As the predicted shock structure is type I, the flow decelerates less when compared to the ex-
periment, which featured a type II structure. The reduced deceleration resulted in increased
shock spacings.
Several shock train models have been developed over the years including the shockless model
by Crocco [30] followed by the diffusion model and modified diffusion models by Ikui et
al. [72], and the mass averaging pseudo-shock model by Matsuo et al. [83]. These models
can only predict the pressure rise across the shock train. An empirical quadratic equation for
cylindrical ducts was developed by Waltrup and Billig [145]. The equation gives the pressure
distribution and the distance over which the pressure rise is spread. Further modifications
to the equation were made by Billig [14] for square ducts. The equation for the pressure





















where θr is the momentum thickness before the interaction, Reθr is the momentum thickness
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Reynolds number, H = 2h is the duct height and α is either 1/4 or 1/5 for circular or square
ducts respectively. The equation is used for predicting the monotonic pressure rise across the
shock train region. It can not model the subsequent mixing region. Both circular and square
duct equations have been applied and are presented in figure 3.31. The square duct equation
shows better agreement with experiments, however, the equation underpredicts the pressure
gradient at the beginning of the interaction.
Figure 3.31: Experimental, very fine grid wall pressure, and wall pressure computed with
the Waltrup and Billig empirical equations [14, 145].
Effect of turbulence models
Several turbulence models and their effect on the sensitivity of the solution to turbulence
modelling was investigated. In particular, the turbulence models considered are the eddy-
viscosity based - standard k-ω [86], baseline k−ω [86], and k−ω SST [86] models and the
Reynolds stress based - the k−ω EARSM [64,144] model. Figure 3.32 shows the wall pres-
sure and the Mach number distribution for all models. The standard k-ω turbulence model
predicted the shortest shock train with 4 shock waves downstream of the initial normal shock
wave. The baseline k-ω and the k−ω SST turbulence models predict longer shock trains
with the k−ω SST predicting the longest shock train of all models. This behaviour is sim-
ilar, but not identical, to the two-dimensional simulations. All linear eddy-viscosity based
models (EVMs) - the standard k-ω , baseline k-ω , and the k−ω SST predicted a wall pres-
sure featuring small oscillations due to the strong shocks and large corner vortices. From the
solid black line which indicates the sonic line, M = 1, it was observed that the EVMs predict
the supersonic core flow to be much closer to the wall, due to the missing separation at the
upper and lower walls. The Reynolds stress based k−ω EARSM model, on the other hand,
predicted separation at the upper and lower walls and showed no pressure oscillations on the
wall. From the Mach number contours, it was observed that the supersonic core flow is not
as close to the wall as the one predicted by the EVMs. Figure 3.37 shows that the boundary
layer predicted by the k−ω SST is less prone to separation resulting in stronger pressure
oscillations where the shocks are formed. The k−ω EARSM model underpredicts the wall
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pressure, due to the overprediction of the separation at the upper and lower walls as shown
in figure 3.37. Nevertheless, the k−ω EARSM turbulence model gave the best agreement
with the experiments. Figure 3.33 shows the three-dimensional structure of the pseudo-shock
system. The M = 1 iso-surface visualises the structure of the shock train and the following
mixing zone. The u/Vu = −1× 10−3 iso-surface visualises the separation zones. For the
EVMs the flow shows a large corner separation and no or little separation at the centreline.
The shape of the shock train and the following mixing region is octagonal. In contrast, the
RSM showed little corner separation due to its suppression by the secondary (corner) flows.
The corner flows increase the fluid momentum near the corner by bringing higher momentum
fluid from the core flow. The increased momentum suppresses the separation.
Figure 3.32: Wall pressure (a) and Mach number contours the standard k-ω (b), baseline
k-ω (c), k−ω SST (d), and k−ω EARSM (e) turbulence models.
Larger separation was observed at the upper and lower walls and the shape of the pseudo-
shock system was more rectangular than octagonal. Figure 3.34 shows the visualisation of
the wall shear stress using friction lines just above the wall for each turbulence model and
figure 3.35 compares the visualisation of the k−ω EARSM wall shear stress using friction
lines just above the wall to the oil flow visualisation from the experiment. Red lines indicate
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flow features such as the centreline separation and the corner flows. The friction lines were
obtained by projecting the near wall velocity onto the wall using the following equations:








m̂i = εi jkn jlk,
(3.3)
where ūwalli is the velocity in the cell adjacent to the wall and l̂i and m̂i are the unit vectors
along and normal to the flow direction. The skin friction coefficient can then be calculated
using the following equations:












i, j m̂ j,
C f = 2
√
C f kC f k
(3.4)
where C f is the skin friction coefficient and τRANSi, j is the Reynolds stress tensor. Apart from
the large separation at the centreline predicted by the model, it appears to capture well the
flow structure near the corners. In addition to the comparison of the three-dimensional struc-
ture of the pseudo-shock system, figures 3.38 to 3.43 compare the streamwise velocity, wall-
normal velocity, turbulent kinetic energy, and Reynolds stress profiles at several stations with
the experiment for the different eddy-viscosity and Reynolds stress turbulence models. These
quantities, especially the Reynolds stresses are rarely compared as they are often not mea-
sured in MSWBLI experiments. Since in the MSWBLI experiment by Carroll et al. [24]
the u′u′/V 2u , −u′v′/V 2u , and v′v′/V 2u Reynolds stress components were measured they were
compared to the simulations. From the profiles, it was observed that the EVMs and RSMs
underpredict the u′u′/V 2u Reynolds stress component throughout the beginning of the inter-
action. The v′v′/Vu component was overpredicted throughout the entire interaction by all
models, with the k−ω EARSM model giving the largest overprediction. The agreement be-
tween the −u′v′/V 2u component and the experiment was, nevertheless, satisfactory.
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Figure 3.33: M = 1 (shaded green) and u/Vu =−1×10−3 (shaded blue) isosurfaces for the
standard k-ω (a), baseline k-ω (b), k−ω SST (c), and k−ω EARSM (d) turbulence models.
Figure 3.34: Visualisation of the wall shear stress using friction lines just above the wall for
the k-ω (a), baseline k-ω (b), k−ω SST (c), and k−ω EARSM (d) turbulence models.
Figure 3.35: Comparison of the visualisation of the k−ω EARSM wall shear stress using


































Figure 3.36: Centreline Mach number for the standard k-ω , baseline k-ω , k−ω SST , and k−ω EARSM turbulence models.

































Figure 3.38: Streamwise velocity u/Vu contours (a) for the k−ω EARSM and profiles (b-k) for the standard k-ω , baseline k-ω ,

































Figure 3.39: Wall normal velocity v/Vu contours (a) for the k−ω EARSM and profiles (b-k) for the standard k-ω , baseline k-ω ,

































Figure 3.40: Turbulent kinetic energy k/V 2u contours (a) for the k−ω EARSM and profiles (b-k) for the standard k-ω , baseline k-ω ,

































Figure 3.41: Reynolds stress u′u′/V 2u contours (a) for the k−ω EARSM and profiles (b-k) for the standard k-ω , baseline k-ω ,

































Figure 3.42: Reynolds stress −u′v′/V 2u contours (a) for the k−ω EARSM and profiles (b-k) for the standard k-ω , baseline k-ω ,

































Figure 3.43: Reynolds stress v′v′/V 2u contours (a) and profiles (b-k) for the standard k-ω , baseline k-ω , k−ω SST , and the
k−ω EARSM .
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The effect of the two QCRs - QCR V1 and QCR V2, presented in chapter 2, on the multiple
shock wave boundary layer interaction by Carroll et al. [23] was investigated next. The
QCRs do not have the complexity of the k−ω EARSM model and are relatively easy to
implement. Simulations were performed on the medium grid and again, only a quarter of
the domain was considered. The simulation parameters are listed in table 3.9 and the grid
parameters in table 3.4.
Figure 3.44: Wall pressure and Mach number contours for the k−ω SST , k−ω SST QCR
V1, and the k−ω SST QCR V2 models.
Figure 3.44 shows the wall pressure and the Mach number contours at the mid-plane. The
solid black line indicates M = 1. The QCR extension reduces the pressure oscillations at the
wall, however, the wall pressure is still slightly overpredicted. The overprediction appears at
(x− xr)/h≈ 1. The distance between the first and second shock in the shock train is smaller
for the k−ω SST QCR V1 and V2 models and the supersonic flow is farther away from the
wall (indicated by the sonic M = 1 line). The size of the corner separations, shown by the
iso-surfaces in figure 3.45, is considerably reduced by the introduction of the QCR extension.
Both models reduced the streamwise and spanwise extent of the corner separations. As the
size of the corner separations and the centreline separation are dependent in confined flows,

































Table 3.9: Simulation parameters.
Grid Iu % Mu Mr δr mm δr/h xr/h p/pu p/pr Turb. model
Medium 1.0 1.69 1.624 5.45 0.335 22.445 2.4776 2.1880 k−ω SST
Medium 1.0 1.69 1.604 6.13 0.377 25.399 2.4776 2.1787 k−ω SST QCR V1 Ccr1 = 0.3
Medium 1.0 1.69 1.604 6.23 0.383 25.896 2.4776 2.1803 k−ω SST QCR V2
Medium 1.0 1.69 1.623 5.01 0.308 26.426 2.4776 2.2357 k−ω EARSM
Medium 1.0 1.69 1.614 6.00 0.369 24.425 2.4776 2.1983 QCR V1 Ccr1 = 0.2
Medium 1.0 1.69 1.604 6.14 0.378 25.298 2.4776 2.1741 QCR V1 Ccr1 = 0.4
Medium 1.0 1.69 1.605 6.16 0.378 25.298 2.4776 2.1805 QCR V1 Ccr1 = 0.4 Pklim
Medium 1.0 1.69 1.619 5.18 0.318 20.932 2.6015 2.3183 QCR V1 Ccr1 = 0.4 p=1.05p
Medium 1.0 1.69 1.611 6.13 0.377 25.065 2.4776 2.1742 QCR V1 Ccr1 = 0.4 kwclip
Experiment [23] 1.6100 5.4000 0.3200 2.2309
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Figure 3.45: Separation u/Vu = 1×10−3 and sonic M = 1 iso-surfaces for the k−ω SST ,
k−ω SST QCR V1, and the k−ω SST QCR V2 models.
Figure 3.46 shows wall shear stress visualisation using friction lines just above the surface
and figure 3.47 compares the wall shear stress visualisation of the k−ω SST QCR V1 to the
experimental oil flow visualisation. The increase of the separated region at the centreline
with respect to the reference is 3.15 and 3.5 times for the k−ω SST QCR V1 and V2 respec-
tively. The onset of the corner separation begins at approximately (x− xr)/h≈−1.2 for the
k−ω SST model. For the k−ω SST QCR V1 and V2 models the corner separation begins
at approximately (x− xr)/h ≈ −0.4. The wall shear stress predicted by the QCR V1 model
agrees better with the oil flow lines. Red lines in figure 3.47 indicate flow features such as
the centreline separation and the corner flows. The turbulent kinetic energy profiles, shown
in 3.51, agree well with the experiment, but closer inspection of the Reynolds stresses shows
that the u′u′/V 2u component is underpredicted and the v′v′/V
2
u component is overpredicted.
The addition of the QCR extension does not affect the u′u′/V 2u and v′u′/V
2
u components. The
v′v′/V 2u component is the most affected by the addition of the QCR extension. Both QCR V1
and V2 overpredict the v′v′/V 2u component.
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Figure 3.46: Wall shear stress visualisation using friction lines just above the surface for the
k−ω SST , k−ω SST QCR V1, and the k−ω SST QCR V2 models.
Figure 3.47: Comparison of the visualisation of the k−ω SST QCR V1 wall shear stress




































































































































Figure 3.51: Turbulent kinetic energy k/V 2u contours for the k−ω SST model and profiles.
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3.2.3 Further insight into the quadratic constitutive relations
Effect of the Ccr1 constant
The k−ω SST QCR V1 model reduced the wall pressure oscillations. Similarly to the
k−ω EARSM the corner separations reduced in size and the centreline separation increased
in size. As stated previously the QCR V1 model, developed by Spalart [122], features a
model constant Ccr1 equal to 0.3. By considering the wall pressure predictions from the
k−ω SST and the k−ω SST QCR V1 models one can see that reduction of the Ccr1 con-
stant will introduce pressure oscillations. Figure 3.52 shows the effect of the Ccr1 constant on
the wall pressure (a) and the Mach contours (b-d).
Figure 3.52: Wall pressure and Mach number contours for the k−ω SST QCR V1 (b),
k−ω SST QCR V1 Ccr1 = 0.2, and the k−ω SST QCR V1 Ccr1 = 0.3 models.
Reduction of Ccr1 by 0.1 introduced pressure oscillations. In the limit of Ccr1→ 0 the wall
pressure will feature the same oscillations as predicted by the k−ω SST model. Increase of
Ccr1 by 0.1 further dampened the oscillations. The wall pressure was slightly overpredicted
at the start of the interaction at (x− xr)/h ≈ 1, however, the agreement is improved when
compared to the reference Ccr1 value of 0.3. For all values of Ccr1, xr moved downstream by
approximately 4.3% to 6.2% of the domain length. The largest movement in xr was observed
when Ccr1 was equal to 0.3 and 0.4 and was approximately 6.2% of the domain length. The
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change in xr between the simulations with Ccr1 = 0.3 and Ccr1 = 0.4 was approximately
0.2%. The movement downstream was accompanied by approximately 12% increase in the
confinement levels. Table 3.9 lists the confinement levels and the boundary layer thickness at
xr. Figure 3.53 shows the streamwise vorticity contours for different values of Ccr1 obtained
three non-dimensional distances (x/h = 3) upstream of the onset of the interaction xr.
Figure 3.53: Streamwise vorticity contours for the k−ω SST Ccr1 = 0.0, k−ω SST QCR
V1 , k−ω SST QCR V1 Ccr1 = 0.2, and the k−ω SST QCR V1 Ccr1 = 0.3 models.
As the QCR V1 model Ccr1 constant is increased from 0 to 0.4 (a-d) the regions of negative
and positive vorticity increase in size and in strength. This is clearly observed when the
Ccr1 = 0.2 and Ccr1 = 0.4 contours are compared. Higher values of streamwise vorticity result
in stronger vortices near the duct corners. The vortices transport the higher momentum fluid
above the wall towards the corner which reduces the corner separation, as the momentum
near the corner is increased. The absence of negative or positive vorticity regions in the duct
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corner when Ccr1 = 0 shows the sensitivity of the corner vortices to the quadratic terms in
the constitutive relation. The absence of vortices when Ccr1 = 0 leads to the considerable
overprediction of the corner separation. As shown in figure 3.59 (c) the QCR V1 model with
the highest value of Ccr1 predicts the smallest corner separations. No significant differences
in the modelled Reynolds stresses was observed as the Ccr1 constant was changed. The
most sensitive Reynolds stress was v′v′/Vu where the change of Ccr1 constant resulted in
a slight increase of the peak values at y/h ≈ 0.18. The absence of vorticity contours for
the k−ω SST model (Ccr1 = 0) can be explained from the streamwise vorticity equation











































































The first term on the right hand side of equation 3.6 is responsible for the generation of sec-
ondary flows in pipes with bends of any cross section, the second term is responsible for
the viscous diffusion, and the third and fourth terms are responsible for the generation of
secondary flows in ducts of non-circular cross section as the one used in the experiment of
Carroll et al. [26]. The v′w′/V 2u and the (v′v′−w′w′)/V 2u Reynolds stress contours are shown
in figures 3.54 and 3.55 below. Contours are saturated to ±0.002.
Form the contours in figures 3.54 (a) and 3.55 (a) it is seen that the v′w′/V 2u and the (v′v′−
w′w′)/V 2u Reynolds stresses are very small ≈ 0. As shown by figure 3.56 the resuting deriva-
tive terms are also very small. This explains the inability of the k−ω SST model to account
for the secondary flows. Introduction of the QCR to the k−ω SST has a significant effect.
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Figure 3.54: Reynolds stress v′w′/V 2u contours for the k−ω SST Ccr1 = 0.0,
k−ω SST QCR V1 , k−ω SST QCR V1 Ccr1 = 0.2, and the k−ω SST QCR V1 Ccr1 = 0.3
models.
The EARSM and the QCR V1 model predict similar levels of anisotropy of the v′v′/V 2u and
w′w′/V 2u stresses. The QCR V2 model increased the anisotropy levels significantly compared
to the EARSM and the QCR V1 models. For both QCR models the regions of anisotropy
extend further away from the wall than for the EARSM model. The latter features small re-
gions of higher anisotropy near the corner bisector. Nevertheless the existence of anisotropy
is responsible for the generation of the secondary flows and the reduction of the corner sepa-
rations.
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Figure 3.55: Reynolds stress (v′v′ − w′w′)/V 2u contours for the k−ω SST Ccr1 = 0.0,
k−ω SST QCR V1 , k−ω SST QCR V1 Ccr1 = 0.2, and the k−ω SST QCR V1 Ccr1 = 0.3
models.
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Figure 3.56: Comparison of the k−ω SST and k−ω SST QCR V2 ∂
∂y∂ z(v
′v′−w′w′)/V 2u
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Comparing QCR V1 Ccr1 = 0.4 and EARSM
Figure 3.57 compares the k−ω SST QCR V1 Ccr1 = 0.4 model with the k−ω SST and the
k−ω EARSM models. The effect of accounting for the secondary, corner, flows is clearly
visible. If the flows are not accounted for by the turbulence model, wall pressure oscillations
are present which are not in agreement with the experiment. This is further indicated by
the centreline Mach number which shows stronger flow expansion downstream of the first
shock and stronger subsequent shocks. The difference in xr between the two models is ap-
proximately 2% of the domain length and the boundary layer is considerably thicker for the
k−ω SST QCR V1 Ccr1 = 0.4 model. The boundary layer is δr = 5.0 mm thick, approxi-
mately 1.1 mm thicker. Comparison of the streamwise vorticity contours upstream of xr in
figure 3.58 shows that the k−ω EARSM has qualitatively similar vorticity strengths, how-
ever, the extent of the positive and negative vorticity regions is smaller. The smaller extent of
the regions can be related to the larger corner separations compared to the k−ω SST QCR
V1 Ccr1 = 0.4 model. Both models, however, reduce the corner separations considerably as
shown in figure 3.59.
Figure 3.57: Wall pressure and Mach number contours for the k−ω SST , k−ω SST QCR
V1 Ccr1 = 0.4, and the k−ω EARSM models.
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Figure 3.58: Streamwise vorticity contours for the k−ω SST , k−ω SST QCR V1,
k−ω SST QCR V2, and the k−ω EARSM models.
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Figure 3.59: Separation u/Vu = 1×10−3 and sonic M = 1 iso-surfaces for the k−ω SST ,
k−ω SST QCR V1 Ccr1 = 0.4, and the k−ω EARSM models.
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3.2.4 Turbulent kinetic energy limiters
Application of the Pk limiter
LES simulations by Quaatz et al. [107] of the shock train experiment by Gawehn et al.
[51] show higher values of k at the centreline. The higher values were due to the resolved
shock motion which cannot be reproduced by steady-state RANS simulations. The RANS
simulations of the experiment by Carroll et al. [26] presented so far do not use the turbulent
kinetic energy production limiter - Pk. The Pk limiter of the k-ω family of equations is given
by:
Pk = min(P,20β ∗ρωk) , (3.7)
where P is given by τi j ∂ui∂x j , β
∗ is a model constant, and ω and k are the specific dissipation
rate an the turbulent kinetic energy. The function of the limiter is to limit the production of
k in areas where the flow gradients are large. The effect on the limiter, particularly in the
region downstream of the normal portion of the first shock, was investigated for the QCR V1
Ccr1 = 0.4 model. The model was selected due to the region of high k values downstream of
the normal portion of the first shock. The wall pressures for both models, shown in figure
3.60 (a) and the onset of the interactions, xr, are identical.
Figure 3.60: Wall pressure and Mach number contours for the k−ω SST QCR V1 Ccr1 = 0.4

































Figure 3.61: Turbulent kinetic energy k/V 2u contours for the k−ω SST QCR V1 Ccr1 = 0.4 model with and without the Pk limiter.
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The spacing between the first two shocks in the shock train is also identical and is approx-
imately 1.77 non-dimensional distances. Figure 3.61 shows the k/V 2u contours with (a) and
without (b) the Pk limiter. The main effect of activating the Pk limiter is to remove the high k
values downstream of the normal portion of the first shock. No significant differences away
from the centreline (y/h < 0.8) in the k/V 2u , u′u′/V
2
u , −u′v′/V 2u , and v′v′/V 2u profiles were
observed. This shows that the main effect of the Pk limiter is close to the centreline, where
large gradients due to the shocks are present.
Shock spacings
The shock spacings of the QCR V1 Ccr1 = 0.4, QCR V1 Ccr1 = 0.4 Pklim and QCR V1
Ccr1 = 0.4 p=1.05p simulations were compared against the experiment. The spacings were
obtained either from the density gradient magnitude or from the experimental Schlieren and
were nondimensionalised with respect to the spacing between the first and second shocks in
the shock train, ∆, shown in figure 3.62. The nondimensionalisation was performed in order
to reduce potential errors arising from the scaling of the experimental Schlieren image. Table
3.10 lists the spacings and figure 3.63 compares the spacings. Empty cells correspond to no
measurement due to the difference in the number of downstream shocks between the experi-
ment and the simulations. The effect of the Pk limiter on the d1 is small. Without the limiter
d1 = 1.7766h and with the limiter d1 = 1.7662. The relative reduction of d1 is approximately
0.5%. The d2∆ distance is also weakly affected by the limiter. As the last shock for the case
without the limiter is very weak, comparison of d3∆ is difficult, nevertheless, d3∆ and d3∆
are overpredicted by approximately 11% and 25% when compared to the experiment.
Figure 3.62: Definition of the distance ∆ used to nondimensionalise the distances between
the shocks; red-line indicates the approximate boundary layer edge.
The simulation with 5% increased back (exit) pressure relocates the shock train upstream
where the flow confinement agrees more closely with the experimental one. Better agree-
ment in the d2/∆ distance between the simulation and the experiment is observed, however,
d2/∆ is still overpredicted by approximately 5%. The same observation holds for the d3/∆
distance which is overpredicted by approximately 17%. The reduction of the over predictions
by better matching the flow confinement prior to the interaction shows the importance of this
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Table 3.10: Distances between the shocks; d1 = ∆.
Case d1/∆ d2/∆ d3/∆ d4/∆ d5/∆ d6/∆
k−ω SST QCR V1 Ccr1 = 0.4 1.00 0.81 0.70
k−ω SST QCR V1 Ccr1 = 0.4 Pklim 1.00 0.81 0.67 0.59
k−ω SST QCR V1 Ccr1 = 0.4 p=1.05p 1.00 0.77 0.64
k−ω SST QCR V1 Ccr1 = 0.4 kwclip 1.00 0.79 0.67 0.57
Experiment 1.00 0.73 0.55 0.43 0.37 0.31
Figure 3.63: Comparison of shock spacings.
parameter. Sidewall boundary layers also affect the interaction, however, they were not char-
acterised in the experiment which makes it impossible to compare the flow confinement in
the x− z plane.
Limiting the source terms in the k and ω equations away from walls
If one refers to the strong normal shock interaction schematic shown in figure 1.7 in chapter
1, the region between the triple point and the wall experiences increased stagnation pressure
recovery later followed by a decrease due to the viscous losses associated with the boundary
layer. Above the triple point, downstream of the normal portion of the shock, the stagnation
pressure loss corresponds to a perfect fluid. As seen from previous simulations, the k/V 2u in
the core flow is small and in the absence of a Pk limiter, the gradients imparted by the shocks
are perceived as production. Nevertheless, no differences were observed in the wall pressure,
the interaction onset, and the distance between the first and second shocks when the Pk limiter
was used. Since k/V 2u in the core flow is small a method for removing the production and
destruction terms from the k and ω equations in this region is presented. The modified k and
ω transport equations for the family of k−ω turbulence models are
































where |Ωi j| and |Si j| are the vorticity and shear stress norms. Near the wall Fclip is ≈ 1 and
the production and destruction terms are retained. Away from the wall, near the centreline of
the duct Fclip is≈ 0 and the production and destruction terms are discarded. The approximate
Jacobian, J, of the turbulence equations is
J ≈

−β ∗ρω −β ∗ρk
0 −2βρω
 , for Fclip ≥C
0, for Fclip <C
(3.10)
A simulation with the QCR V1 Ccr1 = 0.4 model was performed where C was set to 0.6.
Figure 3.64 shows the Fclip contours.
Figure 3.64: Fclip contours for the k−ω SST QCR V1 Ccr1 = 0.4 model.
Upstream of the interaction values of Fclip ≈ 1 are observed in the near wall region. At the
centreline the values of Fclip are negligible. Increased values of Fclip are observed as the flow
passes through the leading leg of the λ -foot and downstream of the Mach stem. A pattern is
observed where regions of high Fclip values are present upstream of the subsequent shocks in
the shock train. These regions of higher Fclip values are associated with the slip line emanat-
ing from the triple point of the first shock which acts as a source of vorticity. As the boundary
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layer thickens the high values of Fclip near the wall spread towards the centreline. After 13
non-dimensional distances the values of Fclip are approximately 1 throughout the entire duct
height H. The onset of the interaction, xr, moved upstream by approximately 1% compared
to the QCR V1 Ccr1 = 0.4 with the Pk limiter. Similarly to the simulation with the limiter, the
distances between shocks, listed in table 3.10, were reduced. Nevertheless, d2/∆, d2/∆, and
d3/∆ were still overpredicted when compared to the experiment. The distance between the
first and second shocks in the shock train was approximately ∆ = 1.9462h. Compared to the
QCR V1 Ccr1 = 0.4 with and without the Pk limiter, the distance increased by 10 %. Figure
3.65 compares the wall pressures and the Mach number contours of the simulations with the
limiter and the Fclip = 0.6.
Figure 3.65: Wall pressure and Mach number contours for the Pk limiter and Fclip = 0.6
simulations.
The Fclip = 0.6 simulation predicts a steeper pressure rise at the beginning of the interaction
a result of the larger Mach stem. The increase in ∆ is clearly seen from the Mach contours.
The number of downstream shocks predicted by the simulations differs, however, compared
to the simulations without the Pk limiter both simulations predict more downstream shocks.
3.2.5 Scale-resolving simulations
From existing studies of multiple shock wave boundary layer interactions the following con-
clusions were drawn in chapter 1:
• Large eddy simulations (LES) still require significant resources due to the near-wall
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resolution requirements. To reduce the requirements the Reynolds number of the prob-
lem is often lowered, however, its decrease affects the predicted flow.
• Wall-modelled LES has not been used as much as wall-resolved LES, however, some
studies show that favourable results can be obtained at a fraction of the computational
cost associated with LES.
Both the LES, WMLES, and hybrid RANS/LES methods require the generation of realistic
turbulent inflow. Shallow separations often do not result in flow instabilities strong enough
to trigger the scale resolving mode of the hybrid RANS/LES methods. The requirement of
turbulent inflow further adds to the expense and complexity of such simulations. Neverthe-
less, the implemented synthetic turbulence method (SEM) detailed in appendix A was used
to generate turbulent inflow for spanwise-periodic simulations of the multiple normal shock
interaction by Carroll et al. [26] The known implicit detached delayed eddy simulation (ID-
DES) method by Gritskevich et al. [60] as well as a method using the blending function
proposed by Edwards [46] were investigated.
Numerical Setup
A three-dimensional (spanwise-periodic) numerical domain of the same dimensions as the
one detailed in chapter 3 was used. The domain consisted of 1188 blocks and featured Nx =
2277, Ny = 168, and Nz = 26 points in the x-, y-, and z-directions. The domain was non-
dimensionalised with the duct half-height h and the minimum and maximum spacings were
(∆x/h)min = 0.01h, (∆x/h)max = 0.3, (∆y/h)max = 1×10−5, (∆y/h)max = 0.04, and (∆x/h)=
0.02. Simulation of the full domain with the k-ω SST turbulence model was performed. The
simulation was run until the flux residuals were reduced to at least 1× 10−5. From the
obtained solution, mean profiles including the Reynolds stresses were extracted at x/h = 20.
The profiles were then used to generate inflow turbulence using the synthetic eddy method
detailed in Appendix A. The method scales the velocity fluctuations, caused by the synthetic
Eddies, and adds them to the mean velocity profiles. The eddy sizes were constant and were
set to σx = 0.06, σy = σz = 0.03. The eddy sizes depend on:
• The maximum cell size at x/h = 20 which was approximately ≈ 0.03. The size of the
eddy must be atleast the size of the maximum cell.
• The maximum non-dimensional timestep ∆tmax. The eddies can be isotropic σx = σy =
σz = 0.03, however, this imposes a restriction on the maximum timestep ∆tmax.
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The maximum non-dimensional timestep was found to be ∆t = 0.03 as it took the eddies
approximately 4 unsteady steps to convect from the upstream SEM plane to the downstream
SEM plane. Smaller timesteps did not have a significant effect on the reconstructed stresses.
Larger timesteps reduced the quality of the reconstruction. Very large timesteps destroyed
the reconstruction completely as it only required one unsteady step to convect the eddies
through the SEM volume. Figure 3.66 shows the reconstructed stresses for a non-dimensional
timestep of ∆t = 0.03 and ∆t = 0.05. From the figure, it is seen that the quality of the
reconstructed stresses reduces with increasing timestep. A non-dimensional time step of
∆t = 0.03 is equivalent to a dimensional time step of 1.0516× 10−6 s. Based on the duct
half-height at the inlet (h = 16.275 mm) one flow-throughout time (from x/h = 0 to x/h =
46.3188) would require at least 1544 unsteady steps. Due to computational restrictions, the
slightly larger non-dimensional time step of ∆t = 0.05 was selected. A total of 927 unsteady
steps were required for one flow-through time at this time step. A profile file specifying ρ , u,
v, w, p, k, ω was generated for every unsteady timestep by the SEM utility. Figure 3.67 shows
the u, v, and w velocities from the profile file at the 100th unsteady timestep. To perform the
scale resolving simulations of the multiple shock interaction the RANS domain was sliced
at the x/h = 20 location. This location became the new domain inlet, where the profiles
containing the fluctuations by the SEM method were specified. As a result, the domain
considered by the hybrid RANS/LES simulations extended from x/h = 20 to x/h = 46.3188.
Approximately 527 unsteady steps at ∆t = 0.05 were required for one flow-through time.
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Figure 3.66: Reconstructed stresses for a non-dimensional timestep of ∆t = 0.03 (top) and
∆t = 0.05 (bottom).
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Figure 3.67: Inlet profiles featuring velocity fluctuations superimposed on the mean veloci-
ties.
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Results and Discussion
First, an IDDES simulation of the multiple shock interaction was performed. The IDDES
method was selected as it can act as a wall-modelled LES if inflow turbulence is provided
and can reduce to DDES if not. The DES and DDES methods usually require the streamwise
grid spacing to be of the order, or larger than, the boundary layer thickness. This allows
the RANS mode to be maintained within the boundary layer and LES mode outside. For
internal flows with thick boundary layers and shocks, where the streamwise spacing can
be significantly smaller than the thickness of the boundary layer. Such a case renders the
DES and DDES methods unsuitable. The ability of the IDDES to act as a wall modelled
LES is preferred in such cases. Due to computational constraints, only surface pressure
averaging was performed. Figure 3.68 shows the instantaneous Q-criterion coloured by the
Mach number after two flow-through times and the wall pressure averaged over one flow-
through-time.
Figure 3.68: Q-criterion (Q = 0.03) colored by the Mach number at two flow-through times
and wall pressure averaged over one flow-trough time.
The velocity fluctuations generated by the SEM are sensed by the IDDES method, how-
ever, the initial shock did not feature the distinct λ -foot structure and the pressure rise at
the beginning of the interaction was smeared and underpredicted by the method. A possible
explanation for the underprediction was the state of the boundary layer upstream of the inter-
action. The mean velocity profiles, as well as the gradients of the velocities and turbulence
quantities, were obtained from the k−ω SST simulation at x/h = 20 to investigate where
the switch between the RANS and LES method occurs. Figure 3.69 shows the mean velocity
profiles at x/h = 20 and the blending function of the IDDES method - f b.
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Figure 3.69: Mean velocity profile from k−ω SST and blending functions.
CHAPTER 3. VALIDATION OF CFD METHODS FOR SWBLIS 121
The f b function (shown in figure 3.69) is responsible for the switch between the RANS length
scale, lRANS, and the LES length scale lLES. The switch occurs smoothly in contrast to the
DES method where the switch is abrupt. For the IDDES the switch was observed to occur
between ∆max and 0.5∆max. The maximum spacing, ∆max is defined as the maximum of the
local spacings - δx,δy,δz. Since the simulations were spanwise periodic, and the spacing in the
z-direction was constant, the maximum spacing near the wall was ∆max = 0.02. This resulted
in a switch between RANS and LES at approximately y/h≈ 0.015.
The boundary layer in a wall-bounded turbulent flows can be divided into two layers - an inner
layer which consists of small scale structures and an outer layer which consists of large-scale
structures. As detailed by Deck et al. [32] to resolve the large-scale structures of the outer
layer and model the structures in the inner layer, the RANS to LES switch should occur at
the outer edge of the inner layer. Figure 3.70 compares the mean streamwise velocity to the
law of the wall.
Figure 3.70: Comparison of the mean streamwise velocity to the law of the wall.
The switch between RANS and LES at y/h≈ 0.015 corresponds to y+ = 137, approximately.
The switch, therefore, is close to the inner edge of the log-law layer. Since the structures in
the inner layer are small, the switch to LES at this location requires a finer grid capable of
resolving the small structures. Han et al. [61] observed that a switch between RANS and LES
near the inner edge of the log-law layer leads to skin friction underprediction. He considered
a flat-plate boundary layer at a Reynolds number based on the boundary layer thickness of
Reδ = 2.5× 105. From the methods that he employed, the IDDES resulted in the largest
underprediction of C f . Improved results were observed with a zonal DES and the hybrid
RANS/LES method proposed by Edwards et al. [46]. Wall-modelled LES simulations of the
experiment by Carroll et al. [26] were performed by Vane et al. [142] at the experimental
Reynolds number of Reδ = 1.62× 105. The matching location between the LES and the
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wall model was placed at approximately y/h ≈ 0.05. The location corresponded to a y+
of approximately 500. Figure 3.70 shows that the outer edge of the inner layer is located
at approximately y+ = 1000. The current switch location for the IDDES method occurs at
approximately y+ = 137, which is closer to the inner edge of the log-law layer. To shift the
switch location towards the outer edge, a hybrid RANS/LES simulation with the blending


















where η = d/
√
(αχ) and χ =
√
ν/(Cµω) and φ is a constant set to 2.2976 so that fblend =
0.99 occurs at κη2 =
√
Cµ . The average location of the RANS to LES switch is defined by
the constant α . In figure 3.69, α ≈ 0.05 which locates the switch around y/h ≈ 0.086. This
corresponds to an approximate y+ value of 784. Similarly to the IDDES method the blending
of the RANS and LES length scales is achieved by:
lblend = fblendlRANS +(1− fblend)lLES (3.12)
The length scales resulting form the DES and IDDES blending functions and the blending
function by Edwards et al. [46] are shown in figure 3.69.
Figure 3.71: Q-criterion (Q = 0.03) colored by the Mach number at two flow-through times
and wall pressure averaged over one flow-trough time.
The fblend function retains the larger RANS length scale up to y/h ≈ 0.05 non-dimensional
distances away from the wall. Using the modified method, spanwise periodic simulations
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of the multiple shock interaction experiment by Carroll et al. [26] were performed. The
simulations were run for three flow-through times and averaging was performed over the last
flow-through time. Figure 3.71 shows the instantaneous Q-criterion iso-surfaces (Q = 0.03)
coloured by the Mach number and the averaged lower wall pressure. The wall pressure rise
at the beginning of the interaction was captured better, however, downstream, similarly to
the IDDES results, the wall pressure was underpredicted. From the iso-surfaces of the Q-
criterion, it was observed that the resolved structures start to disappear downstream of the
inlet, just before the onset of the interaction. The higher values of k near the wall, which
extended up to y/h≈= 0.1, were the cause for the disappearance of the structures introduced
by the SEM. A re-thinking of the blending function is necessary to sustain the SEM turbulent
structures.
3.3 Chapter summary
Improved agreements in the wall pressure between the simulations and the experiments of
Dèlery et al. [33] and Carroll et al. [23] was observed when the k−ω EARSM turbulence
model was used. The k−ω EARSM model which uses the constitutive relation by Wallin
and Johansson [144] accounts for the secondary flows present in duct corners. The vortices
in this region supply high momentum fluid from the core flow and reduce the size of the cor-
ner separations. Since the corner separations affect the separation at the centreline in confined
flows, reduction of the corner separation resulted in an increase of the centreline separation.
Two additional models - the k−ω SST QCR V1 and the k−ω SST QCR V2 based on the
QCR by Spalart [122] and the QCR by Sabnis [113] were implemented in the HMB3 flow
solver. Both models reduced the separations at the corner and showed improved agreements
in the wall pressure compared to the k−ω SST model. The k−ω SST QCR V2 model was
observed to predict higher levels of normal stress anisotropy compared to the QCR V1 and
the EARSM models. Variation of the k−ω SST QCR V1 Ccr1 model constant showed that
a constant of Ccr1 = 0.4 improves the prediction by reducing the corner separations even fur-
ther. Inclusion of the Pk limiter did not have significant effect on the wall pressure and onset -
the wall pressure and the onset of the interaction were almost identical. The higher values of
k/V 2u at the centreline, downstream of the first and subsequent shocks were removed by the
limiter. The spacing of the shocks did not vary significantly and it was overpredicted when
compared to the experiment. Disregarding the production and destruction terms in the k and
ω equations based on a function taking into account the ratio of rotation and strain had simi-
lar effect to the one of the limiter - no high values of k/V 2u were present at the centreline. The
predicted wall pressure was favourable although a slight overprediction at the beginning of
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the interaction was present. The spacing of the shocks, however, did not show improvement
compared to the case with the limiter. Further simulations should be performed to investigate
the effect of different Fclip values. The current limiter uses only the strain and rotation terms.
More advanced limiters, based on other or additional flow quantities might lead to further
improvements.
The IDDES and ZDES simulations showed that:
• Switching from RANS to LES near the inner edge of the log-law layer is not favourable
as the grid in this region is not fine enough to resolve turbulent flow structures. The
switching in IDDES occurs between ∆max and 0.5∆max where ∆max = max(∆x,∆y,∆z).
The only way to control the switching location is to have one of the spacings fixed - a
condition not feasible for three-dimensional simulations.
• Moving the RANS-LES interface to the outer edge of the log-law layer by a blending
function can fix the switching problem, however, higher values of k can suppress the
development of turbulent structures.
Both approaches - the IDDES and the zonal DES showed that performing a scale resolv-
ing simulation of a shock train interaction is not straightforward. In addition to providing a
realistic turbulent inflow, either from a precursor simulation or from a synthetic turbulence
generator, one must ensure a proper switching location between the RANS and LES methods.
A switch too close to the inner edge of the log-law layer will result in LES mode where the
grid is not fine enough to resolve the turbulent structures. On the other hand, a switch too
close to the outer edge of the log-law layer can suppress the downstream development of the
turbulent structures. Even when the RANS to LES interface was fixed, the results proved
that scale resolving simulations of shock trains are difficult and the additional effort of tuning
the RANS/LES model coefficients might offset the benefits of the scale resolving methods
over the traditional RANS methods with non-linear turbulence models. Further studies must
be performed to investigate the effects of the timestep size and the numerical scheme on the
solution in order to obtain improved results.
Based on the findings in the chapter, shock trains should be simulated with turbulence models
featuring constitutive relations. Such models are capable of accounting for the Reynolds
stress anisotropy near the duct corners. The anisotropy gives rise to secondary flows. Not
accounting for the secondary flows might result in unphysically large corner separations that
will change the structure of the entire interaction.
Chapter 4
Sensitivity of MSWBLIs to inflow
conditions and geometry ∗
This chapter presents a parametric study of a multiple shock wave boundary layer interaction
in a duct. The effect of the duct geometry as well as the effect of upstream parameters such as
the Mach number, boundary layer thickness (flow confinement), and the Reynolds number on
the total pressure recovery and flow distortion are quantified. Simulations are carried out with
the non-linear k-ω EARSM turbulence model due to its ability to account for the secondary
flows. The test section geometry from the experiment of Carroll et al. [23] was selected as
the baseline.
4.1 Grids and numerical setup
The numerical domain was non-dimensionalised with the half-height of the test section at the
inlet (h= 16.275) mm. A total of four multiblock structured grids were used - A, B, C, D. The
grids have similar spacing and stretching as the medium grid used in the validation studies of
the MSWBLI experiment by Carroll et al. [26] presented in chapter 3. The only difference
is the extended region of streamwise refinement. The refinement region was extended further
upstream, compared to the validation grid, in order to accomodate any movement of the
shock train due to changes in upstream or downstream conditions. Figure 4.1 (a) shows the
streamwise extent of the refinement region and figures 4.1 (b) and 4.1 (c) the slices at x/h = 0
of grids A and B. Grid B has a width w/h of 1.76 which is (25% less) than grid A which has a
width of w/h = 2.43. As no flow asymmetry was observed on the full grids, only a quarter of
∗The results in this chapter are published in K. Boychev et al. "Parametric Study of Multiple Shock Wave/-
Turbulent Boundary Layer Interactions With a Reynolds Stress Model", Shock Waves, Vol. 31, Issue 3, 2021,
DOI: https://doi.org/10.1007/s00193-021-01011-z
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each grid was used (indicated by the solid red line). Grids A and B have H-topologies whereas
grids C and D have O-topologies. The change in topology was required by the change from
sharp to rounded corners. H-topology is not used for rounded corners as it results in highly
skewed cells near the corners.
Figure 4.1: Grid A (a), cross-section of grid A (b), cross-section of grid B (c). The quarter
of the numerical domain is outlined by the red-line.
Figure 4.2 shows the topologies of grids A, C, and D. Red lines indicate the block boundaries.
The O-topologies of grids C and D are similar - four blocks at the centre, surrounded by
blocks adjacent to the nearby walls. The inlet and outlet cross-sectional areas of grid A were
matched by grids C and D. This resulted in a non-dimensional radius of rC/h = 1.7265 for
grid C and a non-dimensional half-height of hD/h = 1.0967 for grid D at the inlet.
Figure 4.2: Cross-section of grid A (a), grid C (b), and grid D (c). The red lines indicate
block boundaries.
The divergence angles of grids C and D were 0 α = 0.11 and α = 0.07 deg and were obtained
by estimating the increase in rC and hD over the length of the domain. The divergence angle
used in the experiment by Carroll et al. [26] was α = 0.13 deg. Both A and B grids have a
divergence angle of α = 0.13 deg. For all grids a minimum wall normal distance of ∆ymin =
10−5h was used to ensure y+ < 1. Since the same reference half-height was used to non-
dimensionalise all grids h = 16.275, the Reynolds number was not changed. To investigate
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the effects of the Reynolds number, Reh, and pre-shock Mach number, Mr, on the shock train,
the shock train was first simulated at inlet-outlet conditions corresponding to the experiment
by Carroll et al. [23]. Two additional simulations were then performed at the same inlet-
outlet pressure ratio of p/pu = 2.4776 and lower Mach (Mu) and Reynolds number (Reh).
For the lowest Mu case the pressure ratio had to be lowered, as the reference value resulted in
an isolator unstart. The differences in the Mach and Reynolds numbers between the reference
simulation and the simulations at lower Mu and Reh were ∆Mu ≈ 0.1 and ∆Reh ≈ 4.4×
105. A simulation at lower flow confinement (δr/h) was also performed. To decrease the
flow confinement (δr/h) from the reference value (δr/h = 0.3084) the outlet pressure was
increased by ≈ 12% and ≈ 16%. The increase of the outlet pressure relocated the shock-
train upstream, where the boundary layer was thinner and hence the flow confinement was
smaller. An additional case to investigate the effects of increased spanwise confinement
(δr/w) was also performed. The aspect ratio of the duct was reduced from w/h = 2.34 to
w/h = 1.76 (25% reduction). As changes of the inlet/outlet conditions or the geometry result
in a different Mach number before the interaction, Mr, three additional cases were considered.
The Mach number at the inlet, Mu, for each case was adjusted until a Mach number before
the start of the interaction of Mr ≈ 1.61 was obtained. This allowed investigation of the
isolated effect of Reh and δr/h on the interaction. The pressure ratio p/pu was kept constant
at p/pu = 2.4775, p/pu = 2.7818, and p/pu = 2.7818 respectively. Tables 4.1 and 4.2 lists
the parameters for the shock train parametric cases and the employed grids. The cases with
matching pre-shock Mach number Mr are marked in bold. In addition to the above cases,
a Latin Hypercube approach was used to generate combinations of inlet Mach number Mu,
outlet pressure percentage η , and Reynolds number Reh. The upper and lower limits for
each parameter were set to 1.5≤Mu ≤ 3.0, 0.6≤ η ≤ 0.9, and 1.0×104 ≤ Reh ≤ 1.0×106,
where η was defined as the percentage of the pressure rise across an inviscid shock with a
pre-shock Mach number of Mu. The use of p and Mu as parameters instead of δr/h and Mr
was motivated by the fact that matching a specific δr/h and Mr requires iterative adjustments
to Mu and p which is not practical. Table 4.1 also lists the parameters for the generated shock
train parametric cases. All simulations were initialised with an inviscid shock with a pre-
shock Mach number of Mu at the end of the domain. At the inlet the eddy viscosity rato for
all cases was set to µt
µ
= 10. Investigations showed that increasing the turbulence intensity
at the inlet does not have a significant effect on the solution. Approximately ×105 implicit
steps at CFL of 4 were required for the steady-state solutions to converge to at least 5 orders













































Table 4.1: Shock train parametric cases; cases in bold have adjusted Mu to match the reference Mr.
Case (Grid) Reh Mu Mr δr mm δr/h xr/h p/pu p/pr TPR FD
Case 1, Reference (A) 4.9×105 1.690 1.619 5.02 0.31 26.1 2.4775 2.2296 0.758 0.644
Case 2, Lowest Mu (A) 4.9×105 1.490 1.446 2.80 0.17 14.0 2.1757 2.0208 0.862 0.474
Case 3, Lower Mu (A) 4.9×105 1.590 1.536 3.12 0.19 15.0 2.4772 2.2880 0.825 0.515
Case 4, Lower Reh (A) 4.9×104 1.690 1.572 4.99 0.31 15.3 2.4775 2.0778 0.763 0.655
Case 5, Lowest δr/h (A) 4.9×105 1.690 1.643 2.46 0.15 11.6 2.8610 2.6939 0.798 0.524
Case 6, Lower δr/h (A) 4.9×105 1.690 1.644 3.23 0.20 15.6 2.7818 2.5540 0.783 0.573
Case 7, Reduced w/h (B) 4.9×105 1.690 1.611 4.79 0.29 25.1 2.4775 2.1979 0.756 0.649
Case 8, Lower δr/h (A) 4.9×105 1.665 1.626 2.69 0.17 12.3 2.7876 2.6176 0.805 0.529
Case 9, Lower Reh (A) 4.9×104 1.740 1.597 6.07 0.37 20.1 2.4776 2.0048 0.729 0.734
Case 10, Circular (C) 4.9×105 1.690 1.651 5.29 0.32 30.0 2.4775 2.3209 0.763 0.629
Case 11, Rounded (D) 4.9×105 1.690 1.630 5.24 0.32 30.6 2.4775 2.2680 0.752 0.652
Case 12, Mu = 1.620 (A) 3.5×105 1.620 1.540 5.87 0.36 30.7 2.1393 1.8783 0.779 0.682
Case 13, Mu = 1.736 (A) 8.7×105 1.736 1.686 5.09 0.31 29.4 2.5642 2.3616 0.743 0.736
Case 14, Mu = 1.890 (A) 2.2×105 1.890 1.814 4.13 0.25 18.2 3.1774 2.8186 0.695 0.873
Case 15, Mu = 2.036 (A) 6.2×105 2.036 1.983 3.83 0.24 18.9 3.3509 3.0631 0.653 1.034
Case 16, Mu = 2.157 (A) 2.4×105 2.157 2.097 2.78 0.17 11.0 4.3285 3.8917 0.594 1.100
Experiment [23] 1.610 5.40 0.32 0 2.2309
Table 4.2: Grid parameters; colon symbol stretching.
Grid min ∆x/h ∆y/h, ∆z/h Points
A 0.02 10−5:0.05:0.07 14.61×106
B 0.02 10−5:0.05:0.07 13.12×106
C 0.02 10−5:0.05:0.07 9.41×106
D 0.02 10−5:0.05:0.07 6.04×106
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4.2 Effect of Reynolds and Mach number
The wall pressure and Mach number contours for the lower Mach and Reynolds results are
shown in Figure 4.3. The inlet-outlet pressure ratio for both cases is constant and equal to
the pressure ratio of the reference case. The shock train length increased considerably for the
case at lower Reh. The Mach number contours indicate that the supersonic core flow region
now extends further downstream. There is no distinct termination of this region as observed
in the other two cases. The onset of the interaction begins at xr/h = 15.3. The difference
with the reference case spans about 24% of the domain length. Although the location of the
onset moves upstream for the lower Reh case, both the reference, and the lower Reh cases
have similar levels of flow confinement - δr/h = 0.311 and δr/h = 0.307 and the pre-shock
Mach number difference between the two cases was about 3%. This shows that for a constant
pressure ratio p/pu and a reduced Reynolds number Reh, the confinement is the dominant
parameter in determining the onset of the interaction. Figures 4.8 and 4.4 show the sonic and
separation iso-surfaces, and the shear stress visualised with friction lines on the wall.
Figure 4.3: Wall pressure (top) and Mach number contours (bottom) for the reference and
reduced Mu and Reh cases of table 4.1.
Both the reference and lower Reh cases feature large separation on the top and bottom walls
with less pronounced corner separations for the latter. Experimental studies of oblique and
normal SWBLIs performed by Dupont et al. [42], Doerffer et al. [39]. and Bruce et al. [19]
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report that the extent of the shock-induced separations at the centreline of the duct is strongly
affected by the state of the flow at the corners of the duct. In the experiment by Bruce
et al. [19] reduction of the corner separation by upstream suction of the boundary layer
resulted in a separated region at the centreline in a previously attached flow field. The case
at lower Mach number Mu has larger corner separations and smaller separations on the upper
and lower walls.
Figure 4.4: Visualisation of the wall shear stress using friction lines at the wall for cases 1,
3, and 4 of table 4.1.
The size of the centreline separation is reduced due to the increase of the corner separations
which is in agreement with experiments. Both the reference and lower Reh cases feature an
oblique initial shock structure. The case at lower Mu shows an initial shock with a Mach
stem. Such shock structure is usually observed at lower levels of confinement and lower pre-
shock Mach numbers Mr. Considering the reference case and the cases at lower Mu and lower
Reh, the pressure recovery p0/p0,u at (x− xr)/h, 20 non-dimensional streamwise distances
after the onset of the interaction, is highest for the case at lower Mu (0.825). The absolute
difference in pressure recovery between the reference and lower Reh case is ∆p0/p0,u =
0.0052.
4.3 Effect of confinement
As the outlet pressure is increased by 12% for the reference case, the onset of the interac-
tion moves upstream, to xr/h = 15.6. The movement is equivalent to approximately 23%
of the domain length. Figure 4.5 shows the wall pressure and Mach number contours for
the reference and reduced δr/h cases. The upstream movement of the shock is accompanied
by a reduction of the shock train length and by changes of the initial shock structure. The
differences in pre-shock Mach number and confinement between the cases amount to approx-
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imately 1.3% and 36.2%. As the confinement is reduced, the shock train becomes shorter and
the spacing between subsequent shocks decreases (as observed by Carroll et al. [23]). Fur-
ther decrease of the confinement reduces the shock train length to approximately L/h = 8.
Figure 4.6 shows the shock train length L/h versus the level of flow confinement and figure
4.7 shows the wall shear stress.
Figure 4.5: Wall pressure (top) and Mach number contours (bottom) for the reference and
reduced δr/h cases of table 4.1.
The difference between the lower and lowest δr/h cases shown in Figure 4.7 can be attributed
to the state of the upstream boundary layer. The shock train in the lowest δr/h case is close to
the inlet of the domain where the boundary layer is not yet developed. As a result, the nature
of the interaction is more "laminar" in that region. The shock train in the lower δr/h case, on
the other hand, is at a location where the boundary layer is still developing (thinner, and not
fully turbulent yet). The case at lower Mu has similar confinement to the case at lower δr/h -
about 0.19. The difference in the pre-shock Mach numbers is about 7%. Nevertheless, both
cases feature shorter shock trains with an initial shock that has a Mach stem. The pressure
recovery for the lower δr/h case is p0/p0,u = 0.783, again taken at 20 dimensionless distance
units after the start of the interaction. Figure 4.8 shows the sonic and separation iso-surfaces
for the reference and lower δr/h cases. For the latter, the corner separations are larger. Since
the size of the corner separation affects the centreline separation, and the structure of the
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Figure 4.6: Shock train length L/h and onset xr/h with respect to confinement level; L/h is
obtained from the mid-plane slices at the location where the supersonic contours end.
initial shock, for cases with larger levels of flow confinement (reference and lower Reh), the
corner separations are small resulting in a larger separation at the centreline and no Mach
stem.
Figure 4.7: Visualisation of the wall shear stress using friction lines at the wall for cases 1,
6, and 5 of table 4.1.
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Figure 4.8: Iso-surfaces of M = 1.0 (green) and u/Vu = 1× 10−3 (blue) for the reference,
lower Mu, lower Reh and lower δr/h cases of table 4.1.
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4.4 Effect of aspect ratio
Reduction of the aspect ratio from w/h = 2.34 to w/h = 1.76 did not have a huge effect
on the interaction. Figure 4.9 shows the wall pressure and Mach number contours for the
reference and reduced w/h cases. A small Mach stem is present for the latter, resulting in the
appearance of supersonic tongues and subsonic core flow. The difference between the onset
of the interaction for the cases is ≈ 2% of the domain length and the difference in pre-shock
Mach number is ≈ 0.5%. The spanwise confinement (defined as δr/w where w is the half-
width of the duct and δr is the boundary layer thickness in the mid-plane perpendicular to
the side-wall) was δr/w = 0.13 for the reference case and δr/w = 0.17 for the reduced w/h
case. A 25 % reduction of w/h resulted in 30.5% increase in δr/w. Although the percentage
increase is large, the actual increase between the cases is not, ∆δr/h = 0.04. As stated earlier
for the reduced w/h case the pre-shock train Mach number and the onset of the interaction do
not vary considerably. The main difference observed from the Mach number contours is the
appearance of supersonic tongues and a subsonic core (shown in 4.9 c). From the separation
iso-surface, shown in Figure 4.8, it is observed that the corner separations are larger compared
to the reference case and the centreline separation is smaller. Again, the smaller centreline
separation results in an initial shock with a Mach stem.
Figure 4.9: Wall pressure (a) and Mach number contours (b-c) for the reference and reduced
w/h case of table 4.1.
The wall shear stress, shown in Figure 4.10, is qualitatively similar for both cases. Following
the observations made form the separation iso-surfaces, the centreline separation is reduced.
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The corner separations occupy approximately 4.06 % and 9.65 % of the duct width for the
reference and reduced w/h cases respectively.
Figure 4.10: Visualisation of the wall shear stress using friction lines at the wall for cases 1













































Figure 4.11: Centreline Mach number distributions for the cases of table 4.1.
Figure 4.12: Skin friction coefficient distributions for the cases of table 4.1.
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Figure 4.11 shows the centreline Mach number distribution. The lower Mu and lower δr/h
cases, which feature an initial shock with a Mach stem, agree better with the experimental
results. Although these cases are not at the experimental conditions, the results show the
importance of the corner and centreline separation sizes and their effect on the initial shock
structure and the centreline Mach number. The reference case gives the closest agreement
with the experiment for the skin friction coefficient, as shown in Figure 4.12. Similarly to the
wall pressure profiles, the C f profiles exhibit "oscillations". The increase in C f is associated
with the "recovery" of the boundary layer profile after an interaction with a shock in the
shock train. A rapid decrease in C f is observed upstream of each shock location due to the
adverse pressure gradient imparted by the shock. Both the lower Mu and lower δr/h cases
have considerably larger C f after the onset of the interaction compared to the experiment.
4.5 Matching pre-shock Mach number
Figure 4.13 compares the wall pressure and Mach number contours of the lower δr/h and
Reh cases, both having Mr of approximately 1.61. The inlet-outlet pressure ratio was kept
constant while the inlet Mach number varied. Note that for the lower δr/h case the outlet
pressure is 12 % higher.
As the pre-shock Mach number was approximately Mr = 1.61 for all three cases, the sole
effect of confinement on the interaction was investigated. For the lowest level of confinement,
an initial shock with a Mach stem was observed. As the confinement was increased, the Mach
stem reduced in size and disappeared (for both the reference and lower Reh cases). For the
case at lower Reh, the confinement was δr/h = 0.37 which resulted in weak crossing oblique
shocks followed by a weak normal shock. From the wall pressure, it was observed that the
increasing confinement smeared the pressure gradient mainly by altering the initial shock
structure. The increase of the confinement level was accompanied by a reduction of the
corner separations and an increase of the shock train length, as seen from Figure 4.15. The
shock train is longest for the lower Reh case. From the figure, it can also be seen that the
shock train cross-sectional shape is rectangular for cases 1 and 9. For case 8, the shock train
cross-sectional shape resembles an octagon. The distinct gap between the iso-surfaces at the
centerline (cases 1 and 8) indicates the presence of a subsonic core. The subsonic core is a
sign of a strong initial shock (figure 4.13b, c). The onset of the interaction for the Reference
(case 1) and Lower Reh (case 9) cases is at 20.1 < xr/h < 26.1. The boundary layer for both
cases has approximately 20 non-dimensional streamwise units to develop. As a result, both
cases share similar wall shear stress visualisations. Figure 4.14 shows the visualisations. The
higher smearing of the pressure gradient observed for the Lower Reh case results in longer
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Figure 4.13: Wall pressure (top) and Mach number contours (bottom) for the reference and
lower δr/h and Reh cases of table 4.1.
corner separations that extend less into the flow compared to the ones in the Reference case.
Both the flow confinement and the Reynolds number were observed to affect the shock train
length. The flow confinement has a stronger effect on the shock train length, which is in
accordance with the experiments.
Figure 4.14: Visualisation of the wall shear stress using friction lines on the wall for cases
1, 8, and 9 of table 4.1.
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Figure 4.15: Iso-surfaces of M = 1.0 (shaded green) and u/Vu = 1×10−3 (shaded blue) for
the reference and lower δr/h and Reh cases of table 4.1.
4.6 Effect of cross-section
In addition to investigating the effects of upstream and downstream conditions, the effects
of changing the cross-section of the duct were also investigated. Two cross-sections were
considered - a circular one and one with rounded corners. The grids created for these geome-
tries are shown in figure 4.2. Both grids - C and D were non-dimensionalised with the duct
half-height at the inlet h = 16.275 mm. The Reynolds number based on the duct half-height,
the inlet Mach number, and the pressure ratio were kept the same as for the reference case.
Figure 4.16 shows the wall pressure and the Mach contours.
Both geometries moved xr downstream by approximately 16% compared to the reference
case. The boundary layer and the confinement before the start of the interaction was close
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Figure 4.16: Wall pressure (top) and Mach number contours (bottom) for the reference,
circular, and rounded geometry cases of table 4.1.
to the one observed in the experiment - δr ≈ 5.4 mm and δr/h = 0.32. Although the Mach
number was slightly higher than the experimental one, Mr = 1.61, the circular and round
geometries predicted a different shock train structure compared to the one in the rectangu-
lar geometry. The spacing between subsequent shocks was smaller and the initial shock in
each case feature a Mach stem. No corner separations were present in the rounded geometry.
Interestingly, separations were observed on all four walls. Figure 4.17 shows the separation
and sonic iso-surfaces for the two geometries.
The absence of corner separations for the rounded geometry can be attributed to the reduced
streamwise vorticity in the corner region of the duct. In chapter 3 it was observed that high
regions of vorticity were related to the presence of corner flows. In a rectangular duct, the mo-
mentum near the corner is significantly reduced due to the interaction of the two adjacent wall
boundary layers. As a result, the flow near the corners separates first. The separation causes
weak oblique shock waves that propagate into the flowfield. The waves act to smear the
streamwise pressure gradient. If one of the wall dimensions of the duct is smaller, the smear-
ing can be sufficient to suppress the centreline separation on that wall. For a rounded corners
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Figure 4.17: Iso-surfaces of M = 1.0 (green) and u/Vu = 1×10−3 (blue) for the reference,
circular, and rounded geometry cases of table 4.1.
duct, the corner flows are weaker, as indicated by the streamwise vorticity contours in figure
4.18. Regions of positive and negative vorticity separated by ∆/h ≈ 0.5 non-dimensional
units are present near the rounded corner (figure 4.18c). The vorticity magnitude in these
regions is considerably smaller compared to the rectangular duct (figure 4.18a). The circular
geometry shows even smaller vorticity magnitudes. Unlike the previous geometries, the cir-
cular one results in a flow topology similar to a two-dimensional normal shock interaction.
The separation at the foot of the first shock is relatively uniform around the circumference of
the duct. As the radius rc is considerably greater than the reference h, Mach stem is present.
Due to the presence of a Mach stem the flow decelerates more and the length of the shock
train is reduced. The slip line emanating from the triple point can be identified. Below it the
flow remains supersonic for longer distances downstream, creating the so-called supersonic
"tongues".
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Figure 4.18: Streamwise vorticity contours for the reference, circular, and rounded geometry
cases of table 4.1
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4.7 Efficiency metrics
Figure 4.19: Mach number contours for cases 12 to 16 of table 4.1.
Figure 4.19 shows the Mach number contours for the remaining MSWBLI cases - 12 to
16 of table 4.1. For the shock train at Mu = 1.736 (case 13) the initial shock features a
Mach stem. Absence of a Mach stem is observed for the shock train at Mu = 1.62 (case
12) although the pre-shock Mach number is lower. The difference in the pre-shock Mach
number amounts to ≈ 8%. Comparing the confinement ratios shows that case 12 has higher
confinement (δr/h = 0.36) than case 13 (δr/h = 0.31). The corner separations for case 12 are
smaller giving rise to a larger centreline separation which affects the initial shock structure.
Cases 14, 15 and 16 have lower levels of flow confinement than cases 12 and 13. However,
the shock train is formed by two crossing oblique shocks followed by a series of normal
shocks. According to Matsuo et al. [83] for Mach numbers Mr larger than 1.8-2.2, oblique
shock trains are mostly observed, depending on the state of the boundary layers. The pre-
shock Mach number for cases 14, 15 and 16 fall within this range. Case 14 features an
initial shock with a very small Mach stem, whereas case 16 features two crossing oblique
shocks terminated by a normal shock. The crossing of the oblique shocks for case 15 is
significant and as a result there is no subsonic flow downstream of the crossing. In all cases,
the downstream shocks in the shock train are concave facing upstream. All cases without
a Mach stem, do not have supersonic tongues (reference, lower Reh, case 12, case 15, case
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16). Cases featuring an initial shock with a Mach stem and a triple point have supersonic
tongues (lower Mu, lower δr/h, case 11). The flow near the slip-line emanating from the
triple point of the initial shock remains supersonic for longer distances downstream. As these
points move closer to the centreline, the core flow after the shock train remains supersonic.
The efficiency metrics commonly used for high-speed intakes are the flow distortion (FD),









where p0,average is the total averaged pressure at the engine face and p0,u is the total pressure
of the free-stream. The effect of pseudo-shock length on the total pressure recovery was in-
vestigated by Mahoney [81] who showed that maximum total pressure recovery is achieved
when the throat length of the intake equals or is slightly greater than the pseudo-shock length.
For maximum total pressure recovery at off-design conditions e.g. increase/decrease of the
design Mach number or non-uniform flow due to change in the angle of attack or sideslip, it
was concluded that the length of the throat section (figure 1.15) should be sufficient to account
for changes in the pseudo-shock length. Table 4.1 lists the TPR and FD efficiency metrics for
all shock train cases and figures 4.21 and 4.20 show quadratic surface fits for the TPR and
FD. For the first 9 cases in table 4.1, the efficiency metrics are evaluated at 20 dimensionless
distance units after the onset of the interaction (xr). The TPR for the reference case is ap-
proximately 11.9 % lower than the reference TPR, taken as the TPR across a normal shock
with a pre-shock Mach number of Mr. As the confinement is decreased (lower δr/h case with
matching Mr) the TPR increases and the flow distortion decreases). The lower δr/h case with
matching Mr has an initial shock with a Mach stem due to the smaller centreline separation
and larger corner separations. The extent of the centreline separation in the streamwise di-
rection is about Lsep/h = 1.30. Both the reference and low Reh cases have larger separations
in the streamwise direction, of Lsep/h = 1.55 and Lsep/h = 1.61, respectively. The increase
of the separation is accompanied by a decrease of the TPR, and an increase in the FD. As the
centreline separation is affected by the corner separations and itself affects the initial shock
structure, the cases with smaller centreline separations exhibit higher TPR. Such cases are the
lower δr/h with and without matching Mr, and the lower Mu case. For the lower δr/h case
with a matching Mr the TPR increases by 6.2 % and the FD decreases by 17.8 % compared
to the reference case. Similarly, FD and TPR are evaluated at 10 dimensionless distance units
after the onset of the interaction for cases 10 to 14 in table 4.1. As the Mu, Reh and p vary
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for each case it is more difficult to draw similar conclusions. However, the variation of Reh
is moderate and all cases exhibit reduced TPR and increased FD. On average, the TPR is
approximately 10% lower than the reference TPR for cases 12 to 16. Case 12, being at a
similar Mach number to the reference case, shows that larger centreline separation resulting
in a triple point closer to the centreline reduces TPR and increases FD. As the Mach number
is increased for cases 13 to 16, the TPR continues to decrease and the FD to increase. Even
though case 13 features a triple point below the centreline, due to the higher Mach number
the TPR and FD are worse than for the lower Mu or lower δr/h cases. For cases 15 and 16,
the FD is greater than one. The increase of the FD is due to the decrease in the minimum
stagnation pressure ratio p/pu at x/h = 10. For the higher Mach numbers cases (15 and 16)
the difference between the maximum and minimum stagnation pressure at x/h = 10 is greater
than the average stagnation pressure which results in FD> 1.
Figure 4.20: Quadratic surface fit for FD; R2 = 0.982.
Flow distortion was also evaluated for the reference, lower Reh and lower Mu cases at seven
streamwise stations. The first station coincides with the onset of the pressure rise, xr/h = 0.
Subsequent stations are spaced at equal distances downstream with the last station placed
at x/h = 10. The lowest Mu case has the lowest FD among the three cases. For the shock
trains featuring an initial shock with a Mach stem, the FD has the highest rate of decrease.
No significant differences in the rate of FD decrease or the FD are observed between the
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Figure 4.21: Quadratic surface fit for TPR; R2 = 0.994.
reference and the lower Reh cases which both have larger centreline separations and an initial
shock without a Mach stem. Shock trains of this type were systematically observed to have
a reduced TPR and increased FD. To minimise FD and maximise TPR one should aim for
a shock train featuring an initial shock with a Mach stem, because of the smaller separation
at its foot. Shock trains were observed for all combinations of Mach numbers, confinement
levels, and Reynolds numbers. The lowest Mu (Mu = 1.49) case featured the shortest shock
train. Further increase of the outlet pressure by approximately 3% for the lowest Mu case
resulted in a single shock. This shows that even for low pre-shock Mach numbers in the
range of 1.44− 1.5, and confinement levels greater than δr/h = 0.15 shock trains are still
present.
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Figure 4.22: Flow distortion for the reference, lower Mu and lower Reh cases.
4.8 Chapter summary
The shock train experiment by Carroll et al. [26] was used as a reference case in a parametric
study investigating the effect of flow confinement, Reynolds number, and geometry changes.
Reduction of confinement was achieved by increasing the exit (back) pressure, which relo-
cates the shock train upstream where the boundary layer is thinner. Reduction of confinement
significantly reduced the length of the shock train and improved the flow distortion and total
pressure recovery efficiency metrics. Larger corner separations were observed at the reduced
levels of confinement. Reduction of the pre-shock Mach number had a similar effect on the
shock train - increased corner separations and significantly reduced shock train length. The
length of the shock train was more sensitive to the Mach number which is in agreement with
the literature. Reduction of the Reynolds number had an opposite effect - the shock train
length was increased considerably and small corner separations were observed. The Mach
stem disappeared in some cases due to the bigger separation at the foot of the first shock.
The disappearance of the Mach stem correlated with increasing shock train lengths and dis-
appearance of the supersonic tongues, otherwise present. Efficiency metrics based on the
stagnation pressure were used to evaluate the "efficiency" of the interactions. Total pressure
recovery (TPR) and flow distortion (FD) efficiency metrics were calculated at a specific lo-
cation, downstream of the start of each interaction. Shock trains featuring an initial shock
with a Mach stem resulted in higher TPR and lower FD. In order to maximise the former
and minimise the latter, no supersonic flow should reach the location where the parameters
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are calculated. Low Mach numbers and low levels of confinement are needed to achieve
favourable efficiency metrics.
Chapter 5
MSWBLIs in high-speed pitot intakes ∗
With established confidence in the numerical method and after the study of parameters influ-
encing the multiple-shock wave boundary layer interaction in a duct, a more realistic geome-
try was considered. This includes the intake of a store-like geometry at various incidence and
roll angles with a non-linear Eddy viscosity model. The store-like geometry couples the ex-
ternal and internal flows. By doing so the ambiguity of the inlet conditions present in internal
SWBLI/MSWBLI simulations is eliminated.
5.1 Fore-body intake geometry
Since the flow of interest is within the intake and the bulk of the flow around the store-like
geometry is supersonic, only the forward section of the store-like geometry was considered.
This forward section of the store is referred to here as the fore-body intake geometry. Figure
5.1 shows the geometry of the fore-body intake. The fore-body intake geometry consisted
of a spherically blunted tangent ogive followed by a cylinder of constant diameter D. Four
geometries were considered - one with a square intake, one with a kidney-shaped intake, one
with a filleted intake, and one with an intake featuring a cross-sectional area that changes
from rounded to circular. The geometries (or configurations) are referred to as A, B, C, and
D in this chapter. Configuration A features an intake with a square profile of h = w = 0.5H
where H = 0.5D and the thickness is t = 0.03D. The thickness t reduces towards the lips
of the intake which are filleted. The diverter width is 0.1D and the intakes are oriented at
45deg with respect to the x− y symmetry plane. Configuration B features a kidney shaped
intake which was generated by filleting two concentric circles with radiuses R1 = D and
∗The fore-body intake results in this chapter are published in K. Boychev et al. "Numerical Simulations
of Multiple Shock Wave Boundary Layer Interactions", Proceedings of the AIAA Scitech 2021 Forum and
Exposition, 11-15 January 2021, Orlando, Florida
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R2 = 0.6D. Configuration C is similar to configuration A apart from the intake having filleted
corners with a fillet radius of 0.1D. The intake geometries are shown in figure 5.1. The cross-
sectional area of the configurations,was kept approximately constant at A≈ 0.0019D2 and the
intakes extended an additional 2D distances aft of the fore-body. The choice of diverter width
and 45 degrees orientation with respect to the symmetry plane was driven by the findings of
Goldsmith [59] who states that an intake aspect ratio of unity, diverter thickness of 0.1D, and
45 degrees placement angle with respect to the vertical contributes to higher total pressure








































Figure 5.1: Fore-body intake geometry, configurations,A, B, and C. Schematic of the intake
geometries is shown on the right.
To compare the efficiency of the pitot intakes in terms of total pressure recovery to that of a
mixed compression intake, a mixed compression intake was designed using one-dimensional
isentropic relations. The details are shown in table 5.1.
To compress the oncoming flow a thee-shock system was selected. The first shock was gen-
erated by a ramp of δ = 10 deg. According to the isentropic relations for oblique shocks,
a deflection angle of δ = 10 deg corresponds to a shock angle β , of approximately 39 deg.
The slant angle of all pitot intakes was based on this angle. A second oblique shock with
an angle of β = 49.4 deg is then generated to satisfy the flow direction constraint. Finally,
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Table 5.1: Total pressure recovery for mixed compression intake designed with one-
dimensional isentropic relations.
Station (n) M δ deg β deg p0,n/p0,n−1 pn/pn−1 p/(pre f γM2re f )
1 2.00 10.0 39.31 1.0 1.0 0.1786
2 1.64 10.0 49.38 0.9846 1.7066 0.3047
3 1.28 - - 0.9877 1.6426 0.5006
4 0.63 - - 0.9819 1.7594 0.8807
Total 0.9549 4.9320 0.8807
the compression is completed by a weak terminal shock. The MIL-E-5008B relations which
provide a reasonable initial estimate for TPR of an intake are used as a reference (Mattingly
et al. [84]). In the MIL-E-5008B relations, the TPR is expressed as a function of the reference
Mach number, Mre f , and is given by




, 1 < Mre f < 5 (5.1)
At Mre f = 2.0 the above relation predicts a TPR of 0.925, however, the total pressure recovery
of the intake is usually less. The starting characteristics of the intake are as important as its
total pressure recovery. The quasi-one-dimensional Kantrowitz method [76] is often used to
characterise the starting characteristics of intakes and it is based on two assumptions:
• The intake is fully enclosed, i.e. the freestream velocity is normal to the intake capture
plane.
• The flow is quasi-one-dimensional and quasi-steady, i.e. the freestream velocity changes
so slowly that the flow inside the intake has ample time to adjust.
Under these assumptions, the Kantrowitz theory leads to three distinct regions on the AtAc /Mre f
diagram (Figure 5.2). These regions are defined by the Kantrowitz line and the isentropic
line. The Kantrowitz line is obtained by assuming a normal shock at the capture plane of
the intake and calculating the isentropic area ratio that will produce sonic flow at the intake
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where Ac is the capture area, At is the throat area where Mt = M∗ = 1 and Mc is the Mach
number at the capture plane. In addition to the Kantrowitz line, the internal contraction ratio
can be obtained from the isentropic line in the absence of a normal shock at the entrance of




















where Ac is the throat area where Mt = M∗ = 1 and Mc is Mach number at the capture plane.
Figure 5.2 shows the Kantrowitz and isentropic lines for 0.01 < Mre f < 6.
Figure 5.2: Intake start/unstart limits based on the Kantrowitz and isentropic contraction
limits.
Above the Kantrowitz line, the intake will start spontaneously, i.e. steady supersonic flow in
the intake can be established by a quasi-steady acceleration of the intake from zero velocity
to the reference Mach number Mre f . Below the isentropic line, steady supersonic adiabatic
flow in the intake is not possible, since its existence would require a decrease in entropy. The
steady flow would pass through an area less than its sonic area. The only possible solution
in this region, below the isentropic line, is a non-started one - a bow shock and a subsonic
flow throughout the intake. In the area above the isentropic line and below the Kantrowitz
line both started and non-started solutions are possible. If this region is entered from above
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the Kantrowitz line, either by a Mach number or area ratio decrease the started solution will
be maintained. An entry from below the isentropic line will result in a non-started solution.
One way to start an intake is to bring the AtAc ratio above the Kantrowitz line by overspeeding,
increasing Mre f . Another way is to increase the throat area At or decrease the capture area Ac.
The intake may also be designed in such a way that it is not fully enclosed. For the designed
mixed compression intake the ratio of the throat to capture area is At/Ac = 0.8823, where Ac
is the area perpendicular to the compression ramp. This leads to an effective reduction of the
Kantrowitz line for the overall intake. All configurations are above the Kantrowitz limit as
At/Ac ≈ 1 for all. The designed mixed compression intake has a ratio of At/Ac = 0.8823 and
is not fully enclosed. Stared operations of the intakes are possible since the ratios are in the
started and dual solution regions.
5.2 Grids and numerical setup
Since the external flow is predominantly supersonic, only the fore-body intake section of each
store-like configuration was simulated. The aft-body, containing the fins and the nozzle was
discarded. The fore-body extends from x = 0 to x = 12D and its total length is L = 12D. The
numerical domain, shown in 5.3 below, is non-dimensionalised with the fore-body length
L = 12D which gives a non-dimensional fore-body length of 1.
Figure 5.3: Fore-body intake numerical domain and boundary conditions.
For cases at zero roll angle, only half of the domain was considered with symmetry boundary
condition applied at the x−z plane. Far-field boundary conditions were applied at the far-field
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boundaries and extrapolation boundary conditions, except where the flow is subsonic, were
applied at the engine face. Adiabatic non-slip wall boundary conditions were applied at the
surface of the fore-body intake. Fully-matched multiblock structured grids of the numerical
domain were created using ICEM CFD by employing O-topologies around the intake and the
fore-body. The blocks adjacent to the surface had a height of 0.005D. The grids consisted of
approximately 890 blocks and the topology of the grids varied slightly for each configuration.
Figure 5.4 shows the grid and blocking topology for configuration C. The minimum wall
distance was 2.5× 10−6D which ensured a y+ < 1. The minimum wall distance value was
based on the one used in the isolated shock train simulations. In these simulations, a minimum
distance of 1× 10−5 with respect to the half-height of the duct was sufficient to achieve
y+ values of less than 1. Hyperbolic grid stretching was employed towards the far-field
boundaries of the numerical domain. As the boundaries are far away from the fore-body and
the flow is supersonic, stretching had a little effect on the solution. The grid parameters are
shown in table 5.2.
Table 5.2: Grid parameters for the fore-body intake.
Grid Min dist. Intake points Total points Total cells
A 2.5×10−6D 26.82×106 60.04×106 57.40×106
B 2.5×10−6D 15.65×106 60.07×106 54.41×106
C 2.5×10−6D 15.65×106 60.07×106 54.41×106
Figure 5.4: Configuration C grid (left) and blocking (right).
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5.3 Cases
Numerical simulations of the configurations were performed with the k−ω SST and EARSM
turbulence models. As shown previously in chapter 3, the choice of a turbulence model can
have a significant impact on the solution. If the model accounts for the secondary flows,
which are present near corners, corner separations will be suppressed by the higher momen-
tum flow supplied by the corner flows. The suppression of the corner flows affects the centre-
line separation and the subsequent shock train structure by increasing the λ -foot of the first
shock. If the separation is large the λ -foots on adjacent walls merge to form a χ shock train
structure. The effect of the total incidence angle, σ and the roll angle λ on the total pressure
recovery (TPR) and flow distortion (FD) efficiency metrics were investigated. Both metrics
were evaluated at the engine face of the fore-body intake. Figure 5.5 shows the definitions of









Figure 5.5: Fore-body intake axis definitions.
Freestream conditions at M = 2.0 and altitude of 8000 m were assumed. The international
standard atmosphere model (ISA) was used to obtain the values of the density speed of sound
and viscosity - ρre f = 0.5252 kg/m3, are f = 308.0627 m/s, µre f = 1.5268× 10−5. The
Reynolds number based on the fore-body diameter D = 0.1 m was ReD = 2.24×106. Based
on the intake half-height h the Reynolds number was Reh = 5.3×105, and was comparable to
the Reynolds numbers of the isolated shock train case of Carroll et al. [26] presented in chap-
ter 3. Two incidence and one roll angles were considered. The velocity vector components in
the body-fixed reference frame are given by
~V = (u,v,w) =

(0.996,0,0.087) for σ = 5 and λ = 0
(0.985,0,0.174) for σ = 10 and λ = 0
(0.996,0.005,0.087) for σ = 5 and λ = 3
(5.4)
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Table 5.3 lists the simulation parameters. The TPR and FD of the port and starboard intakes
are separated by the colon symbol. Port TPR is on the left of the colon symbol and starboard
TPR is on the right. All simulations were initialised with an inviscid shock placed at the end
of the intake. The MUSCL 3rd order scheme was used and simulations were run until the
axial force coefficient, CX settled. The k−ω EARSM simulations at σ = 0 deg and λ = 0
deg used the k−ω SST as an initial solution.
Table 5.3: Fore-body intake cases.
Grid Mre f Symm. σ (deg) λ (deg) TPR FD η Model
A 2.00 Y 0 0 0.6568 0.7044 3.375 k−ω SST
A 2.00 Y 0 0 0.6527 0.8044 3.375 k−ω EARSM
A 2.00 Y 0 0 0.6696 0.6469 3.825 k−ω EARSM
A 2.00 Y 5 0 0.7122 0.6854 3.825 k−ω EARSM
A 2.00 N 5 3 0.7136 : 0.7095 0.6799 : 0.6778 3.825 k−ω EARSM
B 2.00 Y 0 0 0.6718 0.4649 3.825 k−ω SST
B 2.00 Y 0 0 0.6738 0.7379 3.825 k−ω EARSM
B 2.00 Y 5 0 0.7166 0.6873 3.825 k−ω EARSM
B 2.00 N 5 3 0.7191 : 0.7147 0.7074 : 0.7109 3.825 k−ω EARSM
C 2.00 Y 0 0 0.6706 0.5039 3.825 k−ω SST
C 2.00 Y 0 0 0.6737 0.7043 3.825 k−ω EARSM
C 2.00 Y 5 0 0.7172 0.6820 3.825 k−ω EARSM
C 2.00 N 5 3 0.7186 : 0.7147 0.6840 : 0.6830 3.825 k−ω EARSM
5.4 Investigating turbulence modelling
The effect of the turbulence model on the flowfied inside the intake was significant. The
results from configuration C will be used to show the differences in the flowfied, however,
similar observations were made for the other configurations. They are discussed at the end of
this section. Figure 5.6 shows the wall pressure and Mach number contours for configuration
C predicted by the k−ω SST turbulence model (top) and by the k−ω EARSM turbulence
model (bottom). The Mach number contours in subfigure (a) are of a slice taken at 45 deg
with respect to the vertical plane and are spaced at ∆M = 0.2 starting from M = 1 (the sonic
contour). The Mach number contours in subfigure (c) are of a slice taken at the mid-plane of
the intake, perpendicular to the 45 deg slice. The intake is non-dimensionalised with a half-
height of h = 0.22D and the origin is shifted to the upper intake lip. The k−ω SST model
predicts a single shock located at approximately x/h ≈ 19.6 downstream of the lip of the
intake. The upper and lower wall pressures are mostly symmetrical downstream of the onset
of the interaction. The bottom wall pressure profile exhibits stronger pressure oscillations
than the top one, upstream of the interaction. The oscillations are attributed to the oblique
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shock generated by the upper intake lip which impinges the lower wall and its reflection then


























Figure 5.6: Wall pressure (b) and Mach number contours (a,c) for configuration C k−ω SST (top) and k−ω EARSM (bottom).
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At the onset of the interaction, xr/h ≈ 19.6, the pre-shock Mach number is approximately
Mr = 1.82 and the average stagnation pressure approximately p0,average = 0.98. Based on
99% average stagnation pressure value, the average boundary layer thickness on the sidewalls
is δr,1 = 5.06 mm and on the top and bottom walls δr,2 = 4.4 mm (h = 0.22D, D = 0.1
m). Since the half-height of the intake is h = 22 mm, this amounts to confinement levels
of δ1,r/h = 0.23 and δ2,r/h = 0.20. Supersonic regions downstream of the first shock are
observed, however, the Mach number in these regions is very close to 1 and as a result, there
are no subsequent shocks. Since the flow is subsonic at the engine face the FD is relatively
low - FD = 0.5039. This is not the case for the k−ω EARSM model which predicts a
shock train within the intake. As shown in chapter 4 the existence of supersonic regions
near the engine face, or the plane at which the flow distortion is evaluated, increases the flow
distortion parameter. There is a 40% increase in the FD when a shock train is established
inside the intake. The change in the total pressure recovery is negligible. The onset of the
interaction is located at xr ≈ 15.2 which amounts to 30% relative upstream shift compared
to the k−ω SST . At that location, the average stagnation pressure and centreline pre-shock
Mach number are p0,average/p0,re f = 0.8620 and Mr = 1.8240. The levels of confinement
are δ1,r/h = 0.152 and δ2,r/h = 0.136 which are approximately 33% smaller than the ones
predicted by the k−ω SST . Table 5.4 shows the confinement levels.
Table 5.4: Confinement levels for configuration C at σ = 0 deg predicted by the
k−ω SST and k−ω EARSM turbulence models.
xr Mr δ1/h δ1/h Model
19.6 1.819 0.23 0.20 k−ω SST
15.2 1.824 0.15 0.14 k−ω EARSM
The shock train features the distinctive λ -foot structure with a large Mach stem and is com-
prised of three shocks which are concave facing upstream. The increased flow distortion at
the engine face is attributed to the supersonic tongues which extend all the way up to the
engine face. Like the k−ω SST model, there is no symmetry with respect to the y− x and
the z− x planes. No separations at the corners are observed for the k−ω EARSM model.
The k−ω SST model on the other hand predicts separations in all corners. Unlike con-
figuration C, the k−ω SST model predicted a shock train in configuration A. The wall pres-
sure featured significant oscillations which indicated the presence of large corner separations.
Chapter 3 showed that pressure oscillations are mainly caused by the overprediction of the
corner separations and the resulting stronger re-acceleration of the flow behind the first shock.
Further visualisations of the flow field indeed showed that each corner featured a large sep-
aration. The separations at the top wall corners were slightly bigger. The difference in the
top and bottom wall corner separation sizes contributed to a slight flow asymmetry in the
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x-y plane. No flow asymmetry was observed in the x-z plane. Similarly to configuration
C, configuration B did not feature a shock train when the k−ω SST model was used. A
single normal shock was present without noticeable λ -foot structures. As in configuration
C, the reduced upstream Mach number and the thicker boundary layer were the cause. The
k−ω EARSM model predicted shock trains in all configurations and was used for all subse-
quent calculations. A detailed description of the flowfied in configurations A and B, predicted
by the k−ω EARSM model, is provided in the next section.
5.5 Effect of total angle, σ
The effect of total angle was investigated by changing σ from 0 deg to 5 deg and keeping
the roll angle λ = 0 deg. Description of the flow field and comparison of the efficiency
metrics for all configurations, follows. First, the flow-field of each fore-body configuration is
described by comparing Mach number contours and wall pressures. Then, the flow efficiency
metrics - total pressure recovery and flow distortion are evaluated and compared.
5.5.1 Configuration A
Figure 5.8 compares the wall pressure (b) and Mach number contours in x−y (c) and x−z (a)
wall planes of configuration A at σ = 0 deg and σ = 5 deg. At zero incidence angle, the rise of
the top and bottom wall pressure begins at approximately xr/h = 14.1 and xr/h = 14.4. The
relative difference of 2% between the two indicates that asymmetry in the flow is present.
The first shock in the shock train features a Mach stem and two λ -foot structures - one
adjacent to the bottom wall and one to the top wall. The top wall structure is bigger and as
a result, the pressure rise on the top wall occurs earlier than the one on the bottom wall. As
the λ -foot slows the flow less than the normal portion of the shock, regions of supersonic
flow below the slip line are present and extend up to x/h = 30. Such regions were also
observed for the internal interactions and are often termed supersonic tongues. The shock
train exhibits symmetry in the port-starboard wall plane. The size of the λ -foot structures is
almost identical. As the angle is increased the shock train becomes highly asymmetrical. It
is difficult to agree on the exact structure of the first shock. It is theorised that the two λ -foot
structures join and the Mach stem, otherwise present, disappears. Due to the absence of the
Mach stem, the flow is faster (there is less deceleration) and as a result, a large supersonic
region extends all the way up to the engine face x/h = 30. The presence of supersonic flow
at the engine face is expected to increase the flow distortion.
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5.5.2 Configuration B
Figure 5.9 compares the wall pressure (b) and Mach number contours in the x−y (c) and x−z
(a) wall planes of configuration B at σ = 0 deg and σ = 5 deg. At both incidence angles, the
interaction in the intake is highly-asymmetrical. Although the rise in the top and bottom wall
pressure begins at xr/h≈ 12.5 and xr/h≈ 13 at σ = 0 deg it is not the cause for the asymme-
try. The case for the asymmetry is the large separation on the bottom wall. The initial shock
features an asymmetrical λ -foot structure with the bigger λ -foot adjacent to the bottom wall.
The large region of subsonic flow downstream of the Mach stem is accelerated to supersonic
speeds. However, the absence of contours bunching downstream indicates that the shocks in
the region, if any, are weak. A presence of a shock is suggested by the bunching of the con-
tours at x/h ≈ 16. This shock does not propagate to the opposite wall but terminates below
the centreline. When the incidence angle is increased, the separation region relocates further
upstream. The relocation of the region is accompanied by an increase in the λ -foot structure
adjacent to the bottom wall. The size of the Mach stem reduces significantly. Reduction of
the centreline Mach number is also observed, due to the stronger oblique interaction form-
ing at the entrance of the intake. The increase of the bottom wall λ -foot structure relocates
the bottom wall pressure rise further upstream, resulting in approximately 13% difference in
xr/h between the top and bottom walls. The Mach number contours in the x− z wall plane
are shown in figure 5.9 (a). The contours in this plane are more symmetric compared to the
ones in the x− y wall plane. Supersonic regions are present at the location of the engine
face, x/h = 30, which is expected to result in greater flow distortion values. Compared to the
other configurations, the intake of configuration B has an unequal aspect ratio. Its height is
considerably larger than its width. In addition, the intake does not feature any straight walls -
every wall is curved. In chapter 4, lower levels of streamwise vorticity were observed in all of
the rounded geometries. Lower vorticity levels are associated with weaker secondary flows
that bring less momentum to the corners. Less momentum often results in increased corner
separations. As rounded geometries do not result in well-defined corner separations (if the
rounding is considerable), the adverse pressure gradient at the location of the first shock is
expected to be stronger. In chapter 1, it was shown that the corner separations give rise to
weak oblique waves that propagate into the flow, and as a result, smear the adverse pressure
gradient at the start of the interaction. The absence of well-defined corner separations in the
all-rounded intake geometry of configuration B and the unequal aspect ratio is considered the
main contributors to the large separation at the bottom wall.
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5.5.3 Configuration C
Figure 5.10 compares the wall pressure (b) and Mach number contours in the x− y (c) and
x− z (a) wall planes of configuration C at σ = 0 deg and σ = 5 deg. The onset at zero
incidence angle is approximately xr/h≈ 15.2, and a slightly asymmetrical shock train with a
λ -foot structure is observed. The supersonic regions below the slip line at σ = 0 deg extend
to the engine face (x/h = 30). The presence of supersonic regions at the location where
efficiency metrics are evaluated often lead to higher values of FD. At the higher incidence
angle, the λ -foot structure on the bottom wall grows significantly in size. This is indicated
by the interaction onsets on the top and bottom wall which are located at xr ≈ 14.1 and
xr/h = 13.3. The relative difference is approximately 5.7%. The difference is caused by
the large λ -foot structure on the bottom wall. The centreline Mach number is reduced to
Mr ≈ 1.74. This amounts to a reduction of ∆Mr ≈ 0.1 when compared to the pre-shock Mach
number at σ = 0 deg. The cause for the reduction is the stronger oblique interaction occurring
at the entrance of the intake. As the flow behind the λ -foot structure is faster, a bigger region
of supersonic flow is present at the engine face which is expected to reduce the flow distortion
efficiency metric. The x−z wall contours, shown in figure 5.10 (a) are relatively symmetrical
at σ = 0. The symmetry is reduced at σ = 5 deg, however, the Mach number contours are
not as distorted as the contours in the x− y wall plane.
5.5.4 Efficiency metrics
Figure 5.7 compares the total pressure recovery and the flow distortion for the three configu-
rations,at σ = 0 deg and σ = 5 deg. The total pressure recoveries for the three configurations,
are comparable at both incidence angles, although configurations B and C result in slightly
higher recoveries. At zero incidence, the variation in the flow distortion between the config-
urations,is significant. Since the flow distortion is defined as the ratio of the difference in the
maximum and minimum stagnation pressures and the average stagnation at the engine face,
larger p0,max− p0,min or smaller p0,avarage will increase the FD. Higher p0,max is associated
with higher velocities since bringing the flow to stagnation conditions isentropically from a
higher velocity will result in a greater p0. Table 5.5 compares the average, minimum, and
maximum stagnation pressures of the three configurations, at σ = 0 deg and σ = 5 deg.
Configuration A has the smallest p0,max− p0,min difference and the average TPR for the three
configurations is approximately p0,average ≈ 0.94. The average streamwise velocity is also
similar and approximately uaverage = 0.42. The main contributing factor to the FD is the
p0,max− p0,min difference. Decreasing p0,max will improve the FD efficiency metric.
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Figure 5.7: Total pressure recovery (left) and flow distortion (right) efficiency metrics at














































































Figure 5.10: Wall pressure (b) and Mach number contours (a,c) for configuration C at σ = 0 deg (top) and σ = 5 deg (bottom).
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Table 5.5: Stagnation pressures at x/h = 30 (engine face).
Configuration σ deg p0,avg p0,max p0,min p0,max− p0,min uaverage
A 0 0.9355 1.2853 0.6802 0.6051 0.4217
B 0 0.9415 1.3781 0.6834 0.6947 0.4165
C 0 0.9413 1.3421 0.6791 0.6630 0.4203
A 5 0.9951 1.3602 0.6782 0.6820 0.4515
B 5 1.0013 1.3705 0.6823 0.6882 0.4564
C 5 1.0021 1.3644 0.6810 0.6834 0.4557
At σ the differences in the p0,max− p0,min ratios and the average stagnation pressure p0,average
are insignificant, resulting in a flow distortion of FD ≈ 0.68. Further investigations of the
TPR and FD with respect to the incidence angle were performed for configuration A. Figure
5.11 shows the TPR and FD as a function of the incidence angle σ . The incidence angle was
varied from σ = −3 deg to σ = 10 deg. At the negative incidence angle, the flow within
the intake was completely unstarted. The FD was minimum at this condition as the resulting
flow velocities in the intake were small. At higher incidence angles, the FD increased up to
a maximum value at σ = 5 deg and reduced as an incidence angle of 10 deg was reached.
The reduction of the flow distortion was attributed to the stronger interaction taking place
at the entrance of the intake. As the interaction at the entrance of the intake was oblique
in nature it reduced the flow velocities more efficiently. As a result, the pre-shock Mach
number was lower for subsequent stronger interactions occurring in the intake, the FD was
decreased and the TPR increased. The maximum TPR was observed at σ = 10 deg. The
TPRs and FDs of configurations,B and C are compared once again and show that the TPR
of the configurations,is comparable at σ = 0 and σ = 5 deg. The FD of the configurations,is
comparable only at σ = 5 deg.
Figure 5.11: Total pressure recovery (left) and flow distortion (right) efficiency metrics at
σ =−3,0,5,and 10 deg.
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5.6 Effect of roll angle, λ
The effect of the roll angle, on the flow field inside the intake and the efficiency metrics, was
investigated by introducing a positive roll angle of λ = 3 deg while keeping the incidence
angle fixed at σ = 5 deg. An incidence angle of 5 deg was selected, as, at higher incidence
angles, the oblique interaction at the intake entrance was responsible for most of the flow
deceleration. The strong oblique interaction was the cause for higher TPR values at σ = 10
deg. Since we are interested in the flow deceleration across the shock train, a weak oblique
interaction at the intake entrance is preferred.
5.6.1 Configuration A
Figure 5.12 compares the Mach number contours and wall pressures for configuration A at
zero and three degrees roll angle. The starboard intake at λ = 3 is compared to the port
intake at λ = 0 deg. Since symmetry boundary conditions were employed at λ = 0 deg the
flow field in the port and starboard intakes is the same. At λ = 3 deg the shock train features
a well-defined initial shock structure which is followed by several vanishingly weak shock
structures. The flow fields of the port (not shown) and starboard intake were similar. Both
featured initial shocks with asymmetric λ -foot structures. The larger λ -foot structure was
adjacent to the starboard wall in both intakes. Based on the upper and lower wall pressure
the onset of the interaction in the port intake was located at approximately xr/h≈ 17.7 non-
dimensional distances. Both wall pressures exhibited oscillations, an indication of a stronger
interaction near the wall. The onset of the interaction in the starboard intake occurred at
approximately xr/h ≈ 17.917 non-dimensional distances which amounted to 1.1% relative
difference. The average difference between the onset on the upper and lower walls of both
intakes was approximately ∆xr/h = 0.22. Compared to the flow field at σ = 5 deg and λ = 0
deg the flowfield within the intakes at λ = 3 exhibited greater similarity to the isolated shock
train interactions. The main effect of the roll angle was to move the shock train downstream
the intake. Such movement is not beneficial as the interaction gets closer to the engine face
and degrades the flow distortion efficiency metric. The relative movement of the shock train
was approximately 32.2 %.
5.6.2 Configuration B
The difference between the onset of the interaction on the upper and lower wall as well as
the difference between the onset of the interaction at λ = 0 and λ = 3 deg was significant for
configuration B. Figure 5.13 shows the wall pressure and Mach number contours. At λ = 0
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deg the relative ∆xr/h is approximately 14.7 %. At the higher roll angle, λ = 3 deg, the ∆xr/h
decreases to 5.2 %. The average onset xr/h is approximately 10.9 at λ = 0 and 17.5 at λ = 3
deg. As the roll angle is increased the onset translates downstream by approximately 6.6 non-
dimensional distances. The large plateau regions in the lower wall pressures are the result of
the larger flow separation occurring at the lower wall of the intake. The difference in the
wall pressure profiles visualises the significant degree of flow asymmetry. The oscillations
in the top wall pressure hint that the interactions are stronger near the upper intake wall.
Again, the downstream movement of the shock train is not favourable as the flow has less
time uniformise before it reaches the engine face.
5.6.3 Configuration C
Figure compares the Mach number contours and wall pressure for configuration C at zero
and three degrees roll angle. Again the flow in the starboard intake is compared to the flow
at λ = 0 deg. The plateau-type region in the wall pressure distributions on the bottom wall
of the intakes indicates the presence of a large separated region at both λ = 3 deg and λ = 0
deg. The sharp pressure rise at the top walls and the subsequent pressure oscillations indicate
stronger interactions and supersonic flow regions close to the wall. The difference in the
onset of interaction between the upper and lower walls is caused by the larger separation at
the lower wall. The larger separation displaces the start on the interaction further upstream.
On average the relative difference between the upper and lower wall pressure onset was 6.1%
at λ = 0 deg and 3.1% at λ = 3 deg. The relative movement of the average onset at λ = 0 and
at λ = 3 deg amounted to 21.1%. Similarly to configuration A, the initial shock was more
well defined at λ = 3 deg than at λ = 0. The large separation at the bottom wall of the intake
was the reason for the absence of a well-defined Mach stem. The initial shock was followed
by several vanishingly weak shocks. Two smaller separated regions on the sidewalls of each
intake at the location of the initial shock were also present.
5.6.4 Efficiency metrics
Figure 5.15 compares the total pressure recovery and the flow distortion of the three config-
urations,at an incidence angle of σ = 5 deg and a roll angle of λ = 3 deg. For all configura-
tions, the TPR in the port intake increases and the TPR in the starboard intake decreases. The
largest decrease in TPR was observed in configurations,C and A where the TPR in the star-
board intake was on average 0.5% lower than the reference TPR at λ = 0 deg. Configuration
B resulted in the largest increase in TPR which amounted to 0.3%. The increase or decrease
in the TPR as observed from the averages, however, is negligible, as it is less than 1%. This
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shows that introduction of a positive roll angle has little impact on the TPR characteristics of
the intakes. As detailed in the flow descriptions the introduction of a positive roll angle relo-
cated the shock train downstream. Table 5.6 compares the average, minimum, and maximum


































































































































Table 5.6: Stagnation pressures at x/h = 30 (engine face).

















A 5 0 0.9951 1.3602 0.6782 0.6820 0.4515 0.9951 1.3602 0.6782 0.6820 0.4515
B 5 0 1.0013 1.3705 0.6823 0.6882 0.4564 1.0013 1.3705 0.6823 0.6882 0.4564
C 5 0 1.0021 1.3644 0.6810 0.6834 0.4557 1.0021 1.3644 0.6810 0.6834 0.4557
A 5 3 0.9971 1.3557 0.6777 0.6780 0.4515 0.9913 1.3509 0.6789 0.6720 0.4497
B 5 3 1.0047 1.3911 0.6804 0.7107 0.4508 0.9985 1.3913 0.6814 0.7099 0.4484
C 5 3 1.0041 1.3681 0.6813 0.6868 0.4549 0.9987 1.3633 0.6812 0.6821 0.4519
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The flow distortion of configurations,B and C increased when a positive roll angle was intro-
duced. The average stagnation pressure p0,avg was observed to increase in the port intake and
decrease in the starboard intake. Increased difference between the maximum and minimum
stagnation pressure at the engine face was also observed in both intakes. The increase of
p0,max− p0,min and the decrease of p0,avg results in higher flow distortion values. The values
between the two intakes (port and starboard) were comparable. The flow distortion values
for configuration A remained close to the values at λ = 0 deg. The slight reduction of the
FD values resulted from the slight increase of p0,avg and the slight decrease of p0,max at the
engine face. Like configurations B and C, no significant differences between the values of
the port and starboard intakes was observed. The downstream movement of the onset of the
interaction, xr, in configuration B, results in supersonic regions near the engine face. In addi-
tion, the "plateau" regions observed in the top and bottom wall pressure distributions indicate
long separations on both walls (figure 5.13). The proximity of the supersonic regions to the
engine face and the increased sizes of the separated zones cause a higher flow distortion for
configuration B. Although the separated zones in the intakes of configurations B and C were
concentrated at the bottom and/or sidewalls of the intake, their larger size contributed to the
increased flow distortion comapred to configuration A. In comparison, configuration A had
smaller, more irregular separated zones concentrated at the corners. Since the stagnation
pressure values in separated zones are low, larger separated zones are more likely to con-
tribute to higher flow distortion values. A lower p0,min value at the engine face, increases the
p0,max− p0,min difference which in turn increases the flow distortion value. Reducing the size
of the separated zone and improving the flow uniformity by means of flow control or varying
geometry can reduce the flow distortion and increase the performance of the intake.
5.7 Chapter summary
A store with an intake geometry was created and used to couple internal and external super-
sonic flows to investigate shock trains in a more realistic geometry. Only the fore-body of
the store was simulated and the effect of different incidence and roll angles on the total pres-
sure recovery and flow distortion efficiency metrics was evaluated. The k−ω SST turbulence
model was found to predict single shocks within the intakes of configurations,featuring rounded
corners. Only the configuration featuring sharp corners, similarly to the isolated shock train
experiments, featured a shock train when the k−ω SST model was used. The cause was the
more organised flow topology resulting from the sharp corners. In contrast, the non-linear
k−ω EARSM model predicted shock trains in all configurations. The choice of turbulence
model was shown to affect the flow distortion performance metric. If the model predicted a
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single normal shock the resulting flow distortion at the engine face of the intake was small.
As the flow behind a single normal shock is significantly decelerated, and there is no further
flow re-acceleration, caused by confinement effects, the average downstream Mach number is
lower. If the model predicted a shock train, however, the presence of supersonic regions in the
vicinity of the engine face resulted in higher average Mach numbers. The higher average val-
ues resulted in higher FD values at the engine face. Opposite to the FD, the sensitivity of the
total pressure recovery to the turbulence model and the intake shape was small. All configura-
tions had similar total pressure recoveries at σ = 0 and σ = 5 deg. This shows that the shape
of the intake affects the TPR less than the FD. Due to the organised flow topology, and rela-
tively small separation configuration A had favourable TPR and FD metrics. Increase of the
incidence angle beyond 5 degrees resulted in a further increase in TPR which was attributed
to the lower centreline Mach numbers in the intake. The reduction of the centreline Mach
number was caused by an oblique interaction at the entrance of the intake which increased in
strength with increasing incidence angle. The introduction of a roll angle did not affect the
performance metrics significantly, however, the onset of the interactions was moved down-
stream. From the three configurations, only configuration A showed similar total pressure and
flow distortion metrics to the ones at zero roll angle. The other two configurations,resulted
in higher FD values at λ = 3 deg. The sensitivity of the FD metric shows the importance of
using non-linear turbulence models for internal, highly-confined shock wave boundary layer
simulations. Although the results presented in this chapter apply strictly to pitot intakes, they
show that the use of linear turbulence models can lead to conservative predictions of the flow
distortion efficiency metric. Since this metric is very important conservative predictions can
have a negative impact on the performance of the engine.
Chapter 6
Conclusions and future work
6.1 Conclusions
This work systematically investigated the shock train phenomenon occurring in confined (in-
ternal) supersonic flows. Its aim was to propose the best RANS methods, turbulence models,
and modelling techniques for simulating shock trains by answering the following research
questions arising from the thesis objectives in Chapter 1:
1. What is the best modelling technique to match the experimental conditions in a shock
train simulation?
2. Do non-linear models improve the flowfield predictions for shock trains?
3. Can simplified non-linear models using quadratic constitutive relations achieve similar
improvements?
4. How do the total pressure recovery and flow distortion across a shock train change with
respect to changing freestream parameters?
5. How does the corner geometry affect the shock train structure?
6. What is the shock train structure in a geometry representative of a high-speed intake,
and how it is affected by freestream parameters?
Existing simulations of shock trains by other researchers do not extensively detail what mod-
elling technique was used to match the experimental conditions. Therefore questions as to
what the best modelling technique is might arise if one tries to perform such simulations (first
research question). To answer the first research question, simulations of the shock train ex-
periment by Carroll et al. [26] outlined in 3 were performed. As explained in the chapter 3
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the experiment by Carroll et al. was selected because it was one of the few experiments that
featured detailed flow measurements. After evaluating the success of different techniques the
following technique is proposed:
• The domain must be three-dimensional to account for the spanwise flow confinement.
• The domain is elongated so that the boundary layer can develop from freestream (ref-
erence) conditions. Several iterations might be needed in order to determine by how
much the domain needs to be elongated.
• The Mach number at the inlet of the domain must be increased to take into account the
decrease of the Mach number due to the boundary layer growth.
• The exit (back) pressure must be adjusted so that the shock train is positioned at a
location where δr/h matches the experimental one.
Many of the shock train simulations performed by researchers listed in Chapter 1 neglect
the three-dimensionality of the flow. Although the agreement with the experiments is of-
ten favourable, neglecting the three-dimensionality of the flow should be avoided. In some
cases, the favourable agreement can be misleading as the shock train forms at a location
where the boundary layer is thicker (compared to the experiment). The increased thickness
(increased confinement) compensates for the confinement that would otherwise arise if three-
dimensional effects are considered.
Several non-linear models were implemented in the HMB3 solver to answer the second and
third research questions - the k-ω EARSM, and the k-ω SST with different Quadratic Con-
stitutive Relations (QCRs). Two different QCR versions were added to the k-ω SST - the
original QCR by Spalart [122] (k-ω SST V1) and a more recent QCR by Sabnis [113] (k-ω
SST V2). The non-linear models removed the wall pressure oscillations and predicted wall
pressure profiles in closer agreement with the experiments compared to the linear models.
Additional modifications of the Ccr1 coefficient of the k−ω SST QCR V1 model showed
that an increased value of Ccr1 = 0.4 improves the predictions even further. Although the
wall pressure was in good agreement, the spacing between the second and third shocks in
the shock train was overpredicted by up to 17%. Further adjustments of the back pressure to
reduce the confinement and bring it closer to the experimental one reduced the overprediction
to 5%. The following points summarise the finding obtained with the non-linear models:
• Linear models overpredict the corner separations due to their inability to account for
the secondary (corner) flows.
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• Secondary (corner) flows can be accounted for by adding quadratic (or higher) terms
of strain and/or vorticity.
• The newly implemented k-ω SST models using constitutive relations (QCR V1 and
V2) improve the predictions significantly.
Further investigation of the effects of limiting the turbulent kinetic energy production term
in regions with high velocity gradients showed that the limiting has a little effect within the
boundary layer. At the centreline, the high values of k were removed without any difference
in the wall pressure or the onset of the interaction xr.
The fourth and fifth research questions were answered by the parametric studies in Chapter
4. The studies showed that flow distortion, evaluated at different streamwise planes starting
from the onset of the interaction, decreases rapidly. Shock trains that feature an initial shock
with a λ -foot structure were found to be more "efficient" as they had higher total pressure
recovery and lower flow distortion. When supersonic regions were present at the plane where
the flow distortion was evaluated, higher values of flow distortion were observed. Shock
trains at lower confinement levels and Mach numbers are preferred if one aims to achieve
higher efficiency metrics.
Shock train simulations by previous researchers often consider simplified geometries. Such
geometries include rectangular, square or circular ducts. Although these geometries are suit-
able for investigating the flow physics of shock trains, they do not represent practical geome-
tries found in high-speed intakes. Chapter 5 compares the flowfield predictions from linear
and non-linear turbulence models in geometry representative of a high-speed intake to answer
the sixth and last research question. A fore-body intake geometry, consisting of a spherically
blunted tangent ogive followed by a constant radius cylinder was used to couple external and
internal supersonic flows. Different configurations of the geometry were considered each
having an intake with a specific cross-sectional area and shape. The importance of non-linear
models was once again highlighted as some linear models did not predict shock trains in the
intakes. At zero incidence angle, the most efficient geometry was the one featuring a square
intake with perfectly sharp corners. The flow within the intake resembled the idealised shock
trains although asymmetries were present. The asymmetries originated from the slant angle
of the intake as the transverse flow affects the corner flows and the subsequent corner separa-
tions. Insignificant differences in the total pressure recovery and flow distortion between the
intakes were observed at higher incidence angles. At these conditions, the flow was highly
asymmetric and shared little similarity with the flow observed in the idealised interactions.
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Introduction of a roll angle displaced the shock trains downstream even though the back (exit)
pressure was kept constant. The additional calculations detailed in Appending A and in [134]
further showed the importance of using non-linear models for external high-speed flows. The
predicted loads agreed better when non-linear models were used. Coupled with the findings
for internal flows in this work, it shows that non-linear models should be used where strong
vortices or secondary flows are expected.
6.2 Future work
The summary of the different shock train experiments in Chapter 1 shows the need for de-
tailed shock train experimental studies, measuring not only the wall pressure but also the
turbulence statistics. Additional insight into how well the non-linear models predict the cor-
ner flows can be obtained by performing measurements in the corner of the test section at
various streamwise locations. Such measurements can determine whether RANS methods,
with properly calibrated models capable of resolving the corner separations, are sufficient.
The synthetic eddy method (SEM) implemented and tested in Appendix A provides a viable
alternative to inflow turbulence generation. Compared to the recycling-rescaling method and
the pre-cursor simulation method the SEM is computationally efficient and is capable of
reproducing prescribed Reynolds stresses. Coupling of an SEM with a hybrid RANS/LES
method, capable of resolving the larger turbulent structures in the outer part of the boundary
layer may provide further insight into the modelling fidelity of shock trains. The hybrid
method can offer an alternative to the wall resolved and wall modelled LES without the need
for reduction of the Reynolds number or the use of simplified wall models.
Appendix A
Jarrin’s synthetic turbulence method
implementation
The generation of inflow data for spatially developing turbulent flows is still a challenge
and must be addressed in the application of hybrid RANS/LES and LES methods to internal
flows. Internal flows often feature shallow separation regions which are not strong enough
to trigger the LES mode of a hybrid RANS/LES method. Often, some form of forcing at
the inlet of the internal flow simulation is required, either in the form of a precursor LES
simulation, recycling-rescaling approach, or synthetic turbulence generation.
A.1 The synthetic eddy method
The Synthetic Eddy Method (SEM) was proposed by Jarrin et al. [74] and it is often used
to generate realistic turbulent inflow conditions for scale-resolving simulations. A control
volume populated by a uniform random distribution of eddies surrounds the inflow plane. At











where Neddies is the number of eddies given by
Veddies
σxσyσz
and εkj is a randomly assigned sign.
The volume occupied by the eddies is given by Veddies = 2σx (Ly +2σy)(Lz +2σz), where σx,
σy, and σz are the eddy sizes in the x, y, and z-direction and Ly and Lz are the inflow sizes in
the y and z-directions. Figure A.1 shows the reference frame and the definition of the eddy
sizes. The Ai j is the Cholesky decomposition of the Reynolds stress tensor τi j and is given
by:
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2 (1−|x|) , if |x|< 1
0, if |x|> 1
.
(A.3)
In the above equation, the shape of the eddy is defined by a tent function. The resulting
velocity perturbation at each location x is given by:







For each time step, each eddy is convected in the streamwise direction by
xki (t +∆t) = x
k
i (t)+ui∆t (A.5)
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If an eddy leaves the control volume it is regenerated upstream at a location selected by a
uniform random distribution. The values of the Reynolds stresses determine the resulting
standard deviation in the turbulent velocities generated for each axis and the shape of the
eddies determines the length scale of turbulence and therefore the spatial correlation between
turbulent velocities at two different locations.
Figure A.2: Eddies, inlet plane grid, and resulting velocity components
A.2 Numerical implementation
A C++ program implementing the synthetic eddy method, outlined above, was created. The
purpose of the program was to test the SEM method and to create velocity profiles that can
be used as boundary conditions by the HMB3 flow solver. The program creates a box of
eddies with a size of 2(Ly +σy), 2(Lz +σz), and 2σx where Ly and Lz are the dimensions of
the inlet. Since the program reads an HMB3 profile file which contains the mean flow and
Reynolds stress quantities - ρ , u, v, w, p, k, ω , u′u′, u′v′, u′w′, v′v′, v′w′, and w′w′, the SEM
method can reconstruct the stresses at every point of the inlet plane. Figure A.2 shows the
resulting velocity perturbations superimposed on the mean velocities for an inlet featuring a
turbulent boundary layer. The eddy sizes were σx = σy = σz = 0.05 and were considered to












A total of 1000 timesteps were performed with a timestep size of ∆t = 0.01. All of the quan-
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tities are in non-dimensional form, following the non-dimensionalisation detailed in Chapter
2 of the thesis. The instantaneous velocities at y/h ≈ −0.84 are reported below. Their time
history and the spectrum of the turbulent kinetic energy are shown in figure A.3.
y =−0.839866
<u ’ >=2.07625 e−20
<v ’ >=−1.83382 e−18
<w’ >=−4.18068 e−19
<u ’ u ’ >=0.000116081
<v ’ v ’ >=0.000243611
<w’w’ >=0.000210046
<u ’ v ’ >=−9.69167 e−05
<u ’w’ >=2.70812 e−05
<v ’w’ >=−8.01145 e−06
k / <V>^2=0.000284869
I =0.0137809
Figure A.3: Instantaneous velocity time history (top) and turbulent kinetic energy spectrum
(bottom)
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As seen from the output, the SEM method is capable of reconstructing the specified Reynolds
stresses and predicts correctly the slope of the turbulent kinetic energy spectrum. The source
code of the SEM program is listed below
1 # i n c l u d e < i o s t r e a m >
2 # i n c l u d e < f s t r e a m >
3 # i n c l u d e < s t r i n g >
4 # i n c l u d e <iomanip >
5 # i n c l u d e < v e c t o r >
6 # i n c l u d e <random >
7 # i n c l u d e < s s t r e a m >
8 # d e f i n e p i 3 .141592653589793238462643383279502884
9 d ou b l e c r a n d ( )
10 {
11 r e t u r n ( dou b l e ) r and ( ) / ( do ub l e )RAND_MAX;
12 }
13 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
14 d ou b l e s i g n ( dou b l e a )
15 {
16 i f ( a > 0 . 5 )
17 {
18 r e t u r n 1 . 0 ;
19 }
20 r e t u r n −1.0;
21 }
22 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
23 d ou b l e min ( dou b l e a , dou b l e b )
24 {
25 i f ( a > b )
26 {
27 r e t u r n b ;
28 }
29 r e t u r n a ;
30 }
31 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
32 d ou b l e s h a p e _ f u n c t i o n ( do ub l e x , do ub l e sigma , i n t t y p e )
33 {
34 dou b l e f ;
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35 f = 0 . 0 ;
36 x /= sigma ;
37 i f ( t y p e == 0)
38 {
39 i f ( s t d : : abs ( x ) < 1 . 0 )
40 {
41 / / t e n t
42 f = s t d : : s q r t ( 3 . 0 / 2 . 0 ) ∗ ( 1 . 0 − s t d : : abs ( x ) ) ;
43 }
44 }
45 i f ( t y p e == 1)
46 {
47 i f ( s t d : : abs ( x ) < 1 . 0 )
48 {
49 / / g a u s s i a n
50 }
51 }
52 r e t u r n f ;
53 }
54 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
55 c l a s s eddy
56 {
57 p u b l i c :
58 dou b l e x ;
59 dou b l e y ;
60 dou b l e z ;
61 dou b l e eps_x ;
62 dou b l e eps_y ;
63 dou b l e eps_z ;
64 eddy ( ) ;
65 ~eddy ( ) ;
66 } ;
67 eddy : : eddy ( ) {}
68 eddy : : ~ eddy ( ) {}
69 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
70 c l a s s p robe
71 {
72 p u b l i c :
73 dou b l e x ;
74 dou b l e y ;
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75 dou b l e z ;
76 dou b l e R [ 9 ] ;
77 s t d : : v e c t o r < double > u ;
78 s t d : : v e c t o r < double > v ;
79 s t d : : v e c t o r < double > w;
80 s t d : : v e c t o r < double > t ;
81 probe ( ) ;
82 ~ probe ( ) ;
83 } ;
84 probe : : p robe ( ) {}
85 probe : : ~ p robe ( ) {}
86 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
87 d ou b l e get_mean ( s t d : : v e c t o r < double > &x )
88 {
89 dou b l e mean_x = 0 . 0 ;
90 f o r ( u n s i g n e d i = 0 ; i < x . s i z e ( ) ; i ++)
91 {
92 mean_x += x [ i ] ;
93 }
94 mean_x /= x . s i z e ( ) ;
95 r e t u r n mean_x ;
96 } ;
97 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
98 d ou b l e g e t _ v a r i a n c e ( s t d : : v e c t o r < double > &x , s t d : : v e c t o r < double > &y )
99 {
100 d ou b l e v a r i a n c e _ x y = 0 . 0 ;
101 i f ( x . s i z e ( ) != y . s i z e ( ) )
102 {
103 s t d : : c o u t << " V e c t o r s must be o f same l e n g t h ! " << s t d : :
e n d l ;
104 s t d : : e x i t ( 0 ) ;
105 }
106 f o r ( u n s i g n e d i = 0 ; i < x . s i z e ( ) ; i ++)
107 {
108 v a r i a n c e _ x y += x [ i ] ∗ y [ i ] ;
109 }
110 v a r i a n c e _ x y /= x . s i z e ( ) ;
111 r e t u r n v a r i a n c e _ x y ;
112 } ;
113 / /
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/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
114 d ou b l e ge t_ rms ( dou b l e v a r i a n c e _ x y )
115 {
116 i f ( v a r i a n c e _ x y < 0)
117 {
118 s t d : : c o u t << " V a r i a n c e must be g r e a t e r o r e q u a l t o 0 ! " <<
s t d : : e n d l ;
119 s t d : : e x i t ( 0 ) ;
120 }
121 r e t u r n s t d : : s q r t ( v a r i a n c e _ x y ) ;
122 } ;
123 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
124 i n t main ( i n t a rgc , c h a r ∗ a rgv [ ] )
125 {
126 s t d : : s r a n d ( s t d : : t ime ( n u l l p t r ) ) ;
127 s t d : : c o u t << " 3D S y n t h e t i c Eddy Method [ V e r s i o n 3 . 0 . 0 ] " << s t d : :
e n d l ;
128 i n t N_ t imes t eps , N_eddys , N_probes ;
129 d ou b l e Ly , Lz , x , y , z ;
130 d ou b l e sigma_x , sigma_y , sigma_z , sigma , V_sigma , f ;
131 d ou b l e u_bar , v_bar , w_bar , V_bar ;
132 d ou b l e dt , t ;
133 d ou b l e a [ 9 ] , R [ 9 ] ;
134 s t d : : f s t r e a m e d d y _ f i l e ;
135 Ly = 1 . 0 4 5 3 7 ;
136 Lz = 2 . 3 4 1 1 3 ;
137 x = 0 . 0 ;
138 y = 0 . 0 ;
139 z = 0 . 0 ;
140 N _ t i m e s t e p s = 1000 ;
141 sigma_x = 0 . 0 5 ;
142 sigma_y = 0 . 0 5 ;
143 s igma_z = 0 . 0 5 ;
144 sigma = 1 . 0 / 3 . 0 ∗ ( s igma_x + sigma_y + sigma_z ) ;
145 V_sigma = ( Ly + 2 ∗ s igma_y ) ∗ ( Lz + 2 ∗ s igma_z ) ∗ 2 ∗ s igma_x ;
146 N_eddys = c e i l ( V_sigma / ( s igma_x ∗ s igma_y ∗ s igma_z ) ) ;
147 u_ba r = 1 . 0 ;
148 v_ba r = 0 ;
149 w_bar = 0 ;
150 V_bar = s t d : : s q r t ( s t d : : pow ( u_bar , 2 ) + s t d : : pow ( v_bar , 2 ) + s t d : :
pow ( w_bar , 2 ) ) ;
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151 d t = 0 . 0 1 ;
152 s t d : : c o u t << " Ly=" << Ly << s t d : : e n d l ;
153 s t d : : c o u t << " Lz=" << Lz << s t d : : e n d l ;
154 s t d : : c o u t << " N _ t i m e s t e p s =" << N _ t i m e s t e p s << s t d : : e n d l ;
155 s t d : : c o u t << " N_eddys=" << N_eddys << s t d : : e n d l ;
156 s t d : : c o u t << " sigma_x=" << sigma_x << s t d : : e n d l ;
157 s t d : : c o u t << " sigma_y=" << sigma_y << s t d : : e n d l ;
158 s t d : : c o u t << " s igma_z =" << sigma_z << s t d : : e n d l ;
159 s t d : : c o u t << " sigma=" << sigma << s t d : : e n d l ;
160 s t d : : c o u t << " V_sigma=" << V_sigma << s t d : : e n d l ;
161 s t d : : c o u t << " u_ba r =" << u_bar << s t d : : e n d l ;
162 s t d : : c o u t << " v_ba r =" << v_bar << s t d : : e n d l ;
163 s t d : : c o u t << " w_bar=" << w_bar << s t d : : e n d l ;
164 s t d : : c o u t << " V_bar=" << V_bar << s t d : : e n d l ;
165 s t d : : c o u t << " d t =" << d t << s t d : : e n d l ;
166 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
167 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
168 s t d : : c o u t << " C r e a t i n g eddys . . . " << s t d : : e n d l ;
169 s t d : : v e c t o r <eddy > eddys ;
170 e d d y _ f i l e . open ( " eddys . d a t " , s t d : : f s t r e a m : : o u t ) ;
171 f o r ( u n s i g n e d l = 0 ; l < N_eddys ; l ++)
172 {
173 eddy eddy ;
174 eddy . x = −s igma_x + ( 2 . 0 ∗ s igma_x ) ∗ c r a n d ( ) ;
175 eddy . y = (− s igma_y + ( Ly + 2 . 0 ∗ s igma_y ) ∗ c r a n d ( ) ) − Ly
;
176 eddy . z = −s igma_z + ( Lz + 2 . 0 ∗ s igma_z ) ∗ c r a n d ( ) ;
177 eddy . eps_x = s i g n ( c r a n d ( ) ) ;
178 eddy . eps_y = s i g n ( c r a n d ( ) ) ;
179 eddy . eps_z = s i g n ( c r a n d ( ) ) ;
180 eddys . push_back ( eddy ) ;
181 e d d y _ f i l e << eddy . x << " " << eddy . y << " " << eddy . z <<
" " << eddy . eps_x << " " << eddy . eps_y << " " << eddy .
eps_z << s t d : : e n d l ;
182 }
183 e d d y _ f i l e . c l o s e ( ) ;
184 s t d : : c o u t << " C r e a t e d " << N_eddys << " eddys . " << s t d : : e n d l ;
185 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
APPENDIX A. JARRIN’S SYNTHETIC TURBULENCE METHOD IMPLEMENTATION191
186 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
187 s t d : : c o u t << " C r e a t i n g p r o b e s . . . " << s t d : : e n d l ;
188 s t d : : s t r i n g s t r e a m f i l e _ l i n e _ s t r e a m ;
189 s t d : : s t r i n g f i l e _ l i n e ;
190 s t d : : f s t r e a m f i l e ;
191 s t d : : v e c t o r <probe > p r o b e s ;
192 f i l e . open ( " s o u r c e _ p r o f i l e . c sv " , s t d : : i o s : : i n ) ;
193 i f ( ! f i l e . i s _ o p e n ( ) )
194 {
195 s t d : : c o u t << " F a i l e d t o open s o u r c e _ p r o f i l e . c sv " << s t d : :
e n d l ;
196 r e t u r n 1 ;
197 }
198 w h i l e ( s t d : : g e t l i n e ( f i l e , f i l e _ l i n e ) )
199 {
200 f i l e _ l i n e _ s t r e a m . c l e a r ( ) ;
201 f i l e _ l i n e _ s t r e a m . s t r ( f i l e _ l i n e ) ;
202 dou b l e y , uu , uv , uw , vv , vw , ww;
203 f i l e _ l i n e _ s t r e a m >> y >> uu >> uv >> uw >> vv >> vw >> ww
;
204 probe probe ;
205 probe . x = 0 ;
206 probe . y = y ;
207 probe . z = 1e−3;
208 probe . R[ 0 ] = probe . R[ 1 ] = probe . R[ 2 ] = probe . R[ 3 ] = probe
. R[ 4 ] = probe . R[ 5 ] = probe . R[ 6 ] = probe . R[ 7 ] = probe . R
[ 8 ] = 0 . 0 ;
209 probe . R[ 0 ] = uu ; / / uu
210 probe . R[ 1 ] = uv ; / / uv
211 probe . R[ 2 ] = uw ; / / uu
212 probe . R[ 3 ] = uv ; / / vu
213 probe . R[ 4 ] = vv ; / / vu
214 probe . R[ 5 ] = vw ; / / vw
215 probe . R[ 6 ] = uw ; / / wu
216 probe . R[ 7 ] = vw ; / / wv
217 probe . R[ 8 ] = ww; / / ww
218 p r o b e s . push_back ( p robe ) ;
219 }
220 f i l e . c l o s e ( ) ;
221 N_probes = p r o b e s . s i z e ( ) ;
222 f o r ( u n s i g n e d l = 0 ; l < N_probes ; l ++)
223 {
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224 p r o b e s [ l ] . t . r e s i z e ( N _ t i m e s t e p s ) ;
225 p r o b e s [ l ] . u . r e s i z e ( N _ t i m e s t e p s ) ;
226 p r o b e s [ l ] . v . r e s i z e ( N _ t i m e s t e p s ) ;
227 p r o b e s [ l ] . w . r e s i z e ( N _ t i m e s t e p s ) ;
228 a [ 0 ] = s q r t ( p r o b e s [ l ] . R [ 0 ] ) ;
229 a [ 3 ] = p r o b e s [ l ] . R [ 3 ] / a [ 0 ] ;
230 a [ 4 ] = s q r t ( p r o b e s [ l ] . R [ 4 ] − a [ 3 ] ∗ a [ 3 ] ) ;
231 a [ 6 ] = p r o b e s [ l ] . R [ 6 ] / a [ 0 ] ;
232 a [ 7 ] = ( p r o b e s [ l ] . R [ 7 ] − a [ 3 ] ∗ a [ 6 ] ) / a [ 4 ] ;
233 a [ 8 ] = s q r t ( p r o b e s [ l ] . R [ 8 ] − a [ 6 ] ∗ a [ 6 ] − a [ 7 ] ∗ a [ 7 ] ) ;
234 s t d : : c o u t << s t d : : e n d l ;
235 s t d : : c o u t << " Probe " << l << s t d : : e n d l ;
236 s t d : : c o u t << " [R]= " << p r o b e s [ l ] . R [ 0 ] << " , " << p r o b e s [ l
] . R [ 1 ] << " , " << p r o b e s [ l ] . R [ 2 ] << s t d : : e n d l ;
237 s t d : : c o u t << " " << p r o b e s [ l ] . R [ 3 ] << " , " << p r o b e s [ l
] . R [ 4 ] << " , " << p r o b e s [ l ] . R [ 5 ] << s t d : : e n d l ;
238 s t d : : c o u t << " " << p r o b e s [ l ] . R [ 6 ] << " , " << p r o b e s [ l
] . R [ 7 ] << " , " << p r o b e s [ l ] . R [ 8 ] << s t d : : e n d l ;
239 s t d : : c o u t << " [ a ]= " << a [ 0 ] << " , " << a [ 1 ] << " , " << a [ 2 ]
<< s t d : : e n d l ;
240 s t d : : c o u t << " " << a [ 3 ] << " , " << a [ 4 ] << " , " << a [ 5 ]
<< s t d : : e n d l ;
241 s t d : : c o u t << " " << a [ 6 ] << " , " << a [ 7 ] << " , " << a [ 8 ]
<< s t d : : e n d l ;
242 s t d : : c o u t << s t d : : e n d l ;
243 }
244 s t d : : c o u t << " C r e a t e d " << N_probes << " p r o b e s . " << s t d : : e n d l ;
245 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
246 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
247 f o r ( u n s i g n e d n = 0 ; n < N _ t i m e s t e p s ; n ++)
248 {
249 t = d t ∗ n ;
250 s t d : : c o u t << " S tep " << n << " t =" << t << s t d : : e n d l ;
251 f o r ( u n s i g n e d m = 0 ; m < N_probes ; m++)
252 {
253 a [ 0 ] = s q r t ( p r o b e s [m] . R [ 0 ] ) ;
254 a [ 3 ] = p r o b e s [m] . R[ 3 ] / a [ 0 ] ;
255 a [ 4 ] = s q r t ( p r o b e s [m] . R[ 4 ] − a [ 3 ] ∗ a [ 3 ] ) ;
256 a [ 6 ] = p r o b e s [m] . R[ 6 ] / a [ 0 ] ;
257 a [ 7 ] = ( p r o b e s [m] . R[ 7 ] − a [ 3 ] ∗ a [ 6 ] ) / a [ 4 ] ;
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258 a [ 8 ] = s q r t ( p r o b e s [m] . R[ 8 ] − a [ 6 ] ∗ a [ 6 ] − a [ 7 ] ∗
a [ 7 ] ) ;
259 p r o b e s [m] . t [ n ] = t ;
260 p r o b e s [m] . u [ n ] = 0 . 0 ;
261 p r o b e s [m] . v [ n ] = 0 . 0 ;
262 p r o b e s [m] . w[ n ] = 0 . 0 ;
263 f o r ( u n s i g n e d l = 0 ; l < N_eddys ; l ++)
264 {
265 f = 1 . 0 ;
266 f ∗= s h a p e _ f u n c t i o n ( p r o b e s [m] . x − eddys [ l
] . x , sigma_x , 0 ) ;
267 f ∗= s h a p e _ f u n c t i o n ( p r o b e s [m] . y − eddys [ l
] . y , sigma_y , 0 ) ;
268 f ∗= s h a p e _ f u n c t i o n ( p r o b e s [m] . z − eddys [ l
] . z , s igma_z , 0 ) ;
269 p r o b e s [m] . u [ n ] += ( a [ 0 ] ∗ eddys [ l ] . eps_x
+ a [ 1 ] ∗ eddys [ l ] . eps_y + a [ 2 ] ∗ eddys
[ l ] . eps_z ) ∗ f ;
270 p r o b e s [m] . v [ n ] += ( a [ 3 ] ∗ eddys [ l ] . eps_x
+ a [ 4 ] ∗ eddys [ l ] . eps_y + a [ 5 ] ∗ eddys
[ l ] . eps_z ) ∗ f ;
271 p r o b e s [m] . w[ n ] += ( a [ 6 ] ∗ eddys [ l ] . eps_x
+ a [ 7 ] ∗ eddys [ l ] . eps_y + a [ 8 ] ∗ eddys
[ l ] . eps_z ) ∗ f ;
272 }
273 p r o b e s [m] . u [ n ] ∗= s t d : : s q r t ( V_sigma / ( N_eddys ∗
s igma_x ∗ s igma_y ∗ s igma_z ) ) ;
274 p r o b e s [m] . v [ n ] ∗= s t d : : s q r t ( V_sigma / ( N_eddys ∗
s igma_x ∗ s igma_y ∗ s igma_z ) ) ;
275 p r o b e s [m] . w[ n ] ∗= s t d : : s q r t ( V_sigma / ( N_eddys ∗
s igma_x ∗ s igma_y ∗ s igma_z ) ) ;
276 }
277 f o r ( u n s i g n e d l = 0 ; l < N_eddys ; l ++)
278 {
279 eddys [ l ] . x += d t ∗ u_ba r ;
280 i f ( eddys [ l ] . x > sigma_x )
281 {
282 eddys [ l ] . x = (−1.0 ∗ s igma_x ) ;
283 eddys [ l ] . y = −s igma_y + ( Ly + 2 . 0 ∗
s igma_y ) ∗ c r a n d ( ) − Ly ;
284 eddys [ l ] . z = −s igma_z + ( Lz + 2 . 0 ∗
s igma_z ) ∗ c r a n d ( ) ;
285 eddys [ l ] . eps_x = s i g n ( c r a n d ( ) ) ;
286 eddys [ l ] . eps_y = s i g n ( c r a n d ( ) ) ;
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/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
292 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
293 s t d : : f s t r e a m p r o b e _ f i l e ;
294 p r o b e _ f i l e . open ( " p r o b e s . d a t " , s t d : : f s t r e a m : : o u t ) ;
295 p r o b e _ f i l e << " TITLE = \ " Time h i s t o r y o f t h e l o a d s f o r t h e
f i n e , v e r y f i n e , and e x t r a f i n e g r i d s \ " \ n " ;
296 p r o b e _ f i l e << "VARIABLES = \ " Y \ " , \ " UU \ " , \ " UV \ " , \ " UW \ " , \ "
VV \ " , \ " VW \ " , \ " WW \ " , \ " UU_REF \ " , \ " UV_REF \ " , \ " UW_REF
\ " , \ " VV_REF \ " , \ " VW_REF \ " , \ " WW_REF \ " \ n " ;
297 p r o b e _ f i l e << "ZONE I =" << N_probes << " , F=POINT \ n " ;
298 f o r ( u n s i g n e d m = 0 ; m < N_probes ; m++)
299 {
300 dou b l e k , I , mean_u , mean_v , mean_w , mean_uu , mean_uv ,
mean_uw , mean_vv , mean_vw , mean_ww ;
301 mean_u = get_mean ( p r o b e s [m] . u ) ;
302 mean_v = get_mean ( p r o b e s [m] . v ) ;
303 mean_w = get_mean ( p r o b e s [m] . w) ;
304 f o r ( u n s i g n e d l = 0 ; l < p r o b e s [m] . u . s i z e ( ) ; l ++)
305 {
306 p r o b e s [m] . u [ l ] −= mean_u ;
307 p r o b e s [m] . v [ l ] −= mean_v ;
308 p r o b e s [m] . w[ l ] −= mean_w ;
309 }
310 mean_uu = g e t _ v a r i a n c e ( p r o b e s [m] . u , p r o b e s [m] . u ) ;
311 mean_uv = g e t _ v a r i a n c e ( p r o b e s [m] . u , p r o b e s [m] . v ) ;
312 mean_uw = g e t _ v a r i a n c e ( p r o b e s [m] . u , p r o b e s [m] . w) ;
313 mean_vv = g e t _ v a r i a n c e ( p r o b e s [m] . v , p r o b e s [m] . v ) ;
314 mean_vw = g e t _ v a r i a n c e ( p r o b e s [m] . v , p r o b e s [m] . w) ;
315 mean_ww = g e t _ v a r i a n c e ( p r o b e s [m] . w, p r o b e s [m] . w) ;
316 s t d : : c o u t << s t d : : e n d l ;
317 s t d : : c o u t << " Probe " << m << s t d : : e n d l ;
318 s t d : : c o u t << " y=" << p r o b e s [m] . y << s t d : : e n d l ;
319 s t d : : c o u t << "<u ’>= " << get_mean ( p r o b e s [m] . u ) << s t d : :
e n d l ;
320 s t d : : c o u t << "<v ’>= " << get_mean ( p r o b e s [m] . v ) << s t d : :
e n d l ;
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321 s t d : : c o u t << "<w’>= " << get_mean ( p r o b e s [m] . w) << s t d : :
e n d l ;
322 s t d : : c o u t << "<u ’ u ’>= " << mean_uu << s t d : : e n d l ;
323 s t d : : c o u t << "<v ’ v ’>= " << mean_vv << s t d : : e n d l ;
324 s t d : : c o u t << "<w’w’>= " << mean_ww << s t d : : e n d l ;
325 s t d : : c o u t << "<u ’ v ’>= " << mean_uv << s t d : : e n d l ;
326 s t d : : c o u t << "<u ’w’>= " << mean_uw << s t d : : e n d l ;
327 s t d : : c o u t << "<v ’w’>= " << mean_vw << s t d : : e n d l ;
328 k = 1 . 0 / 2 . 0 ∗ ( mean_uu + mean_vv + mean_ww ) ;
329 I = s t d : : s q r t ( 2 . 0 / 3 . 0 ∗ k ) / V_bar ;
330 s t d : : c o u t << " k / <V>^2= " << k << s t d : : e n d l ;
331 s t d : : c o u t << " I =" << I << s t d : : e n d l ;
332 p r o b e _ f i l e << p r o b e s [m] . y << " " << mean_uu << " " <<
mean_uv << " " << mean_uw << " " << mean_vv << " " <<
mean_vw << " " << mean_ww << " " << p r o b e s [m] . R[ 0 ] <<
" " << p r o b e s [m] . R[ 1 ] << " " << p r o b e s [m] . R[ 2 ] << " "
<< p r o b e s [m] . R[ 4 ] << " " << p r o b e s [m] . R[ 5 ] << " " <<
p r o b e s [m] . R[ 8 ] << s t d : : e n d l ;
333 }
334 p r o b e _ f i l e . c l o s e ( ) ;
335 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
336 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
337 i n t l = 6 0 ;
338 p r o b e _ f i l e . open ( " probe_ " + s t d : : t o _ s t r i n g ( l ) + " . d a t " , s t d : :
f s t r e a m : : o u t ) ;
339 s t d : : c o u t << " y=" << p r o b e s [ l ] . y << s t d : : e n d l ;
340 f o r ( u n s i g n e d m = 0 ; m < p r o b e s [ l ] . u . s i z e ( ) ; m++)
341 {
342 p r o b e _ f i l e << p r o b e s [ l ] . t [m] << " " << p r o b e s [ l ] . u [m] <<
" " << p r o b e s [ l ] . v [m] << " " << p r o b e s [ l ] . w[m] << s t d
: : e n d l ;
343 }
344 p r o b e _ f i l e . c l o s e ( ) ;
345 r e t u r n 0 ;
346 }
Appendix B
Generation of mean inflow profiles
The velocity perturbations from the SEM method detailed in Appendix A are ofter super-
imposed on a mean velocity profile. For internal flow simulations, a mean boundary layer
velocity profile having a specific thickness (or another parameter) is usually specified at the
inlet. As shown in Appendix A, the mean inflow profile is obtained either from a pre-cursor
RANS simulation preferably employing a non-linear Eddy viscosity model to account for
the normal Reynolds stress anisotropy or from a van Driest transformed mean velocity dis-
tribution. This section details a C++ and Matlab programs for generating three-dimensional
mean inflow profiles from one-dimensional mean inflow profiles which are obtained from
existing simulations or are generated by a pre-defined van Driest transformed mean velocity
distribution.
B.1 Generation of a one-dimensional mean velocity profile
If pre-cursor simulations are not available, the van Driest transformation [140] can be used to
generate a one-dimensional mean velocity profile. The van Driest transformed mean velocity











































The pressure across the boundary layer is assumed to be constant and the mean density is
196
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calculated from the Crocco-Busemann relation [29]. Full details of the procedure are detailed
by Zhang et al. [153] who improved the approach of Huang et al. [68]. Figure B.1 shows
the generated van Driest transformed mean velocity u+c in wall units for a boundary layer
with a thickness of δ = 5.4 mm and a Reynolds number of Reθ = 12.85×103.
Figure B.1: Generated van Driest transformed mean velocity u+c of Musker’s [96] law-of-the
wall and law-of-the wake
B.2 Generation of three-dimensional mean inflow profiles
A three-dimensional inflow profile can be created form a one-dimensional inflow profile by
considering the normal distances to each wall at the inlet plane. Inverse distance weighting












where the number of walls at the inlet is specified by Nwalls and dn and dm are the distances
to walls n and m respectively. The mean streamwise velocity (or any other mean quantity) at






where uinterp is the interpolated mean streamwise velocity. The interpolated mean streamwise
velocity is obtained from the one-dimensional mean inflow profile. To define the walls a .wall
file which contains the centroid of each wall and its unit normal vector, which points away
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from the domain as shown in figure B.2 is specified. The mean streamwise velocity at y, z
can be obtained by calculating the weighting function Wn which requires the distances to each
wall. Each distance is simply the dot product of the wall-normal vector with ∆n - the distance
between y, z and the centroid of the n-th wall.
Figure B.2: Definition of the wall-normal distances
Below are the contents of a .wall file which specifies two walls having centroids y = 0, z =
2.3411, and y = −1, z = 0. The wall-normal vectors point in the negative y and positive
z-directions. Each line contains the y and z coordinates of the wall centroid and the y and z
components of the wall unit normal vector.
1 0 .0000 2 .3411 0 .0000 1 .0000
2 −1.0000 0 .0000 −1.0000 0 .0000
Figure B.3 shows the mean streamwise velocity profile for a rectangular inlet with two
walls. The program couples the mean quantities of adjacent walls near the corner through
the weighting function Wn and outputs a profile file that can be used by the HMB3 solver.
The coupling is weak as it does not consider the presence of the corner flow in this region. To
achieve strong coupling, a pre-cursor simulation must first be performed and the entire inflow
plane must then be extracted.
1 # i n c l u d e < i o s t r e a m >
2 # i n c l u d e < f s t r e a m >
3 # i n c l u d e < s t r i n g >
4 # i n c l u d e <iomanip >
5 # i n c l u d e < v e c t o r >
6 # i n c l u d e < s s t r e a m >
7 # i n c l u d e < a l g o r i t h m >
8 # i n c l u d e < c s t d l i b >
9 # i n c l u d e < i o s t r e a m >
10 # i n c l u d e <ct ime >
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Figure B.3: Mean streamwise velocity profile for a rectangular inlet with two walls
11 / / 1D i n t e r p o l a t i o n
12 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
13 d ou b l e i n t e r p 1 ( s t d : : v e c t o r < double > &x , s t d : : v e c t o r < double > &y , do ub l e &
x _ i n t e r p )
14 {
15 d ou b l e x_min = ∗ s t d : : min_e lement ( x . b e g i n ( ) , x . end ( ) ) ;
16 d ou b l e x_max = ∗ s t d : : max_element ( x . b e g i n ( ) , x . end ( ) ) ;
17 i n t i = 0 ;
18 i f ( x _ i n t e r p >= x_min && x _ i n t e r p <= x_max )
19 {
20 f o r ( ; i < x . s i z e ( ) ; i ++)
21 {
22 i f ( x _ i n t e r p >= x [ i ] && x _ i n t e r p <= x [ i + 1 ] )
23 {




28 e l s e
29 {
30 i f ( x _ i n t e r p > x_max )
31 {
32 r e t u r n y . back ( ) ;
33 }
34 i f ( x _ i n t e r p < x_min )
35 {
36 r e t u r n y [ 0 ] ;
37 }
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38 }
39 d ou b l e y _ i n t e r p = y [ i ] + ( ( x _ i n t e r p − x [ i ] ) / ( x [ i + 1 ] − x [ i ] ) ) ∗ ( y
[ i + 1 ] − y [ i ] ) ;
40 r e t u r n y _ i n t e r p ;
41 }
42 / / S t r u c t u r e c o n t a i n i n g g r i d b l o c k d a t a
43 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
44 s t r u c t b l o c k
45 {
46 i n t Nx ;
47 i n t Ny ;
48 i n t Nz ;
49 s t d : : v e c t o r < s t d : : v e c t o r < s t d : : v e c t o r < double >>> x ;
50 s t d : : v e c t o r < s t d : : v e c t o r < s t d : : v e c t o r < double >>> y ;
51 s t d : : v e c t o r < s t d : : v e c t o r < s t d : : v e c t o r < double >>> z ;
52 s t d : : v e c t o r < s t d : : v e c t o r < double >> yc ;
53 s t d : : v e c t o r < s t d : : v e c t o r < double >> zc ;
54 s t d : : v e c t o r < s t d : : v e c t o r < double >> rhoc ;
55 s t d : : v e c t o r < s t d : : v e c t o r < double >> uc ;
56 s t d : : v e c t o r < s t d : : v e c t o r < double >> vc ;
57 s t d : : v e c t o r < s t d : : v e c t o r < double >> wc ;
58 s t d : : v e c t o r < s t d : : v e c t o r < double >> pc ;
59 s t d : : v e c t o r < s t d : : v e c t o r < double >> kc ;
60 s t d : : v e c t o r < s t d : : v e c t o r < double >> omegac ;
61 s t d : : v e c t o r < s t d : : v e c t o r < double >> uuc ;
62 s t d : : v e c t o r < s t d : : v e c t o r < double >> uvc ;
63 s t d : : v e c t o r < s t d : : v e c t o r < double >> uwc ;
64 s t d : : v e c t o r < s t d : : v e c t o r < double >> vvc ;
65 s t d : : v e c t o r < s t d : : v e c t o r < double >> vwc ;
66 s t d : : v e c t o r < s t d : : v e c t o r < double >> wwc ;
67 s t d : : v e c t o r < i n t > o r i e n t a t i o n ; / / o r i e n t a t i o n
68 s t d : : v e c t o r < i n t > c o n n e c t i v i t y ; / / f l a g s
69 s t d : : v e c t o r < i n t > f l a g s ; / / f l a g s
70 i n t p r o f i l e ; / / i s b l o c k p r o f i l e
71 } ;
72 / / S t r u c t u r e c o n t a i n i n g . w a l l s f i l e d a t a
73 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
74 s t r u c t w a l l
75 {
76 d ou b l e ny ;
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77 d ou b l e nz ;
78 d ou b l e y ;
79 d ou b l e z ;
80 } ;
81 / / S t r u c t u r e c o n t a i n i n g . p r o f i l e f i l e d a t a
82 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
83 s t r u c t p r o f i l e
84 {
85 s t d : : v e c t o r < double > y ;
86 s t d : : v e c t o r < double > rho ;
87 s t d : : v e c t o r < double > u ;
88 s t d : : v e c t o r < double > v ;
89 s t d : : v e c t o r < double > w;
90 s t d : : v e c t o r < double > p ;
91 s t d : : v e c t o r < double > k ;
92 s t d : : v e c t o r < double > omega ;
93 s t d : : v e c t o r < double > uu ;
94 s t d : : v e c t o r < double > uv ;
95 s t d : : v e c t o r < double > uw ;
96 s t d : : v e c t o r < double > vv ;
97 s t d : : v e c t o r < double > vw ;
98 s t d : : v e c t o r < double > ww;
99 } ;
100 / / Main
101 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
102 i n t main ( i n t a rgc , c h a r ∗ a rgv [ ] )
103 {
104 i f ( a r g c < 4)
105 {
106 s t d : : c o u t << " Usage : g e n _ p r o f i l e < g r i d > < p r o f i l e > < w a l l s > <
s t r e s s e s >" << s t d : : e n d l ;
107 r e t u r n −1;
108 }
109 s t d : : c o u t << " P r o f i l e G e n e r a t o r [ V e r s i o n 1 . 0 . 0 ] " << s t d : : e n d l ;
110 i n t i n c l u d e _ s t r e s s e s = 0 ;
111 s t d : : s t r i n g g r i d _ f i l e _ n a m e , p r o f i l e _ f i l e _ n a m e , w a l l s _ f i l e _ n a m e ;
112 g r i d _ f i l e _ n a m e = argv [ 1 ] ;
113 p r o f i l e _ f i l e _ n a m e = argv [ 2 ] ;
114 w a l l s _ f i l e _ n a m e = argv [ 3 ] ;
115 i f ( a r g c == 5)
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116 {
117 i n c l u d e _ s t r e s s e s = s t d : : s t o i ( a rgv [ 4 ] ) ;
118 i f ( i n c l u d e _ s t r e s s e s != 1 && i n c l u d e _ s t r e s s e s != 0)
119 {
120 s t d : : c o u t << " I n c l u d e s t r e s s e s must be 0 or 1 ! " << s t d : : e n d l ;
121 s t d : : e x i t (−1) ;
122 }
123 }
124 i n t N_blocks ;
125 s t d : : v e c t o r < block > b l o c k s ;
126 s t d : : f s t r e a m g r i d _ f i l e ;
127 g r i d _ f i l e . open ( g r i d _ f i l e _ n a m e , s t d : : i o s : : i n ) ;
128 i f ( ! g r i d _ f i l e . i s _ o p e n ( ) )
129 {
130 s t d : : c o u t << " F a i l e d ! " << s t d : : e n d l ;
131 s t d : : c o u t << " E r r o r w h i l e open ing g r i d f i l e f o r r e a d i n g ! " << s t d
: : e n d l ;
132 s t d : : e x i t (−1) ;
133 }
134 s t d : : s t r i n g f i l e _ l i n e ;
135 s t d : : s t r i n g s t r e a m f i l e _ l i n e _ s t r e a m ;
136 s t d : : g e t l i n e ( g r i d _ f i l e , f i l e _ l i n e ) ;
137 N_blocks = s t d : : s t o i ( f i l e _ l i n e ) ;
138 b l o c k s . r e s i z e ( N_blocks ) ;
139 s t d : : c o u t << " Reading b l o c k s . . . " ;
140 f o r ( i n t i = 0 ; i < N_blocks ; i ++)
141 {
142 s t d : : g e t l i n e ( g r i d _ f i l e , f i l e _ l i n e ) ;
143 f i l e _ l i n e _ s t r e a m . c l e a r ( ) ;
144 f i l e _ l i n e _ s t r e a m . s t r ( f i l e _ l i n e ) ;
145 f i l e _ l i n e _ s t r e a m >> b l o c k s [ i ] . Nx >> b l o c k s [ i ] . Ny >> b l o c k s [ i ] . Nz ;
146 b l o c k s [ i ] . x = s t d : : v e c t o r < s t d : : v e c t o r < s t d : : v e c t o r < double >>>(
b l o c k s [ i ] . Nx , s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i ] . Ny ,
s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz , 0 ) ) ) ;
147 b l o c k s [ i ] . y = s t d : : v e c t o r < s t d : : v e c t o r < s t d : : v e c t o r < double >>>(
b l o c k s [ i ] . Nx , s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i ] . Ny ,
s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz , 0 ) ) ) ;
148 b l o c k s [ i ] . z = s t d : : v e c t o r < s t d : : v e c t o r < s t d : : v e c t o r < double >>>(
b l o c k s [ i ] . Nx , s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i ] . Ny ,
s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz , 0 ) ) ) ;
149 }
150 i n t c ;
151 f o r ( i n t i = 0 ; i < N_blocks ; i ++)
152 {
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153 s t d : : g e t l i n e ( g r i d _ f i l e , f i l e _ l i n e ) ;
154 f i l e _ l i n e _ s t r e a m . c l e a r ( ) ;
155 f i l e _ l i n e _ s t r e a m . s t r ( f i l e _ l i n e ) ;
156 w h i l e ( f i l e _ l i n e _ s t r e a m >> c )
157 {
158 b l o c k s [ i ] . c o n n e c t i v i t y . push_back ( c ) ;
159 }
160 s t d : : g e t l i n e ( g r i d _ f i l e , f i l e _ l i n e ) ;
161 f i l e _ l i n e _ s t r e a m . c l e a r ( ) ;
162 f i l e _ l i n e _ s t r e a m . s t r ( f i l e _ l i n e ) ;
163 w h i l e ( f i l e _ l i n e _ s t r e a m >> c )
164 {
165 b l o c k s [ i ] . o r i e n t a t i o n . push_back ( c ) ;
166 }
167 s t d : : g e t l i n e ( g r i d _ f i l e , f i l e _ l i n e ) ;
168 f i l e _ l i n e _ s t r e a m . c l e a r ( ) ;
169 f i l e _ l i n e _ s t r e a m . s t r ( f i l e _ l i n e ) ;
170 w h i l e ( f i l e _ l i n e _ s t r e a m >> c )
171 {
172 b l o c k s [ i ] . f l a g s . push_back ( c ) ;
173 }
174 b l o c k s [ i ] . p r o f i l e = −1;
175 f o r ( i n t j = 0 ; j < b l o c k s [ i ] . f l a g s . s i z e ( ) ; j ++)
176 {
177 i f ( b l o c k s [ i ] . f l a g s [ j ] == 10007 | | b l o c k s [ i ] . f l a g s [ j ] ==
10321)
178 {




183 f o r ( i n t i = 0 ; i < N_blocks ; i ++)
184 {
185 s t d : : g e t l i n e ( g r i d _ f i l e , f i l e _ l i n e ) ;
186 }
187 f o r ( i n t n = 0 ; n < N_blocks ; n ++)
188 {
189 f o r ( i n t k = 0 ; k < b l o c k s [ n ] . Nz ; k ++)
190 {
191 f o r ( i n t j = 0 ; j < b l o c k s [ n ] . Ny ; j ++)
192 {
193 f o r ( i n t i = 0 ; i < b l o c k s [ n ] . Nx ; i ++)
194 {
195 s t d : : g e t l i n e ( g r i d _ f i l e , f i l e _ l i n e ) ;
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196 f i l e _ l i n e _ s t r e a m . c l e a r ( ) ;
197 f i l e _ l i n e _ s t r e a m . s t r ( f i l e _ l i n e ) ;
198 f i l e _ l i n e _ s t r e a m >> b l o c k s [ n ] . x [ i ] [ j ] [ k ] ;
199 f i l e _ l i n e _ s t r e a m >> b l o c k s [ n ] . y [ i ] [ j ] [ k ] ;





205 g r i d _ f i l e . c l o s e ( ) ;
206 f o r ( i n t i = 0 ; i < N_blocks ; i ++)
207 {
208 i f ( b l o c k s [ i ] . p r o f i l e != −1)
209 {
210 i f ( b l o c k s [ i ] . p r o f i l e == 1 | | b l o c k s [ i ] . p r o f i l e == 3)
211 {
212 b l o c k s [ i ] . yc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
213 b l o c k s [ i ] . zc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
214 b l o c k s [ i ] . r hoc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [
i ] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
215 b l o c k s [ i ] . uc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
216 b l o c k s [ i ] . vc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
217 b l o c k s [ i ] . wc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
218 b l o c k s [ i ] . pc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
219 b l o c k s [ i ] . kc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
220 b l o c k s [ i ] . omegac = s t d : : v e c t o r < s t d : : v e c t o r < double > >(
b l o c k s [ i ] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz −
1 , 0 ) ) ;
221 b l o c k s [ i ] . uuc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
222 b l o c k s [ i ] . uuc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
223 b l o c k s [ i ] . uvc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
224 b l o c k s [ i ] . uwc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
225 b l o c k s [ i ] . vvc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
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] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
226 b l o c k s [ i ] . vwc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
227 b l o c k s [ i ] . wwc = s t d : : v e c t o r < s t d : : v e c t o r < double > >( b l o c k s [ i
] . Ny − 1 , s t d : : v e c t o r < double >( b l o c k s [ i ] . Nz − 1 , 0 ) ) ;
228 }
229 e l s e
230 {
231 s t d : : c o u t << b l o c k s [ i ] . p r o f i l e << s t d : : e n d l ;
232 s t d : : c o u t << " P r o f i l e s can be s p e c i f i e d on f a c e s 2 and 4
on ly ! " << s t d : : e n d l ;




237 s t d : : c o u t << " Done ! " << s t d : : e n d l ;
238 s t d : : c o u t << " N_blocks=" << N_blocks << s t d : : e n d l ;
239 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
240 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
241 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
242 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
243 s t d : : c o u t << " L i s t i n g p r o f i l e b l o c k s . . . " ;
244 i n t N _ p r o f i l e _ b l o c k s = 0 ;
245 f o r ( i n t n = 0 ; n < N_blocks ; n ++)
246 {
247 i f ( b l o c k s [ n ] . p r o f i l e != −1)
248 {
249 s t d : : c o u t << s t d : : e n d l ;
250 s t d : : c o u t << " Block " << ( n + 1) << s t d : : e n d l ;
251 i n t i = 0 ; / / i f f a c e i s 4 i =0 , howver , i f f a c e i s 2 i =Nx−1
252 i f ( b l o c k s [ n ] . p r o f i l e == 1)
253 {
254 i = b l o c k s [ n ] . Nx − 1 ;
255 }
256 f o r ( i n t k = 0 ; k < b l o c k s [ n ] . Nz − 1 ; k ++)
257 {
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258 f o r ( i n t j = 0 ; j < b l o c k s [ n ] . Ny − 1 ; j ++)
259 {
260 dou b l e yc , zc ;
261 yc = 1 . 0 / 4 . 0 ∗ ( b l o c k s [ n ] . y [ i ] [ j ] [ k ] + b l o c k s [ n ] . y [
i ] [ j + 1 ] [ k ] + b l o c k s [ n ] . y [ i ] [ j + 1 ] [ k + 1] +
b l o c k s [ n ] . y [ i ] [ j ] [ k + 1 ] ) ;
262 zc = 1 . 0 / 4 . 0 ∗ ( b l o c k s [ n ] . z [ i ] [ j ] [ k ] + b l o c k s [ n ] . z [
i ] [ j + 1 ] [ k ] + b l o c k s [ n ] . z [ i ] [ j + 1 ] [ k + 1] +
b l o c k s [ n ] . z [ i ] [ j ] [ k + 1 ] ) ;
263 b l o c k s [ n ] . yc [ j ] [ k ] = yc ;
264 b l o c k s [ n ] . zc [ j ] [ k ] = zc ;
265 } / / p r o f i l e g r i d b l o c k j l oop
266 } / / p r o f i l e g r i d b l o c k k loop
267 s t d : : c o u t << "Nx=" << b l o c k s [ n ] . Nx << s t d : : e n d l ;
268 s t d : : c o u t << "Ny=" << b l o c k s [ n ] . Ny << s t d : : e n d l ;
269 s t d : : c o u t << "Nz=" << b l o c k s [ n ] . Nz << s t d : : e n d l ;
270 s t d : : c o u t << " p r o f i l e _ f a c e =" << b l o c k s [ n ] . p r o f i l e + 1 << s t d
: : e n d l ;
271 s t d : : c o u t << " min ( y ) =" << b l o c k s [ n ] . y [ i ] [ 0 ] [ 0 ] << s t d : : e n d l ;
272 s t d : : c o u t << "max ( y ) =" << b l o c k s [ n ] . y [ i ] [ ( b l o c k s [ n ] . Ny − 1)
] [ 0 ] << s t d : : e n d l ;
273 s t d : : c o u t << " min ( z ) =" << b l o c k s [ n ] . z [ i ] [ 0 ] [ 0 ] << s t d : : e n d l ;
274 s t d : : c o u t << "max ( z ) =" << b l o c k s [ n ] . z [ i ] [ 0 ] [ ( b l o c k s [ n ] . Ny −
1) ] << s t d : : e n d l ;
275 s t d : : c o u t << s t d : : f l u s h ;
276 N _ p r o f i l e _ b l o c k s ++;
277 }
278 }
279 s t d : : c o u t << " Done ! " << s t d : : e n d l ;
280 s t d : : c o u t << " N _ p r o f i l e _ b l o c k s =" << N _ p r o f i l e _ b l o c k s << s t d : : e n d l ;
281 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
282 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
283 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
284 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
285 s t d : : c o u t << s t d : : e n d l ;
286 s t d : : c o u t << " Loading w a l l s f i l e . . . " ;
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287 i n t N_wal ls ;
288 s t d : : v e c t o r < wal l > w a l l s ;
289 s t d : : f s t r e a m w a l l s _ f i l e ;
290 w a l l s _ f i l e . open ( w a l l s _ f i l e _ n a m e , s t d : : i o s : : i n ) ;
291 i f ( w a l l s _ f i l e . i s _ o p e n ( ) )
292 {
293 w h i l e ( s t d : : g e t l i n e ( w a l l s _ f i l e , f i l e _ l i n e ) )
294 {
295 w a l l w a l l ;
296 f i l e _ l i n e _ s t r e a m . c l e a r ( ) ;
297 f i l e _ l i n e _ s t r e a m . s t r ( f i l e _ l i n e ) ;
298 f i l e _ l i n e _ s t r e a m >> w a l l . y ;
299 f i l e _ l i n e _ s t r e a m >> w a l l . z ;
300 f i l e _ l i n e _ s t r e a m >> w a l l . ny ;
301 f i l e _ l i n e _ s t r e a m >> w a l l . nz ;
302 w a l l s . push_back ( w a l l ) ;
303 s t d : : c o u t << s t d : : e n d l ;
304 s t d : : c o u t << " Wall " << w a l l s . s i z e ( ) << s t d : : e n d l ;
305 s t d : : c o u t << " y=" << w a l l . y << s t d : : e n d l ;
306 s t d : : c o u t << " z " << w a l l . z << s t d : : e n d l ;
307 s t d : : c o u t << " ny=" << w a l l . ny << s t d : : e n d l ;
308 s t d : : c o u t << " nz=" << w a l l . nz << s t d : : e n d l ;
309 s t d : : c o u t << s t d : : e n d l ;
310 }
311 w a l l s _ f i l e . c l o s e ( ) ;
312 }
313 e l s e
314 {
315 s t d : : c o u t << " F a i l e d ! " << s t d : : e n d l ;
316 s t d : : c o u t << " E r r o r w h i l e open ing w a l l s f i l e ! " << s t d : : e n d l ;
317 s t d : : e x i t (−1) ;
318 }
319 N_wal ls = w a l l s . s i z e ( ) ;
320 s t d : : c o u t << " Done ! " << s t d : : e n d l ;
321 s t d : : c o u t << " N_wal ls =" << N_wal ls << s t d : : e n d l ;
322 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
323 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
324 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
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325 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
326 s t d : : c o u t << s t d : : e n d l ;
327 s t d : : c o u t << " Loading boundary l a y e r p r o f i l e f i l e . . . " ;
328 p r o f i l e p r o f i l e ;
329 s t d : : f s t r e a m p r o f i l e _ f i l e ;
330 p r o f i l e _ f i l e . open ( p r o f i l e _ f i l e _ n a m e , s t d : : i o s : : i n ) ;
331 i f ( p r o f i l e _ f i l e . i s _ o p e n ( ) )
332 {
333 w h i l e ( s t d : : g e t l i n e ( p r o f i l e _ f i l e , f i l e _ l i n e ) )
334 {
335 c h a r c ;
336 dou b l e y , rho , u , v , w, p , k , omega , uu , uv , uw , vv , vw , ww;
337 f i l e _ l i n e _ s t r e a m . c l e a r ( ) ;
338 f i l e _ l i n e _ s t r e a m . s t r ( f i l e _ l i n e ) ;
339 f i l e _ l i n e _ s t r e a m >> y >> rho >> u >> v >> w >> p >> k >>
omega ;
340 p r o f i l e . y . push_back ( y ) ;
341 p r o f i l e . rho . push_back ( rho ) ;
342 p r o f i l e . u . push_back ( u ) ;
343 p r o f i l e . v . push_back ( v ) ;
344 p r o f i l e .w. push_back (w) ;
345 p r o f i l e . p . push_back ( p ) ;
346 p r o f i l e . k . push_back ( k ) ;
347 p r o f i l e . omega . push_back ( omega ) ;
348 i f ( i n c l u d e _ s t r e s s e s )
349 {
350 i f ( ! ( f i l e _ l i n e _ s t r e a m >> uu >> uv >> uw >> vv >> vw >>
ww) )
351 {
352 s t d : : c o u t << " F a i l e d ! " << s t d : : e n d l ;
353 s t d : : c o u t << " I n c l u d e s t r e s s e s i s s e t t o 1 , howver ,
t h e p r o f i l e f i l e does n o t c o n t a i n s t r e s s e s ! " <<
s t d : : e n d l ;
354 s t d : : e x i t (−1) ;
355 }
356 p r o f i l e . uu . push_back ( uu ) ;
357 p r o f i l e . uv . push_back ( uv ) ;
358 p r o f i l e . uw . push_back ( uw ) ;
359 p r o f i l e . vv . push_back ( vv ) ;
360 p r o f i l e . vw . push_back ( vw ) ;
361 p r o f i l e .ww. push_back (ww) ;
362 }
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363 }
364 p r o f i l e _ f i l e . c l o s e ( ) ;
365 }
366 e l s e
367 {
368 s t d : : c o u t << " F a i l e d ! " << s t d : : e n d l ;
369 s t d : : c o u t << " E r r o r w h i l e open ing boundary l a y e r p r o f i l e f i l e ! "
<< s t d : : e n d l ;
370 s t d : : e x i t (−1) ;
371 }
372 s t d : : c o u t << " Done ! " << s t d : : e n d l ;
373 s t d : : c o u t << s t d : : e n d l ;
374 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
375 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
376 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
377 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
378 s t d : : c o u t << " C r e a t i n g i n l e t p r o f i l e . . . " ;
379 s t d : : c o u t << s t d : : f l u s h ;
380 f o r ( i n t n = 0 ; n < N_blocks ; n ++)
381 {
382 i f ( b l o c k s [ n ] . p r o f i l e != −1)
383 {
384 f o r ( i n t k = 0 ; k < b l o c k s [ n ] . Nz − 1 ; k ++)
385 {
386 f o r ( i n t j = 0 ; j < b l o c k s [ n ] . Ny − 1 ; j ++)
387 {
388 dou b l e dl , Wl , p h i l ;
389 f o r ( i n t l = 0 ; l < N_wal ls ; l ++)
390 {
391 dou b l e dm , sum_dm ;
392 d l = ( w a l l s [ l ] . y − b l o c k s [ n ] . yc [ j ] [ k ] ) ∗ w a l l s [ l
] . ny + ( w a l l s [ l ] . z − b l o c k s [ n ] . zc [ j ] [ k ] ) ∗
w a l l s [ l ] . nz ;
393 Wl = 1 . 0 / ( d l ∗ d l ) ;
394 sum_dm = 0 ;
395 f o r ( i n t m = 0 ; m < N_wal ls ; m++)
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396 {
397 dm = ( w a l l s [m] . y − b l o c k s [ n ] . yc [ j ] [ k ] ) ∗
w a l l s [m] . ny + ( w a l l s [m] . z − b l o c k s [ n ] . zc [ j
] [ k ] ) ∗ w a l l s [m] . nz ;
398 sum_dm += 1 . 0 / (dm ∗ dm) ;
399 }
400 Wl = Wl ∗ 1 . 0 / sum_dm ;
401 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e . rho , d l ) ; / /
d e n s i t y
402 b l o c k s [ n ] . r hoc [ j ] [ k ] += Wl ∗ p h i l ;
403 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e . u , d l ) ; / / x
component o f v e l o c i t y
404 b l o c k s [ n ] . uc [ j ] [ k ] += Wl ∗ p h i l ;
405 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e . v , d l ) ; / / y
component o f v e l o c i t y
406 b l o c k s [ n ] . vc [ j ] [ k ] += Wl ∗ p h i l ;
407 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e . w, d l ) ; / / z
component o f v e l o c i t y
408 b l o c k s [ n ] . wc [ j ] [ k ] += Wl ∗ p h i l ;
409 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e . p , d l ) ; / /
p r e s s u r e
410 b l o c k s [ n ] . pc [ j ] [ k ] += Wl ∗ p h i l ;
411 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e . k , d l ) ; / /
t u r b u l e n t k i n t e t i c en e rg y
412 b l o c k s [ n ] . kc [ j ] [ k ] += Wl ∗ p h i l ;
413 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e . omega , d l ) ; / /
s p e c i f i c d i s s i p a t i o n r a t e
414 b l o c k s [ n ] . omegac [ j ] [ k ] += Wl ∗ p h i l ;
415 i f ( i n c l u d e _ s t r e s s e s )
416 {
417 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e . uu , d l ) ; / /
<u ’ u ’> Reynolds s t r e s s
418 b l o c k s [ n ] . uuc [ j ] [ k ] += Wl ∗ p h i l ;
419 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e . uv , d l ) ; / /
<u ’ v ’> Reynolds s t r e s s
420 b l o c k s [ n ] . uvc [ j ] [ k ] += Wl ∗ p h i l ;
421 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e . uw , d l ) ; / /
<u ’w’> Reynolds s t r e s s
422 b l o c k s [ n ] . uwc [ j ] [ k ] += Wl ∗ p h i l ;
423 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e . vv , d l ) ; / /
<v ’ v ’> Reynolds s t r e s s
424 b l o c k s [ n ] . vvc [ j ] [ k ] += Wl ∗ p h i l ;
425 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e . vw , d l ) ; / /
<v ’w’> Reynolds s t r e s s
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426 b l o c k s [ n ] . vwc [ j ] [ k ] += Wl ∗ p h i l ;
427 p h i l = i n t e r p 1 ( p r o f i l e . y , p r o f i l e .ww, d l ) ; / /
<w’w’> Reynolds s t r e s s








/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
436 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
437 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
438 / /
/ / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / /
439 p r o f i l e _ f i l e . open ( " p r o f i l e . d a t " , s t d : : i o s : : o u t ) ;
440 i f ( ! p r o f i l e _ f i l e . i s _ o p e n ( ) )
441 {
442 s t d : : c o u t << " F a i l e d ! " << s t d : : e n d l ;
443 s t d : : c o u t << " E r r o r w h i l e open ing p r o f i l e f i l e ! " << s t d : : e n d l ;
444 s t d : : e x i t (−1) ;
445 }
446 p r o f i l e _ f i l e << s t d : : f i x e d ;
447 p r o f i l e _ f i l e << s t d : : showpo in t ;
448 p r o f i l e _ f i l e << s t d : : s e t p r e c i s i o n ( 6 ) ;
449 p r o f i l e _ f i l e << s t d : : s e t f i l l ( ’ 0 ’ ) ;
450 i f ( i n c l u d e _ s t r e s s e s )
451 {
452 p r o f i l e _ f i l e << "VARIABLES = \ "X\ " , \ "Y\ " , \ " Z \ " , \ "RHO\ " , \ "U\ " ,
\ "V\ " , \ "W\ " , \ " P \ " , \ "K\ " , \ "O\ " , \ "U\ ’U\ ’ \ " , \ "U\ ’V\ ’ \ " , \ "
U\ ’W\ ’ \ " , \ "V\ ’V\ ’ \ " , \ "V\ ’W\ ’ \ " , \ "W\ ’W\ ’ \ " " << s t d : : e n d l ;
453 }
454 e l s e
455 {
456 p r o f i l e _ f i l e << "VARIABLES = \ "X\ " , \ "Y\ " , \ " Z \ " , \ "RHO\ " , \ "U\ " ,
\ "V\ " , \ "W\ " , \ " P \ " , \ "K\ " , \ "O\ " " << s t d : : e n d l ;
457 }
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458 f o r ( i n t n = 0 ; n < N_blocks ; n ++)
459 {
460 i f ( b l o c k s [ n ] . p r o f i l e != −1)
461 {
462 p r o f i l e _ f i l e << "ZONE N=" << (4 ∗ ( b l o c k s [ n ] . Ny − 1) ∗ (
b l o c k s [ n ] . Nz − 1) ) << " , E=" << ( b l o c k s [ n ] . Ny − 1) ∗ (
b l o c k s [ n ] . Nz − 1) << " , DATAPACKING=POINT , ZONETYPE=
FEQUADRILATERAL\ n " ;
463 i n t i = 0 ; / / i f f a c e i s 4 i =0 , howver , i f f a c e i s 2 i =Nx−1
464 i f ( b l o c k s [ n ] . p r o f i l e == 1)
465 {
466 i = b l o c k s [ n ] . Nx − 1 ;
467 }
468 f o r ( i n t k = 0 ; k < b l o c k s [ n ] . Nz − 1 ; k ++)
469 {
470 f o r ( i n t j = 0 ; j < b l o c k s [ n ] . Ny − 1 ; j ++)
471 {
472 p r o f i l e _ f i l e << " \ t " ;
473 p r o f i l e _ f i l e << b l o c k s [ n ] . x [ i ] [ 0 ] [ 0 ] << " \ t " ;
474 p r o f i l e _ f i l e << b l o c k s [ n ] . y [ i ] [ j ] [ k ] << " \ t " ;
475 p r o f i l e _ f i l e << b l o c k s [ n ] . z [ i ] [ j ] [ k ] << " \ t " ;
476 p r o f i l e _ f i l e << b l o c k s [ n ] . r hoc [ j ] [ k ] << " \ t " ;
477 p r o f i l e _ f i l e << b l o c k s [ n ] . uc [ j ] [ k ] << " \ t " ;
478 p r o f i l e _ f i l e << b l o c k s [ n ] . vc [ j ] [ k ] << " \ t " ;
479 p r o f i l e _ f i l e << b l o c k s [ n ] . wc [ j ] [ k ] << " \ t " ;
480 p r o f i l e _ f i l e << b l o c k s [ n ] . pc [ j ] [ k ] << " \ t " ;
481 p r o f i l e _ f i l e << b l o c k s [ n ] . kc [ j ] [ k ] << " \ t " ;
482 i f ( i n c l u d e _ s t r e s s e s )
483 {
484 p r o f i l e _ f i l e << b l o c k s [ n ] . omegac [ j ] [ k ] << " \ t " ;
485 p r o f i l e _ f i l e << b l o c k s [ n ] . uuc [ j ] [ k ] << " \ t " ;
486 p r o f i l e _ f i l e << b l o c k s [ n ] . uvc [ j ] [ k ] << " \ t " ;
487 p r o f i l e _ f i l e << b l o c k s [ n ] . uwc [ j ] [ k ] << " \ t " ;
488 p r o f i l e _ f i l e << b l o c k s [ n ] . vvc [ j ] [ k ] << " \ t " ;
489 p r o f i l e _ f i l e << b l o c k s [ n ] . vwc [ j ] [ k ] << " \ t " ;
490 p r o f i l e _ f i l e << b l o c k s [ n ] . wwc[ j ] [ k ] << " \ n " ;
491 }
492 e l s e
493 {
494 p r o f i l e _ f i l e << b l o c k s [ n ] . omegac [ j ] [ k ] << " \ n " ;
495 }
496 p r o f i l e _ f i l e << " \ t " ;
497 p r o f i l e _ f i l e << b l o c k s [ n ] . x [ i ] [ 0 ] [ 0 ] << " \ t " ;
498 p r o f i l e _ f i l e << b l o c k s [ n ] . y [ i ] [ j + 1 ] [ k ] << " \ t " ;
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499 p r o f i l e _ f i l e << b l o c k s [ n ] . z [ i ] [ j + 1 ] [ k ] << " \ t " ;
500 p r o f i l e _ f i l e << b l o c k s [ n ] . r hoc [ j ] [ k ] << " \ t " ;
501 p r o f i l e _ f i l e << b l o c k s [ n ] . uc [ j ] [ k ] << " \ t " ;
502 p r o f i l e _ f i l e << b l o c k s [ n ] . vc [ j ] [ k ] << " \ t " ;
503 p r o f i l e _ f i l e << b l o c k s [ n ] . wc [ j ] [ k ] << " \ t " ;
504 p r o f i l e _ f i l e << b l o c k s [ n ] . pc [ j ] [ k ] << " \ t " ;
505 p r o f i l e _ f i l e << b l o c k s [ n ] . kc [ j ] [ k ] << " \ t " ;
506 i f ( i n c l u d e _ s t r e s s e s )
507 {
508 p r o f i l e _ f i l e << b l o c k s [ n ] . omegac [ j ] [ k ] << " \ t " ;
509 p r o f i l e _ f i l e << b l o c k s [ n ] . uuc [ j ] [ k ] << " \ t " ;
510 p r o f i l e _ f i l e << b l o c k s [ n ] . uvc [ j ] [ k ] << " \ t " ;
511 p r o f i l e _ f i l e << b l o c k s [ n ] . uwc [ j ] [ k ] << " \ t " ;
512 p r o f i l e _ f i l e << b l o c k s [ n ] . vvc [ j ] [ k ] << " \ t " ;
513 p r o f i l e _ f i l e << b l o c k s [ n ] . vwc [ j ] [ k ] << " \ t " ;
514 p r o f i l e _ f i l e << b l o c k s [ n ] . wwc[ j ] [ k ] << " \ n " ;
515 }
516 e l s e
517 {
518 p r o f i l e _ f i l e << b l o c k s [ n ] . omegac [ j ] [ k ] << " \ n " ;
519 }
520 p r o f i l e _ f i l e << " \ t " ;
521 p r o f i l e _ f i l e << b l o c k s [ n ] . x [ i ] [ 0 ] [ 0 ] << " \ t " ;
522 p r o f i l e _ f i l e << b l o c k s [ n ] . y [ i ] [ j + 1 ] [ k + 1] << " \ t " ;
523 p r o f i l e _ f i l e << b l o c k s [ n ] . z [ i ] [ j + 1 ] [ k + 1] << " \ t " ;
524 p r o f i l e _ f i l e << b l o c k s [ n ] . r hoc [ j ] [ k ] << " \ t " ;
525 p r o f i l e _ f i l e << b l o c k s [ n ] . uc [ j ] [ k ] << " \ t " ;
526 p r o f i l e _ f i l e << b l o c k s [ n ] . vc [ j ] [ k ] << " \ t " ;
527 p r o f i l e _ f i l e << b l o c k s [ n ] . wc [ j ] [ k ] << " \ t " ;
528 p r o f i l e _ f i l e << b l o c k s [ n ] . pc [ j ] [ k ] << " \ t " ;
529 p r o f i l e _ f i l e << b l o c k s [ n ] . kc [ j ] [ k ] << " \ t " ;
530 i f ( i n c l u d e _ s t r e s s e s )
531 {
532 p r o f i l e _ f i l e << b l o c k s [ n ] . omegac [ j ] [ k ] << " \ t " ;
533 p r o f i l e _ f i l e << b l o c k s [ n ] . uuc [ j ] [ k ] << " \ t " ;
534 p r o f i l e _ f i l e << b l o c k s [ n ] . uvc [ j ] [ k ] << " \ t " ;
535 p r o f i l e _ f i l e << b l o c k s [ n ] . uwc [ j ] [ k ] << " \ t " ;
536 p r o f i l e _ f i l e << b l o c k s [ n ] . vvc [ j ] [ k ] << " \ t " ;
537 p r o f i l e _ f i l e << b l o c k s [ n ] . vwc [ j ] [ k ] << " \ t " ;
538 p r o f i l e _ f i l e << b l o c k s [ n ] . wwc[ j ] [ k ] << " \ n " ;
539 }
540 e l s e
541 {
542 p r o f i l e _ f i l e << b l o c k s [ n ] . omegac [ j ] [ k ] << " \ n " ;
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543 }
544 p r o f i l e _ f i l e << " \ t " ;
545 p r o f i l e _ f i l e << b l o c k s [ n ] . x [ i ] [ 0 ] [ 0 ] << " \ t " ;
546 p r o f i l e _ f i l e << b l o c k s [ n ] . y [ i ] [ j ] [ k + 1] << " \ t " ;
547 p r o f i l e _ f i l e << b l o c k s [ n ] . z [ i ] [ j ] [ k + 1] << " \ t " ;
548 p r o f i l e _ f i l e << b l o c k s [ n ] . r hoc [ j ] [ k ] << " \ t " ;
549 p r o f i l e _ f i l e << b l o c k s [ n ] . uc [ j ] [ k ] << " \ t " ;
550 p r o f i l e _ f i l e << b l o c k s [ n ] . vc [ j ] [ k ] << " \ t " ;
551 p r o f i l e _ f i l e << b l o c k s [ n ] . wc [ j ] [ k ] << " \ t " ;
552 p r o f i l e _ f i l e << b l o c k s [ n ] . pc [ j ] [ k ] << " \ t " ;
553 p r o f i l e _ f i l e << b l o c k s [ n ] . kc [ j ] [ k ] << " \ t " ;
554 i f ( i n c l u d e _ s t r e s s e s )
555 {
556 p r o f i l e _ f i l e << b l o c k s [ n ] . omegac [ j ] [ k ] << " \ t " ;
557 p r o f i l e _ f i l e << b l o c k s [ n ] . uuc [ j ] [ k ] << " \ t " ;
558 p r o f i l e _ f i l e << b l o c k s [ n ] . uvc [ j ] [ k ] << " \ t " ;
559 p r o f i l e _ f i l e << b l o c k s [ n ] . uwc [ j ] [ k ] << " \ t " ;
560 p r o f i l e _ f i l e << b l o c k s [ n ] . vvc [ j ] [ k ] << " \ t " ;
561 p r o f i l e _ f i l e << b l o c k s [ n ] . vwc [ j ] [ k ] << " \ t " ;
562 p r o f i l e _ f i l e << b l o c k s [ n ] . wwc[ j ] [ k ] << " \ n " ;
563 }
564 e l s e
565 {




570 f o r ( i n t i = 0 ; i < ( b l o c k s [ n ] . Ny − 1) ∗ ( b l o c k s [ n ] . Nz − 1) ;
i ++)
571 {
572 p r o f i l e _ f i l e << " \ t " ;
573 p r o f i l e _ f i l e << (4 ∗ ( i + 1 ) − 3) << " \ t " ;
574 p r o f i l e _ f i l e << (4 ∗ ( i + 1 ) − 2) << " \ t " ;
575 p r o f i l e _ f i l e << (4 ∗ ( i + 1 ) − 1) << " \ t " ;




580 p r o f i l e _ f i l e . c l o s e ( ) ;
581 p r o f i l e _ f i l e . open ( " p r o f i l e " , s t d : : i o s : : o u t ) ;
582 i f ( ! p r o f i l e _ f i l e . i s _ o p e n ( ) )
583 {
584 s t d : : c o u t << " F a i l e d ! " << s t d : : e n d l ;
585 s t d : : c o u t << " E r r o r w h i l e open ing p r o f i l e f i l e ! " << s t d : : e n d l ;
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586 s t d : : e x i t (−1) ;
587 }
588 p r o f i l e _ f i l e << s t d : : f i x e d ;
589 p r o f i l e _ f i l e << s t d : : s c i e n t i f i c ;
590 p r o f i l e _ f i l e << s t d : : s e t p r e c i s i o n ( 6 ) ;
591 p r o f i l e _ f i l e << s t d : : s e t f i l l ( ’ 0 ’ ) ;
592 p r o f i l e _ f i l e << N _ p r o f i l e _ b l o c k s << s t d : : e n d l ;
593 f o r ( i n t n = 0 ; n < N_blocks ; n ++)
594 {
595 i f ( b l o c k s [ n ] . p r o f i l e != −1)
596 {
597 p r o f i l e _ f i l e << ( n + 1) << " " << ( b l o c k s [ n ] . p r o f i l e + 1) <<
" " << ( b l o c k s [ n ] . Ny − 1) << " " << ( b l o c k s [ n ] . Nz − 1) <<
s t d : : e n d l ;
598 }
599 }
600 f o r ( i n t n = 0 ; n < N_blocks ; n ++)
601 {
602 i f ( b l o c k s [ n ] . p r o f i l e != −1)
603 {
604 f o r ( i n t k = 0 ; k < b l o c k s [ n ] . Nz − 1 ; k ++)
605 {
606 f o r ( i n t j = 0 ; j < b l o c k s [ n ] . Ny − 1 ; j ++)
607 {
608
609 p r o f i l e _ f i l e << b l o c k s [ n ] . r hoc [ j ] [ k ] << " " << b l o c k s
[ n ] . uc [ j ] [ k ] << " " << b l o c k s [ n ] . vc [ j ] [ k ] << " "
<< b l o c k s [ n ] . wc [ j ] [ k ] << " " << b l o c k s [ n ] . pc [ j ] [ k ]
<< " " << b l o c k s [ n ] . kc [ j ] [ k ] << " " << b l o c k s [ n ] .
omegac [ j ] [ k ] ;
610 i f ( i n c l u d e _ s t r e s s e s )
611 {
612 p r o f i l e _ f i l e << " " << b l o c k s [ n ] . uuc [ j ] [ k ] << " "
<< b l o c k s [ n ] . uvc [ j ] [ k ] << " " << b l o c k s [ n ] .
uwc [ j ] [ k ] << " " << b l o c k s [ n ] . vvc [ j ] [ k ] << " "
<< b l o c k s [ n ] . vwc [ j ] [ k ] << " " << b l o c k s [ n ] .
wwc[ j ] [ k ] ;
613 }





619 p r o f i l e _ f i l e . c l o s e ( ) ;
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620 s t d : : c o u t << " Done ! " << s t d : : e n d l ;
621 s t d : : c o u t << s t d : : e n d l ;
622 p r o f i l e _ f i l e . open ( " p r o f i l e _ w i t h _ c o o r d i n a t e s " , s t d : : i o s : : o u t ) ;
623 i f ( ! p r o f i l e _ f i l e . i s _ o p e n ( ) )
624 {
625 s t d : : c o u t << " F a i l e d ! " << s t d : : e n d l ;
626 s t d : : c o u t << " E r r o r w h i l e open ing p r o f i l e f i l e ! " << s t d : : e n d l ;
627 s t d : : e x i t (−1) ;
628 }
629 p r o f i l e _ f i l e << s t d : : f i x e d ;
630 p r o f i l e _ f i l e << s t d : : s c i e n t i f i c ;
631 p r o f i l e _ f i l e << s t d : : s e t p r e c i s i o n ( 6 ) ;
632 p r o f i l e _ f i l e << s t d : : s e t f i l l ( ’ 0 ’ ) ;
633 p r o f i l e _ f i l e << N _ p r o f i l e _ b l o c k s << s t d : : e n d l ;
634 f o r ( i n t n = 0 ; n < N_blocks ; n ++)
635 {
636 i f ( b l o c k s [ n ] . p r o f i l e != −1)
637 {
638 p r o f i l e _ f i l e << ( n + 1) << " " << ( b l o c k s [ n ] . p r o f i l e + 1) <<
" " << ( b l o c k s [ n ] . Ny − 1) << " " << ( b l o c k s [ n ] . Nz − 1) <<
s t d : : e n d l ;
639 }
640 }
641 f o r ( i n t n = 0 ; n < N_blocks ; n ++)
642 {
643 i f ( b l o c k s [ n ] . p r o f i l e != −1)
644 {
645 i n t i = 0 ; / / i f f a c e i s 4 i =0 , howver , i f f a c e i s 2 i =Nx−1
646 i f ( b l o c k s [ n ] . p r o f i l e == 1)
647 {
648 i = b l o c k s [ n ] . Nx − 1 ;
649 }
650 f o r ( i n t k = 0 ; k < b l o c k s [ n ] . Nz − 1 ; k ++)
651 {
652 f o r ( i n t j = 0 ; j < b l o c k s [ n ] . Ny − 1 ; j ++)
653 {
654 dou b l e y1 , y2 , y3 , y4 , z1 , z2 , z3 , z4 ;
655 y1 = b l o c k s [ n ] . y [ i ] [ j ] [ k ] ;
656 y2 = b l o c k s [ n ] . y [ i ] [ j + 1 ] [ k ] ;
657 y3 = b l o c k s [ n ] . y [ i ] [ j + 1 ] [ k + 1 ] ;
658 y4 = b l o c k s [ n ] . y [ i ] [ j ] [ k + 1 ] ;
659 z1 = b l o c k s [ n ] . z [ i ] [ j ] [ k ] ;
660 z2 = b l o c k s [ n ] . z [ i ] [ j + 1 ] [ k ] ;
661 z3 = b l o c k s [ n ] . z [ i ] [ j + 1 ] [ k + 1 ] ;
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662 z4 = b l o c k s [ n ] . z [ i ] [ j ] [ k + 1 ] ;
663 p r o f i l e _ f i l e << y1 << " " << y2 << " " << y3 << " "
<< y4 << " " << z1 << " " << z2 << " " << z3 << "
" << z4 << " " ;
664 p r o f i l e _ f i l e << b l o c k s [ n ] . yc [ j ] [ k ] << " " << b l o c k s [ n
] . zc [ j ] [ k ] << " " << b l o c k s [ n ] . r hoc [ j ] [ k ] << " "
<< b l o c k s [ n ] . uc [ j ] [ k ] << " " << b l o c k s [ n ] . vc [ j ] [ k ]
<< " " << b l o c k s [ n ] . wc [ j ] [ k ] << " " << b l o c k s [ n ] .
pc [ j ] [ k ] << " " << b l o c k s [ n ] . kc [ j ] [ k ] << " " <<
b l o c k s [ n ] . omegac [ j ] [ k ] ;
665 i f ( i n c l u d e _ s t r e s s e s )
666 {
667 p r o f i l e _ f i l e << " " << b l o c k s [ n ] . uuc [ j ] [ k ] << " "
<< b l o c k s [ n ] . uvc [ j ] [ k ] << " " << b l o c k s [ n ] .
uwc [ j ] [ k ] << " " << b l o c k s [ n ] . vvc [ j ] [ k ] << " "
<< b l o c k s [ n ] . vwc [ j ] [ k ] << " " << b l o c k s [ n ] .
wwc[ j ] [ k ] ;
668 }





674 p r o f i l e _ f i l e . c l o s e ( ) ;
675 s t d : : c o u t << " Done ! " << s t d : : e n d l ;
676 s t d : : c o u t << s t d : : e n d l ;
677 r e t u r n 0 ;
678 }
1 c l e a r a l l ;
2 c l o s e a l l ;
3 c l c ;
4 % Huang , P .G. " Skin F r i c t i o n and V e l o c i t y P r o f i l e Fami ly f o r C o m p r e s s i b l e
T u r b u l e n t Boundary L ay e r s " AIAA J o u r n a l 1993 v o l . 31 no . 9
5 % Huang , P .G. " Van D r i e s t T r a n s f o r m a t i o n and C o m p r e s s i b l e Wall−Bounded
Flows " AIAA J o u r n a l 1994 v o l . 32 no . 10
6 % Zhang , J . and M o r i s h i t a , E . "An E f f i c i e n t Way of S p e c i f y i n g P r o f i l e
I n f l o w Boundary C o n d i t i o n s "
7 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
8 % kappa =0.41
9 % C=5.2
10 % u_c / u _ t a u = s q r t (B) ∗ ( a s i n ( (A+u ) /D)−a s i n (A/D) ) / u_ tau , where
11 % A=q_w / tau_w
12 % B=2∗C_p∗T_w / P r _ t
APPENDIX B. GENERATION OF MEAN INFLOW PROFILES 218
13 % D= s q r t (A^2+B)
14 % u _ t a u = s q r t ( tau_w / rho_w )
15 % y _ p l u s = u _ t a u ∗y / nu_w
16 % nu_w=mu_w / rho_w
17 % u / u _ t a u =1/R∗ s i n (R∗u_c / u _ t a u )−H∗(1− cos (R∗u_c / u _ t a u ) ) , where
18 % R= u _ t a u / s q r t (B)
19 % H=A/ u _ t a u
20 % T=T_w−P r _ t ∗q_w∗u / ( Cp∗ tau_w )−P r _ t ∗u ^ 2 / ( 2∗Cp ) ;
21 % P r _ t =0 .9
22 % T_aw= T _ i n f ∗ (1+ r ∗ ( gamma−1) / 2∗M_inf ^2 ) ;
23 % r = P r _ t = 0 . 9 ;
24 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
25 % P r o c e d u r e
26 % At t h e i n f l o w a van D r i e s t t r a n s f o r m e d mean v e l o c i t y i s computed
assuming
27 % a t u r b u l e n t f l a t p l a t e boundary l a y e r p r o f i l e . The mean v e l o c i t y a l o n g
28 % t h e wal l−b i n o r m a l d i r e c t i o n y i s t h e n o b t a i n e d by an i n v e r s e van D r i e s t
29 % t r a n s f o r m . Coup l ing between a d j a c e n t w a l l s i s e n f o r c e d t h r o u g h a
30 % w e i g h t i n g f u n c t i o n based of t h e i n v e r s e s q u a r e d w a l l d i s t a n c e s . The
31 % p r e s s u r e i s assumed t o be un i fo rm and t h e mean d e n s i t y i s d e t e r m i n e d
from
32 % t h e Crocco−Busseman i n t e g r a l .
33
34 f p r i n t f ( ’ \ n C o n s t a n t s \ n−−−−−−−−−−−−−−−−−−−−−−−−−\n ’ ) ;
35 kappa = 0 . 4 1 ;
36 C= 5 . 2 ;
37 P r _ t = 0 . 9 0 ;
38 gamma = 1 . 4 ;
39 Cp=1005;
40 Cv=Cp / gamma ;
41 R=Cp−Cv ;
42 f p r i n t f ( ’ kappa :%0.4 f −\n ’ , kappa ) ;
43 f p r i n t f ( ’C:%0.4 f −\n ’ ,C) ;
44 f p r i n t f ( ’Cp :%0.4 f −\n ’ , Cp ) ;
45 f p r i n t f ( ’gammma:%0.4 f −\n ’ , gamma ) ;
46 f p r i n t f ( ’R:%0.4 f −\n ’ ,R) ;
47 f p r i n t f ( ’ P r _ t :%0.4 f −\n ’ , P r _ t ) ;
48 f p r i n t f ( ’ \ n F r e e s t r e a m \ n−−−−−−−−−−−−−−−−−−−−−−−−−\n ’ ) ;
49 L=(753 .8 −164 .8 ) ∗10^(−3) ;
50 h =16.275 e−3; %a t i n l e t
51 p 0 _ i n f =206∗10^3;
52 T 0_ in f =295;
53 M_inf = 1 . 6 1 ;
54 p _ i n f = p 0 _ i n f / ( 1 + ( gamma−1) / 2∗M_inf ^2 ) ^ ( gamma / ( gamma−1) ) ;
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55 T _ i n f = T 0_ in f / ( 1 + ( gamma−1) / 2∗M_inf ^2 ) ;
56 a _ i n f = s q r t ( gamma∗R∗T _ i n f ) ;
57 r h o _ i n f = p _ i n f / ( R∗T _ i n f ) ;
58 u _ i n f =M_inf∗ a _ i n f ;
59 d e l t a =5 .4 e−3;
60 R e_ in f =3e +07;
61 R e _ d e l t a = Re_ in f ∗ d e l t a ;
62 Re_h= R e_ in f ∗h ;
63 mu_inf =( r h o _ i n f ∗ u _ i n f ∗ d e l t a ) / R e _ d e l t a ;
64 n u _ i n f = u _ i n f / Re_ in f ;
65 Re_t =10;
66 I _ i n f = 0 . 0 1 ;
67 t a u _ i n f = d e l t a / u _ i n f ;
68 t _ i n f =L / u _ i n f ;
69 d t 1 =0 .5∗ t _ i n f ;
70 d t 2 =0.05∗ t _ i n f ;
71 d t 3 =0.025∗ t _ i n f ;
72 b a r _ p _ i n f = 1 / ( gamma∗M_inf ^2 ) ;
73 b a r _ r h o _ i n f =1 ;
74 b a r _ I _ i n f = 0 . 0 1 ;
75 b a r _ k _ i n f = 3 / 2∗ ( I _ i n f ) ^2∗Re_h ;
76 ba r_omega_ in f = b a r _ k _ i n f / Re_t ;
77 f p r i n t f ( ’ M_inf :%0.4 f −\n ’ , M_inf ) ;
78 f p r i n t f ( ’ u _ i n f :%0.4 f m/ s \ n ’ , u _ i n f ) ;
79 f p r i n t f ( ’ p _ i n f :%0.4 f Pa \ n ’ , p _ i n f ) ;
80 f p r i n t f ( ’ T _ i n f :%0.4 f K\ n ’ , T _ i n f ) ;
81 f p r i n t f ( ’ r h o _ i n f :%0.4 f kg / m3 \ n ’ , r h o _ i n f ) ;
82 f p r i n t f ( ’ t a u _ i n f :%0.4 e s \ n ’ , t a u _ i n f ) ;
83 f p r i n t f ( ’ Re_ in f :%0.4 f 1 /m\ n ’ , Re _ i n f ) ;
84 f p r i n t f ( ’ R e _ d e l t a :%0.4 f −\n ’ , R e _ d e l t a ) ;
85 f p r i n t f ( ’ Re_h :%0.4 f −\n ’ , Re_h ) ;
86 f p r i n t f ( ’ mu_inf :%0.4 e Pa . s \ n ’ , mu_inf ) ;
87 f p r i n t f ( ’ n u _ i n f :%0.4 e Pa . s \ n ’ , n u _ i n f ) ;
88 f p r i n t f ( ’ mu_inf :%0.4 e Pa . s \ n ’ , n u _ i n f ∗ r h o _ i n f ) ;
89 f p r i n t f ( ’ b a r _ p _ i n f :%0.4 f −\n ’ , b a r _ p _ i n f ) ;
90 f p r i n t f ( ’ b a r _ I _ i n f :%0.4 f −\n ’ , I _ i n f ) ;
91 f p r i n t f ( ’ b a r _ k _ i n f ∗R e _ d e l t a :%0.6 f −\n ’ , b a r _ k _ i n f ) ;
92 f p r i n t f ( ’ ba r_omega_ in f :%0.6 f −\n ’ , ba r_omega_ in f ) ;
93 f p r i n t f ( ’ t _ i n f ( based on L ) :%0.4 e s \ n ’ , t _ i n f ) ;
94 f p r i n t f ( ’ d t 1 =0 .5∗ t _ i n f =:%0.4 e s \ n ’ , d t 1 ) ;
95 f p r i n t f ( ’ d t 2 =0.05∗ t _ i n f =:%0.4 e s \ n ’ , d t 2 ) ;
96 f p r i n t f ( ’ d t 3 =0.025∗ t _ i n f =:%0.4 e s \ n ’ , d t 3 ) ;
97 f p r i n t f ( ’ \ n ’ ) ;
98 f p r i n t f ( ’ \ nWall \ n−−−−−−−−−−−−−−−−−−−−−−−−−\n ’ ) ;
APPENDIX B. GENERATION OF MEAN INFLOW PROFILES 220
99 T_w= T _ i n f + P r _ t ∗ u _ i n f ^ 2 / ( 2∗Cp ) ;
100 p_w= p _ i n f ;
101 rho_w=p_w / ( R∗T_w ) ;
102 S_mu = 0 . 3 6 8 ;
103 T0T_inf = ( 1 . 0 + ( gamma−1.0) / 2∗M_inf ^2 ) ;
104 mu_w=T_w / T _ i n f ∗ s q r t (T_w / T _ i n f ) ∗ (1+ T0T_inf ∗S_mu ) / ( T_w / T _ i n f + T0T_inf ∗S_mu ) ∗
mu_inf ;
105 % mu_w=mu_inf ∗ (T_w / T _ i n f ) ^ ( 3 / 2 ) ∗ ( T _ i n f + 1 1 0 . 4 ) / ( T_w+ 1 1 0 . 4 ) ;
106 nu_w=mu_w / rho_w ;
107 f p r i n t f ( ’T_w:%0.6 f K\ n ’ ,T_w ) ;
108 f p r i n t f ( ’p_w :%0.6 f Pa \ n ’ , p_w ) ;
109 f p r i n t f ( ’ rho_w :%0.6 f kg / m3 \ n ’ , rho_w ) ;
110 f p r i n t f ( ’mu_w:%0.4 e Pa . s \ n ’ ,mu_w) ;
111 f p r i n t f ( ’nu_w :%0.4 e m^ 2 / s \ n ’ , nu_w ) ;
112 f p r i n t f ( ’ \ n S o l v i n g f o r above p r o f i l e p a r a m e t e r s . . . ’ ) ;
113 A=0;
114 B=2∗Cp∗T_w / P r _ t ;
115 D= s q r t (A^2+B) ;
116 u _ t a u =10;
117 u _ t a u _ o l d =0;
118 t h e t a _ d e l t a = 0 . 0 1 ;
119 i =1 ;
120 R_u_tau =1;
121 w h i l e abs ( R_u_tau ) > 1e−6
122 t h e t a = t h e t a _ d e l t a ∗ d e l t a ;
123 u c _ d e l t a _ p l u s = s q r t (B) ∗ ( a s i n ( (A+ u _ i n f ) /D)−a s i n (A/D) ) ;
124 R e _ d e l t a 2 =( r h o _ i n f ∗ u _ i n f ∗ t h e t a ) / mu_w ;
125 PI =0.55∗(1− exp (−0.24∗ s q r t ( R e _ d e l t a 2 ) −0.298∗ R e _ d e l t a 2 ) ) ;
126 Re_del taw =rho_w∗ u c _ d e l t a _ p l u s ∗ d e l t a / mu_w ;
127 d e l t a _ p l u s =( u _ t a u ∗ d e l t a ) / nu_w ;
128 u c _ d e l t a _ p l u s =5.424∗ a t a n ( ( 2∗ d e l t a _ p l u s −8.15) / 1 6 . 7 ) + log10 ( ( d e l t a _ p l u s
+ 1 0 . 6 ) ^ ( 9 . 6 ) / ( d e l t a _ p l u s ^2−8.15∗ d e l t a _ p l u s +86) ^2 ) −3.52+4.88∗ PI ;
129 d e l t a _ p l u s = Re_del taw / u c _ d e l t a _ p l u s ;
130 u _ t a u _ o l d = u _ t a u ;
131 u _ t a u = d e l t a _ p l u s ∗mu_w / ( rho_w∗ d e l t a ) ;
132 Cf =2∗ ( T _ i n f / T_w) ∗ ( u _ t a u / u _ i n f ) ^ 2 ;
133 R_u_tau= u_tau−u _ t a u _ o l d ;
134 e t a =( l o g s p a c e ( 0 , 1 , 1 0 0 0 )−1) / 9 ;
135 f o r j =1 : l e n g t h ( e t a )
136 y= e t a ( j ) ∗ d e l t a ;
137 y _ p l u s =( u _ t a u ∗y ) / nu_w ;
138 u c _ p l u s =5.424∗ a t a n ( ( 2∗ y_p lus −8.15) / 1 6 . 7 ) + log10 ( ( y _ p l u s + 1 0 . 6 )
^ ( 9 . 6 ) / ( y _ p l u s ^2−8.15∗ y _ p l u s +86) ^2 ) − 3 . 5 2 . . .
139 + 2 . 4 4∗ ( PI ∗ (6∗ e t a ( j ) ^2−4∗ e t a ( j ) ^3 ) + e t a ( j ) ^2∗(1− e t a ( j ) ) ) ; %Musker ’ s
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law−of−the−w a l l and law−of−the−wake p r o f i l e
140 R= u _ t a u / s q r t (B) ;
141 H=A/ u _ t a u ;
142 u _ p l u s =1/R∗ s i n (R∗ u c _ p l u s )−H∗(1− cos (R∗ u c _ p l u s ) ) ; %u c _ p l u s t o
u _ p l u s ( i n v e r s e van D r i e s t )
143 u ( j ) = u _ p l u s ∗ u _ t a u / u _ i n f ;
144 i f u ( j ) <0
145 u ( j ) =0 ;
146 end
147 T ( j ) =(T_w−P r _ t ∗ ( u ( j ) ∗ u _ i n f ) ^ 2 / ( 2∗Cp ) ) / T _ i n f ;
148 rho ( j ) =1 /T ( j ) ;
149 end
150 t h e t a _ d e l t a =0 ;
151 d e l t a _ s t a r _ d e l t a =0 ;
152 t h e t a _ d e l t a _ i =0 ;
153 d e l t a _ s t a r _ d e l t a _ i =0 ;
154 f o r j = 1 : ( l e n g t h ( e t a )−1)
155 t h e t a _ d e l t a = t h e t a _ d e l t a + 1 / 2∗ ( rho ( j +1) ∗u ( j +1)∗(1−u ( j +1) ) + rho ( j ) ∗u (
j ) ∗(1−u ( j ) ) ) ∗ ( e t a ( j +1)−e t a ( j ) ) ;
156 d e l t a _ s t a r _ d e l t a = d e l t a _ s t a r _ d e l t a +1/2∗ ( (1− rho ( j +1) ∗u ( j +1) ) +(1− rho
( j ) ∗u ( j ) ) ) ∗ ( e t a ( j +1)−e t a ( j ) ) ;
157 t h e t a _ d e l t a _ i = t h e t a _ d e l t a _ i + 1 / 2∗ ( u ( j +1)∗(1−u ( j +1) ) +u ( j ) ∗(1−u ( j ) ) )
∗ ( e t a ( j +1)−e t a ( j ) ) ;
158 d e l t a _ s t a r _ d e l t a _ i = d e l t a _ s t a r _ d e l t a _ i +1/2∗ ( (1− u ( j +1) ) +(1−u ( j ) ) ) ∗ (
e t a ( j +1)−e t a ( j ) ) ;
159 end
160 i = i +1 ;
161 end
162 f p r i n t f ( ’ Done ! \ n \ n ’ ) ;
163 f p r i n t f ( ’ \ nR_u_tau :%0.4 f − \ n ’ , R_u_tau ) ;
164 f p r i n t f ( ’ t h e t a / d e l t a :%0.4 f −\n ’ , t h e t a _ d e l t a ) ;
165 f p r i n t f ( ’ d e l t a _ s t a r / d e l t a :%0.4 f −\n ’ , d e l t a _ s t a r _ d e l t a ) ;
166 f p r i n t f ( ’ d e l t a :%0.4 f mm\ n ’ , d e l t a ∗1000) ;
167 f p r i n t f ( ’ t h e t a :%0.4 f mm\ n ’ , t h e t a _ d e l t a ∗ d e l t a ∗1000) ;
168 f p r i n t f ( ’ R e _ t h e t a :%0.4 f −\n ’ , ( r h o _ i n f ∗ u _ i n f ∗ t h e t a ) / mu_inf ) ;
169 f p r i n t f ( ’ d e l t a _ s t a r :%0.4 f mm\ n ’ , d e l t a _ s t a r _ d e l t a ∗ d e l t a ∗1000) ;
170 f p r i n t f ( ’H:%0.4 f −\n ’ , d e l t a _ s t a r _ d e l t a / t h e t a _ d e l t a ) ;
171 f p r i n t f ( ’ t h e t a _ i :%0.4 f mm\ n ’ , t h e t a _ d e l t a _ i ∗ d e l t a ∗1000) ;
172 f p r i n t f ( ’ d e l t a _ s t a r _ i :%0.4 f mm\ n ’ , d e l t a _ s t a r _ d e l t a _ i ∗ d e l t a ∗1000) ;
173 f p r i n t f ( ’ H_i :%0.4 f −\n ’ , d e l t a _ s t a r _ d e l t a _ i / t h e t a _ d e l t a _ i ) ;
174 dudy =( u ( 2 )−u ( 1 ) ) / ( e t a ( 2 )−e t a ( 1 ) ) ;
175 tau_w=mu_w∗dudy∗ u _ i n f / d e l t a ;
176 f p r i n t f ( ’mu_w:%0.6 e Pa . s \ n ’ ,mu_w) ;
177 f p r i n t f ( ’nu_w :%0.6 e m^ 2 / s \ n ’ , nu_w ) ;
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178 f p r i n t f ( ’ tau_w :%0.4 f \ n ’ , tau_w ) ;
179 f p r i n t f ( ’ u _ t a u :%0.4 f m/ s \ n ’ , s q r t ( tau_w / rho_w ) ) ;
180 f p r i n t f ( ’ u _ t a u :%0.4 f m/ s \ n ’ , u _ t a u ) ;
181 f p r i n t f ( ’ u _ t a u / nu_w :%0.4 e 1 /m\ n ’ , u _ t a u / nu_w ) ;
182 y _ p l u s = [ 0 . 1 , 1 , 5 , 6 , 7 , 8 , 9 , 1 0 , 1 5 , 2 0 , 3 0 , 4 0 , 6 0 , 1 0 0 , 2 0 0 , 3 0 0 , 5 0 0 , 7 0 0 ] ;
183 f o r i =1 : l e n g t h ( y _ p l u s )
184 f p r i n t f ( ’ y :%0.8 f @ y+=%i \ n ’ , y _ p l u s ( i ) ∗nu_w / u _ t a u ∗1 / d e l t a , y _ p l u s ( i ) ) ;
185 end
186 y _ p l u s =( u _ t a u ∗ ( e t a ∗ d e l t a ) ) / nu_w ;
187 u c _ p l u s _ i n n e r = y _ p l u s ;
188 u c _ p l u s _ o u t e r =1 / kappa ∗ l o g ( y _ p l u s ) +C ;
189 u c _ p l u s = s q r t (B) ∗ a s i n ( ( u∗ u _ i n f ) / s q r t (B) ) / u _ t a u ;
190 p r o f i l e _ f i l e = fopen ( s p r i n t f ( ’ p r o f i l e _%i _ v a n d r i e s t ’ , M_inf ∗100) , ’w’ ) ;
191 f o r i =1 : l e n g t h ( e t a )
192 f p r i n t f ( p r o f i l e _ f i l e , ’ %0.6 f %0.6 f %0.6 f %0.6 f %0.6 f %0.6 f %0.6 f %0.6 f
\ n ’ , e t a ( i ) , rho ( i ) , u ( i ) , 0 , 0 , b a r _ p _ i n f , b a r _ k _ i n f , ba r_omega_ in f ) ;
193 end
194 f c l o s e ( p r o f i l e _ f i l e ) ;
195 f i g u r e ( 1 ) ;
196 ho ld on ;
197 p l o t ( y_p lus , uc_p lus , ’ Marker ’ , ’ s ’ , ’ L i n e S t y l e ’ , ’− ’ , ’ Co lo r ’ , [ 0 , 0 , 0 ] , ’
DisplayName ’ , ’ G e n e r a t e d ( x =0) ’ ) ;
198 p l o t ( y_p lus , u c _ p l u s _ i n n e r , ’ L i n e S t y l e ’ , ’−. ’ , ’ Co lo r ’ , [ 0 , 0 , 0 ] , ’ DisplayName ’ ,
’ u^{+}=y ^{+} ’ ) ;
199 p l o t ( y_p lus , u c _ p l u s _ o u t e r , ’ L i n e S t y l e ’ , ’−. ’ , ’ Co lo r ’ , [ 0 , 0 , 0 ] , ’ DisplayName ’ ,
’ u ^ { + } = 1 / \ k a p p a l o g ( y ^{+}) +C ’ ) ;
200 g r i d on ;
201 y l a b e l ( ’ u_ { c }^{+} (−) ’ ) ;
202 x l a b e l ( ’ y ^{+} (−) ’ ) ;
203 s e t ( gca , ’ XScale ’ , ’ l o g ’ ) ;
204 yl im ( [ 0 , 3 0 ] ) ;
205 xl im ( [ 0 , 1 0 0 0 0 ] ) ;
206 l e g e n d show ;
207 f i g u r e ( 2 ) ;
208 s u b p l o t ( 1 , 4 , 1 ) ;
209 ho ld on ;
210 p l o t ( u , e t a , ’ L i n e S t y l e ’ , ’− ’ , ’ Co lo r ’ , [ 0 , 0 , 0 ] , ’ DisplayName ’ , ’ G e n e r a t e d ’ ) ;
211 g r i d on ;
212 x l a b e l ( ’ u / u_ { \ i n f t y } (−) ’ ) ;
213 y l a b e l ( ’ y / \ d e l t a (−) ’ ) ;
214 s u b p l o t ( 1 , 3 , 2 ) ;
215 ho ld on ;
216 p l o t ( T , e t a , ’ L i n e S t y l e ’ , ’− ’ , ’ Co lo r ’ , [ 0 , 0 , 0 ] , ’ DisplayName ’ , ’ G e n e r a t e d ’ ) ;
217 g r i d on ;
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218 x l a b e l ( ’T / T_ { \ i n f t y } (−) ’ ) ;
219 s u b p l o t ( 1 , 3 , 3 ) ;
220 ho ld on ;
221 p l o t ( rho , e t a , ’ L i n e S t y l e ’ , ’− ’ , ’ Co lo r ’ , [ 0 , 0 , 0 ] , ’ DisplayName ’ , ’ G e n e r a t e d ’ ) ;
222 g r i d on ;
223 x l a b e l ( ’ \ rho / \ rho_ { \ i n f t y } (−) ’ ) ;
Appendix C
Simulations of a store body at a high
incidence angle ∗
Predicting the flowfield around a supersonic missile can be challenging as vortices and shocks
are often present and interact with each other. The complexity of the problem is further
increased by the presence of wing-body and wing-tail junctions as these can be the source
of secondary flows. This section investigates the flowfield around the body of a supersonic
missile at high incidence angle and comments on the grid convergence and the effect of non-
linear turbulence models.
C.1 Geometry and conditions
The missile geometry was used in the NATO AVT-316 activity [3] and is shown in figure
C.1. The total length of the body is Lre f = 3.45 m and the outer diameter of the body is
dre f = 0.15 m. The total length of the body was used as the characteristic length for the
problem. The reference Mach number and the Reynolds number based on the missile length
were Mre f = 1.4 and ReLre f = 112.47×106. An incidence angle of σ = 15 deg and a roll angle
of λ = 2.5 deg, as well as standard sea-level ISA atmospheric conditions, were assumed.
Aerodynamic loads were reported in the body-fixed coordinate system located at x/Lre f = 0.5
(50% of the length of the body). The coordinate system and the definitions for the incidence
σ and roll λ angles are shown in figure C.2. A strong interaction between the starboard wing
vortex and the downstream fin 4 caused difficulties in obtaining grid converged results. This
was confirmed by simulations from other partners [134]. In an attempt to investigate whether
∗Some of this work is presented in N. Taylor et al. "The Prediction of Vortex Interactions on a Generic
Missile Configuration Using CFD: Current Status of Activity in NATO AVT-316", Proceedings of the AVT-307
Research Symposium on Separated Flow: Prediction, Measurement and Assessment for Air and Sea Vehicles
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grid convergence can be obtained a simplified geometry was created by removing the missile
fins and wings.
Figure C.1: Missile geometry.
Figure C.2: Body-fixed coordinate system; the flow coordinate system is coloured in blue.
C.2 Grids and numerical setup
Multi-block structured grids of the store body were created with ANSYS ICEM CFD. Two
blocking topologies were used - one for the background grid and one for the store body grid.
Figure C.3 shows the blocking topologies of the background and the store body grid. A total
of four grids were created - fine, very fine, extra-fine, and super-fine. The increase in node
count in every direction was 8 for the store body grid and 5 for the background grid. The
number of cells in the normal direction was kept constant only for the blocks adjacent to the
body (the boundary layer blocks). A total of 1360 blocks were used. Table C.1 shows the
grid parameters.
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Figure C.3: Blocking topology of the store body grid.
Table C.1: Grid parameters (all dimensional quantities are given in millimetres).
Description Fine Very fine Extra-fine Super-fine







Wake length 3.0dre f 3.0dre f 3.0dre f 3.0dre f
Density radius 1.8333dre f 1.8333dre f 1.8333dre f 1.8333dre f
Total cells (×106) 43.1 80.0 127.8 190.7
Total nodes (×106) 47.2 86.4 136.0 201.5
First layer height 3.45×10−3 3.45×10−3 3.45×10−3 3.45×10−3
Figure C.4 shows the cell volume at x/Lre f = 0.5 of the very fine, extra-fine, and super-fine
grids. The location of the Chimera interface was determined by the position of the vortices
generated by the body. For both σ = 5 and σ = 15 deg incidence angles the body vortices
remained within the body grid. Simulations with the k−ω SST model were performed on all
grids at σ = 5 and σ = 15 deg. The effect of non-linear turbulence models was investigated
on the extra-fine grid. Both the k−ω EARSM and the k−ω SST QCR V1 models were
considered. Unsteady RANS with the k−ω SST model was also performed to investigate
whether there is any unsteadiness in the flow. Table C.2 lists the simulation parameters and
the aerodynamic loads.
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Figure C.4: Cell volume at x/Lre f = 0.5 for the very fine (left), extra-fine (middle), and
super-fine (right) grids.
Table C.2: Simulation parameters.
Grid σ deg CX CY CZ Cl Cm Cn Turb. model
Fine 5.0 -0.609 0.000 -0.352 0.000 2.121 0.002 k−ω SST
Very fine 5.0 -0.608 -0.000 -0.337 0.000 2.086 -0.001 k−ω SST
Extra-fine 5.0 -0.607 -0.000 -0.327 -0.000 2.078 -0.000 k−ω SST
Super-fine 5.0 -0.607 0.000 -0.324 -0.000 2.057 0.000 k−ω SST
Very fine 15.0 -0.692 -0.000 -1.673 0.000 7.578 -0.000 k−ω SST
Extra-fine 15.0 -0.690 -0.000 -1.652 -0.000 7.563 0.001 k−ω SST
Super-fine 15.0 -0.689 -0.001 -1.640 -0.000 7.515 -0.002 k−ω SST
Very fine 15.0 -0.597 -0.000 -1.732 -0.000 7.056 -0.001 k−ω EARSM
Extra-fine 15.0 -0.596 0.000 -1.727 -0.000 7.093 -0.001 k−ω EARSM
Super-fine 15.0 -0.595 0.001 -1.726 -0.000 7.093 -0.005 k−ω EARSM
Extra-fine 15.0 -0.685 -0.001 -1.699 -0.000 7.491 -0.003 k−ω SST QCR V1
C.3 Results and discussion
C.3.1 Low incidence angle
First, simulations at a low incidence angle - σ = 5 deg were performed. Figures C.5 to C.7
show the iteration history of the aerodynamic loads. The large difference in CZ between the
fine, very fine, and extra-fine grid shows that grids of the same size as the very fine grid or
larger must be used to accurately predict CZ . A further increase of the grid size by 65.32×106
points reduced the difference in CZ significantly. The CX , CZ , and Cm aerodynamic coeffi-
cients were observed to settle after approximately 30000 steps and exhibited monotonicity
i.e. all values were increasing or decreasing. A total of 50000 steps were performed for the

















































































Figure C.7: Aerodynamic loads for the store body resulting from viscous contributions.
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A non-monotonic behaviour was observed in the viscous CZ and Cm values. The value of
Cm on the very fine grid was less than the value on the extra-fine grid, which was greater
than the value on the super-fine grid. Even though the viscous values for CZ and Cm were
non-monotonic the total values were, due to the small contribution of the viscous values. The
difference in the total Cm value between the super-fine and extra-fine grid was greater than
between the extra-fine and very fine grids. One would expect the difference in all aerody-
namic coefficients to decrease as the grid is refined (CZ is such an example). Further analysis
of the Cm values per component (store body and base) and per contribution (pressure and
viscous) showed that the difference in Cm originates from the store body. Grid convergence
was investigated through the grid convergence index approach. The grid convergence index
or GCI [108,109] presents a simple method for uniform reporting of grid convergence studies
without any restriction to grid doubling. The GCI is based on generalised Richardson extrap-
olation involving comparison of discrete solutions at two different grid spacings. The error
in a fine grid solution f1 can be obtained by comparing it to the solution on a coarse grid f2
and is defined as:




where ε12 = f2− f1, r is the refinement ratio and p is the observed order of accuracy. A
second-order numerical algorithm will have p = 2, however, due to factors including but not
limited to the grid the observed order of accuracy will be less. To account for the uncertainty
in the generalised Richardson-based error estimates and to put the grid convergence studies on
the same basis as grid doubling with a second-order numerical algorithm Roache incorporated
a safety factor and defined the GCI as:
GCI f ine = Fs|E f ine|, (C.2)
where Fs is a safety factor. The GCI is not an error estimator but Fs times the error estimator,
representing error bands in a loose statistical sense. A value of Fs = 3 for two grids and Fs =
1.25 for three grids was recommended by Roache [109]. For three grids, having solutions
f1, f2, and f3, where f1 corresponds to the solution on the finest grid, the observed order of
convergence, p, is given by:








As the above equation is transcendental in p, an iterative method is required to solve it. For


















A Matlab script employing the above approach was used to calculate the GCIs for the aero-
dynamic coefficients. The script is detailed at the end of this appendix. Table C.3 shows the
GCIs for the CZ coefficient. The GCIs between the last three grids in the grid convergence
study were calculated. Although a small variation was present, the refinement ratio between
the very-fine and extra-fine and the extra-fine and super-fine grids was approximately 1.464.
The difference in CZ between the grids was observed to reduce and resulted in small GCIs.
The GCI between the super-fine and the extra-fine grid amounted to approximately 0.6%.
The decrease with respect to the GCI between the very-fine and the extra-fine grid shows
that the sensitivity of the solution with respect to the grid size decreases. Estimation of the
observed order of convergence p resulted in a value of 2.96 which was close to the theoretical
order of convergence (p = 3).
Table C.3: GCI for the CZ aerodynamic coefficient.
Very-fine (3) Extra-fine (2) Super-Fine (1)
Points (×106) 86.44 136.08 195.40
h 2.137 1.386 1.000
r12 1.386
r23 1.542









APPENDIX C. SIMULATIONS OF A STORE BODY 233
In addition the ratio between the GCIs was close to 1 indicating that the solution is in the
asymptotic range of convergence. Using the observed order an extrapolated value for CZ
of −0.323 was obtained. Figure C.8 shows the stagnation pressure contours p0/pre f at the
x/dre f = 21.5 streamwise location (base). The TKE contours k/V 2re f are shown in figures C.8.
Only the very fine, extra-fine, and super-fine grids are shown. The fine grid is omitted due
to the large difference in the predicted CZ value. No significant differences in the stagnation
pressure and TKE contours were observed between the three grids. It is hard to identify
the cause for the differences in the aerodynamic coefficients solely from the stagnation or
TKE contour plots. A better comparison is shown in figure C.10. The figure shows the
pressure contours on the surface of the store body. In the area of the nose, the pressure
contours showed good agreement between the three grids. Downstream of the nose, however,
noticeable differences were observed. The low-pressure region on the leeward side of the
store body, extending to the port and starboard sides changed its shape slightly as the grid was
refined. A change in the pressure region on the windward side was also observed. Since the
pressure distribution on the windward and leeward sides is the main contributor to the pitching
moment, differences in the pressure distribution in these areas between grids are expected
to affect the pitching moment. The pressure contours on the base showed no significant
differences, further supporting the component analysis which showed that the base is not
contributing to the difference in Cm. To support the statement that pressure differences on the
windward and leeward side of the store are the main contributor to the difference in pitching
moment Cm, Figure C.11 shows the difference in the pressure coefficient between the fine and
very fine, the very fine and extra-fine and the extra-fine and super-fine grids. The largest ∆Cp
was observed near the nose of the store, downstream differences in Cp were insignificant. As
the grid was refined, ∆Cp reduced, however, it was still identifiable. Figure C.12 shows the
pressure coefficient Cp on the windward and leeward sides of the store body as a function of
the store body length. Small oscillations in the Cp were observed on the windward side of the
store. At x/Lre f =−0.4 the super-fine grid predicted a slightly higher Cp than the extra-fine
grid. This difference may be the cause for the difference in the pitching moment coefficient
Cm between the extra-fine and super-fine grids. Figure C.13 shows the vortex trajectories
obtained with the Lambda2 vortex criterion.
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Figure C.8: Stagnation pressure for the k−ω SST model on the very fine (top), extra-fine
(middle), and super-fine (bottom) grids at x/dre f = 21.5.
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Figure C.9: Turbulent kinetic energy contours for the k−ω SST model on the very fine



























Figure C.10: Surface pressure contours for the k−ω SST model on the fine (green) very fine (blue), extra-fine (grey), and super-fine
(red) grids.
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Figure C.11: Difference in the pressure coefficient ∆Cp between grids.
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Figure C.12: Difference in the pressure coefficient ∆Cp between grids.
Figure C.13: Vortex trajectories obtained on the fine (green), very fine (blue), extra-fine
(red), and super-fine (grey) grids.
The vortex trajectories agreed well between all grids.
C.3.2 High incidence angle calculations
Similar conclusions were drawn from the case at σ = 15 deg incidence. All coefficients
exhibited monotonic behaviour. The change in the pitching moment coefficient between the
extra-fine and super-fine grids was again slightly larger than the change between the very fine
and extra-fine grids. The surface pressure contours and the vortex trajectories agreed well
between the grids.
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Figure C.14: Stagnation pressure for the k−ω SST model on the very fine (top), extra-fine
(middle), and super-fine (bottom) grids at x/dre f = 21.5.
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Figure C.15: Turbulent kinetic energy contours for the k−ω SST model on the very fine



























Figure C.16: Surface pressure contours for the k−ω SST model on the fine (green) very fine (blue), extra-fine (grey), and super-fine
(red) grids.
APPENDIX C. SIMULATIONS OF A STORE BODY 242
Figures C.14 and C.15 show the stagnation pressure p0/pre f and the turbulent kinetic energy
k/V 2re f contours at the x/dre f = 21.5 streamwise location (base). The vortex trajectory and
surface pressure contours comparison is shown in figures C.17 and C.16.
Figure C.17: Vortex trajectories obtained on the fine (green), very fine (blue), extra-fine
(red), and super-fine (grey) grids.
C.3.3 Effect of non-linear models
The effect of the k−ω EARSM and the k−ω SST QCR V1 models on the loads was inves-
tigated. The k−ω EARSM simulation was restarted from the k−ω SST simulation and run
for additional 70000 iterations. The large number of iterations was necessary for the loads
to settle. The largest difference was in the CX coefficient - approximately 13.4% relative
to the k−ω SST simulation. The differences in CZ and Cm were approximately 4.6% and
6.3%. Figures C.18 and C.18 show a side by side comparison of the stagnation pressure con-
tours predicted by the k−ω SST and k−ω EARSM models. The linear k−ω SST model
predicts higher values for µt/µ which reduces unsteadiness in the flow and results in fewer
vortical structures. The k−ω EARSM model, which considers higher-order strain and rota-
tion terms, reduces the µt/µ values and results in more pronounced vortical structures with
more laminar cores. Unlike the k−ω SST model, the values of k/V 2re f at the vortex cores are
small. The k−ω SST QCR V1 was tested only on the extra-fine grid. No significant differ-
ences in the loads or in the flow topology were observed when compared to the k−ω SST .
Differences between the two models are expected to occur with the inclusion of wings and/or
fins as the right angles between the fins and/or wings and the body give rise to secondary
flows which will be accounted for by the k−ω SST QCR V1 model only.
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C.3.4 Unsteady simulations
Unsteady RANS simulations of the body at σ = 15 degrees were also performed to identify
unsteadiness if any. A non-dimensional time step of ∆t = 0.01 was used which corresponded
to a dimensional time step of 7.24×10−5 s based on Lre f and 3.15×10−6 s based on dre f . A
total of 6 flow travel times were simulated where 1 flow travel time was the time it took the
flow to travel the length of the body. Averaging was performed over different intervals, how-
ever, no significant differences in the aerodynamic coefficients were observed as long as the
first travel time was discarded during the averaging. No significant differences in the aerody-
namic coefficients were observed. Table C.4 lists the averaged aerodynamic coefficients.
Table C.4: Unsteady simulations parameters.
CX CZ Cm Averaging interval
-0.690 -1.651 7.574 2t-6t
-0.690 -1.651 7.574 3t-6t
-0.690 -1.651 7.574 4t-6t
-0.690 -1.651 7.574 5t-6t
-0.690 -1.652 7.563 RANS
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Figure C.18: Stagnation pressure contours for the k−ω SST model (left) and the
k−ω EARSM model (right) at x/dre f = 7.5, x/dre f = 12.5, and x/dre f = 19.
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Figure C.19: Turbulent kinetic energy contours for the k−ω SST model (left) and the
k−ω EARSM model (right) at x/dre f = 7.5, x/dre f = 12.5, and x/dre f = 19.
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C.4 Summary of Results
The simulations of the missile (store) body (without any fins or wings) showed that RANS
can successfully give grid converged results for a more simplified geometry at small and
large incidence angles. There are still uncertainties such as the position at which the nose
vortices form, which may be the cause for the larger difference in Cm between the last two
grids. The important aerodynamic coefficients for this problem - CX , CZ , and Cm showed
monotonic behaviour, which was not the case for the full missile at a large incidence angle
and non-zero roll angle [134]. There is also uncertainty for the free-stream values of k and
ω (not specified for this case). This uncertainty may affect the results but the sensitivity of
the solution to the free-stream TKE was not investigated and is believed to be small. Further
work will focus on RANS and scale-resolving simulations of the store body with wings.
Detailed investigation of the iterative convergence and the integrated loads will be performed
component by component to determine whether the lack of convergence for the full store is
caused by the complex interaction between the vortices and the fins. This work is carried out
as a part of the NATO AVT-316 activity [3].
1 c l e a r a l l ;
2 c l o s e a l l ;
3 c l c ;
4 % −−− VERIFY : P e r f o r m s v e r i f i c a t i o n c a l c u l a t i o n s −−−
5 %
6 % Number o f d a t a s e t s r e a d = 3
7 %
8 % Grid S i z e Q u a n t i t y
9 %
10 % 1.000000 0 .970500
11 % 2.000000 0 .968540
12 % 4.000000 0 .961780
13 %
14 % Order o f c o n v e r g e n c e u s i n g f i r s t t h r e e f i n e s t g r i d
15 % and assuming c o n s t a n t g r i d r e f i n e m e n t ( Eqn . 5 . 1 0 . 6 . 1 )
16 % Order o f Convergence , p = 1 .78618479
17 %
18 % R i c h a r d s o n E x t r a p o l a t i o n : Use above o r d e r o f c o n v e r g e n c e
19 % and f i r s t and second f i n e s t g r i d s ( Eqn . 5 . 4 . 1 )
20 % E s t i m a t e t o z e r o g r i d va lue , f _ e x a c t = 0 .971300304
21 %
22 % Grid Convergence Index on f i n e g r i d s . Uses p from above .
23 % F a c t o r o f S a f e t y = 1 . 2 5
24 %
25 % Grid Ref inemen t
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26 % Step Ra t io , r GCI(%)
27 % 1 2 2 .000000 0 .103080
28 % 2 3 2 .000000 0 .356244
29 %
30 % Checking f o r a s y m p t o t i c r a n g e u s i n g Eqn . 5 . 1 0 . 5 . 2 .
31 % A r a t i o o f 1 . 0 i n d i c a t e s a s y m p t o t i c r a n g e .
32 %
33 % Grid Range R a t i o
34 % 12 23 0 .997980
35 %
36 % −−− End of VERIFY −−−
37 h ( 1 ) =1;
38 h ( 2 ) =2;
39 h ( 3 ) =4;
40 %f ( 1 ) = 0 . 9 7 0 3 0 0 ; − t h i s v a l u e s i s f o r t e s t i n g and shows t h a t a s m a l l e r
41 %d i f f e r e n c e between f ( 1 ) and f ( 2 ) w i l l r e d u c e t h e GCI and improve t h e
42 %c o n v e r g e n c e and t h e o b s e r v e d o r d e r o f t h e s o l u t i o n
43 f ( 1 ) = 0 . 9 7 0 5 0 0 ;
44 f ( 2 ) = 0 . 9 6 8 5 4 0 ;
45 f ( 3 ) = 0 . 9 6 1 7 8 0 ;
46 f o r i = 1 : ( l e n g t h ( h )−1)
47 r ( i ) =h ( i +1) / h ( i ) ;
48 end
49 r12 = r ( 1 ) ;
50 r23 = r ( 2 ) ;
51 p_o ld = 0 . 0 ;
52 p = 1 . 0 ;
53 omega = 0 . 5 ;
54 w h i l e abs ( p−p_o ld ) > 1e−6
55 p_o ld =p ;
56 eps23 = f ( 3 )−f ( 2 ) ;
57 eps12 = f ( 2 )−f ( 1 ) ;
58 b e t a = ( ( r12 ^p−1)∗ eps23 ) / ( ( r23 ^p−1)∗ eps12 ) ;
59 p=omega∗p+(1−omega ) ∗ l o g ( b e t a ) / l o g ( r12 ) ;
60 end
61 f p r i n t f ( ’ \ nOrder o f c o n v e r g e n c e u s i n g f i r s t t h r e e f i n e s t g r i d \ nand
assuming non−c o n s t a n t g r i d r e f i n e m e n t . \ n ’ ) ;
62 f p r i n t f ( ’ Order o f Convergence , p = %0.6 f \ n ’ , p ) ;
63 f _ e x a c t = f ( 1 ) +( f ( 1 )−f ( 2 ) ) / ( r ( 1 ) ^p−1.0) ;
64 f p r i n t f ( ’ \ n R i c h a r d s o n E x t r a p o l a t i o n : Use above o r d e r o f c o n v e r g e n c e \ nand
f i r s t and second g r i d s \ n ’ ) ;
65 f p r i n t f ( ’ E s t i m a t e t o z e r o g r i d va lue , f _ e x a c t = %0.6 f \ n ’ , f _ e x a c t ) ;
66 f s = 1 . 2 5 ;
67 f p r i n t f ( ’ \ nGr id Convergence Index on f i n e g r i d s . Uses p from above . \ n ’ ) ;
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68 f p r i n t f ( ’ F a c t o r o f S a f e t y = %0.2 f \ n \ n ’ , f s ) ;
69 f p r i n t f ( ’ Gr id \ t Re f inemen t \ nS tep \ t Ra t io , r \ t GCI(%%) \ n ’ ) ;
70 f o r i = 1 : ( l e n g t h ( h )−1)
71 g c i ( i ) = f s ∗ abs ( ( ( f ( i +1)−f ( i ) ) / f ( i ) ) / ( r ( i ) ^p−1.0) ) ;
72 f p r i n t f ( ’%i %i \ t %0.4 f \ t %0.4 f \ n ’ , i , i +1 , r ( i ) , g c i ( i ) ∗100) ;
73 end
74 f p r i n t f ( ’ \ nChecking f o r a s y m p t o t i c r a n g e \ nA r a t i o o f 1 . 0 i n d i c a t e s
a s y m p t o t i c r a n g e . \ n ’ ) ;
75 f p r i n t f ( ’ Gr id Range \ t R a t i o \ n \ n ’ ) ;
76 f o r i = 1 : ( l e n g t h ( h )−2)
77 r a t i o = r ( i ) ^p∗ g c i ( i ) / g c i ( i +1) ;
78 f p r i n t f ( ’%i%i %i%i \ t %0.4 f \ n ’ , i , i +1 , i +1 , i +2 , r a t i o ) ;
79 end
80 h _ e x t r = [ 0 , h ( 1 ) ] ;
81 f _ e x t r =[ f _ e x a c t , f ( 1 ) ] ;
82 f i g u r e ( 1 ) ;
83 ho ld on ;
84 p l o t ( h , f , ’ Co lo r ’ , [ 0 , 0 , 1 ] ) ;
85 p l o t ( h _ e x t r , f _ e x t r , ’ Co lo r ’ , [ 1 , 0 , 0 ] ) ;
86 g r i d on ;
87 x l a b e l ( ’ h ’ ) ;
88 y l a b e l ( ’ f ( h ) ’ ) ;
Appendix D
Fore-body intake geometry drawings
This section shows more detailed drawings of the three fore-body intake geometries inves-
tigated in chapter 5. All dimensions are in meters. The only difference between the three













 0.06  R0.05 
 45° 




























[1] ANSYS ICEM CFD HEXA. url: https://www.ansys.com/products/fluids.
[2] NASA Langley Research Center. Turbulence Modeling Resource. url:
https://turbmodels.larc.nasa.gov.
[3] Vortex Interaction Effects Relevant to Military Air Vehicle Performance. url:
https://www.sto.nato.int/lists/test1/activitydetails.aspx?id=16476.
[4] J.D. Anderson. Modern Compressible Flow: With Historical Perspective. McGraw-
Hill, Second edition, 1990.
[5] T. Arai, H. Sugiyama, and T. Kawase. COMPRESSIBLE TURBULENT BOUND-
ARY LAYER/MULTIPLE SHOCK WAVE INTERACTION IN A DUCT. In Space
Plane and Hypersonic Systems and Technology Conference, 1996.
[6] S. Arvidson, S.H. Peng, and L. Davidson. Feasibility of Hybrid RANS-LES Modelling
of Shock/Boundary-Layer Interaction in a Duct. In Progress in Hybrid RANS-LES
Modelling, Notes on Numerical Fluid Mechanics and Multidisciplinary Design, 2012.
[7] C.J. Atkin and L.C. Squire. Study of the interaction of a normal shock wave with a
turbulent boundary layer at mach numbers between 1.30 and 1.55. European Journal
of Mechanics - B/Fluids, 11(1):93–118, 1992.
[8] O. Axelsson. Iterative Solution Methods. Cambridge University Press, 1994.
[9] H. Babinsky and J.K. Harvey. Shock Wave-Boundary-Layer Interactions. Cambridge
University Press, 2011.
[10] B. Baldwin and H. Lomax. THIN-LAYER APPROXIMATION AND ALGEBRAIC




[11] G. Barakos and D. Drikakis. Investigation of Nonlinear Eddy-viscosity Turbulence
Models in Shock/Boundary-Layer Interaction. AIAA Journal, 38(3):461–469, 2000.
[12] G.N. Barakos, R. Steijl, K. Badcock, and A. Brocklehurst. Development of CFD Capa-
bility for Full Helicopter Engineering Analysis. In Proceedings of the 31st European
Rotorcraft Forum, 2005.
[13] P. Batten, U. Goldberg, and S. Chakravarthy. LNS - AN APPROAHC TOWARDS
EMBEDDED LES. In 40th AIAA Aerospace Sciences Meeting & Exhibit, 2002.
[14] F.S. Billig. Research on Supersonic Combustion. Journal of Propulsion and Power,
9(4):499–514, 1993.
[15] E. Blosch, B.F. Carroll, and M.J. Morris. Numerical Simulation of Confined Tran-
sonic Normal Shock Wave/Turbulent Boundary-Layer Interactions. AIAA Journal,
31(12):2241–2246, 1993.
[16] P.J.K Bruce, D. Burton, N. Titchener, and Babinsky H. Corner effect and separation in
transonic channel flows. Journal of Fluid Mechanics, 679:247–262, 2011.
[17] P.J.K Bruce and Babinsky H. Unsteady shock wave dynamics. Journal of Fluid Me-
chanics, 603:463–473, 2008.
[18] P.J.K Bruce and Babinsky H. An experimental study of transonic shock/boundary
layer interactions subject to downstream pressure perturbations. Aerospace Science
and Technology, 14(1):134–142, 2010.
[19] P.J.K Bruce, Babinsky H., B. Tartinville, and C. Hirsch. Corner Effect and Asymmetry
in Transonic Channel Flows. AIAA Journal, 49(11):2382–2392, 2011.
[20] P.J.K Bruce, Babinsky H., B. Tartinville, and C. Hirsch. Experimental and Numerical
Study of Oscillating Transonic Shock Waves in Ducts. AIAA Journal, 49(8):1710–
1720, 2011.
[21] R. Bur, R. Benay, and G.P. Berthouze. Experimental and numerical study if forced
shock-wave oscillations in a transonic channel. Aerospace Science and Technology,
10(1):265–278, 2006.
[22] D.M.F. Burton and Babinsky H. Corner separation effects for normal shock wave/tur-
bulent boundary layer interactions in rectangular channels. Journal of Fluid Mechan-
ics, 707:287–306, 2012.
BIBLIOGRAPHY 253
[23] B.F. Carroll. Numerical and Experimental Investigation of Multiple Shock Wave/Tur-
bulent Boundary Layer Interactions in a Rectangular Duct. PhD thesis, University of
Illinois at Urbana-Champaign, 1988.
[24] B.F. Carroll and J.C. Dutton. AN LDV INVESTIGATION OF A MULTIPLE NOR-
MAL SHOCK WAVE/TURBULENT BOUNDARY LAYER INTERACTION. In 27th
Aerospace Sciences Meeting, 1989.
[25] B.F. Carroll and J.C. Dutton. Characteristics of Multiple Shock Wave/Turbulent
Boundary-Layer Interactions in Rectangular Ducts. Journal of Propulsion and Power,
6(2):186–193, 1990.
[26] B.F. Carroll and J.C. Dutton. Multiple Normal Shock Wave/Turbulent Boundary-
Layer Interactions. Journal of Propulsion and Power, 8(2):441–448, 1992.
[27] B.F. Carroll, P.A. Lopez-Fernandez, and J.C. Dutton. Computations and Experiments
for a Multiple Normal Shock/Boundary-Layer Interaction. Journal of Propulsion and
Power, 9(3):405–411, 1993.
[28] R.M. Chriss, W.R. Hingst, A.J. Strazisar, and T.G. Keith. AN LDA INVESTIGATION
OF THREEDIMENSIONAL NORMAL SHOCK WAVE BOUNDARY-LAYER IN-
TERACTION. In Transonic Symposium: Theory, Application and Experiment, 1983.
[29] L. Crocco. Sulla trasmissione del calore da una lamina piana a un fluido scorrente ad
alta velocita. L’Aerotecnica, 12:181–197, 1932.
[30] L. Crocco. ONE-DIMENSIONAL TREATMENT OF STEADY GAS DYNAMICS.
In H.W. Emmons, editor, Fundamentals of gas dynamics, pages 110–130. Princeton
University Press, 2016.
[31] O. Daisuke, T. Handa, and M. Masuda. Three-Dimensional Normal Shock-
Wave/Boundary-Layer Interaction in a Diffuser. Journal of Fluids Engineering,
135(4), 2013.
[32] S. Deck, N. Renard, R. Laraufie, and P. Sagaut. Zonal detached eddy simulation
(ZDES) of a spatially developing flat plate turbulent boundary layer over the reynolds
number range 3150≤ Reθ ≤ 14000. Physics of Fluids, 26(2):1–32, 2014.
[33] J. Delery. SHOCK WAVE PHENOMENA IN HIGH SPEED FLOWS: STILL
A PROBLEM OF MAJOR CONCERN FOR AERODYNAMICISTS! In
E.R.C.O.F.T.A.C. Workshop on Shock/Boundary Layer Interaction, 1997.
BIBLIOGRAPHY 254
[34] J. Delery and J.P. Dussauge. Some physical aspects of shock wave/boundary layer
interactions. Shock Waves, 19(1):453–468, 2009.
[35] J.M. Delery. INVESTIGATION OF STRONG SHOCK TURBULENT BOUNDARY
LAYER INTERACTION IN 2D TRANSONIC FLOWS WITH EMPHASIS ON TUR-
BULENCE PHENOMENA. In 14th Fluid and Plasma Dynamics Conference, 1981.
[36] J.M. Delery. Experimental Investigation of Turbulence Properties in Transonic
Shock/Boundary-Layer Interactions. AIAA Journal, 21(2):180–185, 1983.
[37] J.M. Delery. SHOCK WAVE/TURBULENT BOUNDARY LAYER INTERACTION
AND ITS CONTROL. Progress in Aerospace Sciences, 22:209–280, 1985.
[38] Burton D.M.F., H. Babinsky, and P.J.K. Bruce. Experimental Investigation into Pa-
rameters Governing Corner Interactions for Transonic Shock Wave/Boundary Layer
Interactions. In 48th AIAA Aerospace Sciences Meeting Including the New Horizons
Forum and Aerospace Exposition, 2010.
[39] P. Doerffer, C. Hirsch, J.P. Dussauge, H. Babinsky, and Barakos G.N. Unsteady Effects
of Shock Wave Induced Separation. In Notes on Numerical Fluid Mechanics and
Multidisciplinary Design, 2011.
[40] P. Doerffer, O. Szulc, and F. Magagnato. Shock Wave-Boundary Layer Interaction in
Forced Shock Oscillations. Journal of Thermal Science, 12(1):10–15, 2003.
[41] P. Doerffer, O. Szulc, and F. Magagnato. UNSTEADY SHOCK WAVE - TURBU-
LENT BOUNDARY LAYER INTERACTION IN THE LAVAL NOZZLE. TASK
QUARTERLY, 9(1):115–132, 2004.
[42] P. Dupont, C. Haddad, J.P. Ardissone, and J.F. Debiéve. Space and time organisation of
a shock wave/turbulent boundary layer interaction. Aerospace Science and Technology,
9(1):561–572, 2005.
[43] P.A. Durbin. Near-Wall Turbulence Closure Modeling Without âĂIJDamping Func-
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