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ABSTRACT 
The purpose of this thesis is to investigate the behavior of 
a dynamic testing system in which multiple product types are forced 
to compete for the administration of tests from various testing 
facilities which are limited in the rate at which they perform tests 
and their capacity to accumulate items awaiting tests. 
The result of this study is the development of an algorithm 
by which a set of test sequences can be determined such that the 
total cost of testing all of the various product types is minimized 
and the constraints imposed by the physical limitations of the test 
facilities are met. 
The general procedure of the algorithm is to first determine 
the test sequences for each type of product in an uncon·str.adned 
environment that results in a minimum expected cost for each •. Next 
these sequences are imposed on the system of test facilities and 
the resulting infeasibilities are identified. Then, based on the 
test system model developed herein, these sequences are altered in 
such a way that the resulting increase in expected cost is minimized 
and all infeasibilities are eliminated. 
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CHAPTER I 
INTRODUCTION 
Historical Review and Description of the Problem 
The subject of test sequencing has received moderate attention in 
the literature. The domain of interest ranges from the consideration 
of simple components to complex systems of modules which contain sub-
modules which in turn are composed of individual components. In 
general, the intent of these treatises, is to determine the order in 
which tests should be applied to suspected faulty systems, modules, 
sub-modules, etc., so that some objective is realized. For the most 
part the primary objectives are to minimize the total expected cost 
of testing or to minimize the average n11mher of test steps required to 
identify a fault. Brian Gluss 11 determined the optimal test sequence 
for a system of n components, where the system is not considered 
defective until k of then components are identified as faulty. Here 
again the objective was to minimize the total expected test time. 
Berger and Gerstenfeld3 applied a dyn.a.mi c progra.mmi ng method to 
determine the minimum cost test sequence for testing individual com-
ponents with dependent failure probabilities. However, in all of the 
above methods, the results were derived 1lllder the assumption that 
undivided testing capability is available. That is to say that the 
machinery ~d manpower to be used for conducting these test · sequences 
is devoted entirely to this task and not used for testing a:ny other 
type of system, module, or component. llle intention ot this thesis is 
to broaden the scope of test sequenci~g to accom1t for limited testing 
2 
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capability where several different types of items may require testing 
on the same test facilities. 
As a simple example of the type of problem to be analyzed, con-
sider the following situation. There are three distinct types of 
products that require testing, call them product types A, B, and C. 
The set of tests required to fully test each type of product are 
sequenced in such a way as to minimize the expected testing time for 
each. However, all of the product types require a test that is ad-
ministered by one test faci~ty. Clearly the time required to test 
product type A is now dependent upon the rate at which product types 
B and C are arriving at this test facility. More precisely, the time 
required to administer this test to each product type, depends on the 
arrival rate of all the other product types. Thus the optimality of 
the test sequence derived for each product type is no longer guaranteed. 
In addition, it is quite possible due to the sequences in which these 
products are tested, that the build-up of items awaiting this test 
would exceed the physical storage space available at this test ·facility. 
Thus, in order to analyze a problem of this type, additional infor-
mation must be ta.ken into consideration, such as, the physical 
dimension of each type of product, the storage capacity at each test 
facility, the rate at which the various types of products will arrive 
.at the various test facilities, and the rate at which each test 
facility can perform a given test on the various products. Clearly, 
the complexity of the problem increases with the n11mber of different 
types of products and the quantity of test facilities to be considered. 
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Before gi vi:ng a more detailed and concise definition of the model 
to be analyzed, a definition of terms that will be used repeatedly 
throughout the remainder of this thesis is in order. 
Definition of Terms 
The following terms will be used frequently throughout this thesis 
and require careful definition. The set of items to be considered for 
testing which are identical, will be referred to as a product tyPe. 
A test facility or facility is defined as the apparatus and/or 
capability to administer a given subset of the 
total testing capacity to be considered. This subset of testing 
capability will be referred to as a test or test step. The test that 
is administered by a given facility can be unique for each product type 
that makes use of this facility. The test will be characterized by 
the probabilities that the various product types will pass this test 
and by the costs associated with performing this test on the various 
product types. 
Each test step will be identified by a test step n11mher which will 
coincide with the test facility number that administers the test. 
For each product type the orde;r in which tests are applied will be 
specified by a set of test sequence numbers. Test sequence niutibers 
are assigned in ascending order where the lowest nirmher corresponds to 
the first test step in the sequence. 
Description of the Model 
We are given a set of k product types des_ignated u1 , u2 , ••• Uk 
and a set of N test facilities designated F 1 , F 2 , • • • F N' where each 
4 
test facility F. administers test step T .• Each product type Uj has a 1 1 
given set of tests that it must undergo in order to be considered fully 
tested. As soon as any item fails a test it is removed from the system 
and sent for repair. Because it is probable that several different 
product types will share the same test facilities it will be necessary 
to limit the rate at which items arrive at the various facilities to 
levels that will not cause an accumulation that exceeds the physical 
storage space available at these facilities. Since it is assumed that 
the average rate at which the various tests can be administered cannot 
be altered, the only other means by which the accumulation of items 
at a facility can be controlled is to alter the average arrival rate 
for one or more of the product types that utilize the facility. For 
each product type, the average arrival rate to a given facility can 
be controlled by altering the test sequence for that product. For 
example, suppose it is desired to alter the arrival rate of a given 
product to test facility n11mber 4 and the test sequence n11mher for 
test step 4 is 2. That is , for this product type, test n11niber 4 is 
the second test in the sequence. Then by moving test number 4 up 
in the sequence, the arrival rate of this product type will increase 
at facility number 4. Conversely, the arrival rate will decrease as 
test number 4 is moved back in the sequence. 
The analysis of the problem defined here is divided into three 
main areas of investigation. The first consideration will be to 
derive a method by which minimum cost test sequences can be generated· 
for each product type in This subject 
5 
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is dealt with in Chapter II. Chapter III is about analyzing the 
interconnection of test facilities, the flow of items among these 
facilities, and the accumulation of product at the various locations 
in the system. The third main area of concern is analyzed in 
Chapter IV, where a method is derived by which test sequences that 
are causing infeasibility are and altered in such a way 
that the resulting increase in the to ale ected cost of testing is 
minimized. 
The following chapters will construct the final test sequencing 
algorithm, apply the algorithm to a hypothetical model and examine 
and evaluate the results. 
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Introduction 
CHAPTER II 
TEST SEQUENCING 
In this chapter the subject of sequencing a set of test steps for 
a given product type in an unconstrained environment is anaJ.yzed. 
Consider a product type that requires a given set of test steps 
it must undergo. The tests can be administered in any order, however, 
as soon as an item fails a test, the testing ends and the item is 
removed from the system. Each test has an associated probability of 
passing and rejecting an item. In general, the probability of passing 
a given test step is conditioned on the probabilities that the item 
passed all the previous tests in the sequence. In addition, each test 
step has an associated cost that is incurred each time the test is 
administered. Thus it would seem reasonable that the least expensive 
tests should be administered first, thereby eliminating many of the 
defective items before reaching the more expensive tests. On the 
other hand if the more discriminatory tests are applied first then the 
average number of tests required to detect a failure would be minimized. 
Thus it is reasonable that a test sequence can be derived that will 
minimize either the total expected cost of testing or the average 
n11mber of tests required. 
For the purposes of this thesis, the objective is to minimize the 
cost. However, it will be shown that a simple extention of the results 
will yield sequences that result in minimum n11mber of tests required. 
7 
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Mathematical Derivation 
Let ~ be the n11rnber of test steps required to test product k, 
where the sequence of tests is: 
then the total expected cost of testing product type k • given by: l.S 
~ 
( iii1p kj) E (cost) - L cki -
i=l j=l (1) 
where: 
Sci= the cost of performing the ith test. in the sequence on 
product type k • 
P ki = the probability that product type k will pass the i th test. 
Let the test sequence S be that sequence that produces the minimum 
tot'al expected cost, E(S). Consider an alternate sequence S' which is 
derived from S by exchanging test sequence number m with m + 1. Then 
E(S) ~ E(S'), and the sequence S is superior to any other test se~ 
quence since all possible sequences can be generated by one or more 
exchange as described above. 
From equation (1) 
E(S) 
8 
and, 
m-1 
E(S) = L [ Cir i 
. 1 ' 1= 
.+ ~,;m+l 
then by reduction, E(S) S E(S' ) is expressed by: 
Cit,m 
which reduces to: 
m-1 
Ci,mPk,m+l (]!_ Pk,j) 
collecting terms yields: 
Cit ,m ~ Cic ,m+ 1 
1-Pk,m 1-Pk,m+l 
m-1 err pk j) + 
. l ' J= 
m-1 
CIT Pk ·j > j=l ' 
Therefore it must follow that the test sequence S results in a minimum 
total expected cost only if for all m. 
Cit,.m 
1-·P: k,m < -
ck,m+l 
l-Pk,m+l 
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Thus the optimal test sequence is constructed by ordering the test 
steps such that 
< • • 
-
where qk,j = 1 - Pk,j 
In general, the probabilities Pki ~re dependent upon the outcones 
of all the previous tests. However, in this study, it will be ass11med 
that the various test steps for each product type can be defined in 
such a way that the result of any test will not influence the outcome of 
any subsequent test. Under this assumption, the probabilities , P ki, 
are independent. 
Numeric Example 
The following example will illustrate the method of minimum cost 
test sequencing. For simplicity, consider a set of only three tests 
with the following parameters: 
Test number 
1 
2 
3 
Probability of Passing 
• 80 
• 85 
• 84 
Cost of Test 
1.30 
1.10 
1.00 
The first step is to calculate the ratios of cost to failure 
probability as shown below. 
10 
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Test Number 
1 
2 
3 
Cost/Failure Probability 
6.50 
7.33 
6.25 
Now ordering the tests in ascending order of cost/failure probs-
bility yields the minimum cost sequence of [3,1,2]. Due to the 
small number of tests considered, it is possible to enumerate all 
possible sequences and calculate for each the expected cost. The 
results of this enumeration are listed below. 
Test Sequence 
1 
1 
2 
2 
3 
3 
2 3 
3 2 
1 3 
3 1 
1 2 
2 1 
Expected Cost 
2. 8600 
2. 8392 
2.8850 
2.8782 
2.8312 
2.8522 
Thus it is verified that the sequence [3,1,3] results in minimum cost. 
It should be pointed out that the method of test sequencing can 
be extended to the cases where the objective is to minimize the average 
n11mber of tests required to identify a fault. This is accomplished by 
ordering the tests in ascending order of the ratio, 1. 0/failure 
probability. Applying this method to the previous example yields 
the sequence [1,3,2] 
11 
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ANALYSIS OF DYNAMIC QUEUEING SYSTEMS 
Introduction 
Once a complete set of test sequences has been derived for each 
product type, it remains to be seen how the total system will behave. 
The subject of this chapter is the analysis of the flow of the various 
products through the test facilities and derive means by which the 
build-up of product at each facility can be predicted. 
The behavior of a single facility in response to the arrival of 
the various product types falls in the general class of queueing 
theory. Therefore this chapter begins with a general discussion of 
queueing theory followed by an extension of this theory to deal with 
the much more complex system of test facilities under consideration in 
this thesis. 
Queueing Theory 
The general queueing system is characterized by the arrival of 
customers to some type of service facility. Service is administered 
according to a predetermined discipline and customers depart as soon 
as the service is completed. The accumulation or waiting line of 
customers awaiting service is known as the queue. Thus the nirrriber of 
custGmers in the system at any instant in time is equal to the size 
of the queue plus the n11mher of customers in the service facility. 
Clearly, the pattern by which customers arrive and service is 
conducted will determine the number of customers in the system at 
any point in time. 
12 
Taha21 cites six characteristics which completely specify a 
queueing system, These are: 
(1) arrival distribution 
(2) departure distribution 
(3) service channels 
service discipline (4) 
(5) maximum number of customers allowed in the system 
(6) calling source 
Obviously there is a vast variety of queueing systems to choose from. 
However, having specified these characteristics, it now remains to 
study the system behavior in terms of the distribution of the number 
of customers in the system. Once this distribution is determined, 
several other characteristics of the system's behavior are easily 
derived. A further extension of basic queueing theory, which is of 
particular interest in this study, deals with analyzing a network 
of queueing systems, of'ten referred to as a dynamjc queueing system. 
This system is conposed of several individual queueing systems in 
which customers departing one service facility may either leave the 
system or proceed to' any other queue to await further service. In 
addition, customers arriving at the system mEcy" enter at any one of the 
queues. James R. Jacksonl3 derived some very significant results 
from his study of a specific dynamjc queueing system. Tkhe assumptions 
under which Jackson derived his results are as follows. 
(1) The system is composed of M queueing systems, referred to 
as departments. 
13 
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2) Department m contains N servers. 
m 
3) Customers arrive from outside the system at department 
m at a rate which is Poisson distributed with mean rate X 
m 
4) The service time is exponentially distributed with mean 
value 1/ µ. 
m 
5) Customers are served on a first come first serve basis. 
6) Once served in department m, the customer goes to depart-
ment k with probability Pk or, leaves the system with 
,m 
probability 1-I: Pk 
k ,m 
The important result of this study is a theorem which in essence 
states that, as far as the steady state behavior of the system is 
concerned, each department behaves independently as if it were one 
isolated queueing system with mean service time l/ µ and mean 
m 
arrival rate T = A + I: P k Tk m·· .. ,m k m, • Thus under the assumptions of 
this model, each queueing system can be analyzed independently of 
the others. This fact will be of great importance in the develop-
ment of the model to be used to describe the behavior of the 
various test facilities to be considered. 
Derivation of the Queueing Model 
< 
The development of the queueing model will begin by considering 
the behavior of one test facility in response to the arrival of various 
product types. Figure 3.1 depicts the basic elements of the model. 
14 
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The service channel is composed of a single server. However 
arrivals to the system consist of K different product types where 
each product type i arrives with a Poisson distributed arrival rate 
with mean value ai • The various arrivals form a single queue in 
front of the test facility and are serviced on a first come first 
serve basis. The service rate for each product type i, is Poisson 
distributed with mean value ~. To the surprise of the author, an 
extensive search of the literature failed to produce any d.eri vation 
for a model of this type. However, the derivation presented here 
follows the same general procedure as used by Taha21 in the 
development of a single server queueing system. 
Consider the probabilities. 
Pn(t) = The probability of n items in the system at time t. 
Pn(t+h) = The probability of n items in the system at time 
t+h, where h is so vanishingly small, that during this 
interval only one event can occur. 
The events to be considered in this model are now defined as follows : 
~ = the arrival of one product type i 
Di = the departure of one product type i 
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Si= product type i is presently in service, 
(So implies that the service channel is empty). 
Since ·Sj_ forms a parti tio~ of the sample space , then according to the 
laws of conditional probability, 1
-
N 
(1) Prob (Di) = I: [Prob (nil Sj) Prob (sj l] i = 1,2 , ••• ,: N. j=O 
However, since Prob (Dil Sj=O for i;lj , then equation (1) simplifies 
to 
Since departures occur with rates that are Poisson distributed with 
mean value dt , then in the limit as h -. 0 
therefore, equation (2) becomes 
(3) Prob (D1-) ~ (d.h) Prob (s.) 1 1 
Similarly, since arrival rates are Poisson distributed with mean 
value a.· 
1 
Now the difference-differential equations describing this model are 
derived by observing that Pn(t+h) · is approximately equal to the sum-
mation of the following probabilities. 
a) Prob ( n in the system at time t , and no arrivals and no 
departures during h) ~ 
16 
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N 
Pn(t) r [(1-aih)(l-dih Prob (Si))] 
i=l 
b) Prob (n in the system at time t, and one arrival and one 
departure during h) ~ 
N 
P n ( t ) r [(8j_ h )( ~ h Prob ( Si ) ) ] 
i=l 
c) Prob (n-1 in the system at time t , and one arrival and no 
departure during h) ~ 
N N 
pn-1 (t) [ L ( B.j_h ) ] IT [ (l-aih)(l-<1i_h Prob (Si))] 
i=l ·-- i=l J:-a. h 
1 
d) Prob (n+ 1 in the system at time t, and no arrival and one 
departure during h) ~ 
N 
IT [{1-~h)(l-dih Prob (Si))] 
i=l 
Thus by adding these four probabilities and neglecting all terms 
involving h2 and higher, since these terms imply the simultaneous 
occurrence of two or more events, then 
(5) 
N 
P (t+h) ~ P (t) [1- E <a.h) -
n n 1 i=l 
N I: (~h Prob (s1 ))] i=l 
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Now by subtracting Pn(t) from both sides and dividing by h, equation 
(5) becomes, .-1, 
N 
( 6) P ( t+h )-P ( t ) P ( t ) [ -
n n ~ n 
h 
L (~ Prob (Si)) ] 
i=l 
N L ( ~ Prob ( Si ) ) ] 
i=l 
In the limit ash approaches zero, equation (6) becomes the 
derivative 
( 7) .4 P n ( t ) = Pn ( t ) [ -
dt 
N r (91_) -
i=l .. 
N r (~ Prob (Si))] 
i=l 
For the purposes of this thesis, only the steady state solution of 
equation ( 7) will be considered. This is accomplished by rec_ognizing 
that as t-t-0, dPn(t)----tO andPn(t)--+ Pn under the condition that 
N N L ( 8i ) < L ( ~ Prob ( Si ) ) ] 
i=l i=l 
Thus under these condi. tions, equation 7 can be solved in terms of 
Pn as follows • 
N N 
(8) (E ) P n = ~n-1 i=l 0.i_ + Pn+l [ L i=l ( dj_ Prob (Si))] 
N N L (a.) + L (di 
. 1 1 1= i=l 
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A difference equation of this form will be shown to have the following 
complete solution. 
( 9 ) P n = ( 1-P) ( P )n , n=O , 1, 2 ••• 
where 
p = 
N 
r ~ i=l 
N I: ( di Prob ( Si )) 
i=l 
'llhe validity of ~this solution is proven by direct substitution. 
Given Pn as shown above, then P0 _ 1 = P0 (b) and Pn+l = P0 P 
IN N 
Pn = Pn (~) r- (8j_) + pn (P) I: ( di Prob ( Si ) ) i=l i=l 
N N I: ( 8i) + r (~ Prob (Si)) i=l i=l 
which reduces to, 
N 
I: 
i=l 
( a. + d. Prob ( S1· ) ) = 1 1 
N 
I: 
i=l 
(a.)+ 
1 
N I: (~ Prob (Si)) 
i=l 
Therefore equation (9) is the complete solution to difference 
e.quation ( 8). 
It is observed that the solution given by equation (9), becomes 
a geometric distribution for the case where Pis strictly less than 
unity, and the expected value and variance of n are given by, 
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(10}. E(n) p - (1- p} -
(11) V(n) p - . •\ ., .. t 
( 1- p ) 2 
Thus in the steady state condition in which P < 1, the total expected 
number of items of all product types is calculated from equation (10). 
However, since this model allows items from each product type, to 
have different physical dimensions, it will be necessary to calculate 
the expected number of items of each product type in the queue 
awaiting service. Given E(n), the expected n11mber of items in the 
queue is given by 
E(q) = E(n)P 
since P represents the probability that the system is not empty. 
Finally, the expected number of items of product type j in the queue 
• 1S, 
where a./ 
J 
of type j 
E(q.) = E(q) 
1 
N L ai represents the steady state ratio of the number 
i=l 
products to the total number of all product types. 
Therefore the total accumulation of product at test facility i ex-
pressed in terms of relative physical 
N 
Qi = j~l ( xj ( qj) ) 
• • size 1s 
Where Xj is defined as the relative physical size of product type j 
in reference to an arbitrary unit size. 
20 
. :·~ 
,,,: 
" 
t 
I 
.:)1 
·., 
·' 
• '' '' • • '• ) '·' T~,' ," ,' . . • '. - • •r ; •. , ,. • ., ., .•· l_,,, I •'" • ' ·~ -• ,.,,_ .•• - ".t .~ '_,. __ . • .•• _,- '' ,, _-··-·· ,: • , .- ' ',~,--,,-~·.·''.:ti."'.'-' 
Referring back to the definition of P, it is seen that the 
,,, 
probability parameters, Prob (Si), have not yet been expressed in a 
calculable form. The reason for this is that, from the equations 
describing this model, these probabilities cannot be solved for in 
terms of the known or given parameters of the system. From the de-
finition of the events Si, it must hold that 
N 
[ Prob ( Si ) = 1 
i=O 
which is e.qui valent to 
N I: Prob (Si) + Prob (S0 ) = 1 i=l 
.. 
However, Prob (So) can be expressed from equation (9) by setting 
n=O. Then 
N I: Prob (Si)+ (1- p) = 1 
i=l 
which reduces to 
N I: Prob 
i=l 
(s.) = P = 1 
N 
}:(a.) 
. 1 1 1= 
N 
r (d. Prob (S.)) 1 1 i=l 
Therefore, the above equation has N unknowns and consequently cannot 
be solved explicitly for Prob (Si). The subject of chapter four will 
be the design of an experiment using simulation, to determine, among 
other things, an emperical formulation from which these probabilities 
21 
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can be estimated • in terms of the known parameters of the system. 
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CHAPrER IV 
EXPERIMENTAL DESIGN OF QUEUEING MODEL 
Introduction 
In chapter III a mathematical model describing the steady state 
·-. behavior of the queueing situation at a single test facility was 
developed. In order for this model to be valid when considering a 
network of such facilities, it will be necessary to verify that the 
conditions of the theorem presented by Jacksonl3 
the queueing model developed in chapter III. 
are fulfilled by 
In particular, if it can be shown that the interdeparture times 
of each product type from a ·test facility are all exponentially 
distributed with some deterministic mean value, then the distributions 
of arrival rates for each product type to a given facility will be 
Poisson distributed. This follows from a proof presented by Taha21 
which shows that if the distribution of interarrival times is 
exponenti~ with mean value 1/a, then the distribution of the arrival 
rates is Poisson distributed with mean value a. In addition, Taha goes 
on to prove that if the interdeparture times are exponentially dis-
tributed, then the distribution of service times is also exponential.. 
Therefore, by observing the interdeparture times of each product type 
departing the test facility and, if the distributions can be shown to 
be exponential, then the distribution of service times is exponential 
and the queueing model meets all the conditions necessary to apply 
Jackson's Theorem. 
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Thus, the p~ose of this chapter is to design an experiment. 
using simulation to test the hypothesis that the distribution of 
interdeparture times for each product type are exponentially dis-
tributed. In addition, the validity of a hypothetical formulation 
relating the value of P to the known system para.meters will be tested. 
Statement of Hypotheses and Acceptance Criteria 
The following hypotheses are proposed for the single facility, 
multiple product type, multiple service rate queueing situation as 
modeleq. in chapter III. 
Hypothe:a-is l·: 
The distributions of .. interdeparture times for each product 
type are exponentially distributed with mean value 1/a: , 
1 
where a.. is the mean arrival rate of product type i_ to the l. 
facility. 
The true value o.r· _p: ·as de·f:i·ned. in equation (9) in chapter 
I.II ·.can be estimated. in te~: o_f the known para.meters of: the· 
N 
~ p = L ( B.j_ I di): 
i=l 
where 
·:· :- . --.. . - •.. 
-~ = the mean arrival rate of product type i. .. 
the • rate for product type • • ·l1j_ - mean service 1, given -
that a type i product is being served. 
N = the number of product types utilizing this facility. 
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In order to test the validity of these hypotheses, it will be 
necessary to simulate the actual queueing process and observe the 
interdeparture times of each product type. The true value of P can 
be measured by the fraction of time that the system is empty since, 
by difinition, 1-P is the probability that the system is empty. The 
simulation will make use of a Fortran based simulation package called 
GASP II. A detailed description of GASP II is presented by Pritsker 
and Ki viat14 . The simulation will be repeated five times using 
different values of ~ and ~ for each value of N, the number of 
product types arriving at the facility. The value of N will be 
indexed from 2 to 5 producing a total of 20 simulation runs. During 
each run the value of P will be measured by.recording the fraction 
of the total simulated time that the service channel was busy. 
During one run for each value of N, a sample of the actual inter-
departure times for each product type will be taken . Thus having 
recorded this simulated data it is now necessary to derive a method 
I \ 
, -·' 
of testing the validity of the hypotheses according to some cri teri;a. 
The first hypothesis will be tested using the Kolmogorov-
Smirnov (K-S) one sample statistic as described in 4 at a sig-
nificance level of .01. 
The second hypothesis can be restated in terms of a simple linear 
regression equation .of the form 
N, 
L (ai/di)J 
i=l 
where b1 and b0 are hypothesized as being equal to 1 and 0 
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respectively. Therefore this hypothesis can be tested by constructing 
student t statistics for 01 and b0 as specified in 4 and com-
paring these to the critical student t value at a probability level 
of .99. 
Simulation Results and ~est of Hypotheses 
Tables 4.1 through 4.4 contain the input parameter· values, 
simulated values of P , and the estimated value of P for the 2, 3, ' 
4, and 5 product type simulation rlllls respectively. From the simulated 
and estimated values of p a simple linear repression equation was 
fitted. Then, constructing the least square estimates of b1 and 
b0 , the student t statistics and resulting confidence intervals were 
calculated at a probability level of .99. These results are presented 
below along with the critical Student t statistics, standard error of 
estimates, and hypothetical values. 
Hypothetical value 
Least squares estimate 
Student t statistic 
Critical Student t value 
Standard error of estimate 
Upper confiden·ce limit 
Lower confidence limit 
-
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bl 
1.0 
1.0000899 
.0436312 
2.878 
.0020614 
1.0060226 
.9941572 
--·- -· 
. 
bo 
o.o 
-.0009837 
.8356537 
2.878 
• 0011772· 
.0024042 
-.0043716 
, ,~ -, ~ ·. . ,'f ', -,·, ,d L ;• ••• ·• ,·!~- • 
. . -;-·. ,, ',· ... >:. '' ;, 
~herefore, since the Student t statistics are well below the 
N . 
critical values, the hypotheses that p = r (si/4i) , must 
i=l 
·be accepted in accordance with the specified test of hypothesis 1. 
The input para.meters used to generate samples of the simulated 
interdeparture times for each product type are listed in.table 4.5. 
Tables 4.6 through 4.19 depict the sampled data in the form of 
histograms using 25 cells each. Note that the first cell in each 
histogram is one half the width of the other calls. 
Th.e K-S statistic was then constructed fo:r;- each product type 
b.ased t>n the number of entries in each cel·l of the associated histo.-
gra.m.. Tables, 4.20 through 4. 33 present the detailed application of 
the K-S test f9r each product type . However, a s11mmary of the main 
·resµlts ·o-f this test is give~ ·below with the critical K-S value based 
·on. a. corffidence level of 99% .• 
'ni:~refore, due to the .. :fact· ·t:ijat· each K-S statistic is below the 
.o-~itic·a1 value, it is con:c-lu.de-d. that hypothesis 2 cannot be rejected. 
In s11mmary, the results of the simulation experiments confirm the 
~ta.ted hypotheses. These important results fulfill the prerequisites 
fo:r application of Jackson's theorem, -~hereby allowing each test 
... 
_faGility to be analized independe:ntl.y :of the others using. the formulae 
.dev.e:1.ope·d. in chapter III. 
• .. ,.1 
ft 
1·.· , 
i.·., 
, .. 
' 
·•-
,. 
I 
2 
3 
4 
5 
PRODUCT 
NUMBER 
1 
2 
1 
2 
3 
1 
2 
3 
4 
1 
2 
3 
4 
5 
K-S 
STATISTIC 
.0258 
.0266 
.0455 
.0198 
.0227· 
.0438 
.0122 
.0165 
.0176 
.0135 
.0230 
.0292 
.0052 
.0114 
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CRITICAL 
K-S VALUE 
.0569 
.0515 
.0515 
.05,72 
.0515 
.0565 
.052.0 
.0:~1_5 
.0515 
.0475 
.0857 
.085:6 
.0419 
.0526 
~-
.\ 
~-
. 
... 8,,l a2 
1.00 2.50 
.10 3.00 
2.00 3.00 
3.00 2.00 
3.00 1.00 
!,· 
.. 
(, 
. d d2 
rtJ 
a2 • p p a1 1 
.40 1.20 5.00 10.00 .200 .21067 
4.00 2.40 20.00 16.00. .350 .34602 
47.05 1.20 o.oo 12.00 .550 .54699 
. 
5.44 5.44 16.00 16.00 .680 .67948 
3.85 1.00 7.00· 4.oo .800 .80083 
TABLE 4.1. 
Input Parameter Values and Simulated 
Results for the. Two Product Type Case. 
'1ttJ 
.a3 dl d2 d3 p 
.08 9.00 15.00 12.00 .28444 
5.00 3.00 20.00 15.00 .51667 
6.oo 20.00 10.00 15.00 .80000 
1.00 10.00 20.00 4.oo .65000 
2.00 20.00 5.00 25.00 • 43000 · 
. 
, 
TABLE 4.2 
Inp.ut Parameter Values and Simulated Result~· 
-.;_. For the ~-Three. ·-prEJduct Type Case 
p 
.28172 
.51307 
. 79801 
.65121 
.42884 
.. 
d1 
10.00 
10.00 
11.00 
15.00 
14.oo 
, 
I. 
.. 
al ~ ~ a4 
1.00 • 50 1.40 6.oo 
.Bo 2. 40 2.25 .30 
.60 .68 2.40 l.00 
2.40 2.50 .90 5.80 
1.40 1.60 2.90 l.80 
.. -. •· 
" 
"' ~ d3 d4 p 
10.00 20.00 20.00 .52000 
20 .-00 15.00 6.00 .40000 
17.00 12.00 4.00 .54454 
20.00 10.00 20.00 .66500 
8.oo 9.00 10.00 • 80222 
c-· 
TABLE 4.3 
Input Para.meter· Values and Simulated 
Rssults for the Four Product Type Case.:. 
:30· .. · . . . 
I 
./· 
/. 
p 
.51900 
• 39972 
.54602 
.66315 
• 80009 
d. 1 
10.00 
40.00 
15.00 
20.00 
10.00 
a. ~ a3 a4 1 
.60 .18 .18 .76 
1.20 .48 .48 2.20. 
1.50 3.20 1.80 
.49 
1.60 1.54 1.08 2.4 
1.20 1.35 1.70 .52 
. 
"" d2 d3 d4 d5 p 
20.00 6.oo 19.00 8.00 .19900 
12.00 8.00 22.00 11.00 • 43000 
20.00 10.00 7.00 12.00 .56000 
14.oo 12.00 15.00 6.00 .62000 
9.00 17.00 4.00 13.00 .79000 
TABLE 4.4 
Input Parameter Values and Simulated 
:R~:sults for the Five Product Type Case: •. 
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8s 
.48 
2.20 
.60 
1.08 
3.77 
p 
.19930 
.43038 
.55785 
.62084 
• 78954 ~-
·.t. 
.,_ 
w 
f\) 
Two Product Type 
Three Product Types 
Four Product Types 
Five Product Types 
al 
.40 
3.00 
1.40 
.60 
8-2 a3 ~4 a5 di d2 d3 d4 d5 
l.20 
- - - 5.00 10.00 
- - -
1.00 2.00 
- -
20.00 5.00 25.00 
- -
l.60 2.90 1.80 
-
14.oo 8.oo 9.00 10.00 
-
.18 .18 .76 .48 10.00 20.00 6.oo 19.00 a.oc 
TABLE 4.5 
Input Parameter Values in the Simulation of Interdepa.rture Times. 
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Distribution of Interdeparture Times for 
Three Product Types, Product Type Two. 
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Distribution of Interdeparture Times for 
Three product Types, Product Type Three. 
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Distribution of Interde~arture Times for 
Four Product Types, Product Type Four. 
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Distribution of Interdeparture Times for 
... 
Five Product Types,Product Type Two. 
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Distribution of Interdeparture Times for 
Five Product Types , Product Type Three. 
Table 4.17 
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Distribution of Interdeparture Times for 
Five Produ~t Types , Product Type Four • 
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Distribution of Interdeparture Times for 
Five Product Types, Product Type Five. 
Table 4.l9 
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·' • ·.•· '.' ',.,_,::.. ., ';:1. ·, .. ,.,,'.•:. 
• 
.. ' 
• 
• 
.. -. 
Inter-
Departure 
Time, 
t 
o.4500 
1.3500 
2.2500 
3.1500 
4.0500 
4.9500 
5.8500 
6.7500 
7.6500 
8.5500 
9.4500 
10.3500 
11.2500 
12.1500 
13.0500 
13.9500 
14.8500 
15.7500 
16.6500 
17.5500 
18.4500 
19.3500 
20.2500 
21.1500 
22.0500 
Sampled 
Distribution 
FN 
0.1715 
o.4428 
0.6192 
0.7324 
0.8078 
0.8662 
0.9088 
0.9319 
0.9465 
0.9623 
0.9757 
0.9830 
0.9903 
0.9939 
0.9964 
0.9976 
0.9976 
0.9976 
0.9976 
0.9976 
0.9988 
0.9988 
1.0000 
l.0000 
1.0000 
Hypothetical 
Distribution 
F 
0.1647 
o.4173 
0.5934 
0.7163 
0.8021 
0.8619 
0.9037 
0.9328 
0.9531 
0.9673 . 
0.9772 
0.9841 
0.9889 
0.9922 
0.9946 
0.9962 
0.9974 
0.9982 
0.9987 
0.9991 
0.9994 
0.9996 
0.9997 
0.9998 
0~9999 
ERROR 
0.0068 
0.0256 
0.0258 
0.0160 
0.0057 
0.0042 
0.0051 
0.0009 
0.0066 
0.0050 
0.0015 
0.0011 
0.0014 
0.0017 
0.0018 
0.0013 
0.0002 
0.0006 
0.0012 
0.0015 
0.0006 
0.0008 
0.0003 
0.0002 
0.0001 
Number of Points= 822 
K-S Si;at:istic = • 0258 Critical Value= .0569 
K-S t:es:t :for two product types , product type one. 
TABLE 4.20 
• 
,., 
Inter- Sampled 
Departure Distribution 
Time, 
t FN 
0.1500 0.1820 
o.4500 o.4410 
0.7500 0.6200 
1.0500 0.7350 
1.3500 o.a1ao 
1.6500 0.8690 
1.9500 0.9040 
2.2500 0.9330 
2.5500 0.9510 
2.8500 0.9690 
3.1500 ,0.9770 
3.4500 0.9840 
3.7500 0.9900 
4.0500 0.9940 
4.3500 0.9960 
4.6500 0.9970 
4.9500 0.9970 
5.2500 0.9970 
5.5500 0.9980 
5.8500 0.9980 
6.1500 0.9990 
6.4500 0.9990 
6.7500 1.0000 
7.0500 1.0000 
7.3500 1.0000 
N11mher of Points = 1000 
K-S Statistic = ·.0266 
.Hypothetical 
Distribution 
F ERROR 
0.1647 0.0173 
o.4173 0.0237 
0.5934 0.0266 
0.7163 0.0187 
0.8021 0.0109 
0.8619 0.0071 
0.9037 0.0003 
0.9328 0.0002 
0.9531 0.0021 
0.9673 0.0017 
0.9772 0.0002 
0.9841 0.0001 
0.9889 O.OOll 
0.9922 0.0018 
0.9946 0.0014 
0.9962 0.0008 
0.9974 0.0004 
0.9982 0.0012 
0.9987 0.0007 
0.9991 0.0011 
0.9994 0.0004 
0.9996 0.0006 
0.9997 0.0003 
0.9998 0.0002 
0.9999 0.0001 
Critical Value= .0515 
'K-S test for two product· types, product type two. 
TABLE 4.21 
1· 
, I 
... 
~:· ' 
1\' 
"• 
,.J 
Inter-
Departure 
Time, 
t 
0.0750 
0.2250 
0.3750 
0.5250 
0.6750 
0.8250 
0.9750 
1.1250 
1.2750 
1.4250 
1.5750 
1.7250 
1.8750 
2.0250 
2.1750 
2.3250_ 
2.4750 
2.6250 
2.7750 
2.9250 
3.0750 
3.2250 
3.3750 
3.5250 
3.6750 
.• 
Sampled 
Distribution 
FN 
0.2470 
0.5360 
0.6860 
o. 7940 
0.8570 
0.9020 
0.9350 
0.9480 
0.9630 
0.9740 
0.9880 
0.9930 
0.9950 
0.9950 
0.9970 
0.9970 
0.9980 
0.9980 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
N11mher of Points = 100·0 
K-S Statistic= .0455 
Hypothetical 
Distribution 
F 
0.2015 
o.4908 
0.6753 
0.7930 
0.8680 
0.9158 
0.9463 
0.9658 
0.9782 
0.9861 
0.9911 
0.9943 
0.9964 
0.9977 
0.9985 
0.9991 
0.9994 
0.9996 
0.9998 
0.9998 
0.9999 
0.9999 
1.0000 
1.0000 
1.0000 
ERROR 
0.0455 
0.0452 
0.0107 
0.0010 
0.0110 
0.0138 
0.0113 
0.0178 
0.0152 
0.0121 
0.0031 
0.0013 
0.0014 
0.0027 
0.0015 
0.0021 
0.0014 
0.0016 
0.0002 
0.0002 
0.0001 
0.0001 
0.0000 
0.0000 
0.0000 
.Critical Value = • 0515 
-;I<-·s ·test f.or three prod.uct types, product type one. 
TABLE 4.22 
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{r' 
F ,, 
:r 
.... 
·'· 
Inter- Sampled Hypothetical 
Departure Distribution Distribution 
Time, 
t FN F ERROR 
0.2000 0.1714 0.1813 0.0099 
0.6000 o.4710 o.4512 0.0198 
1.0000 o.6412 0.6321 0.0091 
1.4000 0.7657 0.7534 0.0123 
1. 8000 o.8422 o.8347 0.0075 
2.2000 o.B911 0.8892 0.0085 
2.6000 0.9236 0.9257 0.0022 
3.0000 0.9482 0.9502 0.0020 
3.4000 O .965-5 0.9666 0.0012 
3.8000 0.9753 0.9776 0.0023 
4.2000 0.9815 0.9850 0.0035 
4.6000 0.9901 0.9899 0.0002 
5.0000 0.9938 0.9933 0.0006 
5.4000 0.9963 0.9955 0.0008 
5.8000 0.9975 0.9970 0.0006 
6.2000 0.9975 0.9980 0.0004 
6·.6000 0.9975 0.9986 0.0011 
1. o·ooo 0.9975 0.9991 0.0016 
7.4000 O .9988 0.9994 0.0006 
7.8000 0.9988 0.9996 0.0008 
8.2000 1.0000 0.9997 0.0003 
8.6000 1.0000 0.9998 0.0002 
9.0000 1.0000 0.9999 0.0001 
9. 400.0 ·1.0000 0.9999 0.0001 
.9. 8000: ·1.0000 0.9999 0.0001 
K-S Statist.t~: = • 0198 Critical Value= .0572 
.I{ .... S.· t·est for ,three product types , product type two. 
TABLE 4.23 
:, 
'50 
i 
·, 
.' 
. :···•,,•. 
.·.-.,_., ,,, .. ,,. ,-·,,·-''·. ,.,,.,, .. '. -. ' 
,'!"· 
Inter- Sampled Hypothetical 
Departure Distribution Distribution 
Time, 
t FN F ERROR 
t: 
0.1000 0.2040 0.1813 0.0227 
0.3000 o.4650 ·0.4512 0.0138 
0.5000 0.6510 0.6321 0.0189 
0.7000 o. 7510 . 0.7534 0.0024 
0.9000 0.8290 0.8347 0.0067 
1.1000 0.8780 0.8992 0.0112 
1.3000 0.9070 0.9257 0.0197 
1.5000 0.9330 0.9502 0.0172 
1.7000 0.9540 0.9666 0.0126 
1.9000 0.9690 0.9776 0.0086 
2.1000 0.9760 0.9850 0.0090 
2.3000 0.9820 0.9899 0.0079 
2.5000 0.9900 0.9933 0.0033 
2.7000 0.9960 0.9955 0.0005 
2.9000 0.9970 0.9970 0.0000 
3.1000 0.9970 0.9980 0.0010 
3.3000 0.9970 0.9986 0.0016 
3.5000 0.9990 0.9991 0.0001 
3.7000 0.9990 0.9994 0.0004 
t·· 3.9000 1.0000 0.9996 0.0004 . ; r.· 
4.1000 r 1.0000 O .9997 0.0003 i' ,. 
' 
•; 
4.3000 1' 1.0000 0.9998 0.0002 ' f 4.5000 1.0000 0.9999 0.0001 ;: I· ~-. 
4.7000 1.0000 0.9999 0.0001 
4.9000 1.000.0. 0.9999 0.0001 
i. 
:K-S ·Statistic = .:022.7· Critical Value·= .0515 
=t-$: test for t:ti~ee product types , product type three. 
TABLE 4.24 
/1 
,. 
" 
t'. 
.• 
·, 
( 
\ 
'. 
Inter- Sampled 
Departure Distribution 
Time, 
t FN 
0.1500 0.2332 
o.4500 o.4724 
0.7500 o.6647 
1.0500 0.7656 
1,3500 0.8510 
1.6500 0.8894 
1.9500 0.9219 
2.2500 0.9423 
2.5500 0.9615 
2.8500 0.9736 
3.1500 0.9820 
3.4500 0.9880 
3.7500 0.9952 
4.0500 0.9964 
4.3500 0.9964 
4.6500 0.9964 
4.9500 0.9976 
5.2500 0.9976 
5.5500 0.9976 
5.8500 0.9976 
6.1500 0.9988 
6.4500· · 0.9988 
6. 7·.500: 1.0000 
7.·o .. 5ob 1.0000 
7,3500 1.0000 
K-S Statisti_c = .0438 
Hypothetical 
Distribution 
F ERROR 
0.1894 0.0438 
o.4674 o. 0049 
0.6501 0.0146 
0.7701 0.0044 
o.8489 0.0020 
0.9007 0.0113 
0.9348 0.0129 
0.9571 0.0148 
0.9718 0.0103 
9.9815 0.0079 
0.9878 0.0059 
0.9920 0.0040 
0.9948 0.0004 
0.9966 0.0002 
0.9977 0.0013 
0.9985 0.0021 
0.9990 0.0014 
0.9994 0.0018 
0.9996 0.0020 
0.9997 0.0021 
0.9998 0.0010 
0.9999 0.0011 
0.9999 0.0001 
0.9999 0.0001 
1.0000 0.0000. 
Critical Value = .0565 
K-S test for four product types, product type one. 
TABLE 4.25 
J. •.'. 
\ .. 
,, 
'··· I, 
v 
ii· 
,,: 
V 
r 
·i' (, 
i 
·' 
Inter-
Departure 
~' 
0 •. 1500 
o.4500 
o. 7500 · 
1.0500. 
1.3500 
l.6500 
1.9500 
2.2500 
2.5500 
2.8500 
3.1500 
3._4500. 
3.7500 
4.0500 
4.3500 
4.6500 
4.9500 
5.2500 
5.5500 
5.8500 
.6 •. _1500 
6 .. 4500· 
6 .. 7500 
1·~_·05:00 
'j-:.3500 
' .... ..,. " ...... ""' ......... ..... 
,";\. 
Sampled Hypothetical 
, .. Distribution Distribution 
• 
FN F 
0.2037 0.2134 
o. 5132 0.5132 
0.7108 0.6988 
o. 8259 0.8136 
o. 8910 o.8847 
0.9348 0.9286 
0.9623 0.9558 
0.9735 0.9727 
0.9847 0.9831 
0.9929 0.9895 
0.9980 0.9935 
0.9980 0.9960 
0.9980 0.9975 
0.9980 0.9985 
0.9980 0.9991 
0.9990 0.9994 
0.9990 0.9996 
1.0000 0.9998 
1.0000 0.9999 
1.0000 0.9999 
1.0000 0.9999 
1.0000 1.0000 
1.0000 1.0000 
1.0000 1.0000 
1.0000 1.0000 
_N1tmber o·f Points = 98a ( 
ERROR 
0.0097 
0.00.00 
0.0120 
0.0122 
0.0064 
0.0062 
0.0065 
0.0008 
0.0016 
0.0033 
0.0044 
0.0020 
0.0004 
O.Q005 
0.0011 
0.0004 
0.0007 
0.0002 
0.0001 
0 .-0001 
0.0001 
0.0000 
0.0000 
o.~oooo 
0.0000 
K-S Statistic = • OJ..22: Critical Value= .0520 
K-S test for four product types, product type two. 
TABLE 4.26 
• 
.. 
·, 
.. 
! 
;' 
~:. 
r 
t ; 
{.: 
,, 
,;,, 
,; 
!1'. 
; 
r 
Inter-
Departure 
Time, 
t 
0.0750 
0.2250 
0.3750 
0.5250 
0.6750 
0.8250 
0.9750 
1.1250 
1.2750 
1.4250 
1.5750 
1.7250 
1.8750 
2.0250 
2.1750 
2.3250 
2.4750 
2.6250 
2.7750 
2.9250 
3.0750 
3.2250 
3.3750 
3.5250 
3.6750 
Sampled 
Distribution 
FN 
0.2120 
o. 4940 
0.6710 
o. 7910 
0.8680 
0.9090 
0.9380 
0.9560 
0.9710 
0.9790 
0.9850 
0.9910 
0.9960 
0.9970 
0.9970 
0.9980 
0.9990 
0.9990 
1.0000 
1.0000 
1'410000 
i:gggg \ ) 
1 .. 0000 
1 .• 0000 
NiJmber of Points = 1000 
K-S Statistic = .9165 
.; 
Hypothetical 
Distribution 
F 
0.1955 
o.4793 
0.6629 
0.7818 
0.8588 
0.9086 
0.9408 
0.9617 
0.9752 
0.9840 
0.9896 
0.9933 
0.9956 
O .9972 
0.9982 
0.9988 
0.9992 
0.9995 
0.9997 
0.9998 
0.9999 
0.9999 
0.9999 
.0000 
.0000 
ERROR 
0.0165 
0.0147 
0.0081 
0.0092 
0.0092 
0.0004 
0.0028 
0.0057 
0.0042 
0.0050 
0.0046 
0.0023 
0.0004 
0.0002 
0.0012 
0.0008 
0.0002 
0.0005 
0.0003 
0.0002 
0.0001 
0.0001 
Q0.0001 
0.0000 
0.0000 
.Criti c·aJ. ·Value = • o 515 
K-S test for 'four pro:duct·. typ~s .~ P.roduct type three. 
TABLE 4 .• 27 
5.4. 
• 
-
.... 
,. 
Inter- Sampled Hypothetical 
Departure Distribution Distribution 
' ' .. Time, ;.:;,,,., ... -''. 
t FN F ERROR • 
0.1000 0.1650 0.1·647 0.0003 
0.3000 o.4090 o.4173 0.0083 
0.5000 0.6110 0.5934 0.0176 
0.7000 0.7170 0.7163 0.0007 
0.9000 0.8100 0.8021 0.0079 
1.1000 0.8570 0.8619 0.0049 
1.3000 0.8980 0.9037 0.0057 
1.5000 0.9330 0.9328 0.0002 
1.7000 0.9490 0.9531 0.0041 
1.9000 0.9600 0 .• 9673 0.0073 
2.1000 0.9720 0.9772 0.0052 
2.3000 0.9780 0.9841 0~0061 
2.5000 0.9850 0.9889 0.0039 
2.7000 0.9900 0.9922 0.0022 
2.9000 0.9960 0.9946 0.0014 
3.1000 0.9970. 0.9962 0.0008 
3.3000 0.9990 0.9974 . 0 .0016 
3.5000 0.9990 0.9982 0.0008 
3.7000 0.9990 0.9987 0.0003 
3.9000 0.9990 0.9991 0.,0001 
4.1000 1.0000 0.9994 0.0006 
4.3000 1.0000 0.9996 0.0004 
.4. 5000 1.0000 0.9997 0.0003 
4.7oqo 1.0000 0.9998 0.0002 
f 4.9000 1.0000 0.9999 0.0001 
:"' 
l 
\ 
> ; 
~ 
Niuriber of Points = 1000 
,. 
K-S Statistic= .0176 Critical Value= .0515 . 
K-S t~st fo:r. four product types , product type four. 
TABLE 4.28 
f 
... 
' 
-"·· 
'•, 
•' 
·' 
' f, 
~t:-
·;_•·. 
' 
..r 
Inter- Sampled 
Departure Distribution 
Time, 
t FN 
·.0.3500 0.2029 
1.0500 o. 4593 
1.7500 0.6503 
2.4500 0.7699 
. . 
o.84o4 :3· .• :1500 
-3· .• 8500 0.8956 
4.5500 0.9304 
5.2500 0.9533 
5.9500 0.9694 
6.6500 0.9796 
7.3500 0.9856 
8.0500 0.9915 
8.7500 0.9932 
9.4500 0.9941 
10.1500 0.9966 
10.8500 0.9966 
11.5500 0.9983 
12.2500 0.9983 
12.9500: 0.9983 
13.6500 0-.9983 
.14. ~50·0. 0.9983 
15.0500 0.9992 
15.7500 0.9992 
16.4500 1.0000 
17.1500 1.0000 
Number of Points = 117·8: 
K-S Statistic= .0135 
Hypothetical 
Distribution 
F 
0.1894 
o.4674 
0.6501 
0.7701 
o.8489 
0.9007 
0.9348 
0.9571 
0.9718 
0.9815· 
0.9878 
0.9920 
0.9948 
0.9966 
0.9977 
0.9985 
0.9990 
0.9994 
0.9996 
0.9.997 
0.9998 
0.9999 
0.9999 
0.9999 
1.0000 
ERROR 
0.0135 
0~0082 
0.0002 
0.0001 
0.0085 
0.0052 
0.0044 
0.0038 
0.0024 
0.0019 
0.0023 
0.0005 
0.0015. 
0.0025 
0.0011 
0.0019 
0.0007 
0.0011 
0.0013 
0.0014 
0.0015 
·0.0007 
0.0008 
0.0001 
0.0000 
Critical Value= .0475 
K-S test for five product types, product type one. 
TABLE 4.29 
" 
{ 
:;.~. 
t\ 
Ii 
:; 
t; 
1 
.~ 
,, 
., 
' 
,·, . 
. ;, 
i~;-- ' 
,'; 
·',• 
·"·· 
Inter-
Departure. 
Time, 
t 
1.5000 
4.5000 
7.5000 
10.5000 
13.5000 
16.5000 
19.5000 . 
22.5000 
25.500.0 
28.5000 
31.5000 
34.5000 
37.5000 
40.5000 
43.5000 
46.5000 
49.5000 
52.5000 
55.5000 
58.5000 
61.5000 
64.5000 
67.5000 
70.5000 
73.5000 
Sampled 
Distribution 
FN 
0.2597 
0.5691 
0.7541 
o.8481 
0.9061 
o._9613 
0.9724 
0.9807 
0.9917 
0.9945 
0.9945 
0.9945 
0.9945 
0.9972 
0.9972 
0.9972 
1.0000 
1.0000 
1.0000 
1. 0000· 
1.0000 
1 •. 0000 
1.:0000 
:·l.0000 
_l-!1.0000 
Number of .Points = 362 
K-S Statistic= .0230 
Hypothetical 
Distribution 
-F 
0.2366 
0.5551 
0.7408 
o.8489 
0.9120 
0.9487 
0.9701 
0.9826 
0.9898 
0.9941 
0.9966 
0.9980 
0.9988 
0.9993 
0.9996 
0.9998 
0.9999 
0.9999 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 . 
1.0000 
ERROR 
0.0230 
0.0139 
0.0134 
0.0009 
0.0059 
0.0126 
0.0023 
0.0019 
0.0019 
0.0004 
0.0021 
0.0035 
0.0044 
0.0021 
0.0024 
0.0025 
0.0001 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
Critical Value = .0857· 
K-S test for five product types, product type two. 
,. 
TABLE 4.30 
57 
' ' 
'• 
,,. 
' ' );: 
I.', 
f:' . 
,,,,' 
1~,' ,, 
/ 
Inter-
Departure 
Time, 
t 
0.1800 
0.5400 
0.9000 
1.2600 
1.6200 
1.9800 
2.3400 
2.7000 
3.0600 
3.4200 
3.7800 
4.1400 
4.5000 
·4.8600 
5.2200 
5.5800 
5.9400 
6.3000 
6.6600 
7.0200 
7-:3800· 
t·.,7400 
.a·.1000 
a ..:4:600 
:8-•. 8200 
Sampled 
Distribution 
0.1736 
0.3994 
0.6226 
0.7300 
o. 7961 
0.8567 
0.9063 
0.9311 
0.9587 
0.9752 
0.9780 
0.9862 
0.9862 
0.9862 
0.9890 
0.9945 
0.9945 
0.9945 
0.9972 
0.9972 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
Number of Points = 363 
K-S Statistic = • 0292 
Hypothetical 
Distribution 
F 
0.1647 
o.4173 
0.5934 
0.7163 
0.8021 
0.8619 
0.9037 
0.9328 
0.9531 
.0.9673 
0.9772 
0.9841 
0.9889 
0.9922 
0.9946 
0.9962 
0.9974 
0.9982 
0.9987 
0.9991 
0.9994 
0.9996 
0.9997 
0.9998 
0.9999 
ERROR 
0.0088 
0.0178 
0.0292 
0.0137 
0.0060 
0.0052 
0.0027 
0.0017 
0.0056 
0.0079 
0.0008 
0.0021 
0.0027 
0.0060 
0.0056 
0.0017 
0.0029 
0.0037 
0.0015 
0.0019 
0.0006 
0.0004 
0.0003 
0.0002 
0.0001 
·cr:itical Value = .0856 
K-S test for five product types , proq.uct type three. 
TABLE 4.31 
.. 
:5:8 
. . \,, . 
~-. 
'i: 
'. 
l_ . 
. ( 
, .. 
, '.,. _. _..,, ·-·-·~· ,_, .,..0 • ....,~·,;, ,:; 1 -·-- ---•, ,, ........ ,,...: • , .. , ., .,_,, .•. 1i,t1~1:._,_, •• -.& _. . .-·:., i ., _.-.., .. ,,.',.+'-L•,-!. . .......-S+~ .,;_• -•·----·-111~ ...... ...,-....... ~·., .. ,,.~ .. ·· ,,..,, ,.· .,., • 
Inter-
Departure 
Time 
t 
0.2000 
0.6000 
1 .• 0000 
:1.:4000 
1.8000 
2.2000 
2.6000 
3.0000 
3.4000 
3.8000 
4.2000 
4.6000 
5.0000 
5.4000 
5.8000 
6.2000 
6.6000 
7.0000 
7.4000 
7.8000 
8.2000 
8.6000 
9.0000 
9.4000 
9.8000 
!, 
Sampled 
Distribution 
FN 
0.1389 
0.3657 
0.5351 
0.6541 
0.7421 
0.8135 
0.8578 
0.8955 
0.9213 
0.9411 
0.9537 
0.9676 
0.9775 
0.9828 
0.9869 
0.9921 
0.9960 
0.9980 
0.9980 
0.9980 
0.9993 
0.9993 
1.0000 
1.0000 
1.0000 
Number of :P.oipts = 1512 
K-S Sta.tis:t_ic: ~: .• 0052 
I •'1,_• 
·Hypothetical 
Distribution 
F 
0.1410 
0.3662 
0.5323 
0.6549 
'0. 7454 
0.8121 
0.8614 
0.8977 
0.9245 
0.9443 
0.9589 
0.9697· 
0.9776 
0.9835 
0.9878 
0.9910 
0.9934 
0.9951 
0.9964 
0.9973 
0.9980 
0.9985 
0.9989 
0.9992 
0.9994 
ERROR 
0.0021 
0.0004 
0.0027 
0.0008 
0.0033 
0.00.14 
0.0036 
0.0022 
0.0032 
0.0032 
0.0052 
0.0021 
0.0001 
·0.0007 
0.0010 
0.0011 
0.0027 
0.0029 
0.0016 
0.0007 
0.0013 
0.0008 
0.0011 
0.0008 
0.0006 
Critical Value= .0419 
:K~S. teet :f'or five product types , product type four. 
TABLE 4.32 
' ' 
' ~· . 
·'·. 
.. -. 
Inter- Sampled Hypothetical Departure Distribution Distribution 
Time, 
t FN F ERROR 
0.1341 0.0034 ·-\f_,_/,~: =0.3000 0.1375 '· '! . .•.. ~•'·,. . 
_;p 
0.3508 0.0065 ·, 0.9000 0.3573 ' 
·,, 1.5000 0.5125 0.5132 0.0007 2.1000 0.6385 0.6351 0.0035 ' 
' 2.7000 o. 7302. 0.7264 0.0038 3.3000 0.8062 o. 7948 0.0114 3.9000 o.8448 o.8462 0.0014 4.5000 0.8771 o.8847 0.0076 ; 
,.!, 
' 
' 
•1 5.1000 0.9167 0.9135 0.0031 ,, 
·,, 
,;· 
'~ ' 
i 5.7000 0.9312 0.9352 0.0039 1f 6.3000 0.9490 0.9514 0.0024 ~~~ 6.9000 0.9583 0.9636 0.0052 
r. 
~: j,, 
0.0008 
/·. 
7.5000 0.9719 0.9727 
,: 
' 
,, 8.1000· 0.9792 0.9795· 0.0003 
.,· 
f.:' 
8.7000 0.9813 0.9846 0.0034 
,, 
N.· 
t} 
}.; 
:~_.,. 
9 .• 3000 0.9854 0.9885 0.0031 , 0.9896 0.9914 0.0018 
.t;' 
9.9000 
10.5000 0.9927 0.9935 0.0008 ., ll.1000 0.9948 0.9951 0.0004 
~<· 
\· l, 
~;, 
,,~ 
11.7000 0.9979 0.9964 0.0016 
'.t_, 
):· 
;t·;. 
r 
12.3000 0.9990 0.9973 0.0017 
r.~·· 
(. 
rn· 
·;:j 
0.9980 
.. , 
12.9000 0.9990 0 .. 0010 
~j 
i·' , 
r,-~ 
f,, 
13.5000 1.0000 0.9985 0.0015 
~t 
r 
14.1000 1.0000 0.9989 0.0011 
.. ~~ 
r 
'?· 
14. 10.00: 1.0000 0.9991 0.0009 
,, 
,:., 
~:'. 
I, 
1 
1';\ •. 
,, .. 
"=:'-· 
Ntmbe:r .of Po:ints - 960 -. . . . . . . . 
K-S Statisti:c .0114 Critical Value ·. •6" - - .052 · -
-
K-S test tor .five· prod.yet: types, product type five. 
TABLE 4.33 
I 
~ 
CHAPTER V 
THE TEST SEQUENCING ALGORITHM 
Introduction 
Chapter II developed the analytic tools for determini~g an in-
itial set of test sequences for each product type. in an unconstrained 
environment that results in the minimum total expected cost. Then 
in chapters III and IV the empirical formulations required to predict 
the resulting expected queue sizes at each test facility in response 
to a given set of test sequences 't(as developed. These results ley 
the ground work for the development of the test sequencing algorithm 
to be presented in this chapter. 
General Considerations 
The general procedure of the algorithm will be to initially de-
termine the minimum cost test sequences for each product type inde-
pendently. In this wa:y the initial solution will be one for which no 
improvement in terms of reducing the expected cost can be calculated. 
If the resultant queues are all less than or equal to the constraints 
at each facility, then the initial set of sequences is not only feas-
ible but represents the optimal minimum cost solution. In the event 
that the initial set of sequences is not feasible, then a heuristic 
means of determining what alteration in the sequences will reduce the 
present infeasibility and impose a minimal increase in the expected 
cost must be invoked. Clearly an exhaustive enumeration of all pos-
sible sequences is unrealistic due to the enormous set of possibilities. 
In fact, for a system composed of K facilities in which N different 
61 
,, 
,:. '' -j,',,,c'•;' .... ,, .",.:,·.,,.,.,::,,'·-.:,,,,. 
,: 
• ,, 
; 
i, 
' 
'J 
product types. are teste,<i:f tl1e number. ot possible test sequences S, 
is. gi.ven · by-, 
s = 
where ~ is the n11mber of te.sts required to test product type i. 
Therefore, it is necessary to construct the algorithm in such a way 
that the sequence alteration that is chosen at each step wi.11 not 
only produce a small increase in c·ost but will at the same time re-
duce t·l:J.e in::t'e,a.sibi.li ty by the largest amollllt. 
Once: t.hos:e ·facilities that are presently infeasible are :ident-
i··fi·e·d, ·th.en each product type that makes use· e>f these facilities be-
,c·omes a candidate for alteration of its test sequence. For each of 
t.hese sequences, the choice of wh.at ·alteration should be made will de-
pend pot only .on the· pqeittons· of the infeasible te.sts ~thin the se-
quence: .. but also .on :the eost:s and failure probabilities of these tests. 
In order to analyze '#Ae effects of altering a given test se-
.g:u.ence, consider a test:ir.tg situ:atio;n whi.ch· ±n:d .. lµdes M test facili t~e.e 
b.ut only one product type. Ass1-.Une· tl1e.t. the·: 'initial minimum cost 
:Siequence has been derived put- .h·as: res:tilte<i in .~ infeasible queue 
-:$:~_ze at test fa.cili ty j.. As pointed out in :chapter I, the only means 
.. by which the infeasibility can be reduced is to move test j further 
back in the sequence. Therefore, if test j occupies the last pos-
ition in the sequence then no feasible sequence exists.. However, if' 
text j occupies any other position, then all subsequent tests are can-
didates f'or ex:change with tes.t j. Given that test j currently 
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occupies test sequence number i, then the increase ·in cost incurred 
by exchanging test j with any other subsequent test in the sequence 
can be easily calculated. Starting with the minimum cost sequence, 
the expected cost of testing as derived in Chapter II is, 
N k-1 
.E(c} = r [ Ck (fT P. )1 
k=l i=l 1 ~ 
where; 
Ck = the :cos·t of perf arming test sequence number k 
Pk = th.e probability of passing test sequence n11mber k 
However, if test sequence number i is exchanged with sequence niunber 
i+1n, the resulting expected cost 
i-1 
E{c) =I: 
k=l 
+ (P./P.+) 
1 1 lD. 
i+m 
I: ck 
k-mll 
+ C. i+m 
• is: 
+ C. 
1 
Thus, the difference represents the increase in expected cost, G 
(i+m), of exchanging sequence number i with i+m and is given by: 
G (i=m) 
i+m 
= C.+ (lTP.) 
1 m j=l J + (P. +m/P.) 1 1 
i+m (Tf P .. ) 
j=l J 
i+m-1 k-1 L C <ITP ) 
k=i+l k "j=l. j 
From the above equation, the following theorem is derived: 
Theorem 5.1 
If the cost of the test sequence is optimum, then the function 
· l;J .. 
•' .. ~· 
.. ·-, 
~-
G(m+m) i.s 
Proof: 
For m=l 
For m=2 
Then the theorem is proved if· the difference G(i+2) - G(i+l), can 
be shown to be greater than or equal to ze:ro. This difference re-. 
d11.ces to tlle following inequality: 
rearranging terms yields , 
Since the initial sequence was derived under the condition that, 
.S C;+2 
-l-Pi+2 
then both bracketed terms must alw~s be pos-iti_y.e and the theorem is 
proven. 
It should be pointed. out that .$,J.thou.gh this theorem does not 
.ne:cessarily hold true once the initial minimum cost test sequence is 
aj.tered, it nevertheless provides an excellent heuristic rule. There-
fore, by considering only one step sequence alterations, the set of 
a.11 possible sequence changes is now considerably reduced and will, in 
many cases, also produce a minimal increase in expected cost. 
In the event that more than one test facility is infeasible:, 
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then an additional constraint must be placed on the selection of the 
sequence alteration. Under this constraint, a given infeasible test 
m~ not be exchanged with the next test in the sequence if that test 
is also infeasible. This constraint is required in order· to avoid 
unnecessary test sequence alterations and to allow the selection 
process to converge on a feasible solution more rapidly. Once a 
test sequence number is exchanged with the next test in these-
quence, a provision must be made to prevent selection. of the same 
sequence nirmher on a subsequent iteration until some other sequence 
alteration is made. For example, if the same sequence n11mber is 
chosen twice consecutively, then the original sequence before the 
first alteration will be reproduced. 
With all of these considerations: in mind, the selection pro-
·cedur.e ·can now be expanded to include the multiple product type sit-
uation. Now the selection process must not only identify all possi-
ble sequence alterations for each product type, but now must choose 
the best candidate among those derived ,for all products. Notice that 
whatever sequence alteration is selec·t·ea·, ·it must result in either 
increasing or decreasing the n11iDber of infeasible facilities by 
one, q:r, the number will not change. 
'The algorithm developed in this chapter will make this choice 
:based· upon two main considerations. First, the list of all possible 
candidates will be divided into three categories. Category one 
will contain those candidates that, if implemented, will reduce the 
number::of infeasible test facilities by one. Category two will 
65 
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consist of those candidates. that wi.11 not ch~ge the number of in-
feasible test faciliti.es. Finally, category· three wi.11 contain the 
candidates that will cause the number of infeasibi.liti.es to increase 
by one. Next the ~gorithm wi.11 choose th.e ca.ndi.date that wi.11 in-
curr the smallest increase in expected cos:t from cat.e.gory one. If 
there are no entries in category one, the choice will be taken from 
category two or, as a last alternative, from category· three. In 
this manner the selecti.on made will be the least cost exchange that 
will inflict the least undesirable result in terms of the number of 
-~ 
infeasible test facilities. This selection process will be repeated 
until either all infeasibilities have been cleared or the algorithm 
cannot find any candidates for resequencing. This latter case will 
occur only in the event that every sequence that contains an 
infeasible test falls into either of the two followi.ng si.tuations: 
( 1) All infeasible tests are adjacent and occupy the last 
positions in the sequence. 
(2) The only candidates for exchange will reproduce a 
previous sequence that was also infeasible. 
As a final consideration, recall that the expected queue sizes 
are not defined for the case in which the channel utilization factor, 
equals or exceeds unity. Thus, if the initial set of sequences 
results in one or more facilities for which the value of is not 
less than unity, theri these conditions must be cleared before the 
\., . 
expected queue sizes can be calculate~. This will be accomplished 
by employing the selection procedure as described, with the excepti.on 
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'that the selecti.on froJD, th.e li.st of candi.date,s. wi.11 be made. only on 
the basis of m.i'ni.Jnum. in.crease in expected cost. Thi.a proce.ss w_ill be 
r~peated until all expected queue size.s are defined. Once this is 
accomplishe.d, then in orde.r to prevent. a re.currence. of this si.tuation, 
the selection proce.dure. wi.ll eliminate :f'rom the li.s.t ot. candidates 
any sequence alteration that will cause the channel utilizati.on 
factor to exceed unity. 
Statement of the Algorithm 
In order to present a detailed step by step presentati.on of 
the algorithm, including the mathematical calculati.ons that are re-
quired, a careful definition of all the parame.ters and vari.ables util-
ized in the algorithm must be given. 
Parameter 
MAXT 
NPROD 
ck . 
,J 
Definition 
The total number of test facilities to be considered 
The total number of product types to be sequenced 
The cost of performing test j on product type k 
The probability of product type k pas.si~g test J 
The number of tests required fo_r product type k 
The relative physical size of product type k 
The maximum average queue size allowed at test 
facility j expressed in terms of the relative 
physical storage space available. 
The mean value of the poiss.on di.stribute.d arrival 
rate of product type k into the test system 
The mean value of the Poiss.on di.stributed testi~g 
rate provided by facility j on product type k. 
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Variable 
SEO.. • "{,K, 1 
P. 
J 
Definition 
The mean arrival rate of product type k to test 
facility j in response to the present set of test 
sequences 
The expected queue size at facility j due to the 
present set of test sequences 
The test n11mher of the i th test in the present 
sequence for product type k. 
The last sequence number chosen for exchange in the 
test sequence for product type k. 
The channel utilization factor for facility j 
In order to simplify the mathmatical expressions involving the 
various parameters and variables just mentioned, a standard usage of 
subscripts has been adopted and will be used throughout the remainder 
of this chapter. The subscript k will always refer to the product 
type under consideration, and j will alweys refer to the test step 
number and test facility number. However, the subscript i, used 
in place of j , will refer to the test sequence number. For example, 
if the variable Qj is written as Qi, then this variable now repre-
sents the expected queue size at the i th test facility; that is, the 
facility whose test sequence number is i. As a further example, the 
parameter ck,i will refer to the cost of performing the ith test on 
product type k. 
Thus, having defined the required parameters, variables, and 
subscript notation, the test sequencing algorithm is now presented 
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in the followi~g step by step procedural format. 
Step 1. 
Step 2. 
• 
Compute the initial minimum cost· test sequences for 
each product type k by arranging the test n11mbers in 
ascending order of the ratio Ck:j / (1-Pkj) accro.ss eacli 
row k in SEQk,i 
Calculate the expected arrival rate of each product 
t.yp~ :k_ -at: each test facility j using the following 
:_flow:ehart: : 
NO 
k = 1 
i = 1 
~,i = i\ 
i = i + 1 
• 1S 
= NT k 
END 
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Step 3. Calculate Qj , the expected queue size at each test 
facility j, with the follow~g procedure. 
NPROD 
Qj = L 
k=l 
-.... ... j=j+l 
j = 1 
YES 
NO 
NPROD 
(R8ir • p~ • 8k,j )/(1-Pj ) E1 8:k,j 
• 
NO 
YES 
END . 
• .... ,"1 
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If one or more PJ i.s. equal to o~ greate.r th.an 1mi.tr, then pro-
ceed to s.tep 3a and return to. s.tep 2. Continue thi.s cycle unti.l 
all values of~ are less than unity. Then proceed to step 4. 
Step 3a·. For each. value of j for whichl!, equals or exceeds 
unity, circle each occuuuence. of test number j in 
SE0, ··. Next proceed with steps 5· and 6, ch.oose the 
~.K. ,1. 
Step 4. 
Step 5. 
Step 6. 
values of k and i that correspond to the smallest 
computed penalty cost, exchange SE~ ,i. wi.th SE~ ,i.+l' 
set ILASTit.,i+:t=i and return to step 2. 
For each value of j , compare Qj to MAXQj. For each 
comparison in which Qj>MAXQj, circle eaeh_occurrence 
of test number j in SE~ ,i. Thus each circled test 
number is a possible candidate for resequenci~g. 
If all the constraints are met, then the present set 
of sequences is the solution and the algorithm is 
ended. 
Cross out any circled candidate in SEQk,i for which 
the indicated test number 
(i) appears as the last test of a sequence 
(iii) 
appear~ in row k and has a test sequence 
number equal to ILASTk 
immediately preceeds another circled candidate 
in the same sequence 
If all the circled candidates have been crossed out 
in step 5, then no feasible solution can be fo1md 
with this algorithm and the procedure ends. Other-
wise, compute the penalty cost for each remaini~g 
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candidate usi~g the followi._ng formula. 
Penalty cost = (Jt. Pk,m) [ Cit,i+l (l-Pk;.,1) 
~l 
Step 7. 
Penalt~1 :Product 
cost type, k 
* the index m refers to the test sequence n11mber 
Complete the first three columns of the following 
table by listing the penalty cost in ascending order 
. of magnitude al~ng vi.th the correspondi_ng values of 
k and i . 
.. · .. 
Sequence , 
" 
, Q~ " number i 8k,i+l P. pi+l Qi+l PC 1 1 
. 
. 
a;-.. I ..,;ii; 
,I \ •• 
~. 
.· .. , 
• 
·step 8. 
Step 9. 
,2 p_. 
1 
B,eginnipg ld.th .. the first entry in the table ot cm-
' \ 
di dates.~ cOJnplete. the next three.· coluntns usiµg the 
tollowi;ng f'or.rnulas. 
8:k_ , i + 1 r:; "'k, i+ 1 pi , i.+ 1 
P~ ::: P. - (a,. . 8it ··· +l) / d_ .•. 1. · 1 A ,1 ,1. . !t._,1. 
p;+l = pi+l - (81:t,i+l - 8k,i} ldit,i+l 
'For each. case in which ei.ther P~ or P~ equals or 
1 l+a_ 
.. 
excee.ds 1mi ty, delete the corresponding row in the 
table of candidates. I'f~: no: :entries remain af'ter thi~ 
. . . . - . . . . ·. . . . 
st·.ep, :then no feasible: .s,oiut·ion can be found with this 
:a.lgorith.m. and the :pr.oc~dure. ends . 
following formulas. 
NPROD 
(Qi r a,, ,j ( 1- P. ) / P. 2 ) - RR ( a._ • - ~ . +l ) 
A 1 1 --~ -x,1 . K,1 k=l 
NPROD ( I: 8:k j - 8'.k,i + ~,i+l) 
k=l ' 
NPROD 2 I: 81,. (l-Pi+1>I I? ) - R3it(a. .1·+.1.- 8k,i) k=l J 1+1 .t.t. 
NPROD 
(1-P{+l) ( k~l 8'.k,j - l\,i+1 + 8tt,,i) 
where j = SEQk,i+l 
Finally, complete the table by ass_i.gni_ng the values 
of PC accordi~g to the followi~g flow·chart • 
13 .. 
,/ 
,.,.. 
Step 9. (continued) 
·• 
YES NO 
YES NO YES NO 
PC= 2 
PC= 3 PC= 1 
•, 
;-
1 
END 
, .. 
i,, 
;li •• : 
• J 
'•,·· 
The vari.able PC is used to. indicate. the preference 
cat_egoq· of each candid~te. As· soon as a PC value of 
1 is found, then no addi.tional calculations are re-
qui.red and that candidate wi.11 be ch.cs.en as the best 
sequence exch~ge. otherwi.s.e, the first entry with. 
a PC value of 2, if o:µe exis.ts, will be adopted; else, 
the first entry with. a PC value of 3 will be chosen. 
Step 10. Implement the sequence alteration chosen in step 8 
·, .. 
by _exchangi~g SEQ,. . with SE'4t i +i • Then replace the 
.n..,J. , 
indicated variable:s 8k ,i+l' ~, and %.+i with. the new 
values correspohc1.ing to the chosen candidate listed 
in the t--ab.le. Next aet I·LASTk equ.al to chosen se-
quence number i. The~. :~et11rI1: to step 4 and proceed 
lllltil either all infeasibiJ.ities have been eliminated 
or no feasible solution c·an. be found. 
. .. 
Numeric Example of the Algorithm 
In order to provide a better understanding of,. tbe operation of 
the algorithm, the followin.g sin.rple numeric example is computed man-
ually following the step numbers ·p·resented: previously. 
'11:qe· given parameters o.£ this example problem al'e shown below. 
NPROD = 2 
MAXT = 4 
MAXQj = [5,5,5,5,] 
Ak = [ 7. 0, 5. 6] 
I ' 
'1,,,, .,, . 
,. 
l 
·1: 
·, 
.. 
3 4 
1 1.0 1.8 2.6 
5.0 3 •. 5. 
3 4 
1 . 6 • 7 .5 .4 
2 • 8 "· 3, .•.. 45 
·R~ = [4.o, 6.oJ 
~,j 1 2 3 4 
1 11.0 13.0 14.o 11.0 
2 16.0 9. ·'O' . . .  :. . ·1·.··1·.·· .. 0. ' ;. . . •... 14.o 
Step l. 
Cit,j/(l- k,j) 1 2 3 4 
1 2.5 6.o 5.0 4.333 
2 12.5 8.571 9.091 7.778 
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Step 1. ( continued) 
Step 2. 
Step 3. 
Sli?O.. • 1 
-"'.lt ,1 
1 1 
2 4 
8k.,i 
1 
2 
1 
7.0 
5.6 
2 
4 
2 
3' 
3 
3 
4 
2 
1 
2 3 4 
4.2 1.68 .84 
3.08 .924 .416 
j·==·l = 7. O • 416 . _ _ _ .
· · 11.0 + .16~0 = .6.3~~3, +- ·~_oa6o = .6623 
j=2 = 184 + 3.08 
13.0 9.0 = .0646 + .3422 = .4068 
j=3 = 1.68 .924 
14. o 11. o = .1200 + .cl84o = • 2040 
j=4 = 4.2 + 5-~ = .3818 + .4 = .7818 
· 11.0 - -ij.o 
Qj=l = 4x. _43~~7 + 6x. 4386x. 416 .. 
. . • 3377x1 •• A16· · · • 3377x7. 416 = 4. 9037 + ~ 437:i = 5. 3408 
Qj=2 = 4x.1654x.84 + 6x~l654x3.08 
.5932x3.92 ~5932x3.92 = .2389, + 1.3144 = 1.5533 
' 
Qj=3 = 4x.o416x1.68 + 6x.0416x.924 = .1348 +.1112 = .2460 
· . • 796ox2. 604 • 7960:x2. 604 . 
·t,•,·, 
- ,, 
' 
,.. - ·1 
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Step 3. (continued) 
Qj~4 = 4x~6112x4.2 + 6x.6112x5.6 = 4.08·18 + 9.6037 = 14.4055 
.2182x9.8 .2182x9.8 
Step 4. 
·step 5. 
·step 6. 
SEn,- • 
~.,1 
1 
2 
SEO. • 
~,l. 
1 
2 
1 
1 
4 
1 
1 
4 
:For k=l and i=2 
2 
4 
2 
2 
4 
2 
3 
3 
3 
3 
3 
3 
4 
2 
1 
4 
2 
1 
Penalty cost = • 6 (2:·. 5 x· .-6 - 2. 6 x. 5) ·.== .•. 12 
For k=2 and i=l 
·Penalty cost = (6 .,o )t; .•• 45. a.!"· ·3.:. 5 Jt: ·• 7) = • 25 
Steps 7,8, and 9 
Penalty Product Sequence 
_, , , ~ , 8k,i+l P· Pi+l ~+l l. cost type,k nU#)"rier i 
• 12 l 2 2.1 .591 .348 4.278 1.044 
. .• 2.5 .. 2 1 1.68 .•. 5.02 . • 6.8.7. . 2 .• 6.49 .. .8.559 
r r, ,. 
·, ' 'J. ' 
PC 
1 
2 
. ' 
~ 
,','i, 
,· , 
,:, 
s: 
li· 
.. 
..:· 
! 
Step 10 •. 
SEC\. • 
"'.lt.,1 
a,.. . A.,1 
1 
2 
1 
2 
Second iteration, step 4 
1 2 3 4 
1 3 4 2 
4 2 3 1 
1 2 3 4 
7.0 4.2 2.1 .84 
5.6 3.08 .924 .416 
Qj = (5.3408, 1.5533, 1.044, 4.278l 
SEQk,i 1 2 3 4 
1 1 3 4 2 
2 4 2 3 1 
Second iteration, step 5 
SE~ · 
,1 1 2 3 4 
1 1 3 4 2 
2 4 3. l 
Second iteration, step 6 
for k=l, i=l 
'• 
Penalty cost- = (2. 5 x • 4 ... ;l. 0 x • 5) = • 5 
t· 
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second itera.ti.on; ·s_teps.·1;a;.-and 9 I. 4.4 Qi C . 
Product Sequence Penalty 
cost 
" 8it . . . p, p_':, 
.. ,~+l . 'i . ·1+1 Q~ .. 1 
;' 
· .~+l PC 
---·- ===~==I 
.5 1 
SEQ, ... A,1 
1 
2 
8k,i 
1 
2 
1 3.5 •. 344. .584 
v 
1 2 3 4 
3 1 2 
4 2 3 l 
1 2 3 4 
7.0 3.5 2.1 .84 
5.6 3.08 .924 .4J.6 
ILASTk = (1, - ) 
·have been removed and therefore th~ -~resen~t' set of sequences i_s. the 
$:olution. The resultant e·xp·ected. cost of ·t:es-ting each product type-. 
:is shown bel9w.-
,• •" 
.Expe:cte·d: .cost tor product 1 =- 3.996 
Exp.ected qost ·for ·pro·duct 2 = 7. 811 
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CHAPTER VI 
EVALUATION AND RECOMMENDATIONS FOR JiURTHER STUDY 
Evaluation of the ·Algorithm 
In order to apply the test sequenc~g algorithm to a l~ger class 
of problems, it was necessary to code the ~gorithm in Fortran IV 
language. The resulting program listing is contained in appendix A. 
The evaluation of the algorithm can best be accomplished by con-
structing a hypothetical testing situation and examjning the result-
ing solutions for various sets of constraints on the maximum ex-
pected ~ueue sizes. The parameter values used for this testing sit-
uation are listed below. 
MAXT =7 
-
NPROD = 5 
4.8, 4.5, 3.4, 4.3, 5.0 
= 5.0, 5.0, 5.0, 5.0, 5.0 
Cir,j 
1 
2 
3 
4 
1 
2.0 
2.0 
2.1 
2 
-
1.9 
1.8 
3 
1.8 
-
3.6 
1.0 1.9 2.0 
4 
3.0 
-
5 
2.0 
2.9 
.5 
.9 1.6 
6 
.6 
2.1 
1.9 
7 
1.2 
.7 
.8 
. 5. · 1. 5 
5 - 2.0 3.6 2.5 • 4 1. 8 .9 
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k, 1 2 3 4 5 6 7 
1 •. a 
- .7 .9 •. 85 .6 • 75 
2 .8 .7 
- - .95 ·. 8 .7 
3 .9 . 87 .93 .8 • 86 .9 .7 
4 .8 .5 .43 .6 .33 . 75 • 85 
5 - .9 .91 .87 .68 .81 .79 
<\,j 1 2 3 4 5 6 7 
1 10.0 
-
11.0 8.o 9.0 15.0 13.0 
2 15.0 12.0 
- - 10.0 .3.0 17.0 
3 12.0 13.0 15.0 10.0 16.0 11.0 19.0 
4 15.0 17.0 14.o 20.0 19.0 18.0 22.0 
5 - 20.00 18.0 17.0 22.0 11.0 23.0 
The algorithm was first applied with the constraints for each 
queue size set arbitrarily large. In this Wf3¥ the resulting output 
will reflect the effect of constructing the sequences in an 'llllcon-
strained environment. The resulting sequences, queue sizes, and ex-
pected costs are shown below . 
I 
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SEO. • 
'""'.lt.' 1 
1 
2 
3 
4 
1 
6 
7 
7 
6 
5 __ ) 5 
1 2 
2 
6 
2 
5 
4 
7 
3 
3 
1 
4 
5 
6 
3 
.4 
1 
6 
2 
3 
4 
4 
5 
5 
5 
6 
2 
2 
5 
.6 
4 
1 
1 
3 
7 
3 
7 
6 7 
1.464, 2.489 1.458 5.130 11.508 612.148 18.348 
Expected cost for product type 
1 2 3 4 . 5 
3.907 4.743 5. 850 2.384 5.050 
In this situation the variation of queue size among facilities is 
quite large, however, the total expected cost is 21.933, which is the 
absolute minimum that can be achieved. If the constraint on test 
facility 1 is set to zero, then it should be expected that the 
algorithm will push test number 1 to the end of each sequence if 
possible. By applying the algorithm in this case, no feasible sol-
ution was found, as expected, however, the last set of sequences be-
fore the algorithm ended is;. shown below. 
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1 
2 
3 
4 
5 
1 
6 
7 
7 
6 
5 
. -~ ..... 3 ... 
7 
2 
5 
4 
7 
3 
1 
4 
5 
6 
4 
5 
6 
2 
3 
4 
... 5 ..... Q .... . ·1 
4 
5 
6 
2 
2 
1 
3 
7 
3 
1 
1 
Notice here that test number l was pushed to the end of the 
sequence for product types 1,3, and 4. However, it was not pushed 
to the end for product type 2. The reason for this is that, if 
test 1 were exchanged with the next test in the sequence, in this 
case test 6, then the resulting clB.n.nel utilization factor for facility 
6 would exceed unity and thus the expected queue size would become 
tmdefined. 
Next, consider the effect of constraining the ~ueue·· si.zes at 
facilities 5,6, and 7 to a value of zero. Here again it would be 
expected that the algorithm would locate all three of these tests at 
the last positions in each sequence. Here the algorithm ended with 
the set of sequences shown below. 
1 
2 
3 
4 
5 
1 
3 
2 
4 
4 
5 
2 
1 
1 
2 
3 
4 
3 
6 
7 
1 
2 
2 
4 
4 
6 
3 
1 
5 
7 
5 
7 
6 
3 7 
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Altha.ugh tests 5 ,6, and 7 were placed at the end ot the sequence for 
product types 2,3, and 4, test 6 in sequence number 1 and test 5 in 
' sequence number 5 do not occupy the last pos.i.tions. Here .again, the 
reason is that either exch~ge would cause the ch.annel utilization 
factor for facility 4 to exceed unity. 
As pointed out previous.ly", there is no guarantee that the 
algorithm, when it does find a solution, will produce the optimal 
minimum cost set of sequences. It does however reduce an extremely 
large solution space down to a workable size from which a very sat-
.I 
isfying solution can be found. For the example testing situation 
treated here, the number of possible sets of test sequences is ap-
proximately 1.58 x 1015. In order to demonstrate the effectiveness 
of the algorithm in finding solutions to this problem, the algorithm 
was applied repeatedly. In each case the constraints imposed on the 
expected queue sizes were gradually t.ightened until a point where 
the algorithm was unable to find a solution. The resulting queue 
sizes and total expected costs for each solution in response to the 
various constraints are shown in table 6.1. Note that with one ex-
ception, the expected cost.• increases monotonically as the constraints 
are tightened. In addition, it is observed that a substantial de-
crease in the expected queue size at facility number 6 is accomplished 
with a relatively small increase in cost. In particular the increase 
in cost incurred by reducing the queue size from a value of 612.148 
to 14.584 at facility 6 is only .073, which represents less than 
one third of one percent. On the other hand, as the constraints ap-
proach a limiting value of 7. 5, the increase in expected cost begins 
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Constraint Expected queue size at facility Total 
expected 
value 1 2 3 4 5 6 7 cost 
" 
00 1. 464 2.489 1.458 5.130 11.508 612.148 18.348 21.933 
600 1.581 2.489 1.458 5.130 11.508 228~.-338 18.384 21.942 
200 1.464 2.489 1. 458 7.060 11.508' 38.784 18.384 21.958 
30 1.581 2.489 1. 458 7.060 14 •. 514 14.584 18.384 22.006 
15 1.581 2.489 2.202 7.060 14_.57:4 14.584 11.367 22.060 
14 1. 581 2.489 6. 486 7.060 n.·5.08 13.758 11. 367 22.646 
13 1.581 2.489 6. 486.· 8:.487 11.508 11.829 11.367 22. 776 
_ .11 1.581 6.086 1.541 10.984 10. 821 10.729 10.435 22. 839 
10 2.438 2.813 6. 486 8.664 9.981 . 7.370 9.289 23.115 
9 1.613 5 •. :66_·7 5 .246 8.487 8.688 8.292 6.959 23.063 
8 4.063 6.251 6.·930 7.509 7.404 5. 828 6.952 24. 315 
7.5 6.045 5. 452 6. 809 7.060 6. 872 6.417 6.952 24. 557 
,0¢.ner.~tt::?d -S:o_lu.t.ion_s: in :Repop:s,e to Various Constraints 
Table 6.1 
......... 
·-
:8'6 
• 
~ ' l' ·''' . . 
.·. 
I .. 
r'·. 
• 
·to climb quite steeply. 
When the algorithm is repeated in this manner until the problem 
can no longer be constrained further, the final solution results in a 
very balanced utilization of facilities. For the example problem, 
the llmiting constraint was 7.5, this resulted in channel utilization 
factors as shown below. 
1 
.650 
Channel utilization for Facility 
2 3 
.633 .670 
4 
.676 5 .672 
6 
.660 1 .674 
Therefore by constraining a problem to have equal expected queue sizes 
and finding the most tightly constrained solution, the resulting se-
quences wi_ll produce a balance utili,zation of facilitie.s. 
The: algorithm vas des_igned to have application in a wide variety 
.of test.ing situations. This is exemplified by the allowance of not 
only different expected queue sizes at each facility but the 9ption of 
allowing different physical sizes for each product type. .Another 
attractive feature of the algorithm is that it allows the definition 
of tests at a given facility to vary amo~g all the different product 
types that make use of the facility. As a result , the mean te_sting 
rate at each facility is allowed to vary dependi_ng upon the type of 
pr.oduct that is being tested at any point of time. As another example 
·ot t..be- flexible nature of the algorithm, consider a situation which is 
frequently encountered in practice. In · many cases a given product 
type is disassembled after it passes a given set of tests and each 
:resulting component or sub-assembly is· scheduled for additional tests. 
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This situation is, easily handled by defining each component or sub-
• 
assembly· as a different product type with. each its own resultant 
physical size. The mean arrival rate of each of these new product 
types is identical and can be determin~d from the interdeparture rate 
of the composite product from the last test in its sequence since this 
rate is independent of the sequence for the composite product. 
Recommendations for Further Study 
There are four main areas of' investigation which would serve to· 
extend the results obtained in this thesis. 
1. In order to apply the algorithm effectively to a real life 
situation, it is first necessary· to estimate various parameters which 
govern th.e actual system. These are, the costs of performing the 
various tests, the probabilities of product types passi_ng each test, 
the mean arrival rates of each product type to the system, and the 
mean testi~g rates of' each facility on the various products. Clearly 
·the success of' the algorithm, when applied to a real situation, will 
depend upon the- accuracy- of these estimates. Thus an accurate method 
of collecting: data from the system and deriving statistically sound 
.. . 
estimates of the required parameters is essential. 
2. The second main area of further study involves the analy-
zation of the effect of ch~ges in the parameters of the system on the 
resulti_ng solution. It is conceivable that situations could arise 
where a small shif't in the value of some parameters may have an ex-
tensive effect on the·, ~qlut·.i.Qn ... tha,t :,i.i.; generated·. , -::w..e,etare., · .. it :wou1d 
be quite usetu.l to the user to at least be aware of what parame~ers 
'· 
, 
.,. 
~.·'• 
.J 
"'' 
.. 
have the greatest influence on the solution. 
3. Although a method for determining the expected accumulation 
of each product type at a given facility was developed, it was not 
possible in this thesis to derive means by which the standard devia-
tions of these expected queue sizes could be determined. If these 
standard deviations could be estimated, then the constraints could 
be defined in terms of .the probability that a given queue size will 
exceed a pre-determined value. Constraints of this form would become 
more meaningful to the ·u.se-r ~d ·facilitate the task of determining 
what values these constraints should assume. However, due to the 
fact that the queue sizes are composed of multiple product types, 
each of which may be of different relative physical dimension, this 
investigation will certainly not be trivial. This problem is further 
complicated by t.he fact tpat each facility serves each product type 
with a different ,ex:pected testi_ng rate. 
4. Finally a study of the effects .ot· employing various service 
dis·cip:tines at ·the test facilities is in order. The assumption upon 
which this theS:i·s: was based, is that service is conducted on a :first 
come first served basis. It is quite possible that other disciplines 
-· 
such as serving the largest product types first, serving the product 
type for which the accumulation is the largest, or serving one product 
type until it is exhausted fr.om the queue would result in smaller 
overall queue sizes. This in turn would allow solutions of smaller 
expected c.QS·t to become feasible. However, the v~idity of the 
. , 
-. 
mathematical and empirical formulations derived in this thesis are 
no longer guaranteed under these new assumptions and a complete re-
vision may be required. 
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C** 
10 
20 
30 
40 
50 
60 
70 
C** 
C** 
80 
90 
100 
110 
120 
130 
C** 
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APPENDIX·A 
MAINLINE PROGRAM FOR EXECUTION OF THE TEST 
SEQUENCING ALGORITHM. 
COMMON AO(lO),TAK(l0,10),CQR(l0,10),PROB(l0,10) 
COMMON NSEQ(l0,10),C(lO,lO),RMQ{lO),TR(l0,10) 
COMMON Q(lO),RHO(lO),RS(lO),NTK(lO),ILAST(lO) 
COMMON INF(lO),NTST(l0,10),NPROD,MAXT,JMAX,INFEAS 
COMMON L5,TCND(20,6),IPS(20,2),TEM(20),TEM1(20) 
COMMON IND,ITEM(20,2),IPC(20),NSF 
CALL TLOAD 
JNFEAS•l 
NSFaQ 
CALL STPl 
CALL STP23 
CALL STP4 
IF(INFEAS.EQ.O)GO TO 60 
CALL STP56 
IF(NSF.EQ.l)GO TO 40 
IF(IND.EQ.O)GO TO 30 
CALL STP3A 
GO TO 10 
CALL STP789 
IF(NSF.EQ.l)GO TO 40 
CALL STPlO 
GO TO 20 
WRITE(6,50) 
FORMAT(lX,'NO FEASIBLE SOLUTION WAS FOUND'/) 
GO TO 80 
WRITE(6,70) 
FORMAT(lX,'A FEASIBLE SOLUTION WAS FOUND'/) 
COMPUTE THE EXPECTED COST OF TESTING EACH 
INDIVIDUAL PRODUCT TYPE. 
S2=0.0 
DO 120 K=l,NPROD 
Sl=C(K,NSEQ(K,1)) 
DO 100 1=2,NTK(K) 
P=l.O 
DO 90 L=l,I-1 
P=P*PROB(K,NSEQ(K,L)) 
Sl=Sl+C(K,NSEQ(K,I))*P 
WRITE(6,l10)K,S1 
"':', 
~ 
FORMAT(lX,'COST FOR PRODUCT TYPE 1 ,I5,'•',F7.3) 
S2aS2+Sl 
WRITE(6,130)S2 
FORMAT(lX,'THE TOTAL EXPECTED cosr IS',F7.3,/) 
PRINT THE FINAL RESULTS OF THE ALGORITHM. 
CALL OUTPUT 
CALL EXIT 
END 
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SUBROUTINE STPl 
C** PERFORM STEP 1 OF THE ALGORITHM BY COMPUTING THE 
C** INITIAL MINIMUM COST SET OF TEST SEQUENCES. 
COMMON AO(lO),TAK(l0,10),CQR(l0,10),PROB(l0,10) 
COMMON NSEQ(lO,lO),C(l0,10),RMQ(lO),TR(l0,10) 
CO~f}fON Q(lO) ,RHO(lO) ,RS (10)',NTK(lO) ,ILAST(lO) 
COMMON INF(lO),NTST(l0,10),NPROD,MAXT,JMAX,INFEAS 
COMMON L5,TCND(20,6),IPS(20,2),TEM(20),TEM1(20) 
COMMON IND,ITEM(20,2),IPC(20),NSF 
DIMENSION H(20),H1(20),NN(20) 
DO 20 Kal,NPROD 
DO 20 J=l,MAXT 
IF(PROB(K,J).LE.O.O)GO TO 10 
CQR(K,J)=C(K,J)/(1.0-PROB(K,J)) 
GO TO 20 
10 CQR(K,J)=l.OE6 
20 CONTINUE 
DO 40 K=l,NPROD 
DO 30 J•l,MAXT 
30 H(J)=CQR(K,J) 
CALL ORDER(H,Hl,NN,MAXT) 
DO 40 I•l,MAXT 
40 NSEQ(K,I)=NN(I) 
DO 50 K=l,NPROD 
DO 50 J=l,MAXT 
JJ=NSEQ(K,J) 
50 NTST(K,JJ)=J 
RETURN 
END 
SUBROUTINE STP23 
.-
COMMON AO(lO),TAK(l0,10),CQR(l0,10),PROB(l0,10) 
COMMON NSEQ(l0,10),C(lO,lO),RMQ(lO),TR(l0,10) 
COMMON Q(lO),RHO(lO),RS(lO),NTK(lO),ILAST(lO) 
COMMON INF(lO),NTST(lO,lO),NPROD,MAXT,JMAX,INFEAS 
COMMON L5,TCND(20,6),IPS(20,2),TEM(20),TEM1(20) 
COMMON IND,ITEM(20,2),IPC(20),NSF 
C** PERFORM STEP 2 OF THE ALGORITHM BY CALCULATING 
C** THE ARRIVAL RATES OF EACH PRODUCT TYPE TO 
C**· EACH TEST FACILITY. 
INDaQ 
DO 20 K=l,NPROD 
TAK(K,l)•AO(K) 
DO 10 I•2,NTK(K) 
10 TAK(K,I)=TAK(K,I-l)*PROB(K.NSEQ(K,I-1)) 
20 CONTINUE 
C** PERFORM STEP 3 OF THE ALGORITHM BY COMPUTING 
C** THE CHANNEL UTILIZATION FACTORS AND 
C** EXPECTED QUEUE SIZES AT EACH TEST FACILITY. 
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C** 
30 
40 
50 
C** 
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60 
C** 
C** 
10 
20 
30 
40 
DO 60 J•l,MAXT 
Sl•O.O 
S2•0.0 
S3•0.0 
APPENDIX A (Cont'd) 
DO 30 K•l,NPROD 
IF(NTST(K,J).GT.NTK(K))GO TO 30 
Sl•Sl+TAK(K,NTST(K,J))/TR(K,J) 
TEST THE CHANNEL UTILIZATION FACTOR. 
IF(Sl.GE.1.0)GO TO 50 
S2=S2+TAK(K,NTST(K,J)) 
CONTINUE 
RHO(J)=Sl 
DO 40 K•l,NPROD 
S3=S3+(RS(K)*Sl*Sl*TAK(K,NTST(K,J)))/((l.O-Sl)*S2) Q(J)=S3 
GO TO 60 
Q(J)=-1.0 
SET THE FLAG IND TO INDICATE THAT THE CHANNEL 
UTILIZATION FACTOR FOR ONE OR MORE FACILITIES 
HAS EXCEEDED UNITY. 
IND=l 
CONTINUE 
RETU.RN 
END 
SUBROUTINE STP4 
PERFORM STEP 4 OF THE ALGORITHM BY COMPILING 
THE LIST,INF(J),OF INFEASIBLE TEST FACILITIES. 
COMMON AO(lO),TAK(lO,lO),CQR(l0,10),PROB(lO,lO) 
COMMON NSEQ(l0,10),C(l0,10),RMQ(lO),TR(l0,10) 
COMMON Q(lO),RHO(lO),RS(lO),NTK(lO),ILAST(lO) 
COMMON INF(lO),NTST(l0,10),NPROD,MAXT,JMAX,INFEAS 
COMMON L5,TCND(20,6),IPS(20,2),TEM(20),TEM1(20) 
COMMON IND,ITEM(20,2),IPC(20),NSF 
DO 10 J=l,MAXT 
INF(J)•O 
Ll=O 
IF(IND.EQ.l)GO TO 30 
DO 20 J=l,MAXT 
IF(Q(J).LE.RMQ(J))GO TO 20 
Ll=Ll+l 
INF(Ll)=J 
CONTINUE 
GO TO 50 
DO 40 J=l,MAXT 
I·F(Q(J).GE.O.O)GO TO 40 
Ll•Ll+l 
INF(Ll)=J 
CO~TINUE 
--
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IF(L~.EQ.O)GO TO 60 
SET JMAX EQUAL TO THE NUMBER OF TEST FACILITIES 
THAT ARE PRESENTLY INFEASIBLE. 
JMAX•Ll 
RETURN 
IF ALL CONSTAINTS ARE MET, SET INFEAS TO ZERO 
TO INDICATE THAT A FEASIBLE SOLUTION WAS FOUND. 
INFEAS=O 
RETURN 
END 
SUBROUTINE STP56 
PERFORM STEPS 5 AND 6 OF THE ALGORITHM. 
COMMON AO(lO),TAK(l0,10),CQR(l0,10),PROB(l0,10) 
COMMON NSEQ(l0,10),C(l0,10),RMQ(lO),TR(l0,10) 
COMMON Q(lO),RHO(lO),RS(lO),NTK{lO),ILAST(lO) 
COMMON INF(lO),NTST(l0,10),NPROD,MAXT,JMAX,INFEAS 
COMMON L5,TCND(20,6),IPS(20,2),TEM(20),TEM1(20) 
COMMON IND,ITEM(20,2),IPC(20),NSF 
15=0 
DO 60 Ll=l,JMAX 
DO 50 K=l,NPROD 
L2=NTST(K,INF(Ll)) 
TEST THE SEQUENCE NUMBER,L2, OF EACH CANDIDATE 
AGAINST THE DECISION RULES OF THE ALGORITHM. 
IF(L2.EQ.O)GO TO 40 
IF(L2.GE.NTK(K))GO TO 40 
IF(L2.EQ.ILAST(K))GO TO 40 
DO 10 13=1,JMAX 
IF(L2+1.EQ.NTST(K,INF(L3)))GO TO 40 
A=C(K,NSEQ(K,L2+1))*(1.0-PROB(K,NSEQ(K,L2))) 
B=C(K,NSEQ(K,L2))*(1.0-PROB(K,NSEQ(K,L2+1))) 
COMPUTE THE PENALTY COST FOR EACH CANDIDATE 
THAT PASSED THE ABOVE DECISION RULES. 
PC=A-B 
IF(L2.EQ.l)GO TO 30 
Pal.O 
DO 20 L4=1,L2-l 
P=P*PROB(K,NSEQ(K,14)) 
· PC•PC*P 
CONTINUE· 
LS=LS+l 
TEM(L5)=PC 
ITE?1(LS,l)•K 
ITEM(L5,2)•L2. 
CONTINUE 
CONTINUE 
CONTINUE 
IF THE NUMBER OF REMAINI . CANDIDATES IS ZERO, 
.. 
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C** THEN SET NSF TO 1, TO INDICATE THAT NO FEASIBLE 
C** SOLUTION CAN BE FOUND. 
IF(LS.EQ.O)NSF•l 
RETURN 
END 
SUBROUTINE STP3A 
C** PERFORM STEP 3A OF THE ALGORITHM. 
COMMON AO(lO),TAK(l0,10),CQR(lO,lO),PROB(l0,10) 
COMMON NSEQ(lO,lO),C(l0,10),RMQ(lO),TR(l0,10) 
COMMON Q(lO),RHO(lO),RS(lO),NTK(lO),ILAST(lO) 
COMMON INF(lO),NTST(l0,10),NPROD,MAXT,JMAX,INFEAS 
COMMON L5,TCND(20,6),IPS(20,2),TEM(20),TEM1(20) 
COMMON IND,ITEM(20,2),IPC(20),NSF 
DIMENSION NN(20) 
C** ORDER THE LIST OF CANDIDATES IN ASCENDING ORDER 
C** OF THE PENALTY COST. 
CALL ORDER(TEM,TEM1,NN,L5) 
K•ITEM(NN(l),l) 
I•ITEM(NN(l),2) 
ILAST(K)=I 
II=NSEQ(K,I) 
C** CHOSE THE LEAST COST CANDIDATE AND IMPLEMENT 
C** THE INDICATED SEQUENCE ALTERATION. 
NSEQ(K,I)=NSEQ(K,I+l) 
NSEQ(K,I+l)•II 
NTST(K,NSEQ(K,I))mI 
NTST(K,NSEQ(K,I+l))•I+l 
RETURN 
END 
SUBROUTINE STP789 
C** PERFORM STEPS 7,8,AND 9 OF THE ALGORITHM. 
COMMON AO(lO),TAK(lO,lO),CQR(l0,10),PROB(l0,10) 
COMMON NSEQ(l0,10),C(lO,lO),RMQ(lO),TR(l0,10) 
COMMON Q(lO),RHO(lO),RS(lO),NTK(lO),ILAST(lO) 
COMMON INF(lO),NTST(l0,10),NPROD,MAXT,JMAX,INFEAS 
COMMON L5,TCND(20,6),IPS(20,2),TEM(20),TEM1(20) 
COMMON IND,ITEM(20,2),IPC(20),NSF 
DIMENSION NSUB(20) 
IFS-=l 
C** ORDER THE LIST OF CANDIDATES IN ASCENDING ORDER 
C** OF THE PENALTY COST AND COMPUTE THE APPROPRIATE 
C** ENTRIES FOR EACH IN THE TABLE OF CANDIDATES. 
CALL ORDER(TEM,TEMl,NSUB,LS) 
DO 10 I=l,LS 
TCND(I,l)•TEMl(I) 
IPS(I,l)•ITEM(NSUB(I),l) 
10 IPS(I,2.)=ITEM(NSUB(I) ,2) 
DO 100 N•l,L5 
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.APPENDIX A {Cont'd) 
K•IPS(N,l) 
I•IPS(N,2) 
J•NSEQ(K,I) 
Jl•NSEQ(K,1+1) 
TCND(N,2)•TAK(K,I)*PROB(K,Jl) 
20 FORMAT(lX,'OK') 
RP•RHO(J)-(TAK(K,I)-TCND(N,2))/TR(K,J) 
IF(RP.GE.1.0)GO TO 90 
RPl=RHO(Jl)-(TAK(K,1+1)-TAK(K,I))/TR(K,Jl) 
IF(RPl.GE.1.0)GO TO 90 
S=O.O 
DO 30 KP•l,NPROD 
30 S=S+TAK(KP,NTST(KP,J)) 
A•RP*RP*Q(J)*S*(l.0-RHO(J))/(RHO(J)*RHO(J)) 
B=RP*RP*RS(K)*(TCND(N,2)-TAK(K,J)) 
CC=(l.0-RP)*(S-TAK(K,J)+TCND(N,2)) 
TCND(N,3)=RP 
TCND(N,4)=RP1 
TCND(N,S)=(A+B)/CC 
Sl=O.O 
DO 40 KP=l,NPROD 
JJ=NSEQ(KP,I+l) 
40 Sl=Sl+TAK(KP,NTST(KP,JJ)) 
Al=RPl*RPl*Q(Jl)*Sl*{l.-RHO(Jl))/(RHO(Jl)*RHO(Jl)) 
Bl=RPl*R?l*RS(K)*(TAK(K,I)-TAK(K,I+l)) 
Cl•(l.0-RPl)*(Sl-TAK(K,I+l)+TAK(K,I)) 
TCND(N,6)•(Al+Bl)/Cl 
IF(TCND(N,5).GT.RMQ(J))GO TO 50 
IF(TCND(N,6).GT.RMQ(Jl))GO TO 60 
IPC(N)=l 
GO TO 80 
50 IF(TCND(N,6).GT.RMQ(Jl))GO TO 70 
60 IPC (l~) =2 
GO TO 80 
70 IPC(N)aJ 
80 CONTINUE 
IFS=O 
GO TO 100 
90 IPC(N)•4 
100 CONTINUE 
C** IF ALL CANDIDATES RESULT IN CHANNEL UTILIZATION 
C** FACTORS THAT EXCEED UNITY,SET NSF TO 1, TO 
C** INDICATE THAT NO FEASIBLE SOLUTION CAN BE FOUND 
IF(IFS.EQ.l)NSF•l 
RETURN 
END 
SUBROUTINE STPlO 
C** PERFORM STEP 10 OF THE ALGORITHM BY IMPLEMENTING 
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NHOLDl•NSUB(NN) 
K~NN+l 
II•I+l 
DO 30 J•K, II 
HOLD2•Hl(J) 
NHOLD2•NSUB(J) 
Hl(J)•HOLD1 
NSUB(J)=NHOLD1 
HOLD1=HOLD2 
NHOLD1=-NHOLD2 
Hl (NN)=H(I) 
NSUB(NN)•I 
RETURN 
END 
APPENDIX A (Cont'd) 
SUBROUTINE OUTPUT 
·' 
THIS SUBROUTINE PRINTS THE FINAL RESULTS OF 
THE TEST SEQUENCING ALGORITHM. 
COMMON AO(lO),TAK(l0,10),CQR{l0,10),PROB(l0,10) 
COMMON NSEQ(lO,lO),C(l0,10),RMQ(lO),TR(l0,10) 
COMMON Q(lO),RHO(lO),RS(lO),NTK(lO),ILAST(lO) 
COMMON INF(lO),NTST(l0,10),NPROD,MAXT,JMAX,INFEAS 
COMMON L5,TCND(20,6),IPS(20,2),~EM(20),TEM1(20) 
COMMON IND,ITEM(20,2),IPC(20),NSF 
WRITE(6,10) 
FORMAT(lX,'SEQ(K,I)') 
DO 20 K=-1,NPROD 
WRITE(6,60)(NSEQ(K,I),I=l,NTK(K)) 
WRITE(6,30) 
FORMAT(lX,'Q(J)') 
WRITE(6,50)(Q(J),J•l,MAXT) 
WRITE(6,40) 
FORMAT(lX,'RHO(J)') 
WRITE(6,50)(RHO(J),J=l,MAXT) 
FORMAT (10F8 .LJJ) 
FORMAT(10I8) 
RETURN "· 
END 
. i I SUBROUTINE TLOAD 
THIS SUBROUTINE READS THE INITIAL PARAMETERS 
OF THE TEST SYSTEM. 
COMMON AO(lO),TAK(l0,10),CQR(lO,lO),PROB(l0,10) 
COMMON NSEQ(lO,lO),C(l0,10),RMQ(lO),TR(l0,10) 
COMMON Q(lO),RHO(lO),RS(lO),NTK(lO),ILAST(lO) 
COMMON INF(lO),NTST(l0,10),NPROD,MAXT~JMAX,INFEAS 
COMMON L5,TCND(20,6),IPS(20,2),TEM(20),TEM1(20) 
COMMON ITEM(20,2),IPC(20),NSF 
WRITE(6,60) 
READ(l,lO)NPROD,MAXT 
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.APPENDIX A· (Cont'd) 
THE CHOSEN SEQUENCE ALTERATION AND ADJUSTING 
THE DATA STRUCTURE AS REQUIRED. 
COMMON AO(lO),TAK(l0,10),CQR(lO,lO),PROB(l0,10) 
COMMON NSEQ(l0,10),C(l0,10),RMQ(lO),TR(l0,10) 
COMMON Q(lO),RHO(lO),RS(lO),NTK(lO),ILAST(lO) 
COMMON INF(lO),NTST(l0,10),NPROD,MAXT,JMAX,INFEAS 
COMMON L5,TCND(20,6),IPS(20 9 2),TEM(20),TEM1(20) 
COMMON IND,ITEM(20,2),IPC(20),NSF 
LPC•IPC(l) 
LN•l 
DO 20 N=2,L5 
IF(IPC(N).GE.LPC)GO TO 10 
LPC=IPC(N) 
LN=N 
CONTINUE 
CONTINUE 
K=IPS(LN,l) 
I=IPS(LN,2) 
ILAST(K)=I 
RHO(NSEQ(K,I))=TCND(LN,3) 
Q(NSEQ(K,I))•TCND(LN,5) 
RHO(NSEQ(K,I+l))=TCND(LN,4) 
Q(NSEQ(K,I+l))=TCND(LN,6) 
TAK(K,I+l)=TCND(LN,2) 
II=NSEQ(K,I) 
NSEQ(K,I)•NSEQ(K,I+l) 
NSEQ(K,I+l)-=II 
NTST(K,NSEQ(K,I))=I 
NTST(K,NSEQ(K,I+l))•I+l 
RETURN 
END 
SUBROUTINE ORDER(H,Hl,NSUB,N) 
THIS SUBROUTINE ACCEPTS THE VECTOR H, OF DIMENSION 
N, AND ORDERS HIN THE VECTOR Hl IN ASCENDING ORDER 
OF MAGNITUDE, AND PRODUCES THE VECTOR NSUB WHICH 
CONTAINS THE SEQUENCE OF THE NEW VECTOR Hl. 
DIMENSION H(50),H1(50),NS·UB(50) 
Hl(l)=H(l) 
NSUB(l)•l 
IF(N.EQ.l)RETURN 
Hl(2)=1.0E10 
NSUB(2)•0 
DO 40 !=2,N 
NN•l 
IF(H(I).LE.Hl(NN)) GO TO 20 
NN=NN+l 
GO TO 10 
HOLDl•Hl(NN) 
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10 FORMAT(2I) 
WRITE(6,70) 
READ(l,20)(RMQ(I),I•l,MAXT) 
20 FORMAT(F) 
DO 50 I=l,NPROD 
WRITE(6,80)I 
READ(l,30)AO(I).NTK(I),RS(I) 
30 FORMAT(F,I,F) 
WRITE(6,90) 
DO 50 J=l,NTK(I) 
READ(l,40)NT,Xl,X2,X3 
4 0 FORMAT ( I , 3 F) 
PROB(I,NT)•Xl 
C(I,NT)=X2 
50 TR(I,NT)=X3 
. 
,. 
60 FORMAT(lX,'TYPE THE NUMBER OF PRODUCTS AND THE TOTAL 
1 NUMBER OF TEST FACILITIES TO BE CONSIDERED IN (2I) 
2 FORMAT'/) 
70 FORMAT(lX,'FOR EACH TEST FACILITY, TYPE THE MAXIMUM 
1 AVE QUEUE SIZE IN (F) FORMAT'/) 
80 FORMAT(lX,'FOR PRODUCT NUMBER',I5,4X, 1 TYPE THE AVE 
1 ARRIVAL RATE TO THE SYSTEM, THE TOTAL NUMBER OF 
2 TEST STEPS REQUIRED, AND THE RELATIVE PHYSICAL 
3 S I Z E IN - ( F , I , F ) FORMAT ' / ) 
90 FORMAT(lX,'NOW TYPE EACH TEST STEP NUMBER,THE 
1 PROBABILITY OF PASSING THE TEST, THE COST OF 
2 PERFORMING THE TEST, AND THE AVE RATE AT WHICH 
3 THE TEST CAN BE CONDUCTED ON THIS PRODUCT 
4 IN (I,3F) FORMAT'/) 
RETURN 
END 
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