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a b s t r a c t
Positional Games are played under several rules on the same hypergraph. We con-
sider some intriguing connections among the outcomes of the Maker–Breaker and the
Picker–Chooser versions. The latter one was introduced by Beck (2002) [5] and proved to
be important in understanding Positional Games in general. Beck had the profound con-
jecture that playing on the same hypergraph, Picker has better chances than Maker. The
main goal of this paper is to confirm this conjecture for the notoriously hard diameter-2
game that was studied by Balogh et al. (2009) [1]. The diameter-2 game is also an example
of the fact that the probabilistic intuition, or ‘‘Erdős paradigm’’ can fail completely, how-
ever, the acceleration of the game can restore it. The Picker–Chooser version is closer to
Erdős paradigm: there are almostmatching lower and upper bounds for the critical density.
Pursuing these goals, we extend the theory of Picker–Chooser games to biased and discrep-
ancy games, and develop Erdős–Selfridge type results.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
The theory of Positional Games is fairly well developed, hence, we try to restrict ourselves to review the essential defi-
nitions and results only. For a more comprehensive picture see the monograph of József Beck [6].
The classical games, like tic-tac-toe or hex, are Maker–Maker games, meaning the player who achieves a certain config-
uration first wins the game. More generally, in case of a hypergraphH = (V (H), E(H)), the players, taking turns, take a
and b elements of V (H), respectively. The player who gets all vertices of an edge wins the game. This game is called a biased
(a : b)-game if a 6= b and it is an accelerated (a : b)-game if a = b > 1.
1.1. Maker–Breaker positional games
It is also fruitful to studyMaker–Breaker games, see [16,14,15]. In those games the players also take the vertices of some
hypergraph, but the outcome of the game is evaluated differently. Maker wins by getting a whole edge any time during the
play, while Breaker wins by preventing Maker’s win. Here, Maker starts the game, unless it is stated otherwise. Clearly, as
for the most intriguing case when a = b = 1, if Breaker wins as a second player, the Maker–Maker version is a draw on the
same hypergraph.
Other versions that cause concern are the Picker–Chooser and the Chooser–Picker games, described by Beck [5]. The course
of the game for both versions is the same. Picker picks two unoccupied vertices, then, Chooser chooses one of those, the other
going back to Picker. These are Maker–Breaker games: in the Picker–Chooser version Picker plays the role of Maker, while
in the Chooser–Picker version Chooser is the Maker.
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The connection between the Picker–Chooser (Chooser–Picker) version andMaker–Breaker version ismore subtle, though
very useful, see [5,11–13]. The following, so-called Beck’s conjecture is still open, although it was confirmed in a number of
cases. Assuming Beck’s conjecture, one can guess the outcome of the Maker–Breaker version of a game.
Conjecture 1 ([5,12]). If Maker (as the second player) wins theMaker–Breaker game, then Picker wins the corresponding Picker–
Chooser game.1
Note that it is quite natural to extend these versions to the biased or accelerated case. Here Picker selects a+ b vertices
and offers those to Chooser, while Chooser keeps b vertices, and gives back a vertices to Picker.
1.2. Graph games
Large classes of Maker–Breaker games are defined on the complete graph on n vertices. The players take the edges of
the graph in turns; Maker wins iff his subgraph has a given, usually monotone, property P , see [3,4,8,10]. Balogh et al. [1]
introduced the (a : b) d-diameter game, shortlyDd(a : b), which means that Maker wins iff the diameter of his subgraph
is at most d. These games turned out to be very difficult and surprising; a detailed discussion will be given in Section 3. The
main result of Balogh et al. was that Maker loses the gameD2(1 : 1) but Maker wins the gameD2(2 : 19n1/8/(log n)3/8).
This means that the acceleration of a game may change the outcome dramatically. This phenomenon was first noted by
Pluhár [19]. The outcome also changes a lot when one considers the Picker–Chooser version of the game D2(1 : 1). Our
main result is the following theorem.
Theorem 2. In the Chooser–Picker gameD2(1 : b), Picker wins if b <
√
n/(16 log2 n), while Chooser wins if b > 3
√
n, provided
that n is large enough.
2. Paradigms
One of the most useful guides to understand Maker–Breaker games is the probabilistic intuition [1,4,8] or the Erdős
paradigm [18]. Instead of studying the possible games among perfect players, it helps us to assume that the players make
random steps. That is, we distribute the vertices of the hypergraph randomly, so that the distribution of the vertices is the
same as in the game. If the random Maker (Breaker) wins with probability close to one, then it is natural to expect that the
perfect Maker (Breaker) wins as well. Indeed, the first example for this phenomenon was given by Erdős and Selfridge [14],
generalized later by Beck [2].
Theorem 3. [2] If E(H) is the family of winning sets of a positional game, then Breaker has a winning strategy in the (a : b)
game when∑
A∈E(H)
(1+ b)1−|A|/a < 1.
The probabilistic intuition readily applies to graph games as well. Here the theory of random graphs [9] and Positional
Games blendnicelywith the following setup. As defined earlier,Makerwins if amonotone propertyP holds for the subgraph
of his edges. Our purpose is to find the smallest b0, for which Breaker wins the (1 : b0)-game. While to get the exact value
of b0 is almost impossible, one may show asymptotic upper and lower bounds on it. Some of the best examples are: for
Hamiltonicity and maximum degree, see [3,4], for planarity, colorability and graph minor games, see [17], for building a
specific graph G or creating a large component, see [7,8].
The probabilistic intuition also helps in studying Picker–Chooser (Chooser–Picker) games. Let a = b = 1 and ||H || =
maxA∈E(H) |A| be the rank of the hypergraph H = (V (H), E(H)). In that case, there is an almost perfect analogue of
Theorem 3 as follows:
Theorem 4 ([5,12]). If
T (H) :=
∑
A∈E(H)
2−|A| <
1
3
√||H || + 0.5 ,
then Picker has an explicit winning strategy in the Chooser–Picker game on hypergraphH . If T (H) < 1, then Chooser wins the
Picker–Chooser game onH .
The Picker–Chooser (Chooser–Picker) games are themselves heuristics for the Maker–Breaker games. As Theorem 4
shows, the conditions for winning a Maker–Breaker game by Breaker and winning the Chooser–Picker version of that game
by Picker coincide in several cases. Furthermore, Breaker’s win in the Maker–Breaker and Chooser’s win in the Picker–
Chooser version seem to occur together in some cases [5]. To further explore this connection, a generalization of Theorem 4
for biased games is needed. No attempt is made here to get the best possible form, for our needs the following lemma will
be sufficient.
1 It can be equivalently stated to Chooser–Picker games: if Breaker (as the second player) wins the Maker–Breaker game, then Picker wins the Chooser–
Picker game, see [12].
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Lemma 5. Picker wins the Chooser–Picker (1 : b) biased game on the hypergraphH = (V (H), E(H)) if
v
b+ 1
∑
A∈E(H)
2−|A|/b < 1,
where v = |V (H)|.
3. Diameter and degree games
Let us repeat the definition from the introduction. The diameter d gameDd(a : b) is played on the edges of the complete
graph Kn, Maker (Breaker) takes a (b) edges in each turn. If Maker’s edges form a subgraph of diameter at most d at the end,
then Maker wins the game, otherwise Breaker wins.
Balogh et al. [1] observed that the gameD2(1 : 1) defies the probabilistic intuition completely. Indeed, if one divides the
edges of Kn amongMaker and Breaker randomly, thenMaker’s subgraphwill almost surely have diameter two. Still, Breaker
has a simple pairing winning strategy for n > 3, [1]. First taking an edge uv, such that neither ux nor vx has been taken
by Maker for any vertex x. Then if Maker takes ux, taking vx follows, and if Maker takes vx, Breaker takes ux, otherwise an
arbitrary edge is taken.
However, when playing the game D2(2 : 2), this pairing strategy is not available for Breaker. Maker wins the game
D2(2 : 2), and even more, the gameD2(2 : b), where b grows polynomially in n, provided that n is large enough.
Theorem 6 ([1]). Maker wins the gameD2(2 : 19n1/8/(ln n)3/8), and Breaker wins the gameD2(2 : (2 + )
√
n/ ln n) for any
 > 0, provided n is large enough.
Note that the random graph G(n, p) has diameter two with probability close to one if p > n−0.5+ , while this probability
is close to zero, if p > n−0.5− and n is large enough. The breaking point b0 of Theorem 2 is within that interval, so we may
say the Picker–ChooserD2(1 : b) game follows the probabilistic intuition.
To prove Theorem 2 we need to study the so-called degree games. Székely [20], Beck [4] and Balogh et al. [1] showed that
these games are interesting in their own right.
In such games one player tries to distribute his moves uniformly, while the other player’s goal is to obtain as many edges
incident to some vertex as possible. Given a graph G and a prescribed degree d, Maker and Breaker play an (a : b) game on
the edges of G. Maker wins by getting at least d edges incident to each vertex. For G = Kn and a = b = 1 this game was
investigated thoroughly in [20,4]. It was shown thatMaker wins if d < n/2−√n ln n, and Breaker wins if d > n/2−√n/12.
This is in agreement with the probabilistic intuition, since in Gn,1/2 the degrees of all vertices fall into the interval
[n/2−√n log n, n/2+√n log n] almost surely. We are interested only in the case of G = Kn.
Balogh et al. [1] proved the following lemma:
Lemma 7 ([1]). Let a ≤ n/(4 ln n) and n be large enough. Then Maker wins the (a : b) degree game on Kn if d < aa+bn −
6ab
(a+b)3/2
√
n ln n.
As we do not wish to develop the complete theory of P–C (C–P) degree games, we state only a simple form that suffices
for our needs and furthermore provides an elegant proof.
Lemma 8. Let b < n/(8 ln n) and n be large enough. Then Chooser wins the (1 : b) Chooser–Picker degree game on Kn if
d < n− 1− 3n/b.
4. Proofs
4.1. The case a = b = 1
Both directions of Theorem 2 rely heavily on theweight functionmethod. It is worth noting that it ismuch easier to prove
Picker’s win in a special case. A brief discussion needs to follow so that we can introduce some of the notions used later.
Observation. Picker wins the P–C gameD2(1 : 1) on the graph Kn, if n > 22.
Proof. Let us startwith a definition. Playing the game, Picker links a set of vertices, if he achieves that all the distances among
those are at most two.
At first Picker marks two non-incident edges (a, b) and (c, d). Chooser chooses one of them, for instance (c, d), while
(a, b) goes back to Picker. Then Picker picks all pairs of edges ((p, a), (p, b)) for p ∈ V \ {a, b} one by one. We can partition
V \ {a, b} = A∪ B, where A and B are the vertices connected directly to a and b, respectively. The vertices within A and B are
linked together, and both sets are linked to both a and b.
Say, that |A| ≥ |B|, which also means |A| ≥ 10. We show that Picker can get a complete matchingM for covering the
vertices of A, if A is even. If A is odd, Picker can get a matchingM and possibly a triangle T . Let the vertices of A be 1, . . . , k.
Picker offers the edges (1, 2) and (1, 3) and gets back, for example, the edge (1, 2). Then Picker offers the edges (3, 4) and
(3, 5) and again we may assume that the edge (3, 4) goes back to Picker and so on.
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IfA is even, Picker ends upwith the almost perfectmatchingM′ consisting of the edges {(i, i+1)}, for i = 1, 3, 5, . . . , k−2.
Then Picker offers the pair (1, k− 1), (2, k), and getting back, say, (1, k− 1). Finally, Picker offers the pair (2, k), (k− 1, k).
Obviously, either (k − 1, k) or (2, k) leads to a perfect matching M, since either M = M′ ∪ {k − 1, k}, or M =
{M′ \ {(1, 2)} ∪ {(1, k− 1), (2, k)}}.
If A is odd,M′ is the same as before, exposing only the vertex k. Picker may ask for (1, k), (3, k), then (5, k), (7, k). He
gets back two of these edges, say (1, k) and (5, k), and then asks for the pair (2, k), (6, k). This result is a matching and a
triangle, covering A.
Finally, Picker picks edges in pairs (b′, x), (b′, y), where (x, y) ∈ M, b′ ∈ B. It links vertex b′ to both x and y, or in case of
a triangle {i, i+ 1, k}, to these vertices. 
4.2. Proof of Lemma 8
First, we transfer the degree game to a P–C game played on a hypergraph. The hypergraphH = (V (H), E(H)) is such
that V (H) is the edges of Kn, while A ∈ E(H) iff |A| = d3n/be and all (graph) edges in A incident to a vertex x of Kn. To prove
the lemma, it is enough to show that Chooser wins a P–C game onH .
Let Chooser choose randomly and independently in each round, which means that Picker gets back any edge e with
probability 1/(b + 1). Hence, for any strategy of Picker, the probability that Picker gets every edge of an A ∈ E(H) is not
more than (b+ 1)−d3n/be. By the Boole’s inequality and since (nk) < (en/k)k, we have
Pr (Picker wins) ≤
∑
A∈E(H)
(b+ 1)−
⌈
3n
b
⌉
= n
(
n⌈ 3n
b
⌉)(b+ 1)−⌈ 3nb ⌉ ≤ n ( e
3
) 3n
b
< 1,
if b < n/(8 ln n), and n is large enough. This means that Picker cannot have a winning strategy, and since the game has only
two outcomes, Chooser must be the winner. 
To prove Theorem 2, we prove Lemma 5 first.
4.3. Proof of Lemma 5
We use weight functions, for more details see [14,6]. Let λ be such that λb = 2. The weight of an edge A isw0(A) = λ−|A|
at the beginning. The weight of A at the ith step is
wi(A) =
{
λ−|A|+k if Picker has no elements of A
0 otherwise,
where k is the number of vertices in A occupied byMaker (Chooser). Theweight of a vertex x ∈ V (H) iswi(x) =∑x∈Awi(A).
The total weight at the ith round iswi =∑A∈H wi(A).
Note that it is enough to show that Picker can guaranteewi < 1 for all i. Indeed, if Chooser occupies an edge A at the ith
round for some i, thenwi ≥ wi(A) = 1. We will see how Picker keepswi small.
In each step Picker marks b + 1 points and Chooser keeps b of those and one goes back to Picker. Thus, in each round i,
the number of unoccupied vertices of the hypergraph vi is decreased by b+ 1;
v0 = v, v1 = v − (b+ 1), . . . , v⌊ v
b+1
⌋ = vlast < b+ 1.
Let w˜ be the largest weight of a vertex in the ith round. By the pigeon hole principle, there must be b+ 1 vertices, such
that their weights are all in an interval I of length D = w˜(b+ 1)/vi. Picker picks those vertices. Let the endpoints of I be w
andw∗, that is I = [w,w∗].
The biggest possible growth of the total weight function occurs if one vertex has weight w, b vertices have weight w∗
and Chooser keeps those. So, if Picker picks these vertices, than the total weight in the (i + 1)th round can be bounded as
follows:
wi+1 ≤ wi − w + (λb − 1)w∗ ≤ wi + (λb − 2)w∗ + (w∗ − w) = wi + (λb − 2)w∗ + D.
Since λb = 2, we have thatwi+1 ≤ wi + D. Now we plug in that D = w˜(b+ 1)/vi and w˜ ≤ wi:
wi+1 ≤ wi + w˜(b+ 1)
vi
≤ wi + (b+ 1)wi
vi
≤ · · · ≤ w0
⌊
v
b+1
⌋
−1∏
k=0
(
1+ b+ 1
vk
)
.
To ease the notation let B = b+ 1, ` = ⌊ vb+1⌋, and we also use the inequality 1+ x < ex. We have that for all i = 0, . . . , `
wi ≤ w0
`−1∏
k=0
(
1+ B
v − iB
)
≤ w0 exp
{
`−1∑
k=0
B
v − iB
}
≤
w0 exp ln
v
B
= w0 vB = w0
v
b+ 1 =
v
b+ 1
∑
A∈E(H)
2−|A|/b < 1,
by the assumption of the lemma. 
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4.4. Proof of Theorem 2
The second part of the theorem, i.e. Chooser wins if b > 3
√
n, comes from Lemma 8. Let Chooser play accordingly to that
lemma, then Picker gets at most (3n/b) − 1 edges at any vertex x ∈ Kn, so the number of vertices that are linked to x is no
more than ((3n/b)− 1)2 < n− 1.
To prove the first part of the theorem implies more work. We split the vertices of the graph into three approximately
equal parts, X1, X2 and X3. (Let Xi be Xi mod 3 if i > 3.) The elements of Xi may be listed as 1, 2, . . . , n/3.2 E(Xi, Xj) denotes
the edges between the sets Xi and Xj.
We will play two different games among and inside the parts. At the first game we link the points of Xi using E(Xi, Xi+1),
for i = 1, 2, 3. At the second game we link the sets Xi with Xi+1 playing on the edges of Xi+1.
4.4.1. Linking vertices within Xi
The first game consists of n/3 auxiliary sub-games. At first, Picker links the vertices of Xi, for i = 1, 2, 3 playing on
E(Xi, Xi+1).
The 1st game: Picker asks for all the edges of the form (1, x), where 1 ∈ Xi and x ∈ Xi+1 are in arbitrary order. About⌊ bn/3c
b+1
⌋
of those edges go back to Picker. The set A1 = {x : Picker gets (1, x), x ∈ Xi+1}.
The 2nd game: Picker asks for all the edges of the form (2, x), where 2 ∈ Xi and x ∈ Xi+1, paying attention to get at least
one edge (2, x) such that x ∈ A1. The set A2 = {x : Picker gets (2, x), x ∈ Xi+1}.
In general:
The kth game: Picker asks for all the edges of the form (k, x), where k ∈ Xi and x ∈ Xi+1, paying attention to get at least
one edge to every A1, . . . , Ak−1. Again, the set Ak = {x : Picker gets (k, x), x ∈ Xi+1}.
Clearly, if Picker wins all auxiliary games 1, . . . , dn/3e, then he also links the vertices within Xi. Observe that Picker wins
the kth game iff Chooser cannot occupy completely any of the sets Ckj = {(k, x) : k ∈ Xi, x ∈ Aj}, where 1 ≤ j < k.
Furthermore, if Picker can win the last game, then he wins the jth game for j < d n3e. So, we have to consider only the last
game.
Picker applies Lemma 5. Here v = bn/3c and for all j ∈ {1, . . . , dn/3e} |Aj| = bbn/3c/(b+ 1)c > n/(3(b + 2)). All we
need to check is whether the inequality
v
b+ 1
∑
j
2−
|Aj |
b <
n
3(b+ 1)
dn/3e∑
i=1
2
− n
3(b+1)2 < 1
holds. Developing this formula, we get that the inequality holds if b ≤
√
n
8 log2 n
and n is large enough.
4.4.2. Linking vertices of Xi to Xi+1
Nowwe define a gamewhere the players play within Xi to link the vertices of Xi to Xi+1, i = 1, 2, 3 using the edges Picker
has already got in the first game.
For all j ∈ Xi+1 Picker wants to get an edge to every Ak, for k = 1, . . . , dn/3e. It obviously links j to all elements of Xi. As
before, it is enough to show that Chooser cannot occupy completely any of the sets Fk,j = {(x, j) : x ∈ Ak ∩ Xi+1, j ∈ Xi+1}.
The number of these sets is
(d n3e)2, and there are v = ( n32) edges within Xi+1. Plugging it into Lemma 5 we see Picker win
if ( n
3
2
)
b+ 1
(n
3
)2
2
− n
3(b+1)2 < 1.
The inequality above clearly holds if b ≤ √n/(16 log2 n), which completes the proof of Theorem 2. 
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