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BOUNDED-SIZE RULES: THE BARELY SUBCRITICAL REGIME
SHANKAR BHAMIDI, AMARJIT BUDHIRAJA, AND XUAN WANG
Abstract. Bounded-size rules(BSR) are dynamic random graph processes which incorpo-
rate limited choice along with randomness in the evolution of the system. Typically one starts
with the empty graph and at each stage two edges are chosen uniformly at random. One of
the two edges is then placed into the system according to a decision rule based on the sizes of
the components containing the four vertices. For bounded-size rules, all components of size
greater than some fixed K ≥ 1 are accorded the same treatment. Writing BSR(t) for the
state of the system with ⌊nt/2⌋ edges, Spencer and Wormald [24] proved that for such rules,
there exists a (rule dependent) critical time tc such that when t < tc the size of the largest
component is of order log n while for t > tc, the size of the largest component is of order n.
In this work we obtain upper bounds (that hold with high probability) of order n2γ log4 n,
on the size of the largest component, at time instants tn = tc − n
−γ , where γ ∈ (0, 1/4).
This result for the barely subcritical regime forms a key ingredient in the study undertaken
in [4], of the asymptotic dynamic behavior of the process describing the vector of component
sizes and associated complexity of the components for such random graph models in the
critical scaling window. The proof uses a coupling of BSR processes with a certain family
of inhomogeneous random graphs with vertices in the type space R+ ×D([0,∞) : N0) where
D([0,∞) : N0) is the Skorohod D-space of functions that are right continuous and have left
limits, with values in the space of nonnegative integers N0, equipped with the usual Skoro-
hod topology. The coupling construction also gives an alternative characterization (than the
usual explosion time of the susceptibility function) of the critical time tc for the emergence
of the giant component in terms of the operator norm of integral operators on certain L2
spaces.
1. Introduction
The classical Erdo˝s-Re´nyi random graph can be thought of as a dynamic random graph
process on the vertex set [n] := {1, 2, . . . , n}, where one starts with the empty graph 0n
(the graph with n vertices and no edges) and at each discrete time step chooses an edge
uniformly at random and places it in the configuration. Denote by ER(n)(t) for the state of
the graph obtained after ⌊nt/2⌋ steps. For any graph G, denote Ci(G) for the i-th largest
component, and |Ci(G)| for its size (number of vertices). Classical results ([7,11,12]) say that
for fixed t < 1, the size of the largest component |C1(ER(n)(t))| is O(log n) while for t > 1,
|C1(ER(n)(t))| ∼ f(t)n. Here f(t) > 0 is the survival probability of an associated supercritical
branching process. For t > 1, the size of the second largest component |C2(ER(n)(t))| =
O(log n). The largest component is often referred to as as the giant component.
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There have been several works aimed at understanding the nature and emergence of this
giant as t transitions from below to above tc = 1 ([2, 13]). In recent years, motivated by
a question of Achlioptas, there has been a significant interest in investigating more general
dynamical random graph models. The driving theme has been to understand the role of
limited choice along with randomness in the evolution of the network, in particular the time
and nature of emergence of the giant component. The simplest such model that has been
rigorously analyzed, referred to as the Bohman-Frieze process, can be described as follows.
Start with the empty graph at time t = 0. At each discrete time step, choose two edges e1, e2
uniformly at random amongst all pairs of ordered edges. Place edge e1 = (v1, v2) if both end
points v1, v2 are isolated vertices (components of size one), otherwise use edge e2.
Despite this conceptually simple modification of the standard Erdo˝s-Re´nyi random graph
process, a rigorous understanding of this process turns out to be non-trivial. Write BF(n)(t)
for the state of the system when we have placed ⌊nt/2⌋ edges. Bohman and Frieze ([5, 6])
showed that there exists a time t > 1 and ε ∈ (0, 1) such that the size of the largest component
|C1(BF(n)(t))| = o(nε). Thus this simple modification delays the time of emergence of a giant
component.
In [24], these results were substantially refined and extended to the context of all bounded-
size rules (BSR) which we now describe.
The bounded-size K-rule process {BSR(n)(t)}t≥0. Fix K ≥ 0, this will be a parameter
in the construction of the process. Bounded-size rules treat all components of size greater than
K in an identical fashion. Let ΩK = {1, 2, . . . ,K,̟}. Conceptually ̟ represents components
of size greater than K. Given a graph G and a vertex v ∈ G, write Cv(G) for the component
that contains v. Define
cG(v) :=
{ |Cv(G)| if |Cv(G)| ≤ K
̟ if |Cv(G)| > K (1.1)
For a quadruple of (not necessarily distinct) vertices v1, v2, v3, v4, write ~v for the ordered
quadruple ~v = (v1, v2, v3, v4). Let cG(~v) = (cG(v1), cG(v2), cG(v3), cG(v4)). Fix F ⊆ Ω4K .
The set F will be another parameter in the construction of the process. The F -bounded-size
rule(F -BSR) is defined as follows:
(a) At time k = 0 start with the empty graph BSR(n)0 := 0n on [n] vertices.
(b) For k ≥ 0, having constructed the graph BSR(n)k , construct BSR(n)k+1 as follows. Choose
4 vertices ~v = (v1, v2, v3, v4) uniformly at random amongst all n
4 possible quadruples and
let ck(~v) = cBSRk(~v). If ck(~v) ∈ F then BSR(n)k+1 = BSR(n)k ∪ (v1, v2) else BSR(n)k+1 =
BSR(n)k ∪ (v3, v4).
We are interested in the dynamics of the rescaled process BSR(n)(t) = BSR(n)⌊nt/2⌋. Mathemat-
ically it is more convenient to work with a formulation in which edges are added at Poissonian
time instants rather than at fixed discrete times. More precisely, we will consider the follow-
ing random graph process (denoted once more as BSR(n)(t)). For every quadruple of vertices
~v = (v1, v2, v3, v4) ∈ [n]4, let P~v be a Poisson process with rate 1/2n3, independent between
quadruples. Note that this implies that the rate of creation of edges is n4 × 1/2n3 = n/2.
Thus we have sped up time by a factor n/2 as in the above discrete time construction. Start
with BSR(n)(0) = 0n. For any t ≥ 0, at which there is a point in P~v for a quadruple ~v ∈ [n]4,
define
BSR(n)(t) =
{
BSR(n)(t−) ∪ (v1, v2) if ct−(~v) ∈ F
BSR(n)(t−) ∪ (v3, v4) otherwise, (1.2)
where ct−(~v) = cBSR(t−)(~v).
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Two examples of such processes are Erdo˝s-Re´nyi process (here K = 0, ΩK = {̟} and
F = {(̟,̟,̟,̟)}) and Bohman-Frieze process (here K = 1, ΩK = {1,̟} and F =
{(1, 1, j3, j4) : j3, j4 ∈ ΩK}). Spencer and Wormald[24] showed that every bounded-size rules
exhibits a phase transition similar to the Erdo˝s-Re´nyi random graph process. More precisely,
write C(n)i (t) for the i-th largest component in BSR(n)(t), and |C(n)i (t)| for the size of this
component. Define the susceptibility function
S2(t) =
∞∑
i=1
|C(n)i (t)|2. (1.3)
Then [24] proves the following result.
Theorem 1.1 (Theorem 1.1, [24]). Fix F ∈ Ω4K . Then for the random graph process associ-
ated with the F -BSR, there exists deterministic monotonically increasing function s2(t) and
a critical time tc such that limt↑tc s2(t) =∞ and
S2(t)
n
P−→ s2(t) as n→∞, for all t ∈ [0, tc).
For fixed t < tc, |C(n)1 (t)| = O(log n) while for t > tc, |C(n)1 (t)| = ΘP (n).
Here we use o,O,Θ in the usual manner. Given a sequence of random variables {ξn}n≥1
and a function f(n), we say ξn = O(f) if there is a constant C such that ξn ≤ Cf(n) with
high probability (whp), and we say ξn = Ω(f) if there is a constant C such that ξn ≥ Cf(n)
whp. Say that ξn = Θ(f) if ξn = O(f) and ξn = Ω(f). In addition, we say ξn = o(f) if
ξn/f(n)
P−→ 0.
Thus as t transitions from less than tc to greater than tc, the size of the largest component
jumps from size O(log n) to a giant component Θ(n). The aim of this work is to study the
barely subcritical regime, i.e. to analyze the behavior of the size of the largest component at
times t = tc − εn where εn → 0. The following is the main result.
Theorem 1.2 (Barely subcritical regime). Fix F ⊂ Ω4K and γ ∈ (0, 1/4). Then there
exists B ∈ (0,∞) such that,
P
{
|C(n)1 (t)| ≤ B
(log n)4
(tc − t)2 , ∀t ≤ tc − n
−γ
}
→ 1,
as n→∞.
As another consequence of our proofs, we obtain an alternative characterization of the
critical time for a bounded-size rule given in Theorem 1.3 below. Let X = [0,∞)×D([0,∞) :
N0) where D([0,∞) : N0) is the Skorohod D-space of functions that are right continuous
and have left limits with values in the space of nonnegative integers, equipped with the
usual Skorohod topology. Given a finite measure µ on (X ,B(X )) and a measurable map
κ : X × X → [0,∞) satisfying ∫X×X κ2(x,y)µ(dx)µ(dy) < ∞, define the integral operator
K : L2(X , µ)→ L2(X , µ) as
Kf(x) =
∫
X
κ(x,y)f(y)µ(dy), f ∈ L2(X , µ), x ∈ X .
We refer to κ as a kernel on X ×X and K as the integral operator associated with (κ, µ). We
will show the following result.
Theorem 1.3 (Characterization of the critical time). Fix F ⊂ Ω4K . Then there exists
a collection of kernels {κt}t≥0 on X ×X and finite measures {µt}t≥0 on (X ,B(X )) such that
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the integral operators Kt associated with (κt, µt), t > 0, have the property that the operator
norms ρ(t) = ‖Kt‖ are continuous and strictly increasing in t. Furthermore, tc is the unique
time instant such that ρ(tc) = 1.
See Section 4.3 for a precise definition of κt and µt. We postpone the discussion of the
connection between the integral operators in Theorem 1.3 and the BSR processes to Section
2. Using arguments similar to [17] for the Bohman-Frieze model, one can show that for any
fixed ε > 0, the size of the largest component at time t = tc − ε can be lower bounded as
|C(n)1 (t)| ≥ A log n/(tc − t)2 where A is a constant independent of ε. Thus up to logarithmic
factors one expects the upper bound in Theorem 1.2 to be tight.
Theorem 1.2 plays a central role in the study of the asymptotic dynamic behavior of the
process describing the vector of component sizes and associated surpluses for BSR processes in
the critical scaling window and its connections with the augmented multiplicative coalescent
process. This study is the subject of [4] to which we refer the reader for details.
1.1. Organization of the paper. The paper is organized as follows. In Section 2 we give a
discussion of the main result. Section 3 collects some notation used in this work. In Section
4 we introduce and analyze certain inhomogeneous random graph processes associated with
the BSR process. Finally, in Section 5 we complete the proofs of Theorems 1.2 and 1.3.
2. Discussion
We now give some background, open problems and general discussion of the results in this
work.
2.1. Subcritical and supercritical random graphs: There has been a considerable inter-
est in understanding various properties of random graph models in the barely subcritical and
supercritical regime, see for example ([15,16,21]) for various results on complex network mod-
els such as the configuration model in the subcritical regime, [10,18] for structural properties
of such graphs including mixing times of the nearly supercritical Erdo˝s-Re´nyi random graph,
[25] for an analysis of the Hamming cube near the critical regime and [8] for an extensive
analysis of a general class of the inhomogeneous random graphs. In recent years there has
been a significant effort in understanding a special (non-bounded-size) rule called the Product
rule ([1]), where one uses the edge that minimizes the product of the components at the end
points. Simulations in [1] suggest that the nature of the emergence of the giant component
is different from that observed for rules such as the Erdo˝s-Re´nyi or Bohman-Frieze process.
Conceptually such rules tend to be harder to analyze since one needs to keep track not just
of vertices in components upto size K for K < ∞ but for all K. There has been recent
progress in understanding such rules [22]. The subcritical regime for such processes has been
studied in [23] where it is shown that there exists a critical time tc such that for t > tc, the
susceptibility function defined as in (1.3) satisfies S2(t)/n P−→ ∞ as n → ∞. Furthermore
there exist functions {fk(·)}k≥1 such that for t < tc the proportion of vertices in components
of size k remains closely concentrated about fk(t) as n→∞.
For bounded-size rules, the only known results in the barely subcritical regime are in the
context of the Bohman-Frieze process in [17] and [3] (also see [14] where scaling exponents
for susceptibility functions in the Bohman-Frieze process were derived). In [17] it was shown
that for fixed ε, the largest component in the Bohman-Frieze process at time tc − ε satisfies
|C1(BF(n)(tc − ε))| = Θ(log n/ε2). In [3], upper bounds when ε = εn, where εn → 0, were
obtained and a result analogous to Theorem 1.2 was shown using the special structure of
certain differential equations associated with the Bohman-Frieze process.
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2.2. Optimal scaling and open questions: Note that for a fixed ε > 0, Theorem 1.2
gives an upper bound of B(log n)4/ε2. One would expect, similar to the special case of the
Bohman-Frieze process treated in [17], that for fixed ε, |C1(BF(n)(tc − ε))| = Θ(log n/ε2). It
would be interesting to see if the results in the paper can be refined to prove this result for
general bounded-size rules. Also note that Theorem 1.2 considers time instants tn = tc−n−γ
for γ ∈ (0, 1/4). A separate analysis that uses this result as a starting point is carried out in
[4] to treat the component sizes in the critical scaling window i.e. when γ = 1/3. It would be
interesting to extend the analysis of the current paper to get refined estimates on the size of
the largest component when γ ∈ [1/4, 1/3).
2.3. Connection to the discrete time system: We use the continuous time construction
given in terms of Poisson processes, as opposed to the discrete time construction, for math-
ematical convenience (see e.g. the various martingale estimates in Section 4). It is easy to
show that in the continuous time construction, by time tn = tc − n−γ , the number of edges
in the system is of the order ntc − n1−γ + O(
√
n). Using this and the monotonicity of the
process it is easy to check that Theorem 1.2 holds for the discrete time version as well.
3. Notation
We collect some notation used through the rest of the paper. All unspecified limits are
taken as n→∞. We use P−→ and d−→ to denote convergence in probability and in distribution
respectively. Given a sequence of events {En}n≥1, we say En occurs with high probability
(whp) if P{En} → 1.
For a set S and a function g : S → Rk, we write ||g||∞ =
∑k
i=1 sups∈S |gi(s)|, where
g = (g1, · · · gk). For a Polish space S, we denote by BM(S), the space of bounded measurable
functions on S (equipped with the Borel sigma-field B(S).) For a finite set S, |S| denotes the
number of elements in the set. N0 is the set of nonnegative integers. For ease of notation, we
shall often suppress the dependence on n and shall write for example BSR(t) = BSR(n)(t).
Recall the Poisson processes P~v used to construct BSR(·) in Section 1. Let {Ft}t≥0 be
the associated filtration: Ft = σ
{P~v(s) : s ≤ t, ~v ∈ [n]4}. We shall often deal with {Ft}-
semimartingales {J(t)}t≥0 of the form
dJ(t) := α(t)dt + dM(t), (3.1)
where M is a {Ft} local martingale. We shall denote α = d(J) and M = M(J). For a local
martingale M(t), we shall write 〈M,M〉(t) for the predictable quadratic variation process
namely the predictable process of bounded variation such that M(t)2 − 〈M,M〉(t) is a local
martingale.
4. Inhomogeneous random graphs
Fix K ≥ 0 and a general bounded-size rule F ⊆ Ω4K and recall that {BSR(t)}t≥0 denotes
the continuous time bounded-size rule process started with the empty graph at t = 0. Note
that K = 0 case corresponds to the Erdo˝s-Re´nyi random graph process for which results such
as Theorem 1.2 are well known. Thus, henceforth we shall assumeK ≥ 1. We begin in Section
4.1 by analyzing the proportion of vertices in components of size i for i ≤ K. As shown in [24],
these converge to a set of deterministic functions which can be characterized as the unique
solution of a set of differential equations. We will need precise rates of convergence for these
proportions which we establish in Lemma 4.2. We then study the evolution of components of
size larger than K in Section 4.2. Finally, we relate the evolution of these components to an
inhomogeneous random graph (IRG) model in Section 4.3.
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4.1. Density of vertices in components of size bounded by K. Recall from Section 1,
(1.1) that ct(v) = cBSR(t)(v), for v ∈ [n]. For t ≥ 0 and i ∈ ΩK , define
Xi(t) = | {v ∈ [n] : ct(v) = i} | and x¯i(t) = Xi(t)/n. (4.1)
Following [24], the first step in analyzing bounded-size rules is understanding the evolution of
x¯i(·) as functions of time as n→∞. Although [24] proves the convergence of x¯i(t) as n→∞,
we give here a self contained proof of this convergence with precise rates of convergence that
will be needed in the proof of Theorem 1.2.
Note that the BSR process changes values at the occurrence of points in the Poisson pro-
cesses P~v, ~v ∈ [n]4. We call each such occurrence as a ‘round’ and call a round redun-
dant if the added edge in that round joins two vertices in the same component. Note
that such rounds do not have any effect on component sizes or on the vector x¯(t) =
(x¯1(t), x¯2(t), . . . , x¯K(t), x¯̟(t)). We will in fact observe that such rounds are quite rare. We
now describe the effect of non-redundant rounds on x¯(·). For ~j ∈ Ω4K and i ∈ ΩK , write
∆(~j; i) for the change ∆Xi(t) := Xi(t)−Xi(t−) at an occurrence time t if the chosen quadru-
ple ~v ∈ [n]4 satisfies ct−(~v) = ~j and the round is not redundant. It is easy to check (see
Section 2.1, [24]) that, when ~j = (j1, j2, j3, j4) ∈ F ,
∆(~j; i) = i · (1{j1+j2=i} − 1{j1=i} − 1{j2=i}), for 1 ≤ i ≤ K,
∆(~j;̟) = 1{j1+j2=̟}(j11{j1≤K} + j21{j2≤K}),
with the convention j1 + j2 = ̟ when the sum of j1, j2 is greater than K, and j1 + ̟ =
̟+ j1 = ̟ for all j1 ∈ ΩK . For ~j = (j1, j2, j3, j4) ∈ F c one uses the second edge {v3, v4} and
the expressions for ∆(~j; i) are identical to the above, with (j3, j4) replacing (j1, j2). Note that
the corresponding change in the density x¯i(t) = Xi(t)/n is given by ∆(~j; i)/n. For ~j ∈ Ω4K
and t > 0, write
Q(t;~j) :=
{
~v ∈ [n]4 : ct(~v) = ~j
}
.
Since each quadruple ~v ∈ [n]4 is selected according to the Poisson process P~v with rate 1/2n3,
the above description of the jumps of Xi(·) leads to a semi-martingale decomposition of x¯i of
the form (3.1) with
d(x¯i)(t) =
∑
~j∈F
∑
~v∈Q(t;~j)
∆(~j; i)
2n4
1 {Cv1(t) 6= Cv2(t)}+
∑
~j∈F c
∑
~v∈Q(t;~j)
∆(~j; i)
2n4
1 {Cv3(t) 6= Cv4(t)} ,
(4.2)
where Cv(t) := Cv(BSR(t)) denotes the component containing v in BSR(t).
Define for i ∈ ΩK , the functions Fi : [0, 1]K+1 → R mapping the vector x =
(x1, x2, ..., xK , x̟) ∈ RK+1 to
F xi (x) =
1
2
∑
~j∈F
∆(~j; i)xj1xj2xj3xj4 +
1
2
∑
~j∈F c
∆(~j; i)xj1xj2xj3xj4 . (4.3)
Note that |∆(~j; i)| ≤ 2K for all ~j ∈ Ω4K . Also,
max


∑
~j∈F
∑
~v∈Q(t;~j)
1 {Cv1(t) = Cv2(t)} ,
∑
~j∈F c
∑
~v∈Q(t;~j)
1 {Cv3(t) = Cv4(t)}

 ≤ n3K.
Thus we have
|d(x¯i)(t)− F xi (x¯(t))| ≤
2K
2n4
· 2Kn3 = 2K
2
n
. (4.4)
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Note that x¯1(0) = 1 while x¯i(0) = 0 for other i ∈ ΩK . Guided by equations (4.2) – (4.4), [24]
considered the system of differential equations for x(t) := (xj(t) : j ∈ ΩK)
x′i(t) = F
x
i (x(t)), i ∈ ΩK , t ≥ 0, x(0) = (1, 0, ..., 0), (4.5)
and showed the following result.
Theorem 4.1 (Theorem 2.1, [24]). Equation (4.5) has a unique solution. For all i ∈ ΩK and
t > 0, xi(t) > 0. Furthermore
∑
i∈ΩK
xi(t) = 1 and limt→∞ x̟(t) = 1.
The paper [24] also showed that the functions x¯i(t)
P−→ xi(t) for each fixed t ≥ 0. We will
need precise rates of convergence for our proofs for which we establish the following result.
Lemma 4.2. Fix δ ∈ (0, 1/2) and T > 0. There exist C1, C2 ∈ (0,∞) such that for all n,
P
(
sup
i∈ΩK
sup
s∈[0,T ]
|x¯i(t)− xi(t)| > n−δ
)
< C1 exp
(
−C2n1−2δ
)
.
Proof. Note that F xi (·) is a Lipchitz function, indeed for x, x˜ ∈ [0, 1]K+1,
|F xi (x)− F xi (x˜)| ≤ 4K(K + 1)4
∑
i∈ΩK
|xi − x˜i| ≤ 4K(K + 1)5 sup
i∈ΩK
|xi − x˜i|.
Write D(t) := supi∈ΩK |x¯i(t)−xi(t)| andMi(t) :=M(x¯i)(t). Using (4.4), we get for all i ∈ ΩK
and t ∈ [0, T ],
|x¯i(t)− xi(t)| ≤
∫ t
0
|F xi (x¯(s))− F xi (x(s))|ds + T ·
2K2
n
+ |Mi(t)|
≤4K(K + 1)5
∫ t
0
D(s)ds+ T · 2K
2
n
+ |Mi(t)|.
Taking supi∈ΩK on both sides and using Gronwall’s lemma we have
sup
t∈[0,T ]
D(t) ≤
(
sup
i∈ΩK
sup
t∈[0,T ]
|Mi(t)|+ 2TK
2
n
)
e4K(K+1)
5T .
Thus, for a suitable d1 ∈ (0,∞),
P
{
sup
t∈[0,T ]
D(t) > n−δ
}
≤
∑
i∈ΩK
P
{
sup
t∈[0,T ]
|Mi(t)| > d1n−δ
}
. (4.6)
To complete the proof we will use exponential tail bounds for martingales. From Theorem 5
in Section 4.13 of [19] we have that, for a square integrable martingale M with M(0) = 0,
|∆M(t)| ≤ c for all t, and 〈M,M〉(T ) ≤ Q, a.s., for some c,Q ∈ (0,∞),
P
{
sup
0≤t≤T
|M(t)| > α
}
≤ 2 exp
{
− sup
λ>0
[αλ−Qψ(λ)]
}
, for all α > 0,
where ψ(λ) = e
λc−1−λc
c2
. Optimizing over λ, we get the bound
P
{
sup
0≤t≤T
|M(t)| > α
}
≤ 2 exp
{
−α
c
log
(
1 +
αc
Q
)
+
[
α
c
− Q
c2
log
(
1 +
αc
Q
)]}
. (4.7)
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In our context, note that for any i ∈ ΩK , |∆Mi(t)| = |∆x¯i(t)| ≤ 2K/n. Also, the total rate
of jumps is bounded by n4 · 1
2n3
. Thus for all i ∈ ΩK , the quadratic variation process
〈Mi,Mi〉(T ) ≤
∫ T
0
(
2K
n
)2
× n
4
2n3
dt =
2K2T
n
.
Taking α = d1n
−δ, Q = 2K2T/n and c = 2K/n in (4.7) completes the proof. 
4.2. Evolution of components of size larger than K. Let BSR∗(t) denote the subgraph
of BSR(t) consisting of components of size greater than K. In this section, we will focus
on the dynamics and evolution of BSR∗(t). Note that BSR∗(0) = ∅, i.e. a graph with no
vertices or edges. As time progresses components of size less than K merge and components
of size greater than K emerge. Three distinct types of events affect the evolution BSR∗(t):
1. Immigration: This occurs when two components of size ≤ K merge into a single com-
ponent of size > K. We view the resulting component as a new immigrant into BSR∗(t).
Note that the first component to appear in BSR∗(t) is an immigrant.
2. Attachments: This occurs when a component of size ≤ K gets linked to a component
of size larger than K. The former component enters BSR∗(t) via attaching itself to a
component of size larger than K.
3. Edge formation: Two distinct components of size larger than K merge into a single
component via formation of an edge between these components. In this case, the vertex
set of BSR∗(t) remains unchanged.
We now introduce some functions that describe the rate of occurrence for each of the three
types of events. For i1, i2 ∈ ΩK , define F xi1,i2 : [0, 1]K+1 → R as
F xi1,i2(x) =
1
2

 ∑
~j∈F :{j1,j2}={i1,i2}
xj1xj2xj3xj4 +
∑
~j∈F c:{j3,j4}={i1,i2}
xj1xj2xj3xj4

 . (4.8)
For i1, i2 ≤ K, denote n · Ri1,i2(t) as the rate at which two components of size i1, i2 merge.
When i1 6= i2, this rate is precisely
(2n3)−1[
∑
~j∈F
{j1,j2}={i1,i2}
Xj1(t)Xj2(t)Xj3(t)Xj4(t) +
∑
~j∈F
{j3,j4}={i1,i2}
Xj1(t)Xj2(t)Xj3(t)Xj4(t)] := n · F xi1,i2(x¯(t)).
Thus Ri1,i2(t) = F
x
i1,i2
(x¯(t)). The case i1 = i2 ≤ K is more subtle due to redundant rounds
linking vertices in the same component. The rate of redundant rounds can be bounded by
1
2n3
·Kn3 · 2 = K, from which it follows that
|Ri,i(t)− F xi,i(x¯(t))| ≤
K
n
.
The case i1 = i2 = ̟ corresponds to creation of edges in BSR
∗(t) and n · F x̟,̟(x¯(t)) is the
rate of creation of such edges.
We now give expressions for the rates for the three types of events that govern the evolution
of BSR∗(t). The convention followed for the rest of this section is that for i1, i2 ∈ ΩK ,
i1 + i2 = ̟ when the sum of is greater than K, and ̟ + i1 = i1 +̟ = ̟ for all i1 ∈ ΩK .
I. Immigrating vertices: For 1 ≤ i ≤ K, write Ii(t) := n · a∗i (t) for the rate at which
components of size K + i immigrate into BSR∗(t) at time t. Using the above expressions for
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the rate of merger of components of various sizes we have∣∣∣∣∣∣a∗i (t)−
∑
1≤ii,i2≤K:i1+i2=K+i
F xi1,i2(x¯(t))
∣∣∣∣∣∣ ≤
K
n
. (4.9)
As before the error is due to redundant rounds which can only occur for i1 = i2 = (K + i)/2
(and when (K + i)/2 is an integer). Now define functions F ai : [0, 1]
K+1 → R+, and ai(·) :
[0,∞)→ [0,∞) by
F ai (x) =
∑
1≤ii,i2≤K,
i1+i2=K+i
F xi1,i2(x), ai(t) = F
a
i (x(t)), (4.10)
where x(t) is as in (4.5). Then (4.9) says that
sup
t∈[0,∞)
|a∗i (t)− F ai (x¯(t))| ≤ K/n. (4.11)
Note that for any δ < 1, the error term in (4.11) is o(n−δ). Using this observation along
with the Lipschitz property of Fi1,i2 , we have from Lemma 4.2 that for any fixed T > 0 and
δ < 1/2,
P( sup
1≤i≤K
sup
s∈[0,T ]
|a∗i (t)− ai(t)| > n−δ) ≤ C1 exp(−C2n1−2δ). (4.12)
The constants C1, C2 here may be different from those in Lemma 4.2, however for notational
ease we use the same symbols.
II. Attachments: Fix 1 ≤ i ≤ K and a vertex v contained in a component in BSR∗(t).
Let, for i ≤ K, c∗i (t) denote the rate at which a component of size i attaches itself to the
component of v through an edge connecting the former component to v. This rate can
be calculated as follows. First note that the total rate of merger between a component of
size i with a component in BSR∗(t) is n · F xi,̟(x¯(t)). Since there are X̟(t) vertices in
BSR∗(t) each of which has the same probability of being the vertex through which this
attachment event happens, the rate at which a component of size i attaches to v is given by
nF xi,̟(x¯(t))/X̟(t) = F
x
i,̟(x¯(t))/x¯̟(t). Since x̟ is a factor of F
x
i,̟(x), c
∗
i (t) is a polynomial
in x¯(t). Define the functions F ci : [0, 1]
K+1 → R and ci(·) : R+ → R+ as
F ci (x) = F
x
i,̟(x)/x̟, ci(t) = F
c
i (x(t)). (4.13)
Then c∗i (t) = F
c
i (x¯(t)). Once again using Lemma 4.2 we get for any δ < 1/2 and T > 0,
P( sup
1≤i≤K
sup
s∈[0,T ]
|c∗i (t)− ci(t)| > n−δ) ≤ C1 exp(−C2n1−2δ). (4.14)
III. Edge formation: Note that the rate of creation of an edge between vertices in BSR∗(t)
is nF x̟,̟(x¯(t)). Since such an edge is equally likely to be between any of the X
2
̟(t) pairs of
vertices in BSR∗(t), we have that the rate of creation of an edge between specified vertices
{v1, v2} with v1, v2 ∈ BSR∗(t) is b∗(t)/n where b∗(t) = F x̟,̟(x¯(t))/x2̟(t). Define F b :
[0, 1]K+1 → R and b(·) : R+ → R+ as
F b(x) = F x̟,̟(x)/x
2
̟ and b(t) = F
b(x(t)). (4.15)
Once more it is clear that F b(x) is a polynomial and furthermore b∗(t) = F b(x¯(t)), so by
Lemma 4.2, for any δ < 1/2 and T > 0,
P( sup
s∈[0,T ]
|b∗(t)− b(t)| > n−δ) ≤ C1 exp(−C2n1−2δ). (4.16)
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Write a(t) := {ai(t)}1≤i≤K and c(t) := {ci(t)}1≤i≤K . We refer to (a, b, c) as rate functions.
In the proposition below we collect some properties of these rate functions. These properties
are easy consequences of Theorem 4.1.
Proposition 4.3. (a) For all 1 ≤ i ≤ K and t > 0, b(t), ai(t), ci(t) > 0.
(b) We have
‖a‖∞ := sup
t≥0
K∑
i=1
ai(t) ≤ 1/2, ‖c‖∞ := sup
t≥0
K∑
i=1
ci(t) ≤ 1/2, ‖b‖∞ := sup
t≥0
b(t) ≤ 1/2.
(c) limt→∞ b(t) = 1/2.
Proof: Part(a) follows from Theorem 4.1 and the definition of the functions. For (b)
observe that
K∑
i=1
ai(t) =
K∑
i=1
F ai (x(t)) ≤
1
2
∑
~j∈ΩK
xj1(t)xj2(t)xj3(t)xj4(t) =
1
2

∑
i∈ΩK
xi(t)


4
=
1
2
.
Statements on ‖c‖∞, ‖b‖∞ follow similarly.
For (c), note that F x̟,̟(x) ≥ x4̟/2 since when all the four vertices selected are from
components of size greater than K, two components of size greater than K will surely be
linked. From Theorem 4.1 limt→∞ x̟(t) = 1 and thus lim supt→∞ b(t) ≥ x2̟(t)/2. The result
now follows on combining this with (b). 
4.3. Connection to inhomogeneous random graphs. In this section, we describe the
inhomogeneous random graph (IRG) models that have been studied extensively in [8], and
then approximate BSR∗(t) by a special class of such models. We will in fact use a variation of
the models in [8] which uses a suitable weight function to measure the volume of a component.
We begin by defining the basic ingredients in this model. Let X be a Polish space, equipped
with the Borel σ-field B(X ). We shall sometimes refer to this as the type space. Let µ be
a non-atomic finite measure on X which we shall call the type measure on X . A kernel
will be a symmetric non-negative product measurable function κ : X ×X → R and a weight
function φ : X → R will be a non-negative measurable function on X . We call such a
quadruple {X , µ, κ, φ} a basic structure.
The inhomogeneous random graph with weight function (IRG): Associated with
a basic structure {X , µ, κ, φ}, the IRG model RG(n)(X , µ, κ, φ) is a random graph described
as follows:
(a) Vertices: the vertex set V of this random graph is a Poisson point process on the space
X with intensity measure nµ.
(b) Edges: an edge is added between vertices x,y ∈ V with probability 1∧ κ(x,y)n , independent
across different pairs. This defines the random graph.
(c) Volume: The volume of a component C of RG(n)(X , µ, κ, φ) is defined as
volφ(C) :=
∑
x∈C
φ(x). (4.17)
For the rest of this section we take
X := [0,∞)×W where W := D([0,∞) : N0). (4.18)
We first describe how, for each t > 0, BSR∗(t) can be identified with a random graph
with vertex set in X . Recall the three types of events governing the evolution of BSR∗(t),
described in Section 4.2. Each component in BSR∗(t) contains at least one group of K + i
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vertices, i = 1, · · · ,K which appeared at instant s ≤ t in BSR∗(·), as an immigrant. We
denote the collection of all such groups as Imm(t). For C ∈ Imm(t), we denote by τC ∈ (0, t]
the instant this immigrant appears. Also, to each C ∈ Imm(t), we associate a path in
D([0,∞) : N0), denoted as wC , such that wC(s) = 0 for all s < τC ; wC(s) = wC(t) for all
s ∈ [t,∞); and for s ∈ [τC , t], wC(s) = |AC(s)|, where AC(s) denotes the component that is
formed by C and all the attachment components that link to C over the time interval [τC , s].
Then {(τC , wC) : C ∈ Imm(t)} is a point process on X and forms the vertex set of a random
graph which we denote by Γ(t). We form edges between any two vertices (τC , wC), (τ
′
C , w
′
C)
in Γ(t) if the components AC(t) and AC′(t) are directly linked by some edge in BSR∗(t).
Define, for t > 0, the weight function φt : X → [0,∞) as
φt(x) = φt(s,w) = w(t), x = (s,w) ∈ X . (4.19)
Note that by construction there is a one to one correspondence between the components in
BSR∗(t) and the components in Γ(t). For a component C0 in BSR∗(t), denote by IC0 the
corresponding component in Γ(t). Then note that
|C0| = volφt(IC0). (4.20)
We will now describe inhomogeneous random graph models that approximate Γ(t) (and
hence BSR∗(t)). Given a set of nonnegative continuous bounded functions α = {αi}1≤K ,
β and γ = {γi}1≤i≤K on [0,∞) we construct, for each t > 0, type measures µt(α, β,γ)
and kernels κt(α, β,γ) on X as follows. For i = 1, · · ·K and s ∈ [0,∞), denote by ν˜s,i
the probability law on D([s,∞) : N0) of the Markov process {w˜(r)}r∈[s,∞) with infinitesimal
generator
(A(u)f)(k) =
K∑
j=1
kγj(u)(f(k + j)− f(k)), f ∈ BM(N0) (4.21)
and initial condition w˜(s) = K+ i. In words, this is a pure jump Markov process which starts
at time s at state K+ i and then at any time instant u > s, has jumps of size j at rate γj(u).
Denote by νs,i the probability law on D([0,∞) : N0) of the stochastic process {w(r)}r∈[0,∞),
defined as
w(r) = w˜(r) for r ≥ s , w(r) = 0 otherwise. (4.22)
Now define the finite measure µt(α, β,γ) ≡ µt as∫
X
f(x)dµt(x) =
K∑
i=1
∫ t
0
αi(u)
(∫
W
f(u,w)νu,i(dw)
)
du, f ∈ BM(X ). (4.23)
Next, define the kernel κt(α, β,γ) ≡ κt on X × X as
κt(x,y) = κt((s,w), (r, w˜)) =
∫ t
0
w(u)w˜(u)β(u)du, x = (s,w),y = (r, w˜) ∈ X . (4.24)
With the above choice of µt, κt and with weight function φt as in (4.19) we now construct the
random graph RG(n)(X , µt, κt, φt) which we denote by RG(n)(α, β,γ)(t). We will refer to
the set of functions (α, β,γ) as above, as rate functions. These rate functions will typically
arise as small perturbations of the functions (a, b, c), thus in view of Proposition 4.3(b) it
will suffice to consider (α, β,γ) such that max{||α||∞, ||β||∞, ||γ||∞} < 1. Throughout this
work we will assume that all rate functions (and their perturbations) satisfy this bound.
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The following key result says that for large n, Γ(t) is suitably close to RG(a, b, c)(t), where
(a, b, c) are the rate functions introduced below (4.16). In order to state the result precisely,
we extend the notion of a “subgraph” to the setting with type space X and weight function
φ. For i = 1, 2, consider graphs Gi, with finite vertex set Vi ⊂ X and edge set Ei. We say G1
is a subgraph of G2, and write G1 ⊂ G2, if there exists a one to one mapping Ψ : V1 → V2
such that
(i) φ(x) ≤ φ(Ψ(x)), for all x ∈ V1.
(ii) {x1,x2} ∈ E1 implies {Ψ(x1),Ψ(x2)} ∈ E2.
Lemma 4.4. Fix δ ∈ (0, 1/2) and let εn = n−δ, n ≥ 1. Define, for t > 0, the set of functions
a−(t) := {(ai(t)− εn) ∨ 0}1≤i≤K , a+(t) := {ai(t) + εn}1≤i≤K and similarly c−(t), c+(t) and
b−(t), b+(t). Define the inhomogeneous random graphs (IRG) with the above rate functions by
RG−(t) := RG(a−, b−, c−)(t), RG+(t) := RG(a+, b+, c+)(t).
Then for every T > 0 there exist C3, C4 ∈ (0,∞), such that for all t ∈ [0, T ], there is a
coupling of RG−(t), RG+(t) and Γ(t) such that,
P
{
RG−(t) ⊂ Γ(t) ⊂ RG+(t)} > 1− C3 exp{−C4n1−2δ} .
Proof: The coupling between the three graphs is done in a manner such that Γ(t) is
obtained by a suitable thinning of vertices and edges in RG+(t) and RG−(t) is obtained by
a thinning of Γ(t). We will only provide details of the first thinning step. We first construct
the vertex sets V+ and V∗ in RG+(t) and Γ(t) respectively.
Let V+ be a Poisson point process on X with intensity nµ+t , where µ+t := µt(a+, b+, c+).
For a fixed realization of V+, denote by (x+1 , · · · , x+N ), the points in V+, with x+i = (s+i , w+i )
and 0 < s+1 < s
+
2 · · · s+N < t. Write w+ = (w+1 , · · ·w+N ). We now construct vertices in the
corresponding realization of Γ(t) (denoted as {x1, · · · xN0}), along with the realizations of
x¯i(s), i ∈ ΩK , 0 ≤ s ≤ t, which then defines (a∗j (s), b∗(s), c∗j (s)), 0 ≤ s ≤ t, j = 1, · · ·K,
as functions of x¯(s) = (x¯i(s))i∈ΩK as in Section 4.2. For that, we will construct functions
wj : [0, t] → N0, 1 ≤ j ≤ N and x¯i : [0, t] → [0, 1], i ∈ ΩK . We will only describe the
construction of wj , x¯i until the first time instant s ∈ (0, t], when the property
a∗j(s) ≤ a+j (s), b∗(s) ≤ b+(s), c∗j (s) ≤ c+j (s) for all 1 ≤ k ≤ K (4.25)
is violated. Denote σ for the first time that (4.25) is violated with σ taken to be t if the
property holds for all s ∈ [0, t]. Subsequent to that time instant the construction can be
done in any fashion that yields the correct probability law for Γ(t). For simplicity, we assume
henceforth that σ = t. After obtaining the functions wj , x¯i, we set x
∗
i = (τ
∗
i , w
∗
i ), where τ
∗
i is
the first jump instant of wi (taken to be +∞ if there are no jumps) and w∗i ∈ D([0,∞) : N0)
is defined as w∗i (s) = wi(s)1[0,t](s) + wi(t)1(t,∞)(s). The vertex set V∗ is then defined as
V∗ = {x1, · · · xN0} = {x∗i : τ∗i < t, i = 1, · · ·N}.
We now give the construction of w(s) = (w1(s), · · ·wN (s)) and x¯(s) for s ≤ t. Denote by
{ti}Mi=1, 0 = t0 < t1 < t2 < ...tM < t, the collection of all time instants of jumps of {w+i }Ni=1
before time t. Denote by ik the coordinate of w
+ that has a jump at time tk, and denote the
corresponding jump size by jk. We set w(0) = 0, x¯i(0) = 0 for i 6= 1 and x¯1(0) = 1. The
construction proceeds recursively over the time intervals (tk−1, tk], k = 1, · · ·M + 1, where
tM+1 = t. Suppose that (w(s), x¯(s)) have been defined for s ∈ [0, tk−1], for some k ≥ 1. We
now define these functions over the interval (tk−1, tk].
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Step 1: s ∈ (tk−1, tk). Set w(s) = w(tk−1). The values of x¯(s) over the interval will be
given as a realization of a jump process, for which jumps at time instant s occur at rates
n ·Ri1,i2(s), i1, i2 ∈ {1, · · ·K}, i1+ i2 ≤ K, where the function Ri1,i2(s), given as a function of
x¯(s) is defined as in Section 4.2. A jump at time instant s, corresponding to the pair (i1, i2)
as above, changes the values of x¯ as:
x¯i1(s) = x¯i1(s−)−
i1
n
, x¯i2(s) = x¯i2(s−)−
i2
n
, x¯i1+i2(s) = x¯i1+i2(s−) +
i1 + i2
n
, if i1 6= i2,
x¯i1(s) = x¯i1(s−)−
2i1
n
, x¯i1+i2(s) = x¯2i1(s−) +
2i1
n
, if i1 = i2.
Remaining x¯i stay unchanged. The values of a
∗
i (s), b
∗(s), c∗i (s) are determined accordingly.
Step 2: s = tk. Recall that w
+
ik
(tk) − w+ik(tk−) = jk. We define wi(tk) = wi(tk−) for all
i 6= ik. The values of wik(tk) and x¯(tk) are determined as follows.
Case 1: w+ik(tk−) = 0. In this case K + 1 ≤ jk ≤ 2K and tk is the first jump of w+ik . Define
for 1 ≤ l ≤ K, Qk(l) :=
∑l
i=1Ri,jk−i(tk−), where by definition Ri,i′ = 0 if i′ > K. Note that
Qk(K) = a
∗
jk
(tk−). We set Qk(0) = 0. The values of wik(tk) and x¯(tk) are now determined
according to the realization of an independent Uniform [0, 1] random variable uk as follows.
• If uk > Qk(K)/ajk(tk−), define (wik(tk), x¯(tk)) = (wik(tk−), x¯(tk−)).
• Otherwise, suppose 1 ≤ lk ≤ K is such that Qk(lk − 1) < uk ≤ Qk(lk). Then define
wik(tk) = jk, x¯̟(tk) = x¯̟(tk−) + jkn and
x¯lk(tk) = x¯lk(tk−)−
lk
n
, x¯jk−lk(tk) = x¯jk−lk(tk−)−
jk − lk
n
, if lk 6= jk − lk,
x¯lk(tk) = x¯lk(tk−)−
2lk
n
, if lk = jk − lk.
The value of all other xi processes at tk stay the same as their values at tk−.
Case 2: w+ik(tk−) 6= 0. In this case 1 ≤ jk ≤ K. Once again, the values of wik(tk) and x¯(tk)
are determined according to the realization of an independent Uniform [0, 1] random variable
uk as follows.
• If uk >
wik (tk−)c
∗
jk
(tk−)
w+ik
(tk−)c
+
jk
(tk−)
, define (wik(tk), x¯(tk)) = (wik(tk−), x¯(tk−)).
• Otherwise,
wik(tk) = wik(tk−) + jk, x¯jk(tk) = x¯jk(tk−)−
jk
n
, x¯̟(tk) = x¯̟(tk−) + jk
n
,
and the value of all other xi processes stay the same as their value at tk−.
This completes the construction of (w(s), x¯(s)) for s ∈ (tk−1, tk] and thus by this recursive
procedure and our earlier discussion we obtain the vertex set
V∗ = {x1, · · · xN0} = {x∗i : τ∗i < t, i = 1, · · ·N},
which will be used to construct Γ(t).
Having constructed vertex sets V+ and V∗, we now construct edges. For this we take
realizations of independent Uniform [0, 1] random variables {ui,j}1≤i<j<∞ and construct edge
between vertices x+i and x
+
j in V+ if
ui,j ≤ 1
n
∫ t
0
b+(s)w+i (s)w
+
j (s)ds.
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This completes the construction of RG+(t). Finally construct an edge between x∗i and x
∗
j if
both vertices are in V∗ and
ui,j ≤ 1− exp
{
− 1
n
∫ t
0
b∗(s)wi(s)wj(s)ds
}
.
This completes the construction of Γ(t). By construction Γ(t) ⊂ RG(a+, b+, c+)(t) on the
set σ = t. Also, from (4.12), (4.16) and (4.14) it follows that P(σ < t) ≤ C3 exp
{−C4n1−2δ}
for suitable constant C3, C4. The result follows. 
The following is an immediate corollary of Lemma 4.4.
Corollary 4.5. Fix T > 0. Then with C3, C4 ∈ (0,∞) and , for t ∈ [0, T ], a coupling of
RG−(t), RG+(t) and Γ(t) as in Lemma 4.4:
P
{
volφt(IRG
−
1 (t)) ≤ volφt(IΓ1 (t)) ≤ volφt(IRG
+
1 (t))
}
≥ 1− C3 exp(−C4n1−2δ), (4.26)
where IΓ1 (t) denotes the component in Γ(t) with the largest volume with respect to the weight
function φt, and IRG−1 (t), IRG+1 (t) are defined similarly.
5. Proof of the main results
In this section, we will complete the proof of Theorems 1.2 and 1.3. Proof of Theorem
1.3 is given in Section 5.4 while proof of Theorem 1.2 is given in Section 5.5. Recall that
Lemma 4.4 says that BSR∗ can be approximated by RG(a, b, c). Sections 5.2 and 5.3 ana-
lyze properties of integral operators associated with RG(α, β,γ) for a general family of rate
functions (α, β,γ). We begin in Section 5.1 by presenting some results about an IRG model
RG(n)(X , µ, κ, φ) on a general type space X .
5.1. Preliminary lemmas. In this section, we collect some results about the general IRG
model RG(n)(X , µ, κ, φ). Let K be the integral operator associated with (κ, µ), as defined in
Section 1. Recall that the operator norm of K, denoted as ‖K‖, is defined as
‖K‖ = sup
f∈L2(X ,µ),f 6=0
‖Kf‖2
‖f‖2 , (5.1)
where for f ∈ L2(X , µ), ‖f‖2 =
(∫
X |f(x)|2µ(dx)
)1/2
.
Lemma 5.1. Fix (X , µ, κ, φ). Denote the vertex set of RG(n)(X , µ, κ, φ) ≡ RG(n) by Pn
which is a rate nµ Poisson point process on X . Let K be the integral operator associated with
(κ, µ). Suppose that ‖K‖ < 1 and let ∆ = 1− ‖K‖. Denote by IRG1 the component in RG(n)
with the largest volume (with respect to the weight function φ). Then the following hold.
(i) If ‖φ‖∞ <∞ and ‖κ‖∞ <∞, then for all m ∈ N and D ∈ (0,∞)
P{volφ(IRG1 ) > m} ≤ 2nD exp{−C∆2m}+ P(|Pn| ≥ nD), (5.2)
where C = (8‖φ‖∞(1 + 3‖κ‖∞µ(X )))−1.
(ii) Let for n ≥ 1, Λn ∈ B(X ) be such that
g(n) := 8 sup
x∈Λn
|φ(x)|
(
1 + 3µ(X ) sup
(x,y)∈Λn×Λn
|κ(x,y)|
)
<∞.
Then for all m ∈ N,
P{volφ(IRG1 ) > m} ≤ nµ(Λcn) + 2nD exp(−∆2m/g(n)) + P(|Pn| ≥ nD).
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Proof: Part (i) has been proved in [3] (see Lemmas 6.12 and 6.13 therein). We now
prove (ii). Consider the truncated version of RG(n) constructed using the basic structure
{X , µ¯, κ¯, φ¯} where µ¯ := µ|Λn (i.e. the restriction of µ to Λn), κ¯(x,y) = κ(x,y)1Λn(x)1Λn(y)
and φ¯(x) = φ(x)1Λn(x). Note that ||κ¯||∞ < ∞ and ||φ¯||∞ < ∞. Denote by K¯ the integral
operator associated with (κ¯, µ¯). Clearly ‖K¯‖ ≤ ‖K‖ and thus ∆¯ = 1 − ‖K¯‖ ≥ ∆. Consider
the natural coupling between the truncated and original model by using the vertex set P¯n :=
Pn∩Λn. Write I¯RG1 for the component with the largest volume in the truncated model. Then
we have
P{volφ(IRG1 ) > m} ≤P{Pn ∩ Λcn 6= ∅}+ P{Pn ⊂ Λn, volφ(IRG1 ) > m}
=P{Pn ∩ Λcn 6= ∅}+ P{volφ(I¯RG1 ) > m}
≤(1− exp{−nµ(Λcn)}) + 2nD exp{−∆2m/g(n)} + P(|Pn| ≥ nD),
where the last inequality follows from part (i) and the fact that ∆ ≤ ∆¯. 
For the proof of the following elementary lemma we refer the reader to Lemma 6.5 in [3].
Lemma 5.2. Let κ, κ′ be kernels on a common finite measure space (X , µ), with the associated
integral operators K,K′ respectively. Then
(a) ‖K‖ ≤ ‖κ‖2,µ :=
(∫
X×X κ
2(x,y)µ(dx)µ(dy)
)1/2
.
(b) If κ ≤ κ′, then ||K|| ≤ ||K′||.
(c) ||K − K′|| ≤ ||K¯||, where K¯ is the integral operator associated with (|κ − κ′|, µ).
For the proof of the following lemma we refer the reader to Lemma 6.18 of [3].
Lemma 5.3. Let µ˜, µ be two finite measures on the space X . Assume µ˜ ≪ µ and let g =
dµ˜/dµ be the Radon-Nikodym derivative. Let κ˜ be a kernel on X × X , and define κ as
κ(x,y) :=
√
g(x)g(y)κ˜(x,y), x,y ∈ X .
Denote by K [resp. K˜] the integral operator on L2(X , µ) [resp. L2(X , µ˜)] associated with (κ, µ)
[resp. (κ˜, µ˜)]. Then ‖K‖L2(µ) = ‖K˜‖L2(µ˜), where ‖K‖L2(µ) [resp. ‖K˜‖L2(µ˜)] is the norm of the
operator K [resp. K˜] on L2(µ) [resp. L2(µ˜)].
We end this section with a lemma drawing a connection between the Yule process and
the pure jump Markov processes with distribution νs,i that arose in the construction of the
inhomogeneous random graphs RG(α, β,γ), see (4.22). Fix j ≥ 1 and recall that a rate one
Yule process started at time t = 0 with j individuals is a pure birth Markov process Y (t)
with Y (0) = j and the rate of going from state i to i+ 1 given by λ(i) := i. Also recall from
(4.18) that W denotes the Skorohod space W := D([0,∞) : N0).
Lemma 5.4. Fix 1 ≤ i ≤ K and s ≥ 0 and rate functions α, β,γ. Let {w(t)}t≥0 be a pure
jump Markov process with law νs,i := νs,i(α, β,γ) as in (4.22). Then
(i) The process w∗(t) := w(t/K‖γ‖∞)/K can be stochastically dominated by a Yule processes
Y (·) starting with two particles (i.e. Y (0) = 2).
(ii) Fix t > 0, s ∈ [0, t] and 1 ≤ i ≤ K. Then we have∫
W
[w(t)]2νs,i(dw) ≤ 6K2e2tK‖γ‖∞ ,
and for any A > 0 we have
νs,i(w(t) > A) ≤ 2(1− e−tK‖γ‖∞)A/2K .
16 BHAMIDI, BUDHIRAJA, AND WANG
Proof: Let us first prove (i). Note that under the law νs,i, the process w satisfies w(u) = 0
for u < s and w(s) = K + i ≤ 2K. Further for times t > s, by (4.21), the jumps of the
w can be bounded as ∆w(t) := w(t) − w(t−) ≤ K at rate at most w(t)‖γ‖∞. The process
w∗(·) is obtained by rescaling time and space for the process w(·). This is once again a pure
jump Markov process with jump sizes ∆w∗(t) ≤ 1 which happen at rate at most one. Further
w∗(0) ≤ 2. This immediately implies that this process is stochastically dominated by a Yule
process with Y (0) = 2. This completes the proof.
We now consider (ii). We will use the result in part (i). Note that a Yule process started
with two individuals at time t = 0 has the same distribution as the sum of two independent
Yule processes {Y1(t)}t≥0 and {Y2(t)}t≥0 with Y1(0) = Y2(0) = 1. Now fix t > 0, s ≤ t and
1 ≤ i ≤ K. Let w(·) have distribution νs,i. From (i) we have
w(t) ≤d K · (Y1(tK‖γ‖∞) + Y2(tK‖γ‖∞)). (5.3)
For simplicity write X1 = Y1(tK‖γ‖∞) and X2 = Y2(tK‖γ‖∞). Well known results about
Yule processes ([20, Chapter 2]) say that the random variables X1 and X2 have a Geometric
distribution with p := e−tK‖γ‖∞ . The first bound in (ii) follows from the Geometric distribu-
tion and the fact ∫
W
[w(t)]2νs,i(dw) ≤ K2E[(X1 +X2)2].
The second bound in (ii) follows from
νs,i({w(t) > A}) ≤ 2P{X1 > A/2K}.
This completes the proof. 
5.2. Some perturbation estimates for RG(a, b, c). Recall that Lemma 4.4 coupled
the evolution of Γ(t) (equivalently BSR∗(t)) with two inhomogeneous random graphs
RG(a+, b, c+)(t) and RG(a−, b, c−)(t) which can be considered as perturbations of
RG(a, b, c)(t). The aim of this section is to understand the effect of such perturbations
on the associated operator norms. Throughout this section X and φt are as in (4.18) and
(4.19), respectively. Given the basic structure {X , µt, κt, φt}, t > 0, associated with rate
functions (α, β,γ), we denote the norm of the integral operator Kt associated with (κt, φt) as
ρt(α, β,γ).
The following proposition which is the main result of this section studies the effect of
perturbations of (α, β,γ) on this norm. For a K-dimensional vector v = (v1, · · · vK) and
a scalar θ, v + θ denotes the vector (v1 + θ, · · · vK + θ) and (v + θ)+ denotes the vector
((v1 + θ)
+, · · · (vK + θ)+).
Proposition 5.5. For ε > 0 let ρ+t = ρt(α+ε, β+ε,γ+ε) and ρ
−
t = ρt((α−ε)+, (β−ε)+, (γ−
ε)+), where (α, β,γ) are rate functions. Assume that max{||α+ε||∞, ||β+ε||∞, ||γ+ε||∞} < 1.
For every T > 0, there is a C5 ∈ (0,∞) such that for all ε > 0 and t ∈ [0, T ],
max{|ρt − ρ+t |, |ρt − ρ−t |} ≤ C5
√
ε · (− log ε)2 .
Proof of Proposition 5.5 relies on Lemmas 5.6 – 5.10 below, and is given at the end of the
section. We analyze the effect of perturbation of β, α and γ separately in Lemmas 5.6, 5.8)
and 5.10, respectively.
Lemma 5.6 (Perturbations of β). Let (α, β,γ) be rate functions and βε be be a nonnegative
function on [0,∞) with sup0≤s<∞ |βε(s)− β(s)| ≤ ε. Then
|ρt(α, β,γ)− ρt(α, βε,γ)| ≤ Cε,
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where C = 6t2K3‖α‖∞e2t‖γ‖∞ .
Proof: Let (µt, κt) be the type measure and kernel associated with (α, β,γ) Note that a
perturbation in β only affects the kernel κt and not µt. Recall the representation of µt in
terms of probability measures {νu,i, u ∈ [0, t], i = 1, · · · ,K}. From Lemma 5.4(ii)∫
W
[w(t)]2νu,i(dw) ≤ 6K2e2tK‖γ‖∞ , for all u ∈ [0, t], i = 1, · · ·K. (5.4)
Denote the kernel obtained by replacing β by βε in (4.24) by κεt . Since ‖β − βε‖∞ < ε, we
have from (4.24) that
|κt(x,y) − κεt (x,y)| ≤ ε
∫ t
0
w(u)w˜(u)du ≤ εtw(t)w˜(t),
µt ⊗ µt a.e. (x,y) = ((s,w), (r, w˜)).
By Lemma 5.2 (a) and (c) we now have
|ρt(α, β,γ)− ρt(α, βε,γ)| ≤
(∫
X×X
|κt(x,y) − κεt (x,y)|2dµt(x)dµt(y)
)1/2
≤
(∫
X×X
(εtw(t)w˜(t))2dµt(x)dµt(y)
)1/2
=εt
K∑
i=1
∫ t
0
αi(s)
[∫
W
[w(t)]2νs,i(dw)
]
ds
≤εt · t‖α‖∞ ·K · 6K2e2tK‖γ‖∞ ,
where the last inequality follows from (5.4). The result follows. 
When α or γ is perturbed, the underlying measure µt changes as well and thus one needs
to analyze the corresponding Radon-Nikodym derivatives. This is done in the following two
lemmas. We denote by {Gs}0≤s<∞ the canonical filtration on D([0,∞) : N0). In the following
we follow the convention that 0/0 = 1.
Lemma 5.7. Fix ε > 0 and let (α, β,γ), (α˜, β˜, γ˜) be two sets of rate functions such that for
all 1 ≤ i ≤ K and s ≥ 0,
αi(s)− ε ≤ α˜i(s) ≤ αi(s), and γi(s)− ε ≤ γ˜i(s) ≤ γi(s).
Fix t ≥ 0 and let µt and µ˜t be the corresponding type measures on X . For (s,w) ∈ X
and j ≥ 1 let τ sj for the time of the j-th jump of w(·) after time s (µt a.s.). Also write
∆(u) = w(u)−w(u−) for u ≥ 0. Then there exists ε0 > 0 such that for all ε ∈ (0, ε0), µ˜≪ µ
and
dµ˜t
dµt
(s,w) =
α˜∆(s)−K(s)
α∆(s)−K(s)
×Πj:τsj≤t
γ˜∆(τsj )(τ
s
j )
γ∆(τsj )(τj)
× exp
{
−
∫ t
s
w(u)
[
K∑
i=1
γ˜i(u)−
K∑
i=1
γi(u)
]
du
}
.
Proof: For i = 1, · · ·K, define finite measures µit, µ˜it on X as
µit(du dw) = αi(u)νu,i(dw)1[0,t](u)du, µ˜
i
t(du dw) = α˜i(u)ν˜u,i(dw)1[0,t](u)du,
where νu,i is defined above (4.23) and ν˜u,i is defined similarly on replacing γi with γ˜i. We will
show that
for all 1 ≤ k ≤ K and s ∈ [0, T ], ν˜s,k ≪ νs,k and dν˜s,k
dνs,k
(w) = Lts(w), (5.5)
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where
Lts := Πj≥1
(
γ˜∆(τsj )(τ
s
j )
γ∆(τsj )(τ
s
j )
1{τsj≤t}
)
× exp
{
−
∫ t
s
w(u)
[
K∑
i=1
γ˜i(u)−
K∑
i=1
γi(u)
]
du
}
. (5.6)
The lemma is an immediate consequence of (5.5) on observing that µit and µ
j
t are mutually
singular when i 6= j, and the relation µt =
∑K
i=1 µ
i
t, µ˜t =
∑K
i=1 µ˜
i
t.
We now show (5.5). From the construction of νs,k it follows that, there are counting
processes {Ni(u)}u∈[s,t], i = 1, · · ·K, on W such that
w(u) = w(s) +
K∑
i=1
iNi(u), for u ∈ [s, t], a.s. νs,k (5.7)
and
Mi(u) := Ni(u)−
∫ u
s
w(r)γi(r)dr under νs,k is a {Gu}u∈[s,t] local martingale for u ∈ [s, t].
(5.8)
From standard results it follows that Lts is a local-martingale and super-martingale (see The-
orem VI.T2, p.165 of [9]). In order to show (5.5), it suffices to show that {Lus}u∈[s,t] is a
martingale. By a change of variable formula it follows that (see e.g. Theorem A4.T4, p. 337
of [9])
Lvs = 1 +
K∑
i=1
∫ v
s
Lu−s ·
(
γ˜i(u)
γi(u)
− 1
)
dMi(u), v ∈ [s, t]. (5.9)
In order to show Lts is a martingale, it then suffices, in view of (5.8), to show that (see e.g.
Theorem II.T8 in [9]) for all 1 ≤ i ≤ K,∫
W
[∫ t
s
Lus · |γ˜i(u)− γi(u)|w(u)du
]
dνs,k(w) <∞.
Finally note that Lus ≤ eεtw(t). Using Lemma 5.4(i) and standard estimates for Yule processes,
it follows that for ε sufficiently small sups∈[0,t] sup1≤k≤K
∫
W w(t)e
εtw(t)dνs,k(w) <∞.
The result follows. 
We will now use the above lemma to study the effect of perturbations in α on ρt(α, β,γ).
Lemma 5.8 (Perturbations of α). Fix ε > 0. Let (α, β,γ) be rate functions and let αε =
(αε1, · · · , αεK), where αεi are continuous nonnegative bounded functions on [0,∞) such that for
all 1 ≤ i ≤ K and s ∈ [0, T ]
αi(s)− ε ≤ αεi (s) ≤ αi(s).
Then for every t > 0,
|ρt(α, β,γ)− ρt(αε, β,γ)| ≤ C
√
ε,
where C = t‖β‖∞ · 6K2e2tK‖γ‖∞ · 4tK
√‖α‖∞.
Proof: Let (µt, κt) be the type measure and kernel associated with (α, β,γ). Also, let µ
ε
t
be the type measure associated with (αε, β,γ). By Lemma 5.7,
g(s,w) :=
dµεt
dµt
(s,w) =
αε∆(s)−K(s)
α∆(s)−K(s)
for (s,w) ∈ [0, t]×W.
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Using Lemma 5.2 (c), (a), Lemma 5.3, and the fact that |κt(x,y)| ≤ t‖β‖∞w(t)w˜(t), µt ⊗ µt
a.e. (x,y) = ((s,w), (s˜, w˜)), we have
|ρt(α, β,γ)− ρt(αε, β,γ)| ≤
(∫
X×X
|
√
g(x)g(y) − 1|2|κt(x,y)|2dµt(x)dµt(y)
)1/2
≤t‖β‖∞
(∫
X×X
|
√
g(x)g(y) − 1|2w2(t)w˜2(t)dµt(x)dµt(y)
)1/2
≤t‖β‖∞d1

 K∑
i,j=1
∫
[0,t]2


√
αεi (s)α
ε
j(u)
αi(s)αj(u)
− 1


2
αi(s)αj(u)dsdu


1/2
,
(5.10)
where
d1 = sup
s∈[0,T ]
sup
1≤i≤K
∫
W
|w(t)|2νs,i(dw) ≤ 6K2e2tK‖γ‖∞ ,
and the last inequality follows from (5.4). In order to bound (5.10), note that:
∣∣∣∣
√
αi(s)αj(u)−
√
αεi (s)α
ε
j(u)
∣∣∣∣ =
∣∣∣∣√αi(s)
(√
αj(u)−
√
αεj(u)
)
+
(√
αi(s)−
√
αεi (s)
)√
αεj(u)
∣∣∣∣
≤2√ε
(√
αi(s) +
√
αj(u)
)
.
Plugging the above bound in (5.10) gives the desired result. 
We will now analyze the effect of perturbations in γ on ρt(α, β,γ). We need the following
preliminary truncation lemma.
Lemma 5.9. For every T > 0, there exist C6, C7, A0 ∈ (0,∞) such that for any t ∈ [0, T ]
and rate functions (α, β,γ) the following holds: Let µt, κt be the type measure and kernel
associated with (α, β,γ). Define, for A ∈ (0,∞), the kernel κA,t as
κA,t(x,y) = κt(x,y)1 {w(t)≤A,w˜(t)≤A} where x = (s,w),y = (r, w˜). (5.11)
Then for all A > A0,
ρ(κt)− C6e−C7A ≤ ρ(κA,t) ≤ ρ(κt),
where ρ(κt) [ resp. ρ(κA,t)] denotes the norm of the operator associated with (κt, µt) [ resp.
(κA,t, µt)].
Proof: The upper bound in the lemma is immediate from Lemma 5.2 (b). We now consider
the lower bound. For the rest of the proof, we suppress the dependence of κt, κA,t, µt on t.
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Note that, from Lemma 5.2 (a,c)
ρ(κ)− ρ(κA) ≤
(∫
X×X
(κ(x,y) − κA(x,y))2dµ(x)dµ(y)
)1/2
≤2
(∫
X×X
(t‖β‖∞w(t)w˜(t)1{w˜(t) > A})2dµ(x)dµ(y)
)1/2
≤2t‖β‖∞

d1 K∑
i=1
K∑
j=1
∫
[0,t]×[0,t]
αi(s)αj(u)dsdu


1/2
≤2t‖β‖∞ · t‖α‖∞ ·
√
d1, (5.12)
where
d1 =
∫
W
[w(t)]2νs,i(dw)
∫
W
[w(t)]21{w(t)>A}νs,i(dw). (5.13)
By (5.3), w(t) ≤d K(X1+X2) where X1,X2 are independent and identically distributed with
Geometric p = e−tK‖γ‖∞ distribution.∫
W
[w(t)]21{w(t)>A}νs,i(dw) ≤K2E
[
(X1 +X2)
21{X1+X2>A/K}
]
=K2E
[
(X1 +X2)
2(1{X1+X2>C,X1≥X2} + 1{X1+X2>C,X1<X2})
]
≤4K2E [X211{X1>A/2K} +X221{X2>A/2K}] ,
The above quantity can be bounded by
d2(1− e−2TK‖γ‖∞)A/2K ≤ d2 exp
{
−e
−2TK‖γ‖∞
K
A
}
for some constant d2. The result now follows on using the above bound and (5.4) in (5.13)
and (5.12). 
Lemma 5.10 (Perturbations of γ). For every T > 0, there exists C8 ∈ (0,∞) and ε0 ∈ (0, 1)
such that for all t ∈ [0, T ] and rate functions (α, β,γ) the following holds: Suppose ε ∈ (0, ε0)
and γε = (γε1, · · · γεK), where γεi are continuous, nonnegative maps on [0, T ] such that for all
1 ≤ i ≤ K
γi(s)− ε ≤ γεi (s) ≤ γi(s), for all s ∈ [0, T ].
Then
|ρt(α, β,γ)− ρt(α, β,γε)| ≤ C8
√
ε · (− log ε)2.
Proof: Let (µt, κt) [resp. (µ
ε
t , κ
ε
t )] be the type measure and kernel associated with (α, β,γ)
[resp. (α, β,γε)]. By Lemma 5.7, for (s,w) ∈ [0, t] ×W
dµεt
dµt
(s,w) = Πj≥1
(
γε∆(τsj )
(τ sj )
γ∆(τsj )(τ
s
j )
1{τsj ≤t}
)
× exp
{
−
∫ t
s
w(u)
[
K∑
i=1
γεi (u)−
K∑
i=1
γi(u)
]
du
}
.
Denote the right side as Lts(w). Then, as in the proof of Lemma 5.7, it follows that
{Lus (w)}u∈[s,t] is a {Gu}u∈[s,t] martingale under νs,k for every k = 1, · · ·K. Fix A ∈ (A0,∞),
where A0 is as in Lemma 5.9, and let κA,t be defined by (5.11). Similarly define κ
ε
A,t by
replacing κt with κ
ε
t in (5.11). Denote the operator norm of the integral operators associated
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with (κA,t, µt) and (κ
ε
A,t, µ
ε
t ) by ρA,t(α, β,γ) and ρA,t(α, β,γ
ε), respectively. Then, by Lemma
5.3 and Lemma 5.2 (a,c),
|ρA,t(α, β,γ)− ρA,t(α, β,γε)|
≤

∫
X×X
∣∣∣∣∣
√
dµεt
dµt
(s,w)
dµεt
dµt
(u, w˜)− 1
∣∣∣∣∣
2
(κA,t(x,y))
2dµt(x)dµt(y)


1/2
≤tA2‖β‖∞

 K∑
i=1
K∑
j=1
∫
[0,t]×[0,t]
αi(s)αj(u)
∫
W×W
∣∣∣√Lts(w)Ltu(w)− 1∣∣∣2 νs,i(dw)νu,j(dw˜)


1/2
.
(5.14)
Next, using the martingale property of Lts, we have∫
W×W
∣∣∣√Lts(w)Ltu(w)− 1∣∣∣2 νs,i(dw)νu,j(dw˜)
=2− 2
∫
W
√
Lts(w)νs,i(dw)
∫
W
√
Ltu(w)νu,j(dw)
≤4− 2
∫
W
√
Lts(w)νs,i(dw)− 2
∫
W
√
Ltu(w)νu,j(dw), (5.15)
where the inequality on the last line follows on observing that from Jensen’s inequality the two
integrals on the second line are bounded by 1 and using the elementary inequality a1 + a2 ≤
a1a2 + 1, for a1, a2 ∈ [0, 1]. We will now estimate the two integrals on the last line of (5.15)
by using the martingale properties of {Lus}u∈[s,t] and the representations (5.7) and (5.9) in
the proof of Lemma 5.7. For the rest of the proof we write Lus as Ls(u). By an application of
Ito’s formula, we have that for every k = 1, · · ·K, νs,k a.s.
√
Ls(t)− 1−
K∑
i=1
∫ t
s
√
Ls(u−)
2
(
γεi (u)
γi(u)
− 1
)
dMi(u)
=
∑
s<u≤t
(√
Ls(u)−
√
Ls(u−)
)
−
K∑
i=1
∫ t
s
√
Ls(u−)
2
(
γεi (u)
γi(u)
− 1
)
dNi(u)
=
K∑
i=1
∫ t
s
√
Ls(u−)
(√
γεi (u)
γi(u)
− 1
)
dNi(u)−
K∑
i=1
∫ t
s
√
Ls(u−)
2
(
γεi (u)
γi(u)
− 1
)
dNi(u)
=− 1
2
K∑
i=1
∫ t
s
√
Ls(u−)
(√
γεi (u)
γi(u)
− 1
)2
dNi(u),
(5.16)
where the second equality follows on observing that for u ∈ (s, t] √Ls(u) =∑K
i=1
√
Ls(u−)
√
γεi (u)
γi(u)
∆Ni(u).
As in the proof of Lemma 5.7, we can check that for all i, k,∫
W
[∫ t
s
√
Ls(u) · |γεi (u)− γi(u)|w(u)du
]
dνs,k(w) <∞,
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and consequently the last term on the left side of (5.16) is a martingale. Denoting the
expectation operator corresponding to the probability measure νs,k on W by Es,k, we have
1− Es,k[
√
Ls(t)] =
1
2
K∑
i=1
Es,k

∫ t
s
√
Ls(u−)
(√
γεi (u)
γi(u)
− 1
)2
dNi(u)


=
1
2
K∑
i=1
Es,k

∫ t
s
√
Ls(u)
(√
γεi (u)
γi(u)
− 1
)2
w(u)γi(u)du


=
1
2
K∑
i=1
∫ t
s
Es,k
[√
Ls(u)w(u)
(√
γεi (u)−
√
γi(u)
)2]
du
≤1
2
∫ t
s
Kε · Es,k[
√
Ls(u)w(u)]du
≤Kε
2
∫ t
s
(
Es,k[Ls(u)]Es,k[w
2(u)]
)1/2
du
≤Kε
2
· t · (6K2e2TK‖γ‖∞)1/2,
where the last inequality follows from (5.4). Using the above bound in (5.14) we now have
|ρA,t(α, β,γ)− ρA,t(α, β,γε)| ≤tA2‖β‖∞ · t‖α‖∞ ·
[
2Kεt(6K2e2TK||γ||∞)1/2
]1/2
.
Finally, by Lemma 5.9, we have
|ρt(α, β,γ)− ρt(α, β,γε)| ≤|ρA,t(α, β,γ)− ρA,t(α, β,γε)|+ 2C6e−C7A
<d1A
2ε1/2 + 2C6e
−C7A,
where d1 = tA
2‖β‖∞ · t‖α‖∞ ·
[
2Kt(6K2e2TK||γ||∞)1/2
]1/2
. The result now follows on taking
A = − log ε in the above display and taking ε0 sufficiently small (in particular such that
− log(ε0) > A0). 
Now we combine all the above ingredients to complete the proof of Proposition 5.5.
Proof of Proposition 5.5: Using Lemma 5.10, 5.6 and 5.8, we get
|ρ+t − ρt| ≤|ρt(α+ ε, β + ε,γ + ε)− ρt(α+ ε, β + ε,γ)|
+ |ρt(α+ ε, β + ε,γ)− ρt(α+ ε, β,γ)|+ |ρt(α+ ε, β,γ)− ρt(α, β,γ)|
≤C8ε1/2(− log ε)2 + d1ε+ d2ε1/2,
where d1 = 6T
2K3e2TK and d2 = 24K
3T 2e2TK . A similar bound holds for |ρ−t − ρt|. The
result follows. 
5.3. Effect of time perturbation on ρt. Throughout this section we fix rate functions
(α, β,γ). The aim of this section is to understand the evolution of the operator norm
ρt(α, β,γ) as t changes. The main result of the section is Proposition 5.11 which studies
continuity and differentiability properties of the function ρ(t) := ρt(α, β,γ), t ≥ 0.
Proposition 5.11. Suppose that β(t) > 0 for t > 0 and lim inft→∞ β(t) > 0. Then
(i) ρ is a continuous strictly increasing function on R+ with ρ(0) = 0 and limt→∞ ρ(t) =∞.
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(ii) There is a unique value t′c = t
′
c(α, β,γ) such that ρ(t
′
c) = 1.
The proof of the proposition relies on the following lemma and is given after the proof of
the lemma.
Lemma 5.12. Let 0 < t1 ≤ t2 <∞. Then
|t2 − t1| · inft1≤u≤t2 β(u)
t1‖β‖∞ · ρ(t1) ≤ ρ(t2)− ρ(t1) ≤ |t2 − t1| · 6t2K
2‖β‖∞‖α‖∞e2t2K‖γ‖∞ .
Proof: Letting µ := µt2 we have
|ρ(t2)− ρ(t1)| ≤
(∫
X×X
(κt2(x,y) − κt1(x,y))2dµ(x)dµ(y)
)1/2
≤
(∫
X×X
(‖β‖∞w(t2)w˜(t2)|t2 − t1|)2dµ(x)dµ(y)
)1/2
≤|t2 − t1| · ‖β‖∞ · t2‖α‖∞ · 6K2e2t2K‖γ‖∞ ,
where the last inequality once again follows from (5.4). This proves the upper bound.
Next note that, for µ⊗ µ a.e. (x,y) such that κt1(x,y) 6= 0, we have
κt2(x,y)
κt1(x,y)
=1 +
∫ t2
t1
w(u)w˜(u)β(u)du∫ t1
0 w(u)w˜(u)β(u)du
≥1 + w(t1)w˜(t1) inft1≤u≤t2 β(u) · (t2 − t1)
w(t1)w˜(t1)‖β‖∞t1 .
Thus κt2(x,y) ≥
(
1 + |t2 − t1| · inft1≤u≤t2 β(u)t1‖β‖∞
)
κt1(x,y) which from Lemma 5.2 (b) implies
ρ(t2)− ρ(t1) ≥ |t2 − t1| · inft1≤u≤t2 β(u)
t1‖β‖∞ · ρ(t1).
This completes the proof of the lower bound. 
Proof of Proposition 5.11: Since κ0 = 0, the property ρ(0) = 0 is immediate. Also
Lemma 5.12 shows that ρ is continuous and strictly increasing. Finally since inft→∞ β(t) > 0,
there exists δ > 0 and a t∗ ∈ (0,∞) such that for all t ≥ t∗, β(t) ≥ δ. From Lemma 5.12
we then have, for t ≥ t∗, ρ(t) − ρ(t∗) ≥ (t−t∗)δt∗||β||∞ . This proves that ρ(t) → ∞ as t → ∞ and
completes the proof of (i). Part (ii) is immediate from (i). 
5.4. Operator norm of RG(a, b, c) and critical time of BSR. In this section we will
prove Theorem 1.3. Recall that by Lemma 4.4, for any fixed time t, BSR∗(t) (more precisely,
Γ(t)) can be approximated by perturbations of RG(a, b, c)(t). To estimate the volume of the
largest component in RG(a, b, c)(t) we will use Lemma 5.1. In order to identify suitable Λn
as in part (ii) of the lemma, we start with the following lemma.
Lemma 5.13. Let (α, β,γ) be rate functions and let µt be the associated type measure. Fix
T > 0. Define Λ ∈ B(X ) as Λ = {(s,w) ∈ X : w(T ) ≤ l} for l ∈ R+. Then, for every l ∈ R+
µt(Λ
c) < 2T‖α‖∞ · exp
(
−l e
−TK‖γ‖∞
2K
)
.
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Proof: Note that
µt(Λ
c) =
K∑
i=1
∫ t
0
αi(u)νu,i(Λ
c) ≤ ||α||∞T sup
u∈[0,T ]
sup
1≤i≤K
νu,i(Λ
c). (5.17)
By (5.3),
νu,i(Λ
c) = νu,i({w : w(T ) ≥ l}) ≤ P(X1 +X2 ≥ l/K) ≤ 2(1− e−TK‖γ‖∞)l/2K .
where Xi are iid with Geom(e
−T‖γ‖∞) distribution. Using this estimate in (5.17), we have
µt(Λ
c) ≤ ||α||∞T · 2(1− e−TK‖γ‖∞)l/2K .
The result follows. 
We will now use the above lemma along with Lemma 5.1 to estimate the largest component
in RG(n)(α, β,γ)(t). Recall the notation ρt(α, β,γ) from Section 5.2.
Lemma 5.14. Let (α, β,γ) be rate functions and denote by IRG1 (t) the component with the
largest volume, with respect to the weight function φt, in RG
(n)(t) := RG(n)(α, β,γ)(t). Then,
for every t > 0 such that ρt(α, β,γ) < 1, there exists A ∈ (0,∞) such that
P(volφt(IRG1 (t)) > A log4 n)→ 0, as n→∞.
Proof: We will use Lemma 5.1(ii). Define
Λn := {(s,w) ∈ X : w(t) < B log n} ,
where B will be chosen appropriately later in the proof. Now consider the function g(n) in
Lemma 5.1(ii) with Λn defined as above and (µ, φ, κ) there replaced by (µt, φt, κt), where
(µt, κt) is the type measure and kernel associated with (α, β,γ). Note that
κt(x,y) =
∫ t
0
β(u)w(u)w˜(u)du ≤ t‖β‖∞w(t)w˜(t)
and therefore
g(n) ≤ 8B log n(1 + 3µt(X ) · t‖β‖∞B2 log2 n). (5.18)
Writing mn = A log
4 n, the bound in Lemma 5.1(ii) then gives
P(volφt(IRG1 (t)) > mn) ≤ nµt(Λcn) + 2nµt(X ) exp
(
−∆2A log4 n/g(n)
)
, (5.19)
where ∆ = 1− ρt(α, β,γ) > 0. Using Lemma 5.13 with l = B log n gives
nµt(Λ
c
n) ≤ nt‖α‖∞ · n−Be
−T‖γ‖∞/2K = o(1) (5.20)
for B > 2KeT ||γ||∞ . Now fix B > eT‖γ‖∞/2K , and choose A large such that
nµt(X ) exp
(
−∆2A log4 n/g(n)
)
→ 0
as n→∞. The result follows. 
Proof of Theorem 1.3: Let, for t ≥ 0, (µt, κt) be the type measure and the kernel
associated with rate functions (a, b, c). We will prove Theorem 1.3 with this choice of (µt, κt).
From Proposition 5.11 we have that ρ(t) = ρt(a, b, c) is continuous and strictly increasing in
t and there is a unique t′c ∈ (0,∞) such that ρ(t′c) = 1. It now suffices to show that: (a) For
t < t′c, |C1(t)| (the size of the largest component in BSR∗(t)) is O(log4 n); and (b) for t > t′c,
|C1(t)| = Ω(n).
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Consider first (a). Fix t < t′c. For δ > 0, define rate functions (a
+, b+, c+) = (a + δ, b +
δ, c + δ). Since ρ(t) < 1, by Proposition 5.5, we can choose δ sufficiently small so that
ρt(a
+, b+, c+) < 1. Denote IRG+1 (t) for the component of the largest volume in RG+(t) :=
RG(a+, b+, c+)(t). From Lemma 5.14 there exists A ∈ (0,∞) such that
P(volφt(IRG
+
1 (t)) > A log
4 n)→ 0, as n→∞.
Combining this result with Corollary 4.5 we see that
P(volφt(IΓ1 (t)) > A log4 n)→ 0, as n→∞,
where IΓ1 (t) is the component with the largest volume in Γ(t). Part (a) is now immediate from
the one to one correspondence between the components in Γ(t) and BSR∗(t) (see (4.20)).
We now consider (b). Fix t > t′c. Then ρ(t) > 1. From Proposition 5.5 we can find
δ > 0 such that ρt(a
−, b−, c−) > 1, where (a−, b−, c−) = ((a − δ)+, (b − δ)+, (c − δ)+). Let
CRG−1 (t) be the component in RG−(t) := RG(n)(a−, b−, c−)(t) with the largest number of
vertices. By Theorem 3.1 of [8], |CRG−1 (t)| = Θ(n). Since volφt(CRG
−
1 (t)) ≥ |CRG
−
1 (t)|, we have
volφt(IRG−1 (t)) = Ω(n), where IRG−1 (t) is the component with the largest volume in RG−(t).
Finally, in view of Corollary 4.5, we have the same result with IRG−1 (t) replaced by IΓ1 (t) and
the result follows once more from the one to one correspondence between the components in
Γ(t) and BSR∗(t). 
5.5. Barely subcritical regime for Bounded-size rules. In this section we complete the
proof of Theorem 1.2. Throughout this section we fix γ ∈ (0, 1/4) and let tn = tc − n−γ . The
main ingredient in the proof is the following proposition.
Proposition 5.15. There exist B¯, C¯, N¯ ∈ (0,∞) such that for all n ≥ N¯ and all 0 ≤ t ≤ tn
P{|C(n)1 (t)| ≥ m¯(n, t)} ≤
C¯
n2
, where m¯(n, t) =
B¯(log n)4
(tc − t)2 .
Let us first prove Theorem 1.2 assuming the above proposition.
Proof of Theorem 1.2: Write τ = inf{t ≥ 0 : |C(n)1 (t)| ≥ m(n, t)}, wherem(n, t) = 2B¯(logn)
4
(tc−t)2
.
Then
P{|C(n)1 (t)| ≥ m(n, t) for some t ≤ tn} = P{τ ≤ tn}. (5.21)
Note that
{τ = t} ⊂
⋃
v,v′∈[n],v 6=v′
Ev,v
′
, (5.22)
where, denoting the component in BSR(t) that contains the vertex v ∈ [n] by C(n)v (t) and its
size by |C(n)v (t)|,
Ev,v
′
=
{
max
{|C(n)v (t−)|, |C(n)v′ (t−)|} < m(n, t); C(n)v (t−) 6= C(n)v′ (t−)}⋂{|C(n)v (t−)|+ |C(n)v′ (t−)| ≥ m(n, t)}⋂{C(n)v (t) = C(n)v′ (t)}. (5.23)
Note that
P{|C(n)v (t)|+ |C(n)v′ (t)| ≥ m(n, t)} ≤ 2P{|C(n)1 (t)| ≥ m(n, t)/2} (5.24)
and, on the set, {max {|C(n)v (t)|, |C(n)v′ (t)|} < m(n, t)}, the rate at which C(n)v (t) and C(n)v′ (t)
merge can be bounded by
1
2n3
· 4|C(n)v (t)||C(n)v′ (t)|n2 ≤
2m2(n, t)
n
.
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Combining this observation with (5.22) and (5.24), we have
P{τ ≤ tn} ≤
∑
v,v′∈[n],v 6=v′
∫ tn
0
P{|C(n)v (t)|+ |C(n)v′ (t)| ≥ m(n, t)} ·
2m2(n, t)
n
dt
≤2n2
∫ tn
0
P{|C(n)1 (t)| ≥ m(n, t)/2} ·
2m2(n, t)
n
dt
≤4ntc sup
t≤tn
{
m2(n, t)P{|C(n)1 (t)| ≥ m¯(n, t)}
}
=O(n · n4γ(log n)8 · n−2) = O(n−1+4γ(log n)8) = o(1),
where the last line follows from Proposition 5.15 and the fact that γ < 1/4. Using the above
estimate in (5.21) we have the result. 
We will need the following lemma in the proof of Proposition 5.15.
Lemma 5.16. Let (a+, b+, c+) = (a+ δn, b+ δn, c+ δn), where δn = n
−2γ0 and γ0 ∈ (γ, 1/4).
Let ρ(n),+t = ρt(a
+, b+, c+). Then there exists C9, N0 ∈ (0,∞) such that for all n ≥ N0,
ρ(n),+t < 1− C9(tc − t) for all 0 ≤ t ≤ tn.
Proof of Lemma 5.16: From Proposition 5.5, there is a d1 ∈ (0,∞) such that
ρ(n),+t ≤ ρt(a, b, c) + d1n−γ0 log2 n, for all t ≤ tc.
By Lemma 5.12 and since ρtc(a, b, c) = 1, there exists d2 ∈ (0,∞) such that
ρt(a, b, c) ≤ 1− d2(tc − t), for all t ≤ tn.
Thus, since γ < γ0, we have for some N0 > 0
ρ(n),+t ≤ 1− d2(tc − t) + d1n−γ0(log n)2 < 1−
d2
2
(tc − t),
for all n ≥ N0 and 0 ≤ t ≤ tc − n−γ . The result follows. 
Proof of Proposition 5.15: Recall the rate functions (a, b, c) introduced in Section
4.2. Choose γ0 ∈ (γ, 1/4) and let (a+, b+, c+) be as in Lemma 5.16. Fix t < tn and con-
sider the random graph RG(n)(a+, b+, c+)(t). From Lemma 4.4, we can couple Γ(t) and
RG(n)(a+, b+, c+)(t) such that
P(Γ(t) ⊆ RG(n)(a+, b+, c+)(t)) ≥ 1− C3 exp(−C4n1−4γ0), for all t ∈ [0, T ].
Recalling the one to one correspondence between components inBSR∗(t) and Γ(t), and (4.20),
we have for any m ≥ 1,
P{|C(n)1 (t)| > m} ≤ P{volφt(IRG
+
1 (t)) ≥ m}+ C3 exp{−C4n1−4γ0}, (5.25)
where IRG+1 (t) is the component with the largest volume in RG(n)(a+, b+, c+)(t). From
Lemma 5.16, there is a N0 > 0 such that ∆
(n),+
t = 1− ρt(a+, b+, c+) satisfies
∆(n),+t ≥ C9(tc − t), for all t ≤ tn, n ≥ N0. (5.26)
Using Lemma 5.1 and arguing as in equation (5.19) we have for all t ∈ [0, T ] and all m ≥ 1,
P{volφt(IRG
+
1 (t)) ≥ m} ≤ nd1 exp{−(∆(n),+t )2m/(d2 log3 n)}+ d3n−2, (5.27)
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where d1, d2, d3 are suitable constants. Using (5.26) in (5.27) we get
P{volφt(IRG
+
1 (t)) ≥ m} ≤ nd1 exp{−d4(tc − t)2m/ log3 n}+ d3n−2.
The result now follows on substituting m = m(n, t) = B¯(logn)
4
(tc−t)2
, with B¯ > 3/d4, in the above
inequality. 
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