Abstract-The problem of approximating locally smooth multivariate functions by linear combinations of elements from an affine-invariant redundant dictionary is considered. Augmenting recent upper bound results for approximation, we establish lower bounds on the performance of such schemes. The lower bounds are tight to within a logarithmic factor in the number of elements used in the approximation. Using a recently introduced notion of nonlinear approximation, we show that the approximation ability may be completely characterized by the pseudodimension of the approximation space with respect to a finite set of points. This result establishes a useful link between the problems of approximation and estimation, or learning, the latter often being conveniently characterized, at least in terms of upper bounds, by the pseudodimension.
I. INTRODUCTION
One of the most interesting outcomes of the research concerning statistical learning in recent years has been the confluence of ideas from the rather disparate fields of empirical process theory and approximation theory. In the former context, it turns out that a quantity of major importance in characterizing the performance of empirical estimators, at least in terms of upper bounds, is the so-called pseudodimension. Its relevance to approximation, as well as estimation, has been recently demonstrated in [21] , enabling the formulation of precise performance bounds in terms of this quantity.
A great deal of work has been devoted over the past few years to the problem of nonlinear approximation (for a broad outlook see the recent review by DeVore [7] ). Although the optimality of certain nonlinear approaches such as free-knot splines [4] has been known for some years, their computational intractability has rendered them of limited practical use, especially for high-dimensional problems. Recently, Donoho, Johnstone, and co-workers [11] have shown that computationally simpler methods, based on wavelet thresholding, yield similar near-optimal performance at a greatly reduced computational cost. However, most of these results and algorithms are pertinent only to one-dimensional (1-D) problems, leaving the problem of effective multivariate approximation very much an open problem.
Concerning the problem of multivariate approximation by wavelet-based dictionaries, some recent progress has been made. Following the work of Barron [2] , Delyon et al. [6] have considered Monte Carlo based methods for constructing wavelet networks, and upper bounds have been established on their performance. Further work relating to greedy approximation by wavelet dictionaries is discussed in [12] , while algorithms and bounds for greedy approximation by neural networks are given in [24] . A recent survey of some of these results may be found in [27] .
The problem of establishing lower bounds for the performance of nonlinear approximation is somewhat delicate. A classic approach to the problem considers the selection of the best n-term approximation from a given dictionary. Along these lines there have been several results providing lower bounds for various types of discrete dictionaries, e.g., the work of DeVore, Kashin and Temlyakov, [10] , [14] , [15] , [30] . The problem was entirely solved in [8] for the case of trigonometric polynomials. Another direction involves the so-called Alexandroff n-width connected with the continuous approximation of classes of smooth functions. The work by Tichomirov [31] and DeVore et al. [28] provides several results in this setting. Finally, a different approach was taken recently by Maiorov and Ratsaby [21] who devised a new nonlinear measure of approximation, relating it to the pseudodimension (see Section II).
The methods established in this work enable us to obtain lower bounds on the approximation error with respect to the Sobolev class, for any dictionary-based method for which the pseudodimension, with respect to a finite set of points, can be computed. In particular, we focus in this work on affine-invariant dictionary based approximations, and establish lower bounds for several types of activation functions. Standard neural networks and radial basis functions [13] , as well as wavelet networks [6] fall within this class.
In particular, we consider approximation by linear combinations of n nonlinear functions as in (3), where the functions are chosen from some large redundant set of functions, often referred to as a dictionary (e.g., [7] ). We consider several types of functions, namely, rational functions, spline functions, and exponential polynomial functions, which cover a large fraction of the functions used in applications.
For these types of functions we compute lower bounds on the error incurred in approximating Sobolev functions (see (2) ) in the Lq norm. Upper bounds are available for these n-term approximations in [25] , [26] , [24] , [5] ; see [27] for a review. All these upper bounds are of the form c1n 0r=d , where r is the degree of smoothness of the Sobolev space, d is the Euclidean dimension, and c is a constant that is independent of n. The lower bounds derived here, for a very large class of dictionaries, are of the form c2(n log n) 0r=d , which match the upper bounds up to logarithmic terms. It should be noted that there exists a specific function 3 , for which an upper bound of the order n 0r=(d01) exists [17] . However, the function 3 is rather intricate and of little practical use. Moreover, it was recently proved in [18] that this upper bound cannot be improved (up to constants), since it is matched by a corresponding lower bound. However, it can be shown that the linear superposition of just three functions of this form leads to a family of functions with an infinite Vapnik-Chervonenkis (VC) dimension, thus rendering them of little use for learning purposes. Finally, we comment that in this correspondence the symbols c; c1; c2; . . . represent constants which are independent of n, but may depend on other relevant parameters (such as d, r, and others). We retain the subscripts on the constants to distinguish between constants arising from different bounds, as several mathematical manipulations make use of the different origins of these constants. In any event, no attempt is made here to provide optimal values for these constants.
II. PRELIMINARIES
We first recall some results from the theory of 1-D orthogonal wavelets (e.g., [22] where c jk = f(x) jk (x) dx. In order to obtain an optimal n-term approximation, the largest (in absolute value) coefficients c jk are retained. For various reasons (e.g., lack of translation invariance-see [22] for details) one often considers expansions in terms of functions g selected from some dictionary D (see below). When moving to higher dimensions, the construction of orthogonal bases respecting higher dimensional symmetries becomes much more complex. Two possible solutions are the construction of bases formed by tensor products of univariate wavelets or the use of radial wavelets (e.g., [6] ). Alternatively, multidimensional frames can be constructed [16] . However, there does not seem to be at present a comprehensive theory for the effective construction and performance assessment of multivariate wavelets. Note that the problem of optimally approximating a function with a linear expansion over a redundant dictionary is known to be NP-hard even in the 1-D case [12] , leading to several approximate procedures, such as the matching pursuit of Mallat and Zhang [23] .
We consider the problem of approximating functions based on superpositions of functions belonging to some dictionary. As far as we are concerned, a dictionary is a rather arbitrary subset of some functional space (such as L2), which can be conveniently parameterized. this work from classical approaches in approximation theory is that the family of functions used in the approximation process is highly redundant. One is then interested in constructing a good approximation based on a linear combination of n terms from the dictionary. In this work, we consider dictionaries based on affine-invariant classes of functions, which take the form
where M`; d is the space of real-valued`2 d matrices. Note that for = 1 we obtain the standard ridge function used in neural networks. For`= d and A = aI, where I is the unit matrix and a is a scalar, and assuming (x x x) = (kx x xk), we obtain the widely used radial basis function (e.g., [13] ).
In this work, we make use of an important characteristic of any functional class H, the so-called pseudodimension, which has proved to be essential in the theory of learning. We start with the more familiar VC dimension.
Definition 1 (VC Dimension):
Let H be a class of functions from X to and let X. The VC dimension of H with respect to the set , denoted by VC dim(H; ); is the largest value of n for which there exist points x x x 1 ; . . . ; x x x n 2 such that jfsgn(h(x x x 1 )); . . . ; sgn(h(x x x n ))g : h 2 Hj = 2 n :
If no such finite value exists, VC dim(H; ) = 1.
A slightly more refined concept is the so-called pseudodimension of a class of functions H, defined as follows.
Definition 2 (Pseudodimension):
Let H be a class of functions from X to and let X. The pseudodimension of H, denoted by Pdim(H; ); is the largest value of n for which there exist x x x 1; . . . ; x x x n 2 and constants fc1; . . . ; cng 2 , such that jsgn(h(x x x 1) 0 c1); . . . ; sgn(h(x x x n ) 0 cn)g : h 2 Hj = 2 n :
If no such finite value exists, Pdim(H; ) = 1.
From the definition it is clear that Pdim(H) VC dim(H).
As mentioned in Section II, the task of defining and analyzing an appropriate nonlinear distance measure between two functional spaces has not yet been satisfactorily addressed (see, for example, [7, Sec. 9] ). In this work, we adopt the proposal of [21] , which provides a very natural definition of such a distance; see Definition 3 below.
First, however, we need to characterize the space of functions we wish to approximate. We present below the standard definition of the which holds for every q 1, > 0, and any compact domain K. Since is arbitrary, very little is lost by working with the Sobolev space rather than the Besov space. In fact, any bounds for Sobolev spaces can be turned into bounds for Besov spaces, at the cost of adding a logarithmic factor in the number of approximating terms (see, for example, [24] for a more extensive discussion).
The final result we quote is related to the -width of the Sobolev class [21] . It is an immediate consequence of [21, Theorem 1] . Let x be a real number, then we define (x) + = max(0; x). We then have the following result. [29] ), this bound becomes useless. In this correspondence, we show that nonzero lower bounds may be established even in cases where the standard pseudodimension is infinite, which motivates the specific approach taken in this correspondence. It should also be commented, that as far as we are aware, Lemma 2.1 provides the first nontrivial lower bound for nonlinear approximation in terms of the pseudodimension of the approximating class of functions.
Before presenting the technical details, we outline the basic procedure used to establish the results of this work. This methodology can be used in many similar problems. In this work, we apply it to the problem of nonlinear dictionary-based approximation. Let F be a set of functions from to . The goal is to approximate F by n-term expansions from some dictionary D, which in his work will be assumed to take the form given in (1) . Denote by Hǹ() the collection of functions that can be expressed as linear combinations of at most n elements from H`(). We wish to obtain a lower bound on dist(F; Hǹ(); L q ). We proceed as follows.
• Let • Choose an appropriate value for m in order to achieve the best lower bound.
III. DICTIONARY-BASED APPROXIMATIONS
We consider a dictionary based on the affine function (1) , as given in (1) . This leads to an n-term approximation of the form b. This type of approximation is often used as a basis for wavelet expansions, where typically`= 1.
In the standard applications of wavelets, however, the translation vectors b b b k and the scalar scaling parameters A A A k are prescribed on a predetermined infinite grid of points [22] . The nonlinear approximation problem then consists of selecting an optimal subset of n terms which yields the best approximation in Hǹ(). Here we allow all the parameters to be free, yielding a more general representation. Obviously, the lower bounds derived in this work apply to the more restricted case where the parameters are constrained to take values on a grid.
We consider the problem of approximation over the d-dimensional cube 
be a finite set of points defined on a grid in [0; 1] d . Note that we assume here for simplicity thatm is an integer. The general case can be treated by taking integer parts of real numbers, but will only affect the constants which we ignore anyway. Furthermore, let We first quote a result from [19] , which relates the approximation error to the distance between two finite-dimensional sets. However, that proof only relied on the affine invariance of the family H 1 n (), which holds for general`.
Next, we need a result which relates the distance between the unit ball B m p and the set Hǹ m () through the pseudodimension of the latter class. From [21] we have the following. It should be noted that Corollary 3.1 was established in [21] for any functional class with pseudodimension N . However, we require only a more restricted version for our purposes.
Using Corollary 3.1 we observe that the result will be established if an upper bound is found for Pdim(Hǹ(); S m ), the pseudodimension of set of functions Hǹ(), restricted to the finite set Sm. Two comments are in order at this point. First, the pseudodimension is only needed with respect to a finite set of points. Second, the pseudodimension depends critically on , the type of wavelet used. In fact, simple examples are known [29] for which the pseudodimension is infinite.
We proceed to discuss several specific wavelet functions and their respective approximation bounds. The major conclusion of all the special cases is that, under appropriate conditions on the function dist(W r; d p ; Hǹ(); L q ) c(n log n) 0r=d
where the constant c does not depend on n.
A. Rational Functions
Let (x x x) = p(x x x)=q(x x x), where p(1); q(1) 2 P d s , the space of degree s polynomials over d . We establish an upper bound on the pseudodimension of the class Hǹ().
Before proceeding we quote a result from [34] . 2 N gj is the number of distinct sign assignments that can be obtained by varying over N . We comment that a slightly better bound may be obtained by using [1, Theorem 8.3] . However, since the latter result only affects the constants, we retain the bound of Lemma 3.3. From Lemma 3.3 we conclude as follows. 2 0gj 4em(sn + 1)
The final step follows from Lemma 3.3. An upper bound on the pseudodimension of Hǹ() with respect to the finite set Sm is obtained by looking for the smallest value of t for which
is smaller than 2 t . This yields the desired result.
Remark 1:
We comment that for the rational functions considered in this section, the lower bound may be obtained directly from Lemma 2.1, since, in this case, a similar argument to the one in Lemma 3.4 shows that Pdim(Hǹ(); I d ) < vn log(sn), i.e., the pseudodimension over the entire cube [0; 1] d is upper-bounded by a similar term to that obtained by the restriction to a finite grid. A similar argument applies to the case of spline functions considered in Section III-C. However, for the case exponential functions studied in Section III-B, the restriction to a finite grid is essential, as the current upper bounds on the pseudodimension of such networks are prohibitively large.
In order to establish a lower bound on the approximation error, we first observe that . The extension to other cases will be mentioned at the end of this section. We first estimate the pseudodimension Pdim(Hǹ(); Sm) where Sm is given in (4) . The approach we use is based on the method introduced by Bartlett and Williamson in [3] . Let Using the same arguments as in Lemma 3.4, we conclude that c(n log n) 0r=d
where, similarly to Section III-A, we have chosen m = c 2 n log n.
The same type of analysis may be performed for any function constructed from exponential functions of the variable A A Ax x x + b b b. In fact, using the results of Section III-A, rational functions of exponentials may be analyzed as well. For example, the generalized standard function (1 + e 0ku u uk ) 01 , u u u = A A Ax x x + b b b, used in neural networks, may be expressed as a rational function of polynomials in variables similar to the y's studied in the Gaussian case. In fact, any product of exponential and polynomial functions falls within this framework.
We conclude this section with a widely used class, namely, the class of Gabor functions, which consists of a Gaussian multiplied by a sinusoidal function. For simplicity, we focus on the univariate case, although the results extend naturally to any dimension. In this case, the class of functions considered is given in (3), with`= 1 and (x) = e 0x +ix ; x 2 . For any x we have e 0(ax+b) +i(ax+b) = e 0a x 02abx0b e i(ax+b) :
As before, let Sm be the uniform grid of m points in where the last inequality follows from the fact that jx 0 zj jx 0 Re(z)j for x 2 and z 2 . Now, the exponential functions may be transformed into polynomials as was done for the exponential case studied at the beginning of the section. All the resulting polynomials in the set RefĤ nm ()g are real, and of degree at most m 2 , and thus we can proceed as before to obtain similar results for the pseudodimension and the approximation error.
C. Spline Functions
The final example we present involves spline functions, i.e., piecewise polynomial functions. The regions over which the functions are polynomial are very general, their boundaries being defined by zeros of general sets of polynomials. In particular, they include standard applications where the regions are defined to be axis-parallel or diagonal linear splits. Let P 1 ; . . . ; P t be polynomials over d of degree at most s. The zero set of a polynomial P is defined by Z(P ) = fx x x 2 d : P (x x x) = 0g:
Consider now the set 
Since the D i , i = 1; . . . ; L; partition d , this defines a piecewise polynomial function over all d . We then consider the n-term manifold of the form (3), and study the pseudodimension of this set of functions when is constructed as in (5) .
In 
where c depends on s and d. Set m = cn log n then Pdim(Hǹ(); S m ) is upper-bounded by the logarithm of the final term appearing in (7) . Thus, we find that Pdim(Hǹ(); S m ) n(`d +`+ 1) log(cm 2 n) cn log n:
From Corollary 3.1 we then immediately obtain, using the same arguments as in Section III-A, the following result: (n log n) r=d :
IV. UPPER BOUNDS AND ALGORITHMS
In this work, we were concerned solely with establishing lower bounds on approximation by affine-invariant dictionaries. In fact, recent results demonstrate that the bounds we obtain are in fact tight, up to logarithmic factors. For example, the results in [24] established O((log n=n) r=d ) rates of convergence of the approximation error in the case of neural networks (namely, (3) with`= 1). Similar upper bounds are known to hold for wavelet networks, as shown in [6] .
As mentioned in Section II, the actual construction, assessment, and algorithmic implementation of multivariate dictionary-based approximations is still under vigorous research. Moreover, the problem of optimally approximating a function with a linear expansion over a redundant dictionary is known to be NP-hard even in the 1-D case [12] . One possible approach, proposed by Delyon et al. [6] , attempts to construct wavelet networks by Monte Carlo sampling based on an integral representation of general functions in L 2 using the continuous wavelet transform. While this approach leads to attractive rates of convergence in terms of the approximation error, the computational burden may be rather severe, due to the combinatorial problem of sampling in high-dimensional space (the dimension here is that of the parameter set , which is of the order of dn). Additionally, for high values of r (the degree of smoothness of the Sobolev space), these authors provide an upper bound of order n 0r=d , which (up to logarithmic factors) equals the lower bound provided here. A similar approach was proposed recently in [19] , where a related procedure was used for neural networks, and similar rates of convergence were established under weaker conditions (in particular, the degree of smoothness r was arbitrary). Both these procedures, while establishing upper bound on the approximation error, were not overly concerned with computational issues. Along similar lines, greedy algorithms, which greedily add functions to a pre-existing subdictionary have been proposed by Mallat and coworkers (e.g., [23] , [12] ). For the special case of the Gabor functions, discretized algorithms were suggested which lead to fast and efficient implementation and excellent practical performance. However, no approximation bounds were provided. More recently, the present authors [24] as well as Temlyakov and coworkers [9] , [30] have considered greedy algorithms, with particular emphasis on establishing upper bounds on the error incurred. For example, in the special case of neural networks (namely, (3) with`= 1), [24] established O((log n=n) r=d ) rate of convergence of the approximation error, which again matches the lower bound up to logarithmic factors.
