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Matrix functional calculus is a fundamental area of mathemat-
ics with wide applications not only to many branches of math-
ematics but also to science and engineering. It is a connection
to many different branches of mathematics (see e.g. [1–5] and
elsewhere). In [7], Kratz derived a limit theorem for matrices
from L’Hospital’s rule. Some applications of this theorem were
given to linear algebra and to differential equations. In this pa-
per we derive a limit theorem for complex matrix functions
from the L’Hospital’s rule. Using this theorem, applied exam-2449053.
o.com (Z.M. Kishka), mabu-
buelhassan@yahoo.com (M.
om (H. Abd-Elmageed).
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1.007ples on some complex matrix functions are given. Further
investigations and extensions of this topic will be reported in
a forthcoming paper.
Throughout this paper, we consider the complex space
CNN of complex matrices of common order N. The matrices
I and 0 stand for the identity matrix and the null matrix in
CNN, respectively. A matrix X is a positive stable matrix in
CNN if Re(k) > 0 for all k 2 r(X), where r(X) is the set of
all eigenvalues of X. If a0, a1, . . ., an are elements of C and
an „ 0, then we call
PnðXÞ ¼ anXn þ an1Xn1 þ an2Xn2 þ    þ a0In;
a matrix polynomial of degree n in X. The exponential matrix
function and other matrix functions are deﬁned in [1,3,5].
If f(z) and g(z) are holomorphic functions of the complex
variable z which are deﬁned in an open set X  C and A is a
matrix in CNN such that r(A)  X, then (see [1,2,6])
fðAÞgðAÞ ¼ gðAÞfðAÞ:
Hence, if B in CNN is a matrix for which r(B)  X and if
AB= BA, theng by Elsevier B.V. Open access under CC BY-NC-ND license.
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The symbol for the quotient of two matrices A
B
does not have a
deﬁnite meaning. We interpret it as in [8] by AB1 or B1A.
These two products are in general distinct, it is only in an exact
signiﬁcance and this can be obtained when AB= BA with B
non-singular.
Deﬁnition 1.1. We deﬁne X ¼ ½xijðzÞ; dXdz ; FðXÞ and G(X) to
be commutative complex matrices for all z in X with the
following properties:
(i) [xij(z)], F(X) = [fij(z)] and G(X) = [gij(z)] are analytic
functions of complex variables for all i, j= 1, 2, . . ., N
in X;
(ii) ddz F ðX Þ ¼ dFdX : dXdz and ddz GðX Þ ¼ dGdX : dXdz for all z in X;
(iii) limz!z0F ðX Þ G1ðX Þ ¼ limz!z0G1ðX Þ F ðX Þ ¼
limX!X 0
F ðX Þ
GðX Þ.
The progress made and connection to the preceding Deﬁni-
tion 1.1 can be formulated in the following interesting result,
which is considered to be the L’Hospital rule for matrix func-
tions. Our main theorem is stated as follows:
Theorem 1.1. Let X ¼ ½xijðzÞ; dXdz ; F(X) and G(X) be deﬁned
as in Deﬁnition 1.1. Suppose further that dX
dz ; GðXÞ and dGdz are
non-singular for all z „ z0 in X and as well as fij(z0) = -
gij(z0) = 0, "i, j = 1, 2, . . ., N. It follows that
lim
X!X0
FðXÞ
GðXÞ ¼ limz!z0
d FðXÞ
d X
d GðXÞ
d X
¼ lim
X!X0
F0ðXÞ
G0ðXÞ ¼
A
B
¼ B1A ¼ AB1:
To proceed with the proof of Theorem 1.1, some deﬁnitions
and facts should be adopted as indicated through the following
sections.
2. PreliminariesDeﬁnition 2.1 (see 1,2). Let X= [xij(z)] be a square matrix of
order n (i,j= 1, 2, . . ., N). Then, its determinant, represented
by det(X), is deﬁned as follows:
detðXÞ ¼
X
i1
X
i2
. . .
X
in
ð1Þqði1 ;...;inÞx1i1x2i2 . . . xnin
where i1, . . ., in, represent the column numbers and q(i1, . . ., in)
stands for the number of transpositions which are needed to
bring (i1, . . ., in) to the natural order (1, 2, . . ., n).
Also, the determinant of the matrix X can be deﬁned in the
form
detðXÞ ¼
XN
m¼1
ximx

im;
where xim is the cofactor of the element xim. A matrix X is said
to be non-singular if det(X) „ 0, otherwise, it is termed as a sin-
gular matrix.
Deﬁnition 2.2. For a non-singular square matrix
X= [xij(z)]n·n, the inverse of X is given by
X1 ¼ 1
detðXÞ
eX;where eX is, as usual, the adjoint matrix of the matrix X.
Fact 2.1 (see 1,2). If the n · n matrices Ai, i = 1, 2, . . ., r, all
have inverses, then their product
Qr
i¼1Ai has the inverseQr1
i¼0A
1
ri; that is, the inverse of a product is the product of the
inverses in the reverse order.
Fact 2.2 (see 1,8). Let the matrix function F(X); X = [xij(z)]
is a square complex matrix whose its elements are functions of
the complex variable z. the limit of this function is deﬁned as
follows:
lim
X!X0
FðXÞ ¼ ½ lim
z!z0
fijðzÞ;
we write
lim
X!X0
fðXÞ ¼ A() lim
z!z0
fijðzÞ ¼ aij;
where X0 = [xij(z0)] and A= [aij] is constant matrix.
Fact 2.3 (see 1). Let f(X) be matrix function of the square com-
plex matrix X = {xij(z)}, we say that f(X) is continuous in a
region X if
lim
h!0
kfðXþ I hÞ  fðXÞk ¼ 0:
Fact 2.4. Suppose that X = [xij(z)] is a square complex matrix
of ﬁnite order N, whose elements are functions of the complex
variable z. The derivative d
d X
f of the matrix function f(X) will
be deﬁned as follows (cf. [1,8]):
d
d X
f ¼ lim
h!0
fðXþ I hÞ  fðXÞ
h
; h ¼ h1 þ ih2; h1; h2 2 R:
ð2:1Þ
Fact 2.5 (see 1). We say that the matrix function f(X) is differ-
entiable in X if the limit (2.1) exists for all z 2 X.3. Limits of matrix functions
Suppose that F(X) and G(X) are two commutative complex
matrix functions deﬁned in X. Also, let G(X) be non-singular
for all z „ z0 in X, on the assumption that X= [xij(z)],
F(X) = [fij(z)] and G(X) = [gij(z)], i,j= 1, 2, . . ., N.
Then
FðXÞ ¼ G1ðXÞFðXÞGðXÞ; z–z0;
FðXÞG1ðXÞ ¼ G1ðXÞFðXÞ ¼ FðXÞ
GðXÞ ; z–z0:
Using the algebraic properties of limits and matrices it follows
that
lim
z!z0
FðXÞG1ðXÞ ¼ lim
z!z0
1
detGðXÞFðXÞ adj GðXÞ
¼ lim
z!z0
PN
s¼1fisðzÞ~gsiðzÞPN
m¼1gimðzÞgIim ðzÞ
( )
¼
lim
z!z0
PN
s¼1fisðzÞ~gsjðzÞ
lim
z!z0
PN
s¼1gisðzÞgIis ðzÞ
8<:
9=;
¼
PN
s¼1ais ~bsjPN
m¼1bimb
I
im
¼ 1
detB
A adjB ¼ A B1: ð3:1Þ
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lim
z!z0
G1ðXÞfðXÞ ¼ lim
z!z0
adjGðXÞ
detGðXÞFðXÞ
¼ lim
z!z0
PN
s¼1 eGisðzÞfsjðzÞPN
m¼1gimðzÞgIim ðzÞ
( )
¼
lim
z!z0
PN
s¼1~gisðzÞfsjðzÞ
lim
z!z0
PN
m¼1gimðzÞgIim ðzÞ
8<:
9=; ¼
PN
s¼1
~bisasjPN
m¼1bimb
I
im
¼ B1A; ð3:2Þ
where
G1ðXÞ ¼ 1
detGðXÞ adj GðXÞ ¼
½~gijðzÞPN
m¼1gimðzÞgIim ðzÞ
;
detGðXÞ ¼
XN
m¼1
gimðzÞgIim ðzÞ; and adjGðXÞ ¼ ½~gijðzÞ:
Eqs. (3.1) and (3.2) lead to
AB1 ¼ lim
z!z0
FðXÞG1ðXÞ ¼ lim
z!z0
G1ðXÞFðXÞ ¼ B A1
¼ lim
X!X0
FðXÞ
GðXÞ ¼
A
B
;
where X0 = [xij(z0)] and B= [bij] is a non-singular matrix.
4. Proof of Theorem 1.1
Let X; dX
dz
; FðXÞ and G(X) be commutative complex matrices
for all z in X. In addition, consider
lim
z!z0
fijðzÞ ¼ lim
z!z0
gijðzÞ ¼ 0; i; j ¼ 1; 2; . . . ;N;
lim
z!z0
d
dz
fijðzÞ ¼ aij and lim
z!z0
d
dz
gijðzÞ ¼ bij:
Then
lim
z!z0
fisðzÞ~gsjðzÞ ¼ lim
z!z0
gisðzÞgIis ðzÞ ¼ 0; i; j; s ¼ 1; 2; . . . ;N:
Applying L’Hospital rule in the case of functions of the com-
plex variables z, we have
lim
z!z0
FðXÞG1ðXÞ¼ lim
z!z0
PN
s¼1fisðzÞ~gsjðzÞPN
m¼1gimðzÞgIim ðzÞ
( )
¼ lim
z!z0
PN
s¼1ðfisðzÞ~g0sjðzÞþ f0isðzÞ~gsjÞPN
m¼1ðgimðzÞg0Iim ðzÞþg0imðzÞgIim ðzÞÞ
( )
¼ lim
z!z0
PN
s¼1 fisðzÞ~g00sjðzÞþ2f0isðzÞ~g0sjðzÞþ f00isðzÞ~gsjðzÞ
 
PN
m¼1gimðzÞg00Iim ðzÞþ2g0imðzÞg0Iim ðzÞþg00imðzÞgimðzÞ
8<:
9=;
¼ lim
z!z0
2
PN
s¼1f
0
isðzÞ~g0sjðzÞ
2
PN
m¼1g
0
imðzÞg0Iim ðzÞ
( )
¼
½PNs¼1 lim
z!z0
f0isðzÞ~g0sjðzÞ
½PNm¼1 lim
z!z0
g0imðzÞg0Iim ðzÞ
¼ ½
PN
s¼1ais ~bsj
½PNm¼1bimbIim 
¼ ½
PN
s¼1ais
~bsj
detB
¼AB1:
ð4:1ÞSimilarly, one can get
lim
z!z0
g1ðXÞFðXÞ¼ lim
z!z0
PN
s¼1~gisðzÞfsjðzÞPN
m¼1gimðzÞgIim ðzÞ
( )
¼ lim
z!z0
PN
s¼1 ~g
0
isðzÞfsjðzÞþ ~gisf0sjðzÞ
 
PN
m¼1 gimðzÞg0Iim ðzÞþg0imðzÞgIim ðzÞð Þ
8<:
9=;
¼ lim
z!z0
PN
s¼1 ~g
00
isðzÞfsjðzÞþ2~g0isðzÞf0sjðzÞþ ~gisðzÞf00sjðzÞ
 
PN
m¼1gimðzÞg00Iim ðzÞþ2g0imðzÞg0Iim ðzÞþg00imðzÞgimðzÞ
8<:
9=;
¼ lim
z!z0
2
PN
s¼1~g
0
isðzÞf0sjðzÞ
2
PN
m¼1g
0
imðzÞg0Iim ðzÞ
( )
¼
½PNs¼1 limz!z0~g0isðzÞf0sjðzÞ
½PNm¼1 limz!z0g0imðzÞg0Iim ðzÞ
¼ ½
PN
s¼1 ~bisasj
½PNm¼1bimbIim  ¼ ½
PN
s¼1 ~bisasj
detB
¼B1A: ð4:2Þ
From (4.1) and (4.2) it follows immediately that
AB1 ¼ lim
z!z0
FðXÞG1ðXÞ ¼ lim
z!z0
G1ðXÞFðXÞ ¼ BA1:
That is to say
lim
X!X0
FðXÞ
GðXÞ ¼ limz!z0
dFðXÞ
dX
: dX
dz
dGðXÞ
dX
: dX
dz
¼ lim
X!X0
F0ðXÞ
G0ðXÞ ¼
A
B
: ð4:3Þ
It is worth observing that this main equality (4.3) can be ob-
tained by using Taylor expansions for matrix functions
(cf.[1]) as follows: For
FðXÞ ¼
X1
n¼1
Anðz z0Þn; and GðXÞ ¼
X1
n¼1
Bnðz z0Þn;
with
A0 ¼ B0 ¼ FðX0Þ ¼ GðX0Þ ¼ 0; and
An ¼ f d
n
d zn
FðXÞgz¼z0 ; Bn ¼ f
dn
d zn
GðXÞgz¼z0 ; n ¼ 1; 2; . . . :
Thus
A1 ¼ d F
d X
:
d X
d z
 
z¼z0
; B1 ¼ d G
d X
d X
d z
 
z¼z0
:
Therefore
lim
z!z0
FðXÞ
GðXÞ¼ limX!X0FðXÞG
1ðXÞ¼ lim
X!X0
G1ðXÞFðXÞ
¼ lim
z!z0
A1B
1
1 þB11
X1
n¼2
Anðz z0Þn1
( )
IþB11
X1
n¼2
Bnðz z0Þn1
( )1
¼ A1B11 þB11 lim
z!z0
X1
n¼2
Anðz z0Þn1
( )
IþB11 lim
z!z0
X1
n¼2
Bnðz z0Þn1
( )1
¼A1B11 ¼
d F
d X
:
d X
d z
 
:
d G
d X
d X
d z
 1( )
z¼z0
¼ lim
X!X0
F0ðXÞ
G0ðXÞ¼
A
B
;
which ensures our main result. Therefore, we have proved the
theorem.
5. Examples
This section presents some application examples to show the
usability of our approach.
118 Z.M. Kishka et al.Example 5.1. Consider
lim
X!X0
eX  I
X
¼ lim
X!X0
sinX
X
¼ lim
X!X0
sinhX
X
¼ I;
where
X ¼
ez  1 3 sin z 5 sinh z cosh z 1
3 sin z ez  1 cosh z 1 5 sinh z
5 sinh z cosh z 1 ez  1 3 sin z
cosh z 1 5 sinh z 3 sin z ez  1
0BBB@
1CCCA;
X0 = [xij(0)] = 0,
d X
d z
¼
ez 3 cos z 5 cosh z sinh z
3 cos z ez sinh z 5 cosh z
5 cosh z sinh z ez 3 cos z
sinh z 5 cosh z 3 cos z ez
0BBB@
1CCCA:
Example 5.2. Consider
lim
X!A
Xn  An
X A ¼ nA
n1; A ¼ ½xijðz0Þ ¼ xij p
4
 h i
;
where
X ¼ cos z sin z sin z cos z
 
; A ¼
1ﬃﬃ
2
p 1ﬃﬃ
2
p
 1ﬃﬃ
2
p 1ﬃﬃ
2
p
 !
:
Example 5.3. Consider
lim
X!A
Xn  An
Xm  Am ¼
n
m
Anm;
X ¼ e
z ez
ez ez
 
; A ¼ e
a ea
ea ea
 
¼ ½xijðaÞ; a 2 C:It is clear that the above examples give a direct generaliza-
tion to the standard complex case of L’Hospital rule. There-
fore our result of the previous sections can be exploited to
establish further consequences regarding other several prob-
lems in this area.
Remark 5.1. The case both limits limX!X0
FðXÞ
GðXÞ ¼ limX!X0 F
0ðXÞ
G0ðXÞ
diverge to ±1, should be manipulated separately. It is still an
open question to be answered in a forthcoming work.Acknowledgement
The authors thank Dr. J. Morais for his constructive com-
ments to improve the quality of the article.
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