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In this paper we develop a thermodynamic perturbation theory for two site associating fluids which
exhibit bond cooperativity (system energy is non-pairwise additive). We include both steric hin-
drance and ring formation such that the equation of state is bond angle dependent. Here, the bond
angle is the angle separating the centers of the two association sites. As a test, new Monte Carlo
simulations are performed, and the theory is found to accurately predict the internal energy as well
as the distribution of associated clusters as a function of bond angle. © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4871307]
I. INTRODUCTION
Wertheim’s thermodynamic perturbation theory1–5 (TPT)
provides an accurate and simple method to predict the prop-
erties of associating fluids. Here, an associating fluid is meant
to describe molecules which have short ranged directional
interactions which saturate (e.g., the hydrogen bond). In its
simplest and most widely used form,6 first order perturba-
tion theory (TPT1), each association site is treated indepen-
dently meaning there is no information of bond angle (angle
between center of association sites) in the theory. Recently,
Marshall and Chapman7 showed that this approximation is
valid for large bond angles; however, for bond angles <90◦
additional information needs to be included in the theory. For
these small bond angles steric hindrance between association
sites, ring formation, and (for very small bond angles) dou-
ble bonding must be accounted for. Marshall and Chapman7, 8
included each of these features into a new TPT which was
explicitly dependent on bond angle and shown to be highly
accurate for the prediction of the distribution of associated
clusters as well as the thermodynamics.
One of the fundamental assumptions in the development
of TPT is that the system energy is given as the pairwise ad-
ditive sum of interactions between different molecules. There
is no hydrogen bond cooperativity (HBC). Of course, there
are many situations in nature where HBC does occur. Both
hydrogen fluoride9 and alcohols10 exhibit strong HBC. Also,
HBC has been shown to stabilize peptide hydrogen bonds.11
To extend TPT to include HBC, Marshall and Chapman12
recently developed a new TPT which treated bond coopera-
tivity as a perturbation. The bond cooperativity perturbation
was treated in infinite order allowing for a summation over
all chain graphs. The resulting theory was surprisingly simple
and shown to be highly accurate in comparison to simulation
results.
a)Author to whom correspondence should be addressed. Electronic mail:
bennettd1980@gmail.com
Both the incorporation of bond angle dependence and
HBC represent significant advances of TPT. However, the
case of HBC in the presence of ring formation and steric hin-
drance has not been addressed. For example, quantum calcu-
lations have shown that HBC in hydrogen fluoride stabilizes
ring formation.9 Now the question must be asked, “Can we
include steric effects and ring formation in a TPT for fluids
which exhibit HBC?” This will be the subject of this paper.
We will consider a two site associating fluid with bond an-
gles such that both steric hindrance and ring formation must
be accounted for. The extension of the contribution due to
ring formation to the HBC case is trivial; however, the devel-
opment of the contribution for association into linear chains
which exhibit bond angle dependence and HBC is much more
challenging.
In Sec. II we develop the new theory. It will be shown
that the inclusion of HBC adds little complexity to our previ-
ous theory7 for bond angle dependence in two site associating
fluids. In Sec. III we compare the theory to new Monte Carlo
simulation results. It is shown that HBC has a significant ef-
fect on the types of associated clusters which are formed. The
theory is shown to be accurate in comparison to simulation
results. Finally in Sec. IV we give conclusions.
II. THEORY
In this section we develop the resummed thermodynamic
perturbation theory for HBC in two site associating fluids with
a single type A and type B association site. We restrict asso-
ciation such that there are AB attractions but no AA or BB
attractions. Unlike our previous paper on HBC (we will refer
to this paper as I) which assumed large bond angles αAB (the
angle between the centers of the association sites), here we
will allow a wide range of bond angles such that steric hin-
drance and ring formation need to be accounted for (similar
to our previous paper for bond angle dependence7 which we
will refer to this paper as II). As in I, we follow Sear and
Jackson and consider a fluid composed of N hard spheres of
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diameter d with two association sites A and B with a total en-
ergy composed of pairwise and triplet contributions:13
U (1 . . . N) = 1
2
∑
i,j
(φHS(rij ) + φ(2)as (ij ))
+ 1
6
∑
i,j,k
φ(3)as (ijk), (1)
where (1) = {r1,1} represents the position r1 and orienta-
tion 1 of sphere 1 and φHS is the hard sphere reference po-
tential. The terms φ(2)as (ij ) and φ(3)as (ijk) are the pairwise and
triplet association contributions and are given by13
φ(2)as (ij )=−ε(1)(OAB(ij ) + OBA(ij ))
φ(3)as (ijk)=−(ε(2)−ε(1))(OAB(ij )OBA(ik)+OBA(ij )OAB(ik)
+ OAB (ji)OBA(jk) + OBA(ji)OAB(jk)
+ OAB (ki)OBA(kj ) + OBA(ki)OAB(kj )), (2)
where OAB(ij) is the association site overlap function which,
in this paper, we obtain using conical square well association
sites:14–16
OAB(ij ) =
{
1 r12 ≤ rc and θA ≤ θc and θB ≤ θc
0 otherwise
, (3)
which states that if spheres i and j are within a distance rc of
each other and each sphere is oriented such that the angles
between the site orientation vectors and the vector connect-
ing the two spheres, θA for sphere i and θB for sphere j, are
both less than the critical angle θ c the two sites are considered
bonded. See Fig. 1 for an illustration. The triplet contribution
φ(3)as serves to add a correction −(ε(2) − ε(1)) for each sphere
bonded twice. With this potential an associated chain of n
spheres will have a cluster energy ε(n)ch = −ε(1) − (n − 2)ε(2)
and an associated ring of n spheres will have an energy
ε
(n)
ring = −nε(2).
In the application of the theory it will be necessary to
partition these cluster energies among the various bonds in
the cluster. For the case of a ring, the obvious way to partition
ε
(n)
ring is to give each bond an energy of −ε(2). For the case of
a chain we follow the same convention as in I and give the
first bond in the chain an energy −ε(1) and each subsequent
bond an energy −ε(2). Figure 2 gives the resulting effective
bond energy distribution for associated clusters consisting of
4 monomers.
FIG. 1. Diagram of interacting spheres with two association sites. The an-
gular width of the association sites is determined by the critical angle θc and
the centers of the sites are separated by the angle αAB.
FIG. 2. Diagram of effective bond energy distributions in associated clusters
of 4 monomers.
In Wertheim’s multi-density formalism for two site asso-
ciating fluids the Helmholtz free energy is given by5
A − AHS
kBT V
= ρ ln ρo
ρ
− σA − σB + σAσB
ρo
+ ρ − 	c
(o)
V
.
(4)
Here, T is the temperature, kB is the Boltzmann constant, ρ
is the total density, ρo is the monomer density, and σ A = ρA
+ ρo, where ρA is the density of molecules bonded at only
site A. There is a similar relation for σ B. The term V is the
system volume and AHS is the free energy of the hard sphere
reference system. Finally, 	c(o) is the associative contribution
to the fundamental graph sum which encodes all association
interactions.
To evaluate 	c(o) we will consider molecules with small
to large bond angles, but we restrict the bond angles to αAB
> 2θ c such that double bonding7 between molecules can-
not occur. We will also assume each association site is singly
bondable. For this case
	c(o) = 	c(o)ch + 	c(o)ring, (5)
where 	c(o)ch is the contribution due to the formation of chains
of association bonds and 	c(o)ring accounts for rings of associ-
ation bonds. Each of these contributions will be strongly de-
pendent on αAB.
The contribution due to ring formation is a very simple
extension of the results of II. We write 	c(o)ring as a sum over
contributions for rings of size n:
	c
(o)
ring =
∞∑
n=3
	c
(n)
ring. (6)
Each ring size contribution is given as
	c
(n)
ring
V
=
(
f
(2)
ABρogˆHSK
)n
nd3

(n), (7)
where f (2)AB = exp(ε(2)/kBT ) − 1 and K = π (1 − cos θ c)2(rc
− d). The integral 
(n) is proportional to the partition func-
tion of an isolated ring which is independent of density and
temperature. 
(n) is strongly bond angle dependent, with nu-
merical results given in II. As can be seen in Fig. 3, for each
ring size there is an optimum bond angle which maximizes
the probability of ring formation. Finally, gˆHS is given by
gˆHS = gHS(d) 2
p
(rc/d + 1)p . (8)
The term gHS(d) is the contact value of the hard sphere
reference pair correlation function and p is a density
dependent polynomial p = 17.87η2 + 2.47η, where
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FIG. 3. Geometric integrals  (dashed curve) and 
(n)(n = 3, 4) versus bond
angle.7 Integrals were performed using potential parameters rc = 1.1d and
θc = 27◦.
η = πd3ρ/6 is the packing fraction. Equation (7) was obtained
by assuming the following approximation of gHS(r) within the
bonding volume:17
gHS(r) = gHS(d)
(
d
r
)p
for d ≤ r ≤ rc. (9)
The only difference between Eq. (7) and Eq. (18) of II is the
exchange fAB → f (2)AB , which is a result of the fact that each
sphere is bonded twice in conjunction with the defined HBC.
The evaluation of 	c(o)ch for the current case is more chal-
lenging. To account for chains of association bonds, we must
derive 	c(o)ch in a resummed perturbation theory (RTPT) which
accounts for the fact that association at one site can block as-
sociation at the other as in II, as well as incorporates the effect
of HBC as in I. Our starting place is Wertheim’ s RTPT solu-
tion in the absence of HBC5
	c
(o)
ch
V
= σAσB
1 + (1 − )ρo. (10)
For our current association pair potential φ(2)as (ij ),  is the
probability that if sphere 1 is bonded to site A on sphere 2,
and sphere 3 is bonded to site B on sphere 2, that there is no
overlap between spheres 1 and 3. This quantity was calculated
in II and is illustrated in Fig. 3. For small bond angles the
probability that there is no overlap is small giving  → 0
as αAB → 0◦, while for large bond angles the effect of steric
hindrance is small giving  → 1. Steric hindrance begins to
have a significant effect for bond angles <90◦. The term  is
given by
 =
∞∑
m=1
ρm−1o Em, (11)
where the contributions Em account for associated clusters
consisting of chains of m bonds. In the absence of HBC ε(1)
= ε(2) this contribution is given by (after redefining some
terms)5
Em = 1
m
∫
ˆE(1 · · ·m + 1)dr2d2 · · · drm+1dm+1,
(12)
where  = 8π2 for the non-axially symmetric case and the
integrations are over the positional and orientational degrees
of freedom of molecules 2 through m + 1 in the cluster. The
first few ˆE(1 · · ·m + 1) are given as
ˆE(12) = s(12)
ˆE(123) = s(123) − s(12)eHS(13)s(23)
ˆE(1234) = s(1234) − s(123)eHS(24)s(34) (13)
− s(12)eHS(13)s(234)
+ s(12)eHS(13)s(23)eHS(24)s(34).
The terms s(1 · · · k) = f (1)AB(12) · · · f (1)AB(k − 1, k)gHS(1 · · · k)
give the product of all association Mayer functions and the k
body reference system correlation functions for a chain con-
sisting of k spheres. The Mayer functions f (j )AB(12) are defined
as
f
(j )
AB(12) = (exp(ε(j )/kBT ) − 1)OAB(12) = f (j )ABOAB(12).
(14)
The terms eHS(12) in Eq. (13) are the reference system e bonds
which vanish when there is hard core overlap, and are unity
otherwise. The general method to determine ˆE(1 · · · k) is to
take s(1· · ·k) and all products of s’s obtained by partitioning
1· · ·k into subsequences which share the switching point. A
negative 1 is associated with each switching point as is a eHS
between the spheres on each side of the switching point.
To generalize Eq. (12) to the case of HBC as given
through Eqs. (1) and (2) we follow the same logic as in I. See I
for an extensive discussion. Since the first bond in a chain ef-
fectively receives an energy ε(1), and each subsequent bond ef-
fectively receives an energy ε(2), the products of Mayer func-
tions in a chain of length k should be
˜f (1 · · · k) = f (1)AB(12)f (2)AB(23) · · · f (2)AB(k − 1, k). (15)
To enforce Eq. (15) in Eq. (12) we simply redefine the func-
tions s(1· · ·k) as
s(1 · · · k) → f (1)AB(12)f (2)AB(23) · · · f (2)AB(k − 1, k)gHS(1 · · · k).
(16)
The simple transformation introduced in Eq. (16) accounts for
the HBC defined by Eqs. (1) and (2). Now the challenge is
to evaluate the integrals Em. Since little is known about the
correlation functions gHS(1· · ·k) for k > 2, we must approxi-
mate the higher order gHS(1· · ·k) in superposition. For the cur-
rent case, a particularly convenient approximation will be the
following:
gHS(1 · · · k) =
k−1∏
j=1
gHS(rj,j+1)
k−2∏
i=1
eHS(ri,i+2). (17)
The superposition given by Eq. (17) prevents overlap between
nearest and next nearest neighbors in the chain and should be
most accurate at low densities; it is particularly convenient
here, due to the similarity in definition to the Em integrals.
Combining Eqs. (12)–(17) we obtain
Em =
f
(1)
AB
(
f
(2)
AB−f (1)AB
)m−1
m
∫ m∏
k=1
(OAB(k, k+1)gHS(rk,k+1))
×
m−1∏
j=1
eHS(rj,j+2)dr2d2 · · · drm+1dm+1. (18)
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We note that the probability that an isolated associated chain
of m bonds and m + 1 spheres has a configuration (123· · ·m
+ 1) is given by
Pm(123 · · ·m + 1)
=
m∏
k=1
OAB(k, k + 1)eHS(rk,k+1)
m−1∏
j=1
eHS(rj,j+2)
Zm
, (19)
where Zm is the partition function
Zm =
∫ m∏
k=1
OAB(k, k + 1)eHS(rk,k+1)
×
m−1∏
j=1
eHS(rj,j+2)dr2d2 · · · drm+1dm+1. (20)
Combining Eqs. (18)–(20), and using the definition of the cav-
ity correlation function yHS(r) = gHS(r)/eHS(r) we obtain
Em = f (1)AB
(
f
(2)
AB − f (1)AB
)m−1 〈 m∏
k=1
yHS(rk,k+1)
〉
Zm
m
, (21)
where 〈 〉 represents an average over the distribution function
given by Eq. (19). To an excellent approximation this average
can be evaluated as a product of individual averages over the
bonding range〈
m∏
k=1
yHS(rk,k+1)
〉
= 〈yHS(r)〉mbr , (22)
where
〈yHS(r)〉br =
4π
rc∫
d
yHS(r)r2dr
4π
rc∫
d
r2dr
= ξ
νb
. (23)
The constant νb is the volume of a spherical shell of thickness
rc − d and ξ = 4π
∫ rc
d
yHS(r)r2dr . Note ξ is as defined in II
which differs by a factor of 4π to the definition in I. For r ≥ d,
yHS(r) = gHS(r) which allows Eq. (23) to be easily evaluated
using Eq. (8).
Now we can rewrite Eq. (21) as
Em = f (1)AB
(
f
(2)
AB − f (1)AB
)m−1 ( ξ
νb
)m
Zm
m
. (24)
The partition function Zm gives the number of associated
states a chain consisting of m + 1 spheres and m bonds can
occupy. To a very good approximation Zm can be factored as
Zm = Zm1
(
Z2
Z21
)m−1
, (25)
where we note the definition of  in Eq. (10)
 = Z2
Z21
. (26)
Now combining Eqs. (24) and (25) we obtain the final form
for Em:
Em = f
(1)
AB

(
f
(2)
AB − f (1)AB
)((f (2)AB − f (1)AB)ξκ)m, (27)
where κ = (1 − cos θ c)2/4. With Eq. (27) we can evaluate the
infinite sum in Eq. (11) as
 =
∞∑
m=1
ρm−1o Em =
f
(1)
ABξκ
1 − (f (2)AB − f (1)AB)ξκρo . (28)
In the evaluation of the infinite sum in Eq. (28) we have
assumed
|γ | ≤ 1 where γ = (f (2)AB − f (1)AB)ξκρo. (29)
A similar assumption was made in the corresponding infinite
sum in I [Eq. (16) of I]. We will discuss this point further
in Sec. III. Equation (28) allows for the calculation of 	c(o)ch
through Eq. (10) as
	c
(o)
ch
V
= σAσBf
(1)
ABξκ
1 + (f (1)AB − f (2)AB)ξκρo . (30)
Equation (30) completes our analysis for the bond angle de-
pendence of chain formation in two site association fluids
with HBC as defined here. It is remarkably simple consider-
ing that it accounts for both bond angle dependence and HBC.
For large bond angles  → 1 and we recover the result of I.
In the absence of bond HBC f (1)AB = f (2)AB and we recover the
result of II.
Now that the Helmholtz free energy has been completely
specified we minimize Eq. (4) with respect to σ B and ρo to
obtain
σA
ρo
= 1 + σAf
(1)
ABξκ
1 + (f (1)AB − f (2)AB)ξκρo , (31)
ρ
ρo
=
(
σA
ρo
)2
−
(
f
(1)
AB−f (2)AB
)
f
(1)
AB
(
f
(1)
ABσAξκ
1+(f (1)AB−f (2)AB)ξκρo
)2
+
∞∑
n=3
(
f
(2)
ABρogˆHSK
)n
ρod3

(n). (32)
In Eq. (32) we have enforced that σ A = σ B due to symmetry.
Using Eq. (31) to eliminate σ A in Eq. (32) we have
ρ
ρo
= 1 + 2ρof
(1)
ABξκ
1 − ρof (2)ABξκ
+ (ρoξκ)
2f
(1)
ABf
(2)
AB(
1 − ρof (2)ABξκ
)2
+
∞∑
n=3
(
f
(2)
ABρogˆHSK
)n
ρod3

(n). (33)
Equation (33) gives a nonlinear equation for ρo which then
allows for σ A to be calculated through Eq. (31). Combining
the preceding results allows the free energy to be simplified
to
A − AHS
kBT V
= ρ ln ρo
ρ
− σA + ρ −
∞∑
n=3
(
f
(2)
ABρogˆHSK
)n
nd3

(n).
(34)
Equations (31), (33) and (34) give the complete theory for 2
site associating fluids with bond angle dependence and HBC
as defined.
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For comparison to simulations we will use the fraction of
molecules bonded k times which are found as
Xo = ρo/ρ X1 = 2(σA/ρ − Xo)
X2 = 1 − Xo − X1
. (35)
To study the distribution of clusters we will need the fraction
of spheres in rings of size n which is represented by χ (n)ring and
given by
χ
(n)
ring =
(
f
(2)
ABρogˆHSK
)n
d3ρ

(n). (36)
Also, we will use the fraction of spheres bonded at both sites
A and B in a linear chain X2c which is found to be
X2c = f (2)ABf (1)ABXo
(
σAξκ
1 + (f (1)AB − f (2)AB)ξκρo
)2
. (37)
From Eq. (37) we see that in the case of total blockage  → 0,
or no energetic benefit of forming the second bond f (2)AB → 0,
the theory correctly predicts that X2c → 0. Using these defined
fractions the free energy equation (34) can be rewritten as
A − AHS
NkBT
= ln Xo + 1 − X12 − Xo −
∞∑
n=3
χ
(n)
ring
n
. (38)
Comparing Eq. (38) to Eq. (38) of II, excluding double bond-
ing and substituting the equality XA = X1/2 + Xo), we see
the form of the free energy has not changed. In fact, the
introduction of bond cooperativity has added negligible ad-
ditional complexity over the non-cooperative case studied
in II.
In this section we have derived the first equation of state
for associating molecules which explicitly includes the effect
of bond angle and HBC. In Sec. III we compare the new the-
ory to Monte Carlo simulation data. The chemical potential,
pressure and internal energy are derived in the appendix.
III. COMPARISON OF SIMULATION AND THEORY
To validate the new theory we now compare theoretical
predictions to the results of Monte Carlo simulations. We per-
form all new Monte Carlo simulations in the canonical ensem-
ble using standard18 methodology. The specific method was
outlined in I, so for brevity we will not discuss it further here.
We choose potential parameters rc = 1.1d and θ c = 27◦ such
that the sites are singly bondable.19, 20 To isolate our analysis
to the effect of bond angle and HBC we perform calculations
and simulations at the single moderate liquid-like density ρ∗
= ρd3 = 0.6. We will consider 3 cases: in case I ε(1) = 7kBT
and ε(2) = 9kBT meaning that bond there is positive HBC, in
case II there is no HBC ε(1) = 8kBT and ε(2) = 8kBT, finally
in case III there is negative HBC ε(1) = 9kBT and ε(2) = 7kBT.
These represent 3 strongly associating systems and will pro-
vide a stringent test of the theory.
Figure 4 compares theory and simulation of the bonding
fractions Xk (35), χ (n)ring (36), and X2c (37). We begin our dis-
cussion with Xk. Comparing the three cases at αAB = 115◦ we
see that X2(case I) >X2 (case II) > X2(case III) and X1 (case I)
< X1 (case II) < X1 (case III) which is the expected result
since case I shows positive HBC and case III shows negative
HBC. That is, since ε(2) > ε(1) for case I, there is a signif-
icant energetic benefit for spheres to become fully bonded,
while for ε(1) > ε(2), as in case III, it is energetically ben-
eficial to form dimers over longer chains. As the bond an-
gle is decreased from 115◦ to 55◦ the monomer fractions Xo
remain relatively constant for each case; however, there is a
much stronger αAB dependence for the fractions X2 and X1.
Considering cases I and II, we see that at decreasing αAB
there is little change in the fractions until αAB ∼ 80◦, while
FIG. 4. Bonding fractions at a density of ρ* = 0.6 for positive HBC (left), no HBC (center), and negative HBC (right). Curves give theoretical predictions and
symbols are simulation results. The top row gives the fraction of spheres bonded k = {0 (diamonds), 1 (circles), 2 (squares)} times. The bottom row gives the
fractions bonded twice in a chain X2c (circles) and ring fractions χ (n)ring{n = 3 (squares), 4 (diamonds), and 5(crosses)}.
164101-6 Marshall, Haghmoradi, and Chapman J. Chem. Phys. 140, 164101 (2014)
decreasing αAB further results in an increase in X2 and de-
crease in X1. In case III the αAB dependence of these frac-
tions is much weaker and opposite of the behavior observed
in the previous two cases. In case III decreasing αAB results in
an increase in X1 and decrease in X2. Comparing theory and
simulation for these fractions we see that the theory does an
excellent job of predicting the effect of αAB and HBC on the
fractions Xk.
To explain the behavior of the fractions Xk, in Fig. 4
we plot the fractions of spheres bonded twice in the vari-
ous cluster types. Focusing on cases I and II we see that
for αAB > 105◦ all ring fractions χ (n)ring are small and the
fluid is dominated by chain-like clusters (X2c is large). De-
creasing αAB below 105◦ steric hindrance begins suppress-
ing chain formation and ring formation becomes more promi-
nent. Over the full range of bond angles, at this current
density, only rings of sizes n = 3–5 exist in significant quan-
tities. The 5 member rings are rare at this density with the
4 member rings becoming more prominent with a maximum
χ
(4)
ring near αAB = 80◦. For both cases I and II the triatomic
rings become dominant for small bond angles due to the rel-
atively low entropic penalty of association due to the small
ring size, and the strong energetic benefit of all spheres in the
cluster becoming fully bonded. We also note that for these two
cases, the fraction bonded twice in chains X2c becomes small
for small αAB. The decrease in X2c is the combined effect of
steric hindrance between association sites for chain forma-
tion, which increases the entropic penalty of association, as
well as energetic dominance of the triatomic rings. It is not
possible for all spheres to be fully bonded in a chain.
Comparing cases I and II we see that positive HBC
(case I) favors ring formation as compared to the non HBC
case (case II). This is further demonstrated by the fraction
X2c which has all but vanished at αAB = 55◦ for case I while
for case II is near X2c ∼ 0.1. This behavior is a result of the
fact that positive HBC favors associated clusters in which all
spheres are fully bonded; this can only be realized in ring for-
mation. For this reason, case I shows significantly greater ring
formation than case II. For both cases theory is in good agree-
ment with the simulation data.
Now, considering case III which shows negative HBC
ε(2) < ε(1), we see that the ring fractions χ (4)ring and χ
(5)
ring are
small over the full bond angle range with the only significant
ring contribution coming from χ (3)ring for αAB < 80◦. For this
case X2c > χ
(3)
ring over the full bond angle range, showing that
chain formation is always favored. The reason for this is since
ε(2) < ε(1) much of the energetic benefit of ring formation has
been removed. There is an additional entropic penalty for a
chain to close and form an associated ring. For case I and II
the energetic benefit of ring formation is enough to overcome
this penalty; however, for case III this is simply not the case.
Again, the theory is in good agreement with the simulation
data.
Now we can see why, for small αAB, decreasing αAB re-
sults in an increase in X2 and decrease in X1 for cases I and
II, while the opposite is true for case III. The reason is ring
formation. Decreasing αAB increases the entropic penalty for
a sphere to bond twice in a chain. When ring formation is
small, this necessarily results in an increase in X1 and de-
FIG. 5. Reduced excess internal energy E* = E/NkBT versus bond angle
αAB for case I (ε(1) = 7kBT, ε(2) = 9kBT), case II (ε(1) = 8kBT, ε(2) = 8kBT),
and case III (ε(1) = 9kBT, ε(2) = 7kBT). Symbols give simulation results and
curves give theory predictions.
crease in X2, as in case III; however, when ring formation is
favored, decreasing the bond angle results in an increase in
ring formation which overcomes this troublesome association
into chains. This results in an increase in X2 and decrease in
X1. Looking back at Fig. 4, it is remarkable that the simple
theory derived in this paper accurately accounts for this com-
plex behavior.
Figure 5 compares the excess internal energy for these
three cases. As noted above, association is strongest in
case I and weakest in case III which gives the following rela-
tion among the internal energies E (case I) < E (case II) < E
(case III). For cases I and II, decreasing αAB below αAB ∼ 80◦
results in a decrease in E, while for case III decreasing αAB
below αAB ∼ 80◦ results in an increase in E. Like the trends
noted for X2, the bond angle dependence of E can be traced
back to ring formation. For each case decreasing αAB nec-
essarily inhibits chain formation due to steric hindrance. For
cases I and II additional ring formation at small bond angles
more than makes up for the decrease in chain formation and
results in a decrease in E. For case III ring formation is much
smaller, not enough to make up for the decrease in associa-
tion into chains at small αAB, which results in an increase in
E as αAB is decreased. Theory and simulation are in excellent
agreement.
We conclude this section with a brief discussion of the
condition given by Eq. (29) that |γ | ≤ 1 for the evaluation of
the infinite sum given by Eq. (28). For cases I and II, with
positive and no HBC, respectively, this condition is easily sat-
isfied at each bond angle. However, for case III, with negative
HBC, 1.61 < γ < 2.72 which is in clear violation of Eq. (29).
Also, analyzing the results presented in I we find that |γ |
≤ 1 for all cases of positive HBC ε(2) > ε(1) with the only
instances of |γ | > 1 occurring for the case of strong nega-
tive HBC with ε(2) < ε(1) − kBT. Of course, both the results
of this paper and I show that the theory is in excellent agree-
ment with simulation for cases which exhibit strong negative
HBC with |γ | > 1. This shows that the final equations de-
rived assuming |γ | ≤ 1 are also accurate for |γ | > 1. Fur-
thermore, in nature HBC arises from the fact that when a
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multi-functional hydrogen bonding molecule forms multi-
ple hydrogen bonds the polarization of the molecule is
increased.21 This necessarily results in positive HBC only, for
which the condition |γ | ≤ 1 seems to always hold.
IV. CONCLUSIONS
We have developed a new equation of state for associ-
ating fluids with two association sites. Using resummed per-
turbation theory, we have included both the effects of bond
angle and HBC for the first time. The resulting equation of
state is surprisingly simple with negligible additional com-
plexity over the non-HBC7 case. It was shown that both bond
angle and HBC play a huge role in the types of associ-
ated clusters which are formed. In agreement with detailed
quantum calculations,9 we have shown that positive HBC
favors ring formation. To test the theory new Monte Carlo
simulations were performed. The theory was found to be
accurate.
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APPENDIX: THERMODYNAMIC QUANTITIES
In this appendix we derive the chemical potential μ, ex-
cess internal energy E, and pressure P from the results of
Sec. II. The chemical potential is obtained from the general
relation
μ
kBT
= μHS
kBT
+ ln ρo
ρ
− ∂	c
(o)/V
∂ρ
. (A1)
We calculate the derivative as
∂	c(o)/V
∂ρ
=
∞∑
n=3
(
f
(2)
ABρogˆHSK
)n
d3

(n)
∂ ln gˆHS
∂ρ
+ σ
2
Af
(1)
ABξκ
1 + (f (1)AB − f (2)AB)ξκρo
∂ ln ξ
∂ρ
−
(
f
(1)
AB−f (2)AB
)
f
(1)
AB
ρo
(
σAf
(1)
ABξκ
1+(f (1)AB−f (2)AB)ξκρo
)2
∂ ln ξ
∂ρ
,
(A2)
which can be simplified to
∂	c(o)/V
∂ρ
= ρ ∂ ln gˆHS
∂ρ
∞∑
n=3
χ
(n)
ring +
(
σA
ρo
− 1
)
×
(
σA−
(
f
(1)
AB−f (2)AB
)
f
(1)
AB
ρo
(
σA
ρo
−1
))
∂ ln ξ
∂ρ
.
(A3)
With the chemical potential known the pressure is easily cal-
culated through the relation
P = μρ − A/V. (A4)
Now all that remains is the calculation of the excess internal
energy which is given by
E
N
= ∂
∂β
βA
N
= ρ˙o
ρo
− σ˙A
ρ
−
(
ρ˙o
ρo
+
˙f
(2)
AB
f
(2)
AB
) ∞∑
n=3
χ
(n)
ring. (A5)
In Eq. (A5) β = 1/kBT and a˙ = ∂a/∂β. Taking the derivative
of Eq. (32) we obtain
−ρρ˙o
ρ2o
= 2ρo f
(1)
ABξκ
1 − ρof (2)ABξκ
(
ρ˙o
ρo
+
˙f
(1)
AB
f
(1)
AB
)
+ 2ρ2o
f
(2)
AB
f
(1)
AB

(
f
(1)
ABξκ
1 − ρof (2)ABξκ
)2 (
ρ˙o
ρo
+
˙f
(2)
AB
f
(2)
AB
)
+ ρ2o
f
(2)
AB
f
(1)
AB

(
ξκf
(1)
AB
)2
(
1 − ρof (2)ABξκ
)2
(
2
ρ˙o
ρo
+
˙f
(1)
AB
f
(1)
AB
+
˙f
(2)
AB
f
(2)
AB
)
+ 2ρ3o
(

f
(2)
AB
f
(1)
AB
)2 (
ξκf
(1)
AB
1 − ρof (2)ABξκ
)3 (
ρ˙o
ρo
+
˙f
(2)
AB
f
(2)
AB
)
+
∞∑
n=3
(
f
(2)
ABρogˆHSK
)n
ρod3

(n)
(
(n − 1) ρ˙o
ρo
+ n
˙f
(2)
AB
f
(2)
AB
)
(A6)
and solving for ρ˙o
ρ˙o
ρo
= −
(2δ + γ δ2)
˙f
(1)
AB
f
(1)
AB
+
(
2γ 2δ3 + 3γ δ2 + ρ
ρo
∞∑
n=3
nχ
(n)
ring
)
˙f
(2)
AB
f
(2)
AB
ρ
ρo
+ 2δ + 4δ2γ + 2δ3γ 2 + ρ
ρo
∞∑
n=3
(n − 1)χ (n)ring
, (A7)
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where we have defined
δ = ρof
(1)
ABξκ
1 − ρof (2)ABξκ
(A8)
γ = f
(2)
AB
f
(1)
AB
.
Lastly, σ˙A is obtained from Eq. (30) as
σ˙A = ρ˙o + (σA − ρo)
(
ρ˙o
ρo
+ σ˙A
σA
+
˙f
(1)
AB
f
(1)
AB
)
− 1
σA
(σA − ρo)2
((
˙f
(1)
AB − ˙f (2)AB
)
f
(1)
AB
+
(
f
(1)
AB − f (2)AB
)
f
(1)
AB
ρ˙o
ρo
)
. (A9)
Solving for σ˙A we obtain
σ˙A =
ρ˙o + (σA − ρo)
(
ρ˙o
ρo
+
˙f
(1)
AB
f
(1)
AB
)
− 1
σA
(σA − ρo)2
((
˙f
(1)
AB − ˙f (2)AB
)
f
(1)
AB
+
(
f
(1)
AB − f (2)AB
)
f
(1)
AB
ρ˙o
ρo
)
1 − σA − ρo
σA
. (A10)
Equations (A5), (A7) and (A10) give the internal energy.
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