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Abstract
A shallow model commonly appears in machine learning and signal processing. Whether it is parametric
or non-parametric, a shallow model is formulated as the integration of feature maps against an unknown
parameter distribution, or a complex-valued measure. As is often the case with neural networks, if a model is
parameterized in vectors, the parameter dimension needs to be manually determined by model selection; and
the gradient descent training often results in a non-convex optimization problem, even when the loss function
is convex. On the other hand, if the model is re-parameterized in measures, the parameter dimension can
be automatically determined; and the training is convex when the loss function is convex. Therefore, it is
natural to consider training the parameter distribution. However, handling a measure is difficult in practice
because (1) we need a finite sum of point masses, and (2) the parameterization is not always unique. In
other words, two different parameter distributions may indicate the same function. For example, kernels on
the input space, priors on the parameter space, and random feature methods are too weak to handle point
masses, because they turn point masses into smooth functions. On the other hand, versatile topologies for
measures such as the total variation and the Wasserstein distance are too strong when the parameterization
is not unique. Namely, these topologies unnecessarily distinguish two measures that indicate the same
function, which causes another non-convexity. To address these difficulties, we investigate the generalized
kernel quadrature for handling complex-valued point masses; and propose to employ unitary kernel embedding
for killing non-uniqueness. The proposed method converges in L2-norm at Barron’s theoretical fast ratio.
1 Introduction
A linear combination of feature maps commonly appears in machine learning and signal processing. One of
the most general form is the integration S[µ](x) =
∫
A ϕ(x; a)dµ(a) of feature maps ϕ against the parameter
distribution µ. This form covers not only an integration but also a finite sum of features because a measure
admits a sum of point masses. Therefore, not only an integral transform such as the Fourier transform but also
a wide range of shallow models such as affine maps, k-nearest neighbors, support vector machines and shallow
neural networks are covered. The ultimate goal of supervised learning is, given a finite examples, to search for
a measure µ that minimizes the generalization error.
One advantage of lifting the parameter vector vp = {(wj , aj)}pj=1 to a measure µp =
∑p
j=1 wjδaj is that the
training in the measure parameterization can automatically determine the model complexity, or the parameter
dimension p. As is often the case with non-parameteric models such as the neural network, to determine the
model complexity is not easy. This model selection problem is excluded from the regular training process in
the ordinary parameterization because two vectors vp and vq with different complexities p and q lay in the
different spaces, while it can be included in the training in the measure parameterization because two measures
µp and µq lay in the same space. Another advantage is that the measure parameterization often convexify the
training problem. When the parameterization of a model is so complex that the training problem becomes highly
non-convex, which is again often the case with neural networks, a measure is an effective way to convexify the
training problem (Bengio et al., 2006; Le Roux and Bengio, 2007; Bach, 2017b).
Therefore, it is natural to think of directly training parameter distributions. One difficulty is the lack of
scheme to handle point masses. Many authors (reviewed in § 1.1) employed either kernels on the input space
X , priors on the parameter space A, or random features. These three approaches are equivalent because a prior
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expectation
∫
A ϕ(x; a)ϕ(y; a)dµ0(a) defines a kernel k(x, y), and the random features {ϕ( · ; aj)}pj=1 generated
from a prior µ0 asymptotically spans the same Hilbert space with k. Unfortunately, they are too weak to
handle point masses because they are smoothing methods. In other words, they can control only an infinite
sum k(·, x) of masses. As Bach (2017b) investigated in detail, sums of point masses ∑pj=1 wjϕ(·; aj) and kernels∑p
j=1 wjk(·, xj) differ in their generalization properties because the sum of kernels cannot express any single
feature map ϕ(·; a). Therefore, we need to exactly handle point masses. To address this difficulty, we explore
the kernel mean embedding of parameter distributions, which corresponds to introduce kernels, say K(a, b), on
the parameter space A.
Another difficulty is the the correspondence between a parameter distribution µ and the function f = S[µ]
is not always 1-to-1. In other words, the map S : µ 7→ f is not always injective. In particular, it is usually true
for neural networks. (See § 2.2 for more detail.) Bach (2017b) and Chizat and Bach (2018) employed the total
variation norm and Wasserstein distance of the parameter distributions. Now, they are too strong to handle
parameter distributions for neural networks. Namely, if two different distributions µ and ν indicates the same
function: S[µ] = S[ν], then both distances unnecessarily distinguish distributions: d(µ, ν) > 0, which further
results in another non-convexity of the training. (Here, we note that they introduced sparse regularizations
to convexify the training problem.) Obviously, it is preferable to identify µ and ν if S[µ] = S[ν]. In other
words, rather than the raw space M of measures, we should work on the quotient space M/ kerS. To address
this issue, we come to an idea of the unitary kernel that can vanish the null space of S and induce a natural
geometry to the parameter space.
In view of inverse problems, there are two major strategies for estimating a distribution µ: inverting the
equation S[µ] = f , or minimizing the cost such as an expected risk J [µ] = E[`(f(X), S[µ](X))] with a certain loss
function `. We should emphasize that they are complementary: The inversion is limited but more interpretable,
while the minimization is versatile but less interpretable. The inversion is limited because it is possible only
when an inversion formula, say µ = R[f ] with a certain right inverse operator R, is known, but we can interpret
the solution in reference to the inversion formula. On the other hand, the minimization is versatile because it is
possible even when an inversion formula is not known, but we cannot interpret the solution in reference to an
inversion formula. In this study, we investigate the kernel quadrature for integral operators, which corresponds
to the inversion strategy. We remark that the proposed method is also versatile because (1) today a wide range
of inversion formulas are covered by Calderon’s reproducing formula (Rubin, 1998) and the reproducing property
of positive definite kernels; and (2) the inversion formula is not required to be in a closed-form. According to
generalization error analysis, the algorithm is guaranteed to converge in L2-norm at least O(1/
√
p) with model
complexity p, which is a dimension-free fast ratio known as Barron’s bound (Barron, 1993; Ku˚rkova´, 2012) for
general shallow models, with sample complexity O(1/
√
n).
1.1 Related Work on Shallow Models as Integration
The concept of approximating functions by integral transforms is not new in approximation theory. In fact, we
can find a lot of examples in (DeVore and Lorentz, 1993). In the context of neural networks, it is recognized
as infinitely wide network. The integral representation theory (Barron, 1993; Murata, 1996; Ku˚rkova´,
2012; Suzuki, 2018) conducts conditional gradient (a.k.a. Frank-Wolfe) algorithm in theory, and succeeded to
estimate Barron’s bound ε = O(1/
√
p) with parameter dimension p, or a dimension-free approximation error.
It was first shown in the seminal paper by Barron (1993) for neural networks, and extended for general shallow
models by Ku˚rkova´ (2012). On the other hand, the convex neural network (Bengio et al., 2006; Le Roux
and Bengio, 2007; Bach, 2017a) aimed to conduct conditional gradient in practice, and Bach (2017b) pointed
out that it is revealed to be “intractable in practice”. The intractability stems from a non-convex subproblem
in the optimization algorithm. In this paper, we tackle this problem from the numerical integration viewpoint,
and achieve the convergence at Barron’s ratio.
The Over-parameterized models are recent trends in the neural network study. When the parameter
number p is sufficiently larger than the data size n, the SGD training successfully converges to the global
minima (Choromanska et al., 2015; Kawaguchi, 2016; Nguyen and Hein, 2017; Zou et al., 2018; Du et al., 2019).
Furthermore, despite the over-parameterization, they are reported (and partially proved) to generalize well
(Zhang et al., 2017; Neyshabur et al., 2017). These phenomena are intriguing, but we do not go this direction.
The idea of directly conducting numerical integration for parameter distributions appears in (Sonoda and
Murata, 2014). They proposed a simple Monte-Carlo method for shallow neural networks without any conver-
gence guarantee. In this study, we develop a novel numerical integration method for general shallow models
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with norm convergence guarantee, associated with a generalization error bound. The particle gradient de-
scent (Nitanda and Suzuki, 2017; Chizat and Bach, 2018) also directly estimates parameter distributions by
introducing the Wasserstein metric on the space of parameter distributions. The ideas are natural, but the
convergence tends to be weak. In addition, parameter numbers should be fixed beforehand. The interacting
particle systems (Mei et al., 2018; Rotskoff and Vanden-Eijnden, 2018; Sirignano and Spiliopoulos, 2018) also
went to the same direction to show the global convergence of SGD. However, the arguments are only asymptotic,
which is weaker than finite over-parameterized arguments.
The random weights assumptions (Saxe et al., 2011; Giryes et al., 2015), the Gaussian process/mean-
field reformulations (Radford M. Neal, 1996; Poole et al., 2016; Schoenholz et al., 2017; Dunlop et al.,
2018; Damianou and Lawrence, 2013), and some kernel methods Cho and Saul (2009) including random
feature expansion Rahimi and Recht (2008); Bach (2017a); Carratino et al. (2018) often meet infinitely wide
networks. These directions exert a strong presence in analyzing the initialized state of networks (Xiao et al.,
2018). However, they often lack measures to training networks because weights are supposed to be random.
The neural tangent kernel (Jacot et al., 2018) analyzed the convergence of training under the assumption
that the weights are still random during training. However, this assumption may be less plausible because
the parameter distributions after training are reported to converge to the ridgelet spectrum (Sonoda et al.,
2018), which seems to be not random. While these approaches correspond to prior sampling of parameters,
our approach with kernel quadrature corresponds to a version of posterior sampling because the parameter
distribution, which is C-valued though, contains information of the dataset, and the original kernel quadrature
for probability distribution has the posterior sampling aspect.
Finally, we remark that our goal is different from that of the sampling theorems (Tanaka et al., 2010;
Saitoh and Sawano, 2016) and frames (Donoho, 2001; Cande`s and Donoho, 1999) because these frameworks
aim to the perfect reconstruction of all the functions with a fixed frame, while we aim to the approximation
and estimation of an individual function with flexible basis functions.
1.2 Kernel Quadrature
The kernel quadrature (KQ) is a recently developed kernel method for numerical integration. It aims to
approximate an expectation
∫
X f(x)dµ(x) by a finite sum
∑p
j=1 wjf(xj)(wj ∈ R, xj ∈ X ). The basic strategy
of KQ is (1) to embed the target measure µ into a Hilbert space (kernel mean embedding; KME) (Muandet
et al., 2017), and (2) to conduct conditional gradient to obtain an approximator µp =
∑p
j=1 wjδxj . By virtue
of the conditional gradient, the KQ converges faster than the ordinary Monte Carlo (MC) integration: The
KQ converges at O(1/p) and O(e−p) (Bach et al., 2012; Briol et al., 2015), while the MC does at O(1/
√
p).
Intuitively speaking, the KQ converges faster because it selects sigma points dependently on the past selections,
while the MC selects them independently of the past. As the fast rate suggests, KQ is related to quasi Monte
Calro methods (Rubinstein and Kroese, 2016). Furthermore, Husza´r and Duvenaud (2012) pointed out the
equivalence between the Bayesian quadrature (BQ) (O’Hagan, 1991; Rasmussen and Ghahramani, 2003) and
the kernel herding (KH) (Welling, 2009; Chen et al., 2010); and Bach et al. (2012) pointed the equivalence
between the BQ and the KQ. Namely, KQ is a probabilistic method (BQ), and a fast sampling method (KH).
In this study, we present the KQ for integral transforms. Between integral transforms and expectations,
there are at least two gaps: (a) µ is no more a probability measure but a complex-valued measure, and (b) the
approximant is no more a constant but a function. To address these gaps, we develop the KME for vector-valued
measures, and establish the KQ with a function norm.
Notation
z denotes the complex conjugate of a complex number z. |µ| denotes the total variation measure of a real/complex/vector
measure µ. µ[f ] denotes the integration
∫
fdµ of a function f by a measure µ. P[f ] denotes the expectation
EX∼P[f(X)] of a function f by a probability distribution P. Uni(s, t) denotes the uniform distribution on the
interval [s, t]. N(µ, σ2) denotes the normal distribution with mean µ and variance σ2.
3
2 Theory
2.1 Main Problem and Assumptions
Let X ⊂ Rm be the input data space, and A ⊂ Rd the parameter space. We fix a data distribution P on X , and
we assume it has the full support over X . By L2(P) we denote the Hilbert space of complex-valued L2-functions
with measure dP on X . By M we denote the space of all complex Radon measures µ on A with finite total
variation, i.e. |µ|(A) < ∞. Here, the complex assumption is natural because µ ∈ M will be identified as,
for example, a Fourier spectrum. A feature map ϕ : A → L2(P) parametrizes the function space. Here, we
implicitly assumed that ϕ is (measurable and) bounded: supa∈A ‖ϕ(a)‖L2(P) <∞. We regard a shallow model
S[µ] :=
∫
A
ϕ( · ; a)dµ(a), µ ∈M. (1)
as a forward map S :M→ L2(P).
Let F be the image space {S[µ] | µ ∈ M}(⊂ L2(P)) of S, and we equip F with the A-variation norm
(Ku˚rkova´, 2012; Bach, 2017b) ‖f‖A := inf{|µ|(A) | S[µ] = f, µ ∈ A}, (f ∈ F), which will show up in the
generalization error bound. We remark that A-variation norm is stronger than L2-norm. We call F the
hypothesis class of S because the complexity of F controls the expressive power of model S.
We denote by R : L2(P) → M a right inverse operator to S. Namely, it satisfies S[R[f ]] = f for any
f ∈ F ⊂ L2(P). The term ‘right’ emphasizes that the R does not necessarily satisfies R[S[µ]] = µ. We give
concrete examples of R in § 2.2.
Given a set of finite examples Dn := {(xi, yi)}ni=1 ⊂ X × C, the ultimate goal of supervised learning is to
find a parameter distribution µ ∈M that minimizes the generalization error
J [µ] := EX,Y [`(Y, S[µ](X))], (2)
where ` : C× C→ [0,∞) is a certain loss function.
In this study, we investigate a kernel quadrature approach to estimate µ. Namely, we embed the parmeter
distributions into a reproducing kernel Hilbert space (RKHS) H, and perform conditional gradient with squared
loss function.
2.2 Examples of Injective and Non-injective Parameters
In general, the operator S is not always injective. In other words, the parameter distribution is not always
unique.
When S is the Fourier transform S[µ](x) =
∫
R e
−iξxdµ(ξ), and µ admits an L2-density function, then it
is injective because the Fourier transform is a bijection L2(R) → L2(R). The right inverse R is given by the
inverse Fourier transform R[f ](ξ) = (2pi)−1
∫
R e
iξxf(x)dx.
When S is the shallow neural network S[µ](x) :=
∫
Rm×R σ(a · x − b)dµ(a, b) with activation function
σ : R → C, then it is not injective. To our surprise, a right inverse R is explicitly given by the ridgelet
transform (Murata, 1996; Cande`s, 1998; Sonoda and Murata, 2017): R[f ; ρ](a, b) :=
∫
Rm f(x)ρ(a · x− b)dadb
with a Schwartz function ρ : R → C. When ρ satisfies the admissibility condition ∫∞−∞ σ̂(ζ)ρ̂(ζ)|ζ|−mdζ = 1,
the reconstruction formula S[R[f ; ρ]] = f holds for any f ∈ L1(Rm) (Sonoda and Murata, 2017, Theorem 5.6).
It is not difficult to find two different ρ1 and ρ2 that satisfy the admissibility condition, which clearly suggests
the non-injectivity because µ1 := R[f ; ρ1] and µ2 := R[f ; ρ2] satisfy µ1 6= µ2 but S[µ1] = S[µ2] = f .
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2.3 Kernel Mean Embedding and Maximum Mean Discrepancy for General Mea-
sures
We define the kernel mean embedding (KME) and maximum mean discrepancy (MMD) for complex measures
µ ∈ M. We refer to Muandet et al. (2017) for original definitions of the KME and MMD for probability
measures. See Appendix A for more details on the fundamental properties.
We fix a measurable positive definite kernel K : A×A → C, and letH denotes the corresponding reproducing
kernel Hilbert space (RKHS) equipped with inner product 〈 · , · 〉K . We write Ka := K( · , a) with a ∈ A for
short, which satisfies the reproducing property 〈h,Ka〉K = h(a) for every a ∈ A and h ∈ H. We often use the
corollary: ‖Ka‖K =
√
K(a, a) for every a ∈ A.
Let MK be the subspace of M that satisfies the kernel moment condition:∫
A
√
K(a, a)d|µ|(a) <∞. (3)
We define the kernel mean embedding (KME) of µ ∈MK by K, with a slight abuse of notation, as
µ 7→ K[µ] :=
∫
A
K(a, · )dµ(a). (4)
Here, K[µ] is understood as a Bochner integral. By the moment condition, K[µ] always belongs to H. In other
words, a KME is an embedding K :MK → H. We say K is characteristic when the KME is injective. A KME
K[µ] satisies the reproducing property of the ‘expectation’
〈h,K[µ]〉K = µ[h], h ∈ H. (5)
See Appendix A for the proof.
We define the maximum mean discrepancy (MMD) of (µ, ν) ∈MK ×MK as
MMD[µ, ν] := sup
‖h‖K≤1
{µ[h]− ν[h]} . (6)
By using the reproducing property and the Cauchy-Schwarz inequality, the MMD is shown to be equal to the
distance between mean elements:
MMD[µ, ν] = sup
‖h‖K≤1
〈h,K[µ]−K[ν]〉K = ‖K[µ]−K[ν]‖K . (7)
Therefore, if K is characteristic, the corresponding MMD becomes a distance on MK .
2.4 Kernel Quadrature for General Measures
In order the kernel quadrature to converge, we additionally assume that K is bounded :
B := sup
a∈A
‖Ka‖K <∞, (8)
and the parameter distributions are also restricted to MK(r) := {µ ∈ MK | |µ|(A) ≤ r}. We define the
generalized marginal polytope K(r) as the closure of the convex hull of {zKa | |z| ≤ r, z ∈ C, a ∈ A}. By
definition, K(r) is a bounded convex subset in H, and it contains all K[µ] for µ ∈MK(r).
For a fixed µ ∈MK(r), the generalized kernel quadrature is an algorithm to solve the following:
Minimize J [h] := ‖K[µ]− h‖2K w.r.t. h ∈ K(r). (9)
Since J is strongly convex, it is iteratively minimized by conditional gradient:hp+1 ∈ arg minh∈K(r) 〈hp − µ[K], h〉Khp+1 = (1− ρp)hp + ρphp+1. (10)
5
Here ρp is either 1/(1 + p) (without line search) or
〈hp−µ[K],hp−hp+1〉
K
‖hp−hp+1‖2K
(with line search).
The output sequence hp converges at J [hp] ≤ 8D2/p, where D = 2Br is the diameter of K(r). Furthermore,
if K[µ] is a strict inner point of K(r), then hp converges at J [hp] ≤ 2D2 exp(−d2p/D2) with strict line search,
and at J [hp] ≤ 4D4/(d2p2) without strict line search, where d is the largest radius of a ball contained in K(r)
centered at K[µ]. See Bach et al. (2012, § 4.2) for more details. The error rate of J [hp] reflects the efficiency
of approximation. We remark that the first bound 32B2r2/p coincides with the so-called Maurey-Jones-Barron
bound (Barron, 1993; Ku˚rkova´, 2012).
In practice, the strict implementation of conditional gradient is difficult because the first step is not always
tractable. Therefore, we employ the greedy minimization for a practical implementation following Chen et al.
(2010). We simply start from an arbitrary a1 ∈ A, and let wj = 1/p at the p-th iteration. In the p-th iteration,
we select a that minimizes MMD(µ, µp)
2 −MMD(µ, µp−1)2. In other words, we select
ap := arg min
a∈A
−2pK[µ](a) +K(a, a) + 2 p−1∑
j=1
K(aj , a)
 . (11)
This is also proved to converge at O(1/p) (Chen et al., 2010).
2.5 Unitary Kernel Embedding of Parameter Distributions
As a natural choice of the kernel for GKQ, we propose the unitary kernel.
We say a kernel U is unitary when it satisfies 〈U [µ], U [ν]〉U = 〈S[µ], S[ν]〉L2(P) for every µ, ν ∈ MU . The
term ‘unitary’ comes from the following property:
〈UR[f ], UR[g]〉U = 〈f, g〉L2(P) , f, g ∈ S(MU ) (12)
Namely, if U is unitary, then UR : S(MU )→ H becomes a unitary isomorphism. The KME by a unitary kernel
induces the geometry of L2(P) with parameter space MU :
MMD[µ, ν] = ‖U [µ]− U [ν]‖U = ‖S[µ]− S[ν]‖L2(P), µ, ν ∈MU . (13)
This isometry plays a key role because if a sequence µp of GKQ converges to µ = R[f ] in U -MMD, then
the corresponding function fp = S[µp] converges to f in L
2(P). The isometry also implies the converse: If a
sequence µp is obtained as an ordinary gradient descent training of fp = S[µp] in L
2(P), then µp converges
to µ = R[f ] in U -MMD. In addition, the (squared) MMD is easily computed by the empirical approximation:
M̂MD2[R[f ], µp] =
1
n
∑n
i=1 |f(xi)− S[µp](xi)|2.
In general, If U is unitary and S is not injective, then U cannot be characteristic because µ and ν = µ+kerS
satisfy µ 6= ν but S[µ] = S[ν], which implies U [µ] = U [ν]. Nevertheless, the unitary kernel is a natural choice
for the KME of parameter distributions because (1) the KME induces the geometry of L2(P) with MU up to
the inner product, and (2) it kills the difference between µ and µ + kerS. In other words, even though the
determination of kerS and R is usually impossible, we can handle the quotient space MU/ kerS as a Hilbert
space with inner product 〈[µ], [ν]〉 := 〈U [µ], U [ν]〉U = 〈S[µ], S[ν]〉L2(P).
The following kernel is a concrete example of the unitary kernel.
Proposition 2.1. Let
U(a, a′) := EX∼P[ϕ(X; a)ϕ(X; a′)], (a, a′) ∈ A×A. (14)
Then, U is unitary.
See Appendix B.2 for the proof. The meaning of U(a, a′) is clear: It assigns (a, a′) with the similarity
between ϕa and ϕa′ . By the construction, U is a positive definite kernel; and the norm is bounded as ‖Ua‖2U =
U(a, a) = E[|ϕ(X; a)|2] ≤ supa∈A ‖ϕa‖2L2(P) =: B2, which always exists by the definition of ϕ.
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Proposition 2.2 (KME of the right inverse element). For any µ ∈M, the KME is given by
U [µ](a) = EX∼P[S[µ](X)ϕ(X; a)], a ∈ A. (15)
In particular, the embedding is bounded. Namely, for any h ∈ HU ,
|µ[h]| ≤ ‖S[µ]‖L2(P)‖h‖U . (16)
See Appendix B.1 for the proof. As a consequence, however difficult to find a right inverse operator R[f ] for
S, its KME U [R[f ]] is easily computed by an empirical approximation 1n
∑n
i=1 f(xi)ϕ(xi; a).
To sum up, (1) both KME and MMD are tractable; (2) the KME of R[f ] is bounded, which implies the
kernel quadrature works for µ = R[f ]; (3) the norm ‖Ua‖U is uniformly bounded, which implies the kernel
quadrature converges; and (4) the MMD is isometric to L2(P), which implies if µp → µ as p → ∞ in MMD,
then S[µp]→ S[µ] in L2(P).
3 Error Analysis
We fix a data generating function f∗ ∈ F . Let µ̂ ∈ MU be an output of the unitary kernel quadrature given a
dataset Dn. Namely, f̂ := S[µ̂] is the final estimator of f
∗. We have the following generalization error bound:
Proposition 3.1. With probability at least 1− δ,
EX∼P|S[µ̂](X)− f∗(X)|2 ≤ 32B
2‖f∗‖2A
p
+ 2Rn(G) +M
√
log(1/δ)
n
. (17)
Here, B := supa∈A ‖ϕa‖L2(P), Rn(G) is the Rademacher complexity of G = {|h − f∗|2 | h ∈ K(‖f∗‖A)} and
M := supg∈G ‖g‖∞.
See Appendix B.3 for the proof.
4 Simulation Results
4.1 Setup
Model. We employed the shallow neural network, and the activation function σ was the first derivative of
Gaussian kernel.
Methods. We compared two methods: (SIR) importance sampling of parameters aj from the probability
distribution that is proportional to |R[f ](a)|, which corresponds to the existing methods (Sonoda and Murata,
2014); and (UKQ) unitary kernel quadrature, or greedy minimization of the MMD with the unitary kernel,
which is the proposed method. In both methods, we determined weights wj by using linear regression. See § 4.3
for more details on SIR.
Datasets. We present the results with sinusoidal curve with Gaussian noise: yi = sin 2pixi + εi with xi ∼
Uni[−1, 1], εi ∼ N(0, 0.12) and n = 100. We used another n = 100 sample for evaluation.
Evaluation. We employed the empirical maximum error (ME) maxi |yi−S[µp](xi)|, and the root mean squared
error (RMSE)
√
1
n
∑n
i=1 |yi − S[µp](xi)|2.
4.2 Results
Figure 1 compares the error decay of SIR and UKQ (proposed). In the comparison of RMSE, both SIR and
UKQ reached the gray line, which is the standard deviation of the noise in the dataset. This indicates that the
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Figure 1: Error decay of numerical integration results (double logarithmic plot). Red and Blue lines correspond
to O(1/
√
p) and O(1/p) respectively. Gray line in the RMSE plot indicates the standard deviation of the noise
in the dataset. Both SIR and UKQ reached Gray line, and UKQ decays faster than SIR.
numerical integration was conducted correctly in both cases. SIR decayed along the red line, which corresponds
to the slower rate O(1/
√
p). On the other hand, UKQ decayed along the blue line, which corresponds to the
faster rate O(1/p).
4.3 Details on Sampling Importane Resampling (SIR)
We assume that we are given the density % of parameter distribution µ, and we can compute the spectrum
%(a)(∈ C) at every a ∈ A. We explain the sampling importance resampling (SIR) for approximating S[µ]
by a finite sum S[µp] with µp =
∑p
j=1 wjδaj (wj ∈ C, aj ∈ A).
In the first step, we draw i.i.d. samples {ai}pi=1 ⊂ A from the probability distribution R(a) := |%|(a)/Z.
Here, Z :=
∫
A |%|(a)da = |µ|(A) is the normalization constant, which we do not need to compute. First,
we draw p′( p) samples {a′j}p
′
j=1 from a proposal probability density Q on A. Second, we compute the
importance weights w′j := %(a
′
j)/Q(a
′
j). Then, we resample p elements Ap := {aj}pj=1 from {a′j}p
′
j=1 with
occurence probability P (a′j) := w
′
j/
∑p′
j=1 w
′
j . Here, the resampling is conducted without replacement to avoid
multiple aj ’s to indicate the same feature. The resampled set Ap asymptotically distributed according to R.
In the second step, we determine the weight wj for every aj ∈ Ap by either (1) letting wj := %(aj)/p or (2)
minimizing ‖S[µ] − S[µp]‖2L2(P) with µp =
∑p
j=1 wjδaj . By the uniform law of large numbers, S[µp] converges
to S[µ] at O(1/
√
p).
5 Conclusion
We proposed the unitary kernel quadrature for training general shallow models S[µ] with an arbitrary parameter
dimension p. Since the error bound J [µp] decreases monotonically as p increased, we can automatically determine
the model complexity p by choosing max{p ∈ N : J [µp] ≤ ε} for a given ε > 0. We developed the general kernel
quadrature for C-valued measures, and proposed the unitary kernel that can induce the geometry of function
space L2(P) with the space of parameter distributions MK/ kerS. The topology is weaker than A-variation
norm and Wasserstein norm, but appropriate to kill non-uniqueness of the parameter distribution. By virtue
of conditional gradient, the proposed method is shown to converge faster than Monte-Carlo integration, with a
norm convergence guarantee and a generalization error bound. By the unitarity of KME, extending our results
to a regularized risk is not difficult. An application to convergence analysis of SGD, and extension to deep
mdoels are our important future work.
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A Fundamental Properties of KME for Vector Valued Measures
We investigate the fundamental properties of the KME for vector-valued measures, which includes R- and
C-valued measures.
A.1 Well-Definedness
Let (V, | · |) be a Banach space, and let µ be a V -valued vector measure on a measurable space (Ω,B). |µ|
denote the total variation of µ. µ[f(X)] denotes the integral
∫
Ω
f(x)dµ(x) of a measurable function f on Ω.
We have the following inequality.
|µ[f ]| ≤ |µ|[|f |]. (18)
We fix a measurable positive definite kernel k : Ω × Ω → C on Ω. Let Mk(Ω;V ) be the collection of finite
V -valued vector measures on Ω that satisfies
|µ|[
√
k(X,X)] = |µ|[‖kX‖k] <∞. (19)
We define the KME for a vector measure µ ∈Mk(Ω;V ) as
µ[kX ] :=
∫
Ω
k(x, · )dµ(x). (20)
For an arbitrary µ ∈ Mk(Ω;V ), we define a linear functional Lµ : H → C; f 7→ µ[〈f, kX〉k]. Then, Lµ is
bounded because
|Lµ[f ]| = |µ[〈f, kX〉k]| ≤ |µ|[| 〈f, kX〉k |] ≤ ‖f‖k|µ|[‖kX‖k] <∞.
Therefore, µ[kX ] ∈ H. By the Riesz’s representation theorem, there exists µ[kX ] ∈ H for any f ∈ H such that
Lµ[f ] = 〈f,µ[kX ]〉k. In particular, the reproducing property of the ‘expectation’ holds:
µ[f(X)] = 〈f,µ[kX ]〉k . (21)
A.2 Characteristics
A bounded measurable positive definite kernel k on Ω is said to be characteristic when the KME operator
M(Ω;V )→ H;µ 7→ µ[kX ] is injective. In other words, k is characteristic if and only if
∀f ∈ H : µ[f ] = ν[f ] ⇒ µ = ν. (22)
We claim that if the KME operator with respect to k is injective on the collection P(Ω) of probability
measures on Ω, then it is also injective on MTV(Ω;Rd).
Proof. We prove the claim first for MTV(Ω;R), then for MTV(Ω;Rd).
First, we consider the KME for signed measures. Recall that L :MTV(Ω;R)→ H;µ 7→ µ[kX ] is a bounded
linear operator. Since Span RP(Ω) ⊂ MTV(Ω;R), the restriction L|P(Ω) is injective. We show the converse: If
L|P(Ω) is injective, then L is injective. Assume that there exist µ, ν ∈ MTV(Ω;R) that satisfies L[µ] = L[ν].
Since Span RP(Ω) = MTV(Ω;R) (because Span RP(Ω) ⊂ MTV(Ω;R) is obvious and the converse follows from
Hahn’s decomposition theorem), we can take a basis {pi}di=1 of MTV(Ω;R) that is composed of the elements
of P(Ω). Thus, by rewriting µ = ∑di µipi and ν = ∑di νipi, we have ∑di=1 µiL[pi] = ∑di=1 νiL[pi]. By the
assumption that L|P(Ω) is injective, the image set {L[pi]} is linearly independent, which concludes µi = νi for
every components. Namely, µ = ν.
Then, we consider the KME for vector measures. Assume that µ,ν ∈MTV(Ω;Rd) satisfies µ[kX ] = ν[kX ].
In other words, µi[kX ] = νi[kX ] for every component µi and νi(i = 1 . . . , d). In each component, we can reuse
the result for the KME for signed measures, and obtain µi = νi, (i = 1, . . . , d), which concludes µ = ν.
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B Proofs
B.1 Proposition 2.2
Proof. By changing the order,
U [µ](a) =
∫
A
∫
X
ϕ(x; a′)ϕ(x; a)dP(x)dµ(a′)
=
∫
X
ϕ(x; a)
∫
A
ϕ(x; a′)dµ(a′)dP(x) = EX∼P[S[µ](X)ϕ(X; a)]. (23)
Next, we show the boundedness. We write f := S[µ] for short. Take an arbitrary h ∈ H. We can write
h =
∑p
j=1 wjUaj with some wj ∈ C and aj ∈ A. Here, Ua denotes U( · , a). Then,
µ[h] =
p∑
j=1
wjµ[Uaj ] =
p∑
j=1
wjE[f(X)ϕ(X; aj)] = E
f(X) p∑
j=1
wjϕ(X; aj)
 . (24)
Therefore,
|µ[h]| ≤√E|f(X)|2√E|∑pj=1 wjϕ(X; aj)|2 = ‖f‖L2(P)‖h‖U . (25)
Here the second equation follows as below:
E
∣∣∣∣∣
p∑
j=1
wjϕ(X; aj)
∣∣∣∣∣
2
=
p∑
i,j
wiwjE[ϕ(X; ai)ϕ(X; aj)] =
p∑
i,j
wiwjU(ai, aj) = ‖h‖2U . (26)
B.2 Proposition 2.1
Proof. It is sufficient to show the isometry: ‖U [µ]‖U = ‖S[µ]‖L2(P) for any µ ∈MU . By using the reproducing
property of expectation, and the KME by U , we have
‖U [µ]‖2U = 〈U [µ], U [µ]〉U = µ[U [µ]] = µ[EX∼P[S[µ](X)ϕ(X; · )]] = ‖S[µ]‖2L2(P). (27)
B.3 Proposition 3.1
We estimate the generalization error L[f̂ ] := EX∼P|f̂(X) − f∗(X)|2. Let µ∗ ∈ MU (r) satisfy S[µ∗] = f∗. We
remark that r = |µ∗|(A) is given by the A-variation norm ‖f∗‖A. Let J [µ] := MMD[µ, µ∗]2 for µ ∈ MU (r).
Then, by Proposition 2.1, we have J [µ] = EX∼P[`[µ](X)] with `[µ](x) := |S[µ−µ∗](x)|2; and thus L[f ]−L[f∗] =
J [µ]− J [µ∗]. We note that L[f∗] = J [µ∗] = 0.
Let Ĵ be an empirical approximation of J [µ] = E[`[µ](X)] given the dataset Dn, and let µ := arg min
µ∈MK(r)
Ĵ [µ].
By decomposing J [µ]− J [µ∗], we have
J [µ̂]− J [µ∗] = J [µ̂]− Ĵ [µ̂]︸ ︷︷ ︸
gen. gap
+ Ĵ [µ̂]− Ĵ [µ]︸ ︷︷ ︸
opt. err.
+ Ĵ [µ]− Ĵ [µ∗]︸ ︷︷ ︸
≤0
+ Ĵ [µ∗]− J [µ∗]︸ ︷︷ ︸
est. err.
(28)
≤ (J − Ĵ)[µ̂] + 32B
2r2
p
+ 0− (J − Ĵ)[µ∗]. (29)
We remark that the optimization error can decay faster, if the kernel quadrature converge faster. Since `[µ∗] ≡ 0,
we have (J−Ĵ)[µ̂]−(J−Ĵ)[µ∗] = (P−Pn)[`[µ̂](X)] = (J−Ĵ)[µ̂−µ∗]. Let G := {`[µ] | µ ∈MU (r)} = {|h−f∗|2 |
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h ∈ K(r)}, and M := supg∈G ‖g‖∞. Following the standard argument of the Rademacher complexity and
McDiarmid inequality, we have the following: Let δ ∈ (0, 1). With a probability at least 1− δ,
sup
µ∈MK(r)
(P− Pn)[`[µ](X)] ≤ 2Rn(G) +M
√
log 1/δ
n
. (30)
Here Rn(G) is the Rademacher complexity of G. See Mohri et al. (2018) for more details. To sum up the
results, we conclude the claim.
Acknowledgments
The author is grateful to N. Murata for suggesting the topic treated in this paper. The author would like
to thank T. Suzuki, A. Nitanda and T. Matsubara for useful discussions. This work was supported by JSPS
KAKENHI 18K18113.
References
F. Bach. On the Equivalence between Kernel Quadrature Rules and Random Feature Expansions. Journal of Machine
Learning Research, 18(21):1–38, 2017a.
F. Bach. Breaking the Curse of Dimensionality with Convex Neural Networks. Journal of Machine Learning Research,
18(19):1–53, 2017b.
F. Bach, S. Lacoste-Julien, and G. Obozinski. On the Equivalence between Herding and Conditional Gradient Algorithms.
In Proceedings of the 29th International Conference on Machine Learning, pages 1355–1362, Edinburgh, Scotland, UK,
2012. Omnipress.
A. R. Barron. Universal approximation bounds for superpositions of a sigmoidal function. IEEE Transactions on
Information Theory, 39(3):930–945, 1993.
Y. Bengio, N. Le Roux, P. Vincent, O. Delalleau, and P. Marcotte. Convex neural networks. In Advances in Neural
Information Processing Systems 18, pages 123–130, Vancouver, BC, 2006. MIT Press.
F.-X. Briol, C. J. Oates, M. Girolami, and M. A. Osborne. Frank-Wolfe Bayesian Quadrature: Probabilistic Integration
with Theoretical Guarantees. In Advances in Neural Information Processing Systems 28, pages 1162–1170, Montreal,
BC, 2015. Curran Associates, Inc.
E. J. Cande`s. Ridgelets: theory and applications. PhD thesis, Standford University, 1998.
E. J. Cande`s and D. L. Donoho. Curvelets: a surprisingly effective nonadaptive representation of objects with edges. In
A. Cohen, C. Rabut, and L. Schumaker, editors, Curve and Surface Fitting. Vanderbilt University Press, Nashville,
Saint-Malo, 1999.
L. Carratino, A. Rudi, and L. Rosasco. Learning with SGD and Random Features. In S. Bengio, H. Wallach, H. Larochelle,
K. Grauman, N. Cesa-Bianchi, and R. Garnett, editors, Advances in Neural Information Processing Systems 31, pages
10192–10203, Montreal, BC, 2018. Curran Associates, Inc.
Y. Chen, M. Welling, and A. Smola. Super-Samples from Kernel Herding. In Proceedings of the 26th Conference on
Uncertainty in Artificial Intelligence, pages 109–116, Catalina Island, CA, 2010. AUAI Press.
L. Chizat and F. Bach. On the Global Convergence of Gradient Descent for Over-parameterized Models using Optimal
Transport. In Advances in Neural Information Processing Systems 32, pages 3036–3046, Montreal, BC, 2018.
Y. Cho and L. K. Saul. Kernel Methods for Deep Learning. In Advances in Neural Information Processing Systems 22,
pages 342–350, Vancouver, BC, 2009. Curran Associates, Inc.
A. Choromanska, Y. LeCun, and G. Ben Arous. Open Problem: The landscape of the loss surfaces of multilayer networks.
In The 28th Annual Conference of Learning Theory, volume 40, pages 1–5, 2015.
A. Damianou and N. Lawrence. Deep Gaussian Processes. In Proceedings of The 16th International Conference on
Artificial Intelligence and Statistics (AISTATS) 2013, volume 31, pages 207–215, Scottsdale, AZ, 2013. PMLR.
R. A. DeVore and G. G. Lorentz. Constructive Approximation. Springer-Verlag Berlin Heidelberg, 1993.
D. L. Donoho. Ridge functions and orthonormal ridgelets. Journal of Approximation Theory, 111(2):143–179, 2001.
11
S. S. Du, X. Zhai, B. Poczos, and A. Singh. Gradient Descent Provably Optimizes Over-parameterized Neural Networks.
In International Conference on Learning Representations 2019, pages 1–17, New Orleans, Louisiana, United States,
2019.
M. M. Dunlop, M. A. Girolami, A. M. Stuart, and A. L. Teckentrup. How Deep Are Deep Gaussian Processes? Journal
of Machine Learning Research, 19(54):1–46, 2018.
R. Giryes, G. Sapiro, and A. M. Bronstein. Deep Neural Networks with Random Gaussian Weights : A Universal
Classification Strategy? IEEE Transactions on Signal Processing, 64(13):3444–3457, 2015.
F. Husza´r and D. Duvenaud. Optimally-Weighted Herding is Bayesian Quadrature. In Proceedings of the Twenty-Eighth
Conference on Uncertainty in Artificial Intelligence, pages 377–386, Catalina Island, CA, 2012.
A. Jacot, F. Gabriel, and C. Hongler. Neural Tangent Kernel: Convergence and Generalization in Neural Networks. In
S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett, editors, Advances in Neural
Information Processing Systems 31, pages 8571–8580, Montreal, BC, 2018. Curran Associates, Inc.
K. Kawaguchi. Deep Learning without Poor Local Minima. In Advances in Neural Information Processing Systems 29,
pages 586–594, Barcelona, Spain, 2016.
V. Ku˚rkova´. Complexity estimates based on integral transforms induced by computational units. Neural Networks, 33:
160–167, 2012.
N. Le Roux and Y. Bengio. Continuous Neural Networks. In Proceedings of The 11th International Conference on
Artificial Intelligence and Statistics (AISTATS) 2007, number 2, pages 404–411, San Juan, Puerto Rico, 2007. JMLR
W&CP.
S. Mei, A. Montanari, and P.-M. Nguyen. A mean field view of the landscape of two-layer neural networks. Proceedings
of the National Academy of Sciences, 115(33):E7665–E7671, 2018.
M. Mohri, A. Rostamizadeh, and A. Talwalkar. Foundations of Machine Learning. Adaptive Computation and Machine
Learning series. MIT Press, second edition, 2018.
K. Muandet, K. Fukumizu, B. Sriperumbudur, and B. Scho¨lkopf. Kernel Mean Embedding of Distributions: A Review
and Beyond. Foundations and Trends R© in Machine Learning, 10(1-2):1–141, 2017.
N. Murata. An integral representation of functions using three-layered betworks and their approximation bounds. Neural
Networks, 9(6):947–956, 1996.
B. Neyshabur, S. Bhojanapalli, D. McAllester, and N. Srebro. Exploring Generalization in Deep Learning. In Advances
in Neural Information Processing Systems 30, pages 5947–5956, Long Beach, 2017.
Q. Nguyen and M. Hein. The Loss Surface of Deep and Wide Neural Networks. In Proceedings of The 34th International
Conference on Machine Learning, volume 70, pages 2603–2612, Sydney, 2017. PMLR.
A. Nitanda and T. Suzuki. Stochastic Particle Gradient Descent for Infinite Ensembles. Technical report, dec 2017.
A. O’Hagan. Bayes-Hermite quadrature. Journal of Statistical Planning and Inference, 29(3):245–260, 1991.
B. Poole, S. Lahiri, M. Raghu, J. Sohl-Dickstein, and S. Ganguli. Exponential expressivity in deep neural networks
through transient chaos. In Advances in Neural Information Processing Systems 29, pages 3360—-3368. Curran
Associates, Inc., 2016.
Radford M. Neal. Bayesian Learning for Neural Networks. Lecture Notes in Statistics. Springer-Verlag New York, 1996.
A. Rahimi and B. Recht. Random Features for Large-Scale Kernel Machines. In J. C. Platt, D. Koller, Y. Singer, and
S. T. Roweis, editors, Advances in Neural Information Processing Systems 20, pages 1177–1184. Curran Associates,
Inc., 2008.
C. E. Rasmussen and Z. Ghahramani. Bayesian Monte Carlo. In Advances in Neural Information Processing Systems
15, pages 505–512. MIT Press, 2003.
G. M. Rotskoff and E. Vanden-Eijnden. Neural Networks as Interacting Particle Systems: Asymptotic Convexity of the
Loss Landscape and Universal Scaling of the Approximation Error. Technical report, 2018.
B. Rubin. The Caldero´n reproducing formula, windowed X-ray transforms, and radon transforms in Lp-spaces. Journal
of Fourier Analysis and Applications, 4(2):175–197, 1998.
R. Y. Rubinstein and D. P. Kroese. Simulation and the Monte Carlo Method. Wiley, third edition, 2016.
S. Saitoh and Y. Sawano. Theory of Reproducing Kernels and Applications. Developments in Mathematics. Springer
Singapore, 2016.
12
A. M. Saxe, P. W. Koh, Z. Chen, M. Bhand, B. Suresh, and A. Y. Ng. On Random Weights and Unsupervised Feature
Learning. In Proceedings of The 28th International Conference on Machine Learning (ICML-11), pages 1089–1096,
Belleview, WA, USA, 2011. ACM.
S. S. Schoenholz, J. Gilmer, S. Ganguli, and J. Sohl-Dickstein. Deep Information Propagation. In International Confer-
ence on Learning Representations 2017, pages 1–18, Palais des Congre`s Neptune, Toulon, France, 2017.
J. Sirignano and K. Spiliopoulos. Mean Field Analysis of Neural Networks. Technical report, 2018.
S. Sonoda and N. Murata. Sampling hidden parameters from oracle distribution. In 24th International Conference on Ar-
tificial Neural Networks (ICANN) 2014, volume 8681, pages 539–546, Hamburg, Germany, 2014. Springer International
Publishing.
S. Sonoda and N. Murata. Neural network with unbounded activation functions is universal approximator. Applied and
Computational Harmonic Analysis, 43(2):233–268, 2017.
S. Sonoda, I. Ishikawa, M. Ikeda, K. Hagihara, Y. Sawano, T. Matsubara, and N. Murata. The global optimum of shallow
neural network is attained by ridgelet transform. Technical report, RIKEN AIP, 2018.
T. Suzuki. Fast generalization error bound of deep learning from a kernel perspective. In Proceedings of the 21st Inter-
national Conference on Artificial Intelligence and Statistics, volume 84, pages 1397—-1406, Playa Blanca, Lanzarote,
Canary Islands, 2018. PMLR.
A. Tanaka, H. Imai, and M. Miyakoshi. Kernel-Induced Sampling Theorem. IEEE Transactions on Signal Processing,
58(7):3569–3577, 2010. URL https://ieeexplore.ieee.org/document/5438797.
M. Welling. Herding dynamical weights to learn. In Proceedings of the 26th Annual International Conference on Machine
Learning, pages 1121–1128, Montreal, BC, 2009.
L. Xiao, Y. Bahri, J. S.-d. Samuel, and S. S. Jeffrey. Dynamical Isometry and a Mean Field Theory of CNNs: How to
Train 10,000-Layer Vanilla Convolutional Neural Networks. In Proceedings of The 35th International Conference on
Machine Learning, volume 80, pages 389–5398, Stockholm, 2018. PMLR.
C. Zhang, S. Bengio, M. Hardt, B. Recht, and O. Vinyals. Understanding deep learning requires rethinking generalization.
In International Conference on Learning Representations 2017, Toulon, 2017.
D. Zou, Y. Cao, D. Zhou, and Q. Gu. Stochastic Gradient Descent Optimizes Over-parameterized Deep ReLU Networks.
Technical report, nov 2018.
13
