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Abstract
In 2006, Bartholdi and Nekrashevych solved a decade-old problem in holomorphic dynamics by creatively
applying the theory of self-similar groups. Nekrashevych expanded this work in 2009 to define what we refer
to as mega-bimodules which capture the topological data of Hurwitz classes of topological polynomials. He
also showed that proving that these mega-bimodules are sub-hyperbolic will have two important implications:
that all iterated monodromy groups of topological polynomials are contracting and that the Hubbard-
Schliecher spider algorithm for complex polynomials generalizes to topological polynomials. We prove sub-
hyperbolicity in the simplest non-trivial case and apply these mega-bimodules to holomorphic dynamics to
prove a partial converse to the Berstein-Levy Theorem proved in 1985.
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Chapter 1
Introduction
1.1 Self-similar groups
A group of automorphisms of an infinite rooted d-ary tree is said to be self-similar if the restriction of the
action of any group element on the subtree below any vertex (which is isomorphic to the entire tree) is
another element of the group. This element is called the restriction of the original group element at that
vertex. Equivalently: a group is self-similar if it can be generated by a finite-state automaton.
The prototypical self-similar group is the Grigorchuk group, introduced in 1980 [Gri80]. This group is
contracting ; that is, if we fix a vertex sufficiently far from the root of our tree, we will have that the mapping
that takes a group element to its restriction at the fixed vertex is decreasing in terms of the wordlength
of the group. Grigorchuk used the contracting property to prove a variety of interesting results about his
group. For instance, it was the first example of a group whose growth is superpolynomial and subexponential
(called intermediate growth) [Gri84]. The study of self-similar groups grew out of the power of the techniques
Grigorchuk employed.
A decade after Grigorchuk introduced his group, Fabrykowski and Gupta defined their own group with
intermediate growth [FG91]. Bartholdi and Grigorchuk studied the Schreier graphs of the action of this group
on the levels of the tree and found that these graphs converge to a fractal set [BG00]. This work helped
to inspire Nekrashevych to define the limit set of a contracting self-similar group. He then related these
self-similar limit sets to the fractal Julia sets of post-critically finite complex rational maps by defining the
iterated monodromy group (IMG) of a such a map. The iterated monodromy group encodes the backwards
dynamics of rational and similar maps as the action of lifts of loops with a basepoint on preimages of that
basepoint. Nekrashevych showed that the limit set of the IMG of a rational map is homeomorphic to the
map’s Julia set [Nek05], which is especially interesting since the Julia set is constructed using the forward
dynamics of the map. Earlier, Pilgrim had also considered a monodromy action by an absolute Galois group
on the set of Belyi polynomials [Pil00].
Iterated monodromy groups have proved to be a rich source of interesting groups. Grigorchuk and Z˙uk
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have studied the properties of IMG(z2−1), also known as the Basilica group [GZ˙02a], [GZ˙02b]. Their work,
along with a result of Bartholdi and Vira´g, shows that this group is an example of a new kind of amenability
[BV05]. Bux and Pe´rez have studied the properties of IMG(z2 + i) and shown it to have intermediate
growth like Grigorchuk’s group [BP06]. Additionally, the Fabrykowsi-Gupta group is, in fact, an iterated
monodromy group of a cubic polynomial [Nek05].
1.2 Complex dynamics
In view of the connection between iterated monodromy groups and self-similar groups, holomorphic dynamics
now also serves as a source for building interesting groups. The modern theory of complex rational maps
began with the work of Fatou and Julia during World War I [Jul18], [Fat19], [Fat20]. Their theory (exposited
well in [Bla84]) shows that for f a complex rational function of degree d ≥ 2, the Riemann sphere splits into
two disjoint sets (now known as the Fatou and Julia sets of f) based on the forward dynamics of f . In the
1970s, Mandelbrot used computers to produce remarkable images of these sets and of the separating curves
between them [Man82]. Mandelbrot particularly studied the Julia sets of quadratic complex polynomials,
and he characterized when these sets are connected (this yielded the famous Mandelbrot set).
The early 1980s saw an explosion of research in this area, due in part to Mandelbrot’s work. Douady
and Hubbard made important advances in the theory of complex polynomials, especially quadratics [DH82],
[DH84]. To this day, quadratic polynomials remain the best understood in this theory (see e.g. [BS02]).
However, the work of Bielefeld, Fisher, and Hubbard on preperiodic polynomials along with the work of
Poirer on periodic polynomials have greatly improved our understanding outside the quadratic case [BFH92],
[Poi09]. Non-polynomial rational maps have proved more difficult to study; most results deal only with those
maps with low degree and small post-critical set (see e.g. [B+00]).
In the 1980s, Douady and Hubbard employed a procedure now know as mating to combine pairs of
quadratic polynomials to produce quadratic rational maps. This would allow them to apply to rational
functions their machinery for polynomials. Interestingly, they found that mating some pairs of quadratic
polynomials does not produce rational maps, and so the question arose as to when two quadratic polynomials
are ‘mateable’.
To answer the mateablity question, Thurston considered a family of branched covering maps from the
sphere to itself that topologically resemble complex rational maps whose critical points have finite forward
orbits (we call the finite forward orbits the set of post-critical points). These maps became commonly referred
to as Thurston maps, and Thurston characterized when these maps are equivalent to complex rational maps
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by the existence or non-existence of obstructing multicurves called Thurston obstructions (see Theorem 2.3.5
in this paper) [DH93]. Researchers have also considered topological polynomials, which are Thurston maps
that behave like complex polynomials with finite post-critical set.
The mateability of quadratic complex polynomials has since been solved by Rees, and others have con-
tributed to this general area [Ree86] [Tan92] [Shi00]. However, we remain interested in Thurston’s theory
partially because of its implications outside of complex dynamics. In fact, the concepts in the preceding
paragraph have analogues in the theory of three-manifolds. For instance, a Thurston map admitting an
obstruction is analogous to a compact, oriented, irreducible three-manifold having a nonperipheral incom-
pressible torus. For more details regarding this connection, see the survey papers of McMullen: [McM91]
[McM94]. Thurston proved his characterization and rigidity theorem using Teichmu¨ller theory, so naturally
links exist there as well.
Much about Thurston obstructions remains mysterious. While producing an obstruction for a specific
example may not be difficult, no one has yet discovered an algorithm for determining the existence or
non-existence of an obstructing multicurve in the general setting (although Pilgrim has found that if an
obstruction exists, it must be of a canonical form) [Pil01]. The Berstein-Levy theorem for hyperbolic topo-
logical polynomials (see Theorem 2.3.12) remains the best result for the non-existence of an obstruction: If
the forward orbit of every critical point contains a critical point, then the topological polynomial is equivalent
to a complex polynomial [Lev85]. More recently, Kameyama and Pilgrim have established algebraic criteria
for Thurston equivalence of rational maps, but a general algorithm remains elusive [Kam01] [Pil03a].
Topological polynomials which admit obstructions have not seen much study. Usually, researchers use
Thurston’s characterization to construct complex polynomials using purely topological methods. However,
Ha¨ıssinsky and Pilgrim [HP09] and Bonk and Meyer [BM] have used obstructed topological polynomials
to define metrics on the sphere that are not quasisymmetric to the standard sphere. Such metrics interest
analysts who seek geometric criteria for quasisymmetric equivalence to the standard sphere. The motivation
for this problem comes from Cannon’s Conjecture (see e.g. [BK02]).
Much about the dynamics of a topological polynomial can be determined by looking only on how the
polynomial acts on the set of its critical and post-critical points (recall that this is a finite set). We call this
the mapping scheme of the polynomial. If a cycle in the mapping scheme of a polynomial contains a critical
point, then that critical point will be attracting. For this reason, we call such a cycle an attractor. With
this language, we can interpret the Bernstein-Levy result as: Any polynomial whose mapping scheme has
all cycles attractors is equivalent to a complex polynomial. Naturally, the question arises as to how many
non-attractor cycles (and what kinds) are necessary to support an obstructed topological polynomial.
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Our main result serves as a partial converse to the Berstein-Levy Theorem:
Theorem 1.2.1. Suppose that a polynomial mapping scheme satisfies one of the following conditions:
1. at least one (non-attractor) period of length at least two and not containing critical values,
2. at least two (non-attractor) periods not containing critical values,
3. at least two non-attractor periods both of length at least two, or
4. at least four non-attractor periods.
Then this scheme is realized by a topological polynomial that is not equivalent to any complex polynomial.
This result covers most of the mapping schemes not satisfying the hypotheses of the Berstein-Levy
Theorem. Our methods work for more mapping schemes than those explicitly listed in Theorem 1.2.1; in
fact, we can show that most mapping schemes with three non-attractor periods are realized by topological
polynomials not equivalent to any complex polynomial. We discuss this more in Section 4.3.
1.3 Mega-bimodules of topological polynomials
To prove Theorem 1.2.1, we use new tools that Bartholdi and Nekrashevych recently developed to tackle
questions of Thurston equivalence and Thurston obstructions [BN06].
Using the iterated monodromy groups of topological polynomials satisfying a particular mapping scheme,
Bartholdi and Nekrashevych defined a new self-similar group of actions of the pure mapping class group
on these polynomials and proved that it is contracting. Since the restriction map on this group leaves the
Thurston equivalence class invariant, the contracting property allowed them to algebraically determine the
Thurston equivalence class of these topological polynomials.
Nekrashevych continued this work to provide a description of topological polynomials and their iter-
ated monodromy groups in terms of twisted kneading automata [Nek09]. These automata encode all the
topological data needed to determine the Thurston equivalence class of the topological polynomial. Further,
every self-similar group generated by a twisted kneading automaton is isomorphic to the iterated monodromy
group of some topological polynomial. This characterization allows us to translate topological and dynamical
questions about these polynomials into algebraic questions which we can answer with explicit computations
in these groups.
We utilize this characterization of topological polynomials to prove Theorem 1.2.1 and produce many
examples of obstructed topological polynomials realizing these mapping schemes. We determine whether
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multicurves are obstructions to a polynomial f by considering the Dehn twists about the curves as elements
of the self-similar group constructed from the iterated monodromy groups of polynomials with isomorphic
mapping scheme to f . If the restriction map acts cyclically on these Dehn twists, then the multicurve must
be an obstruction.
These algebraic calculations take place in Nekrashevych’s generalization of the self-similar group of
actions of the pure mapping class group on topological polynomials developed in [BN06]. These actions
are of a supergroup of the pure mapping class group: the pure symmetric automorphism group of a free
group. This group itself has been the subject of much study (see e.g. [McC86], [GK98], [Bar04]) and is the
group of motions of the trivial n-link in 3-space. From the self-similar action of a quotient of this group,
Nekrashevych obtained what we will refer to as the mega-bimodule Gf of a topological polynomial f .
Nekrashevych constructed these mega-bimodules to provide a combinatorial version of an analytic al-
gorithm of Hubbard and Schleicher known as the spider algorithm [HS94]. This spider algorithm analyzes
complex polynomials by considering their actions on a family of curves that meet at infinity: a so-called
spider. These actions on spiders are analogous with the kneading automata in our setting. The combinato-
rial spider algorithm of Nekrashevych (if it terminates) takes a twisted kneading automaton of a topological
polynomial and produces a simpler one. It would also allow some proofs related to iterated monodromy
groups to avoid analytic arguments that morally should not be necessary. He asked:
Question 1. [Nek09]
For f a topological polynomial, is the mega-bimodule Gf sub-hyperbolic?
If the answer to Question 1 is positive, then the combinatorial spider algorithm will terminate in all
cases. This question is also interesting from a group-theoretic perspective to prove the following conjecture:
Conjecture 1.3.1. [Nek09]
The iterated monodromy group of a topological polynomial is contracting.
Once we have the contracting property in these groups, we will obtain many useful and interesting results
by applying methods similar to those used by Grigorchuk in the study of his group. For example, there
exists an algorithm that solves the word problem in a contracting group in polynomial time.
Proposition 1.3.2. [Nek09]
For f a topological polynomial, if Gf is sub-hyperbolic, then IMG(f) is contracting.
We give a positive answer to Question 1 in the simplest non-trivial case with the following result:
Theorem 1.3.3. If f is a quadratic topological polynomial that is periodic with period length n = 4, then
Gf is sub-hyperbolic.
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To prove Theorem 1.3.3, we use a generating set of the pure symmetric group defined in [MM96] and
[GK98] and develop an augmented length function on this generating set. After describing the restriction
maps of the self-similar action of this generating set in terms of Boolean operations on finite sets, we use a
simple computer program to implement thousands of computations and obtain the result.
While Theorem 1.3.3 only deals with the period length n = 4 case, we prove that this generating set is
closed under the restriction maps for all periodic quadratic topological polynomials. This property lends
itself much better to a proof of contraction than with the traditional generating set, since the restriction
maps can often be badly increasing in terms of wordlength in the traditional generating set.
1.4 Future work
While Theorem 1.2.1 does not provide a complete categorization of mapping schemes in terms of their
realizability by obstructed topological polynomials, we do discuss some aspects of mappings schemes requiring
further study in order to prove such a characterization.
We do not provide any criteria for the non-realizability by obstructed polynomials. Researchers in
holomorphic dynamics have sought related results for decades. Nekrashevych has found such a criterion
for a topological polynomial whose iterated monodromy group is generated by a kneading automaton (see
Sections 2.1 and 2.5) [Nek05]. We would like to generalize his criterion and connect it with the methods
used here.
We are in the process of extending Theorem 1.3.3 to the quadratic period five case and some cubic periodic
cases. Our goal is to generalize from the nuclei of these mega-bimodules to a conjectured description of the
nuclei for other mega-bimodules.
We would also like to study the mating of polynomials using the mega-bimodule technology. The mating
of polynomials into a Thurston map induces injections on the level of iterated monodromy groups. We believe
that this algebraic information can help determine when mating different pairs of polynomials results in the
same Thurston map. Also, recent work by Meyer has shown that expanding Thurston maps without periodic
critical points can always be realized as matings of topological polynomials [Mey], so a better understanding
of matings could help produce a characterization of the bimodules of expanding Thurston maps.
Finally, Pilgrim has recently employed similar methods to obtain results on the backwards iteration of
polynomials on simple closed curves [Pil]. Pilgrim, Thurston, and others believe that the dynamics of simple
closed curves under the backwards iteration of Thurston maps could provide an alternative characterization
of equivalence to complex maps. We would like to use the techniques described in this paper to duplicate
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and extend Pilgrim’s results.
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Chapter 2
Preliminaries
2.1 Groups, automata, and bimodules
In this section we give some of the standard definitions and results in the theory of self-similar groups (see
[Nek05] for a complete introduction to this theory) and introduce some of the key concepts from [Nek09].
For T an infinite, rooted, d-ary tree and v a vertex of the tree, we write Tv for the subtree of T below v.
Note that Tv ' T . For g ∈ Aut(T ), we write g|v for the action of g from Tv to Tg(v).
Definition 2.1.1. A faithful action of a group G on a tree T by automorphisms is self-similar if for any
vertex v ∈ T , the action of g|v from Tv to Tg(v) is equal to the action of some h ∈ G when we identify Tv
and Tg(v) with the entire tree T .
A group with a self-similar action on a tree is said to be a self-similar group. Equivalently, we can also
define a self-similar group as one generated by an automaton
Definition 2.1.2. An automaton A over an alphabet X is given by a set of input states A, a set of output
states B, and a transition map τ : A×X → X ×B.
If τ(a, x) = (y, b), then we write a · x = y · b and use notation y = a(x) and b = a|x. We say that b is the
restriction of a at x.
Definition 2.1.3. We say that an automaton is a group automaton if for every a ∈ A the map x 7→ a(x)
is a permutation of the alphabet (we assume for group automatons that there exists trivial state I ∈ A,B
such that I · x = x · I for all x ∈ X).
We represent a group automaton as a labeled directed graph called an abbreviated Moore diagram with
vertex set equal to the states A∪B and with a directed edge from a to b labeled by x if and only if a ·x = y ·b
for some y ∈ X. We also label the states by the permutations they induce on X. For simplicity, we omit
the trivial state I.
In Figure 2.1 we give an example of the abbreviated Moore diagram of the group automaton associated
with Grigorchuk’s group. This automaton has A = B = {I, a, b, c, d}, X = {0, 1}, and transition function:
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a · 0 = 1 · I a · 1 = 0 · I
b · 0 = 0 · a b · 1 = 1 · c
c · 0 = 0 · a c · 1 = 1 · d
d · 0 = 0 · I d · 1 = 1 · b
Figure 2.1: Example abbreviated Moore diagram
A convenient way to describe the action of each of the states of a group automaton is with wreath
recursive notation. For alphabet X = {0, 1, ..., d− 1}, we represent a state a by pia(a|0, a|1, ..., a|d−1) where
the restrictions are as defined above and pia is the element of the symmetric group of X induced by the
action of a (i.e. a(x) = pia(x) for all x ∈ X). We will omit pia when it is trivial (we say such a state is
inactive) and we omit the restrictions if they are all the trivial state I. Here is the wreath recursive notation
for the generators of the Grigorchuk group:
a = (01) b = (a, c) c = (a, d) d = (1, b)
We can think of X∗ (the set of words in the finite alphabet X) as an infinite, rooted, d-ary tree (where
d is the size of the alphabet). The root vertex is the empty word, the first level of vertices are the letters of
X, and each word w ∈ X∗ is adjacent to the d vertices in the level below it of the form wx for x ∈ X. We
present the beginning of the binary tree for X = {0, 1} in Figure 2.2.
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Figure 2.2: The first three levels of the binary tree
When B ⊂ F (A) (the free group on the input states A), we have an action of F (A) on the tree X∗
by graph automorphisms as follows. For a ∈ A, we have the action on the word w = xw′ ∈ X∗ given by
a(xw′) = a(x)a|x(w′). Notice that a|x ∈ B ⊂ F (A) and thus can be written as a word in A±1, so the action
of a|x on w′ is well-defined. The wreath recursion a = pia(a|0, a|1, ..., a|d−1) describes the automorphism
of X∗ in the following way: pia gives the action of a on the first level of the tree, and the restrictions a|i
describe the actions on the subtrees (which are isomorphic to the entire tree).
We can compute the wreath recursive notation for the product (as elements of F (A)) of a, b ∈ A where
a = pia(a|0, a|1, ..., a|d−1) and b = pib(b|0, b|1, ..., b|d−1) by:
ab = piapib(a|pib(0)b|0, a|pib(1)b|1, ..., a|pib(d−1)b|d−1).
While automata provide nice, compact descriptions for self-similar actions, a different context makes
computations easier. We use algebraic objects called bimodules (sometimes called bisets) to encode the
automata.
Definition 2.1.4. For G and H groups, a permutational (G-H)-bimodule is a set M with a left action of G
and a right action of H which commute. A covering bimodule has free right action with only finitely many
orbits. We call a (G-G)-bimodule simply a G-bimodule.
We say that two (G-H)-bimodules are isomorphic if there exists a bijection between them that agrees
with the the actions (that is, a bijective map F such that for all g ∈ G, h ∈ H and x in the domain bimodule
we have F (g · x · h) = g · F (x) · h).
For M1 a (G1-G2)-bimodule and M2 a (G2-G3)-bimodule, we may form the tensor product M1 ⊗M2
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which is the (G1-G3)-bimodule equal to the quotient of M1 ×M2 by the equivalence
(x1 · g2)⊗ x2 = x1 ⊗ (g2 · x2)
for all g2 ∈ G2, x1 ∈ M1, x2 ∈ M2. The actions are defined in the natural way: g1 · (x1 ⊗ x2) · g3 =
(g1 · x1)⊗ (x2 · g3) for all g1 ∈ G1, g3 ∈ G3, x1 ∈M1, x2 ∈M2.
It is straightforward to show that the tensor product of bimodules is an associative operation and that
the tensor product of covering bimodules is again a covering bimodule.
For M a covering (G-H)-bimodule, a basis of M is an orbit transversal X to the right action. So if X
is a basis, every element of M can be written uniquely as y · h for some y ∈ X,h ∈ H. Thus, for every
g ∈ G, x ∈ X, we have that there exists a unique pair y ∈ X,h ∈ H such that g · x = y · h. We write M⊗n
for the tensor product of n copies of M. It is easy to show that if X is a basis of M, then Xn is a basis for
M⊗n.
Notice that if we have a covering (G-H)-bimodule M with basis X, we may construct an abstract
automaton with set of input states G and set of output states H over the alphabet X, where for any
g ∈ G, x ∈ X and y ∈ X,h ∈ H the unique pair such that g · x = y · h, we set g(x) = y and g|x = h.
We call this the complete automaton for the bimodule. We can similarly define an automaton using as
input states a generating set of G; we say that such an automaton generates M. Likewise, given a finite
group automaton with B ⊂ F (A), we may define the F (A)-bimodule that it generates via the action on X∗
described previously.
The bimodule machinery makes easier many computations for these groups, which allows us to prove
things like the contracting property.
Definition 2.1.5. A self-similar action of a group G on a tree T is contracting if here exists a finite set
N ⊂ G such that for every g ∈ G there exists m ∈ N such that for all vertices v ∈ T at least m levels down
from the root, then g|v ∈ N . We say that the corresponding G-bimodule is hyperbolic.
Definition 2.1.6. For G acting on a tree T , if the faithful quotient of this action (i.e. the quotient of G by
the kernel of the action) is self-similar, then we say that the associated G-bimodule is sub-hyperbolic. Note
that in this case, G itself is not a self-similar group.
The contracting property is very strong and allows us to construct algorithms to determine whether two
automata generate the same group of automorphisms and to solve the word problem in the self-similar group
in polynomial time.
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We will be interested in groups generated by particular kinds of group automata, called kneading au-
tomata. We now develop the terminology necessary to understand these objects.
Definition 2.1.7. For A = (ai)i∈I a sequence of permutations of a finite set X (we do not use a set of
permutations since we wish to allow for repeated elements), we define the cycle diagram of A to be the
oriented 2-dimensional CW-complex D(A) with 0-cells the elements of X and for every cycle (x1, x2, ..., xn)
of every permutation of A, we attach a 2-cell to the vertices x1, x2, ..., xn so that their order around the
boundary of the 2-cell matches the order in the cycle. Two different 2-cells do not have any 1-cells in
common.
Figure 2.3 shows three example cycle diagrams. The first is for the permutations (1234), (12)(34), the
second is for the permutations (123), (134), and the third is for the permutations (12)(34), (14).
Figure 2.3: Example cycle diagrams
We say a sequence A = (ai)i∈I of permutations of a finite set X is dendroid if its cycle diagram D(A) is
contractible. Notice that a dendroid sequence must be transitive, cannot have any non-trivial cycles appear
more than once, and must have that any two cycles are disjoint or share only one element.
In the examples in Figure 2.3, the first two are not dendroid, but the third is.
Alternatively, we may define a hypergraph on the vertices X where each cycle of length at least two
defines a hyperedge (i.e. a set containing at least two vertices). The sequence of permutations is dendroid
if and only if this hypergraph is connected with no cycles.
Definition 2.1.8. We say that a group automaton with alphabet X, set of input states A, and set of output
states B is dendroid if all three of the following conditions hold:
1. The sequence of permutations on X defined by elements of A is dendroid.
2. For every non-trivial b ∈ B, there exists a unique pair a ∈ A, x ∈ X such that a · x = y · b for some
y ∈ X.
3. For every element a ∈ A and every cycle (x1, x2, ..., xn) of the action of a on X, we have that a|xi = I
for all but at most one index i.
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Notice that the Grigorchuk automaton in Figure 2.1 is not dendriod becuase it violates condition (2)
above (the state a has two incoming arrows). In Figure 2.4 we give two examples of abbreviated Moore
diagrams of dendroid automata on the binary alphabet.
Figure 2.4: Example dendroid automata
If we place a cyclic ordering (a1, a2, ..., an) on the input set of states A of a dendroid automaton, we
get an induced cyclic ordering (b1, b2, ..., bm) on the output set of states B. For a cyclic ordering (a1, ..., an)
on the input set A of an automaton acting on the alphabet X with #X = d, then we obtain the induced
ordering on the output set B by computing the restriction of (anan−1...a2a1)d|x for some x ∈ X. The choice
of x does not affect the cyclic order of the resulting restriction, which will be a word using every element of
B exactly once.
Using the left dendroid automaton in Figure 2.4, we see that s1s2s3s1s2s3 · 0 = s1s2s3s1 · 0 · s1s2 =
s1s2s3 ·1 ·s1s2 = s1 ·1 ·s1s2 = 0 ·s3s1s2. So the induced cyclic ordering is the same and the original ordering.
In the right dendroid automaton in Figure 2.4, we see that s1s2s3s1s2s3 · 0 = s1s2s3s1 · 0 · s3s2 =
s1s2s3 · 1 · s3s2 = s1 · 1 · s1s3s2 = 0 · s1s3s2. So the induced cyclic ordering is the opposite of the original
ordering.
The braid group on n strands, Bn acts naturally on cyclic orders of n elements. The action of the
generators σi ∈ Bn is by (a1, ..., ai, ai+1, ...an)σi = (a1, ..., ai+1, aai+1i , ..., an) where aai+1i = a−1i+1aiai+1.
Definition 2.1.9. A dendroid automaton is called a twisted kneading automaton if it has cyclically ordered
input set A = (a1, a2, ..., an) and output set B equal to conjugates of elements of A with induced cyclic
ordering (a1, a2, ..., an)
α for some α ∈ Bn, the braid group on n strands.
Twisted kneading automata with trivial twist are examples of kneading automata.
Definition 2.1.10. A group automaton is kneading if it is dendroid with set of output states B equal to
set of input states A.
The automata in Figure 2.4 are kneading. The left automaton is also twisted kneading with trivial twist,
but the right automaton is not twisted kneading.
In Figure 2.5 we give examples of twisted kneading automata with non-trivial twist.
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Figure 2.5: Example twisted kneading automata
We will refer to a bimodule generated by a (twisted) kneading automaton as a (twisted) kneading
bimodule.
2.2 Iterated mondromy groups
In this section we give some general definitions and results as found in [Nek05].
Definition 2.2.1. For p : M1 → M a covering of a path-connected and locally path-connected space M
by a path-connected subspace M1 ⊆ M, we define the tree of preimages T of a basepoint t ∈ M in the
following way:
• The n-th level of T is the set p−n(t) of the preimages of t under the n-th iteration of p.
• Every vertex z ∈ p−n(t) is connected by an edge with the vertex f(z) ∈ p−(n−1)(t) in the previous
level.
If d is the number of sheets in the covering p, then T will be a d-regular rooted tree.
Definition 2.2.2. For p : M1 → M a covering of a path-connected and locally path-connected space M
by a path-connected subspace M1 ⊆ M, we define the iterated monodromy action of pi1(M, t) on the tree
of preimages T (with basepoint t) as follows:
For γ ∈ pi1(M, t) and z ∈ p−n(t) a vertex, there is a unique lift γ˜z of γ under pn that begins at z. The
action of γ takes the vertex z to the other endpoint of the path γ˜z, which is another element of p
−n(t).
Notice that an element γ ∈ pi1(M) acts by a permutation on each level p−n(t). Given a pn-lift γ˜z with
starting point z and terminal point z′, since p(γ˜z) is a pn−1-lift of γ with starting point p(z) and endpoint
p(z′), then this permutation action on the levels of the tree is, in fact, an automorphism of T .
One can easily show that this action does not depend (up to conjugacy) on the choice of basepoint t.
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Definition 2.2.3. For p :M1 →M a covering of a path-connected and locally path-connected spaceM by
a path-connected subspace M1 ⊆ M, we define the iterated monodromy group IMG(p) to be the quotient
of pi1(M) by the kernel of the iterated monodromy action.
To see that IMG(p) is self-similar, we will construct the pi1(M)-bimoduleMp associated with the iterated
monodromy action.
As usual let p :M1 →M be a covering of a path-connected and locally path-connected space M by a
path-connected subspace M1 ⊆M. We define the bimodule Mp to be the set of homotopy classes of paths
starting at our basepoint t and ending at any point in p−1(t). The right action by an element γ ∈ pi1(M, t)
is by appending the loop γ to the beginning of the path. The left action by an element γ ∈ pi1(M, t) is by
appending the unique p-lift of γ to the end of the path.
Notice that the right action is free and the orbits of this action consist of all paths with a common
terminal point. So if we choose paths X = {x0, ..., xd−1} from t to each of its preimages under p, we have
that X is a basis for Mp. The isomorphism class of Mp does not depend on choice of basepoint t or basis
X.
Theorem 2.2.4. [Nek05]
For p :M1 →M a covering of a path-connected and locally path-connected space M by a path-connected
subspace M1 ⊆ M, T the tree of preimages, and Mp as defined above, if we choose a basis X, then the
action of pi1(M) on X∗ (recall Xn is a basis for M⊗np ) is conjugate with the action of pi1(M) on T .
So we can use the bimodule Mp to understand the self-similar action of IMG(p) on T as follows: For
γ ∈ pi1(M, t) and ti ∈ p−1(t), let xi ∈ X be the basis element corresponding to a path from t to ti. We have
γ · xi = γ(xi) · γ|xi in Mp for some γ(xi) ∈ p−1(t) and some γ|xi ∈ pi1(M, t). So for g the image of γ in
IMG(p), the restriction of the action of g to the subtree below vertex ti is the image in IMG(p) of γ|xi .
Since the bimodule Mp will play a crucial role in our study of topological polynomials, in Section 2.5
we describe the specific construction in this case. For now, we give an example for the complex polynomial
f(z) = z2 − 1.
In Figure 2.6, we see f(z) = z2− 1 acting as a double cover f : S2 \ {∞, 0,−1, 1} → S2 \ {∞, 0,−1}. We
include the generators s1 and s2 of pi1(S
2 \ {∞, 0,−1}, t) (where t = 1−
√
5
2 is a fixed point) and their lifts
under f .
The basepoint t has two preimages: itself and − 1−
√
5
2 , which we label as t0 and t1 respectively. For a
basis X, we choose the constant path x0 from t to t0 and the path x1 from t to t1 shown in Figure 2.6. So
we have the following action of the generators in Mf :
15
Figure 2.6: The polynomial f(z) = z2 − 1
s1 · x0 = x1 · s2
s1 · x1 = x0 · I
s2 · x0 = x0 · s1
s2 · x1 = x1 · I
The abbreviated Moore diagram for the generating automaton for Mf is given in Figure 2.7.
Figure 2.7: The automaton associated with f(z) = z2 − 1
So IMG(z2 − 1) (also known as the Basilica group) has two generators: s1, s2, and their self-similar
actions on the infinite, rooted, binary tree can be described with the wreath-recursive formulae:
s1 = (01)(s2, I)
s2 = (s1, I)
2.3 Thurston equivalence of topological polynomials
In this section, we give the standard definitions and results regarding Thurston equivalence of topological
polynomials. An interested reader may find a more thorough discussion in [Pil03a].
Definition 2.3.1. For f : S2 → S2 a branched cover of the sphere and Cf the set of its critical (i.e.
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branching) points, we define the post-critical set of f to be the forward orbits of points in Cf . That is:
Pf = ∪ω∈Cf ∪n≥1 f◦n(ω),
where f◦n is the composition of f with itself n times.
If f is post-critically finite (i.e. if Pf is a finite set), we say that f is a Thurston map.
Definition 2.3.2. A Thurston map is a topological polynomial if there exists some ω ∈ Cf such that
f−1(ω) = {ω} (we will call this point ∞).
We say that the degree of a topological polynomial is the number of sheets of the covering.
Definition 2.3.3. Two Thurston maps f and g are said to be Thurston equivalent (henceforth, simply
equivalent) if there exist orientation-preserving homeomorphisms φ0, φ1 : S
2 → S2 with φ0(Pf ) = φ1(Pf ) =
Pg that are isotopic relative to Pf such that φ0f = gφ1. That is, if the following diagram commutes:
(S2, Pf )
φ0−→ (S2, Pg)
f ↓ ↓ g
(S2, Pf )
φ1−→ (S2, Pg)
In Figure 2.8, we give diagrams in the style of [BN06] of two different topological polynomials. For these
diagrams, we choose a basepoint t near infinity and draw a loop around ∞ in the negative direction. By
passing to a homotopic map, we may assume that the topological polynomial takes this loop to itself by a
degree d mapping (where d is the degree of the polynomial) which fixes our basepoint t. We call this loop
the circle at infinity. The point t has d preimages: {t = t0, t1, ..., td−1}, all on the circle at infinity. The
preimages of our circle at infinity are subpaths of the circle, starting at some ti and ending at ti+1 (adding
mod d).
In Figure 2.8 we include the generators {s1, s2, s3} of pi1(S2\P, t) and their preimages to help demonstrate
the mapping. Both topological polynomials fold the horizontal line at the finite critical point, which is the
preimage of ω1 (the post-critical point surrounded by s1).
To a Thurston map f , we associate a topological orbifold Of which has underlying space S2 and weight
ν(x) at x ∈ S2 equal to the least common multiple of the local degree of f over all iterated preimages of x.
The Euler characteristic
χ(Of ) = 2−
∑
ω∈Pf
(1− 1
ν(ω)
)
of this orbifold is always non-positive. If it is negative, we say that the orbifold is hyperbolic.
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Figure 2.8: Example topological polynomials
Definition 2.3.4. A simple closed curve γ on S2 \P is non-peripheral if both components of S2 \ γ contain
at least two points in P .
A multicurve Γ = {γ1, γ2, ..., γn} is a set of non-peripheral simple closed curves on S2 \ Pf that are
disjoint and pairwise non-homotopic. We say that a multicurve Γ is f -stable if for all γ ∈ Γ, we have that
every non-peripheral component of f−1(γ) is homotopic to some curve in Γ. For Γ stable under f , there is
an induced map fΓ : RΓ → RΓ given by:
fΓ(γi) =
∑
δ∈f−1(γi)
δ
deg f |δ .
By the Perron-Frobenius Theorem, there is a leading positive real eigenvalue λ(fΓ) that realizes the spectral
radius of fΓ.
We can now state Thurston’s characterization and rigidity theorem:
Theorem 2.3.5. [DH93] A Thurston map f with hyperbolic orbifold is equivalent to a rational function
if and only if for any stable multicurve Γ, λ(fΓ) < 1. In that case, the rational function is unique up to
conjugation by a Mo¨bius transformation.
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Definition 2.3.6. A stable multicurve Γ such that λ(fΓ) ≥ 1 is called an obstruction.
Unfortunately, there is no known algorithm for determining whether a Thurston map admits an obstruc-
tion.
For topological polynomials, we can restate Thurston’s theorem as follows:
Theorem 2.3.7. [BFH92] A topological polynomial is equivalent to a complex polynomial if and only if
it admits no obstructions. In that case, the complex polynomial is unique up to conjugation by an affine
transformation.
The obstructions to topological polynomials are better understood.
Definition 2.3.8. For f a topological polynomial and Γ an obstruction that it admits, then a Levy cycle
is a set Γ′ = {γ0, γ1, ..., γn−1} ⊆ Γ such that each f−1(γi) has exactly one non-peripheral component γ˜i−1
homotopic to a curve in Γ′, γ˜i−1 is homotopic to γi−1, and the map f : γ˜i−1 → γi has degree 1 (subtracting
mod n).
Theorem 2.3.9. [Lev85] For f a topological polynomial and Γ an obstruction that it admits, then Γ contains
a Levy cycle.
Note that a Levy cycle need not be stable (as in the definition in [BN06]). However, in this paper we
will only consider stable Levy cycles, since they are easier to identify with our method.
The topological polynomial g in Figure 2.8 admits a Levy cycle consisting of a single curve Γ, as shown
in Figure 2.9.
Figure 2.9: Example Levy cycle
So a topological polynomial is equivalent to a complex polynomial unless it admits a Levy cycle. But
even for topological polynomials, we do not have an algorithm to determine whether an obstruction exists
for a particular polynomial. However, some progress has been made.
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Definition 2.3.10. We say that a topological polynomial f is hyperbolic if for all ω ∈ Cf (recall Cf is the
set of critical points), there exists some k ≥ 1 such that f◦k(ω) ∈ Cf .
Definition 2.3.11. We say that a topological polynomial f is periodic if Cf ⊂ Pf , and preperiodic otherwise.
Notice that a periodic polynomial is always hyperbolic.
In his thesis, Levy used a result of Berstein to prove the following:
Theorem 2.3.12. [Lev85] If f is a hyperbolic topological polynomial, then f does not admit a Levy cycle,
and so f is equivalent to a complex polynomial.
The topological polynomial f in Figure 2.8 is periodic, and thus by Berstein-Levy must be equivalent to
some complex polynomial.
2.4 Mapping schemes
Here we give the standard definitions for mapping schemes as found in [B+00], but we also borrow some
notation from [Koc07].
Definition 2.4.1. A polynomial mapping scheme of degree d is a tuple S(C,P, α, ν) where:
• Z = C ∪ P is a finite set,
• α : Z → P is surjective,
• ν : Z → N has ν−1({n ≥ 2}) = C,
such that the following conditions are satisfied:
• The Riemann-Hurwitz Formula:
d =
∑
z∈Z(ν(z)− 1)
2
+ 1,
• Local degrees: ∀z ∈ Z, ∑
α(x)=z
ν(x) ≤ d,
• Infinity: ∃z ∈ C, which we will call ∞, such that:
α(z) = z, ν(z) = d.
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We will treat a mapping scheme as a finite directed graph with vertex set Z = C ∪P and for each z ∈ Z,
there are ν(z) directed edges from z to α(z).
Definition 2.4.2. A directed cycle in the graph of a mapping scheme is called an attractor if it contains
an element of C .
Definition 2.4.3. A mapping scheme is hyperbolic if for all z ∈ C, there exists some k ≥ 1 such that
α◦k(z) ∈ C (i.e. if every directed cycle is an attractor).
Definition 2.4.4. A mapping scheme is periodic if C ⊂ P and preperiodic otherwise.
Figure 2.10 shows two example mapping schemes of degree 2. The left one is hyperbolic and the right
one is not.
Figure 2.10: Example mapping schemes
Definition 2.4.5. We say that a topological polynomial f realizes a polynomial mapping scheme S(C,P, α, ν)
if there exists a bijection β : C ∪ P → Cf ∪ Pf such that for all z ∈ C ∪ P , we have f(β(z)) = β(α(z)) and
the local degree of f at β(z) equals ν(z).
Notice that the topological polynomials f and g from Figure 2.8 realize the mapping schemes in Figure
2.10 where si loops around ωi and ω0 = g
−1(ω1) (f realizes the hyperbolic mapping scheme and g the
non-hyperbolic one).
One can easily show that equivalent topological polynomials have isomorphic mapping schemes.
A result of Thom gives the following:
Theorem 2.4.6. [B+00] For every polynomial mapping scheme, there is a topological polynomial which
realizes it.
So we can interpret the Berstein-Levy Theorem as a result about mapping schemes:
Theorem 2.4.7. [Lev85] A hyperbolic polynomial mapping scheme is realizable only by topological polyno-
mials that are equivalent to complex polynomials.
In other words, a polynomial mapping scheme with every period being an attractor (i.e. containing an
element of C) cannot be realized by an obstructed topological polynomial.
It is relatively easy to show that a polynomial mapping scheme with only a single finite period, and that
period having length equal to one, cannot be realized by an obstructed topological polynomial.
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So naturally we ask which other mapping schemes can be realized by obstructed topological polynomials.
In an unpublished result, Koch found that every unicritical (i.e. #(C \{∞}) = 1) preperiodic polynomial
mapping scheme with period length n ≥ 2 is realized by an obstructed topological polynomial [Koch].
Extending these methods, one could establish topological arguments for cases 1 and 2 of our main result,
which we restate below. However, we know of no topological constructions for cases 3 or 4.
Theorem 1.2.1. Suppose that a polynomial mapping scheme satisfies one of the following conditions:
1. at least one (non-attractor) period of length at least two and not containing critical values,
2. at least two (non-attractor) periods not containing critical values,
3. at least two non-attractor periods both of length at least two, or
4. at least four non-attractor periods.
Then this scheme is realized by a topological polynomial that is not equivalent to any complex polynomial.
2.5 Nekrashevych’s characterization of topological polynomials
In this section we continue to summarize the definitions and results of [Nek09].
For f : S2 → S2 a topological polynomial with post-critical set Pf = {∞, ω1, ..., ωn}, let {si}ni=1 be a
planar generating set of pi1(S
2 \ Pf , t), for t ∈ S2 \ Pf the basepoint on the circle at infinity (see Section
2.3). That is, on the closed disc that is a retraction of S2 \ {∞}, the generator si is a simple loop based at
t going around ωi in the positive direction, and the loops are cyclically ordered in the positive direction.
Figure 2.11 gives three examples of different planar generating sets with the same set of punctures.
Figure 2.11: Example planar generating sets
Let tj ∈ f−1(t) = {t = t0, t1, ..., td−1}. Define Mf to be the (pi1(S2 \ Pf , t) − pi1(S2 \ Pf , tj))-bimodule
of homotopy classes of paths in S2 \ Pf starting at tj and ending at any point in f−1(t). The right action
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of pi1(S
2 \ Pf , tj) is by concatenation of the loop at tj to the beginning of the path, and the left action of
pi1(S
2 \ Pf , t) is by concatenation of the f -lift of the loop at t to the end of the path.
Up to isomorphism, Mf does not depend on the choice of basepoints. If we choose a path from t to tj , we
may identify the fundamental groups in the usual way, and the isomorphism class of the pi1(S
2\Pf )-bimodule
Mf does not depend on the choice of this path. So we will choose j = 0 and so identify the fundamental
groups by the constant path at t = t0.
Notice that the right action is free and that two elements of Mf belong to the same right orbit if and
only if they have the same endpoints. So the number of right orbits equals the degree of f , and the bimodule
is covering.
We make a canonical choice for a basis of Mf , X = {0, 1, ..., d − 1}. The basis element k for the orbit
associated with the endpoint tk is the path in the positive direction along the circle at infinity from t to tk.
A result of Nekrashevych states that the combinatorial data encoded in this bimodule completely de-
scribes the post-critical dynamics of the topological polynomial, up to Thurston equivalence.
Theorem 2.5.1. [Nek09] The bimodule Mf defined above is generated by a twisted kneading automaton,
and the twisted kneading automaton associated to the topological polynomial f along with the cyclic order
(s1, s2, ..., sn) of the generators of Fn = pi1(S
2 \Pf ) uniquely determine the Thurston equivalence class of f .
In fact, these bimodules can be described more explicitly.
For Fn = F (s1, s2, ..., sn) the free group on n generators, define ai,j ∈ Aut(Fn) by ai,j(si) = ssji and for
all k 6= i, ai,j(sk) = sk. Notice that aj,j and [ai,j , ak,j ] are trivial for all 1 ≤ i, j, k ≤ n, [ai,j , ak,l] is trivial
for all i, j, k, l distinct, and for a fixed j0 we have
∏
1≤i≤n ai,j0 ∈ Inn(Fn). For q : Aut(Fn) → Out(Fn)
the quotient map, let PΣOn be the image under q of PΣn = 〈ai,j〉 ≤ Aut(Fn). We call PΣOn the pure
symmetric outer automorphism group of the free group of rank n. From now on, we will abuse notation and
write ai,j for its image in Out(Fn).
For G a group and α ∈ Aut(G), we define the associated G-bimodule [α] to be the set of expressions
α · g for g ∈ G with the actions hl · (α · g) · hr = α · α(hl)ghr for all hl, hr ∈ G. It is easy to show that for
α ∈ Inn(G) and M any G-bimodule, [α] ⊗M 'M 'M ⊗ [α], so we can uniquely define the isomorphism
class of the bimodule for α ∈ Out(G).
What Nekrashevych actually showed in the proof of Theorem 2.5.1 is that the bimodule Mf is isomorphic
to a twisted kneading bimodule of the form MK(f)⊗ [φ] where MK(f) is a kneading bimodule and φ ∈ PΣOn.
He went on to define the PΣOn-bimodule Gf = {[α]⊗Mf ⊗ [β] | α, β ∈ PΣOn}, with the natural left and
right actions. Nekrashevych proved the following:
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Proposition 2.5.2. [Nek09] Every twisted kneading automaton over Fn is associated with some topological
polynomial.
We can think of α, β ∈ PΣOn as acting on S2 \ Pf and the tensor operation as functional composition.
Figure 2.12 demonstrates the action of ai,j on S
2 \ Pf and the planar generating set {s1, ..., sn}.
Figure 2.12: Action of ai,j
Lemma 2.5.3. The action of ai+1,iai,i+1 is that of a Dehn Twist about a curve separating {ωi, ωi+1} from
the rest of Pf (ωi is the puncture surrounded by si).
Proof. See Figure 2.13.
Figure 2.13: Action of ai+1,iai,i+1 by a Dehn twist
Further, we may represent a Dehn Twist about a curve separating {ωi, ωi+1, ωi+2} from the rest of the
post-critical set by the word ai+2,i+1ai+2,iai+1,iai+1,i+2ai,i+2ai,i+1 ∈ PΣOn. And so on. Notice that Dehn
twists take planar generating sets to planar generating sets with the same cyclic ordering of punctures.
In this way, we see that the pure mapping class group PMod(S2\Pf ) is a subgroup of PΣOn. In fact, the
PΣOn-bimodule Gn was originally defined by Bartholdi and Nekrashevych as a PMod(S
2 \ Pf )-bimodule
[BN06], and later extended by Nekrashevych [Nek09].
The twisted kneading bimodule MK(f) ⊗ [φ] encodes a topological description of the preimages of the
planar generating set {si}ni=1 under the topological polynomial f . The kneading bimoduleMK(f) is generated
by a kneading automaton K(f) determined (up to labels) by the mapping scheme of f , which we will denote
by S(f). The kneading automaton K(f) has a state for each generator si ∈ pi1(S2 \ Pf ). We have an
arrow from state si to state sj if and only if f(ωj) = ωi. So the unlabeled Moore diagram of this kneading
automaton is the subgraph of S(f) induced by the vertices in Pf , but with the arrows reversed.
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The labels are determined by numbering the lifts of the basepoint t. Recall the alphabet X = f−1(t) =
{0, 1, ..., d− 1} for d = deg(f). We label the directed edge from si to sj by k if ωj is contained in the loop
that goes from t to tk along the circle at infinity in the positive direction, then follows the lift of si starting
at tk, and then travels back along the circle at infinity in the negative direction to t. The active states will
be those associated with critical values of f . For ωi a critical value of f , we have si(k) = k
′ if the f -lift of
si that starts at tk ends at tk′ .
Notice that the permutations of an active state and the coordinates of the non-trivial restrictions are
related by the type of critical point(s) with which the corresponding critical value is associated.
Lemma 2.5.4. For ω0 a critical value of topological polynomial f and {ω1, ω2, ..., ωk} = f−1(ω0)∩Cf with
the local degree of f at ωi equal to di for 1 ≤ i ≤ k, then:
1. The action of the state s0 in the kneading automaton K(f) will have k non-trivial cycles and their
lengths will be given by the set {di}ki=1.
2. If ωi ∈ Pf , then the label of the arrow from state s0 to si (the state corresponding with ωi ∈ Pf ) will
be one of the coordinates on which s0 acts by a cycle of length di.
3. Any labels of edges in K(f) from s0 to states not associated with critical points will be of coordinates
on which s0 acts trivially.
Proof. These properties follow more or less immediately from the definitions of Mf and K(f).
1. If s0 is a small loop about ω0 connected by an arc to t, then its preimages about ωi, a critical point
with local degree di will be a small loop about ωi with di arcs connecting it to di preimages of t. Notice
that this will give a cycle of these di preimages in K(f).
2. Continuing as above, notice that one of the paths from t to its preimage, along the arc to the loop
about ωi, back along the next arc in the positive direction to a different preimage of t, and then back
to t will contain ωi in its interior, and starting at any other preimage will not contain ωi.
3. Unlike in our first observation, if s0 is a small loop about ω0 connected by an arc to t, then its preimage
about a non-critical post-critical point ω will also consist of a small loop about ω connected by an
arc, but to a preimage of t. Thus, the preimage of s0 which starts at this preimage of t (which is the
coordinate on which s0 will restrict to the state associated with ω) also terminates at this preimage of
t.
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Now a lift of si might not be homotopic to a generator; it might even surround multiple post-critical
points. Expressing these lifts as elements of F (s1, ..., sn) allows us to determine the twist φ ∈ PΣOn
associated with the polynomial. This will not be important to our work, and so we will only give an example
(see below) and refer the reader to [BN06], [Nek05], [Nek09] to understand the details of how to compute
the element φ.
In Figures 2.14 and 2.15, we give two examples of starting with a topological polynomial (we use f and
g from Figure 2.8), finding its mapping scheme, and then producing the associated kneading automaton.
Here we explain how to find φ ∈ PΣO3 such that Mf 'MK(f) ⊗ [φ]:
Figure 2.14: The topological polynomial f , its mapping scheme S(f), and its kneading automaton K(f)
If we read off the automaton generating Mf from the map f at the top of Figure 2.14, we get the following
wreath recursion:
s1 = (01)(s
−1
2 s
−1
1 , s1s2s3)
s2 = (s1, I)
s3 = (s2, I)
Notice that this automaton is not kneading or twisted kneading. Let α ∈ Aut(F3) be the conjugation by
s2s3. Since α ∈ Inn(F3), we have that [α] ⊗Mf ' Mf . To compute the automaton generating [α] ⊗Mf ,
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we need only conjugate our wreath recursion for Mf by s2s3 = (s1s2, I). This gives us:
s1 = (01)(I, s3)
s2 = (s
s2
1 , I)
s3 = (s
s
s2
1
2 , I)
This automaton is twisted kneading with kneading automaton K(f) (see the bottom of Figure 2.14) and
twist φ = a2,1a1,2. The wreath recursion for K(f) is just the previous one without the conjugations, since
we have separated the action of the twist φ:
s1 = (01)(I, s3)
s2 = (s1, I)
s3 = (s2, I)
The reader may wish to check understanding of this process by computing the twist for g in Figure 2.15
(the correct twist is a2,3).
Figure 2.15: The topological polynomial g, its mapping scheme S(g), and its kneading automaton K(g)
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2.6 The quadratic mega-bimodules
We will now describe the bimoduleGf for deg(f) = 2. In this case, f will either be periodic with period length
n or preperiodic with preperiod k ≥ 1 and period n. We will only consider those topological polynomials
with period length n ≥ 2. In other words, f will be a topological polynomial realizing one of the mapping
schemes in Figure 2.16.
Figure 2.16: The mapping schemes of quadratic topological polynomials
First we describe the periodic case (with period length n ≥ 2).
For x1x2...xn ∈ {0, 1}n, definte Mx1x2...xn to be the Fn-bimodule generated by the automaton Kx1x2...xn
with states {I, s1, ...sn} and alphabet {0, 1} defined by:
• s1 = (01)(I, sn) if xn = 1, and s1 = (01)(sn, I) if xn = 0,
• and for all 1 ≤ i < n, si+1 = (si, I) if xi = 0, and si+1 = (I, si) if xi = 1.
See Figure 2.17 for the abbreviated Moore diagram of this automaton.
Figure 2.17: Moore diagram of the automaton Kx1x2...xn
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The automata Kx1x2...xn are precisely the periodic binary kneading automata with period n ≥ 2 [Nek05].
Notice that Mx1x2...xn ' Mx1x2...xn by the map that switches 0 and 1, so we will assume that xn = 1
(i.e. that s1 = (01)(I, sn)).
We define the PΣOn-bimodules Gn to be the set of all Fn-bimodules of the form [α]⊗Mx1x2...xn−11⊗ [β]
for x1x2...xn−11 ∈ {0, 1}n and α, β ∈ PΣOn, with the natural left and right actions. We can easily compute
the action of the generators ai,j on the kneading bimodules as below.
Proposition 2.6.1. For 1 ≤ i, j ≤ n, we have the following actions of the bimodules defined by ai,j ∈ PΣOn
on the bimodules Mx1x2...xn−11, and by extension on the elements of Gn:
For 1 < i ≤ n,
[ai,1]⊗Mx1...xi−21xi...xn−11 = Mx1...xi−20xi...xn−11
[ai,1]⊗Mx1...xi−20xi...xn−11 = Mx1...xi−21xi...xn−11 ⊗ [ai−1,n]
For 1 < j ≤ n,
[a1,j ]⊗Mx1x2...xn−11 = Mx1x2...xn−11 ⊗
an,j−1 ∏
xi−1=xj−1,i−1<n
ai−1,j−1

For 1 < i, j ≤ n,
[ai,j ]⊗Mx1...xi−2xj−1xi...xn−11 = Mx1...xi−2xj−1xi...xn−11
[ai,j ]⊗Mx1...xi−2xj−1xi...xn−11 = Mx1...xi−2xj−1xi...xn−11 ⊗ [ai−1,j−1]
Proof. This follows from direct computation.
For example, the first computation is for [ai,1] ⊗Mx1...xi−21xi...xn−11 for 1 < i ≤ n. We have s1 =
(01)(I, sn) and since xi−1 = 1, we have that si = (I, si−1). So ss1i = (01)(s
−1
n , I) · (I, si−1) · (01)(I, sn) =
(si−1, I). So the resulting bimodule is Mx1...xi−20xi...xn−11 since the coordinates of the restrictions of si have
switched.
But if we consider [ai,1] ⊗Mx1...xi−20xi...xn−11 for 1 < i ≤ n then si = (si−1, I). So when we do the
computation, we have ss1i = (01)(s
−1
n , I) ·(si−1, I) ·(01)(I, sn) = (I, ssni−1). Now not only have the coordinates
of the restrictions switched, but we have also replaced si−1 with ssni−1, so we gain the twist ai−1,n. Thus, our
resulting bimodules is Mx1...xi−21xi...xn−11 ⊗ [ai−1,n].
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Notice that since
∏
1<i≤n ai,1 ∈ Inn(Fn), we have that
[∏
1<i≤n ai,1
]
⊗M ' M for any Fn-bimodule
M. So since
[∏
1<i≤n ai,1
]
⊗Mx1...xn−11 = Mx1...xn−11 ⊗
[∏
xi−1=0 ai−1,n
]
, we have that Mx1...xn−201 '
Mx1...xn−211 ⊗
[
an−2,n
∏
xi−1=0 ai−1,n
]
. Thus, we need only consider kneading bimodules of the form
Mx1...xn−211 for our basis.
Recall that for f a periodic quadratic topological polynomial with period length n ≥ 2, the PΣOn-
bimodule Gf is the set of all Fn-bimodules of the form [α]⊗Mf ⊗ [β] where α, β ∈ PΣOn with the natural
PΣOn right and left actions.
Proposition 2.6.2. For f a periodic quadratic topological polynomial with period length n ≥ 2, then Gn =
Gf .
Proof. By Theorem 2.5.1, Mf is isomorphic to Mx1x2...xn−211 ⊗ [φ] for some
x1x2...xn−11 ∈ {0, 1}n and some φ ∈ PΣOn. By Proposition 2.6.1, the left action of PΣOn is transitive on
the basis of kneading bimodules. Thus, the two bimodules are equal.
Now we describe the preperiodic case (with preperiod length k ≥ 1 and period length n ≥ 2).
For x1x2...xk...xk+n ∈ {0, 1}k+n such that xk = xk+n, define Mx1x2...xk,xk+1...xk+n to be the Fk+n-
bimodule generated by the automaton Kx1x2...xk,xk+1...xk+n with states {I, s1, ..., sk+n} and alphabet {0, 1}
defined by:
• s1 = (01),
• sk+1 = (sk+n, sk) if xk = 1 and xk+n = 0, and sk+1 = (sk, sk+n) if xk = 0 and xk+n = 1,
• and for all 1 ≤ i < k + n, i 6= k + 1, si+1 = (si, I) if xi = 0, and si+1 = (I, si) if xi = 1.
See Figure 2.18 for the abbreviated Moore diagram of this automaton.
The automata Kx1x2...xk,xk+1...xk+n with xk = xk+n are precisely the preperiodic binary kneading au-
tomata with preperiod k ≥ 1 and period n ≥ 2 [Nek05].
Notice that Mx1x2...xk,xk+1...xk+n ' Mx1x2...xk,xk+1...xk+n by the map that switches 0 and 1, so we will
assume xk = 1, xk+n = 0 (i.e. that sk+1 = (sk+n, sk)).
We define the PΣOk+n-bimodule Gk,n to be the set of all Fk+n-bimodules of the form
[α]⊗Mx1...xk−11,xk+1...xk+n−10 ⊗ [β] for x1x2...xk−11, xk+1...xk+n−10 ∈ {0, 1}k+n and α, β ∈ PΣOk+n, with
the natural left and right actions. We can easily compute the action of the generators ai,j on the kneading
bimodules as below.
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Figure 2.18: Moore diagram of the automaton Kx1x2...xk,xk+1...xk+n
Proposition 2.6.3. For 1 ≤ i, j ≤ k + n, we have the following actions of the bimodules defined by
ai,j ∈ PΣOk+n on the bimodules Mx1x2...xk−11,xk+1...xk+n−10, and by extension on the elements of Gk,n:
[ak+1,1]⊗Mx1x2...xk−11,xk+1...xk+n−10 = Mx1x2...xk−10,xk+1...xk+n−11 '
'Mx1x2...xk−11,xk+1...xk+n−10
[a1,k+1]⊗Mx1x2...xk−11,xk+1...xk+n−10 =
= Mx1x2...xk−11,xk+1...xk+n−10 ⊗
 ∏
xi−1=0
a−1i−1,k+n
∏
xi−1=1
a−1i−1,k
 =
= Mx1x2...xk−11,xk+1...xk+n−10 ⊗
 ∏
xi−1=1
ai−1,k+n
∏
xi−1=0
ai−1,k

For i 6= k + 1,
[ai,1]⊗Mx1x2...xi−2xi−1xi...xk+n−10 = Mx1x2...xi−2xi−1xi...xk+n−10
For j 6= k + 1,
[a1,j ]⊗Mx1x2...xk−11,xk+1...xk+n−10 = Mx1x2...xk−11,xk+1...xk+n−10 ⊗
 ∏
xi−1=xj−1
ai−1,j−1

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For i 6= 1,
[ai,k+1]⊗Mx1x2...xi−20xi...xk+n−10 = Mx1x2...xi−20xi...xk+n−10 ⊗ [ai−1,k+n]
[ai,k+1]⊗Mx1x2...xi−21xi...xk+n−10 = Mx1x2...xi−21xi...xk+n−10 ⊗ [ai−1,k]
For j 6= 1,
[ak+1,j ]⊗Mx1x2...xj−20xj ...xk+n−10 = Mx1x2...xj−20xj ...xk+n−10 ⊗ [ak+n,j−1]
[ak+1,j ]⊗Mx1x2...xj−21xj ...xk+n−10 = Mx1x2...xj−21xj ...xk+n−10 ⊗ [ak,j−1]
For i, j 6= 1, k + 1,
[ai,j ]⊗Mx1x2...xi−2xj−1xi...xk+n−10 = Mx1x2...xi−2xj−1xi...xk+n−10
[ai,j ]⊗Mx1x2...xi−2xj−1xi...xk+n−10 = Mx1x2...xi−2xj−1xi...xk+n−10 ⊗ [ai−1,j−1]
Proof. This follows from direct computation.
For example, the first computation is for [ak+1,1] ⊗ Mx1x2...xk−11,xk+1...xk+n−10. Notice that in the
kneading automaton generating Mx1x2...xk−11,xk+1...xk+n−10 we have s1 = (01), sk+1 = (sk+n, sk). So
ss1k+1 = (01) · (sk+n, sk) · (01) = (sk, sk+n). So the resulting bimodule is Mx1x2...xk−10,xk+1...xk+n−11, since
the coordinates of the restrictions of sk have switched. As we noted above, this bimodule is isomorphic to
Mx1x2...xk−11,xk+1...xk+n−10.
Another example: [ai,k+1]⊗Mx1x2...xi−20xi...xk+n−10 (for i 6= 1). Here we have si = (si−1, I) and sk+1 =
(sk+n, sk). So s
sk+1
i = (s
−1
k+n, s
−1
k ) · (si−1, I) · (sk+n, sk) = (ssk+ni−1 , I). Since none of the coordinates have
changed, the kneading sequence remains unaltered, but we have replaced si−1 with s
sk+n
i−1 , so we gain the
twist ai−1,k+n. Thus, our resulting bimodule is Mx1x2...xi−20xi...xk+n−10 ⊗ [ai−1,k+n].
Proposition 2.6.4. For f a preperiodic quadratic topological polynomial with preperiod length k ≥ 1 and
period length n ≥ 2, then Gk,n = Gf .
Proof. By Theorem 2.5.1, Mf is isomorphic to Mx1...xk−11,xk+1...xk+n−10 ⊗ [φ] for some
x1x2...xk−11, xk+1...xk+n−10 ∈ {0, 1}k+n and some φ ∈ PΣOk+n. By Proposition 2.6.3, the left action of
PΣOk+n is transitive on the basis of kneading bimodules. Thus, the two bimodules are equal.
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Now for 1 ≤ i ≤ n, define γi ∈ PΣOk+n by:
γi = ak+i,k+i−1ak+i,k+i−2...ak+i,k+1ak+i,k+nak+i,k+n−1...ak+i,k+i+1.
So for n = 2, we would have:
γ1 = ak+1,k+2
γ2 = ak+2,k+1
For n = 3, we would have:
γ1 = ak+1,k+3ak+1,k+2
γ2 = ak+2,k+1ak+2,k+3
γ3 = ak+3,k+2ak+3,k+1
For n = 4:
γ1 = ak+1,k+4ak+1,k+3ak+1,k+2
γ2 = ak+2,k+1ak+2,k+4ak+2,k+3
γ3 = ak+3,k+2ak+3,k+1ak+3,k+4
γ4 = ak+4,k+3ak+4,k+2ak+4,k+1
Notice that the product γ = γnγn−1...γ2γ1 acts on S2 \Pf by a Dehn Twist about a simple closed curve
Γ that separates the points {ωk+1, ..., ωk+n} from the rest of Pf . That is, Γ separates the period of the
post-critical set from the preperiod and ∞. Since k ≥ 1 and n ≥ 2, the curve Γ is non-peripheral.
Lemma 2.6.5. For g a pre-periodic quadratic topological polynomial with preperiod length k ≥ 1 and period
length n ≥ 2 and γ ∈ PΣOk+n acting by a Dehn twist TΓ about a simple closed curve Γ that separates the
period {ωk+1, ..., ωk+n} from the rest of the post-critical set, if [γ] ⊗Mg ' Mg ⊗ [γ], then Γ is a g-stable
Levy cycle of length 1, and g is not equivalent to any complex polynomial.
Proof. First notice that both the bimodules [γ] ⊗ Mg and Mg ⊗ [γ] are twisted kneading since Mg is
twisted kneading and Dehn twists preserve the cyclic ordering of coordinates (this also follows from the
fact that a toplogical polynomial composed with a Dehn twist yields another topological polynomial). By
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[γ]⊗Mg 'Mg ⊗ [γ] we have TΓ ◦ g homotopic to g ◦ TΓ, so g(Γ) must be homotopic to Γ and g must map
it by degree 1. Notice also that the other component of g−1(Γ) is peripheral about the point ωk. Thus, Γ is
a g-stable Levy cycle of length 1 for g.
Using the computations given in Proposition 2.6.3, we can verify the following lemma:
Lemma 2.6.6. For any x1...xk−1 ∈ {0, 1}k−1, we have
[γ1]⊗Mx1...xk−11,00...00 = Mx1...xk−11,00...00 ⊗ [γn],
and for 1 < i ≤ n,
[γi]⊗Mx1...xk−11,00...00 = Mx1...xk−11,00...00 ⊗ [γi−1].
Proof. This follows directly from Proposition 2.6.3.
We are now ready to state our first result.
Theorem 2.6.7. For f a pre-periodic topological polynomial of degree 2 with preperiod length k ≥ 1 and
period length n ≥ 2, then there exists a topological polynomial g which has the same mapping scheme as f ,
but is not equivalent to any complex polynomial.
Proof. Pick a planar generating set {s1, ..., sk+n}. Let Mf be as defined earlier and let Mf ' MK(f) ⊗ [φ]
be the twisted kneading bimodule representation of Mf as in Theorem 2.5.1. We have that MK(f) =
Mx1...xk−11,xk+1...xk+n−10 for some xi ∈ {0, 1} (in fact, x1x2...xk−11(xk+1...xk+n−10) is the kneading sequence
of f in the sense of [BS02]).
By Proposition 2.6.3, there exists α ∈ PΣOk+n such that [α] ⊗ MK(f) = M1...1,0...0. Let M0 =
M1...1,0...0 = [α]⊗MK(f).
Define β ∈ PΣOk+n by β = φ−1γn−1γn−2...γ1 where the γi are as in Lemma 2.6.6. Notice that [α] ⊗
Mf ⊗ [β] = M0 ⊗ [γn−1γn−2...γ1].
Recall γ = γnγn−1...γ1. By Lemma 2.6.6, we have that [γ]⊗M0 = M0 ⊗ [γn−1γn−2...γ1γn].
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Notice that
[γ]⊗ ([α]⊗Mf ⊗ [β]) = [γ]⊗M0 ⊗ [γn−1γn−2...γ1] =
= M0 ⊗ [γn−1γn−2...γ1γn]⊗ [γn−1γn−2...γ1] =
= M0 ⊗ [γn−1γn−2...γ1]⊗ [γ] =
= ([α]⊗Mf ⊗ [β])⊗ [γ].
In M0, we have that (s1....sn)
2 · 0 = s1...sn · 1 · sk+nsk+1...sk+n−1 = 0 · s1...sksk+nsk+1...sk+n−1. Let Mg
be the bimodule [α]⊗Mf ⊗ [β] = M0 ⊗ [γn−1γn−2...γ1]. In Mg, we have the same induced cyclic ordering
except that it now has the appropriate conjugations for the braid action that first takes sk+1 to fall between
sk+n and s1 (this is the action of γ1), then takes sk+2 to fall between sk+1 and s1 (action of γ2), and so on
through sk+n−1.
So Mg is a twisted kneading bimodule, and by Proposition 2.5.2 there exists a topological polynomial
g whose associated bimodule is Mg. Notice that Pg = Pf and that the mapping schemes of these two
topological polynomials are the same. While the labels of the period are all 0 and of the preperiod are all 1
in the Moore diagram of K(g), they might not be in the Moore diagram of K(f).
So we have that [γ]⊗Mg = Mg⊗[γ], where γ acts on S2\Pg by the Dehn twist TΓ about a non-peripheral
simple closed curve Γ that separates the period of Pg from the rest of Pg. By Lemma 2.6.5, g is not equivalent
to any complex polynomial.
This yields the following corollary, which is also a consequence of Koch’s result:
Corollary 2.6.8. Every quadratic mapping scheme with preperiod length k ≥ 1 and period length n ≥ 2 is
realized by a topological polynomial that is not equivalent to any complex polynomial.
Recall that by Berstein-Levy (and an easy additional observation), every quadratic mapping scheme not
meeting the hypotheses of Corollary 2.6.8 can only be realized by topological polynomials that are equivalent
to complex polynomials.
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Chapter 3
Sub-hyperbolicity of the
mega-bimodule
3.1 The quadratic periodic case
Let A denote the standard generating set for PΣOn; A = {ai,j | 1 ≤ i, j ≤ n, i 6= j}. We will use a superset
S ⊇ A and take it as our generating set. Gutie´rrez and Krstic´ used this generating set S to show that
PΣOn has a regular language of normal forms [GK98]. Their proof relies on the combinatorial analysis
of the automorphisms in S found in McCullough and Miller’s monograph on symmetric automorphisms of
free products [MM96]. We will exploit this combinatorial description of the generating set S to describe
computations in forms easily implemented by a computer.
For 1 ≤ j ≤ n, let Sj ⊂ [n] \ {j} (we use [n] to denote the set {1, 2, ..., n}). Define ASj ,j =
∏
i∈Sj ai,j .
For χ ⊂ [n] such that 1, n ∈ χ, define wχ = x1x2...xn ∈ {0, 1}n with xi−1 = 1 if and only if i ∈ χ for all
1 < i ≤ n (xn = 1 if and only if 1 ∈ χ, which always holds by definition). We denote the complement of χ
by χ¯.
Lemma 3.1.1. For j 6= 1, then [ASj ,j ]⊗Mwχ = Mwχ ⊗ [AS′j−1,j−1], where:
• if 1 /∈ Sj , j ∈ χ, then S′j−1 = (Sj ∩ χ)− 1,
• if 1 /∈ Sj , j /∈ χ, then S′j−1 = (Sj ∩ χ¯)− 1,
• if 1 ∈ Sj , j ∈ χ, then S′j−1 = (Sj ∪ χ¯)− 1, and
• if 1 ∈ Sj , j /∈ χ, then S′j−1 = (Sj ∪ χ)− 1.
For j = 1, then [AS1,1]⊗Mwχ = Mwχ′ ⊗ [AS′n,n], where:
• if n /∈ S1, then χ′ = χ4S1 and S′n = (S1 ∩ χ¯)− 1, and
• if n ∈ S1, then χ′ = (χ4S1) ∪ {1} and S′n = (S1 ∪ χ¯)− 1
Proof. This follows directly from Proposition 2.6.1.
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For example, if j 6= 1, 1 /∈ Sj , and j − 1 ∈ χ, then [ASj ,j ] ⊗Mwχ consists of [ai,j ] ⊗Mx1...xn−211 where
xj−1 = 1 and i 6= 1. So by Proposition 2.6.1, if xi−1 = 0, then [ai,j ] ⊗Mx1...xn−211 = Mx1...xn−211. If
xi−1 = 1, then [ai,j ] ⊗Mx1...xn−211 = Mx1...xn−211 ⊗ [ai−1,j−1]. So for i ∈ Sj , we only have i − 1 ∈ S′j−1
if xi−1 = 1; that is, if i ∈ χ. Since there is no a1,j , we cannot have i − 1 ∈ S′j−1 if i /∈ Sj . Hence,
[ASj ,j ]⊗Mwχ = Mwχ ⊗ [AS′j−1,j−1] with S′j−1 = (Sj ∩ χ)− 1.
Define AS1,S2,...,Sn = AS1,1 ·AS2,2 · ... ·ASn,n with ASj ,j =
∏
i∈Sj ai,j and Sj ⊂ [n] \ {j} as before.
Definition 3.1.2. We will call AS1,S2,...,Sn simple if for all 1 ≤ j1 6= j2 ≤ n we have that [ASj1 ,j1 , ASj2 ,j2 ] = I
(i.e. if all the ASj ,j pairwise commute).
Fortunately, we have a nice combinatorial characterization of simplicity:
Lemma 3.1.3. [MM96]
AS1,S2,...,Sn is simple if and only if for all i 6= j ∈ [n] we have that:
• i ∈ Sj , j ∈ Si implies Sj ∪ Si = [n]
• i ∈ Sj , j /∈ Si implies Sj ∪ S¯i = [n] (i.e. Si ⊂ Sj)
• i /∈ Sj , j ∈ Si implies S¯j ∪ Si = [n] (i.e. Sj ⊂ Si)
• i /∈ Sj , j /∈ Si implies S¯j ∪ S¯i = [n] (i.e. Si ∩ Sj = ∅)
So when n = 4 for example, the simple automorphisms are of the following forms:
I ai,j ai,jak,j ai,jak,l ai,jai,kaj,k ai,jak,jal,kaj,k
where 1 ≤ i, j, k, l ≤ n are all distinct. There are 73 (including I) such automorphisms.
Let S be the set of all simple pure symmetric outer automorphisms AS1,S2,...,Sn . Notice that S generates
PΣOn since it contains A. By Lemma 3.1.1 and the fact that restrictions of commuting elements will
commute, we see that the restriction of an element of S will also be an element of S. Thus, the restriction
map will be non-increasing in wordlength with respect to S. We compute these restrictions below.
Proposition 3.1.4. For AS1,S2,...,Sn a simple automorphism and TA = {j | 1 ∈ Sj for j > 1, n ∈ Sj for j =
1}, then [AS1,S2,...,Sn ]⊗Mwχ = Mwχ′ ⊗ [AS′1,S′2,...,S′n ] where:
for j > 1:
• if j ∈ χ ∩ T¯A, then S′j−1 = (Sj ∩ χ)− 1,
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• if j ∈ χ ∩ TA, then S′j−1 = (Sj ∪ χ¯)− 1,
• if j ∈ χ¯ ∩ T¯A, then S′j−1 = (Sj ∩ χ¯)− 1,
• if j ∈ χ¯ ∩ TA, then S′j−1 = (Sj ∪ χ)− 1,
and for j = 1:
• if 1 /∈ TA (i.e. n /∈ S1) then χ′ = χ4S1 and S′n = (S1 ∩ χ¯)− 1, else
• if 1 ∈ TA (i.e. n ∈ S1) then χ′ = (χ4S1) ∪ {1} and S′n = (S1 ∪ χ¯)− 1.
Proof. This result follows directly from Lemma 3.1.1.
Definition 3.1.5. For AS1,S2,...,Sn ∈ S and χ ⊂ [n] such that 1, n ∈ χ, define AS1,S2,...,Sn |wχ = AS′1,S′2,...,S′n ,
where [AS1,S2,...,Sn ]⊗Mwχ = Mwχ′ ⊗ [AS′1,S′2,...,S′n ] and the S′j are as given in Proposition 3.1.4.
Notice that if j /∈ TA, then #S′j−1 ≤ #Sj (this still holds for S′n and S1). So if Sj = ∅, then S′j−1 = ∅
as well. Thus, if AS1,S2,...,Sn is a simple automorphism with exactly k of its Sj being non-empty, then any
of its restrictions will be simple automorphisms with at most k of its S′j−1 non-empty. So we augment our
length function to distinguish between elements of equal wordlength in S by also considering the number of
non-empty Sj .
Definition 3.1.6. The augmented length function ` : S∗ → R≥0 × R≥0 is given by `(a1a2...am) =
(m,# of non-empty Sj in a1a2...am)
Proposition 3.1.7. If there exists an m > 0 such that for all a1a2...am ∈ S∗ a representative of some
g ∈ PΣOn with m = |g|S and for every χ ⊂ [n] such that 1, n ∈ χ we have that `(a1a2...am|wχ) < `(a1a2...am)
in the lexicographic ordering on R≥0 × R≥0, then the PΣOn-megabimodule Gn is sub-hyperbolic.
Proof. An element g of a self-similar group is the nucleus of the action on the tree T if and only if there
exists some vertex v ∈ T such that g|v = g or g is the restriction of such an element. Since ` is non-increasing
under restrictions, if an m satisfying the hypotheses exists, any elements of PΣOn of S-wordlength m cannot
self-restrict at any vertex. So these elements can only be in the nucleus if there is an element h of length
greater than m that does self-restrict at some vertex v. But if such an h existed, a length m subword of
a representative of h would also self-restrict at v, which contradicts the above. Hence, all the elements of
PΣOn that are in the nucleus of the self-similar action of the faithful quotient have S-wordlength less than
m, and the nucleus is finite.
38
By writing a C++ program to implement the computations from Proposition 3.1.4 and applying Propo-
sition 3.1.7, we answer Question 1 in the simplest non-trivial case:
Theorem 1.3.3. If f is a quadratic topological polynomial that is periodic with period length n = 4, then
Gf is sub-hyperbolic.
3.2 Description of the program
We encode a simple automorphism AS1,S2,...,Sn ∈ S as an n× n binary matrix with entry i, j being 1 if and
only if i ∈ Sj . We can easily determine which of these matrices correspond to simple automorphisms by
checking McCullough and Miller’s conditions (Lemma 3.1.3).
We also parametrize the basis of kneading bimodules with length n binary strings that begin and end
with the letter 1. These strings will play the role of χ in Proposition 3.1.4.
In this context, the program can perform the computations of Proposition 3.1.4 as Boolean operations
between the n string representing the kneading bimodule and the columns of the matrix representing the
simple automorphism. Reducing all the indices by 1 becomes a (cyclical) shift in the column.
To deal with minimal length representatives of group elements, we next take each word of length 2 in
S and find a unique word that represents the same group element. To do this, first we eliminate any inner
automorphisms created by the product. For example, in the n = 4 case a3,1a4,1a3,4·a2,1 will use representative
a3,4 ·I. In the simple automorphism notation, this is A{3,4},∅,∅,{3} ·A{2},∅,∅,∅ = A∅,∅,∅,{3} ·A∅,∅,∅,∅. Then
we move as many ai,j as possible to the left automorphism. So a2,1 · a3,1 will use representative a2,1a3,1 · I.
Again in simple automorphism notation: A{2},∅,∅,∅ ·A{3},∅,∅,∅ = A{2,3},∅,∅,∅ ·A∅,∅,∅,∅. To perform these
operations, the program deletes or moves subsets within a Sj (starting as large as possible and working its
way down to single ai,js) and then checks the simplicity conditions.
After assigning these representatives, the program checks uniqueness by confirming that these reductions
induce a partial order on the set of S × S.
The program then takes all reduced representatives of words on length 3 in S that do not involve
A∅,∅,∅,∅ and checks if they restrict to themselves after any n restrictions. If so, the program stores the
word as a representative of an element in the nucleus. If not, the program checks if ` decreases under all of
these restrictions. If so, the representative does not ever self-restrict. If not, the program tries another n
restrictions and repeats. In the n = 4 case, all length 3 representatives after 2n restrictions either yield a
decrease in ` under all such restrictions or self-restrict under at least one such restriction.
So now these representatives give us length 3 subwords of any representatives of longer length that
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self-restrict. The program computes all possible representatives of length 4 whose 3-prefix and 3-suffix self-
restrict on matching vertices. Note that matching does not mean equal; if the 3-prefix self-restricts on vertex
v, then the 3-suffix must self-restrict on vertex a(v), where a is the first letter of the 3-prefix.
The program then checks if all of these length 4 representatives actually correspond to group elements
of S-wordlength 4. To do so, the program reduces the words by moving as many ai,js as possible to
the right. For example, a1,4a3,4 · a4,3 · a2,3a4,3 · a2,1 reduces to I · a1,4a3,4 · a2,3a4,3 · a2,1a4,3. That is,
A∅,∅,∅,{1,3} · A∅,∅,{4},∅ · A∅,∅,{2,4},∅ · A{2},∅,∅,∅ = A∅,∅,∅,∅ · A∅,∅,∅,{1,3} · A∅,∅,{2,4},∅ · A{2},∅,{4},∅. In
the n = 4 case, all the length 4 representatives reduce. Hence, no self-restricting elements of S-wordlength
greater than 3 exist, and so the nucleus is finite.
3.3 Remaining cases
Our program for the quadratic periodic with period length n = 5 case is similar to the above, however it
involves more refined methods to reduce the words in S∗. Also, the size of the generating set S is over a
thousand in this case (it is under a hundred for n = 4), and the size of the basis of kneading bimodules
grows exponentially in n. So while the n = 4 program runs in about half a minute, the n = 5 program takes
weeks to finish. For these reasons, we do not yet have a positive answer to Question 1 in this case, but we
are confident that this will change soon.
Clearly, this method is not tenable for periods n > 5. Periodic cubic polynomials with small period
length should have relations similar to those computed in Section 3.1, so we anticipate being able to extend
Theorem 1.3.3 to these cases as well.
We hope to compare the nucleii of these simple cases and produce a conjecture for the nucleii for the
computationally unrealistic cases. We already have some sense for how those cases should work out.
Conjecture 3.3.1. For n > 2, the value m = n with Proposition 3.1.7 implies the sub-hyperbolicity of Gn.
We have not attempted here to prove sub-hyperbolicity in any preperiodic cases. Unlike the periodic case,
there exist obstructed topological polynomials with stable Levy cycles realizing these mapping schemes. As a
result, to prove sub-hyperbolicity, we need to prove that the elements of PΣOk+n representing the Levy cycle
have finite order in the faithful quotient of the action (see the next chapter for a more thorough discussion).
With few generators, finding the order of these elements is straightforward. It is less clear how to program
a computer to do a similar analysis when the size of the generating set is large. We hope to use some of
the properties of the kneading bimodules Mx1...xk−11,xk+1...xk+n−10 proved in [BN08] to develop a method to
determine the order of these elements that is implementable by a computer.
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Chapter 4
Applications to complex dynamics
4.1 Realizability of obstructed topological polynomials
The proof of Theorem 2.6.7 that there exist obstructed quadratic preperiodic topological polynomials only
uses the condition on the degree to produce the basis of kneading bimodules Mx1...xk−11,xk+1...xk+n−10. For
arbitrary degree d ≥ 3, we will not be able to produce an explicit basis in this way. However, we establish a
few conditions on the mapping scheme when we can replicate the argument from Section 2.6.
We will show the existence of a kneading bimodule that acts for our mapping scheme as M0 did in the
proof of Theorem 2.6.7. In order for the bimodule to play this role, the kneading automaton that generates
it needs to have:
1. the states associated with the post-critical points inside the Levy cycle must restrict to each other all
in the same coordinate,
2. any pair of these same states must not share any other coordinates with non-trivial restrictions,
3. the permutations of these states must not interact with the non-trivial restrictions, and
4. the induced cyclic ordering on the generating set matches the twists from the γi.
We need 1 so that we can cycle the ai,j and γi as in Lemma 2.6.5. We need 2 so that we do not pick
up any extra generators while cycling through. We need 3 to guarantee that the presence of active states
does not disturb the two previous properties. Finally, we need 4 to guarantee that our resulting bimodule is
twisted kneading.
In the case of a period of length at least two which has no critical values (in some sense, a period which is
strongly not an attractor), the proof follows very similar lines to the quadratic case. For a period containing
critical values, there need to be sufficiently many critical values outside the period so that their associated
states can act on the non-trivial restriction coordinates, so that the states associated with the critical values
in the period can act trivially on these coordinates. The following proposition precisely defines “sufficiently
many” for a given period.
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Proposition 4.1.1. For S = S(C,P, α, ν) a polynomial mapping scheme of degree d with Ω = {ω1, ..., ωn} ⊂
Z \ C such that α(Ω) = Ω and
#(α−1(Ω) \ Ω) ≤
∑
z∈C\{∞},α(z)/∈Ω
(ν(z)− 1),
then there exist kneading automata for S such that the states sΩ = {s1, ..., sn} associated with Ω have all of
the following properties:
1. the arrows from states in sΩ to other states in sΩ are labeled by 0,
2. the arrows from states in sΩ to states not in sΩ have pairwise disjoint labels from {1, ..., d− 1},
3. the sets of labels on which the states in sΩ act non-trivially are pairwise disjoint, and
4. for all 1 ≤ i, j ≤ n, i 6= j, state si acts trivially on any letter labeling an arrow leaving sj.
Proof. Choose a planar generating set for pi1(S
2 \P ). Since S is a polynomial mapping scheme, there exists
some topological polynomial f realizing it. Let K(f) be the kneading automaton of f . In its Moore diagram,
we will relabel some of the arrows leaving the states sΩ = {s1, ..., sn} associated with Ω and redefine the
actions of possibly all of the active states to produce the Moore diagram of a kneading automaton K with
the desired properties.
First, relabel all arrows within sΩ by 0. Notice there are no arrows entering sΩ from outside it (since
α(Ω) = Ω).
Second, since
#(α−1(Ω) \ Ω) ≤
∑
z∈C\{∞},α(z)/∈Ω
(ν(z)− 1),
we have that ∑
z/∈Ω,α(z)∈Ω
(ν(z)− 1) + #(α−1(Ω) \ Ω) ≤
∑
z∈C\{∞}
(ν(z)− 1),
which by the Riemann-Hurwitz Formula gives us
∑
z/∈Ω,α(z)∈Ω
ν(z) ≤ d− 1.
Thus, the number of arrows entering Ω in S is at most d − 1. Redefine the actions of the states in sΩ
so that the sets on which they act non-trivially are pairwise disjoint (note we can do this by the above
calculation). As required by Lemma 2.5.4, label any arrows from sΩ to states associated with critical points
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by an appropriate letter on which the originating state acts non-trivially. As for the remaining arrows leaving
sΩ, notice by the calculation above there are enough letters remaining in {1, ..., d − 1} so that these may
be labeled from this set so that these labels are pairwise disjoint with each other and with the non-trivial
actions.
Notice that states sΩ in our new automaton now fit the requirements listed in the statement of the
proposition. However, since we redefined some of the actions, we may need to redefine the actions of the
states not in sΩ in order to ensure that our automaton is dendroid.
Let k be the number of critical values of S not in Ω. LetH0 be the hypergraph with vertices {0, 1, ..., d−1}
and hyperedges defined by the actions of the states in sΩ. We will redefine the actions of the k active states
outside of sΩ one-by-one by considering their resulting hypergraphs H1,H2, ...,Hk. We will think of Hi−1
as a sub-hypergraph of Hi.
First, define the actions of these active states so as to connect the partial hypergraph induced by the
hyperedges of H0, without adding cycles. By our assumption that
#(α−1(Ω) \ Ω) ≤
∑
z∈C\{∞},α(z)/∈Ω
(ν(z)− 1),
we will add more edges than we already have in H0, so this will eventually yield a hypergraph Hi0 where the
partial hypergraph induced by the hyperedges is connected. Continue redefining the actions of the active
states so as to maintain this property and not create cycles.
By a standard result in combinatorics (see e.g. Proposition 4 in Chapter 17 of [Ber73]), a connected
hypergraph with no cycles on d vertices with m hyperedges containing the vertices {Ei}mi=1, obeys the
formula:
m∑
i=1
(#Ei − 1) = d− 1.
This, of course, is exactly the Riemann-Hurwitz Formula in our setting. Therefore, we may redefine
the actions of all k active states so that the final hypergraph Hk is connected (notice that every vertex lies
in some hyperedge) and contains no cycles. In other words, the sequence of permutations defined by our
automaton is dendroid. Note that we may need to redefine the restrictions of these active states to preserve
property 2 of Lemma 2.5.4.
Let K be this automaton. Notice that K is dendroid by construction. Further, since its input and output
sets are equal (as they were in K(f)), it is kneading.
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Lemma 4.1.2. For S = S(C,P, α, ν) a polynomial mapping scheme of degree d meeting the hypotheses
of Proposition 4.1.1, g a topological polynomial realizing S with the kneading automaton guaranteed by
Proposition 4.1.1, and γ ∈ PΣO#(P\{∞}) acting by a Dehn twist TΓ about a curve Γ separating Ω (as in the
Proposition) from the rest of P , if [γ]⊗Mg 'Mg ⊗ [γ], then Γ is a g-stable Levy cycle of length 1 and g is
not equivalent to any complex polynomial.
Proof. As in Lemma 2.6.5, note that the since γ acts by a Dehn twist, it preserves the induced ordering of
Mg and we have that TΓ ◦ g homotopic to g ◦ TΓ. So g(Γ) must be homotopic to Γ, and g must map it
by degree 1. By property (2) of the kneading automaton K(g) from Proposition 4.1.1, every component of
g−1(Γ) except Γ itself is peripheral. Hence, Γ is a stable Levy cycle of length 1 for g.
Our main result follows from the above proposition using the argument of the Section 2.6.
Theorem 1.2.1. Suppose that a polynomial mapping scheme satisfies one of the following conditions:
1. at least one (non-attractor) period of length at least two and not containing critical values,
2. at least two (non-attractor) periods not containing critical values,
3. at least two non-attractor periods both of length at least two, or
4. at least four non-attractor periods.
Then this scheme is realized by a topological polynomial that is not equivalent to any complex polynomial.
Proof. Let S be the mapping scheme satisfying one of the cases.
1. S has one period of length at least two not containing critical values.
Let Ω = {ω1, ω2, ..., ωn} be the period given (with α(ωi) = ωi+1 and α(ωn) = ω1) and let P =
{∞, ω1, ..., ωm}. Choose a planar generating set {s1, ..., sm} such that si loops around ωi. By the
Riemann-Hurwitz Formula, C \ {∞} has at most d − 1 elements. So Ω has at most d − 1 arrows
incoming (and none outgoing) in the mapping scheme S. Thus, we may apply Proposition 4.1.1; let
M0 be the bimodule generated by the kneading automaton K given by this proposition.
For 1 ≤ i ≤ n, define
γi = ai,i−1ai,i−2...ai,1ai,nai,n−1...ai,i+1
and γ = γnγn−1...γ2γ1 (similar to the γi in Lemma 2.6.6 but reducing all the indices by k).
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Consider [γi]⊗M0. First, we have [ai,i+1]⊗M0. Now, we do not know the full wreath recursions for
the states si and si+1, however we do know they are inactive and that si|0 = si−1 and si+1|0 = si.
So s
si+1
i |0 = ssii−1. Further, since none of the other arrows from these two states share labels with
each other, the wreath recursions do not share non-trivial coordinates besides the one we have already
considered. Thus, the only twist produced is ai−1,i, and the kneading bimodule remains unchanged.
We may repeat the above argument for the rest of γi, and we find that
[γi]⊗M0 = [ai,i−1ai,i−2...ai,1ai,nai,n−1...ai,i+1]⊗M0 =
= M0 ⊗ [ai−1,i−2ai−1,i−3...ai−1,nai−1,n−1ai−1,n−2...ai−1,i] =
= M0 ⊗ [γi−1].
So [γi] ⊗M0 = M0 ⊗ [γi−1] and [γ1] ⊗M0 = M0 ⊗ [γn] just as in the lemma and for the exact same
reasons.
Consider the induced ordering by M0 on the generating set as follows: (sm...sn+1s1...sn)
d · 0 =
(sm...sn+1s1...sn)
d−1sm...sn+1·0·sns1...sn−1. Just as in Theorem 2.6.7, this rearrangement of {s1, .., sn}
is consistent with the action of γn−1...γ2γ1. We will get the action of some other β ∈ PΣOm on the
rest of the cyclic order. Notice that γn−1...γ2γ1 and β commute since they act on disjoint coordinates
(in fact, γ and β commute).
Set Mg = M0 ⊗ [γn−1γn−2...γ1β]. This is a twisted kneading bimodule, so let g be the topological
polynomial uniquely determined by this twisted kneading bimodule and this planar generating set.
Notice that g has mapping scheme S.
As before in the proof of Theorem 2.6.7, we have that
[γ]⊗Mg = [γnγn−1...γ1]⊗M0 ⊗ [γn−1...γ1β] =
= M0 ⊗ [γn−1...γ1γn]⊗ [γn−1...γ1β] =
= M0 ⊗ [γn−1...γ1]⊗ [γβ] =
= M0 ⊗ [γn−1...γ1β]⊗ [γ] =
= Mg ⊗ [γ].
So again we see that for Γ a non-peripheral simple closed curve separating {ω1, ..., ωn} from the rest
of P , we have g(Γ) homotopic to Γ with g mapping it by degree 1.
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So one component of g−1(Γ) is homotopic to Γ (this is the preimage labeled by 0 in our automaton).
The other preimages will be peripheral since each of them separate at most 1 post-critical point from
the rest of P (these are the preimages labeled by 1 through d − 1). Thus, Γ is a g-stable Levy cycle,
and g is obstructed.
2. S has two periods not containing critical values.
By 1, we need only consider when we have ω1, ω2 ∈ P such that α fixes both and neither are critical
values. Let P = {∞, ω1, ω2, ω3, ..., ωm}. Choose a planar generating set {s1, ..., sm} with si looping
around ωi.
By the Riemann-Hurwitz Formula, in S there are at most d − 1 arrows incoming to Ω = {ω1, ω2}
from outside the set (there are no outgoing arrows). So by Proposition 4.1.1, there exists a keading
automaton K consistent with S with the properties outlined in the statement of the proposition.
We consider the induced ordering of automaton K by (sm...s3s2s1)
d ·0 = (sm...s3s2s1)d−1sm...s3 ·0·s2s1.
So this portion of the cyclic order will remain unchanged. Let β ∈ PΣOm act consistent with the
remainder of the above calculation on {s3, ..., sm}. Notice that β commutes with γ.
Let Γ be a simple closed curve separating Ω from the rest of P . Note that Γ is non-peripheral. Let
γ, γ1, γ2 be defined by γ1 = a1,2, γ2 = a2,1, γ = γ2γ1. Note that γ acts by a Dehn twist about the curve
Γ, and that β and γ commute.
Let the bimodule generated by the kneading automaton K with twist β be Mg. Let g be the unique
topological polynomial determined by the twisted kneading bimodule Mg and the planar generating
set {s1, ..., sm}. Notice that g has mapping scheme S.
Since s1|0 = s1 and s2|0 = s2 in Mg, and s1 and s2 share no other non-trivial restrictions, we have
that [a1,2]⊗Mg = Mg ⊗ [a1,2] and [a2,1]⊗Mg = Mg ⊗ [a2,1]. Thus, [γ]⊗Mg = Mg ⊗ [γ].
Finishing the argument as in 1, we see that Γ is a g-stable Levy cycle obstructing g.
3. S has two non-attractor periods both of length at least two.
Let Ω1 and Ω2 be the two periods in question. For i = 1, 2, let pi = #(α
−1(Ωi) \Ωi). We may assume
p1 ≤ p2. Notice that
#(α−1(Ω1) \ Ω1) = p1 ≤ p2 ≤
∑
z∈C\{∞},α(z)/∈Ω1
(ν(z)− 1).
So Proposition 4.1.1 applies to Ω = Ω1.
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Now proceed as in 1, with the additional observation that the actions of the states associated with
critical values do not affect the conjugations, since all the non-trivial actions of a single state are
disjoint from the non-trivial actions and restrictions of all the other states associated with Ω.
4. S has four non-attractor periods.
Let Ω1 be the union of two of the non-attractor periods, and Ω2 be the union of the other two. By
the same argument as above in 3, we may assume that Ω = Ω1 satisfies the hypotheses of Proposition
4.1.1.
If Ω is the union of two periods both of length one, then proceed as in 2, with the additional observation
that the actions of the states associated with critical values do not affect the conjugations, since all
the non-trivial actions of a single state are disjoint from the non-trivial actions and restrictions of all
the other states associated with Ω.
If not, consider a period of length greater than one in Ω and proceed as in 3.
4.2 Examples of obstructed topological polynomials
While our proofs explicitly construct a single obstructed polynomial realizing a particular mapping scheme,
we can easily extend the ideas to produce many more obstructed polynomials realizing the same set of
mapping schemes.
The simplest way to do so is by pre-composing with Dehn twists about the obstruction Γ (as noted in
[BN06]). That is, changing the twisted kneading bimodule from Mg to Mg ⊗ [γl] for any l ∈ Z. The proof
that Γ is a Levy cycle of length 1 still holds.
See Figure 4.1 for a topological polynomial produced by our proof, Figure 4.2 for this example twisted
as in the previous paragraph with l = 1, and Figure 4.3 for l = −1.
This method can also produce topological polynomials obstructed by Levy cycles of length greater than
1.
Theorem 4.2.1. For S a polynomial mapping scheme of degree d with a single finite critical point, whose
post-critical set contains a period of length n ≥ 2 which does not contain any critical values, and 1 < l < n,
l ≤ d such that l divides n, then there exists a topological polynomial g which realizes S and admits a Levy
cycle of length l, but does not admit a Levy cycle consisting only of a single curve surrounding the period in
question.
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Figure 4.1: The obstructed topological polynomial g
Figure 4.2: The obstructed topological polynomial g ◦ γ
Proof. Let k = nl . Let Ω = {ω1, ω2, ..., ωn} be the period given with α(ωi) = ωi+k for 1 ≤ i ≤ n − k and
α(ωn−k+i) = ωi+1 for 1 ≤ i < k, and α(ωn) = ω1. Let P = {∞, ω1, ..., ωm} such that for n < i ≤ m,
α(ωi) = ωi−1 (note this is not our usual convention). Choose a planar generating set {s1, ..., sm} so that si
loops around ωi in the positive direction.
Let f be a topological polynomial realizing S. As in the proof of Proposition 4.1.1, we create a kneading
automaton by copying K(f) and changing some of the labels on arrows leaving the period Ω. Instead of
labeling all the arrows within the period by 0, we cycle through the labels {0, 1, ..., l − 1} in the following
way:
The arrows leaving Ω0 = {ω1, ω2, ...ωk} (but staying within Ω) are labeled by 0. The arrows leaving Ω1 =
{ωl+1, ..., ω2k} are labeled by 1. We continue in this way, labeling the arrows leaving Ωi = {ωik+1, ..., ω(i+1)k}
(but staying within the period Ω) by i for 0 ≤ i ≤ l − 1.
Additionally, we label all the arrows in the pre-period by any label i0 such that l − 1 ≤ i0 ≤ d− 1, and
define the action of the active state to be (0i01...d − 2). Define the bimodule generated by this kneading
automaton to be M0.
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Figure 4.3: The obstructed topological polynomial g ◦ γ−1
Define γi,j ∈ PΣOm for 0 ≤ i ≤ l − 1, 1 ≤ j ≤ k by
γi,j = aik+j,ik+j−1aik+j,ik+j−2...aik+j,ik+1aik+j,(i+1)kaik+j,(i+1)k−1...aik+j,ik+j+1.
Let γi = γi,kγi,k−1...γi,1, and γ = γl−1γl−2...γ1γ0.
So, for example, if n = 4 and l = 2, we would have:
γ0,1 = a1,2
γ0,2 = a2,1
γ1,1 = a3,4
γ1,2 = a4,3
γ0 = a2,1a1,2
γ1 = a4,3a3,4.
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Another example: if n = 9 and l = 3, we would have:
γ0,1 = a1,3a1,2
γ0,2 = a2,1a2,3
γ0,3 = a3,2a3,1
γ1,1 = a4,6a4,5
γ1,2 = a5,4a5,6
γ1,3 = a6,5a6,4
γ2,1 = a7,9a7,8
γ2,2 = a8,7a8,9
γ2,3 = a9,8a9,7,
which gives
γ0 = a3,2a3,1a2,1a2,3a1,3a1,2
γ1 = a6,5a6,4a5,4a5,6a4,6a4,5
γ2 = a9,8a9,7a8,7a8,9a7,9a7,8.
Notice that for i1 6= i2, we have [γi1,j1 , γi2,j2 ] trivial.
Define Γ to be the multicurve {Γ0, ...,Γl−1}, where Γi is a nonperipheral simple closed curve separating
Ωi from the rest of Pf . Notice that γi acts by a Dehn twist about Γi.
Consider [γi,j ] ⊗M0. By construction, all the states associated with post-critical points in Ωi pairwise
share exactly one non-trivial restriction coordinate: i. So we have that [γi,j ] ⊗M0 = M0 ⊗ [γi−1,j ] for
1 ≤ i < l− 1, [γ0,j ]⊗M0 = M0⊗ [γl−1,j−1], and [γ0,k]⊗M0 = M0⊗ [γl−1,1]. Thus, [γi]⊗M0 = M0⊗ [γi−1]
for 1 ≤ i ≤ l − 1, and
[γ0]⊗M0 = M0 ⊗ [γl−1,k−1γl−1,k−2...γl−1,1γl−1,k].
Define
Mg = M0 ⊗ [γl−1,k−1γl−1,k−2...γl−1,1].
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We consider the induced ordering of M0 in a more complicated way than usual:
(sm...sn+1sn−k−1...sn...s3ksk+1...s2ks1...sk−1sk)d · 0 =
= (sm...sn+1sn−k−1...sn...s3ksk+1...s2ks1...sk−1sk)d−1 · i0 · snsn−k+1...sn−2sn−1 =
= (sm...sn+1sn−k−1...sn...s3ksk+1...s2ks1...sk−1sk)d−2 · 1 · sm...sn+1snsn−k+1...sn−2sn−1 =
= (sm...sn+1sn−k−1...sn...s3ksk+1...s2ks1...sk−1sk)d−3 · 2 · s1s2...sksm...sn+1snsn−k+1...sn−2sn−1 =
...
= 0 · sn−2k...sn−k...s1s2...sksm...sn+1snsn−k+1...sn−2sn−1.
So the changes in the induced ordering ofM0 match the action of γl−1,k−1γl−1,k−2...γl−1,1 on {sn−k+1, ..., sn},
and Mg is twisted kneading.
Notice that for 1 ≤ i ≤ l − 1, we have [γi]⊗Mg = Mg ⊗ [γi−1]. Further, for i = 0,
[γ0]⊗Mg = M0 ⊗ [γl−1,k−1γl−1,k−2...γl−1,1γl−1,k]⊗ [γl−1,k−1...γl−1,1] =
= M0 ⊗ [γl−1,k−1..γl−1,1]⊗ [γl−1] =
= Mg ⊗ [γl−1].
Since Mg is twisted kneading, let g be the unique topological polynomial determined by the bimodule Mg
and the planar generating set {s1, ..., sm}, notice that g has mapping scheme S. By the above computation,
g takes each curve Γi to Γi+1 (adding mod l) by a degree 1 map. Further, we see by the labeling of our
kneading automaton that the components of g−1(Γi) not labeled by i are all peripheral. So the multicurve
Γ is a g-stable Levy cycle of length l.
We leave to the reader the verification that the simple closed curve surrounding the entire period is not
an obstruction.
For example, both the topological polynomials g and f in Figures 4.4 and 4.5 are quadratic with a
preperiodic mapping scheme with preperiod length one and period length four. However, while g admits a
Levy cycle of length one (not pictured), f only admits a Levy cycle of length two, shown in Figure 4.5 with
its inverse images.
51
Figure 4.4: An obstructed topological polynomial with Levy cycle of length one
Figure 4.5: An obstructed topological polynomial with Levy cycle of length two
4.3 Non-classified mapping schemes
While there exist many polynomial mapping schemes that fall outside the purview of both Theorem 1.2.1
and the Berstein-Levy Theorem, in many of these cases we may still apply Proposition 4.1.1 to show the
existence of obstructed topological polynomials realizing the mapping scheme. For example, relatively few
mapping schemes with exactly three non-attractor periods do not meet the hypotheses of Proposition 4.1.1,
even if they do not meet the conditions of Theorem 1.2.1.
However, there do exist non-hyperbolic mapping schemes for which Proposition 4.1.1 does not apply.
For instance, mapping schemes which have only a single period (say of length at least two), and that period
contains all the critical values.
Open Problem 1. What can we say about mapping schemes for which no Ω ⊂ Z \C satisfies the conditions
of Proposition 4.1.1?
Even the single period example mentioned above seems more subtle than the cases we have addressed in
this paper. For instance, consider the two schemes in Figure 4.6.
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Figure 4.6: Two mapping schemes outside the scope of our results
These mapping schemes are identical in every sense that we have used to distinguish those realizable by
obstructed polynomials from those not realizable. However, notice in Figure 4.7 that for the second scheme
we may avoid the issues that arise with having all the critical values in the only period by considering a
Levy cycle of length greater than 1.
Figure 4.7: An obstructed topological polynomial outside the scope of our results
Somehow, the relative position of the critical values within this period affects the mapping scheme’s
realizability by obstructed topological polynomials. It seems that one could combine the ideas of Theorem
4.2.1 with the treatment of critical values in Proposition 4.1.1 to gain some ground within this class of
mapping schemes.
Open Problem 2. How does the relative position of critical values within a non-attractor period of a
mapping scheme affect the scheme’s realizability by obstructed topological polynomials?
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However, it remains unclear how to prove the (probable) non-realizability of the remaining mapping
schemes. Nekrashevych proved a criterion for the equivalence to a complex polynomial for topological
polynomials whose associated bimodule is kneading (i.e. has trivial twist) [Nek05]. It would be interesting
to extend this criteria and connect it with the work here.
Open Problem 3. Can we employ the PΣOn-bimodule theory of Nekrashevych to prove the non-realizability
of mapping schemes by obstructed topological polynomials?
We have only produced stable Levy cycles for polynomials. Perhaps we could use the machinery of
this paper to find non-stable Levy cycles for some of these unclassified schemes. Instead of showing that
the bimodule [γ] restricts to itself under Mg, we would need to show that a particular product of powers of
Dehn twists restricts to a different particular multitwist (these extra powers and twists coming from the other
non-peripheral preimages of the Levy cycle). While the bimodules certainly still make these computations
straightforward, one would need a systematic way to determine which multitwists to consider.
Open Problem 4. Can we extend these results if we consider non-stable Levy cycles?
Also, while we have demonstrated that certain mapping schemes are realizable by obstructed topological
polynomials, for most of these mapping schemes we have only produced obstructed topological polynomials
with Levy cycles of length 1.
Open Problem 5. Extend this method to produce more examples of topological polynomials admitting
Levy cycles of length greater than 1.
Even for obstructed topological polynomials with Levy cycles of length 1, it is not clear if our method
constructs all such polynomials.
Open Problem 6. Do there exist topological polynomials realizing these mapping schemes and admitting
Levy cycles of length 1 other than those given in this paper?
Further, we have not attempted to determine when these various examples of obstructed topological
polynomials are equivalent. A result like that for the quadratic polynomials with preperiod length 1 and
period length 2 in [BN06] would be interesting, even if only for preperiodic quadratic polynomials.
Open Problem 7. What are the Thurston equivalence classes of these obstructed topological polynomials?
If the answer to Question 1 is positive in all cases, then the various elements represented by γ in our
proofs have finite order in the faithful quotient of the action.
Open Problem 8. What are the orders of the obstructing elements in the faithful quotient of PΣOn by
the self-similar action?
54
References
[Bar04] Valerij Bardakov, The virtual and universal braids. Fund. Math. 184 (2004), 1-18. MR2128039
(2005k:20089)
[BG00] Laurent Bartholdi & Rostislav Grigorchuk, On the spectrum of Hecke type operators related to some
fractal groups. Proc. Steklov Inst. Math. 231 (2000), no. 4, 1-41. MR1841750 (2002d:37017).
[BN06] Laurent Bartholdi & Volodymyr Nekrashevych, Thurston Equivalence of Topological Polynomials.
Acta Math. 197 (2006), no. 1, 1-51. MR2285317 (2008c:37072).
[BN08] Laurent Bartholdi & Volodymyr Nekrashevych, Iterated monodromy groups of quadratic polynomi-
als, I, Groups Geom. Dyn. 2 (2008), no. 3, 309-336. MR2415302 (2009d:37074)
[BV05] Laurent Bartholdi & Ba´lint Vira´g, Amenability via random walks. Duke Math. J. 130 (2005), no.
1, 39-56. MR2176547 (2006h:43001).
[Ber73] Claude Berge, Graphs and Hypergraphs. North-Holland Mathematical Library 6, North-Holland
Publishing Company, Amsterdam, 1973.
[BFH92] Benjamin Bielefeld, Yuval Fisher, & John Hubbard, The Classification of Critically Preperiodic
Polynomials as Dynamical Systems. J. Amer. Math. Soc. 5 (1992), no. 4, 721-762. MR1149891
(93h:58128).
[Bla84] Paul Blanchard, Complex Analytic Dynamics. Bull. Amer. Math. Soc. 11 (1984), no. 1, 85-141.
MR0741725 (85h:58001).
[BK02] Mario Bonk & Bruce Kleiner, Quasisymmetric parametrizations of two-dimensional metric spheres.
Invent. Math. 150 (2002), no. 1, 127183. MR1930885 (2004k:53057)
[BM] Mario Bonk & Daniel Meyer, Expanding Thurston maps. In preparation. arXiv:1009.3647
[B+00] E. Brezin, R. Bryne, J. Levy, K. Pilgrim, & K. Plummer, A Census of Rational Maps. Conform.
Geom. Dyn. 4 (2000), 35-74. MR1749249 (2001d:37052).
[BS02] Henk Bruin & Dierk Schleicher, “Symbolic dynamics of quadratic polynomials”. Institut Mittag-
Leﬄer, Report No. 7, 2001/2002.
[BP06] Kai-Uwe Bux & Rodrigo Pe´rez, On the growth of iterated monodromy groups. in Topological and
asymptotic aspects of group theory, Contemp. Math. 394, American Mathematical Society, Provi-
dence, RI, 2006. MR2216706 (2006m:20062).
[DH82] Adrien Douady & John Hubbard, Ite´ation des polynoˆmes quadratiques complexes. C. R. de Acad.
Sci. PAris, Se´r. I Math. 294 (1982), no. 3, 123-126. MR0651802 (83m:58046).
[DH84] Adrien Douady & John Hubbard, Etude dynamique des polynomes complexes, I, II. Publications
Mathematiques d’Orsay 84-2, 85-4, Universite´ de Paris-Sud, De´partment de Mathe´matiques, Orsay,
1984, 1985. MR0762431 (87f:58072a), MR0812271 (87f:58072b).
55
[DH93] Adrien Douady & John Hubbard, A Proof of Thurston’s Characterization of Rational Functions.
Acta Math. 171 (1993), no. 2, 263-297. MR1251582 (94j:58143).
[FG91] Jacek Fabrykowski & Narain Gupta, On groups with sub-exponential growth functions II. J. Indian
Math.l Soc. (N.S.) 56 (1991), no. 1-4, 217-228. MR1153150 (93g:20053).
[Fat19] Pierre Fatou, Sur les equations fonctionnelles. Bull. Soc. Math. France 47 (1919), 161-271.
MR1504787.
[Fat20] Pierre Fatou, Sur les equations fonctionnelles. Bull. Soc. Math. France 48 (1920), 33-94, 208-314.
MR1504792, MR1504797.
[Gri80] Rostislav Grigorchuk, On Burnside’s problem on periodic groups. Funktsional. Anal. i Prilozhen.
14 (1980), no. 1, 53-54. MR565099 (81m:20045).
[Gri84] Rostislav Grigorchuk, Degrees of growth of finitely generated groups and the theory of invariant
means. Izv. Akad. Nauk SSSR Ser. Mat. 48 (1984), no. 5, 939-985. MR0764305 (86h:20041).
[GZ˙02a] Rostislav Grigorchuk & Andrzej Z˙uk, On a torsion-free weakly branch group defined by a three state
automaton. Internat. J. Algebra Comput. 12 (2001), no. 1-2, 223-246. MR1902367 (2003c:20048).
[GZ˙02b] Rostislav Grigorchuk & Andrzej Z˙uk, Spectral properties of a torsion-free weakly branch group
defined by a three state automaton, in Computational and statistical group theory, Contemp. Math.
298, Amer. Math. Soc., Providence, RI, 2002. MR1929716 (2003h:60011).
[GK98] Mauricio Gutie´rrez & Sava Krstic´, Normal forms for basis-conjugating automorphisms of a free
group. Internat. J. Algebra Comput. 8 (1998), no. 6, 631-669.
[HP09] Peter Ha¨ıssinsky & Kevin M. Pilgrim. Coarse expanding conformal dynamics. Aste´risque, 325,
2009. MR2662902
[HS94] John Hubbard & Dierk Schleicher, The spider algorithm, in Complex Dynamical Systems: The
Mathematics Behind the Mandelbrot and Julia Sets, R. L. Devaney ed., Proc. Symp. Appl. Math
49 (1994), 155-180. MR1315537
[Jul18] Gaston Julia, Memoire sur l’ite´ration des fonctions rationnelles. J. Math. Pures Appl. 8 (1918),
47-245.
[Kam01] Atsushi Kameyama, The Thurston equivalence for postcritically finite branched coverings. Osaka
J. Math. 38 (2001), no. 3, 565-610. MR1860841 (2002h:57004).
[Koc07] Sarah Koch, Teichmu¨ller Theory and Endomorphisms of Pn. PhD thesis, Universite´ de Provence,
2007.
[Koch] Sarah Koch. Private communication, 7 August, 2009.
[Lev85] Silvio Levy, Critically Finite Rational Maps. PhD thesis, Princeton University, 1985.
[Man82] Benoit Mandelbrot, The fractal geometry of nature. W.H. Freeman and Co., San Francisco, 1982.
MR0665254 (84h:00021).
[McC86] James McCool, On basis-conjugating automorphisms of free groups. Canad. J. Math. 38 (1986),
no. 6, 1525-1529. MR0873421 (87m:20093).
[MM96] Darryl McCullough & Andy Miller, Symmetric automorphisms of free products. Mem. Amer. Math.
Soc. 122 (1996), no. 582. MR1329943 (96k:20069)
[McM91] Curtis T. McMullen, Rational maps and Kleinian groups. in Proceedings of the International
Congress of Mathematicians, Vol. I, II (Kyoto, 1990), Math. Soc. Japan, Tokyo, 1991. MR1159274
(93h:57024).
56
[McM94] Curtis T. McMullen, The classification of conformal dynamical systems. in Current developments
in mathematics, 1995 (Cambridge, MA), Int. Press, Cambridge, MA, 1994. MR1474980 (98h:58162).
[Mey] Daniel Meyer, Invariant Peano curves of expanding Thurston maps. In preparation. arXiv:0907.1536
[Nek05] Volodymyr Nekrashevych, Self-Similar Groups, Mathematical Surveys and Monographs, 117,
Amer. Math. Soc., Providence, RI, 2005. MR2162164 (2006e:20047).
[Nek09] Volodymyr Nekrashevych, Combinatorics of Polynomial Iterations in Complex Dynamics: Families
and Friends, D. Schleicher, ed., A K Peters, Wellesley, MA, 2009. MR2508257.
[Pil00] Kevin M. Pilgrim, Dessins d’enfants and Hubbard trees. Ann. Sci. E´cole Norm. Sup. 33 (2000), no.
5, 671-693. MR1834499 (2002m:37062).
[Pil01] Kevin M. Pilgrim, Canonical Thurston obstructions. Adv. Math. 158 (2001), no. 2, 154-168.
MR1822682 (2001m:57004).
[Pil03a] Kevin M. Pilgrim, Combinations of Complex Dynamical Systems, Lecture Notes in Mathematics
1827, Springer, 2003.
[Pil03b] Kevin M. Pilgrim, An algebraic formulation of Thurston’s combinatorial equivalence Proc. Amer.
Math. Soc. 131 (2003), no. 11, 3527-3534. MR1991765 (2005g:37087).
[Pil] Kevin M. Pilgrim, An algebraic formulation of Thurston’s characterization of rational functions. In
preparation. arXiv:0708.3385
[Poi09] Alfredo Poirier, Critical portraits for post-critically finite polynomials. Fund. Math. 203 (2009), no.
2, 107-163. MR2496235 (2010c:37095).
[Ree86] Mary Rees, Realization of matings of polynomials as rational maps of degree 2. 1986.
[Shi00] Mitsuhiro Shishikura, On a theorem of M. Rees for mating of polynomials’ in The Mandelbrot
set, theme and variations, London Math. Soc. Lecture Note Ser. 274, Cambridge University Press,
Cambridge, 2000. MR1765095 (2002d:37072).
[Tan92] Lei Tan, Matings of quadratic polynomials. Ergodic Theory Dynam. Systems 12 (1992), no. 3,
589-620. MR1182664 (93h:58129).
57
