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a b s t r a c t
Let (M, d) be a complete 2-uniformly convex metric space. Let C be a nonempty, bounded,
closed, and convex subset of M , and let T : C → C be an asymptotic pointwise
nonexpansive mapping. In this paper, we prove that the modified Mann iteration process
defined by
xn+1 = tnT n(xn)⊕ (1− tn)xn
converges in a weaker sense to a fixed point of T .
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The notion of asymptotic pointwise mappings was introduced by Kirk [1,2], and he employed an ultrapower technique
to prove some related fixed point results. In a recent paper, Kirk and Xu [3] gave simple and elementary proofs for the
existence of fixed points of asymptotic pointwise mappings without the use of ultrapowers. Schu [4] considered Mann
modified iterations of asymptotically nonexpansive maps on a convex subset of a Banach space. Recently, Khan et al. [5]
have introduced and studied the convergence of a general iteration scheme of asymptotically quasi-nonexpansive maps in
convexmetric spaces and CAT(0) spaces; their scheme includesmodifiedMann iterations of Schu as a special case in Banach
spaces.
In this paper, we investigate the existence of a fixed point of a single and a family of asymptotic pointwise mappings
defined on uniformly convex hyperbolic metric spaces. Moreover, we discuss the behavior of the modified Mann iteration
process associated with asymptotic pointwise mappings. Our results refine and generalize the corresponding results in
[1–10].
For more on metric fixed point theory, the reader may consult the book by Khamsi and Kirk [11].
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2. Uniform convexity in metric spaces
Throughout this paper, (M, d)will stand for ametric space. Suppose that there exists a familyF of metric segments such
that any two points x, y in M are endpoints of a unique metric segment [x, y] ∈ F ([x, y] is an isometric image of the real
line interval [0, d(x, y)]). We shall denote by βx⊕ (1− β)y the unique point z of [x, y]which satisfies
d(x, z) = (1− β)d(x, y), and d(z, y) = βd(x, y),
where β ∈ [0, 1]. Such metric spaces are usually called convex metric spaces [12]. Moreover, if we have
d

αp⊕ (1− α)x, αq⊕ (1− α)y

≤ αd(p, q)+ (1− α)d(x, y),
for all p, q, x, y inM , and α ∈ [0, 1], thenM is said to be a hyperbolic metric space (see [13]).
Obviously, normed linear spaces are hyperbolic spaces. As nonlinear examples, one can consider the Hadamard
manifolds [14], the Hilbert open unit ball equipped with the hyperbolic metric [15], and the CAT(0) spaces [10,16,17] (see
Example 2.1). We will say that a subset C of a hyperbolic metric spaceM is convex if [x, y] ⊂ C whenever x, y are in C .
Definition 2.1. Let (M, d) be a hyperbolic metric space. We say thatM is uniformly convex if for any a ∈ M , for every r > 0,
and for each ϵ > 0,
δ(r, ε) = inf

1− 1
r
d

1
2
x⊕ 1
2
y, a

; d(x, a) ≤ r, d(y, a) ≤ r, d(x, y) ≥ rε

> 0.
From now onwards we assume that M is a hyperbolic metric space, and if (M, d) is uniformly convex, then for every
s ≥ 0, ϵ > 0, there exists η(s, ϵ) > 0 depending on s and ϵ such that
δ(r, ε) > η(s, ϵ) > 0 for any r > s.
Remark 2.1. (i) Let us observe that δ(r, 0) = 0, and δ(r, ε) is an increasing function of ε for every fixed r .
(ii) For r1 ≤ r2 the following holds:
1− r2
r1

1− δ

r2, ε
r1
r2

≤ δ(r1, ε).
(iii) If (M, d) is uniformly convex, then (M, d) is strictly convex, i.e., whenever
d

1
2
x⊕ 1
2
y, a

= d(x, a) = d(y, a)
for any x, y, a ∈ M , then we must have x = y.
Recall that a hyperbolic metric space (M, d) is said to have property (R) if any non-increasing sequence of nonempty,
convex, bounded, and closed sets has a nonempty intersection.
Khamsi and Khan [7] proved the following result.
Theorem 2.1. Assume that (M, d) is complete and uniformly convex. Let C ⊂ M be nonempty, convex, and closed. Then for any
x ∈ M, there exists a unique best approximant of x in C, i.e., a unique x0 ∈ C such that
d(x, x0) = d(x, C).
Using this theorem, the authors in [7] showed that any complete and uniformly convex metric space has the property
(R). In the next result, we show that this property is valid for any family of convex sets.
Theorem 2.2. Assume that (M, d) is complete and uniformly convex. Let {Cα}α∈Γ be a decreasing family of nonempty, convex,
and closed subsets of M, where (Γ ,≺) is upward directed. Assume that there exists x ∈ M such that supα∈Γ d(x, Cα) < ∞.
Then,

α∈Γ Cα ≠ ∅.
Proof. Set d = supα∈Γ d(x, Cα). Without loss of generality, we may assume d > 0. For any n ≥ 1, there exists αn ∈ Γ such
that
d

1− 1
n

< d(x, Cαn) ≤ d.
As (Γ ,≺) is upward directed, wemay assume αn ≺ αn+1. In particular, we have Cαn+1 ⊂ Cαn for any n ≥ 1. SinceM satisfies
the property (R), we get C0 =n≥1 Cαn ≠ ∅. Clearly, C0 is closed and
d(x, C0) = sup
n≥1
d(x, Cαn) = d.
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By Theorem 2.1, there exists a unique x0 ∈ C0 such that d(x, C0) = d(x, x0). Let us prove that x0 ∈ Cα for any α ∈ Γ . Fix
α ∈ Γ . If α ≺ αn for some n ≥ 1, then x0 ∈ Cαn ⊂ Cα . Therefore we assume that α ⊀ αn, for any n ≥ 1. Since Γ is upward
directed, there exists βn ∈ Γ such that αn ≺ βn and α ≺ βn for any n ≥ 1. We can also assume that βn ≺ βn+1 for any
n ≥ 1. The property (R) implies C1 =n≥1 Cβn ≠ ∅. Since Cβn ⊂ Cαn , for any n ≥ 1, we get C1 ⊂ C0. Moreover, we have
d = d(x, C0) ≤ d(x, C1) = sup
n≥1
d(x, Cβn) ≤ d.
Hence d(x, C1) = d, which implies the existence of a unique point x1 ∈ C1 such that d(x, C1) = d(x, x1) = d. Since M is
uniformly convex, we must have x0 = x1. In particular, we have x0 ∈ Cβn , for any n ≥ 1. Since α ≺ βn, we get Cβn ⊂ Cα , for
any n ≥ 1, which implies x0 ∈ Cα . As α is taken arbitrary in Γ , we get x0 ∈α∈Γ Cα , i.e.,α∈Γ Cα ≠ ∅. 
We need the following result.
Lemma 2.1 ([7, Lemma 2.2]). Let (M, d) be uniformly convex. Assume that there exists r ≥ 0 such that
lim sup
n→∞
d(xn, a) ≤ r, lim sup
n→∞
d(yn, a) ≤ r, and lim
n→∞ d

a,
1
2
xn ⊕ 12yn

= r.
Then
lim
n→∞ d(xn, yn) = 0.
The following metric version of the parallelogram identity, also known as the inequality of Bruhat and Tits, has been
established in [7].
Theorem 2.3. Let (M, d) be uniformly convex. Fix a ∈ M. For each 0 < r and for each ε > 0 denote
Ψ (r, ε) = inf

1
2
d2(a, x)+ 1
2
d2(a, y)− d2

a,
1
2
x⊕ 1
2
y

,
where the infimum is taken over all x, y ∈ M such that d(a, x) ≤ r, d(a, y) ≤ r, and d(x, y) ≥ rε. Then Ψ (r, ε) > 0 for any
0 < r and for each ε > 0. Moreover, for a fixed r > 0, we have
(i) Ψ (r, 0) = 0;
(ii) Ψ (r, ε) is a nondecreasing function of ε;
(iii) if limn→∞ Ψ (r, tn) = 0, then limn→∞ tn = 0.
The concept of p-uniform convexitywas used extensively by Xu [18] (see also [19, p. 310]); its nonlinear version for p = 2
has been introduced by Khamsi and Khan [7] using the above function Ψ as follows.
Definition 2.2. We say that (M, d) is 2-uniformly convex if
cM = inf

Ψ (r, ε)
r2ε2
; r > 0, ε > 0

> 0.
From the definition of cM , we obtain the following inequality:
d2

a,
1
2
x⊕ 1
2
y

+ cMd2(x, y) ≤ 12d
2(a, x)+ 1
2
d2(a, y), (2.1)
for any a ∈ M and x, y ∈ M .
Example 2.1. Let (X, d) be a metric space. A geodesic from x to y in X is a mapping c from a closed interval [0, l] ⊂ R to X
such that c (0) = x, c (l) = y, and d c (t) , c t ′ = t − t ′ for all t, t ′ ∈ [0, l]. In particular, c is an isometry and d (x, y) = l.
The image α of c is called a geodesic (or metric) segment joining x and y. The space (X, d) is said to be a geodesic space if
every two points of X are joined by a geodesic, and X is said to be uniquely geodesic if there is exactly one geodesic joining x
and y for each x, y ∈ X , which will be denoted by [x, y], and called the segment joining x to y.
A geodesic triangle ∆ (x1, x2, x3) in a geodesic metric space (X, d) consists of three points x1, x2, x3 in X (the vertices
of ∆) and a geodesic segment between each pair of vertices (the edges of ∆). A comparison triangle for geodesic triangle
∆ (x1, x2, x3) in (X, d) is a triangle ∆ (x1, x2, x3) := ∆ (x¯1, x¯2, x¯3) in R2 such that dR2

x¯i, x¯j
 = d xi, xj for i, j ∈ {1, 2, 3}.
Such a triangle always exists (see [20]).
A geodesic metric space is said to be a CAT(0) space if all geodesic triangles of appropriate size satisfy the following
CAT(0) comparison axiom.
Let ∆ be a geodesic triangle in X , and let ∆ ⊂ R2 be a comparison triangle for ∆. Then ∆ is said to satisfy the CAT(0)
inequality if for all x, y ∈ ∆ and all comparison points x¯, y¯ ∈ ∆,
d (x, y) ≤ d (x¯, y¯) .
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Complete CAT(0) spaces are often called Hadamard spaces (see [17]). If x, y1, y2 are points of a CAT(0) space and y0 is the
midpoint of the segment [y1, y2], which will be denoted by
y1⊕y2
2 , then the CAT(0) inequality implies that
d2

x,
y1 ⊕ y2
2

≤ 1
2
d2 (x, y1)+ 12d
2 (x, y2)− 14d
2 (y1, y2) .
This inequality is the (CN) inequality of Bruhat and Tits [21]. As for the Hilbert space, the (CN) inequality implies that CAT(0)
spaces are uniformly convex with
δ(r, ε) = 1−

1− ε
2
4
.
One may also find the modulus of uniform convexity via similar triangles. The (CN) inequality also implies that
Ψ (r, ε) = r
2ε2
4
.
This clearly implies that any CAT(0) space is 2-uniformly convex with cM = 14 .
As Mann iterations involve general convex combinations, we need the following more general inequality.
Theorem 2.4. Assume that (M, d) is 2-uniformly convex. Then for any α ∈ (0, 1), there exists CM > 0 such that
d2

a, αx⊕ (1− α)y

+ CM min(α2, (1− α)2)d2(x, y) ≤ αd2(a, x)+ (1− α)d2(a, y),
for any a, x, y ∈ M.
Proof. Without loss of generality, we may assume α < 12 . In this case, we have min(α
2, (1− α)2) = α2. Let a ∈ M be fixed
and x, y ∈ M . Set x¯ = 2αx⊕ (1− 2α)y. Then x¯⊕y2 = αx⊕ (1−α)y, and d(x¯, y) = 2α d(x, y). Using the 2-uniform convexity
ofM , we get
d2

a,
x¯⊕ y
2

+ cMd2(x¯, y) ≤ 12d
2(a, x¯)+ 1
2
d2(a, y),
which implies by (2.1) that
d2

a, αx⊕ (1− α)y

+ cM4α2d2(x, y) ≤ 12d
2(a, x¯)+ 1
2
d2(a, y).
Moreover, from d(a, x¯) ≤ 2αd(a, x)+ (1− 2α)d(a, y), we have
d2(a, x¯) ≤ 2αd2(a, x)+ (1− 2α)d2(a, y).
Hence
d2

a, αx⊕ (1− α)y

+ cM4α2d2(x, y) ≤ 12

2αd2(a, x)+ (1− 2α)d2(a, y)

+ 1
2
d2(a, y).
In other words, we have
d2

a, αx⊕ (1− α)y

+ cM4α2d2(x, y) ≤ αd2(a, x)+ (1− α)d2(a, y).
Therefore CM = 4cM proves the result. 
Recall that τ : M → R+ is called a type if there exists {xn} inM such that
τ(x) = lim sup
n→∞
d(x, xn).
Theorem 2.5 ([7, Theorem 2.4]). Assume that (M, d) is complete and uniformly convex. Let C be any nonempty, closed, bounded,
and convex subset of M. Let τ be a type defined on C. Then any minimizing sequence of τ is convergent. Its limit is independent
of the minimizing sequence.
In fact if M is 2-uniformly convex, and τ is a type defined on a nonempty, closed, bounded, and convex subset C of M ,
then there exists a unique x0 ∈ C such that
τ 2(x0)+ 2cMd2(x0, x) ≤ τ 2(x), (2.2)
for any x ∈ C . In this inequality, onemay find an analogywith theOpial property used in the study of the fixed point property
in Banach and metric spaces.
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3. Asymptotic pointwise nonexpansive mappings
In this section we give several applications of our results in Section 2. In particular, we discuss the existence of fixed
points of asymptotic pointwise nonexpansive mappings.
Definition 3.1. Let C be a nonempty subset of (M, d). Amapping T : C → C is said to be asymptotic pointwise nonexpansive
if for any x ∈ C , there exists a sequence of non-negative numbers {kn(x)} such that
d(T n(x), T n(y)) ≤ kn(x) d(x, y)
for any y in C , and limn→∞ kn(x) = 1. A point c ∈ C is called a fixed point of T if T (c) = c. The fixed point set of T is denoted
by Fix(T ).
Let x ∈ C . Set Kn(x) = max{kn(x), 1}. Then we have Kn(x) ≥ 1, limn→∞ Kn(x) = 1, and d(T n(x), T n(y)) ≤ Kn(x) d(x, y),
for all y in C , and n ≥ 1. In other words, in the above definition we will always assume kn(x) ≥ 1, for all n ≥ 1, and x ∈ C .
Next we prove a fixed point theorem for asymptotic pointwise nonexpansive mappings in metric spaces.
Theorem 3.1. Let (M, d) be a complete hyperbolicmetric spacewhich is 2-uniformly convex. Let C be a nonempty, closed, convex,
and bounded subset of M. Let T : C → C be asymptotic pointwise nonexpansive. Then T has a fixed point in C. Moreover, the
fixed point set Fix(T ) is closed and convex.
Proof. Fix x ∈ C . Define the function τ(y) = lim supn→∞ d(T n(x), y) on C . By (2.2), there exists a unique ω ∈ C such that
τ 2(ω)+ 2cMd2(ω, y) ≤ τ 2(y),
for any y ∈ C . In particular, we have
τ 2(ω)+ 2cMd2(ω, T n(ω)) ≤ τ 2(T n(ω)),
for any n ≥ 1. On the other hand, we have
τ(T n(ω)) = lim sup
m→∞
d(Tm(x), T n(ω)) ≤ kn(ω) lim sup
m→∞
d(Tm−n(x), ω) = kn(ω)τ(ω),
for any n ≥ 1. Hence
τ 2(ω)+ 2cMd2(ω, T n(ω)) ≤ k2n(ω)τ 2(ω),
for any n ≥ 1. By limn→∞ kn(ω) = 1, we get that limn→∞ d(ω, T n(ω)) = 0. Therefore we must have T (ω) = ω. Next we
prove that Fix(T ) is closed. Let {xn} in Fix(T ) such that limn→∞ xn = x. Let us prove that x ∈ Fix(T ). Since T is asymptotically
pointwise nonexpansive, we get
d(T n(x), T n(xn)) ≤ kn(x)d(x, xn),
for all n ≥ 1. Since xn ∈ Fix(T ), we get
d(T n(x), xn) ≤ kn(x)d(x, xn),
for all n ≥ 1. Clearly this will imply limn→∞ d(T n(x), xn) = 0. Hence limn→∞ d(T n(x), x) = 0. Since
d(T (x), x) ≤ d(T (x), T n(x))+ d(T n(x), x) ≤ k1(x)d(x, T n−1(x))+ d(T n(x), x),
for all n ≥ 1, we get
d(T (x), x) ≤ k1(x) lim
n→∞ d(x, T
n−1(x))+ lim
n→∞ d(T
n(x), x) = 0.
So d(x, T (x)) = 0, or x ∈ Fix(T ). Finally we show that Fix(T ) is convex. Let x, y ∈ Fix(T ). Since Fix(T ) is closed, we only need
to prove that z = x⊕y2 ∈ Fix(T ). Without loss of generality, we assume x ≠ y. Note that
d(x, T n(z)) = d(T n(x), T n(z)) ≤ kn(x)d(x, z) = kn(x) d(x, y)2 ,
for any n ≥ 1. Similarly, we have d(y, T n(z)) ≤ kn(y) d(x,y)2 , for any n ≥ 1. Using the inequality d(x, y) ≤ d(x, T n(z)) +
d(y, T n(z)), for any n ≥ 1, we can show that
lim
n→∞ d(x, T
n(z)) = d(x, y)
2
and lim
n→∞ d(y, T
n(z)) = d(x, y)
2
.
On the other hand, we have
d

x,
z ⊕ T n(z)
2

≤ 1
2
d(x, z)+ 1
2
d(x, T n(z)) ≤ 1+ kn(x)
2
d(x, z),
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and
d

y,
z ⊕ T n(z)
2

≤ 1
2
d(y, z)+ 1
2
d(y, T n(z)) ≤ 1+ kn(y)
2
d(y, z),
for any n ≥ 1. The arguments given above show that
lim
n→∞ d

x,
z ⊕ T n(z)
2

= lim
n→∞ d

y,
z ⊕ T n(z)
2

= d(x, y)
2
.
Using Lemma 2.1, we conclude that limn→∞ d(z, T n(z)) = 0. Therefore we must have T (z) = z, i.e., x⊕y2 ∈ Fix(T ). 
A direct corollary of this theorem is the following common fixed point result.
Corollary 3.1. Let (M, d) be a complete hyperbolic metric space which is 2-uniformly convex. Let C be a nonempty, closed,
convex, and bounded subset of M. Then for any family F = {Ti; i ∈ I} of commutative asymptotic pointwise nonexpansive
mappings defined on C has a common fixed point, i.e.,

i∈I Fix(Ti) ≠ ∅. Moreover, the set of common fixed points, denoted by
Fix(F ) =i∈I Fix(Ti), is closed and convex.
Proof. Let Γ = {β;β is a nonempty finite subset of I}. Theorem 3.1 implies that for every β ∈ Γ , the set Fβ of common
fixed points of the mappings Ti, i ∈ β , is a nonempty, closed, and convex subset of C . Clearly, the family (Fβ)β∈Γ is non-
increasing and satisfies the assumptions of Theorem 2.2, so, by its conclusion, we have that

β∈Γ Fβ is a nonempty, closed,
and convex subset of C . 
4. Mann iteration process
Note that the proof of Theorem 3.1 is of analytical nature and does not describe any algorithm for constructing a fixed
point of an asymptotic pointwise nonexpansive mapping. In this section we aim at fulfilling this objective; in particular, we
investigate the connection between Fix(T ) and the modified Mann iteration sequence.
Lemma 4.1. Let C be a nonempty, closed, convex, and bounded subset of a complete hyperbolic 2-uniformly convex metric space
(M, d). Let T : C → C be asymptotic pointwise nonexpansive. Assume that ∞n=1(kn(x) − 1) < ∞, for any x ∈ C, where{kn(x)} is as in Definition 3.1. Let {tn} ⊂ [0, 1] be bounded away from 0 and 1, i.e., there exist two real numbers a, b such that
0 < a ≤ tn ≤ b < 1. The modified Mann iteration process (see [4,5]) is defined by
xn+1 = tnT n(xn)⊕ (1− tn)xn,
for any n ≥ 1, where x1 ∈ C is a fixed arbitrary point. Then for any ω ∈ Fix(T ), limn→∞ d(xn, ω) exists.
Proof. First note that
d(xn+1, ω) ≤ tnd(T n(xn), ω)+ (1− tn)d(xn, ω) = tnd(T n(xn), T n(ω))+ (1− tn)d(xn, ω),
which implies that d(xn+1, ω) ≤ (kn(ω)−1)d(xn, ω)+d(xn, ω), for any n ≥ 1. In particular, we have d(xn+1, ω)−d(xn, ω) ≤
(kn(ω)− 1)δ(C), for any n ≥ 1, where δ(C) = sup{d(c1, c2); c1, c2 ∈ C} is the diameter of C . Hence
d(xn+m, ω)− d(xn, ω) ≤ δ(C)
m−1
i=0
(kn+i(ω)− 1),
for any n,m ≥ 1. If we letm→∞, we get
lim sup
m→∞
d(xm, ω) ≤ d(xn, ω)+ δ(C)
∞
i=n
(ki(ω)− 1),
for any n ≥ 1. Next we let n→∞ and get
lim sup
m→∞
d(xm, ω) ≤ lim inf
n→∞ d(xn, ω)+ δ(C) lim infn→∞
∞
i=n
(ki(ω)− 1) = lim inf
n→∞ d(xn, ω).
Since C is bounded, we conclude that lim supm→∞ d(xm, ω) = lim infn→∞ d(xn, ω), which implies the desired
conclusion. 
Lemma 4.2. Let (M, d), C, T and {xn} be as in Lemma 4.1. Then
lim
n→∞ d(xn, T
n(xn)) = 0 and lim
n→∞ d(xn, T
m(xn)) = 0, for all m ≥ 1,
provided that L = supn∈N supx∈C kn(x) <∞, i.e., T is uniformly Lipschitzian mapping on C.
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Proof. First let us prove that limn→∞ d(xn, T n(xn)) = 0. By Theorem 3.1, T has a fixed point ω ∈ C . Lemma 4.1 implies that
limn→∞ d(xn, ω) exists. Set r = limn→∞ d(xn, ω). Without loss of generality, we may assume r > 0. Moreover we have
lim sup
n→∞
d(T n(xn), ω) = lim sup
n→∞
d(T n(xn), T n(ω)) ≤ lim sup
n→∞
kn(ω) d(xn, ω) = r.
On the other hand, we have d(xn+1, ω) ≤ tnd(T n(xn), ω)+ (1− tn)d(xn, ω), for any n ≥ 1. LetU be a non-trivial ultrafilter
over N. Then limU tn = t ∈ [a, b]. Hence
r = lim
U
d(xn+1, ω) ≤ t lim
U
d(T n(xn), ω)+ (1− t)r.
Since t ≠ 0, we get limU d(T n(xn), ω) ≥ r . Hence
r ≤ lim inf
n→∞ d(T
n(xn), ω) ≤ lim sup
n→∞
d(T n(xn), ω) ≤ r.
So limn→∞ d(T n(xn), ω) = r . SinceM is 2-uniformly convex, Theorem 2.4 implies
CM min(t2n , (1− tn)2)d2(xn, T n(xn)) ≤ tnd2(xn, ω)+ (1− tn)d2(T n(xn), ω)− d2(xn+1, ω),
where CM > 0 depends only onM . Since
min(t2n , (1− tn)2) ≥ min(a2, (1− b)2) > 0,
and limn→∞ tnd2(xn, ω)+ (1− tn)d2(T n(xn), ω)− d2(xn+1, ω) = 0, we get
lim
n→∞ d(xn, T
n(xn)) = 0,
which finishes the proof of our claim. Next let us prove that limn→∞ d(xn, Tm(xn)) = 0, for anym ≥ 1. Note that
d(xn, T (xn)) ≤ d(xn, T n(xn))+ d(T n(xn), T (xn)) ≤ d(xn, T n(xn))+ L d(T n−1(xn), xn),
for any n ≥ 2. From
d(T n−1(xn), xn) ≤ d(T n−1(xn), T n−1(xn−1))+ d(T n−1(xn−1), xn),
we get that
d(xn, T (xn)) ≤ d(xn, T n(xn))+ L2d(xn, xn−1)+ Ld(xn, T n−1(xn−1)),
for any n ≥ 2. Since
d(xn, T n−1(xn−1)) = (1− tn−1)d(xn−1, T n−1(xn−1)),
and d(xn, xn−1) = tn−1d(xn−1, T n−1(xn−1)), we get
d(xn, T (xn)) ≤ d(xn, T n(xn))+ (L2 + L)d(xn−1, T n−1(xn−1)),
for any n ≥ 2. Hence we get limn→∞ d(xn, T (xn)) = 0. On the other hand, we have
d(xn, Tm(xn)) ≤
m−1
k=0
d(T k(xn), T k+1(xn)) ≤
m−1
k=0
L d(xn, T (xn)),
which implies that d(xn, Tm(xn)) ≤ mL d(xn, T (xn)), for anym ≥ 1. Clearly, this implies
lim
n→∞ d(xn, T
m(xn)) = 0, for anym ≥ 1. 
The conclusion of Lemma 4.2 implies that the sequence {xn} generated by the modified Mann iteration process is an
approximate fixed point sequence (see Remark 3.9 by Hussain and Khan [22]).
We close this section with our main result.
Theorem 4.1. Let (M, d), C, T and {xn} be as in Lemma 4.1. Assume T is uniformly Lipschitzian mapping on C. Consider the type
τ(x) = lim supn→∞ d(xn, x) on C. If ω is the minimum point of τ , i.e., τ(ω) = inf{τ(x); x ∈ C}, then T (ω) = ω.
Proof. For anym, n ≥ 1, we have
d2

xn,
ω ⊕ Tm(ω)
2

+ cMd2(ω, Tm(ω)) ≤ 12d
2(xn, ω)+ 12d
2(xn, Tm(ω)).
If we let n→∞, we get
τ 2

ω ⊕ Tm(ω)
2

+ cMd2(ω, Tm(ω)) ≤ 12τ
2(ω)+ 1
2
τ 2(Tm(ω)),
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for anym ≥ 1. Using Lemma 4.2, we get
τ(Tm(ω)) = lim sup
n→∞
d(xn, Tm(ω)) ≤ lim sup
n→∞
d(Tm(xn), Tm(ω)),
which implies that
τ(Tm(ω)) ≤ km(ω) lim sup
n→∞
d(xn, ω) = km(ω)τ(ω),
for anym ≥ 1. Since τ(ω) ≤ τ

ω⊕Tm(ω)
2

, and τ(Tm(ω)) ≤ km(ω) τ(ω), we get
τ 2(ω)+ cM d2(ω, Tm(ω)) ≤ 12τ
2(ω)+ k
2
m(ω)
2
τ 2(ω),
for anym ≥ 1. Hence
cM d2(ω, Tm(ω)) ≤ k
2
m(ω)− 1
2
τ 2(ω),
for anym ≥ 1. This implies that limm→∞ d(ω, Tm(ω)) = 0. Therefore T (ω) = ω, i.e., ω ∈ Fix(T ). 
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