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Abstract: In this paper, two types of Lyapunov exponents: random Lyapunov expo-
nents and directional Lyapunov exponents, and the corresponding entropies: random
entropy and directional entropy, are considered for smooth Zk-actions. The close re-
lation among these quantities are investigated and the formulas of them are given via
the Lyapunov exponents of the generators.
1 Introduction and preliminaries
LetM be a d-dimensional closed (i.e., compact and boundaryless) Riemannian manifold, f :M −→M
a diffeomorphism and µ an f -invariant Borel probability measure on M . There are various of ways of
measuring the complexity of the Z-action generated by iterating f .
A geometric way of measuring the complexity is to estimate the exponential rate at which nearby
orbits are separated. These rates of divergence are given by the Lyapunov exponents of f . By the
Multiplicative Ergodic Theorem, there exists an invariant measurable set Γf with full µ measure
such that for any x ∈ Γf there exist a decomposition TxM =
⊕s(f,x)
j=1 Ej(x) into subspaces Ej(x) of
dimension dj(f, x) and numbers λ1(f, x) < · · · < λs(f,x)(f, x) which satisfy the following properties:
Df(x)Ej(x) = Ej(f(x)) for each 1 ≤ j ≤ s(f, x) and
lim
n−→±∞
1
n
log ‖Dfn(x)u‖ = λj(f, x)
for any nonzero vector u ∈ Ej(x). The above numbers λ1(f, x), · · · , λs(f,x)(f, x) are called the Lya-
punov exponents of f at x, and the collection {(λj(f, x), dj(f, x)) : 1 ≤ j ≤ s(f, x), x ∈ Γf} is called
the spectrum of f . Entropies, including measure-theoretic entropy hµ(f) and topological entropy h(f),
are important invariants which measure the complexity of f from measure-theoretic and topological
points of view. The topological entropy measures the exponential growth rate of the number of or-
bits distinguishable with limit precision, and the measure-theoretic entropy describes the information
creation rate of the time evolution.
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The relations among Lyapunov exponents, measure-theoretic entropy hµ(f) and topological en-
tropy h(f) have been well investigated. It is well known that hµ(f) and h(f) can be related by the
variational principle h(f) = sup{hµ(f) : µ is f − invariant}. When f is C1, there is an inequality
relating hµ(f) and the Lyapunov exponents,
hµ(f) ≤
∫
M
∑
λj(f,x)>0
λj(f, x)dj(f, x)dµ(x). (1.1)
It is called the Ruelle’s inequality. When f is C1+α, α > 0, and µ is absolutely continuous with respect
to the Lebesgue measure (or µ is a SRB measure, i.e., µ has the absolutely continuous conditional
measures on the unstable manifolds), then the equality in the above inequality holds, i.e.,
hµ(f) =
∫
M
∑
λj(f,x)>0
λj(f, x)dj(f, x)dµ(x). (1.2)
It is called the Pesin’s formula. Moreover, when there is no hypothesis of absolute continuity on µ,
we have a so-called the Dimension formula
hµ(f) =
∫
M
∑
λj(f,x)>0
λj(f, x)γj(f, x)dµ(x), (1.3)
where γj(f, x) is, roughly speaking, the dimension of µ in the direction of the subspace Ej(x). For
more detailed information we refer to [24], [21], [15] and [8].
For the higher rank group actions, especially Zk-actions, k > 1, on M , i.e, the dynamical systems
generated by k commuting diffeomorphisms, the dynamics become much more complicated (see [26]).
Let T : Zk −→ Diffr(M,M), r ≥ 1, be a Cr Zk-action on M , where Diffr(M,M) is the space of Cr
diffeomorphisms equipped with the Cr-topology. We denote the collection of generators of T by
G = {fi = T (~ei) = T~ei : 1 ≤ i ≤ k}, (1.4)
where ~ei = (0, · · · ,
(i)
1 , · · · , 0) is the standard i-th generator of Zk. Let µ be a T -invariant Borel
probability measure on M , i.e., µ is fi-invariant for each i. Based on the need in the study of lattice
statistical mechanics, Ruelle [25] introduced a version of entropy for Zk-actions, k ≥ 2. Clearly, both
of the topological entropy h(T ) and metric entropy hµ(T ) in Ruelle’s version are zero because the
topological entropy h(fi) and metric entropy hµ(fi) are both finite for each i (see [26]). Therefore this
version of entropy is in a sense coarse to reveal the complexity of T .
In recent years, in order to investigate the diverse and intricate dynamics of T , various of entropy-
type invariants to measure the complexity of T in different levels and from different points of views are
introduced and investigated, such as directional entropy ([19], [20] and [1]), and [28]), Fried average
entropy ([3] and [9]), slow entropy ([10] and [9]) and Friedland entropy ([4], [5], [2]), etc. Another
type of entropy to describe the chaotic behavior of T is its random entropy (or say, the entropy of
the random Zk-actions induced by T ). Roughly speaking, a random Zk-action ϕ of T is a system
generated by the random compositions of the generators of T according to some distribution m.
In this paper, we will mainly consider random entropy and directional entropy of T . Random en-
tropy is the average entropy of the nonautonomous dynamical systems in ϕ, while directional entropy
is the entropy of the sub-dynamical system along a direction. We will see that these two quanti-
ties indeed have internal relations. In section 2, we will consider the random Lyapunov exponents
2
and random entropy of T and formulate them respectively via the Lyapunov exponents of the gen-
erators (Theorem 2.1 and Corollary 2.2). In Section 3, we will apply these formulas to investigate
the directional Lyapunov exponents and the measure-theoretic directional entropy for T and give
the corresponding formulas for them via the Lyapunov exponents of the generators (Theorem 3.3),
respectively.
In the end of this section, we recall some fundamental properties of T from [6].
Proposition 1.1 ([6]). There exists a measurable set Γ ⊂ M with fi(Γ) = Γ for each i (in this case
we call Γ is T -invariant) and µ(Γ) = 1, such that for any x ∈ Γ, there exist a decomposition of tangent
space into subspaces
TxM =
s(x)⊕
j=1
Ej(x) (1.5)
(where dimEj(x) = dj(x), s(x) and dj(x) are all measurable and
∑s(x)
j=1 dj(x) = d) and numbers
λi,j(x), 1 ≤ i ≤ k, 1 ≤ j ≤ s(x), satisfying the following properties:
(1) for each Ej(x), we have the following invariance properties
Dfi(x)Ej(x) = Ej(fi(x)) and λi,j(fi′(x)) = λi,j(x), (1.6)
where 1 ≤ i, i′ ≤ k. and
(2) for each t1, · · · , tk ∈ Z and each 1 ≤ j ≤ s(x),
lim
n−→±∞
1
n
log ‖D(f t11 ◦ · · · ◦ f tkk )n(x)u‖ =
k∑
r=1
tiλr,j(x) (1.7)
for any 0 6= u ∈ Ej(x).
Note that for each 1 ≤ i ≤ k and x ∈ Γ, the following two collections
{λj(fi, x) : 1 ≤ j ≤ s(fi, x)} and {λi,j(x) : 1 ≤ j ≤ s(x)}
coincide with each other. We call the collection
{(λi,j(x), dj(x)) : 1 ≤ i ≤ k, 1 ≤ j ≤ s(x), x ∈ Γ}
the spectrum of T . When the measure µ is ergodic with respect to T , i.e., µ is ergodic with respect to
each fi, then the above λi,j(x), dj(x) and s(x) are all constant a.s., which are then denoted by λi,j , dj
and s respectively.
2 Random Lyapunov exponents and random entropy
Let T be a C1 Zk-action with the generators as in (1.4) and µ a T -invariant Borel probability measure
onM . The following basic notions are derived from Kifer [12] and Liu [17] in which the ergodic theory
of general random dynamical systems are systematically investigated. Let
Ω = GZ =
∞∏
−∞
G (2.1)
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be the infinite product of G, endowed with the product topology and the product Borel σ-algebra A,
and let σ be the left shift operator on Ω which is defined by (σω)n = ωn+1 for ω = (ωn) ∈ Ω. Given
ω = (ωn) ∈ Ω, we write ϕω = ω0 and
ϕnω :=

ϕσn−1ω ◦ · · · ◦ ϕσω ◦ ϕω n > 0
id n = 0
ϕ−1σnω ◦ · · · ◦ ϕ−1σ−2ω ◦ ϕ−1σ−1ω n < 0.
Clearly, each ω induces a nonautonomous dynamical system generated by the sequence of diffeo-
morphisms {ϕσiω}i∈Z. Let m be a probability measure on G. We can define a probability measure
Pm = m
Z on Ω which is invariant and ergodic with respect to σ. By the induced Cr, r ≥ 1, ran-
dom Zk-action ϕ over (Ω,A,Pm, σ) we mean the system generated by the randomly composed maps
ϕnω, n ∈ Z. It is also called a Cr i.i.d. (i.e., independent and identically distributed) random Zk-action.
We are interested in dynamical behaviors of these actions for Pm-a.e. ω or on the average on ω.
There is a natural skew product transformation Φ : Ω×M −→ Ω×M over (Ω, σ) which is defined
by
Φ(ω, x) = (σω, ϕω(x)). (2.2)
From the Multiplicative Ergodic Theorem for random dynamical systems (see, Theorem 3.2 in
Chapter 1 of [17], for example) and Proposition 1.1, there exists a Borel set Λ ⊂ Ω×Γ withPm×µ(Λ) =
1,Φ(Λ) ⊂ Λ such that for each (ω, x) ∈ Λ, there exist a decomposition of tangent space into subspaces
as (1.5), i.e.,
TxM =
s(x)⊕
j=1
Ej(x)
and numbers λj(ω, x), 1 ≤ j ≤ s(x), satisfying that for 0 6= u ∈ Ej(x), 1 ≤ j ≤ s(x),
lim
n−→±∞
1
n
log ‖Dϕnω(x)u‖ = λj(ω, x). (2.3)
We call λj(ω, x), 1 ≤ j ≤ s(x), the j-th Lyapunov exponents of ϕ, or the j-th random Lyapunov
exponents of T , at (ω, x). The collection {(λj(ω, x), dj(x)) : ω ∈ Ω, x ∈ Γ, 1 ≤ j ≤ s(x)} is called the
spectrum of ϕ. In fact, these Lyapunov exponents are non-random (even for a general C1 i.i.d. random
dynamical system ψ which is defined by replacing “G” by “Diff1(M) in (2.1)). This was proved in [12]
by applying ergodic decomposition of stationary measures. In the following, we will apply Birkhoff’s
Ergodic Theorem to express λj(ω, x) in λi,j(x), and hence obtain the non-randomness of λj(ω, x) for
random Zk-actions.
Theorem 2.1. Let T be a C1 Zk-action, µ a T -invariant Borel probability measure on M and ϕ a
random Zk-action over (Ω,A,Pm, σ). Then for Pm × µ a.e. (ω, x) and each 1 ≤ j ≤ s(x), we have
λj(ω, x) =
k∑
i=1
miλi,j(x), (2.4)
where mi = m({fi}).
Proof. Let l be a positive integer, T˜ the Zk-action with the generators f li , 1 ≤ i ≤ k and ϕ˜ the corre-
sponding random Zk-action over (Ω˜, A˜, P˜m, σ˜), where Ω˜ = {f li}Z and A˜, P˜m, σ˜ are the counterparts
of A,Pm, σ, respectively. Please note that for each ω = (ωn) ∈ Ω with ωn = fin ∈ G, there is a
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corresponding element ω˜ = (ω˜n) ∈ Ω˜ with ω˜n = f lin , and vice versa. If we denote Φ˜ the counterpart
of Φ and Λ˜ = {(ω˜, x) : (ω, x) ∈ Λ}, then, clearly, P˜m × µ(Λ˜) = 1, Φ˜(Λ˜) ⊂ Λ˜.
By (2.3) and (1.6), for any (ω, x) ∈ Λ, 1 ≤ j ≤ s(x) and positive integer l,
lim
n−→±∞
1
n
log ‖D[ϕnω]l(x)u‖ = lλj(ω, x)
for any nonzero u ∈ Ej(x). From the observation ϕ˜nω˜ = [ϕnω]l, we get
lim
n−→±∞
1
n
log ‖Dϕ˜nω˜(x)u‖ = lλj(ω, x) (2.5)
immediately. Hence, the j-th Lyapunov exponent of ϕ˜ at (ω˜, x) ∈ Λ˜ exist. If we denote it by
λ˜j(ω˜, x), 1 ≤ j ≤ s(x), then by (2.5),
λ˜j(ω˜, x) = lλj(ω, x). (2.6)
Take ε > 0. Since for any x ∈ Γ and each 1 ≤ i ≤ k, 1 ≤ j ≤ s(x), the following limit
lim
n−→±∞
1
n
log ‖Dfni (x)u‖ = λi,j(x)
is uniform with respect to u ∈ Ej(x)∩Sk−1, where Sk−1 is the unit sphere in the tangent space TxM ,
then by Egorov’s Theorem there exists Γ1 ⊂ Γ with µ(Γ1) ≥ 1− ε2 such that the above limit is uniform
respect to x ∈ Γ1 and u ∈ Ej(x) ∩ Sk−1. Therefore, for any δ > 0 there exist N1 > 0 such that for
any l ≥ N1, each 1 ≤ i ≤ k, 1 ≤ j ≤ s(x), x ∈ Γ1 and u ∈ Ej(x) ∩ Sk−1,
l(λi,j(x)− δ) ≤ log ‖Df li (x)u‖ ≤ l(λi,j(x) + δ). (2.7)
Fix l ≥ N1. Let ϕ˜ be the corresponding random Zk-action over (Ω˜, A˜, P˜m, σ˜) and Φ˜ be the
corresponding skew product over (Ω˜, σ˜) as in the beginning of the proof. Let
Λ˜1 = {(ω˜, x) ∈ Λ˜ : x ∈ Γ1}
and let χΛ˜−Λ˜1 be the characteristic function of Λ˜ − Λ˜1. By Birkhoff’s Ergodic Theorem, for each
1 ≤ i ≤ k, the function
χ˜i(ω˜, x) : = lim
n−→+∞
1
n
n−1∑
s=0
χΛ˜−Λ˜1(Φ˜
s(ω˜, x))
= lim
n−→+∞
1
n
card{0 ≤ s ≤ n− 1 : Φ˜s(ω˜, x) ∈ Λ˜− Λ˜1}
is defined for P˜m × µ a.e. (ω˜, x). Moreover,
ε ≥ P˜m × µ(Λ˜− Λ˜1)
=
∫
Λ˜
χΛ˜−Λ˜1dP˜m × µ
=
∫
Λ˜
χ˜idP˜m × µ
≥
∫
{(ω˜,x)∈Λ˜:χ˜i(ω˜,x)>√ε}
χ˜id˜Pm × µ
>
√
ε · P˜m × µ
({(ω˜, x) ∈ Λ˜ : χ˜i(ω˜, x) > √ε}),
5
and hence
P˜m × µ
({(ω˜, x) ∈ Λ˜ : χ˜i(ω˜, x) ≤ √ε}) ≥ 1−√ε.
By Egorov’s Theorem, there exist Λ˜2 ⊂ Λ˜ with P˜m × µ(Λ˜2) > 1 − ε2 and N2 > 0 such that for each
1 ≤ i ≤ k, (ω˜, x) ∈ Λ˜2 and any n > N2,
card{0 ≤ s ≤ n− 1 : Φ˜s(ω˜, x) ∈ Λ˜− Λ˜1} ≤ 2n
√
ε. (2.8)
Given (ω˜, x) ∈ Λ˜ and 1 ≤ j ≤ s(x), we denote λω˜,j(x) = lλi,j(x) if ω˜0 = f li . Then by (2.7) and
(2.8), for (ω˜, x) ∈ Λ˜2, u ∈ Ej(x) ∩ Sk−1 and n > N2,
n−1∑
r=0
(
λσ˜r(ω˜),j(x) − lδ
)
− 2ln√ε log(‖T ‖)
≤ log ‖Dϕ˜nω˜(x)u‖ (2.9)
≤
n−1∑
r=0
(
λσ˜r(ω˜),j(x) + lδ
)
+ 2ln
√
ε log(‖T ‖),
where ‖T ‖ = max1≤i≤k ‖fi‖.
Now for any x ∈ Γ which satisfies that (ω˜, x) ∈ Λ˜ for P˜m-a.e. ω˜ and each 1 ≤ j ≤ s(x), define a
function η
(j)
x : Ω˜ −→ R by
η(j)x (ω˜) :=
{
λω˜,j(x) (ω˜, x) ∈ Λ˜2
1 (ω˜, x) /∈ Λ˜2.
Clearly, it is P˜m-integrable. Since P˜m is σ˜-ergodic, by Birkhoff’s Ergodic Theorem, we have that for
P˜m-almost all ω˜ ∈ Ω˜,
lim
n→∞
1
n
n−1∑
r=0
η˜x(σ˜
rω˜) =
∫
Ω˜
η(j)x (ω˜)dP˜m(ω˜). (2.10)
Note that
l · ( k∑
i=1
miλi,j(x)− ε
2
log(‖T ‖)) ≤ ∫
Ω˜
η(j)x (ω˜)dP˜m(ω˜) ≤ l ·
( k∑
i=1
miλi,j(x) +
ε
2
log(‖T ‖)). (2.11)
Combining (2.5), (2.6), (2.9), (2.10) and (2.11), we have that for any x ∈ Γ which satisfies that
(ω, x) ∈ Λ for Pm-a.e. ω and each 1 ≤ j ≤ s(x)
k∑
i=1
mi(λi,j(x) − δ)− (ε
2
+ 2
√
ε) log(‖T ‖) ≤ λj(ω, x) ≤
k∑
i=1
mi(λi,j(x) + δ) + (
ε
2
+ 2
√
ε) log(‖T ‖).
Since ε and δ can be taken arbitrarily small, we have that for Pm × µ a.e. (ω, x),
λj(ω, x) =
k∑
i=1
miλi,j(x),
i.e., the desired formula (2.4) holds.
For a finite or countable Borel partition P of M , the limit
hµ(ϕ,P) := lim
n→∞
1
n
∫
Ω
Hµ
( n−1∨
i=0
(ϕiω)
−1P) dPm(ω), (2.12)
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where Hµ(Q) := −
∑
A∈Q
µ(A) log µ(A) for a finite or countable partition Q of M , exists. The number
hµ(ϕ) := sup
P
hµ(ϕ,P),
where P ranges over all finite or countable partitions of M , is called the entropy of ϕ or the random
entropy of T . In fact, from [13], the formula (2.12) remains true Pm-a.s. without integrating against
Pm,
hµ(ϕ,P) = lim
n→∞
1
n
Hµ
( n−1∨
i=0
(ϕiω)
−1P)
for Pm a.e. ω ∈ Ω. Hence,
hµ(ϕ) = sup
P
lim
n→∞
1
n
Hµ
( n−1∨
i=0
(ϕiω)
−1P) = hµ({ϕσiω}i∈Z+) (2.13)
for Pm a.e. ω ∈ Ω.
Similar to (1.1), (1.2) and (1.3) in the deterministic case, there are analogues of Ruelle’s inequality,
Pesin’s formula and dimension formula for the random dynamical systems which reveal the relationship
between random entropy and random Lyapunov exponents (see [17] and [22]), i.e., when T is C1,
hµ(ϕ) ≤
∫
Ω×M
∑
λj(ω,x)>0
dj(x)λj(ω, x)dPm × µ(ω, x), (2.14)
and if T is C2 and µ is an SRB measure with respect to ϕ (i.e., µ has the absolutely continuous
conditional measures on the unstable manifolds of ϕ), then the equality in (2.14) holds, moreover,
when there is no hypothesis of absolute continuity on µ, we have a so-called the Dimension formula,
hµ(ϕ) =
∫
Ω×M
∑
λj(ω,x)>0
γj(x)λj(ω, x)dPm × µ(ω, x),
where γj(x) is the dimension of µ in the direction of the subspace Ej(x). Hence by Theorem 2.1, we
have the following results immediately.
Corollary 2.2. Under the assumptions of Theorem 2.1, we have the following results.
(1) (Ruelle’s inequality) When T is C1, we have
hµ(ϕ) ≤
∫
M
max
J⊂{1,··· ,s(x)}
∑
j∈J
k∑
i=1
midj(x)λi,j(x)dµ(x). (2.15)
(2) (Pesin’s formula) If T is C2 and µ is an SRB measure with respect to ϕ, then the equality in
(2.15) holds, i.e.,
hµ(ϕ) =
∫
M
max
J⊂{1,··· ,s(x)}
∑
j∈J
k∑
i=1
midj(x)λi,j(x)dµ(x). (2.16)
(3) (Dimension formula) If T is C2 and there is no additional assumption of absolute continuity
on µ, then
hµ(ϕ) =
∫
M
max
J⊂{1,··· ,s(x)}
∑
j∈J
k∑
i=1
miγj(x)λi,j(x)dµ(x). (2.17)
Remark 2.3. In [28], (2.15) and (2.16) in Corollary 2.2 are also obtained (under stronger assump-
tions) by applying the adapted techniques of Hu ([6]) and Ruelle ([24]) and Ma˜ne´ ([18]) to the random
case. The proof in [28] is in a sense self-contained and elaborated. But now after getting the formula
(2.4), we can directly obtain (2.15) and (2.16) by substitution. Furthermore, we can see an application
of the “random” entropy formula (2.16) to the “deterministic” Friedland’s entropy of T in [28].
7
3 Directional Lyapunov exponents and directional entropy
Subdynamics, especially expansive subdynamics, of a Zk-action are systematically investigated by
Boyle and Lind [1]. In particular, when consider one dimensional subdynamics, the directional entropy
is studied. Roughly speaking, the directional entropy is a quantity to measure the complexity of the
sub-dynamical system along a direction. Directional entropy of Zk-actions was introduced by Milnor
[19] to investigate the dynamics of the cellular automata, and then has been studied extensively (see
for example [1], [20] and [23], etc). In [1], it was shown that the directional entropies, including
measure theoretic and topological versions, are continuous within an expansive component using the
creative techniques “coding” and “shading”. However, it was not known how the directional entropy
changes as the direction changes from one expansive component to another except for some special
cases (see [20] and Remark 8.6 of [2]). As it was mentioned in the last section of [1], “continuity
properties of directional entropy are still obscure”.
Let T be a C1 Zk-action with the generators as in (1.4) and µ a T -invariant Borel probability
measure on M . In this section, we will introduce the directional Lyapunov exponents and express
them in the Lyapunov exponents of the generators of T . Moreover, if T is C2, a formula of metric
directional entropy for T via the directional Lyapunov exponents is given, and hence the continuity
of the directional entropy for T is obtained.
Denote Sk−1 the unit sphere in Rk. Given ~v = (v1, · · · , vk) ∈ Sk−1. Let L~v be the one-dimensional
subspace of Rk which contains ~v, i.e., the line on which ~v lies. Let Z+ be the set of nonnegative
integers. Define a sequence of {~mn}n∈Z+ ⊂ Zk as follows: choose ~mn to be any integer vector in
{~m : |~m− n~v| = min
~l∈Zk
|~l − n~v|}
with the smallest norm. Obviously, for any ~mn = (mn,1, · · · ,mn,k), ~mn′ = (mn′,1, · · · ,mn′,k) and
1 ≤ i ≤ k,
n < n′ =⇒
{
mn,i ≤ mn′,i, vi ≥ 0
mn,i ≥ mn′,i, vi ≤ 0.
Let g0 = T
~m1 , gn = T
~mn−~mn−1 for n ≥ 1. Note that gn =id when ~mn = ~mn−1. We call g~v0,∞ =
{gn}n∈Z+ is a nonautonomous dynamical system along L~v (in the direction of ~v). Clearly, the sequence
of {~mn}n∈Z+ , and hence the nonautonomous dynamical system along L~v, may not be unique. However,
we can see that for any {~mn}, we have
lim
n−→∞
( mn,1∑k
i=1 |mn,i|
, · · · , mn,k∑k
i=1 |mn,i|
)
= (v1, · · · , vk). (3.1)
Definition 3.1. Let ~v = (v1, · · · , vk) ∈ Sk−1 and g~v0,∞ = {gn}n∈Z+ be a nonautonomous dynamical
system along L~v. Then for any x ∈ Γ and each 1 ≤ j ≤ s(x), the limit
lim
n−→∞
1
n
log ‖D(gn−1 ◦ · · · ◦ g0)(x)u‖, u ∈ Ej(x) (3.2)
(in fact we can see in the proof of Theorem 3.3 it exists and is independent of u ∈ Ej(x) and the
choice of g~v0,∞) is called the j-th directional Lyapunov exponent of T at x in the direction of ~v, and
it is denoted by λ~vj (x).
Remark 3.2. In Kalinin, Katok and Hertz’s paper [7] which investigates the nonuniform measure
rigidity for Zk-actions, Lyapunov exponents for a Zk action on M are extended to a Rk action on
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the suspension manifold S, which is a bundle over Tk with fiber M . We can see that for any ~v =
(v1, · · · , vk) ∈ Sk−1, the Lyapunov exponents χj(~v) in Proposition 2.1 of [7] is just the direction
Lyapunov exponents λ~vj in our case.
For any ~v = (v1, · · · , vk) ∈ Sk−1, the directional entropy in ~v is defined as follows (see [1], [19] and
[20]). For t, r > 0, define
Lt~v(r) = {~u ∈ Rk+ : |πL~v~u| ≤ r and |πL⊥~v ~u| ≤ t},
where L⊥~v is the orthogonal complement of L~v and πL~v (resp. πL⊥~v ) is the orthogonal projection to L~v
(resp. L⊥~v ) along L
⊥
~v (resp. L~v). For a finite or countable Borel partition P of M , let
h~vµ(T,P) = lim
t−→∞
lim sup
r−→∞
1
r
Hµ
( ∨
~n∈Lt
~v
(r)
T−~nP).
The quantity
h~vµ(T ) = supP
h~vµ(T,P),
where P ranges over all finite or countable partitions of M , is called the directional entropy of T in ~v.
There is an equivalent definition of h~vµ(T ) in [27] via the entropy of the corresponding nonautonomous
dynamical system. Precisely, let g~v0,∞ = {gi}i∈Z+ be any nonautonomous dynamical system along L~v,
then
h~vµ(T ) = hµ(g
~v
0,∞) = sup
P
hµ(g
~v
0,∞,P), (3.3)
where
hµ(g
~v
0,∞,P) = lim sup
n→∞
1
n
Hµ
( n−1∨
i=0
(gi ◦ · · · ◦ g0)−1P
)
.
For more information of entropy for nonautonomous dynamical system, we refer to [14], [29] and [11],
etc.
Theorem 3.3. Let T be a C1 Zk-action and µ a T -invariant Borel probability measure on M . Then
for ~v = (v1, · · · , vk) ∈ Sk−1, the following results hold.
(1) For µ a.e. x and each 1 ≤ j ≤ s(x),
λ~vj (x) =
k∑
i=1
viλi,j(x). (3.4)
(2) (Ruelle’s inequality)
h~vµ(T ) ≤
∫
M
max
J⊂{1,··· ,s(x)}
∑
j∈J
k∑
i=1
vidj(x)λi,j(x)dµ(x). (3.5)
(3) (Pesin’s formula) If T is C2 and µ is an SRB measure with respect to ϕ, then we have
h~vµ(T ) =
∫
M
max
J⊂{1,··· ,s(x)}
∑
j∈J
k∑
i=1
vidj(x)λi,j(x)dµ(x). (3.6)
Moreover, if µ is a general invariant measure, then we have the following dimension formula
h~vµ(T ) =
∫
M
max
J⊂{1,··· ,s(x)}
∑
j∈J
k∑
i=1
viγj(x)λi,j(x)dµ(x). (3.7)
And hence when T is C2, h~vµ(T ) is continuous in ~v.
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Proof. Given ~v = (v1, · · · , vk) ∈ Sk−1.
Step 1. For simplicity, we first assume that ~v lies in the first octant, i.e., vi ≥ 0 for each 1 ≤ i ≤ k.
Let m be the probability measure on G with
mi = m(fi) =
vi∑k
i=1 vi
, 1 ≤ i ≤ k. (3.8)
We then define a random Zk-action ϕ~v over (Ω,A,Pm, σ).
Let g~v0,∞ = {gi}i∈Z+ be a nonautonomous dynamical system along L~v. We can see that it corre-
sponds to a typical element ω∗ ∈ Ω. Let {(ϕ~v)σiω∗}i∈Z+ be the one-sided nonautonomous dynamical
system of ω∗. Please note that for large n, the composition of the first n elements in {gi}i∈Z+ approx-
imately corresponds to the composition of the first ⌈n ·∑ki=1 vi⌉ elements in {(ϕ~v)σiω∗}i∈Z+ .
(1) From the above observation, we have, for any x ∈ Γ, each 1 ≤ j ≤ s(x) and u ∈ Ej(x),
lim
n−→∞
1
n
log ‖D(gn−1 ◦ · · · ◦ g0)(x)u‖
= lim
n−→∞
⌈n ·∑ki=1 vi⌉
n
· 1
⌈n ·∑ki=1 vi⌉ log ‖D(ϕ~v)⌈n·
∑k
i=1 vi⌉
ω∗ (x)u‖
= lim
n−→∞
⌈n ·∑ki=1 vi⌉
n
·
k∑
i=1
miλi,j(x) (by (2.3) and (2.4))
=
k∑
i=1
viλi,j(x). (by (3.8))
Therefore, the limit in (3.2) exists and is independent of u ∈ Ej(x) and the choice of g~v0,∞. So the
j-th directional Lyapunov exponent λ~vj (x) of T at x in the direction of ~v equals
∑k
i=1 viλi,j(x), i.e.,
(3.4) holds.
(2) Similarly, since T is C1 and µ is T -invariant,
h~vµ(T ) = hµ(g
~v
0,∞)
=
k∑
i=1
vi · hµ({(ϕ~v)σiω∗}i∈Z+)
≤
k∑
i=1
vi ·
∫
M
max
J⊂{1,··· ,s(x)}
∑
j∈J
k∑
i=1
midj(x)λi,j(x)dµ(x) (by (2.13) and (2.16))
=
∫
M
max
J⊂{1,··· ,s(x)}
∑
j∈J
k∑
i=1
vidj(x)λi,j(x)dµ(x), (by (3.8))
i.e., the inequality (3.5) holds.
(3) If T is C2, then apply (2.16) and (2.17) to the discussion in (2) we have the formula (3.6) and
(3.7) immediately. And hence h~vµ(T ) is continuous in ~v.
Step 2. Now we consider any ~v = (v1, · · · , vk) ∈ Sk−1 which does not lie in the first octant. Define
a new vector ~v′ = (v′1, · · · , v′k) ∈ Sk−1 with v′i = |vi|, 1 ≤ i ≤ k. Clearly ~v′ lies in the first octant.
Define a new Zk-action T ′ with the collection of generators
G′ = {f ′i : 1 ≤ i ≤ k}, (3.9)
in which
f ′i =
{
fi, vi ≥ 0
f−1i , vi < 0.
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Let m′ be the probability measure on G′ with
m′i = m
′(f ′i) =
v′i∑k
i=1 v
′
i
, 1 ≤ i ≤ k.
We then define a corresponding random Zk-action ϕ′~v′ over (Ω
′,A′,P′m′ , σ′). Let {(λ′i,j(x), dj(x)) : x ∈
Γ, 1 ≤ i ≤ k, 1 ≤ j ≤ s(x)} be the spectrum of T ′ and {(λ′j(ω′, x), dj(x)) : ω′ ∈ Ω′, x ∈ Γ, 1 ≤ j ≤ s(x)}
the spectrum of ϕ′~v′ .
By step 1, for the new system of T ′, ϕ′~v′ and
~v′, the the corresponding results in (1)-(3) hold.
Please note that for any x ∈ Γ, 1 ≤ i ≤ k, 1 ≤ j ≤ s(x),
viλi,j(x) = v
′
iλ
′
i,j(x),
and hence the desired results in (1)-(3) hold immediately.
This completes the proof of Theorem 3.3.
Recall that a line L through the origin is called expansive for T if there are ε > 0 and t > 0 such
that
sup
{
ρ(T ~n(x), T ~n(y)) : ~n ∈ {~u ∈ Rk : dist(~u, L) ≤ t}} ≤ ε
implies x = y, where ρ is the metric on M . Let G1 be the Grassmann manifold of all 1-dimensional
subspaces of Rk and denote E1(T ) = {L ∈ G1 : L is expansive for T }. From [1], E1(T ) is open
and both of the metric directional entropy h~vµ(T ) and the topological directional entropy h
~v(T ) are
continuous at ~v with L~v ∈ E1(T ).
When T is C2 and µ is absolutely continuous with respect to the Lebesgue measure, we can obtain
the formula (3.6) on expansive components (especially onWeyl chambers for the particular Zk-actions
in [7]) by a “deterministic” method mentioned in [1] as follows.
When ~v = (v1, · · · , vk) ∈ Sk−1 is rational, i.e., the components vi, 1 ≤ i ≤ k, of ~v are rationally
related, we take a minimal integer n such that n~v is an integer vector. Let g~v0,∞ = {gi}i∈Z+ be a
nonautonomous dynamical system in the direction of ~v. By Theorem 4.7 of [27],
h~vµ(T ) =
1
n
hµ(T
n~v). (3.10)
Clearly, T n~v = gn◦· · ·◦g1 = fnv11 ◦· · ·◦fnvkk , and hence, for any x ∈ Γ, 1 ≤ j ≤ s(x), the j-th Lyapunov
exponent of T n~v at x is
∑k
i=1 nviλi,j(x) = nλ
~v
j (x). By this observation we get (3.6) immediately.
When ~v = (v1, · · · , vk) ∈ Sk−1 is irrational with L~v lying in an expansive component C. Since C is
open h~vµ(T ) is continuous on C, we can take a sequence of rational vectors {~vn = (vn,1, · · · , vn,k)}n∈Z+ ⊂
S
k−1 such that L~vn ∈ C and ~vn −→ ~v as n −→∞. Therefore, we have
h~vµ(T ) = lim
n−→∞
h~vnµ (T )
= lim
n−→∞
∫
M
max
J⊂{1,··· ,s(x)}
∑
j∈J
k∑
i=1
vn,idj(x)λi,j(x)dµ(x)
=
∫
M
max
J⊂{1,··· ,s(x)}
∑
j∈J
k∑
i=1
vidj(x)λi,j(x)dµ(x),
i.e., (3.6) holds.
However, when ~v = (v1, · · · , vk) ∈ Sk−1 is irrational with L~v lying on the boundary of an expansive
component, the above method does not work. This is the reason why we resort to the formulas in
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random dynamical systems to obtain the formulas in deterministic dynamical systems as in Theorem
3.3.
Example 3.4. Let T be a linear Zk-action on the torus Td with the generators {fi}ki=1 which are
induced by integer matrices {Ai}ki=1. Let {(λi,j , dj) : 1 ≤ i ≤ k, 1 ≤ j ≤ s} be the spectrum of T
(in fact each λi,j is the logarithm of the absolute value of an eigenvalue of Ai). It is easy to see
that the Lebesgue measure mLeb is a measure with maximal directional entropy in any direction, i.e.,
h~v(T ) = h~vmLeb(T ) for any ~v = (v1, · · · , vk) ∈ Sk−1. Therefore, by Theorem 3.3 we have that for linear
Zk-actions on Td the topological directional entropy h~v(T ) is continuous in ~v.
In the end of this section, we point out that the directional entropy h~vµ(T ) is defined for any vector
~v ∈ Rk in [1]. Since h~0µ(T ) = 0 and the formula h~vµ(T ) = |~v| · h
~v
|~v|
µ (T ) holds for any nonzero vector
~v ∈ Rk, we can get the same results as that in this section for the directional entropy h~vµ(T ) of any
vector ~v ∈ Rk.
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