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This note considers the time optimal problem for a linear neutral system 
with a control integral constraint. A maximum principle is derived. 
Optimal control problems associated with certain functional differential 
equations have been studied in [I]-[3]. However, little attention seems to 
have been directed towards neutral systems. This work derives a maximum 
principle for the time optimal problem for a linear neutral system having an 
integral constraint on the control. The results presented can be considered 
an extension to those given by Neustadt [4] for a system represented by 
ordinary differential equations. It should be possible to weaken the assump- 
tions by using the approach suggested in [5], but this has not been attempted. 
Some aspects of optimal control of neutral systems have also been investi- 
gated in [6]. 
PROBLEM STATEMENT 
The system considered is represented by 
k(t) = A,(t) x(t) + A,(t) x(t - T) + A&) 3i”(t - T) + B(t) u(t). (1) 
Given x(t) = X(t), --7 < t < 0, where X(t) is continuously differentiable, 
it is desired to transfer the system to a given point 17 E R” in minimum time. 
(4 4th 4th 4(t) are continuous 71 X 71 matrices, As(t) is con- 
tinuously differentiable, and B(t) is a continuous n x m matrix. 
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(ii) The m-vector control u(t) is measurable and satisfies the following 
constraints: 
i = 1, 2 ,..., m, for all t, (2) 
f 
t* 
#w dt d-G o 
where L is a specified positive number, and # is described below. Denote the 
unit cube 1 ui 1 < 1 by U. 
(iii) The function $(u) is defined, continuous, not constant, and non- 
negative for all u which belong to an open set containing U. Also d(u) is 
convex and takes its maximum value at each vertex of U. 
FORMULATION OF THE PROBLEM 
Define an augmented state variable y(t) as follows: 
where ys+l(t) satisfies the differential equation, 
9,+1(t) = dW)>, t b 0, Y,+,(O) = 0. 
It can be shown that (1) has the solution, 
x(t) = x0(t) + It Y(s, t) B(s) u(s) ds 
0 
where the (n x n) matrix Y(s, t) is discontinuous (see Appendix) and satisfies 
g {Y(s, t) - Y(s + 7, t) 4s + 4 
(4) 
= -Y(s, t) A,(s) - Y(s + 7, t) 4s + 7)s O<s<t---7, 
8Y(s, t>/as = -Y(s, t) A,(s), t-r<s<t, (5) 
with Y(t, t) = I and Y(s, t) = 0 when s > t, and x,(t) is the solution of (1) 
with x(t) = X(t), --7 < t < 0, and B(s) identically zero for all S. 
Hence we have the response in Rnfl given by 
r(t) = YOW + s,t w, t) @Ms)~ 6 (6) 
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where 
PROPERTIES OF THE OPTIMAL CONTROL 
DEFINITION. The set of attainability K(t,) is the set of all end-points 
y(tr) in Rn+l corresponding to controls u(t) E U on 0 < t < t, . 
THEOREM. The set of attainability K(t,) is compact, convex, and varies 
continuously with t, on t, 3 0. 
Proof. The convexity and compactness results can be proved by adopting 
the approach used in Neustadt [4]. Th e continuity property follows by using 
the procedure of Lee and Markus [7]. 
THEOREM. If there is a measurable control satisfying conditions (2) and (3) 
and with response x(t) giving x(tI) = 7 for some tl > 0, then there exists an 
optimal control. 
Proof. Define the set I as follows: 
l = #I, I): 0 d k ,<u, 
and is compact. 
Following [l] we define t* as the greatest lower bound of all times tl 
such that K(t,) meets 1. The continuous dependence of K(t,) on t, implies 
that the set oft, giving K(t,) n I nonempty is closed. Hence t* is the minimal 
time at which K(t,) meets 1. Let u*(t) E U on 0 < t < t* be any control 
steering the system to K(t*) n 1. Then u*(t) is an optimal control. Q.E.D. 
Define K* = K(t*) and let I* = K* n 1. 
LEMMA. The set 1” is contained in the boundary of K*. 
Proof. Suppose the contrary, i.e., let y* E I*, and suppose y* is an 
interior point of K*. Then, since K(t,) varies continuously with t, , there 
exists a 2 < t* such that y* is an interior point of K(2). But this contradicts 
the optimality of u*(t). Hence assertion is false. Q.E.D. 
THEOREM. If the control u*(t) is a minimum time control with minimum time 
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then t *, t * 3 0, then there exists a constant p, < 0 and a nontrivial discontinuous 
(see Appendix) solution p(t) of the system of equations, 
j(t) = -p(t) A,(t) - P(t + 7) AAt + T) + d(t + 4 A& + T) 
+ f’(t + 7) A,@ + T>, O<t<t*-7, 
IbW = -p(t) A,(t), t* - 7 < t < t*, 
such that 
P(t) w u*(t) + P&*(t)> = ~$P(O WI u + PllW>? 
for almost all t in [0, t*]. 
Proof. Let y* be a point in 1 *. Then, by the lemma, y* is a boundary 
point of K*. Consequently, since K* is convex, there exists a supporting 
hyperplane at y* such that 
hY* > AY, for ally E K*, (7) 
where h defines the normal to the hyperplane, and has the property X,,, < 0 
[4, Theorem 51. 
It will now be shown that (7) implies the condition 
hH(t, t*) @{u*(t)} = nlg{AP(t, t*) Q(u)} for almost all t in [0, t*]. 
Assume (7) is false: that is, suppose that, 
AH(t, t*) @{u*(t)} < yx{Xqt, t*) @p(u)} 
(8) 
for some set of positive duration in [0, t*]. 
Now define the control ii(t) on [0, t*] as follows: 
Hence 
AP(t, t*) @{ii(t)> = nly(Xqt, t*> aqu)} 
Ap(t*) > ;\y*. 
This last result gives a contradiction and hence (8) is true. 
Using (6) in (8) gives 
mt, t*> B(t) u*w + &a+,+@*(t)> 
= :E3g{,TY(t, t*) B(t) u + h,+,+(u)), for almost all t in [0, t*], 
where 
ii = (A, , A, )..., A,). 
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Now define a row vector p(t) as follows: 
p(t) = AY(t, t*). 
Differentiating and using (4) and (5) gives the required results. 
Identifying An+i = p, completes the proof of the theorem. 
APPENDIX 
The matrix Y(s, t) given by (4)-(5) must satisfy the following conditions : 
Y({t - T)+, t) - Y({t - 7}-, t) = -As(t), 
Y({t - kT}$, t) - Y{t - k7}--, t) 
= [Y({t - k - 1 T}+, t) - Y({t - k - 1 T)-, t)] &(t - k - 1 T), 
where k = 1, 2 ,..., K (see below). 
The above discontinuities in Y(s, t) lead to the following discontinuities 
for p(t): 
PkkS) -P&r) = -p(t*-1 
P(%+) - Pb%-1 = { Phs,l +> - p(m,-,--)I 4(%+1), k = 1, z..., K 
where mk = t* - {K + 1 - k}T, 1 < k < K, and where K is specified by 
the condition KT < t* < (k + 1)~. 
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