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ABSTRACT 
 
Calhoun, Christopher Stephen Ph.D., Engineering Ph.D. Program, Department of 
Biomedical, Industrial and Human Factors Engineering, Wright State University, 2017. 
ABI and Beyond: Exploration of the Precursors to Trust in the Human-Automation 
Domain. 
 
This study investigated the extent to which the well-known precursors of interpersonal 
trust (ability, benevolence, integrity, or ABI) could be exploited, redefined, or added to 
when considering and developing models of trust between humans and technology. The 
ABI model explains only about half of the variation in interpersonal trust (Colquitt, Scott, 
& LePine, 2007), so two additional precursors to trust from the interpersonal and 
automation trust domains – transparency and humanness – were identified and studied. 
The experimental task involved users interacting with an automated aid (image 
processing and recommender system) through a simulated unmanned ground vehicle 
(UGV) interface to identify suspected insurgents in a typical Middle-Eastern urban 
environment. Aid reliability dropped during the middle-third of the task, due in part to 
environmental disturbances affecting the aid’s image processing performance. Aid 
transparency was manipulated by exposing users to analytic processing states and aid 
humanness was manipulated through a human voice with high affect messages versus a 
machine voice with low affect messages. Results indicated transparency produced 
inconsistent effects on trust (assessed through subjective ratings) and reliance behavior 
(defined as participants changing their initial response in favor of the aid’s 
recommendation). This may have occurred because participants interpreted transparency 
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in a broader context which included intent (Lyons and Havig, 2014), rather than in the 
narrower, operationalized context of algorithm understanding. Humanness, which may 
have signaled intent, generally improved trust and reliance. Participants may also have 
had preconceived notions of transparency which differed from the experimental 
manipulation. This research also examined whether participants applied perceptions of 
ABI to the interaction with the technology. Perceived ability and perceived benevolence / 
integrity were found to be explanatory links in the relationship between humanness and 
trust, suggesting ability and benevolence / integrity 1) were perceived characteristics in 
the automation design, and 2) influenced trust. The proposed factors, transparency and 
humanness, extend the number of precursors to trust in an automated context and 
manifest primarily as perceived attributes. Finally, trust and reliance were differentially 
sensitive to a drop, and subsequent recovery, in aid reliability – trust varied with aid 
reliability, whereas reliance failed to recover. 
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1. INTRODUCTION 
Human factors practitioners focus on human-automation system designs that are 
safe, effective, and easy to use (HFES, 2014). Simply providing an automation partner 
that is capable does not guarantee the human partner will use the automation 
appropriately. Parasuraman and Riley (1997) identify misuse (overreliance, or using 
automation when it is not warranted) and disuse (underutilization, or not using 
automation when it is warranted) as two unintended consequences of human-automation 
interaction when human and automation capabilities and goals are not properly matched. 
The effectiveness of human-automation interaction is influenced by factors such as 
automation reliability and complexity, task type and goal, and human trust in the 
automation. Trust in automation, in particular, has gained attention as a key component of 
human-automation system effectiveness and a determinant in whether the automation will 
result in appropriate use, misuse, or disuse. 
The role of trust in automation use. Much literature exists on understanding 
factors influencing trust in interpersonal interaction (Colquitt, Scott, & LePine, 2007; 
Mayer, Davis, & Schoorman, 1995; Whitener, Brodt, Korsgaard, & Werner, 1998; and 
Williamson, 1993). In more recent literatures, researchers have focused on factors 
influencing trust in human-automation interaction (Hancock, Billings, Schaefer, Chen, 
De Visser, & Parasuraman, 2011; Lee & See, 2004; and Merritt & Ilgen, 2008). As noted 
in more detail below, relatively few researchers have investigated applying findings from 
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the interpersonal trust literatures to the human-automation trust domain (Madhavan & 
Wiegmann, 2007; Muir, 1994 are exceptions). Not everyone agrees that trust is 
appropriate for automation. Philosophers have long argued that trust applies to moral 
agents (objects that have intentionality). Because objects do not have intentionality, they 
are not objects of trust according to Solomon and Flores (2003) (as cited in Corritore, 
Scott, & LePine, 2003). These perspectives will be challenged more vigorously as 
technological advances enable the development of automation with more advanced 
human characteristics, including the ability to both emulate and perceive human emotion, 
and to respond appropriately. 
Today’s automation designers now have the capability to invoke emotional 
responses from users, suggesting human-automation trust models may be able to leverage 
interpersonal trust models. For example, software has been developed which detects 
human emotion through facial expression analysis. In fact, automation designers have 
begun incorporating human personality, emotion, interaction style, and physical 
characteristics, i.e. anthropomorphizing technology, with the intent of improving overall 
human-automation performance and effectiveness (Forster, Naujoks, & Neukum, 2017; 
Madhavan & Wiegmann, 2004; Roesener, Lorenz, Vock, & Fodor, 2006; Schaefer, 
Sanders, Yordon, Billings, & Hancock, 2012; Woodly, Gosnell, Gallimore, & Prabhala, 
2007). For example, Madhavan and Wiegmann (2004) suggest computer communication 
such as voice alerts may improve how well humans and automation correspond. The 
authors note important differences, which can impact automation design, between themes 
underlying automation trust and human trust. Automation trust is invariant, built on a 
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schema of perfection, and performance-linked, while human trust is adaptable, imperfect, 
and knowledge-linked. 
The dissertation research effort herein focuses on applying arguably the most 
frequently cited model of interpersonal trust – with trustworthiness precursors of ability, 
benevolence, and integrity (ABI) – to automated systems. The effort investigates (i) the 
role of ABI on trust in automated systems, and (ii) extends that model with additional 
factors beyond ABI that are believed to influence trust in automation, specifically, 
transparency (T) and humanness (H). 
What follows are brief reviews of interpersonal trust (section 1.1), trust in 
automation (section 1.2), trust evolution and repair (section 1.3), recent work in 
anthropomorphizing automated aides (section 1.4), recent research which begins to 
partially link and/or differentiate the two domains (section 1.5), and suspicion as a 
construct separate from trust (section 1.6). This will serve as a backdrop to a review and 
more complete extension of the ABI model and other factors that predict trust in 
automation (section 2), and the research framework and hypotheses (section 3). 
1.1. Interpersonal trust and the well-established ABI model 
Many scholarly articles have been written on interpersonal trust. Mayer, Davis, 
and Schoorman (1995) proposed an integrative model of interpersonal trust where the 
precursors of trust (trustworthiness components) are ability, benevolence, and integrity 
(A, B, I). Additional interpersonal trust researchers and theories exist. McAllister (1995) 
and Lewis and Weigert (1985) both propose the existence of cognitive (rational reasons) 
and emotional trust, but in different ways. Lewis and Weigert (1985) believe cognitive 
trust applies to large groups and emotional trust to small groups (from Corritore et al. 
  
4 
 
2003, p.743). McAllister (1995) believes cognitive and emotional trust can exist 
simultaneously. Trust has been reviewed among individuals, teams, and organizations as 
well as hierarchically as in supervisory relationships (p. 739, Corritore et al., 2003). 
Dunning, Anderson, Schlosser, Ehlebracht, and Fetchenhauer (2014) who cite Burnham 
et al. (2000) that people trust another person if framed as a “partner” rather than an 
“opponent.” 
The ABI model is perhaps the single most important contribution to trust research 
in the last two decades, having been cited over 17,000 times in professional journals. In 
that model, trustworthiness consists of three antecedents, although the relative 
contributions vary. Ability is the group of skills, competencies, and characteristics that 
enable a party to have influence within some specific domain. Benevolence is the extent 
to which a trustee is believed to want to do good to the trustor, aside from an egocentric 
profit motive. Integrity involves the trustor's perception that the trustee adheres to a set of 
principles that the trustor finds acceptable. Mayer et al. (1995) define trust as ‘the 
willingness of a party to be vulnerable to the actions of another party based on the 
expectation that the other will perform a particular action important to the trustor, 
irrespective of the ability to monitor or control that other party’ (pp. 717-719). While 
these three factors parallel cognition and emotion proposed by Lewis and Weigert (1985) 
and McAllister (1995), Mayer and Davis (1999) differentiates the ABI model by 
separating trust from its outcomes as well as its antecedents. 
Over a decade later, Colquitt et al. (2007) verified through a meta-analysis of 132 
independent samples that ability, benevolence, and integrity were indeed separable 
constructs and positively related to trust outcomes. Their meta-analysis, however, also 
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showed that the ABI model accounted for only 41% of the variance, suggesting additional 
factors may exist. This apparent potential for new factors of interpersonal trust suggests 
trust in automation may benefit even more by the identification of new design factors. 
The ABI model was designed to be parsimonious, and as such, its authors 
intentionally omitted factors relevant to trustworthiness. Omitted factors were originally 
assessed to be of lesser importance, yet recent literature indicates those dimensions are 
now worth considering in order to further evolve models of interpersonal trust. For 
example,  
- Whitener et al. (1998) indicate organizational factors such as structure and culture 
contribute to managerial trustworthy behavior. 
- Mishra and Mishra (2013) suggest institutional influences shaped by context, 
particularly context including a high degree of uncertainty, may have a substantial 
impact on better understanding a person’s trustworthiness. 
- Dietz (2011) provides a depiction of the trust process which includes 
predisposition, trustee characteristics, trustor-trustee relationship, situation 
influences, and domain-specific concerns as inputs. 
- Even the original authors of the ABI model (Schoorman, Mayer, & Davis, 2007) 
suggest affect, emotion, violation and repair, distrust, international and cross-
cultural influences, and context are all worth exploring as extensions to the ABI 
model. 
1.2. Trust in automation 
While human-human trust has been the focus of research for decades, human-
automation trust is a relatively new construct. Nearly every aspect of one’s day involves 
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interacting with technology, for example, cell phone, automobile, or television remote. 
Failures in that interaction may be as trivial as deleting an entry in cell phone contacts or 
as devastating as loss of life. One’s ability to use automation properly is often a direct 
consequence of trust in that interaction. Sheridan and Hennessy (1984; cited in Muir, 
1994) suggest trust is a mediating factor in an operator’s intervention strategy for a 
supervisory control system. 
Parasuraman and Riley (1997) identified three primary outcomes from human-
automation interaction – overreliance, underreliance, and appropriate use – and trust (or 
more appropriately, trust calibration) has been identified as one factor in whether people 
over or under rely on automation. Over and underreliance are best addressed by 
calibrating operators to the appropriate level of trust afforded by the automation based on 
factors such as reliability and predictability (Lee & See, 2004). 
Madhavan and Wiegmann (2007) detail differences in trust development for 
humans with other humans and humans with automation (decision support systems). The 
authors identify three primary factors which affect the development of trust in both the 
interpersonal and automation domains – source of information, source reliability, and 
source credibility. While the trust development process in both cases is comparable, the 
expression of that trust differs. Humans maintain a narrow view of automation – invariant 
and without error (perfect automation cognitive schema) – and base their judgment of 
trust in automation with the schema as a reference point (Dzindolet, Pierce, Beck, & 
Dawe, 2002). 
Trust was shown to be an important factor in determining whether operators acted 
on a decision aid’s recommendations to control a processing plant (Lee & Moray, 1992; 
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Muir, 1994). A person’s confidence in his or her own ability relative to the automation 
also affects trust. Operators who viewed their skills superior to that of the automation 
disused automation in preference for manual control (Lee & Moray, 1994). Recent trust-
in-automation literatures are replete with precursors of trust. Bobko, Barelka, and 
Hirshfield (2014) summarize numerous factors, many of which are drawn from the trust-
in-automation literatures, in developing a construct of state-level information technology 
(IT) suspicion (Table 2, p. 495). Factors include, 
- The capacity to observe system performance (Lee & See, 2004). 
- System transparency (Lee & See, 2004; Lyons, Stokes, Eschleman, Alarcon, & 
Barelka, 2011; Merritt & Ilgen, 2008, citing Muir, 1994; Parasuraman & Riley, 
1997). 
- System reliability and predictability (Lee & See, 2004; Lyons et al., 2011; 
Parasuraman & Riley, 1997). 
- System vendor’s reputation (Li, Hess, & Valacich, 2008; McKnight, Choudhury, 
& Kacmar, 2002). 
- Matching of the emotion of any system voice with emotion of the user (Nass et 
al., 2005). 
As researchers attempt to understand trust in automation, socioemotional design 
features have appeared and continue to mature. These design features afford opportunities 
to influence human trust in automation by, for example, adapting automation 
performance and interaction to account for the human’s emotional state. Further, human-
automation interchanges are becoming more cooperative, mimicking interpersonal 
dialogue, as humans and automation work together, rather than in a hierarchical fashion, 
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to achieve a system goal. Trust within these new human-automation teams can expect to 
play an increasingly important role as human psychological and socioemotional factors 
are incorporated into automation design. 
1.3. Trust evolution and repair (interpersonal and automation trust) 
The development and resiliency of human trust relationships with other humans is 
different than with automation. For example, Rempel, Holmes, and Zanna (1985) 
determined that human trust relationships build over time from predictability, to evidence 
of dependability, and evolve to faith. Automation, however, is often initially viewed as 
invariant and infallible, leading to high initial trust which is later validated through 
performance (Dzindolet et al., 2002). Conversely, Corritore et al. (2003) found user on-
line trust with transactional web sites is similar to interpersonal trust development. The 
authors outline three developmental stages of on-line trust – 1) low risk situations with 
recognized trust cues (i.e., secure site), 2) familiarity where one can assign trust through 
predictability and knowledge of the websites, and 3) sites where the trustor no longer has 
to calculate risk. 
Trust may also be “required” in, for example, complex systems and those lacking 
transparency where operators are provided little or no understanding of automated 
processes. In these cases, user self-confidence in automation actions is likely to be low, 
thus encouraging reliance (Lee & Morray, 1992, 1994) or manual control, when possible. 
Madhavan and Wiegmann (2007) point out that automation use is influenced by 
psychological factors such as information source and credibility. To further complicate 
understanding the human-automation trust relationship, the authors note humans are more 
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forgiving of other human errors (assuming a baseline competence), even when evidence 
indicates automation provides superior advice.  
Trust degrades more rapidly with automation, according to the perfect automation 
schema where automation is viewed as invariant and infallible, than with another human 
in the face of conflicting information or poor reliability (Jian, Bisantz, & Drury, 2000). 
The process in which trust is regained, once lost, also varies between human-human and 
human-automation partnerships. Lee and Moray (1992) and Muir and Moray (1996) 
found the magnitude of an automation error corresponds to the magnitude loss in trust. 
Further, small automation errors over a long time have a more significant effect than one 
big error. Trust in automation when reliability recovers takes time and is facilitated when 
the user can understand and compensate for the errors and may never be restored to 
previous levels. Humans are generally more forgiving of other human errors, and human-
human trust repair is known to be facilitated by an act of vulnerability, i.e., an apology or 
showing remorse. Automation expressing that same vulnerability may similarly facilitate 
trust repair, although automation is currently incapable of recognizing when human trust 
is fractured. 
1.4. Anthropomorphic design in automation 
Until recently, human-automation research has focused on the functional and 
cognitive aspects of interaction. However, technology has become more advanced, 
enabling automation designers to incorporate many concepts traditionally associated with 
human-human communication and interaction such as speech, affect, and social 
influences. This design approach, anthropomorphism, is defined by Merriam-Webster as 
“an interpretation of what is not human or personal in terms of human or personal 
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characteristics.” Anthropomorphism is a potential enabler to trust in automation and has 
motivated empirical studies of automation with interpersonal characteristics and 
interactions similar to humans (Roesener et al., 2006; Schaefer et al., 2012; Woodly et al., 
2007). 
The ABI model (Mayer et al., 1995) suggests performance (i.e., ability) and social 
interaction (i.e., benevolence and integrity) interact to influence one’s trust. Trust in 
automation might similarly be influenced by anthropomorphic characteristics, so 
designers must be careful to avoid creating “too” much trust through anthropomorphism, 
i.e., unwarranted based on performance (Lee & See, 2004). A user may overly trust a 
poorly performing system simply because socioemotional factors prevent an objective, 
critical analysis of a system’s operational performance (Culley & Madhavan, 2013). 
Anthropomorphic design factors are also sensitive to human cultural differences, as seen 
in interpersonal interactions, which affect how users interpret design features such as 
etiquette, tone, formality, and colloquialisms. Further, anthropomorphic features may be 
less effective for experienced users who view anthropomorphism as a novelty for less 
sophisticated users. While anthropomorphic characteristics may improve user trust, 
designers must use those with the intent of creating appropriate trust. 
Researchers have been particularly interested in understanding trust in these new, 
more complex human-automation relationships, viz. trust-in-automation (see Lee & See, 
2004; Lyons et al., 2011; Merritt & Ilgen, 2008; Parasuraman & Riley, 1997). To date, 
automation has rarely been associated with inherited human capabilities and 
characteristics, yet elements of the human-automation interaction can now more easily be 
related conceptually to human-human interaction. For example, perceived etiquette 
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through automation dialogue has been shown to influence human acceptance of software 
(Reeves & Nass, 1996). Indeed, models of human-human interactions in both supervisory 
and dyadic capacities now have parallels in studies on the human-automation partnership. 
Reeves and Nass (1996) showed that people treat computers like humans (as 
social actors, perhaps unconsciously) when asked to provide feedback to a computer 
(regarding that computer’s performance in a knowledge sharing task). Further, 
participants in a study who were instructed to be interdependent with a computer treated 
it as a teammate and had a higher opinion of the computer’s performance than the non-
interdependent participants (Nass, Fogg, & Moon, 1996). 
1.5. Linking the two domains (interpersonal and automation trust) 
Precursors to trust in human-human and human-automation relationships are 
aligned with their respective literatures, that is, the social sciences and human factors 
literatures. Correlations between the two domains exist, and a common thread is 
emerging as designers increasingly incorporate social characteristics into the human-
automation system. This design philosophy is only expected to grow as technology 
becomes more sophisticated and capable. 
Nass and Moon (2000) identified several social rules and phenomena that humans 
apply when interacting with computers and other social media. In a series of studies, 
humans exhibited gender and ethnicity stereotypes, applied politeness and reciprocity 
norms, followed in-group/out-group behaviors, and responded to personality differences. 
The authors conclude the behaviors are applied “mindlessly,” but have yet to fully 
comprehend why the behaviors occur.  
1.6. Adding suspicion to the mix 
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Recent research has investigated the construct of suspicion and its relationship to 
trust (and distrust). Lyons et al. (2011) determined trust and distrust are orthogonal 
dimensions related to decision confidence and were also independent of IT suspicion. 
Bobko et al. (2014) determined that three components occur simultaneously (by 
definition) when a person enters a state of suspicion while interacting with an IT system; 
i.e., uncertainty, perceived malintent, and increased cognitive processing. 
It is conceivable that some precursors to trust in automation generated above from 
the interpersonal and human-automation trust domains are conceptually related to 
uncertainty, perceived malintent, and increased cognitive processing. For example, 
Sanders, Oleson, Billings, Chen, and Hancock (2011) identify operator (mental) 
workload and personality (i.e. neuroticism) as precursors to trust in human-robot teams. 
Miller & Perkins (2010) found a user’s confidence that the automation would perform 
appropriately affected trust in human-automation contexts. Bobko et al. (2014) also note 
that trust is separable from suspicion (although likely negatively correlated) because trust 
‘involves a decision to act’ while state suspicion is a ‘cognitive process based in part on 
uncertainty.’ Sinaceur (2010) defines suspicion as a state more specific than uncertainty, 
whereby a person assesses rival hypotheses rather than simply not knowing. Of perhaps 
even more importance, Sinaceur (2010) determined that a two-person team (one 
‘suspicious’ and one ‘trusting’) led to higher value decisions than two-person teams of 
‘trusting’ individuals. This finding suggests that a trust in automation model which also 
incorporates correlates of suspicion may better predict human-automation performance. 
That is, it may be that performance is maximized when both trust/respect and suspicion 
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are involved; e.g., consider Bobko, Barelka, Hirshfield, and Lyons (2014) notion that 
countries who are suspicious of one another may interact with a “healthy respect.”
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2. BACKGROUND 
2.1. A literature-based, qualitative assessment of precursors to trust 
As part of the current effort, the literatures on interpersonal trust and trust-in-
automation were thoroughly reviewed. Precursors to trust were generated from (i) 
directly reframing A, B, and I to the human-automation domain as well as (ii) identifying 
new factors from the interpersonal and human-automation domains. The analysis also 
considered those precursors suitable for predicting suspicion of automation, i.e. 
uncertainty, perceived malintent, and increased cognitive processing (although suspicion 
was not manipulated in this study). 
All precursors were subjected to a qualitative cluster and semantic analysis, 
yielding preliminary categories. For example, the potential precursors of ability, 
reliability, and performance appear to be semantically related, as well as are the potential 
precursors of context and domain semantically related. The reduction and selection 
process was important to identify unique and relevant precursors, while minimizing 
model complexity. The analysis resulted in three apparently meaningful groupings of 
precursors – transparency (T), humanness (H), and realism (R) – beyond the A, B, and I 
precursors
1
.  
A summary of precursors to trust resulted from analysis of 112 articles. Seven 
primary groupings emerged (some articles showed up across multiple groupings, e.g., 
                                                 
1
Interestingly, the three new precursors which emerged appear to align with the psychological correlates of 
cognition, emotion, and behavior (although realism and behavior appear to align less perfectly). 
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Mayer et al., 1995 - A, B, I). Precursors were also included from articles referenced in a 
primary citation (termed secondary citations), mainly to support theoretical dialogue or a 
meta-analysis. Figure 1 shows the precursor count for each primary grouping, ability, 
benevolence, integrity, transparency, humanness, and realism. 
 
Figure 1. Precursor categories, count, and articles 
 
The miscellaneous primary grouping captured antecedents outside the scope of 
automation design factors or which were limited in occurrence, for example, 
predisposition to trust and adaptable automation. Appendix A summarizes candidate 
antecedents by the primary groups identified in Figure 1. 
The literature review revealed numerous precursors to trust. In addition to A, B, 
and I, interpersonal precursors of trust include affect, violation and repair, distrust, 
international and cross-cultural influences, context, predisposition, trustee characteristics, 
trustor-trustee relationship, situation, and the domain. The trust-in-automation precursors 
include capacity to observe system performance, transparency, reliability/predictability, 
automation vendor’s reputation, and sensitivity to human emotion.  
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Each precursor, T, H, and R, resulted from numerous related lesser-ordered 
precursors (or attributes) as shown in Figure 2.  
 
Figure 2. Antecedents to trust defined in the literature review 
 
Transparency attributes provide insight to system processing and include 
understandability, openness, ease of use, mental model, actual data, exploration, and 
interface layout. Humanness attributes provide an emotional connection to the operator 
through familiar human social responses and include politeness, etiquette, mood, 
personality, response tendencies, tone, similarity, and memory (referencing previous 
actions). Realism attributes capture elements of automation behavior through physical 
form, including likeness. Automation has physical characteristics and behaviors which 
influence a user’s perception of that system during interaction. Attributes include 
anthropomorphism, picture, correspondence, familiarity, brand, quality, realness, and 
type. 
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3. RESEARCH FRAMEWORK 
The following sections describe the proposed precursors – transparency, 
humanness, and realism – in more detail. Each precursor includes one or more sub-
factors or attributes which span automation trust and interpersonal trust. Many sub-
factors are associated with interpersonal interactions, and therefore, can be considered 
anthropomorphic. The attributes are defined in Appendix B. Finally, a research 
framework is presented which includes a model relating the proposed precursors and 
ability, benevolence, and integrity. 
3.1. Transparency 
At its most basic level, transparency allows the user to understand through the 
interface what a system is doing and how (Mark & Kobsa, 2005 citing Raymond, 2003). 
Incomplete knowledge of complex system performance can lower user confidence and 
understanding in interacting with a system. Transparency is a means to improve user 
confidence and understanding within a human-automation interaction context. Providing 
information about automation reliability and performance has been found to aid operator 
trust calibration (Wang, Jamieson, and Hollands, 2009) and facilitate trust repair 
following automation errors (Dzindolet, Peterson, Pomranky, Pierce, & Beck, 2003). 
Knowledge about system operation and performance (i.e., transparency) helps operators 
understand under what circumstances, and in what manner, automation will behave 
(Lyons & Havig, 2014). 
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Within a human-robot interaction context, Lyons (2013) views transparency as a 
much broader design characteristic, encompassing accurate perceptions of the robot’s 
ability, intent, and situational constraints to include how automated systems acquire 
information and process information (via underlying algorithms), as well as apply system 
capabilities in achieving goals. Transparency is further refined along two dimensions – 
robot-to-human (robot information conveyed to a human) and robot-of-human 
(information the robot needs from the human in order to represent understanding). 
Ultimately, these dimensions lead to shared awareness and shared intent and are 
summarized across six different models – intentional, task, analytical, environment, 
teamwork, and human state. 
Transparency is also specific to a user’s knowledge of the automation technology 
and behavior. Kim and Hinds (2006) determined transparency effectiveness (i.e., robot 
explaining unexpected behaviors) depends on the user’s comprehension of the robot’s 
explanation. In a high transparency condition where the user is expected to have a higher 
understanding of robot actions, the robot informed the user a “sensor recalibration” 
process was occurring. Interestingly, this condition led to less understanding because 
some (less technical) participants did not understand the message, resulting in even more 
confusion. 
In a meta-analysis of 29 empirical studies, Hancock et al. (2011) found robot 
performance and attributes has the largest impact on human-robot interaction trust. 
Environmental factors such as culture, communication, and task type had the second 
largest influence on human-robot interaction trust. Human-related characteristics such as 
expertise, workload, and personality had a minimal effect.  
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Transparency designers must be cautious to avoid simply exposing mathematical 
(or similarly complex) algorithms which may have the unintended consequence of 
increasing the operator’s cognitive burden or extending the decision-making process 
(Helldin, 2014). Operators have varying levels of cognitive ability, so designers must be 
careful not to unintentionally encourage disuse from cognitively demanding interactions. 
Too much transparency (i.e., information overload) can negate potential improvements, 
or possibly worse, reduce user understanding over the original non-transparent system 
(Duggan, Banbury, Howes, Patrick, & Waldron, 2004). 
The antecedents to trust literature review revealed 33 instances of attributes which 
correlate with providing traceability into system decisions and behaviors, herein defined 
as transparency (and which correlates with the “analysis” facet of Lyons (2013) six-
faceted transparency model). The semantic and cluster analyses resulted in seven 
Transparency “attributes” defined by the following terms – understandability, openness, 
ease of use, mental model, actual data, exploration, and interface layout. This study will 
address understandability as a transparency factor.  
3.2. Humanness 
A series of studies by Nass and Moon (2000) demonstrated that people apply 
social norms such as politeness to interactions with computers. Nass and Moon (2000) 
assert these interactions occur “mindlessly,” because participants reported after the 
experiment that computers do not warrant polite treatment. Human social responses to 
automation based on computer-generated feedback and voice alert mechanisms which 
mirror social interpersonal contexts may provide humanness characteristics which reduce 
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human biases toward automation and improve correspondence (Madhavan & Wiegmann, 
2004). 
Context-aware social etiquette in human-robot teams may further enhance team 
performance (Lyons & Havig, 2014). A robot who can respond with the situation-
appropriate tone and urgency is likely to improve human-robot trust and performance. 
Integrity and benevolence, in particular (Mayer et al., 1995), are interpersonal trust 
concepts typically considered outside the scope of automation design. Yet, conceptually 
automation which demonstrates ethical behavior and a commitment to the human 
teammate should yield improved team trust and performance. 
Until recently, technology limitations have prevented automation designers from 
considering socioemotional design elements. However, sensor technologies including 
heart rate monitoring and facial recognition are now being integrated into everyday 
devices such as cell phones. Coupled with improved speech recognition and synthesis, 
automation is much more capable today to assess basic operator states and respond 
appropriately. The proliferation of sensor technologies suggests even more advanced 
interaction scenarios are on the near horizon. 
Humanness characteristics manifest in several ways. Nass and Moon (2000) 
suggest computer humanness characteristics are inherent through words as output, 
responses to inputs, and assuming roles traditionally filled by humans. Madhavan and 
Wiegmann (2004) propose humanness through interaction technologies such as voice. 
Waytz, Heafner, and Epley (2014) found autonomous vehicles which were 
anthropomorphized with a humanlike mind (i.e., name, gender, and voice) were found to 
be more trustworthy than non-anthropomorphized vehicles. Forster et al. (2017) 
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examined driver attitudes for conditionally automated driving features and found speech 
output improved trust in automation, anthropomorphism, usability, and acceptance.  
The antecedents to trust literature review revealed 58 instances of attributes which 
correlate with providing an emotional connection between the human and automation (or 
other humans for literatures focused on interpersonal trust), i.e., humanness. The 
semantic and cluster analyses resulted in eight humanness “attributes” defined by the 
following terms – politeness, etiquette, mood, personality, response tendencies, tone, 
similarity, and memory. This study will address similarity (via voice) and etiquette as 
humanness factors. 
3.3. Realism (not manipulated) 
Trustworthiness is influenced by gender, even if only through voice. Siegel, 
Breazeal, and Norton (2009) studied the effect of robot gender on trustworthiness, 
engagement, and persuasive appeal. The humanoid robot exhibited mobility, dexterity, 
and facial expressions, and varied gender only in voice. In general, men and women 
found the opposite gender robot to be more trustworthy and engaging. Further, men were 
more likely to donate money to the female robot whereas no preference was found for 
women. 
Hinds, Roberts, and Jones (2004) found people felt more responsibility for tasks 
involving machine-like robots than tasks involving human-like robots (suggesting more 
shared responsibility with human-like robots), but did not rely more on either robot. The 
sense of responsibility was highest for machine-like robots in a subordinate role. The 
results suggest humans may be more willing to delegate tasks, that is, share responsibility 
when the teammate is a humanoid robot (versus a machine-like robot).  
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The antecedents to trust literature review (Section 2) revealed 17 instances of 
attributes which correlate with automation physical and behavior characteristics, i.e., 
realism. The semantic and cluster analyses resulted in eight Realism “attributes” defined 
by the following terms – anthropomorphism, picture, correspondence, familiarity, 
brand/vendor, quality, realness, and type (interestingly, physical form is explicitly lacking 
in the literature review). The realism class of automation characteristics induces a sense 
of familiar human physical appearance and interactions (see Figure 2) most often 
associated with humanoid robots, and to a lesser extent, robotic pets. Humanness and 
realism are interrelated with respect to expressing human capabilities. This study does not 
address realism factors. 
3.4. Overall proposition/assumptions 
The qualitative and quantitative research proposed below is founded on the 
premise that, in regard to trust, an operator acts (and reacts) in many of the same ways to 
automated devices as s/he does with humans in human-human relationships. It is also 
assumed that reactions which are conceptually unique to automated devices exist – and 
they can add to an understanding of humans’ trust in automation. Colquitt et al.’s (2007) 
empirical analysis provides additional evidence that current models of interpersonal trust 
have room for improvement; hence the proposed study will delineate the existence of 
such precursors which may also be applied in the human-automation domain. This study, 
then is important for understanding how existing ability, benevolence, and integrity (and 
the related human-automation trust) precursors and the newly identified transparency, 
humanness, and realism affect human trust in automation. Further, these precursors may 
influence human behavior with automation such that human decision making is affected 
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by automation recommendations. In instances where the human has low confidence in 
oneself or high confidence in the automation, the human is more likely to change an 
initial assessment, i.e., rely on the automation.  
In the overarching, integrative model, the automation design factors of 
transparency, humanness, and realism affect human-automation trust directly, and their 
effects are also hypothesized to be mediated by interpersonal trust factors ability, 
benevolence, and integrity.  
The model in Figure 3 represents a subset of factors and interactions which will 
be examined in this study, specifically, whether transparency provides a direct effect on 
trust and/or is mediated by ability, and whether humanness provides a direct effect on 
trust and/or is mediated by benevolence and integrity. 
 
Figure 3. Transparency and humanness hypothesized to be mediated by ability and 
benevolence/integrity, respectively. 
 
Aid reliability varies from high to low to high across three sequential blocks of 
twenty trials each. Changes in reliability occur without explanation between the blocks 
and are representative of how environmental factors such as dust or glare might affect 
automation performance, specifically image analysis sensors. Noting humans respond 
differently to other humans than to automation in light of performance changes, 
H1 
H2 
H3 
H4 
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combinations of transparency and humanness may differentially affect the participants’ 
trust or reliance. 
Several hypotheses will be evaluated.  
Transparency provides traceability into automation functioning, algorithms, and 
decision making, yielding understanding of automation behavior which improves trust in 
automation.  
Hypothesis 1: Transparency attributes of technology (understandability) provide 
a direct positive effect on operator trust in automation and operator reliance on 
automation (i.e., changing one’s assessment to the aid’s recommendation). 
Calibration refers to the correspondence between a person’s trust in the 
automation and the automation’s true capabilities (Lee & See, 2004, p. 55). Transparency 
provides a better understanding of automation capabilities, enabling a person to better 
place appropriate trust, and thereby trust calibration. Perceived ability of automation will 
improve with a better understanding of automation capabilities (via transparency).  
Hypothesis 2: Perceived ability of automation (via Mayer et al., 1999 ABI survey 
modified for automation) mediates the relationship between transparency and 
trust in automation. 
Humanness provides an emotional connection between the user and automation 
(humans are expected to apply interpersonal trust criteria to automation). 
Hypothesis 3: Humanness attributes of technology (human-voice, etiquette, 
similarity) provide a direct positive effect on operator trust in automation and 
operator reliance on automation. 
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Humanness creates a more personal interaction with automation and thus 
improves perceived benevolence and integrity. 
Hypothesis 4: Perceived benevolence and integrity of automation (via Mayer et 
al., 1999 ABI survey modified for automation) mediates the relationship between 
humanness and trust in automation. 
Trust in automation which has been fractured due to inconsistent automation 
performance is expected to reduce less rapidly and recover more quickly (similar to 
interpersonal trust) once automation performance recovers. The tempered trust behavior 
is facilitated by improved understanding of the automation through transparency and the 
interpersonal characteristics of humanness. 
Hypothesis 5: Transparency and humanness increase automation’s perceived 
interpersonal characteristics, creating a more human-like partnership where trust 
in automation will decline less rapidly, and recover more quickly, following a 
decline (and recovery) in automation performance. 
Transparency and humanness characteristics when present simultaneously are 
expected to improve operator trust and reliance on automation, although not in an 
additive fashion, as one characteristic will have a differential effect in the presence of the 
other (a phenomenon similar to how factors affect interpersonal trust). 
Hypothesis 6: Transparency and humanness characteristics will interact to 
provide trust and reliance on automation which is not equal to the sum of the 
characteristics independently.
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4. RESEARCH METHOD 
The research method employed in this study involves a human working with an 
automated aid (recommender) to optimize team performance, specifically, make 
actionable decisions about entities in the environment. The task is designed to be difficult 
enough that the human operator lacks confidence in at least some decisions and must 
consider the aid’s recommendations. This paradigm has been used in other human trust in 
automation studies (Dzindolet et al., 2002; Guznov, Nelson, Lyons, & Dycus, 2015; 
Lyons & Stokes, 2012). 
4.1. Participants 
Forty-eight participants were recruited for this study. Eight of those participants’ 
data were corrupted due to equipment failures and the data were discarded. The sample 
size was estimated at 80 participants for a between-subjects design with two factors 
(transparency and humanness) using G*Power statistical program. Based on previous 
research that explored the effects of automation reliability, a small effect size was used (f 
= .25). Alpha was set at .05 and power to .80. Participants were recruited for this study 
from local universities through email and bulletin board postings (Appendix C). The 
participants were selected primarily from an undergraduate student population because of 
similarities to UGV sensor operators in terms of age, gender, education, and computer 
experience. Participants were between the ages of 18 and 55, with normal color vision, 
normal or corrected to normal vision (20/20), and normal hearing. The gender 
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distribution was 24 males and 16 females. 
4.2. Independent Variables 
4.2.1. Transparency 
The decision aid performed (simulated) image analysis on each suspect and 
provided a recommendation of insurgent or non-insurgent. High transparency showed 
analytic results of the image processing for the three insurgent characteristics (weapon, 
headgear, clothing) contributing to the decision aid’s overall assessment and were 
acknowledged with present (green check mark) or absent (red x) indicators. All three 
characteristics had to be present for the decision aid to recommend an insurgent (thereby 
reducing the number of false civilian arrests). Low transparency included information 
about the analysis process described above and was provided in the task instructions (for 
both high and low transparency), but there was no accompanying display. 
High transparency was intentionally simplistic, providing only state information 
of three characteristics required to support operator understanding in identifying an 
insurgent. The instructions included the fact that all three characteristics had to be 
recognized to make an insurgent assessment. Transparency results informed the aid’s 
insurgent/non-insurgent recommendation and were directly related to aid performance.  
4.2.2. Humanness 
The decision aid delivered audio messages to the participant throughout the task. 
Humanness messages were intended to contribute to the aid’s benevolence and integrity 
characteristics. High humanness used a male human voice with positive emotional and 
social content, and spoke in first-person. Low humanness used a synthesized male voice 
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(machine sounding) with limited human emotional and social content, and spoke in third-
person. Messages for both humanness conditions are provided in Appendix D. 
Each reliability block began with a unique message indicating the task was 
starting and 16 messages, four each of four different types (warning, effort, concern, and 
teaming), were presented in every block. Message content was the same between 
humanness conditions. The messages included alerts and affirmations that the aid was 
helping identify insurgents, being a helpful teammate, and showing concern. Humanness 
messages occurred at fixed geolocations in the simulation. Geolocations were chosen to 
limit interference with the suspect assessment task and messages were randomly assigned 
to each location until all messages had been allocated. Humanness information 
complemented the aid’s insurgent/non-insurgent recommendations but provided no 
information to directly improve performance. 
4.2.3. Reliability Block 
The reliability block condition was provided a noticeable difference in automation 
assessment performance (see section 1.3) to assess differential effects in trust recovery 
(or not) for the four transparency x humanness conditions. The transparency display 
(analytic understanding) and human voice (more human-like) were hypothesized to 
produce a quicker recovery in trust (i.e. more resilience) given the baseline competence 
established in the high reliability block 1. Trust repair is studied in the relatively brief 
context of a 60-minute interaction with technology. Aid reliability is 90% in block 1, 
drops to 65% in block 2, and returns to the original 90% in Block 3. Task instructions 
indicate the UGV’s on-board image analysis system performance is imperfect and 
susceptible to environmental variables such as weather, viewing angle, visual (scene) 
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interference, and many others. The aid was designed with a classification sensitivity 
whereby an insurgent decision was made only when all three insurgent characteristics 
were identified. This design decision minimizes false alarms at the expense of increasing 
misses in order to avoid misrepresenting civilians as insurgents (thus creating civil 
unrest). 
No explanation is provided for the change in reliability between blocks. Further, 
participants received no explicit feedback regarding their performance, although they 
could attempt to visually verify the suspect type (insurgent versus non-insurgent) as the 
UGV drove by. The verification task was not simple, however, because the scene 
included many distractor actors and the participants had to search for trash cans (i.e. 
IEDs) while the UGV was moving. 
4.3. Experimental Design and Measures 
The study employed a 2 (transparency) × 2 (humanness) between-subjects design, 
yielding four conditions with ten participants in each condition. Each of the transparency 
× humanness conditions were performed over three automation aid reliability blocks 
(repeated measure). Each reliability block contained 20 insurgent assessment tasks. The 
suspected insurgent assessment tasks and inherent aid reliability in each block were 
identical for all participants. 
4.3.1. Task 
The Mixed Initiative eXperimental (MIX) testbed simulates an unmanned system 
task environment and was developed for the US Army Research Laboratory to study 
various issues related to automation, human-robot interaction, and operator workload 
(Barber, Davis, Nicholson, Chen, & Finkelstein, 2008). In this study, the testbed was 
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used to simulate a UGV control task which had been used previously in a trust in 
automation context (Guznov et al., 2015), but without the humanness and transparency 
manipulations added for this study. The UGV operated in a rich urban middle-eastern 
environment to improve the fidelity of the simulation. Participants carried out an 
insurgent assessment task as the UGV traversed a pre-planned route. The participant 
interacted with the interface consisting of the video feed window that showed the UGV 
camera view (Figure 4, inset A), the vehicle path map (Figure 4, inset B), and the 
automated aid view (Figure 4, inset C). The scenario was presented as a training session 
to assess feasibility of the participant for a future UGV operator job. The study session 
lasted approximately one and one-half hours (15 minutes consent/instructions, 15 minutes 
training, 20 minutes per each of three reliability blocks). 
 
Figure 4. MIX Testbed screenshot with transparency display. 
 
The UGV moved autonomously along a pre-determined path with potential 
insurgent locations represented on the vehicle path map. The participant monitored the 
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video feed searching for insurgents. The UGV stopped 20 meters from potential 
insurgents to permit visual inspection by the participant and the aid’s image analysis 
capability. The stopping distance was based on the insurgent’s location in the intelligence 
map. The participant had up to five seconds to select ‘Insurgent’ or ‘Non-Insurgent’ (see 
Figure 5) followed by a seven-point Likert-scale assessment of his/her confidence in the 
choice.  
 
Figure 5. Operator selects insurgent or non-insurgent during initial decision. 
 
 
Following the selection, the automated aid provided a recommendation (Insurgent or 
Non-Insurgent). For the transparency condition, the transparency display provided the 
aid’s assessment of the suspect’s insurgent characteristics (see Figure 6).  
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Figure 6. Transparency display showing insurgent attributes headgear, weapon, 
uniform, and aid’s overall assessment. 
 
The selection was followed by a seven-point Likert survey assessing the participant’s 
overall confidence level, where the participant had an opportunity to revise his/her initial 
decision by selecting ‘Accept’ or ‘Reject’ to the aid’s recommendation and entering 
his/her confidence in the final assessment (see Figure 7). 
 
Figure 7. Operator accepts or rejects the aid's recommendation and then enters a 
confidence in the final decision. 
 
The UGV then proceeded to the next suspect. In the background, MIX captured 
the initial suspect assessment decision (initial accuracy), time to make that decision, aid 
assessments which agreed with the participant’s (agreement), aid assessments which the 
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participant accepted (acceptance) and the time to make that decision, assessments revised 
to the aid’s (reliance), and team accuracy. 
The aid’s assessment was high in reliability blocks 1 and 3 and low in reliability 
block 2. No explanation was given for changes in aid performance, although instructions 
mentioned the aid was fallible since the aid’s image analysis capability could be 
negatively affected by environmental conditions such as viewing angle, glint, visual 
interference, dust, and more. 
4.3.2. Equipment 
The MIX testbed software ran on a Dell Inspiron laptop computer. The UGV 
operator interface was presented on an external monitor (ASUS 27F). Participants 
interacted with the interface through a computer mouse. Experimental sessions were held 
in the Human Centered Science Laboratory in Fawcett Hall, Wright State University, 
3640 Colonel Glenn Hwy, Fairborn, OH 45435 and at SRA International, 5000 
Springfield St (Suite 200), Dayton, OH 45431. 
4.3.3. Procedure 
Upon arrival, each participant was asked to read and sign the informed consent 
form (see Appendix E)
2
. After reading the instructions, the participants filled out a pre-
study survey (Appendix F). Next, the participants were trained on how to perform the 
experimental task in the MIX testbed. In particular, they were trained on how to search 
for insurgents and how to use the automated aid that assists in insurgent identification. At 
the end of this training phase, the participants performed a short scenario to become 
                                                 
2
 The study protocol was approved by the Wright State University Institutional Review Board (IRB) as an 
expedited study with the USAF AFRL IRB providing approval as an extramural study. 
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comfortable with the task. Next, the participants performed the experimental task 
consisting of three reliability blocks: high-reliability automation followed by low-
reliability automation and finishing with high-reliability automation. In all three 
reliability blocks, the participants were asked to assess suspected insurgents individually 
and with the help of the automated aid. The task was stopped at the end of each reliability 
block to administer seven measures (see section 4.3.4). Upon the completion of the study, 
the participants completed an open-ended survey on his/her perceptions of the study 
(Appendix O), were debriefed and dismissed. 
4.3.4. Measures 
The pre-study measure captured participant demographic information (Appendix 
F). The experimental task required the participant to make an initial binary classification 
whether a suspect was an insurgent or non-insurgent. The percentage of correct initial 
assessments was defined as the individual accuracy dependent measure and calculated 
for each block. The participant made a second decision by considering, and accepting or 
rejecting, the aid’s assessment. Accepting the aid’s response superseded the participant’s 
response, whereas rejecting retained the individual’s response. This subsequent response 
was the accuracy with the aid and was further defined as team accuracy, representing the 
final response for each suspect assessment. 
The two primary dependent measures were 1) trust in the aid, and 2) reliance
3
 on 
the aid. Trust was assessed as a state measure via 3-item (Merritt, Heimbaugh, 
LaChapell, & Lee, 2013) and 10-item (Lyons & Guznov, 2017) subjective surveys 
                                                 
3
 This definition of reliance is conservative, in that, participants likely relied as strongly on the aid in some 
situations where the participant agree with the aid (perhaps guessing at the initial response). 
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(Appendix G and H, respectively) at the completion of each of three reliability blocks 
(with each block comprising 20 trials). The 10-item trust scale modifies the 4-item 
interpersonal trust scale from Mayer et al. (1995). Reliance was determined from the 
proportion of trials within a reliability block where the participant chose the aid’s 
recommendation over his/her initial (and different) decision. Six subjective measures 
were determined at the completion of each reliability block. Perceived ability (Appendix 
I), perceived benevolence (Appendix J), and perceived integrity (Appendix K) were 
predicted to mediate aid transparency/humanness and trust, while perceived transparency 
(Appendix L) and perceived humanness (Appendix M) provided assessments of those aid 
characteristics. Perceived reliability (Appendix N) provided a manipulation check that 
participants recognized changes in aid reliability between blocks. 
Additional performance measures provided an opportunity to explore how 
transparency and humanness related to human-aid team performance. Agreement was 
defined as a suspected insurgent assessment (the basic experimental task) in which the 
participant and aid responses agreed (i.e., the aid confirmed the participant’s response). 
Acceptance was defined as a suspect assessment in which the participant accepted the 
aid’s response (note the participant and aid responses may not agree). Conceptually, for 
each trial, agreement means the aid and participant made the same assessment, 
acceptance means the participant selected the aid’s assessment (irrespective of the 
participant’s initial response), and reliance means the participant changed his/her 
response to that of the aid. Initial and secondary decision reaction time (RT) provided an 
indication of task/decision difficulty while confidence assessments helped understand 
whether decision uncertainty resulted in high reaction time. 
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4.3.5. Expectations 
Expectations regarding transparency and humanness. Transparency and 
humanness manipulations create more ‘human-like’ automation, positively affecting 
interpersonal trust characteristics (A, B, I), and therefore, increasing operator trust. Both 
the participant’s trust and reliance on the aid are expected to be significantly higher for 1) 
high transparency versus low transparency, and 2) high humanness versus low 
humanness. Trust and reliance are expected to be significantly higher when transparency 
and humanness are both high than when either characteristic is present independently. 
Further, trust founded in the ‘human-like’ automation is expected to be more similar to 
interpersonal trust and less susceptible to human biases, such as the Perfect Automation 
Schema, as reliability degrades then recovers. The decline in trust and reliance is 
expected to be significantly less with lower aid reliability in the high transparency, high 
humanness, and high transparency plus high humanness conditions than for low 
transparency and low humanness conditions, and return significantly closer to the pre-
decline levels when reliability is restored. 
In general, an operator’s initial decision reaction time (RT) is expected to 
correlate negatively with confidence. That is, a lower (shorter) RT indicates an insurgent 
decision is made quickly and presumably with higher confidence. Conversely, a higher 
RT indicates an insurgent decision takes longer, but whether the decision is associated 
with low or high confidence is inconclusive. RT is also expected to be higher for the 
transparency condition since additional operator processing time is required (a low RT to 
the aid’s decision indicates the transparency display was consistent with the participant‘s 
expectations). Operator confidence, however, may improve following the aid 
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recommendation, as the participant’s decision is substantiated (particularly when trust is 
high). 
Perceived transparency and perceived humanness assesses participant perceptions 
about how well the automation exposes recommendation criteria and ‘takes on’ human 
characteristics, respectively. 
Expectations regarding reliability blocks. Reliance represents the proportion of 
times the participant accepts the aid’s decision over his/her own decision. High reliance 
in the high reliability condition should result in high human-aid team performance, as 
measured by team accuracy
4
. Further, transparency and humanness are intended to 
provide a better mechanism for the participant to recognize automation fallibility and 
compensate by overriding the aid (i.e., appropriate reliance). Thus, trust and reliance are 
expected to be highly correlated in the high reliability condition and only moderately 
correlated in the low reliability condition (i.e. reliance declines and diverges from trust). 
Expectations regarding ability, benevolence, and integrity as mediators. A partial 
mediation model is expected (see figure 8) where transparency and humanness have a 
direct effect on trust, and the proposed interpersonal trust components (ABI) which 
provide a foundation for perceived ability and perceived benevolence/integrity measures, 
provide an explanatory relationship (indirect effect) between transparency/humanness 
(predictors) and operator trust (outcome). Figure 8 shows the correlations (e.g. path 
analyses) required to conduct the mediation analyses for transparency and trust with 
                                                 
4
 100% acceptance of aid recommendations would yield only 90% correct detections in the high reliability 
condition. Higher decision accuracy can be achieved through ‘appropriate reliance’ where the participant 
agrees with the aid on those 65% or 90% correct recommendations, in accordance with the fixed effect, and 
disagrees with the aid when an aid’s recommendation is incorrect. 
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perceived ability as a mediator. A similar analysis is expected to show perceived 
benevolence and integrity (unit-weighted average) is a mediator of humanness and trust 
in automation.  
  
Figure 8. Ability mediation path analyses. 
 
4.4. Summary of Measures 
Measures used in this study are summarized in Table 1 and provided in the 
appendices. The measures are described by their corresponding appendix entry, type 
(objective/subjective), number of inclusive items, and application. 
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App Measure Items Type Scale Application 
Transparency 2 obj 0, 1 IV. Predictor - low (no display); high (insurgent characteristics status) 
Humanness 2 obj 0,1 IV. Predictor - low (machine voice, low affect); high (human voice, high affect) 
Reliability Block 3 obj 90%,65% IV. Predictor - Block 1 (90%); Block 2 (65%); Block 3 (90%) 
F Demographics 11 obj various Defines user population characteristics for decomposing DV trends 
G 3-item Trust in Aid 3 subj likert DV. OP trust in the Aid for ANOVA and mediation analysis 
H 10-item Trust in Aid 10 subj likert DV. OP trust in the Aid for ANOVA and mediation analysis 
I Perceived Ability of Aid 6 subj likert DV. Input to the mediation model 
J Perceived Benevolence of Aid 5 subj likert DV. Input to the mediation model 
K Perceived Integrity of Aid 6 subj likert DV. Input to the mediation model 
Perceived Benevolence / Integrity calc subj likert DV. Unit-weighted average of perceived benevolence and perceived integrity 
L Perceived Transparency of Aid 3 subj likert Manipulation check for Transparency 
M Perceived Humanness of Aid 4 subj likert Manipulation check for Humanness 
N Perceived Reliability 1 subj 0-100% DV. Manipulation check that OP perceives aid reliability 
OP Decision unaided - obj N/A Basis for whether operator later changes decision based on aid recommendation 
Individual Accuracy calc obj 0-1.0 DV. Proportion of correct responses in a reliability block 
OP Confidence unaided calc subj likert DV. Correlate with accuracy and initial reaction time 
Decision Time unaided calc obj 0-5 sec DV. OP reaction time (unaided) 
OP Decision aided - obj N/A Determine whether OP changed decision based on aid recommendation 
OP Confidence aided calc subj likert DV. Correlate with accuracy and revised reaction time 
Decision Time aided calc obj 0+ sec DV. Reaction time to Aid decision 
Agreement calc obj 0-1.0 DV. Proportion of time OP initial assessment which agree with the aid assessment 
Acceptance calc obj 0-1.0 DV. Proportion of time OP accepts the aid's assessment 
Team Accuracy calc obj 0-1.0 DV. Accuracy of OP and aid together 
Reliance calc obj 0-1.0 DV. OP chooses aid response when different from OP response 
P Open-ended Post-study 2 subj text Post-hoc review to capture OP perceptions of the study. ID outliers 
Note: all likert scales are 1 (Strongly Disagree) to 5 (Strongly Agree), except confidence which is 1-7 
Table 1. Summary of study measures 
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5. RESULTS 
The primary experimental hypotheses focus on whether 1) humanness and 
transparency affect trust and reliance, 2) human characteristics of trust (ability, 
benevolence, and integrity) act as mediators in the relationship between 
humanness/transparency and trust, and 3) humanness and transparency differentially 
affect trust and reliance across changes in aid reliability (block). Subjective dependent 
measures were collected following each reliability block for 3-item trust, 10-item trust, 
perceived ability, perceived benevolence, perceived integrity, perceived transparency, 
perceived humanness, and perceived reliability. Objective dependent measures were 
collected for each suspect assessment and summarized by reliability block for individual 
accuracy, agreement (participant and aid), acceptance (participant of aid), reliance 
(participant changes response to the aid’s response), and team accuracy.  
5.1. Data Preparation 
Data analyses were conducted using IBM SPSS Statistics Version 24. Two trust 
measures were captured, a 3-item and a 10-item. Table 2 shows the Pearson correlation 
coefficient, r, between the two subjective trust measures in block 1 is 0.706 (p<=.001). 
The 3-item and 10-item trust yielded a Cronbach’s Alpha of 0.757 and 0.793, 
respectively. The 10-item trust measure provides higher internal consistency and thus is 
used in all subsequent analyses. The 10-item trust measure is hereafter simply referred to 
as trust.
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Table 2. Pearson correlation for 3- and 10-item trust in block 1. 
3-item 
Trust
10-item 
Trust
3-item Pearson Correlation 1 .706
**
State Trust Sig. (2-tailed) 0.000
N 40 40
10-item Pearson Correlation .706
** 1
State Trust Sig. (2-tailed) 0.000
N 40 40
**. Correlation is significant at the 0.01 level (2-tailed).
 
Assumptions about data type and distribution must be met before performing 
correlation or ANOVA analyses. Subjective measures in this study were based on a five-
point Likert scale with an assumption that scale units were equally spaced, and thus the 
data are ordinal. Each subjective measure (except perceived reliability) was an average of 
between three and ten items (depending upon the measure), and thus, tended to normalize 
the underlying distributions. Dependent variables from the experimental hypotheses were 
evaluated: trust, perceived ability, perceived benevolence/integrity, perceived 
transparency, and perceived humanness. Appendix O includes histograms and normality 
(Q-Q) plots for these dependent variables as well as scatter plots for select correlations. 
Data distributions were marginally normal and linear with no obvious outliers. Non-
parametric tests were also performed in subsequent tests to ensure statistical tests were 
appropriate given the data distributions. 
Means and standard deviations of ordinal data are commonly computed in the 
social sciences and lead to ANOVA and Pearson correlation analyses. These analyses 
were supplemented with non-parametric equivalents using the Kruskal-Wallis test and 
Spearman correlation. Ordinal Logistic Regression was used to determine the interaction 
effect in Hypothesis #6. 
  
42 
 
The analyses for Hypotheses 1-4 (section 3.4) were based on data from reliability 
block 1 where decision aid reliability was highest and participants were not yet 
potentially biased by poor aid performance in block 2. Hypotheses 1-4 consider 
transparency as a direct effect on trust (Hypothesis 1), whether perceived ability mediates 
the relationship between transparency and trust (Hypothesis 2), humanness as a direct 
effect on trust (Hypothesis 3), and whether perceived benevolence and integrity mediates 
the relationship between humanness and trust (Hypothesis 4). All subsequent analyses 
refer to block 1 unless specified otherwise. Tables 3-5 provide select subjective and 
objective dependent variable means and standard deviations for all transparency by 
humanness conditions in blocks one, two, and three, respectively. Table 6 provides means 
and standard deviations for transparency by humanness factor combinations across all 
blocks. 
The mediation analyses also provide insight to the explanatory links between 
predictors of perceived transparency and perceived humanness and trust outcomes. In this 
study, the predictors were measured at the end of each block and at the same time as the 
mediators and trust outcomes. Mediation analysis was originally considered a technique 
suitable only for significant main effects (Baron & Kenny, 1986). More recently, 
researchers have begun applying mediation analyses to non-significant effects to identify 
trends and relationships (Bobko, Roth, & Hooper, 2016; Shrout & Bulger, 2002). This 
approach also supports conducting mediation analyses on one mediator at a time, e.g. 
perceived ability, rather than simultaneously with perceived benevolence/integrity, thus 
permitting relative comparisons between mediators when describing the proportion of the 
total effect accounted for by mediation.  
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Table 3. Means and standard deviations for transparency by humanness for block 1. 
Block
Transp
arency
Huma
nness
Mean (M) 
Std Dev 
(SD)
State 
Trust
Perceived 
Ability
Perceived 
Benevolence
Perceived 
Integrity
Perceived 
Benev+Integ
Perceived 
Transparency
Perceived 
Humanness
Perceived 
Reliability
Ind 
Accuracy
Agree 
with Aid
Accept 
Aid
Reliance 
on Aid
Team 
Accuracy
1 Lo Lo M (n=10) 2.86 3.55 2.98 3.33 3.16 3.83 2.63 85.00 0.790 0.720 0.835 0.125 0.905
SD 0.56 0.59 0.81 0.56 0.64 0.93 0.95 6.67 0.097 0.082 0.058 0.092 0.072
Hi M (n=10) 3.32 4.05 3.06 3.22 3.14 3.97 3.17 89.50 0.755 0.685 0.845 0.160 0.875
SD 0.65 0.80 1.27 0.65 0.88 1.04 1.06 6.85 0.101 0.088 0.083 0.077 0.092
Total M (n=20) 3.09 3.80 3.02 3.28 3.15 3.90 2.90 87.25 0.773 0.703 0.840 0.143 0.890
SD 0.64 0.73 1.04 0.59 0.75 0.96 1.02 6.97 0.098 0.085 0.070 0.085 0.082
Hi Lo M (n=10) 2.96 3.73 2.70 2.98 2.84 4.10 2.70 84.50 0.790 0.740 0.865 0.115 0.865
SD 0.46 0.34 0.87 0.75 0.76 0.35 0.94 8.32 0.088 0.061 0.053 0.088 0.071
Hi M (n=10) 3.01 3.82 3.40 3.37 3.38 4.23 3.63 87.00 0.795 0.715 0.865 0.160 0.915
SD 0.37 0.33 0.73 0.50 0.55 0.52 0.62 7.89 0.083 0.094 0.094 0.052 0.058
Total M (n=20) 2.99 3.78 3.05 3.18 3.11 4.17 3.17 85.75 0.793 0.728 0.865 0.138 0.890
SD 0.41 0.33 0.86 0.65 0.70 0.44 0.91 7.99 0.083 0.079 0.075 0.074 0.068
Total Lo M (n=20) 2.91 3.64 2.84 3.16 3.00 3.97 2.67 84.75 0.790 0.730 0.850 0.120 0.885
SD 0.50 0.48 0.83 0.67 0.70 0.70 0.92 7.34 0.090 0.071 0.056 0.088 0.073
Hi M (n=20) 3.17 3.93 3.23 3.29 3.26 4.10 3.40 88.25 0.775 0.700 0.855 0.160 0.895
SD 0.54 0.61 1.02 0.57 0.72 0.81 0.88 7.30 0.092 0.090 0.087 0.064 0.078
Total M (n=40) 3.04 3.79 3.04 3.23 3.13 4.03 3.03 86.50 0.783 0.715 0.853 0.140 0.890
SD 0.53 0.56 0.94 0.62 0.72 0.75 0.96 7.44 0.090 0.082 0.072 0.079 0.074  
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Table 4. Means and standard deviations for transparency by humanness for block 2. 
Block
Transp
arency
Huma
nness
Mean (M) 
Std Dev 
(SD)
State 
Trust
Perceived 
Ability
Perceived 
Benevolence
Perceived 
Integrity
Perceived 
Benev+Integ
Perceived 
Transparency
Perceived 
Humanness
Perceived 
Accuracy
Ind 
Accuracy
Agree 
with Aid
Accept 
Aid
Reliance 
on Aid
Team 
Accuracy
2 Lo Lo M (n=10) 2.80 3.33 2.86 3.17 3.01 3.60 2.67 79.50 0.845 0.605 0.715 0.090 0.855
SD 0.49 0.67 0.71 0.56 0.60 0.93 0.54 6.43 0.069 0.096 0.125 0.032 0.072
Hi M (n=10) 2.97 3.45 2.92 3.10 3.01 3.93 3.40 77.00 0.875 0.655 0.760 0.110 0.825
SD 0.58 0.79 1.24 0.87 1.00 0.78 1.17 7.53 0.075 0.104 0.081 0.115 0.106
Total M (n=20) 2.89 3.39 2.89 3.13 3.01 3.77 3.03 78.25 0.860 0.630 0.738 0.100 0.840
SD 0.53 0.72 0.99 0.71 0.80 0.85 0.97 6.93 0.072 0.101 0.105 0.083 0.090
Hi Lo M (n=10) 2.53 2.90 2.28 2.52 2.40 3.73 2.43 71.50 0.895 0.675 0.755 0.085 0.860
SD 0.44 0.70 0.72 0.54 0.58 0.90 0.92 9.44 0.050 0.063 0.101 0.058 0.057
Hi M (n=10) 2.74 3.17 2.96 3.15 3.06 3.93 3.37 75.00 0.890 0.660 0.770 0.120 0.830
SD 0.44 0.49 0.73 0.47 0.57 0.78 0.73 7.45 0.084 0.091 0.109 0.101 0.111
Total M (n=20) 2.64 3.03 2.62 2.83 2.73 3.83 2.90 73.25 0.893 0.668 0.763 0.103 0.845
SD 0.44 0.61 0.79 0.59 0.65 0.83 0.94 8.47 0.067 0.077 0.102 0.082 0.087
Total Lo M (n=20) 2.67 3.12 2.57 2.84 2.71 3.67 2.55 75.50 0.870 0.640 0.735 0.088 0.858
SD 0.48 0.71 0.75 0.63 0.66 0.89 0.74 8.87 0.064 0.087 0.113 0.046 0.063
Hi M (n=20) 2.86 3.31 2.94 3.13 3.03 3.93 3.38 76.00 0.883 0.658 0.765 0.115 0.828
SD 0.51 0.66 0.99 0.68 0.79 0.76 0.95 7.36 0.078 0.095 0.093 0.105 0.106
Total M (n=40) 2.76 3.21 2.76 2.98 2.87 3.80 2.97 75.75 0.876 0.649 0.750 0.101 0.843
SD 0.50 0.68 0.89 0.67 0.74 0.83 0.94 8.05 0.071 0.090 0.103 0.081 0.087  
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Table 5. Means and standard deviations for transparency by humanness for block 3. 
Block
Transp
arency
Huma
nness
Mean (M) 
Std Dev 
(SD)
State 
Trust
Perceived 
Ability
Perceived 
Benevolence
Perceived 
Integrity
Perceived 
Benev+Integ
Perceived 
Transparency
Perceived 
Humanness
Perceived 
Accuracy
Ind 
Accuracy
Agree 
with Aid
Accept 
Aid
Reliance 
on Aid
Team 
Accuracy
3 Lo Lo M (n=10) 2.89 3.55 3.10 3.40 3.25 3.80 2.87 84.00 0.875 0.785 0.875 0.090 0.905
SD 0.62 0.80 0.66 0.54 0.57 1.09 0.74 9.94 0.072 0.067 0.054 0.066 0.060
Hi M (n=10) 3.23 3.87 3.02 3.18 3.10 3.87 3.43 86.50 0.840 0.760 0.875 0.115 0.895
SD 0.45 0.75 1.30 0.71 0.98 0.77 1.41 5.30 0.084 0.070 0.054 0.058 0.060
Total M (n=20) 3.06 3.71 3.06 3.29 3.18 3.83 3.15 85.25 0.858 0.773 0.875 0.103 0.900
SD 0.56 0.77 1.01 0.62 0.79 0.92 1.13 7.86 0.078 0.068 0.053 0.062 0.058
Hi Lo M (n=10) 3.03 3.70 2.64 2.97 2.80 4.23 2.57 85.00 0.875 0.825 0.915 0.100 0.925
SD 0.30 0.31 1.01 0.66 0.78 0.42 0.86 9.72 0.079 0.026 0.058 0.067 0.049
Hi M (n=10) 2.93 3.42 3.04 3.35 3.20 3.93 3.40 78.00 0.855 0.805 0.850 0.070 0.875
SD 0.46 0.48 0.74 0.68 0.67 0.80 0.86 11.60 0.104 0.086 0.111 0.063 0.082
Total M (n=20) 2.98 3.56 2.84 3.16 3.00 4.08 2.98 81.50 0.865 0.815 0.883 0.085 0.900
SD 0.38 0.42 0.89 0.68 0.73 0.64 0.94 11.01 0.090 0.063 0.092 0.065 0.071
Total Lo M (n=20) 2.96 3.63 2.87 3.18 3.03 4.02 2.72 84.50 0.875 0.805 0.895 0.095 0.915
SD 0.48 0.59 0.87 0.63 0.70 0.83 0.80 9.58 0.073 0.054 0.058 0.065 0.054
Hi M (n=20) 3.08 3.64 3.03 3.27 3.15 3.90 3.42 82.25 0.848 0.783 0.863 0.093 0.885
SD 0.47 0.65 1.03 0.68 0.82 0.77 1.13 9.80 0.092 0.080 0.086 0.063 0.071
Total M (n=40) 3.02 3.63 2.95 3.23 3.09 3.96 3.07 83.38 0.861 0.794 0.879 0.094 0.900
SD 0.47 0.62 0.94 0.65 0.76 0.79 1.03 9.63 0.084 0.068 0.074 0.063 0.064  
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Table 6. Means and standard deviations for transparency by humanness for all three blocks. 
Block
Transp
arency
Huma
nness
Mean (M) 
Std Dev 
(SD)
State 
Trust
Perceived 
Ability
Perceived 
Benevolence
Perceived 
Integrity
Perceived 
Benev+Integ
Perceived 
Transparency
Perceived 
Humanness
Perceived 
Accuracy
Ind 
Accuracy
Agree 
with Aid
Accept 
Aid
Reliance 
on Aid
Team 
Accuracy
Total Lo Lo M (n=30) 2.85 3.48 2.98 3.30 3.14 3.74 2.72 82.83 0.837 0.703 0.808 0.102 0.888
SD 0.55 0.68 0.71 0.54 0.59 0.96 0.74 7.95 0.085 0.110 0.108 0.068 0.070
Hi M (n=30) 3.17 3.79 3.00 3.17 3.08 3.92 3.33 84.33 0.823 0.700 0.827 0.128 0.865
SD 0.57 0.80 1.23 0.72 0.92 0.84 1.18 8.38 0.099 0.096 0.087 0.087 0.090
Total M (n=60) 3.01 3.63 2.99 3.23 3.11 3.83 3.03 83.58 0.830 0.702 0.818 0.115 0.877
SD 0.58 0.75 1.00 0.64 0.77 0.90 1.03 8.14 0.092 0.102 0.097 0.078 0.081
Hi Lo M (n=30) 2.84 3.44 2.54 2.82 2.68 4.02 2.57 80.33 0.853 0.747 0.845 0.100 0.883
SD 0.45 0.61 0.87 0.67 0.72 0.62 0.88 10.90 0.085 0.081 0.099 0.071 0.065
Hi M (n=30) 2.89 3.47 3.13 3.29 3.21 4.03 3.47 80.00 0.847 0.727 0.828 0.117 0.873
SD 0.42 0.50 0.73 0.55 0.59 0.70 0.73 10.26 0.096 0.106 0.110 0.081 0.091
Total M (n=60) 2.87 3.46 2.84 3.06 2.95 4.03 3.02 80.17 0.850 0.737 0.837 0.108 0.878
SD 0.44 0.56 0.85 0.65 0.70 0.66 0.92 10.49 0.090 0.094 0.104 0.076 0.078
Total Lo M (n=60) 2.85 3.46 2.76 3.06 2.91 3.88 2.64 81.58 0.845 0.725 0.827 0.101 0.886
SD 0.50 0.64 0.82 0.65 0.69 0.81 0.81 9.54 0.085 0.098 0.104 0.069 0.067
Hi M (n=60) 3.03 3.63 3.07 3.23 3.15 3.98 3.40 82.17 0.835 0.713 0.828 0.123 0.869
SD 0.52 0.68 1.01 0.64 0.77 0.77 0.98 9.54 0.098 0.102 0.098 0.084 0.090
Total M (n=120) 2.94 3.54 2.91 3.14 3.03 3.93 3.02 81.88 0.840 0.719 0.827 0.112 0.878
SD 0.51 0.66 0.92 0.65 0.74 0.79 0.97 9.51 0.091 0.100 0.101 0.077 0.079
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Correlation analysis was conducted between subjective and objective dependent 
measures, respectively. Tables 7-9 provide Pearson and Spearman correlation coefficients 
for block 1. Tables 10-12 and 13-15 repeat these measures for block 2 and 3, 
respectively. Significance tests of correlations were performed at the .05 significance 
level. While assumptions about data type and distribution appeared to have been met for 
performing correlation analysis, Spearman correlations for non-parametric data were also 
computed and provided statistical evidence comparable to Pearson. 
Table 7 (row 1) provides the Pearson correlation coefficient, r, for correlations 
between trust and other subjective variables. The correlation coefficient provides a 
measure of the strength of a linear relationship between two variables. Several 
correlations used in the mediation analyses include trust and perceived ability r = 0.775 
(p<=.001), trust and perceived benevolence r = 0.421 (p=.007), trust and perceived 
integrity r = 0.461 (p=.003), trust and transparency r = -0.035 (p=.831) (Table 8), trust 
and humanness r = 0.241 (p=.133) (Table 8), trust and perceived transparency r = 0.464 
(p=.003), and trust and perceived humanness r = 0.364 (p=.021). Table 9 provides 
Pearson correlations for trust and the objective measures (i.e. individual accuracy, 
agreement, acceptance, reliance, and team accuracy). Cronbach alpha scale reliabilities 
were: perceived ability (.839), perceived benevolence (.878), perceived integrity (.673), 
perceived transparency (.777), and perceived humanness (.708). 
 
48 
 
Table 7. Pearson correlations for subjective dependent measures in block 1. 
Trust
Perceived
Ability
Perceived
Benevolence
Perceived
Integrity
Perceived
Benevolence
Integrity
Perceived
Transparency
Perceived
Humanness
Perceived
Accuracy
Pearson 
Correlation
1 .775
**
.421
**
.461
**
.476
**
.464
**
.364
*
.335
*
Sig.
(2-tailed)
0.000 0.007 0.003 0.002 0.003 0.021 0.034
N 40 40 40 40 40 40 40 40
Pearson 
Correlation
1 .566
**
.558
**
.613
**
.572
**
.349
*
.488
**
Sig.
(2-tailed)
0.000 0.000 0.000 0.000 0.027 0.001
N 40 40 40 40 40 40 40
Pearson 
Correlation
1 .674
**
.948
** 0.274 .356
*
.366
*
Sig.
(2-tailed)
0.000 0.000 0.087 0.024 0.020
N 40 40 40 40 40 40
Pearson 
Correlation
1 .874
**
.381
* 0.240 0.293
Sig.
(2-tailed)
0.000 0.015 0.136 0.067
N 40 40 40 40 40
Pearson 
Correlation
1 .344
*
.338
*
.367
*
Sig.
(2-tailed)
0.030 0.033 0.020
N 40 40 40 40
Pearson 
Correlation
1 0.299 .358
*
Sig.
(2-tailed)
0.061 0.023
N 40 40 40
Pearson 
Correlation
1 0.214
Sig.
(2-tailed)
0.185
N 40 40
Pearson 
Correlation
1
Sig.
(2-tailed)
N 40
Perceived
Humanness
Perceived
Accuracy
**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).
Perceived
Benevolence
Perceived
Integrity
Perceived
Benevolence
Integrity
Perceived
Transparency
Trust
Perceived
Ability
 
Table 8. Spearman correlations for trust, transparency, and humanness in block 1. 
Trust Transparency Humanness
Correlation Coefficient 1.000 -0.035 0.241
Sig. (2-tailed) 0.831 0.133
N 40 40 40
Correlation Coefficient 1.000 0.000
Sig. (2-tailed) 1.000
N 40 40
Correlation Coefficient 1.000
Sig. (2-tailed)
N 40
Humannness
Spearman's 
rho
Trust
Transparency
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In Table 9, the Pearson correlation coefficient, r, for trust and reliance is 0.110 (p=.498).  
Table 9. Correlation statistics for objective dependent measures in block 1. 
Trust
Indiv 
Accur Agree Accept Reliance
Team 
Accuracy
Trust Corr 1 -0.05808 -0.04567 0.103955 0.110383 -0.078
Signif 0.722 0.780 0.523 0.498 0.634
N 40 40 40 40 40 40
Indiv Corr -0.05808 1 .852** .360* -.613** .479**
Accur Signif 0.722 0.000 0.023 0.000 0.002
N 40 40 40 40 40 40
Agree Corr -0.04567 .852** 1 .556** -.564** .436**
Signif 0.780 0.000 0.000 0.000 0.005
N 40 40 40 40 40 40
Accept Corr 0.103955 .360* .556** 1 .331* .635**
Signif 0.523 0.023 0.000 0.037 0.000
N 40 40 40 40 40 40
Reliance Corr 0.110383 -.613** -.564** .331* 1 0.169
Signif 0.498 0.000 0.000 0.037 0.298
N 40 40 40 40 40 40
Team Corr -0.078 .479** .436** .635** 0.169 1
Accuracy Signif 0.634 0.002 0.005 0.000 0.298
N 40 40 40 40 40 40
*. Correlation is significant at the 0.05 level (2-tailed).
**. Correlation is significant at the 0.01 level (2-tailed).
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Table 10. Pearson correlations for subjective dependent measures in block 2. 
Trust
Perceived
Ability
Perceived
Benevolence
Perceived
Integrity
Perceived
Benevolence
Integrity
Perceived
Transparency
Perceived
Humanness
Perceived
Accuracy
Pearson 
Correlation
1 .841** .523** .703** .635** .442** .342* .322*
Sig.
(2-tailed)
0.000 0.001 0.000 0.000 0.004 0.031 0.043
N 40 40 40 40 40 40 40 40
Pearson 
Correlation
1 .487** .780** .648** .544** .409** .450**
Sig.
(2-tailed)
0.001 0.000 0.000 0.000 0.009 0.004
N 40 40 40 40 40 40 40
Pearson 
Correlation
1 .784** .960** .376* .469** .330*
Sig.
(2-tailed)
0.000 0.000 0.017 0.002 0.037
N 40 40 40 40 40 40
Pearson 
Correlation
1 .927** .525** .438** .393*
Sig.
(2-tailed)
0.000 0.000 0.005 0.012
N 40 40 40 40 40
Pearson 
Correlation
1 .465** .482** .378*
Sig.
(2-tailed)
0.002 0.002 0.016
N 40 40 40 40
Pearson 
Correlation
1 .345* 0.189395
Sig. (2-
tailed)
0.029 0.242
N 40 40 40
Pearson 
Correlation
1 0.263
Sig.
(2-tailed)
0.102
N 40 40
Pearson 
Correlation
1
Sig.
(2-tailed)
N 40
Perceived
Humanness
Perceived
Accuracy
**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).
Perceived
Benevolence
Perceived
Integrity
Perceived
Benevolence
Integrity
Perceived
Transparency
Trust
Perceived
Ability
 
Table 11. Spearman correlations for trust, transparency, and humanness in block 2. 
Trust Transparency Humanness
Correlation Coefficient 1.000 -0.100 0.243
Sig. (2-tailed) 0.539 0.131
N 40 40 40
Correlation Coefficient 1.000 0.000
Sig. (2-tailed) 1.000
N 40 40
Correlation Coefficient 1.000
Sig. (2-tailed)
N 40
Humannness
Spearman's 
rho
Trust
Transparency
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Table 12. Correlation statistics for objective dependent measures in block 2. 
Trust
Indiv 
Accur Agree Accept Reliance
Team 
Accuracy
Trust Corr 1 -0.17 0.024586 0.115015 0.128253 -0.240
Signif 0.294 0.880 0.480 0.430 0.135
N 40 40 40 40 40 40
Indiv Corr -0.17 1 -0.03492 -0.21095 -.318* .707**
Accur Signif 0.294 0.831 0.191 0.045 0.000
N 40 40 40 40 40 40
Agree Corr 0.024586 -0.03492 1 .482** -.341* -0.286
Signif 0.880 0.831 0.002 0.031 0.074
N 40 40 40 40 40 40
Accept Corr 0.115015 -0.21095 .482** 1 .482** -.661**
Signif 0.480 0.191 0.002 0.002 0.000
N 40 40 40 40 40 40
Reliance Corr 0.128253 -.318* -.341* .482** 1 -.586**
Signif 0.430 0.045 0.031 0.002 0.000
N 40 40 40 40 40 40
Team Corr -0.240 .707** -0.286 -.661** -.586** 1
Accuracy Signif 0.135 0.000 0.074 0.000 0.000
N 40 40 40 40 40 40
*. Correlation is significant at the 0.05 level (2-tailed).
**. Correlation is significant at the 0.01 level (2-tailed).
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Table 13. Pearson correlations for subjective dependent measures in block 3. 
Trust
Perceived
Ability
Perceived
Benevolence
Perceived
Integrity
Perceived
Benevolence
Integrity
Perceived
Transparency
Perceived
Humanness
Perceived
Accuracy
Pearson 
Correlation
1 .767** .456** .532** .513** .530** 0.2002488 .468**
Sig.
(2-tailed)
0.000 0.003 0.000 0.001 0.000 0.215 0.002
N 40 40 40 40 40 40 40 40
Pearson 
Correlation
1 .523** .618** .591** .673** .349* .508**
Sig.
(2-tailed)
0.001 0.000 0.000 0.000 0.027 0.001
N 40 40 40 40 40 40 40
Pearson 
Correlation
1 .797** .966** 0.288 .505** 0.287113
Sig.
(2-tailed)
0.000 0.000 0.072 0.001 0.072
N 40 40 40 40 40 40
Pearson 
Correlation
1 .926** .446** .363* .355*
Sig.
(2-tailed)
0.000 0.004 0.021 0.025
N 40 40 40 40 40
Pearson 
Correlation
1 .371* .471** .331*
Sig.
(2-tailed)
0.018 0.002 0.037
N 40 40 40 40
Pearson 
Correlation
1 0.098 .456**
Sig.
(2-tailed)
0.549 0.003
N 40 40 40
Pearson 
Correlation
1 0.171
Sig.
(2-tailed)
0.293
N 40 40
Pearson 
Correlation
1
Sig.
(2-tailed)
N 40
Perceived
Humanness
Perceived
Accuracy
**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).
Perceived
Benevolence
Perceived
Integrity
Perceived
Benevolence
Integrity
Perceived
Transparency
Trust
Perceived
Ability
 
Table 14. Spearman correlations for trust, transparency, and humanness in block 3. 
Trust Transparency Humanness
Correlation Coefficient 1.000 -0.146 0.190
Sig. (2-tailed) 0.368 0.240
N 40 40 40
Correlation Coefficient 1.000 0.000
Sig. (2-tailed) 1.000
N 40 40
Correlation Coefficient 1.000
Sig. (2-tailed)
N 40
Humannness
Spearman's 
rho
Trust
Transparency
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Table 15. Correlation statistics for objective dependent measures in block 3. 
Trust
Indiv 
Accur Agree Accept Reliance
Team 
Accuracy
Trust Corr 1 0.120373 0.047647 0.081699 0.059879 0.236
Signif 0.459 0.770 0.616 0.714 0.142
N 40 40 40 40 40 40
Indiv Corr 0.120373 1 .778** 0.184368 -.508** .563**
Accur Signif 0.459 0.000 0.255 0.001 0.000
N 40 40 40 40 40 40
Agree Corr 0.047647 .778** 1 .443** -.486** .426**
Signif 0.770 0.000 0.004 0.001 0.006
N 40 40 40 40 40 40
Accept Corr 0.081699 0.184368 .443** 1 .490** .364*
Signif 0.616 0.255 0.004 0.001 0.021
N 40 40 40 40 40 40
Reliance Corr 0.059879 -.508** -.486** .490** 1 0.016
Signif 0.714 0.001 0.001 0.001 0.923
N 40 40 40 40 40 40
Team Corr 0.236 .563** .426** .364* 0.016 1
Accuracy Signif 0.142 0.000 0.006 0.021 0.923
N 40 40 40 40 40 40
*. Correlation is significant at the 0.05 level (2-tailed).
**. Correlation is significant at the 0.01 level (2-tailed).
 
5.2. Manipulation Checks 
The Pearson correlation coefficient, r, between transparency and perceived 
transparency is 0.180 (p=.266), indicating higher perceived transparency for the 
transparency manipulation. The Pearson correlation coefficient, r, for humanness and 
perceived humanness is 0.387 (p=.014), indicating higher perceived humanness for the 
humanness manipulation. 
Aid reliability varied across three blocks (0.90, 0.65, 0.90). Perceived reliability 
was assessed highest in block 1 at M = 0.865, SD = 0.074, lowest in block 2 at M = 
0.758, SD = 0.081, and second highest in block 3 at M = 0.834, SD = 0.096, indicating 
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participants recognized the reliability manipulation, although underestimating high 
reliability and overestimating low reliability.  
5.3. Primary Experimental Hypotheses 
The primary experimental hypotheses are explored in the following sections. The 
results draw upon means and correlations presented earlier as well as effects spanning the 
aid reliability blocks. A between-subjects analysis of variance (ANOVA) was conducted 
on the influence of transparency and humanness as between-subject factors (on block 1 
data) for trust and reliance. The results are summarized in Tables 16 and 17. Effects sizes 
were estimated using partial eta squared (ηp
2
) to determine the proportion of variance 
accounted for. Richardson (2011) citing Cohen (1969) specifies benchmarks for effect 
sizes as .01 (small), .06 (medium or moderate), and .14 (large).  
Table 16. Trust. Between-subjects ANOVA for transparency by humanness in block 
1. 
Dependent Variable: State Trust
Source
Type III Sum of 
Squares df Mean Square F Sig.
Partial Eta 
Squared
Corrected Model 1.181
a 3 0.394 1.438 0.248 0.107
Intercept 369.056 1 369.056 1348.424 0.000 0.974
Transparency 0.110 1 0.110 0.403 0.530 0.011
Humanness 0.650 1 0.650 2.376 0.132 0.062
Trans * Human 0.420 1 0.420 1.535 0.223 0.041
Error 9.853 36 0.274
Total 380.090 40
Corrected Total 11.034 39
Tests of Between-Subjects Effects
a. R Squared = .107 (Adjusted R Squared = .033)
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Table 17. Reliance. Between-subjects ANOVA for transparency by humanness in 
block 1. 
Dependent Variable: Reliance
Type III Sum of 
Squares df Mean Square F Sig.
Partial Eta 
Squared
Corrected Model .017
a 3 0.006 0.882 0.460 0.068
Intercept 0.784 1 0.784 125.719 0.000 0.777
Transparency 0.000 1 0.000 0.040 0.842 0.001
Humanness 0.016 1 0.016 2.566 0.118 0.067
Trans * Human 0.000 1 0.000 0.040 0.842 0.001
Error 0.225 36 0.006
Total 1.025 40
Corrected Total 0.241 39
Tests of Between-Subjects Effects
Source
a. R Squared = .068 (Adjusted R Squared = -.009)
 
5.3.1. Hypothesis #1. Transparency attributes of technology (understanding) 
provide a direct positive effect on operator trust in automation and operator 
reliance on automation (i.e., changing one’s assessment to the aid’s 
recommendation). 
The main effect for transparency yielded an F ratio of F (1, 36) = 0.403, p = .530, 
and ηp
2 
= 0.011, indicating no significant difference in trust between high transparency 
(M = 2.99, SD = 0.41) and low transparency (M = 3.09, SD = 0.64) and a small effect 
size. As well, for reliance, the main effect for transparency yielded an F ratio of F (1, 36) 
= 0.040, p = .842, and ηp
2 
= 0.001, indicating no significant difference in reliance 
between high transparency (M = 0.138, SD = 0.07) and low transparency (M = 0.143, SD 
= 0.08). A correlation between perceived transparency and trust was statistically 
significant (r = .464, p = .003, see Table 7). 
The interaction between transparency and humanness for trust yielded an F ratio 
of F (1, 36) = 1.535, p = .223, and ηp
2 
= 0.041 (small-medium effect size). The interaction 
between transparency and humanness for reliance yielded an F ratio of F (1, 36) = 0.040, 
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p = .842, and ηp
2 
= 0.001. In this case, low transparency and high humanness has higher 
trust for all three reliability blocks and high transparency and low humanness has lower 
trust in reliability block 2 than other conditions and these results are moderately reliable. 
The non-parametric equivalent of the ANOVA, the Kruskal-Wallis test, was run 
to determine if there were differences in trust between the two levels of transparency. 
Distributions of trust scores were not similar between the two transparency levels, as 
assessed by visual inspection boxplots. The distributions of trust scores failed to provide 
a statistically significance difference between transparency, χ2(2) = 192.0, p = .828. The 
median low transparency was 2.95 and the median high transparency was 3.00. The non-
parametric test result was consistent with the parametric test.  
5.3.2. Hypothesis #2. Perceived ability of automation (via Mayer et al., 1999 
ABI survey modified for automation) mediates the relationship between 
transparency and trust in automation. 
Transparency and trust mediated by perceived ability. Figure 9 shows the 
mediation analysis performed on the relationship between transparency and trust (r = -
.035, p=.831, see Table 8) with perceived ability as a mediator. The standardized 
correlation coefficient between transparency and perceived ability (r = -.023) was not 
statistically significant, while the standardized regression coefficient between perceived 
ability and trust (beta = .773) was statistically significant (where ‘*’ is reported p-value). 
The standardized indirect effect was thus (-.023) (.773) = -.018. The standardized direct 
effect of transparency on trust is -0.083, accounting for approximately (-.083/-.100 =) 
80% of the transparency to trust relationship.  
 
57 
 
 
Figure 9. Transparency and trust with perceived ability as a mediator. 
 
Perceived transparency and trust mediated by perceived ability. Figure 10 shows 
the mediation analysis performed on the relationship between perceived transparency and 
trust (r = .464, p=.003, see Table 7) with perceived ability of the automation as a 
mediator. The standardized regression coefficient between perceived transparency and 
perceived ability (beta = .572) was statistically significant, as was perceived ability and 
trust (beta = .758) statistically significant. The standardized indirect effect was 
(.572)*(.758) = .434. The standardized direct effect of perceived transparency on trust is 
.030, accounting for approximately (.030/.464 =) 7% of the perceived transparency to 
trust relationship. 
 
Figure 10. Perceived transparency and trust with perceived ability as a mediator. 
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Transparency and trust mediated by perceived benevolence/integrity. Figure 11 
shows the mediation analysis performed on the relationship between transparency and 
trust (r = -.035, p=.831, see Table 8) with perceived benevolence/integrity (unit-weighted 
average) as a mediator. The standardized correlation coefficient between transparency 
and perceived benevolence/integrity (r = -.025) was not statistically significant, while the 
standardized regression coefficient between perceived benevolence/integrity and trust 
(beta = .474) was statistically significant. The standardized indirect effect was (-
.025)*(.474) = -.012. The standardized direct effect of transparency on trust is -.088, 
accounting for approximately (-.088/-.100 =) 88% of the transparency to trust 
relationship. 
 
Figure 11. Transparency and trust with perceived benevolence / integrity as a 
mediator. 
 
Perceived transparency and trust mediated by perceived benevolence/integrity. 
Figure 12 shows the mediation analysis performed on the relationship between perceived 
transparency and trust (r = .464, p=.003, see Table 7) with perceived 
benevolence/integrity as a mediator. The standardized correlation coefficient between 
perceived transparency and perceived benevolence/integrity (r = .344) was statistically 
significant, as was perceived benevolence/integrity and trust (beta = .359). The 
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standardized indirect effect was (.344)*(.359) = .124. The standardized direct effect of 
perceived transparency on trust is .340, accounting for approximately (.340/.464 =) 73% 
of the perceived transparency to trust relationship. 
 
Figure 12. Perceived transparency and trust with perceived benevolence / integrity 
as a mediator. 
 
To summarize, perceived ability accounted for .434/.464 = 93% of the relationship 
between perceived transparency and trust (as an indirect effect), whereas perceived 
benevolence/integrity accounted for .124/.464 = 26% of the relationship between 
perceived transparency and trust. 
Table 18. Mediation summary for transparency and trust 
 
Direct Effect Indirect Effect Direct Effect Indirect Effect
Manipulated
Transparency
80% 20% 88% 12%
Perceived
Transprency
7% 93% 73% 27%
Perceived
Ability
Perceived
Benevolence/Integrity
 
5.3.3. Hypothesis #3. Humanness attributes of technology (human-voice, 
etiquette, similarity) provide a direct positive effect on operator trust in 
automation and operator reliance on automation. 
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The main effect for humanness yielded an F ratio of F (1, 36) = 2.376, p = .132, 
and ηp
2 
= 0.062, indicating no significant difference in trust between high humanness (M 
= 3.17, SD = 0.54) and low humanness (M = 2.91, SD = 0.50), and a medium effect size. 
The main effect for humanness yielded an F ratio of F (1, 36) = 2.566, p = .118, and ηp
2 
= 
0.067, indicating no significant difference in reliance between high humanness (M = 
0.160, SD = 0.06) and low humanness (M = 0.120, SD = 0.09), and a medium effect size. 
The correlation between perceived humanness and trust was statistically significant (r = 
.364, p=.021, see Table 7). The interaction between transparency and humanness was not 
significant and is reported in section 5.3.1. 
The non-parametric equivalent of the ANOVA, the Kruskal-Wallis test, was run 
to determine if there were differences in trust between the two levels of humanness. 
Distributions of trust scores were not similar between the two humanness levels, as 
assessed by visual inspection boxplots. The distributions of trust scores failed to provide 
a statistically significance difference between humanness, χ2(2) = 255.5, p = .132. The 
median low humanness was 2.75 and the median high humanness was 3.10. The non-
parametric test result was consistent with the parametric test. 
5.3.4. Hypothesis #4. Perceived benevolence and integrity of automation (via 
Mayer et al., 1999 ABI survey modified for automation) mediates the 
relationship between humanness and trust in automation. 
Humanness and trust mediated by perceived benevolence/integrity. Figure 13 
shows the mediation analysis performed on the relationship between humanness and trust 
(r = .241, p=.133, see Table 8) with perceived benevolence/integrity as a mediator. The 
standardized correlation coefficient between humanness and perceived 
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benevolence/integrity (r = .185) was not statistically significant, while the standardized 
regression coefficient between perceived benevolence/integrity and trust (beta = .446) 
was statistically significant. The standardized indirect effect was (.185)*(.446) = .083. 
The standardized direct effect of humanness on trust is .160, accounting for 
approximately (.160/.243 =) 67% of the humanness to trust relationship. 
 
Figure 13. Humanness and trust with perceived benevolence/integrity as a  
mediator. 
 
Perceived humanness and trust mediated by perceived benevolence/integrity. 
Figure 14 shows the mediation analysis performed on the relationship between perceived 
humanness and trust (r = .364, p=.021, see Table 7) with perceived benevolence/integrity 
as a mediator. The standardized correlation coefficient between perceived humanness and 
perceived benevolence/integrity (r = .338) was statistically significant, while perceived 
benevolence/integrity and trust (beta = .398) was not statistically significant. The 
standardized indirect effect was (.338)*(.398) = .134. The standardized direct effect of 
perceived humanness on trust is .230, accounting for approximately (.230/.364 =) 63% of 
the perceived humanness to trust relationship. 
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Figure 14. Perceived humanness and trust with perceived benevolence/integrity as a 
mediator. 
 
Humanness and trust mediated by perceived ability. Figure 15 shows the 
mediation analysis performed on the relationship between humanness and trust (r = .241, 
p=.133, see Table 8) with perceived ability as a mediator. The standardized correlation 
coefficient between humanness and perceived ability (r = .263) was not statistically 
significant, while the standardized regression coefficient between perceived ability and 
trust (beta = .764) was statistically significant. The standardized indirect effect was 
(.263)*(.764) = .201. The standardized direct effect of humanness on trust is .042, 
accounting for approximately (.042/.243 =) 17% of the humanness to trust relationship. 
 
Figure 15. Humanness and trust with perceived ability as a mediator. 
 
Perceived humanness and trust mediated by perceived ability. Figure 16 shows 
the mediation analysis performed on the relationship between perceived humanness and 
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trust (r = .364, p=.021, see Table 7) with perceived ability as a mediator. The 
standardized regression coefficient between perceived humanness and perceived ability (r 
= .349) was statistically significant, as was perceived ability and trust (beta = .738). The 
standardized indirect effect was (.349)*(.738) = .258. The standardized direct effect of 
perceived humanness on trust is .073, accounting for approximately (.106/.364 =) 29% of 
the perceived humanness to trust relationship. 
 
Figure 16. Perceived humanness and trust with perceived ability as a mediator. 
 
To summarize, perceived benevolence / integrity accounted for .134/.364 = 37% of the 
relationship between perceived humanness and trust (as an indirect effect), whereas 
perceived ability accounted for .258/.364 = 71% of the relationship between perceived 
humanness and trust. 
Table 19. Mediation summary for humanness and trust 
Direct Effect Indirect Effect Direct Effect Indirect Effect
Manipulated
Humanness
67% 33% 17% 83%
Perceived
Humanness
63% 37% 29% 71%
Perceived
Benevolence/Integrity
Perceived
Ability
 
5.3.5. Hypothesis #5. Transparency and humanness increase automation’s 
perceived interpersonal characteristics, creating a more human-like partnership 
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where trust in automation will decline less rapidly, and recover more quickly, 
following a decline (and recovery) in automation performance. 
A mixed-model ANOVA was conducted to compare the effects of transparency 
and humanness between-subjects factors and reliability block within-subjects factor on 
trust. In Table 20, the main effect of reliability block yielded an F ratio of F (1, 36) = 
19.964, p <= .001 for the quadratic model, indicating a significant parabolic effect on 
trust from high to low to high reliability (M = 3.04, SD = 0.53; M = 2.76, SD = 0.50; M = 
3.02, SD = 0.47). 
Table 20. Within-subjects ANOVA of block for transparency by humanness for 
trust. 
 
A mixed-model ANOVA compared the effects of transparency and humanness 
with reliability block as a within-subjects factor on perceived transparency. In Table 21, 
the main effect of reliability block yielded an F ratio of F (1, 36) = 5.549, p = .024 for the 
quadratic model, indicating a significant parabolic effect on trust from high to low to high 
reliability (M = 4.03, SD = 0.75; M = 3.80, SD = 0.83; M = 3.96, SD = 0.79). 
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A mixed-model ANOVA compared the effects of transparency and humanness 
with reliability block as a within-subjects factor on perceived humanness. In Table 22, 
the main effect of reliability block yielded an F ratio of F (1, 36) = 2.151, p = .151 for the 
quadratic model, indicating no significant parabolic effect on trust from high to low to 
high reliability (M = 3.03, SD = 0.96; M = 2.97, SD = 0.94; M = 3.07, SD = 1.03). 
 
 
Table 21. Within-subjects ANOVA of block for transparency by humanness for 
perceived transparency. 
Table 22. Within-subjects ANOVA of block for transparency by humanness for 
perceived humanness. 
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Figure 17 shows trust drops from block 1 to block 2 and recovers from block 2 to 
block 3 in all cases. Trust for the low transparency and low humanness condition across 
reliability blocks was similar to trust for the high transparency and high humanness 
condition. Trust for the low transparency and high humanness condition trended similarly 
to high transparency and low humanness, but differed in magnitude. 
 
Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 2.86 3.32 2.96 3.01 3.04
2 2.80 2.97 2.53 2.74 2.76
3 2.89 3.23 3.03 2.93 3.02
2.85 3.17 2.84 2.89 2.94
2.00
2.50
3.00
3.50
4.00
4.50
1 2 3
Li
ke
rt
 1
 -
5
Block
Trust
T-lo H-lo
T-lo H-hi
T-hi H-lo
T-hi H-hi
 
Figure 17. Trust for transparency by humanness by block. 
5.3.6. Hypothesis #6. Transparency and humanness characteristics will 
interact to provide trust and reliance on automation which is not equal to 
the sum of the characteristics independently. 
The interaction effects between transparency and humanness were calculated in 
Tables 16 and 17. For trust, the interaction effect between transparency and humanness 
yielded an F ratio of F (1, 36) = 1.535, p = .223, and ηp
2 
= 0.041 (small-medium effect 
size), indicating no significant difference in trust as transparency and humanness vary 
together. For reliance, the interaction effect between transparency and humanness yielded 
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an F ratio of F (1, 36) = 0.040, p = .842, and ηp
2 
= 0.001, indicating no significant 
difference in reliance as transparency and humanness vary together. The means for trust 
and reliance in block 1 are summarized in Table 23 by transparency and humanness 
conditions. 
Table 23. Mean trust and reliance by condition in block 1. 
Means for Block 1 Trust Reliance
Trans-Low  Hum-Low 2.86 0.13
Trans-Low  Hum-High 3.32 0.16
Trans-High Hum-Low 2.96 0.12
Trans-High Hum-High 3.01 0.16  
The non-parametric equivalent of the ANOVA’s interaction term was conducted 
using Ordinal Logistic Regression (OLR) to determine whether there were differences in 
trust between transparency and humanness. The distributions of trust scores failed to 
provide a statistically significance difference for transparency by humanness, χ2(1) = 
2.753, p = .097. 
The interaction effect was also tested using multiple linear regression with 
perceived transparency and perceived humanness as predictors and trust and reliance as 
outcome measures. The regression analysis for trust produced an overall model fit (R-
square) of 28.4% with an adjusted R-square of 22.4%, yielding a small effect size 
(Cohen, 1988). The analysis generated an F ratio of F (3, 36) = 3.133, p = .007, indicating 
perceived transparency and perceived humanness significantly predict trust. The 
interaction effect between perceived transparency and perceived humanness yielded a 
standardized coefficient (beta) of 0.874 (p=0.420), indicating no significant difference in 
trust as perceived transparency and perceived humanness vary together. The regression 
analysis for reliance produced an overall model fit (R-square) of 14.2% with an adjusted 
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R-square of 7.1%. The analysis generated an F ratio of F (3, 36) = 1.992, p = .133, 
indicating perceived transparency and perceived humanness do not significantly predict 
reliance. The interaction effect between perceived transparency and perceived humanness 
yielded a standardized coefficient (beta) of 0.313 (p=0.791), indicating no significant 
difference in reliance as perceived transparency and perceived humanness vary together. 
5.4. Exploratory Analyses 
Exploratory analyses were performed on several dependent variables from Tables 
3-5 for each transparency by humanness condition across reliability block. Findings from 
the descriptive analyses lend support to the hypotheses by investigating how the 
experimental manipulations affected other (secondary) dependent measures, and thus, 
provide potential avenues for future research. For example, understanding team 
performance in the context of reliance across reliability block for each transparency and 
humanness condition informs one whether participants relied appropriately. The intent 
here is to identify and explore trends rather than focus on statistical significance (due in 
part to the modest participant pool size and preponderance of subjective measures). 
5.4.1. Assessment Difficulty by Trial 
Participants experienced the same UGV suspect videos in the same order in each 
of the three reliability blocks. Twenty suspects were assessed in each block, resulting in 
60 assessments (trials) overall. Similarly, the aid recommendation was the same for each 
of the 60 suspect trials, irrespective of transparency and humanness condition. 
Figure 18 shows individual and team accuracy and relative performance (i.e. team 
- individual accuracy) across all suspect assessments (i.e. trials) with means and standard 
deviations for each reliability block (n=20). Block 1 had the lowest individual accuracy 
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(M = 0.78, SD = 0.15), middle team accuracy (M = 0.89, SD = 0.11), and highest relative 
performance (M = 0.11, SD = 0.13). Block 2 had the highest individual accuracy (M = 
0.88, SD = 0.12), lowest team accuracy (M = 0.84, SD = 0.20), and lowest relative 
performance (M = -0.03, SD = 0.13). Block 3 had the middle individual accuracy (M = 
0.86, SD = 0.17), highest team accuracy (M = 0.90, SD = 0.15), and middle relative 
performance (M = 0.04, SD = 0.04).  
Block
M SD M SD M SD
1 0.78 0.15 0.89 0.11 0.11 0.13
2 0.88 0.12 0.84 0.20 -0.03 0.13
3 0.86 0.17 0.90 0.15 0.04 0.14
Ind Acc Team Acc Relative Performance
-0.60
-0.40
-0.20
0.00
0.20
0.40
0.60
0.80
1.00
1.20
0 10 20 30 40 50 60
Individual and Team Accuracy by Trial
Individual Team Relative Performance
 
Figure 18. Individual and team accuracies (and relative performance) sorted by 
suspect assessment (trial). 
 
5.4.2. Reliance 
Figure 19 shows reliance was highest in block 1 and reached an asymptote in 
block 2 in all conditions except high transparency and high humanness, where reliance 
continued to decline linearly through block 3. In general, reliance did not recover 
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following the decline in aid reliability in block 2. Low transparency and high humanness, 
which had the highest trust (Figure 17), had the highest reliance overall. Reliance in 
block 1 was higher for high humanness conditions than the low humanness conditions. 
Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 0.13 0.16 0.12 0.16 0.14
2 0.09 0.11 0.09 0.12 0.10
3 0.09 0.12 0.10 0.07 0.09
0.10 0.13 0.10 0.12 0.11
0.00
0.10
0.20
0.30
0.40
1 2 3
0 
-1
.0
Block
Reliance
T-lo H-lo
T-lo H-hi
T-hi H-lo
T-hi H-hi
 
Figure 19. Reliance for transparency by humanness by block. 
 
5.4.3. Perceived Transparency 
Figure 20 shows perceived transparency correlates with aid reliability across 
blocks for low humanness, but diverges in block 3 where perceived transparency 
continues to decline for high humanness. Perceived transparency had the highest overall 
mean among subjective measures in this study. 
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Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 3.83 3.97 4.10 4.23 4.03
2 3.60 3.93 3.73 3.93 3.80
3 3.80 3.87 4.23 3.93 3.96
3.74 3.92 4.02 4.03 3.93
2.00
2.50
3.00
3.50
4.00
4.50
1 2 3
Li
ke
rt
 1
 -
5
Block
Perceived Transparency
T-lo H-lo
T-lo H-hi
T-hi H-lo
T-hi H-hi
 
Figure 20. Perceived transparency for transparency by humanness by block. 
 
5.4.4. Perceived Humanness 
Figure 21 shows perceived humanness was higher for high humanness and 
roughly equivalent in blocks 2 and 3 irrespective of transparency type. Perceived 
humanness increased from block 2 to block 3 in the low humanness condition and was 
higher for low transparency. 
Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 2.63 3.17 2.70 3.63 3.03
2 2.67 3.40 2.43 3.37 2.97
3 2.87 3.43 2.57 3.40 3.07
2.72 3.33 2.57 3.47 3.02
2.00
2.50
3.00
3.50
4.00
4.50
1 2 3
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ke
rt
 1
 -
5
Block
Perceived Humanness
T-lo H-lo
T-lo H-hi
T-hi H-lo
T-hi H-hi
 
Figure 21. Perceived humanness for transparency by humanness by block. 
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5.4.5. Perceived Ability 
Figure 22 shows perceived ability declined from block 1 to block 2 and returned 
to nearly the original perceived ability levels in block 3. Perceived ability varied most 
between changes in reliability for the high transparency and low humanness condition 
and the low transparency and high humanness condition. 
Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 3.55 4.05 3.73 3.82 3.79
2 3.33 3.45 2.90 3.17 3.21
3 3.55 3.87 3.70 3.42 3.63
3.48 3.79 3.44 3.47 3.54
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rt
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 -
5
Block
Perceived Ability
T-lo H-lo
T-lo H-hi
T-hi H-lo
T-hi H-hi
 
Figure 22. Perceived ability for transparency by humanness by block. 
 
5.4.6. Perceived Benevolence 
Figure 23 shows perceived benevolence was initially highest (block 1) for high 
transparency and high humanness. Perceived benevolence was noticeably lower for high 
transparency and low humanness across all blocks. Perceived benevolence trends with aid 
reliability, that is, shows a decline from block 1 to block 2 and an increase for block 3. 
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Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 2.98 3.06 2.70 3.40 3.04
2 2.86 2.92 2.28 2.96 2.76
3 3.10 3.02 2.64 3.04 2.95
2.98 3.00 2.54 3.13 2.91
2.00
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3.00
3.50
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 -
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T-hi H-hi
 
Figure 23. Perceived benevolence for transparency by humanness by block. 
 
5.4.7. Perceived Integrity 
Figure 24 shows perceived integrity mirrors perceived benevolence, although no 
single condition had a pronounced effect in block 1. Perceived integrity was consistently 
lower for high transparency and low humanness than all other conditions. Perceived 
integrity trends with aid reliability, that is, shows a decline from block 1 to block 2 and 
an increase for block 3.  
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Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 3.33 3.22 2.98 3.37 3.23
2 3.17 3.10 2.52 3.15 2.98
3 3.40 3.18 2.97 3.35 3.23
3.30 3.17 2.82 3.29 3.14
2.00
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 -
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Figure 24. Perceived integrity for transparency by humanness by block. 
 
5.4.8. Perceived Benevolence and Integrity 
Perceived benevolence and perceived integrity individually produced very similar 
responses. Both measures are believed important to humanness and are therefore 
averaged (unit-weighted) in the analysis (see Figure 25). This was also necessary to 
complete the earlier mediation analyses.  
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Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 3.16 3.14 2.84 3.38 3.13
2 3.01 3.01 2.40 3.06 2.87
3 3.25 3.10 2.80 3.20 3.09
3.14 3.08 2.68 3.21 3.03
2.00
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3.00
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4.00
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T-hi H-lo
T-hi H-hi
 
Figure 25. Perceived benevolence and integrity for transparency by humanness by 
block. 
 
5.4.9. Individual Accuracy 
Figure 26 shows individual accuracy was lowest in block 1 for all conditions and 
improved 6-12% per condition in block 2 before effectively stabilizing between -4% and 
+3% (relative to block 2) in block 3. Individual accuracy continues to improve linearly 
for the low transparency / low humanness aid. Individual accuracy is roughly equivalent 
between conditions for each block (this is expected since the suspect assessment/visual 
inspection task was identical irrespective of transparency and humanness condition, i.e. 
participants saw the same suspect assessment videos prior to the aid’s recommendation). 
 
76 
 
Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 0.79 0.76 0.79 0.80 0.78
2 0.85 0.88 0.90 0.89 0.88
3 0.88 0.84 0.88 0.86 0.86
0.84 0.82 0.85 0.85 0.84
0.60
0.70
0.80
0.90
1.00
1 2 3
0 
-
1
.0
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Individual Accuracy
T-lo H-lo
T-lo H-hi
T-hi H-lo
T-hi H-hi
 
Figure 26. Individual accuracy for transparency by humanness by block. 
 
5.4.10. Team Accuracy 
Figure 27 shows team accuracy was highest in block 1 relative to block 2 for all 
conditions. Individual accuracy in block 2 (Figure 26) was higher than team accuracy in 
nearly every condition. Team accuracy improves from block 1 to block 3 in all conditions 
except high transparency/high humanness.  
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Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 0.91 0.88 0.87 0.92 0.89
2 0.86 0.83 0.86 0.83 0.84
3 0.91 0.90 0.93 0.88 0.90
0.89 0.87 0.88 0.87 0.88
0.60
0.70
0.80
0.90
1.00
1 2 3
0
 -
1.
0
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Team Accuracy
T-lo H-lo
T-lo H-hi
T-hi H-lo
T-hi H-hi
 
Figure 27. Team accuracy for transparency by humanness by block. 
 
5.4.11. Agreement 
Figure 28 shows agreement dropped from block 1 to block 2, and in block 3, 
recovered to levels higher than block 1. Agreement was 0.72, 0.65, and 0.75 for blocks 1, 
2 and 3, respectively. Agreement was most sensitive to changes in aid reliability for the 
low transparency and low humanness condition. 
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Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 0.72 0.69 0.74 0.72 0.72
2 0.61 0.66 0.68 0.66 0.65
3 0.79 0.76 0.83 0.81 0.79
0.70 0.70 0.75 0.73 0.72
0.60
0.70
0.80
0.90
1.00
1 2 3
0
 -
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.0
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Agreement
T-lo H-lo
T-lo H-hi
T-hi H-lo
T-hi H-hi
 
Figure 28. Agreement for transparency by humanness by block. 
 
5.4.12. Acceptance 
Figure 29 shows acceptance and agreement were significantly correlated in each 
block (0.556, 0.482, 0.443). Acceptance dropped from block 1 to block 2, and in block 3, 
recovered to levels at or higher than block 1, except for high transparency and high 
humanness. Acceptance was most sensitive to changes in aid reliability for the low 
transparency and low humanness condition.  
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Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 0.84 0.85 0.87 0.87 0.85
2 0.72 0.76 0.76 0.77 0.75
3 0.88 0.88 0.92 0.85 0.88
0.81 0.83 0.85 0.83 0.83
0.60
0.70
0.80
0.90
1.00
1 2 3
0
 -
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Acceptance
T-lo H-lo
T-lo H-hi
T-hi H-lo
T-hi H-hi
 
Figure 29. Acceptance for transparency by humanness by block. 
 
5.4.13. Perceived Reliability 
Figure 30 shows aid reliability dropped from block 1 to block 2 but was least 
affected for the low transparency and low humanness condition. Perceived reliability 
showed only 3% improvement for the high transparency and high humanness condition 
from block 2 to block 3. High transparency and low humanness generated the lowest 
perceived reliability in block 2 as well as the largest recovery in block 3.  
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Block T-lo H-lo T-lo H-hi T-hi H-lo T-hi H-hi
1 85.00 89.50 84.50 87.00 86.50
2 79.50 77.00 71.50 75.00 75.75
3 84.00 86.50 85.00 78.00 83.38
82.83 84.33 80.33 80.00 81.88
60.00
70.00
80.00
90.00
100.00
1 2 3
0 
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T-lo H-lo
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T-hi H-lo
T-hi H-hi
 
Figure 30. Perceived reliability for transparency by humanness by block. 
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6. DISCUSSION 
This research sought, in two ways, to further the science in the design aspects of 
trust in automated systems. First, precursors to trust from directly reframing interpersonal 
trust (trustworthiness precursors of ability, benevolence, and integrity or A, B, I) to the 
human-automation domain were investigated. Further, a literature review to identify new 
factors from the interpersonal and human-automation domains suggested other factors 
exist, specifically transparency and humanness (see Appendix A). Second, this research 
explored how perceptions of A, B, and I affect perceptions of trust in automation along 
with the introduction of transparency and humanness in automation design. 
6.1. Tests of Experimental Hypotheses 
The tests of the six experimental hypotheses are each summarized in the 
following sections. 
6.1.1. Hypothesis #1 and the Effect of Transparency 
The transparency manipulation focused on providing analytic information through 
the aid’s display interface to facilitate understanding the aid’s analytic process in 
assessing suspect characteristics and the subsequent recommendation. Hypothesis 1 was 
tested using an ANOVA to compare the two transparency conditions directly on trust and 
reliance. There were no significant effects of transparency for either trust (high 
transparency M= 2.99; low transparency M=3.09) or reliance (high transparency M=0.14; 
low transparency M = 0.14). These findings were unexpected in that knowledge of the 
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aid’s analytic process in the high transparency conditions was intended to create 
openness and understandability, which has been shown to positively influence trust in the 
interpersonal and automation domains (Dietz, 2011; Helldin, 2014; Lyons & Havig, 
2014). Possible explanations are detailed in the following paragraphs. 
The transparency design may have been too conservative. The transparency 
display provided state information for the three assessment characteristics required to 
identify an insurgent. The display also included labels for each of these three 
characteristics, i.e. weapon, headgear, and clothing. The transparency display design was 
tested prior to the study and determined to be effective, although the test was not 
conducted in the full context of the running MIX simulation. The transparency display, 
however, was associated with higher perceived transparency as demonstrated by the 
small positive correlation (r=.180, p>.05). In retrospect, the display may have simply 
failed to provide enough information to influence trust and reliance behavior. Kizilcec 
(2016) points out that transparency design requires a fine balance between providing too 
much or too little information. 
Performance feedback was not provided. Participants could not easily resolve 
perceived differences between characteristics reported in the aid’s transparency display 
and those observed in the UGV video. To do so, participants had to re-fixate the suspect 
following the assessment dialogue when the UGV began moving again. A difference was 
obvious in some cases and intentionally ambiguous in others (for example, a broom could 
be mistaken for a weapon and distractor individuals sometimes obscured a direct line of 
sight). Furthermore, while the UGV was moving, participants performed a secondary task 
continually searching for trash cans (potential IEDs). The perceived reliability measure 
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varies with aid reliability, thereby providing evidence that participants obtained 
performance feedback, albeit imperfectly, as perceived reliability underestimated actual 
reliability in block 1, overestimated in block 2, and underestimated in block 3. The real or 
perceived differences can negatively influence a participant’s trust and reliance, despite 
knowing the aid was fallible. The lack of feedback may have also resulted in 
complacency (unwarranted or over trust) because a participant overestimates 
performance effectiveness. Participants may have mistakenly believed some distractor 
characteristics were insurgent-related when they were not (or vice versa). Performance 
feedback, while not always practical, would have helped resolve these differences so 
participants could rely appropriately and perform better. 
Transparency may have been perceived from sources other than the display, 
thereby minimizing the differences between low and high transparency. All participants 
were instructed and trained to recognize the three characteristics required to confirm a 
suspected insurgent and understand how those characteristics informed an aid’s 
recommendation. Furthermore, a pictorial reference was available during the task, where 
images for four of the twelve insurgents in the scenario served as a visual reminder of 
important insurgent characteristics. While participants in the low transparency condition 
did not receive the state information for characteristic assessments (as in the transparent 
display condition), they may have nonetheless obtained a better understanding of aid 
processing (i.e. transparency) through these other sources. It’s important to note those 
other potential transparency sources could influence perceptions, for example perceived 
ability, yet provided no information to directly benefit individual or team performance. 
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Transparency information may have also resulted from the humanness messages. 
The aid’s messages in both humanness conditions reaffirmed its effort and concern, 
warned of insurgents, and reiterated being a good teammate, but did not help in 
understanding aid analytics (i.e. transparency) or identifying a suspect (these latter two 
are the purpose of the transparency display). For example, one “effort” message stated 
“I’m recalibrating to help improve my assessments.” Participants may have perceived a 
difference with reported suspect characteristics and attributed the recalibration message 
as an error correction procedure (lowering trust), rather than as intended – a routine 
procedure required for the aid to perform optimally. 
The humanness messages may have also provided intent. Lyons and Havig (2014) 
propose shared awareness and shared intent between humans and machines as a means of 
providing transparency. Participants may have interpreted intent from the teammate 
messages, even for low transparency where for example, the aid reports “Mission goals 
are on track.” Hamilton, Karahalios, Sandvig, and Eslami, (2014) further this notion by 
stating analytic information alone may be insufficient to support transparency, and that 
broader design characteristics, such as system goals and context should be included.  
Finally, perceived ability and benevolence / integrity both had effectively zero 
correlation with transparency, indicating participants did not perceive interpersonal 
trust characteristics through the aid’s transparency display. 
6.1.2. Hypothesis #2 Ability as a Mediator of the Transparency-Trust and 
Perceived Transparency-Trust Relationship 
Transparency. The correlation between transparency and trust was not 
significant; however, a mediation analysis was conducted to determine the possible 
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presence, and extent, of an indirect effect. Perceived ability and perceived benevolence / 
integrity partially mediated the relationship between transparency and trust, 20% and 
12%, respectively; however, their contributions were relatively small, suggesting 
participants did not apply interpersonal trust characteristics when viewing the aid’s 
transparency display. The transparency design was intended to be simple, providing 
insight to aid analytics by exposing only the binary state of three insurgent characteristics 
surveyed through image processing (all required to positively identify a suspected 
insurgent). No other analytical information regarding decision uncertainty was provided 
such as relative weighting among characteristics or the intensity of a characteristic state. 
A more complex transparency display, for example a secondary view (i.e. screenshot) 
including scene features highlighted which informed the aid’s characteristic assessment, 
may have been more effective at building operator trust (Lyons et al., 2011). 
Perceived transparency. Perceived transparency measured a participant’s 
understanding of the assessment characteristics associated with insurgents (conveyed 
through the transparency display) and how those characteristics supported an aid’s 
recommendation. Perceived transparency and trust were significant and positively 
correlated, and therefore, this relationship was further analyzed with ABI as mediators. 
The relationship between perceived transparency and trust was mostly mediated by 
perceived ability (93%) and perceived benevolence / integrity (73%)
5
. Perceived ability 
and perceived benevolence / integrity were strong links in the relationship between 
                                                 
5
 Perceived ability and perceived benevolence / integrity mediators are intercorrelated, so the sum of their 
individual effects may be greater than 100%. Important here is the size of the indirect effect and the relative 
magnitude of mediators. 
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perceived transparency and trust, suggesting people apply these interpersonal facets of 
trust when interacting with automation. These results suggest automation designers can 
leverage characteristics of interpersonal trust in order to influence trust in automation 
contexts. 
Perceived transparency was designed to measure the participant’s overall 
understanding of the suspect characteristics and how those combined to positively 
identify an insurgent and appears to capture more understanding about the aid than the 
transparency display alone provides, based on the significant correlation between 
perceived transparency and trust. One explanation is people have a predisposition to, or 
preconceived notion of, transparency. The instructions, aid transparency display, UGV 
video feed, and aid humanness messages all contribute to understanding the aid. The 
transparency manipulation (i.e. display), however, provides only the aid’s recognized 
presence or absence of three discrete suspect characteristics. From a design perspective, 
this suggests individuals who interact with technology based on their perception of 
transparency can affect trust through interpersonal attributes of the automation. 
6.1.3. Hypothesis #3 and the Effect of Humanness 
Humanness was instantiated in the aid through the human characteristics of voice, 
etiquette, and similarity using a human voice communicating messages high in both 
affect and teaming (high condition) and a synthesized voice low in affect and teaming 
(low condition). Hypothesis 3 was tested using an ANOVA to compare the two 
humanness conditions directly on trust and reliance. There were no significant effects of 
humanness for either trust (high humanness M= 3.17; low humanness M=2.91) or 
reliance (high humanness M=0.16; low humanness M = 0.12) despite several studies 
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demonstrating human characteristics improve trust in automation (Nass, Fogg, and Moon, 
1996; Forster et al., 2017; Hancock et al., 2011; Madhavan and Wiegman, 2004). 
However, the effect size was medium and the effects were in the anticipated direction. 
The humanness manipulation may have failed to produce a significant effect on 
trust and reliance for several reasons. First, the humanness manipulation in this study was 
conservative in that both humanness conditions included a male voice delivering 
messages supporting benevolence, integrity, and teaming. The two conditions appeared to 
be too similar, differing only in the type of voice (human versus synthesized) and 
inflection / affect (positive versus neutral). Humanness attributes may benefit from a 
more complex design by including features such as context-aware social etiquette (Lyons 
& Havig, 2014), feedback (Madhavan & Wiegmann, 2004), humanlike mind, i.e., name, 
gender, and voice (Waytz et al., 2014), and a higher level of interdependence between the 
aid and participant (Nass, Fogg, & Moon, 1996). Second, the differences were in the 
predicted direction, but statistical power was reduced due to a between-subjects 
experimental design and small sample sizes.  
Autonomous vehicles are becoming an increasingly important aspect of people’s 
lives as technologies permit these vehicles to have a greater level of control in the driving 
task. Forster et al., (2017) examined driver attitudes for conditionally automated driving 
features (e.g. recovery from lane departure or executing an obstacle avoidance maneuver) 
and found speech output plus tones from the technology was rated higher for trust in 
automation, anthropomorphism, usability, and acceptance, when compared to tones 
alone. The subjective measures reported by Forster et al. (2017) provide support for the 
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positive effect on trust in the automation found for the humanness manipulation in this 
study. 
Although humanness was not statistically significant, the effect size was medium 
and the mean values for trust and reliance were higher for high humanness. In this study, 
humanness provided no information which could be used to directly benefit performance 
and was designed only to improve participant trust perception and reliance behavior for 
an imperfect aid. This reiterates the importance of designing for appropriate reliance 
where designers must be careful to avoid using design features which raise user trust 
and/or reliance without a clear benefit to performance.  
6.1.4. Hypothesis #4 Benevolence/Integrity as a Mediator of the Humanness-
Trust and Perceived Humanness-Trust Relationship 
Humanness. The correlation between humanness and trust was not significant; 
however, a mediation analysis was conducted to determine the possible presence, and 
extent, of an indirect effect. The relationship between humanness and trust was partially 
mediated by perceived ability, creating an indirect effect accounting for 83% of the total 
effect. Examination of the relationship mediated by perceived benevolence / integrity 
yielded partial mediation accounting for 33% of the total effect.  
The indirect effect of perceived ability accounted for a larger proportion of the 
explanatory link in the relationship between humanness and trust than did perceived 
benevolence / integrity. That is, perceived ability explained the humanness to trust 
relationship more than benevolence / integrity. This finding is important for system 
designers because it demonstrates that the humanness design characteristic affected 
perceived benevolence / integrity. Perhaps more importantly, humanness affected 
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perceived ability even though humanness information provided no direct benefit to 
participant performance. Perceived ability was most likely interpreted from the 
humanness messages where, for example, one effort-type message informs “My image 
processing is running at full capacity.” Perceived ability is an important factor 
influencing trust in interactions between humans and automation, and that trust may 
manifest unintentionally through design characteristics intended to provide other types of 
information, e.g. perceived benevolence and integrity.  
Perceived benevolence / integrity explains less of the relationship between 
humanness and trust, but still accounts for one-third of the overall effect. The important 
finding is participants perceived benevolence / integrity in the automated aid even though 
the only “human” characteristic of the aid was a human voice with realistic human 
messages, and despite according to Solomon and Flores (2002) (as cited in Corritore et 
al., 2003) and Chaminade et al. (2012), the belief automation cannot be the object of 
trust because it does not have intentionality. 
Perceived humanness. Perceived humanness measured a participant’s perceptions 
about the quality of the aid’s human-like characteristics. These characteristics included 
voice and message content (affect and teaming). Perceived humanness and trust were 
positively correlated and significant (r=0.364, p<.05), and therefore, this relationship was 
further analyzed with ABI as mediators. Results from the mediation analyses for the 
relationship between perceived humanness and trust were nearly identical to those where 
humanness was a predictor. Eighty-four percent (84%) of the relationship between 
perceived humanness and trust was accounted for by perceived ability as an indirect 
effect, while 39% of that relationship was accounted for by perceived benevolence / 
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integrity as an indirect effect. Perceived ability again was a larger explanatory link in the 
relationship between perceived humanness and trust than perceived benevolence / 
integrity. Mayer et al. (1995) states that the relationship among ability, benevolence, and 
integrity is idiosyncratic in a trusting relationship. These results suggest interpersonal 
trust helps explain the relationship between perceived humanness and trust, and that 
perceived ability is more important than benevolence / integrity in this particular context. 
As artificial intelligence (AI) technologies such as voice recognition and natural 
language understanding improve, people can expect more humanlike interactions with 
automation, perhaps even assuming the “other” person is a human, for example, in phone 
dialogue with a help routing system. Furthermore, some domains will require that users 
have transparency in the interaction – AI systems may be augmented with human 
intelligence (i.e. human monitoring one or more AI help systems and intervening as 
required to provide clarity or a more complete response).  
6.1.5. Hypothesis #5 Trust Resilience 
Trust resilience was defined in this study as the differential effect that the 
transparency and humanness conditions had across large changes in aid reliability (from 
0.90 in block 1 to 0.65 in block 2 to 0.90 in block 3). Hypothesis 5 was tested using a 
mixed-model ANOVA and reliability was found to have a significant effect on trust. 
Overall, trust dropped from block 1 to block 2 and recovered to initial levels in block 3. 
Specific transparency and humanness conditions, however, did not vary in a reliable 
manner. That is, the conditions had no consistent, differential effect on the rate of trust 
decline or recovery. This finding suggests that participants did not change their trust 
behavior with changes in reliability for any of the transparency by humanness conditions. 
 
91 
 
This may be explained by participants establishing perceptions about the aid early in the 
interaction process and maintaining those perceptions throughout the task.  
6.1.6. Hypothesis #6 Combined Transparency and Humanness 
The interaction effect of transparency and humanness represents how trust and 
reliance vary as a function of the combined effect of transparency and humanness. 
Hypothesis 6 was tested using a between-subjects ANOVA with transparency and 
humanness as main effects. The transparency by humanness interaction was not 
significant for either trust or reliance. Figure 17 (block 1) shows that for trust, as in 
section 6.1.5, transparency and humanness conditions did not produce a reliable additive 
effect, although low transparency and high humanness yielded higher trust than the other 
three conditions. This result shows high humanness had a positive differential (albeit not 
significant) effect on trust. (Other aspects of transparency may also be at work to improve 
trust, as discussed in section 6.1.2.) Trust was lower, however, for the high transparency 
and high humanness condition, due perhaps to perceived differences (beyond what was 
intended in the study design) between the UGV display (the scene) and characteristics 
reported by the aid. In this case, designers should be aware that an otherwise positive 
influence on trust (from high humanness) can result in an overall negative influence on 
trust (from high transparency) which dominates the participant’s interaction experience. 
Reliance failed to produce a reliable effect (see block 1 in Figure 19), although, 
both high humanness conditions were higher than low humanness conditions. In this case, 
the potential discrepancies associated with the high transparency display did not 
negatively affect reliance behavior when paired with high humanness (as was seen for 
trust). Remember, a reliance behavior requires 1) the participant to respond differently 
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than the aid (e.g. the participant chooses non-insurgent and the aid recommends 
insurgent), and 2) the participant to change his/her response to the aid’s. A participant 
reversing his or her decision may indicate a lack of self-confidence as well as a higher 
perceived ability in the aid (which is the case for both humanness conditions, see Figure 
22). This finding reiterates the notion that trust and reliance are separable constructs 
and must both be considered in a design context. 
Table 24 summarizes the type of statistical analyses performed, findings, and 
implications for hypotheses 1-6. 
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6.1.7. Summary of Findings 
Table 24. Findings summarized for experimental hypotheses. 
  Hypotheses Analyses Type Finding Implication 
1 
Effect of 
Transparency - trust; 
reliance 
Openness and 
Understanding ANOVA main effect Not supported 
-Transparency design was too conservative (added state 
info only); 
-Transparency design was muted by other sources;  
-Lack of feedback to resolve differences between aid 
report and user assessments; 
-Transparency through humanness; 
-Broader transparency through intent; 
-Insufficient sample size 
2 
Ability as a mediator 
of the transparency-
trust and perceived 
transparency-trust 
relationship 
Mediation analysis; 
correlations; 
regression 
Ability and 
benevolence / 
integrity mediated 
perceived 
transparency - trust 
relationship 
-Suggests individual attributes of the automation can 
affect trust in technology based on their perception of 
technology 
3 
Effect of humanness - 
trust; reliance ANOVA main effect 
Not supported; 
medium effect size; 
humanness 
positively affected 
trust and reliance 
-Suggests the importance of designing for appropriate 
reliance where designers must be careful to avoid using 
design features which raise user trust and/or reliance 
without a clear benefit to performance 
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4 
Benevolence/Integrity 
as a mediator of the 
humanness-trust and 
perceived 
humanness-trust 
relationship 
Mediation analysis; 
correlations; 
regression 
Ability more than 
benevolence / 
integrity mediated 
perceived 
humanness - trust 
relationship 
-This finding is important for system designers because it 
demonstrates that the humanness design characteristic 
affected perceived benevolence / integrity with no direct 
benefit to performance; 
-Perceived ability is an important factor influencing trust 
in interactions between humans and automation, and 
that trust may manifest unintentionally through design 
characteristics intended to provide other types of 
information; 
-Automation design may be able to leverage 
intentionality; 
-Perceived ability is more important than benevolence / 
integrity 
5 Trust resilience ANOVA main effect 
Change in trust 
supported; change 
between conditions 
not supported 
-This may be explained by participants establishing 
perceptions about the aid early in the interaction process 
and maintaining those perceptions throughout the task  
6 
Combined 
transparency and 
humanness ANOVA interaction Not supported 
-This result shows high humanness had a positive 
differential (albeit not significant) effect on trust; 
-Designers should be aware that an otherwise positive 
influence on trust (from high humanness) can result in an 
overall negative influence on trust (from high 
transparency) which dominates the participant’s 
experience; 
-This finding reiterates the notion that trust and reliance 
are separable constructs and must both be considered in 
a design context 
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Section 6.1.7 concludes analysis of the study’s formal hypotheses. The following sections 
move the analyses to a more exploratory nature.  
6.2. An Exploratory Analysis of Cross-Block (Reliability) Findings  
This section explores dependent measures individually and together, including 
trust and reliance, in an exploratory nature to lend support for understanding study 
outcomes and providing information for future research. The analyses are based on trends 
for both transparency and humanness conditions across all three reliability blocks. 
6.2.1. Suspect Assessment Difficulty and Appropriate Reliance 
Accuracy at the individual suspect assessment level helps explain the relationship 
between individual and team accuracy, more specifically appropriate reliance, i.e. 
choosing the aid when it helps team accuracy. The best team accuracies occurred in 
blocks 1 (89%) and 3 (90%) where participants relied on the aid appropriately in all but 
two of 20 trials, even though individual accuracy was 78% and 86%, respectively. This 
suggests the participant learned to work effectively with the aid in lieu of historical data 
in block 1 and following low aid reliability in block 2. Team performance plateaued at 
90% producing an apparent ceiling effect most likely due to a lack of feedback where the 
participant could learn to work optimally with the aid. 
Eleven of the 60 trials showed a performance reversal, where individual accuracy 
was higher than team accuracy. Seven of these reversals occurred in block 2 and 
represent a failure to rely appropriately. The high proportion of reversals is likely due in 
part to high reliability in block 1 carrying over and biasing participants to rely on the aid 
in block 2. Designers must be aware of these potential biases when designing for trust 
because users may over trust automation when unwarranted. Despite the several 
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reversals, overall team performance in block 2 was only 5% lower than in block 3. In 
block 3 the participants achieved the highest team performance and improved 4% over 
individual performance, demonstrating the participants worked better with the aid, 
apparently by adjusting reliance appropriately, even following seven errors in block 2. 
The improvement appears to be due to the participant’s experience with the task as well 
as working with the aid. Note the participants received no performance feedback, but 
could self-assess in many instances as the UGV drove by the suspect. However, 
maintaining visual contact with the suspect in the visual field was not easy due to the 
large number of distractors individuals and objects in the environment. 
6.2.2. Perceived Reliability and Trust 
Figure 30 shows participants recognized changes in the aid’s reliability (that is, 
participants received imperfect feedback), but were inconsistent in estimating reliability. 
Perceived reliability overall was slightly less than actual in block 1 (87% vs. 90%), was 
overestimated in block 2 (76% vs. 65%), and was underestimated in block 3 (83% vs. 
90%). Perceived reliability for high transparency and high humanness increased only 3% 
from block 2 to 3 even though actual reliability rose 25%, indicating high transparency 
and high humanness may have suppressed or masked a participant’s ability to recognize 
the improvement in reliability or participants perceived inconsistencies (evidenced by 
reliance remaining low in block 3).  
Figure 17 shows that overall, trust dropped from block 1 to block 2 and recovered 
in block 3 to original levels. Most notably, the low transparency and high humanness aid 
produced the highest trust for all reliability blocks. The small, positive correlation 
between humanness and trust (r=.243), suggests humanness primarily influences this 
 
97 
 
trend. Trust for high transparency and high humanness may fail to achieve similar trust 
due to perceived or real differences between a participant’s assessment of suspect 
characteristics and those reported by the aid (in the high transparency condition). This 
finding suggests information conflicts presented through transparency may be more 
detrimental to trust than simply omitting transparency information altogether. A system 
designer must ensure perceived inconsistencies have explanations, if possible. 
Furthermore, these inconsistencies appear to also affect perceived reliability. 
6.2.3. Reliance 
Reliance declined for all aid types in the low reliability block 2. Unlike trust, 
however, reliance remained about the same in block 3 as in block 2. Trust is more likely 
to predict reliance for “complex, imperfect automation in dynamic environments that 
require the person to adapt to unanticipated circumstances” (Lee and See, 2004). The task 
in this study did not have the inherent complexities which might cause trust to influence 
reliance. In fact, reliance for the high transparency and high humanness aid continued to 
decline at a linear rate in block 3. Participants recognized the decline in aid reliability as 
reported in the perceived aid reliability measure captured after each block. The decline in 
reliance appears to be partly due to fewer opportunities to perform a reliance action. This 
was due to an improvement in individual accuracy (participant’s initial assessment) 
overall from 78% in block 1 to 88% in block 2 and low aid reliability in block 2 
producing fewer correct assessments suitable to changing one’s response. 
Reliance was further investigated as a function of the number of reliance 
opportunities available for each participant and block (termed normalized reliance). A 
reliance action first requires the participant and aid to disagree to set up the possibility of 
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reliance. The number of available opportunities can be determined from one minus (1 -) 
Agreement (Figure 28). This new measure accounted for individual differences in 
reliance opportunities. The analysis merely confirmed that participants had fewer 
opportunities for a reliance action in block 3 due to the high individual accuracy and high 
aid reliability. 
6.2.4. Perceived Transparency 
Perceived transparency had the highest overall mean among the perceived 
measures. Transparency had little differential impact on perceived transparency (Figure 
20). Perceived transparency dropped more for high transparency conditions as aid 
reliability dropped. This drop is indicative of the participants recognizing differences in 
performance through the characteristic matching display. Those differences apparently 
carried over more with the high humanness aids, because perceived transparency 
continued to drop following the recovery in reliability in block 3. Participant 
understanding of system analytics appears to have become confused (i.e. drops) for the 
high humanness conditions following low aid reliability, since perceived transparency 
continues to drop. That is, high transparency and high humanness masks features (or 
produces inconsistencies) which prevent reliability recovery. This masking, in turn, 
affects trust and reliance. Overall, transparency and humanness, as manipulated in this 
experiment, both contribute to perceived transparency.  
6.2.5. Perceived Humanness 
Perceived humanness was higher for both high humanness aid conditions as 
compared to both low humanness conditions. The high transparency and high humanness 
aid had the highest perceived humanness initially, but remained equivalent with the low 
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transparency and high humanness aid following errors in block 2 (Figure 21). This drop 
indicates transparency had no effect on perceived humanness for the high humanness aid 
after the drop in reliability. A closer inspection reveals perceived humanness converges 
for high humanness conditions and diverges for low humanness conditions following a 
drop in reliability and subsequent recovery. Further, the analytic information provided 
through high transparency lowered perceived humanness 26% (3.47 to 2.57), apparently 
making the aid seem more machine-like. Participants may have interpreted the three 
characteristic states in the transparency display as automation which is invariant with no 
potential for humanization. 
6.2.6. Perceived Ability, Benevolence, and Integrity 
Perceived ability and trust were significantly correlated across blocks (r = .775, 
.841, .767), suggesting perceived ability is a good indicator of trust, even for an 
automated aid (Bobko et al., 2014). Perceived benevolence (.421, .523, .456) and 
perceived integrity (.461, .703, .532) also correlated significantly with trust across blocks. 
This suggests perceived benevolence and integrity are good indicators of trust, even for 
an automated aid. Most notably, the high transparency and low humanness condition 
resulted in much lower perceived benevolence and integrity. Real and perceived 
differences noticed in this condition likely negatively influenced this measure. 
Interestingly, the low transparency and low humanness condition was roughly equivalent 
in perceived benevolence and integrity as both high humanness conditions.  
6.2.7. Individual Accuracy 
The suspect assessment task was the same for all transparency by humanness 
conditions, and occurred prior to transparency information and the aid recommendation. 
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As expected, individual accuracy means were comparable for each condition within a 
block (i.e. within normal variance, given the sample size). Block 1 assessments were 
designed to be more difficult
6
 to drive participant engagement with the aid. Lower 
relative individual accuracy overall in block 1 (0.78), therefore, is consistent with more 
difficult suspect assessments. Block 2
 
and 3 were easier (0.88, 0.86). The trend could also 
represent a practice effect, although participants were trained until comfortable with the 
task (participants did not, however, have to achieve a specific performance criterion to 
start the task). In Figure 26, an interesting phenomenon is the low transparency and low 
humanness condition showed a continued, linear improvement, suggesting participants in 
this condition need more learning over time. As expected, reliance (see Figure 19) was 
also lower in this case. 
6.2.8. Team Accuracy 
Team accuracy (Figure 27) was comparable within each reliability block 
irrespective of condition (0.89, 0.84, 0.90). Participants failed to rely appropriately on the 
aid in block 2, as team accuracy was lower than individual accuracy. The high 
transparency and high humanness aid resulted in the best team accuracy in block 1 but 
finished with the worst team accuracy in block 3 (lower than block 2), likely a result of 
lower reliance. The high reliability conditions in block 1 created overreliance which 
carried over to the low reliability aid in block 2 (evident by the lower team accuracy). 
                                                 
6
 Each suspect assessment was set up manually within the MIX program. The assessment considered the 
number and proximity of “distractors” (i.e. other people), objects which could be confused with weapons, 
suspect orientation, and more. Suspect assessment difficulty was subjectively assessed for each suspect by 
the experimenter prior to the study. Overall, block 1 was rated slightly more difficult than blocks 2 and 3. 
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While it is possible that lower reliability in block 2 may have led participants to 
reduce their reliance on the aid in block 3, there was no performance feedback and 
performance improved in block 3. Participants appeared capable to perceive the 
performance differences based on visual cues, but it is not possible to determine how 
long it takes participants to perceive enough differences to change behaviors. Designers 
must be aware of these potential transparency discrepancies, since they were indeed 
“perceived” (not real) as indicated by the lower team accuracy in the high transparency 
and high humanness condition. 
6.3. Research Summary and Contributions 
This research addresses important considerations which may help guide 
experimental task design and measure selection for future research in the human-
automation interaction domain. First, performance feedback was intentionally omitted in 
this study to provide a more realistic scenario. Many real-world tasks which require a 
human to make a decision/action about an actor, object, or event in an environment do 
not provide immediate feedback whether the action was correct (or provided the intended 
effect). This study demonstrated the lack of feedback confused the participants’ ability to 
appropriately rely on the automation. Future studies should consider the importance of 
determining whether participants need to rely appropriately to produce a demonstrated 
effect. 
Second, the reliance measure used in this study was the most conservative 
possible. That is, a reliance action was much more than the participant simply 
“accepting” the aid’s recommendation irrespective of the participant’s initial decision 
(which occurred 83% overall). Reliance herein required the participant and the aid 
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decisions to 1) differ, and 2) the participant to switch his/her decision to the aid’s (which 
occurred 11% overall). This reliance measure is conservative in that participants likely 
experienced the same reliance behavior when, for example, the participant could not 
discriminate the suspect and simply guessed on the initial decision, but that decision 
happened to agree with the aid’s. These additional reliance behaviors could not be 
specifically identified in the data set given the available measures, but most certainly 
occurred at some frequency. Future research studies which focus on identifying reliance 
behaviors should consider this latter, more liberal, measure to account for more instances 
where participants relied on the aid. 
Finally, a future experiment consideration involves the use of transparency as an 
experimental manipulation. Several research studies lend support to including 
transparency, specifically algorithm understanding, in improving trust in automation 
(Chen, Barnes, & Harper-Sciarini, 2011; Hoff & Bashir, 2015). This study, however, 
failed to find support for algorithm understanding through three state characteristics 
which informed an aid recommendation. In this case, participants most likely failed to 
find the transparency display helpful because the information simply did not provide the 
appropriate level of information (Hamilton et al, 2014) or interacted with other broader 
elements of transparency, such as intent through humanness. The implication for future 
research studies is to carefully consider the many sources of transparency in an 
experimental manipulation. 
The exploratory analyses are summarized in Table 25. The table includes 
exploratory variables, which factor the variable influences, and the impact to research and 
design. The primary findings from this research are summarized in Table 26.  
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Table 25. Exploratory analysis summary 
Exploratory Variable Factor Impact 
Suspect Trials 
Rely 
appropriately 
Participant learned to work effectively with the aid in 
lieu of historical data in block 1 and following low aid 
reliability in block 2 
Suspect Trials Feedback 
Team performance plateaued at 90% producing an 
apparent ceiling effect most likely due to a lack of 
feedback 
Suspect Trials Over trust 
High reliability in block 1 carrying over and biasing 
participants to rely on the aid in block 2 
Suspect Trials 
Rely 
appropriately 
Block 3 the participants achieved the highest team 
performance and improved 4% over individual 
performance, demonstrating the participants worked 
better with the aid, apparently by adjusting reliance 
appropriately, even following seven errors in block 2 
Perceived Reliability 
Rely 
appropriately 
High humanness increased only 3% from block 2 to 3 
even though actual reliability rose 25%, indicating high 
transparency and high humanness may have 
suppressed or masked a participant’s ability to 
recognize the reliability improvement  
Trust 
Low Trans / 
High Human 
The low transparency and high humanness aid 
produced the highest trust for all reliability blocks. This 
finding suggests information conflicts presented 
through transparency may be more detrimental to 
trust than simply omitting transparency information 
altogether 
Perceived 
Transparency Perception Highest rated subjective measure 
Perceived 
Transparency High Human 
Participant understanding of system analytics appears 
to have become confused (i.e. drops) for the both high 
humanness conditions following low aid reliability, 
since perceived transparency continues to drop 
Perceived 
Humanness Humanness 
Perceived humanness converges for both high 
humanness conditions and diverges for low 
humanness conditions across reliability 
Perceived 
Humanness Humanness 
The analytic information provided through high 
transparency lowered perceived humanness 26% (3.47 
to 2.57) 
Perceived Ability Automation 
Perceived ability is a good indicator of trust, even for 
an automated aid  
Perceived 
Benevolence and 
Integrity Automation 
Perceived benevolence and integrity are good 
indicators of trust, even for an automated aid 
Perceived 
Benevolence and 
Integrity Automation 
High transparency and low humanness condition 
resulted in much lower perceived benevolence and 
integrity. Real and perceived differences noticed with 
the transparent aid likely negatively influenced this 
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measure 
Individual Accuracy 
Learning 
Effect 
Low transparency and low humanness condition 
showed a continued improvement, suggesting 
participants in this condition need more learning 
Team Accuracy Reliance 
The high transparency and high humanness aid 
resulted in the best team accuracy in block 1 but 
finished with the worst team accuracy in block 3 
(lower than block 2), likely a result of lower reliance 
Team Accuracy Over Trust 
High reliability conditions in block 1 created 
overreliance which carried over to the low reliability 
aid in block 2 (evident by the lower team accuracy) 
Team Accuracy 
Learning 
Effect 
Participants appeared capable of perceiving the 
performance differences based on visual cues, but it is 
not possible to determine how long it takes 
participants to perceive enough differences to change 
behaviors 
Team Accuracy 
Transparency 
Perceptions 
Designers must be aware of these potential 
transparency discrepancies, since they were indeed 
“perceived” (not real) as indicated by the lower team 
accuracy in the high transparency and high humanness 
condition 
 
Table 26. Summary of primary findings 
Literature review identified transparency, humanness, and realism (not tested) as 
additional candidate precursors to trust in automation design 
Evidence for transparency perceived in a broader context than just algorithm 
understanding 
Humanness, in particular, a human voice delivering messages high in affect and good 
teaming behavior (i.e. warning, effort, concern, and teammate), resulted in higher 
trust and reliance.  
Extended mechanisms associated with interpersonal trust, specifically, ability, 
benevolence, and integrity (A, B, I), to the human-automation domain. Found support 
for the precursors of interpersonal trust (ability, benevolence, and integrity) in a 
human-automation context, where perceived benevolence and integrity indeed 
influence trust through appropriate automation design, although perceived ability 
affected trust more. 
Perceived ability (as an indirect effect) accounted for a large proportion of the 
humanness to trust relationship, while perceived benevolence and integrity (as an 
indirect effect) accounted for about one-third.  
Perceived ability is an important factor influencing trust in interactions between 
humans and automation, and that trust may manifest unintentionally through design 
characteristics intended to provide other types of information 
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Transparency and humanness, and their perceived correlates, affected automation 
trust more (operated) through perceived ability and perceived benevolence/integrity, 
albeit to varying degrees.  
Importance of designing for appropriate reliance where designers must be careful to 
avoid using design features which raise user trust and/or reliance without a clear 
benefit to performance 
Demonstrated the dynamic nature of trust - followed changes in aid reliability 
 
6.4. Limitations and Future Research 
6.4.1. Limitations 
All research has limitations, and this study is no exception. This research does, 
however, offer several opportunities for future research. Limitations are most associated 
with an inability to precisely control the transparency manipulation. The lack of a 
significant effect on trust for transparency even though transparency correlated with 
perceived transparency suggests transparency was viewed in a broader context than this 
study intended and that other design factors may have contributed to transparency. For 
example, humanness provided information which could be inferred as intent if one uses a 
broad filter when assessing the technology. The correlation between perceived 
transparency and perceived humanness supports this hypothesis.  
The transparency manipulation may also have been affected by how participants 
interpreted information from the three insurgent characteristics display. That is, 
transparency provided state information (present or not), but stopped short of providing 
more detailed information necessary for a high-risk identification task. It is likely 
participants were seeking as much information as possible such as the relative weighting 
among characteristics and the characteristic match percentage (0-100%) rather than just 
the state. Also, participants who recognized an error may have chosen to ignore the aid’s 
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image processing capability and subsequent reports, thus lowering trust and reliance. 
Performance feedback is another important feature which would help participants gauge 
team effectiveness and how to rely appropriately.  
The perceived transparency measure, which correlated with transparency and 
trust, focused on participants understanding the three characteristics required for 
insurgent identification rather than on how those three characteristics worked in the 
analysis or affected trust and performance. The pre-study transparency check for the 
transparency display design was performed in a smaller context of the display and not in 
the full context of the scenario. Furthermore, the study’s between-subjects design 
provided participants with no reference against which the value (or lack) of transparency 
information could be measured. In this case, one might expect participants to establish 
equivalent baselines (i.e. means) for both transparency conditions. However, perceived 
transparency was higher for high transparency (M = 4.17) than for low transparency (M = 
3.90). One possible explanation is the participants’ frame of reference was influenced, for 
example through humanness information. The perceived transparency measure also was 
sufficiently general that participants may have accounted for transparency from sources 
other than the display. 
Another limitation in this study is the sample size. The key measures in this study 
were subjective ratings based on a 5-point Likert scale. The overall number of 
participants (n = 40) was sufficient to shows trends, but lacked the statistical power 
necessary for a between-subjects design, as there were only ten subjects per condition. 
Effect sizes, however, were small to moderate in several cases, indicating differences 
existed between treatment means. The magnitude of the effect size should not change 
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with an increase in sample size (only the statistical significance will change). As an 
exploratory effort, however, the trends identified in this study support future trust in 
automation design alternatives. 
The humanness manipulation in this study was very conservative from a design 
and statistical analysis perspective. Both humanness conditions included a male voice 
delivering messages supporting benevolence, integrity, and teaming. The two conditions 
differed only in the type of voice (human versus synthesized) and inflection/affect 
(positive versus neutral). These differences may have been too subtle given that 
Madhavan and Wiegmann (2004) suggest human characteristics which simply mirror 
social interpersonal contexts may reduce human biases and improve correspondence. 
Waytz et al. (2014) found autonomous vehicles which were anthropomorphized with a 
human-like mind (i.e., name, gender, and voice) were found to be more trustworthy than 
non-anthropomorphized vehicles. These studies demonstrate that even the synthesized 
voice (low humanness condition) in this study may have triggered reactions similar to a 
human voice (high humanness). 
Finally, the mediation analyses offered important insights about whether 
precursors of interpersonal trust were explanatory links between the perceived 
transparency and perceived humanness predictors and trust outcomes. These predictors 
were measured at the end of each block and at the same time as the mediators and trust 
outcomes. Ideally, the predictors would have been measured prior to each mediator, and 
prior to each block, if possible. 
6.4.2. Future Research 
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Future studies may look at additional transparency manipulations which better 
account for, or omit, broader applications of transparency such as intent. Another 
interesting research topic for transparency design could focus understanding why or how 
an aid makes errors (Dzindolet et al., 2003; Wang et al., 2009), rather than how the aid 
analytics work. This approach may result in better human-automation trust since 
explanations for errors in human-human interactions temper a drop in trust. The presence 
of ability and benevolence/integrity explanatory links in the transparency to trust and 
humanness to trust relationships suggests future research should explore trait measures 
which leverage these human attributes. 
The reliability condition occurred roughly over one hour. The perfect automation 
schema accurately predicted trust would degrade rapidly with poor reliability in block 2 
(Jian, Bisantz, & Drury, 2000). However, the perfect automation schema failed to predict 
trust recovery (in most cases) when reliability improved in block 3 (likely due to the short 
timeframe of the task and an indirect reference in the instructions to potential 
performance issues. Trust influences reliance on automation (Lee & See, 2004), and trust 
and reliance in this study changed comparably between block 1 and 2, but reliance did 
not recover with the recovery in reliability from block 2 to 3, whereas trust did recover. 
This behavior might be expected more with human-human relationships given a baseline 
competence (Madhavan & Wiegmann, 2007). In this study, all participants experienced 
an aid’s voice communicating benevolence and integrity through warnings, effort, 
concern, and teaming messages. This fundamental humanness manipulation may support 
a human-automation relationship where trust recovers comparable to human-human trust. 
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Voice and message content as a function of human-automation trust should be an area of 
future research.  
Understanding the human-automation interaction in this task context could be 
explored from an alternative analytic approach such as signal detection theory (SDT). 
SDT can be used to determine how well a person differentiates a signal (i.e. insurgent) 
from noise (i.e. non-insurgents). SDT includes two metrics, sensitivity and bias, which 
provide estimates for task difficulty as well as participant behavior. Sensitivity 
determines how well participants can discriminate the signal from the noise. Bias 
determines what type of response behavior a participant exhibits (e.g. conservative to 
minimize errors versus liberal to identify all potential signals at the potential expense of 
more errors). 
It is also interesting that the explanatory links (for perceived ability and perceived 
benevolence/integrity) between humanness and trust were essentially the same 
irrespective of whether humanness was perceived, whereas the explanatory link between 
transparency and trust very much depended whether the predictor was direct or perceived 
and whether the link was perceived ability or perceived benevolence/integrity. These 
differences may have been due to transparency directly affecting performance while 
humanness did not, but should be explored in greater detail.
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7. CONCLUSIONS 
This research aimed to advance the understanding of trust when humans interact 
with technology. The research began by extending the underlying mechanisms typically 
associated with interpersonal trust, specifically, ability, benevolence, and integrity (A, B, 
I), and applying those to the human-automation domain. Based on a review of the 
literature, transparency, humanness, and realism (not tested) emerged as additional 
candidate precursors to trust in automation design. In the current study, transparency was 
designed to aid insurgent assessment performance directly, albeit imperfectly, whereas 
humanness was designed to aid performance indirectly through higher perceived teaming 
relationship. Transparency and humanness were both designed to improve trust. 
Transparency produced inconsistent effects on trust and reliance, in part because 
participants may have interpreted transparency in a broader context which included 
intent (Lyons et al., 2013), rather than in the narrower, operationalized context of 
algorithm understanding. In that regard, humanness (which may have signaled intent) 
generally improved trust and reliance. 
My research findings provide general support for precursors of interpersonal trust 
in a human-automation context and for the proposed factors, transparency and 
humanness. While the operationally-defined independent variable levels of transparency 
and humanness failed to significantly affect trust, perceived transparency and perceived 
humanness were significantly correlated with trust and reliance. Further, systematic 
changes in automated aid reliability demonstrated the dynamic nature of trust and 
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reliance, as both trust and reliance dropped when aid reliability dropped. When reliability 
was restored, trust returned to original levels, while reliance remained at the level 
associated with low reliability.  
As noted, a literature review of precursors to trust in the interpersonal and 
automation domains identified transparency and humanness as candidate precursors to 
trust. This research study found mixed results for transparency and humanness directly 
affecting trust. Transparency and humanness, and their perceived correlates, affected 
automation trust more (operated) through perceived ability and perceived 
benevolence/integrity, albeit to varying degrees. Humanness, in particular a human voice 
delivering messages high in affect and good teaming behavior (i.e. warning, effort, 
concern, and teammate), resulted in higher trust and reliance.  
This research effort also examined how participants applied perceptions of A, B, 
and I to interactions with the automated aid for the transparency and humanness 
manipulations in this study. Perceived ability (as an indirect effect) accounted for 83% of 
the humanness to trust relationship. Perceived benevolence and integrity (as an indirect 
effect) accounted for 33% of the humanness to trust relationship. The latter finding 
suggests that benevolence and integrity can indeed influence trust through appropriate 
automation design. 
The research provides support for the precursors of interpersonal trust (ability, 
benevolence, and integrity), in a human-automation context. The research also extends 
the number of precursors in automated contexts to include humanness and transparency, 
which manifest primarily as perceptual attributes. While perceived transparency and 
humanness were good predictors of trust, the specific manipulations did not produce the 
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same outcomes. This finding indicates, when automation designers want to affect trust 
through transparency and humanness, they must understand the overall impact on user 
perceptions of those design characteristics. From a design perspective, individuals who 
interact with technology based on their perception of transparency appear to have trust 
most affected through attributes of the automation that reflect attributes associated with 
interpersonal trust. The research also demonstrated trust and reliance were differentially 
sensitive to a drop, and subsequent recovery, in aid reliability – trust varied with aid 
reliability, whereas reliance failed to recover – indicating designers may be able to 
leverage trust behaviors attributed to this automation design to aid the user in relying 
appropriately. 
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APPENDIX A. Precursors to Trust 
 
Figure 31. Ability precursors and literatures Part 1 
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Figure 32. Ability precursors and literatures Part 2 
 
 
Figure 33. Benevolence precursors and literatures 
 
 
121 
 
 
Figure 34. Integrity precursors and literatures 
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Figure 35. Transparency precursors and literatures 
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Figure 36. Humanness precursors and literatures 
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Figure 37. Realism precursors and literatures 
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APPENDIX B. Transparency, Humanness, and Realism Sub-factors 
The following automated system (e.g., computer, robot, UAV) characteristics or sub-
factors (attributes) may be perceived by the human operator during a human-machine 
teaming activity or interaction and thereby influence trust. 
Transparency 
Understandability – comprehension of system processing algorithms 
Openness – ability to access system processing algorithms 
Ease of use – ability to operate the system through the interface in an intuitive manner 
while considering errors and cognitive workload 
Mental model – cognitive understanding of system operation (higher level abstraction 
of ‘Understandability’ 
Actual data – raw sensor data and metadata (e.g., source, timestamp, quantity) 
received by the system and sensor status 
Exploration – ability to set up a “sandbox” within the system to expose behaviors and 
processing without affecting operation 
Interface layout – higher order ‘Ease of use’ which defines the primary system 
interface design strategy (e.g., ecological, other) to include display 
characteristics and interactions 
Humanness 
Politeness – culturally specific application of good manners 
Etiquette – socially acceptable conduct
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Mood – feelings at a certain time 
Personality – collective expression of emotional, social, mental and physical 
characteristics 
Response tendencies –  
Tone – emotional expression through voice 
Similarity – high resemblance in specific qualities 
Memory – ability to recall certain information 
Realism 
Anthropomorphism – human-likeness in form, function, or attribute 
Picture – visual representation 
Correspondence – high resemblance in appearance 
Familiarity – recognizable 
Brand/vendor – well-known make or model 
Quality – distinctive positive characteristic 
Realness – likeness to existing things 
Type – classify by a characteristic or attribute 
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APPENDIX C. Recruitment Materials for Participants 
 
Advertisements offering monetary compensation of $30.00 will be posted in various 
WSU academic departments or distributed via email. The purpose of these 
advertisements is to obtain a broader subject sample, permitting greater generalization of 
results beyond, for example, introductory psychology students. 
 
Opportunity for Research Participation – Volunteers Needed 
 
(email: chris.calhoun@csra.com, ask about the trust study) 
 
This research study is examining how automation design influences human trust when 
interacting with an autonomous system. As part of this study, you will complete several 
questionnaires and perform a computer-based task. 
 
Requirements to participate: 
 
 Duration: 1 ½ hours 
 Compensation: $30 gift card 
 Requirements: No experience is necessary, but you must be able to read and 
operate a computer mouse, have normal or corrected to normal vision (20/20), 
normal hearing, and be at least 18 years old 
 
If you are interested in participating or for more information, please contact Chris 
Calhoun at chris.calhoun@csra.com or August Capiola. 
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APPENDIX D. Humanness Messages by Condition 
 
Humanness LOW - Computer voice with limited emotional and social content 
expressed in third person 
 
Begin each block 
- “Begin operation–phase one” 
- “Begin operation–phase two” 
- “Begin operation–phase three” 
Warn 
- “Approaching a suspected insurgent” 
- “Suspected insurgent ahead” 
- “Prepare to assess a potential insurgent” 
- “Potential insurgent in near field of view” 
Effort 
- “Aid algorithms are optimized to identify insurgents” 
- “Aid analytics are searching for good signals” 
- “Aid is recalibrating to improve performance” 
- “Aid is increasing processing speed” 
Concern 
- “Aid assessments are sometimes based on poor video” 
- “Aid assessment characteristics are sometimes unclear” 
- “Aid insurgent detection performance is unknown” 
- “The Aid’s sensor data is noisy” 
Teammate 
- “Mission goals are on track” 
- “All systems are normal” 
- “No sensor or processing errors detected” 
- “The mission is going as planned”
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Humanness HIGH - Human voice with emotional and social content expressed in 
first person 
Begin each block 
- “Okay, let’s get started looking for insurgents!” 
- “Time to get back to work!” 
- “Let’s go find some bad guys!” 
Warn 
- “Be prepared, we’re approaching a potential insurgent” 
- “Okay, get ready. A potential insurgent is just ahead” 
- “Here we go, intelligence reports a suspected insurgent” 
- “Time to assess, here comes a potential insurgent” 
Effort 
- “I’m updating my assessment algorithms based on new intelligence” 
- “I’m working hard to get the best signal to analyze” 
- “I’m recalibrating to help improve my assessments” 
- “My image processing is running at full capacity” 
Concern 
- “This task is tough. I’m doing my best when video quality is poor” 
- “I sometimes struggle to get a good look at the suspect” 
- “I’m doing all I can to help you find insurgents” 
- “Just wanted you to know my feature recognition is working hard” 
Teammate 
- “I’m 100% committed to help you with this mission” 
- “My main goal is to help you identify all of the insurgents” 
- “My technologies and your analytic skills make a good team” 
- “My goal is to help you find more insurgents” 
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APPENDIX E. Subject Informed Consent Document 
 
TRUST IN AN AUTOMATION AID DURING AN INSURGENT SEARCH TASK 
 
Principal Investigator: 
Chris Calhoun (Biomedical, Industrial and Human Factors Engineering), WSU 
Ph.D. Candidate.  Senior Human Factors Engineer, 937-949-5648, SRA 
International, A CSRA Company, Chris.Calhoun@csra.com 
 
Faculty Advisor: 
Jennie Gallimore, PhD, Wright State University (Associate Dean of Research and 
Graduate Studies), 937-775-4901, Jennie.Gallimore@wright.edu 
 
The study will be conducted in one of two laboratories at Wright State University 
– the Human Centered Science Laboratory (Fawcett Hall) or the Human 
Centered Interaction Laboratory (Neuroscience and Engineering Collaboration 
Building). 
 
Introduction and Background Information 
 
You are invited to participate in a research study. The study is being conducted 
by Jennie Gallimore, PhD, and Chris Calhoun, MS. The study is sponsored by 
the United States Air Force Research Laboratory. A total of eighty-eight (88) 
subjects will be enrolled in this study, with the following restrictions on 
recruitment:  
 
 You must be between 18-65 years old. 
 You are required to have normal vision (20/20) or corrected to normal 
vision. 
 You are required to have normal color vision. 
 You are required to have normal hearing. 
 You will be asked to verbally confirm that you meet these requirements 
prior to your participation in the study. 
 
Purpose 
The purpose of this study is to understand how operator trust with an automated 
aid changes based on automation design and performance. The results will help 
the research community understand how human-machine system design and 
interaction can be tailored for more effective performance in future systems.
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Procedures 
 
In this study, you will sit at a computer workstation and perform an insurgent 
search task using the MIX testbed, which simulates an unmanned ground vehicle 
(UGV) control panel. Prior to the task, you will be asked to complete several 
surveys including Demographics (general information), Mini IPIP (abbreviated 
personality assessment), Perfect Automation Schema (expectations for 
automation performance), Propensity to Trust (willingness to trust humans), 
Propensity to Trust Automation (willingness to trust automation), and Computer 
Understanding and Experience (familiarity with computers). The questionnaires 
and surveys require 10 minutes to complete. 
 
Next, you’ll be trained how to perform the insurgent search task. An automated 
aid is provided with the UGV and assists in identifying potential insurgents. Your 
task is to work with the automated aid to correctly identify as many insurgents as 
possible. 
 
During the task, you will be asked three times to complete the following surveys: 
State Trust (current trust), Perceived Ability (perceived ability of the automation), 
Perceived Benevolence (perceived benevolence of the automation), Perceived 
Integrity (perceived integrity of the automation), Perceived Transparency 
(perceived transparency of the automation), and Perceived Humanness 
(perceived humanness of the automation). The surveys require 5 minutes to 
complete. 
 
After the task, you’ll have the opportunity to provide comments about the study 
through an open-ended survey. You may decline to answer any question or 
survey item that makes you feel uncomfortable. The investigator will answer any 
questions and you’ll be dismissed. You will participate in one study session 
lasting approximately one and one-half hours. 
 
Potential Risks 
 
There are minimal risks associated with performing a task at a computer and 
sitting for prolonged periods of time. Those risks include mild postural fatigue and 
eyestrain which have been shown to occur with continued computer use, but may 
be alleviated with rest breaks. If at any time you feel fatigued, bored, or under a 
strain, you can inform the experimenter and a break will be scheduled 
immediately. 
 
Benefits 
 
The possible benefits of this study include contributing to the body of human-
automation trust research which may positively affect future human-automation 
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system interactions. The information collected may not benefit you directly. The 
information learned in this study may be helpful to others. 
 
Compensation  
 
You will be paid (or receive) a $30 American Express gift card for your time, 
inconvenience, or expenses while you are in this study. In addition, the top three 
best performing individuals will each receive an Amazon gift card valued at $50. 
 
Confidentiality 
 
Total privacy cannot be guaranteed.  We will protect your privacy to the extent 
permitted by law.  If the results from this study are published, your name will not 
be made public. Once your information leaves our institution, we cannot promise 
that others will keep it private.   
 
Your information may be shared with the following: 
 
 The sponsor and companies hired by the sponsor to oversee the 
study, specifically, United States Air Force Research Laboratory 
(AFRL) researchers and SRA International, A CSRA Company, 
 The Wright State IRB and Office of Research and Sponsored 
Programs, 
 Department of Defense representatives responsible for the 
protection of human research subjects, and Office for Human 
Research Protections (OHRP). 
 
Security 
 
Records of your participation in this study may only be disclosed according to 
federal law, including the Federal Privacy Act, 5 U.S.C. 552a, and its 
implementing regulations and the Health Insurance Portability and Accountability 
Act (HIPAA), and its implementing regulations, when applicable, and the 
Freedom of Information Act, 5 U.S.C. Sec 522, and its implementing regulations 
when applicable. Your personal information will be stored in a locked cabinet in 
an office that is locked when not occupied. Electronic files containing your 
personal information will be password protected and stored only on a secure 
server. It is intended that the only people having access to your information will 
be the researchers named above. When no longer needed for research purposes 
your information will be destroyed in a secure manner (shredding). 
 
Conflict of Interest 
 
This study may involve a conflict of interest because the institution and/or the 
investigator will be compensated for your participation in it. Please ask the 
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investigator how the institution and/or investigator will benefit by your 
participation in the study. 
 
Voluntary Participation 
 
Taking part in this study is voluntary. You may choose not to take part at all. If 
you decide to be in this study you may stop taking part at any time. If you decide 
not to be in this study or if you stop taking part at any time, you will not lose any 
benefits for which you may qualify.   
 
Research Subject’s Rights, Questions, Concerns, and Complaints 
 
You may contact the principal investigator, Chris Calhoun, at 
chris.calhoun@csra.com, or the Faculty Advisor, Jennie Gallimore, Ph.D., at 
Jennie.Gallimore@wright.edu. 
 
If you have any questions about your rights as a study subject, questions, 
concerns or complaints, you may call the Wright State IRB Office (937) 775-
4462. You may discuss any questions about your rights as a subject with a 
member of the IRB or staff. The IRB is an independent committee composed of 
members of the University community, staff of the institutions, as well as lay 
members of the community not connected with these institutions. The IRB has 
reviewed this study. 
 
This paper tells you what will happen during the study if you choose to take part.  
Your signature means that this study has been discussed with you, that your 
questions have been answered, and that you will take part in the study. This 
informed consent document is not a contract. You are not giving up any legal 
rights by signing this informed consent document. You will be given a signed 
copy of this consent to keep for your records. 
 
___________________________________________      __________________ 
Signature of Subject/Legal Representative    Date Signed 
 
___________________________________________      __________________ 
Signature of Person Obtaining Consent      Date Signed 
(if other than the Investigator) 
 
___________________________________________      __________________ 
Signature of Investigator       Date Signed 
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APPENDIX F. Demographics 
Instructions:  Complete the following items as accurately as possible. Feel free to ask for 
clarification on any items. 
 
Participant ID______    Age ______  Gender______ 
1. Enter your native first language ____________ 
2. What is the highest level of education you have had? 
Less than 4 yrs. of college ____ Completed 4 yrs. of college ____ Other ____ 
3. Are you currently enrolled in school? 
Yes______ No______, if ‘Yes,’ Major_______________    GPA_____ 
4. What is your career field/occupation? ________________________________ 
5. When did you use computers in your education? (Circle all that apply) 
 Grade School   Jr. High   High School   Technical School   College   Did Not Use 
6. Where do you currently use a computer? (Circle all that apply) 
Home          Work          Library          Other_________          Do Not Use 
7. How many hours of sleep did you get last night? ______ hours 
8. Do you have normal vision or corrected to normal vision (acuity and color)? 
Yes______ No______ 
9. Do you have normal hearing or corrected to normal hearing? 
Yes______ No______ 
10. Are you on any medications that might alter your alertness or concentration? 
Yes______ No______
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11. Do you have prior military service?    YES    NO    Currently Active Duty 
If Yes, how long __________
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APPENDIX G. 3-item Trust in Aid 
Merritt, S., Huber, K., LaChapell-Unnerstall, J., and Lee, D. (2014). Continuous 
calibration of trust in automated systems. USAF AFRL Technical Report. 
Instructions:  For the below listed items, please read each statement carefully. Using the 
5-point scale ranging from 1 (strongly disagree) to 5 (strongly agree), circle the answer 
that most accurately describes your feelings. 
 
 1-Strongly 2-Disagree 3-Neither Agree 4-Agree 5-Strongly 
 Disagree nor Disagree Agree 
 
I believe the system is competent 1    2    3    4    5 
I trust the system 1    2    3    4    5 
I can depend on the system 1    2    3    4    5 
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APPENDIX H. 10-item Trust in Aid 
Described in Lyons & Guznov (under review). This scale modifies the 4-item 
interpersonal trust scale from Mayer and colleagues (1995) and adds 6 additional items to 
gauge reliance intentions. 
Instructions: In the following items, consider your attitudes toward the decision aid. Use 
the scale provided to select the best response to the item. 
 
 1-Strongly 2-Disagree 3-Neither Agree 4-Agree 5-Strongly 
 Disagree nor Disagree Agree 
 
I would rely on the system without hesitation 1    2    3    4    5 
I think using the system will lead to positive outcomes 1    2    3    4    5 
I would feel comfortable relying on the system in the future 1    2    3    4    5 
When the task was hard, I felt like I could depend on the system 1    2    3    4    5 
If I were facing a very hard task in the future, I would want to have 1    2    3    4    5 
this system with me 
I would be comfortable allowing this system to make all decisions 1    2    3    4    5 
If I had my way, I would NOT let the system have any influence over  1    2    3    4    5 
issues that are important to the task (surveillance) 
I would be comfortable giving the system complete responsibility for  1    2    3    4    5 
Identifying insurgents 
I really wish I had a good way to monitor the insurgent decisions of  1    2    3    4    5 
system 
I would be comfortable allowing the system to identify insurgents, 1    2    3    4    5 
even if I could not monitor it 
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APPENDIX I. Perceived Ability of Aid 
Instructions:  For the below listed items, please read each statement carefully. Using the 
5-point scale ranging from 1 (strongly disagree) to 5 (strongly agree), circle the answer 
that most accurately describes your feelings. 
 
 1-Strongly 2-Disagree 3-Neither Agree 4-Agree 5-Strongly 
 Disagree nor Disagree Agree 
 
The system is very capable of performing its job 1    2    3    4    5 
The system is known to be successful at the things it tries to do 1    2    3    4    5 
The system has much knowledge about the work that needs done 1    2    3    4    5 
I feel very confident about the system’s skills 1    2    3    4    5 
The system has specialized capabilities that can increase our  1    2    3    4    5 
performance 
The system is well qualified 1    2    3    4    5 
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APPENDIX J. Perceived Benevolence of Aid 
Instructions:  For the below listed items, please read each statement carefully. Using the 
5-point scale ranging from 1 (strongly disagree) to 5 (strongly agree), circle the answer 
that most accurately describes your feelings. 
 
 1-Strongly 2-Disagree 3-Neither Agree 4-Agree 5-Strongly 
 Disagree nor Disagree Agree 
 
The system is very concerned about my welfare 1    2    3    4    5 
My needs and desires are very important to the system 1    2    3    4    5 
The system would not knowingly do anything to hurt me 1    2    3    4    5 
The system really looks out for what is important to me 1    2    3    4    5 
The system will go out of its way to help me 1    2    3    4    5 
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APPENDIX K. Perceived Integrity of Aid 
Instructions:  For the below listed items, please read each statement carefully. Using the 
5-point scale ranging from 1 (strongly disagree) to 5 (strongly agree), circle the answer 
that most accurately describes your feelings. 
 
 1-Strongly 2-Disagree 3-Neither Agree 4-Agree 5-Strongly 
 Disagree nor Disagree Agree 
 
The system has a strong sense of justice 1    2    3    4    5 
I never have to wonder whether the system will stick to its word 1    2    3    4    5 
The system tries hard to be fair in dealings with others 1    2    3    4    5 
The system's actions and behaviors are not very consistent
7
  1    2    3    4    5 
I like the system’s values 1    2    3    4    5 
Sound principles seem to guide the system's behavior 1    2    3    4    5 
 
                                                 
7
 Reverse scored item 
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APPENDIX L. Perceived Transparency of Aid 
Instructions:  For the below listed items, please read each statement carefully. Using the 
5-point scale ranging from 1 (strongly disagree) to 5 (strongly agree), circle the answer 
that most accurately describes your feelings. 
 
 1-Strongly 2-Disagree 3-Neither Agree 4-Agree 5-Strongly 
 Disagree nor Disagree Agree 
 
I understand what target characteristics contribute to the system’s  1    2    3    4    5 
overall assessment 
I understand how each potential insurgent is evaluated 1    2    3    4    5 
I understand how target characteristics are combined for the 1    2    3    4    5 
system’s overall assessment 
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APPENDIX M. Perceived Humanness of Aid 
Instructions:  For the below listed items, please read each statement carefully. Using the 
5-point scale ranging from 1 (strongly disagree) to 5 (strongly agree), circle the answer 
that most accurately describes your feelings. 
 
 1-Strongly 2-Disagree 3-Neither Agree 4-Agree 5-Strongly 
 Disagree nor Disagree Agree 
 
The system sounded like a machine
8
 1    2    3    4    5 
The system had human qualities 1    2    3    4    5 
The system was humanlike 1    2    3    4    5 
The system and I worked well as a team 1    2    3    4    5 
 
                                                 
8
 Reverse scored item 
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APPENDIX N. Perceived Reliability 
Instructions:  Please estimate the reliability of the system (check one) 
Less than 50%    55%   60% 65% 70% 75% 80% 85% 90% 95% 100% 
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APPENDIX O. Assessments for Data Linearity, Outliers, and Normality 
The dependent variables assessed were trust, perceived ability, perceived 
benevolence/integrity, perceived transparency, and perceived humanness, perceived 
reliability, individual accuracy, team accuracy, and reliance. Histograms and normality 
plots were generated for these dependent variables, as well as scatter plots for trust versus 
perceived ability, perceived benevolence / integrity, perceived transparency, and 
perceived humanness. The plots revealed no obvious outliers, appeared relatively linear, 
and normally distributed. 
 
Figure 38. Histogram for trust in block 1. 
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Figure 39. Histogram for perceived ability in block 1 
Figure 40. Histogram for perceived benevolence/integrity in 
block 1. 
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Figure 41. Histogram for perceived transparency in block 1. 
Figure 42. Histogram for perceived humanness in block 1. 
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Figure 43. Histogram for perceived reliability in block 1. 
 
 
Figure 44. Histogram for individual accuracy in block 1. 
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Figure 45. Histogram for team accuracy in block 1. 
Figure 46. Histogram for reliance in block 1. 
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Figure 47. Normality (Q-Q) plot for trust in block 1. 
Figure 48. Normality (Q-Q) plot for perceived ability in 
block 1. 
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Figure 49. Normality (Q-Q) plot for perceived 
benevolence/integrity in Block 1. 
Figure 50. Normality (Q-Q) plot for perceived 
transparency in block 1. 
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Figure 51. Normality (Q-Q) plot for perceived 
humanness in block 1. 
Figure 52. Normality (Q-Q) plot for perceived 
reliability in block 1. 
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Figure 53. Normality (Q-Q) plot for individual 
accuracy in block 1. 
Figure 54. Normality (Q-Q) plot for team accuracy in 
block 1. 
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Figure 56. Scatter plot for trust and perceived ability 
Figure 55. Normality (Q-Q) plot for reliance in block 1. 
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Figure 57. Scatter plot for trust and perceived 
benevolence/integrity 
Figure 58. Scatter plot for trust and perceived transparency 
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Figure 59. Scatter plot for trust and perceived humanness 
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APPENDIX P. Open-ended Survey Following Study 
1. What were your overall perceptions of the study? 
 
 
 
 
 
 
 
 
 
2. Describe your perceptions of the automated aid’s capabilities and the quality of 
your interaction with the aid. 
  
 
