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Necessary and sufficient conditions without a constraint qualification for e-Pareto
optimality of multiobjective programming are derived. The necessary Kuhn]Tucker
condition suggests the establishment of a Wolf-type duality theorem for nondiffer-
entiable, convex, multiobjective minimization problems. The generalized e-saddle
point for Pareto optimality of the vector Lagrangian is studied. Q 1996 Academic
Press, Inc.
1. INTRODUCTION
Several authors have been interested recently in e-optimal solutions in
nonlinear programming. For details, the readers are advised to consult
w x w x1]5 . Loridan 4 derived some properties of e-efficient points solution for
vector minimization problems and used the Ekeland's variational principle
w x6 to establish the e-Pareto optimality and e-quasi Pareto optimality. In
w x7 , Liu also adapted the same approach to obtain the e-duality theorem of
nondifferentiable nonconvex multiobjective programming.
w xRecently, several authors 8]12 have used an exact penalty function to
transform the nonlinear scalar programming problem into an uncon-
w xstrained problem and derived the e-optimality. In 14 , Yokoyama was
concerned with the e-approximate solutions and extended some results of
w x w x13 to the vector minimization problems. Similar to 13 , Yokoyama
transformed the vector problems into the unconstrained problems by using
the exact penalty functions and showed the e-optimality criteria by estimat-
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In this paper, we are inspired to use the exact penalty function to
transform the inequality multiobjective programming problem into a scalar
unconstrained problem and to derive the Kuhn]Tucker conditions in
which Lagrange multiplers of objective functions are one. Some definitions
and notations are given in Section 2. In Section 3, we use scalar penalty
functions to establish the necessary and sufficient conditions of e-Pareto
solution. Using this result, we formulate a dual problem of the Wolfe-type
for multiobjective programming. In Section 4, we give some relationships
between the primal problem and the dual problem. The generalized
e-Pareto saddle point of the vector Lagrangian is discussed in Section 5.
2. PRELIMINARIES
We consider the following convex multiobjective programming problem:
minimize f x .
P . subject to g x F 0, j s 1, . . . , m , .j
 .where f s f , f , . . . , f and each component function is a convex contin-1 2 p
uous real-valued function defined on Rn and where g are convex continu-j
ous real-valued functions defined on Rn, 1 F j F m. We denote the
 n <  . 4feasible set x g R g x F 0, 1 F j F m by F and assume the feasiblej
set F is nonempty.
Let e be an element of R p . We introduce the e feasible set F ,q e
p
nF s x g R g x F e , 1 F j F m . . e j i 5
is1
For convenience, let g s  p e .is1 i
 .To transform the problem P into a scalar unconstrained problem, we
w xuse the exact penalty function introduced by Zangwill 8 :
p m




The associated unconstrained problem in which
u minimize u x , r . .r
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is called a penalized problem with respect to the penalty parameter r. For
convenience, let
p t s max 0, r t . .  .
 . p  . m   ..Clearly, we have u x, r s  f x q  p g x .is1 i js1 j
n  .DEFINITION 2.1. A point x g R is called an e-Pareto solution of P if
x g F and there is no x g F such that
pf x F f x y e and f x / f x y e , in R . .  .  .  .
nDEFINITION 2.2. A point x g R is called an almost e-Pareto solution
 .of P if x g F and there is no x g F such thate
pf x F f x y e and f x / f x y e , in R . .  .  .  .
nDEFINITION 2.3. Let a ) 0. A point x g R is called an a-solution of
 .the scalar problem u ifr
nu x , r F u x , r q a , for all x g R . .  .
n  4DEFINITION 2.4. Let h: R ª R j q` be a convex function, finite
 .at x. The e-subdifferential of h at x is the set ­ h x defined bye
n <  : n­ h x s x* g R h y G h x y e q x*, y y x for any y g R . 4 .  .  .e
3. NECESSARY AND SUFFICIENT CONDITIONS
In this section, we present some Kuhn]Tucker conditions for e-Pareto
optimality.
 .THEOREM 3.1. If there exists r such that x is a g-solution for u for any0 r
 .r G r , then x is an e-Pareto solution for P and there exist scalars e G 00 i
 .  .  .1 F i F p , e G 0 1 F j F m , l G 0 1 F j F m such that:j j
p m
 .  .  . .  .i 0 g ­ f x q ­ l g x , 1 e i e j ji j
is1 js1
p m m
 .  .  .ii e q e y g F l g x F 0. 2  i j j j
is1 js1 js1
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 .Proof. If x is a g-solution of Problem u ,r
nu x , r F u x , r q g , for all x g R . 3 .  .  .
Clearly,
p




f x F u x , r F f x q g , for all x g F . 4 .  .  .  . i i
is1 is1
m   ..If x f F,  p g x ) 0.js1 j
Choose any feasible point x which is also in F and letÃ
p p m
r ) max f x y f x p g x , r . .  .  .Ã  .  i i j 0 / 5
is1 is1 js1
We then have the conclusion
p p
f x s u x , r G u x , r y g ) f x y g . .  .  .  .Ã Ã Ã i i
is1 is1
This conclusion gives a contradiction and hence x g F.
 .If x is not an e-Pareto solution of P , then there exists x g F such1
that
f x F f x y e , 1 F i F p , .  .i 1 i i
with at least one strict inequality. Therefore, we have
p p
f x - f x y g , .  . i 1 i
is1 is1
 .  .which contradicts 4 . Thus x is an e-Pareto solution of P .
 . w xWith 3 and the result of 15 , we have
p m
0 g ­ f ? q r p g ? x . .  .  . . g i j /
is1 js1
 .  .Then, there exist scalars e G 0 1 F i F p , e G 0 1 F j F m , a G 0i j j
 .  .1 F j F m , and h G 0 1 F j F m such thatj
p m
e q e s g , 5 . i j
is1 js1
p m





h q p g x y a r g x s e for j s 1, . . . , m. 7 .  .  . .j j j j j
 .  .By 5 and 7 , we have
p m m
e q h y g F a r g x F 0. .  i j j j
is1 js1 js1
 .  .Finally, we obtain the results 1 and 2 by setting
l s a r , 1 F j F m ,j j
e s h , 1 F j F m.j j
REMARK 3.1. If p s 1, then the necessary condition of Theorem 3.1
w xreduces to Theorem 4.1 of 13 .
 .THEOREM 3.2. If x is a feasible solution of P and there exist e G 0i
 .  .  .1 F i F p , e G 0 1 F j F m , l G 0 1 F j F m such that:j j
p m
 .  .  . .  .i 0 g ­ f x q ­ l g x , 8 e i e j ji j
is1 js1
p m m
 .  .  .ii e q e y g F l g x F 0. 9  i j j j
is1 js1 js1
 .Then, x is an e-Pareto solution of P .
 .  .Proof. If x is a feasible solution of P and there exist e G 0 1 F i F p ,i
 .  .  .  .e G 0 1 F j F m , l G 0 1 F j F m which satisfy relations 8 and 9 ,j j
U U .  . .then there exist x g ­ f x , 1 F i F p, y g ­ l g x , 1 F j F m,i e i j e j ji j
such that
p m
U Ux q y s 0. i j
is1 js1
By using the characterization of the e-subgradient, we obtain
U :f x G f x q x , x y x y e , 1 F i F p , .  .i i i i




f x q l g x y e y e .  .   i j j i j
is1 js1 is1 js1
p pm
F f x q l g x F f x , for all x g F . .  .  .  i j j i
is1 js1 is1
 .With 9 , we have
p p
f x F f x q g , for all x g F . 10 .  .  . i i
is1 is1
 .If x is not an e-Pareto solution of P , there exists x g F such that1
f x F f x y e , 1 F i F p , .  .i 1 i i
with at least one strict inequality. Therefore, we have
p p
f x - f x y g , .  . i 1 i
is1 is1
 .  .which contradicts 10 . Thus x is an e-Pareto solution of P .
 .THEOREM 3.3. If for sufficiently large r, x is a g-solution for u , then xr
 .  .is an almost e-Pareto solution for P and there exist scalars e G 0 1 F i F p ,i
 .  .e G 0 1 F j F m , l G 0 1 F j F m such that:j j
p m
i 0 g ­ f x q ­ l g x , .  .  . . e i e j ji j
is1 js1
p m m
ii e q e y g F l g x F 0. .  .  i j j j
is1 js1 js1
 .Proof. If x is a g-solution of Problem u ,r
p p





inf f x F f x , .  . i inxgR is1 is1
we have
p pm
r p g x F inf f x y inf f x q g . .  .  . .  j i inxgF xgRjs1 is1 is1
Let
p p
r e s g inf f x y inf f x q g .  .  . 0 i inxgF xgRis1 is1
 .Then, there exists r F r e such that0
p g x F g , 1 F j F m. . .j
Hence, we have x g F . This concludes the proof of the theorem.e
4. e-DUALITY THEOREM OF THE WOLFE TYPE
The result of Theorem 3.1 is used to formulate such a dual problem of
the Wolfe type for multiobjective programming as follows:
<D maximize L x , l x , l g F ; 4 .  .  . D
here
p m
n m <F s x , l g R = R 0 g ­ f x q ­ l g x , .  .  . . D q e i e j ji j
is1 js1
p m m
e q e y g F l g x F 0, .  i j j j
is1 js1 js1
e G 0, 1 F i F p , e G 0, 1 F j F m ,i j 5
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 .and the vector Lagrangian function L x, l is defined by
 ::L x , l s f x q l, g x .  .  .
m m
s f x q 1rp l g x , . . . , f x q 1rp l g x , .  .  .  .  .  . 1 j j p j j ;
js1 js1
for all x g Rn, l g R, 1 F j F m.j
n m .DEFINITION 4.1. A point x, l g R = R is called an e-Pareto solu-q
 .  .  .tion of D if x, l g F and there is no x, l g F , such thatD D
m m
f x q 1rp l g x G f x q 1rp l g x q e , 1 F i F p , .  .  .  .  .  . i j j i j j i
js1 js1
with at least one strict inequality.
 .THEOREM 4.1 Duality . If there exists r such that x is a g-solution for0
 .  .u for any r G r , then x is an e-Pareto solution for P and there existr 0
m  .  .scalars l g R such that x, l is an e-Pareto solution of D , for all l G l ,q j j
1 F j F m.
 .Proof. With Theorem 3.1, we conclude that x, l is a feasible solution
 .  . n m  .of D . Let x, l g R = R be any feasible solution of D . Then, thereq
U U .  . .exist x g ­ f x , 1 F i F p, y g ­ l g x , 1 F j F m, such thati e i j e j ji j
p m
U Ux q y s 0, i j
is1 js1
p m m
e q e y g F l g x F 0. .  i j j j
is1 js1 js1
By using the characterization of the e-subgradient, we obtain
U :f x G f x q x , x y x y e , 1 F i F p , .  .i i i i
U :l g x G l g x q y , x y x y e , 1 F j F m. .  .j j j j j j
Thus, we have
p p pm m m
f x q l g x G f x q l g x y e y e .  .  .  .     i j j i j j i j
is1 js1 is1 js1 is1 js1
p
G f x y g . i
is1
p m
G f x q l g x y g . .  . i j j
is1 js1
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 .Since l G l and g x F 0, for all 1 F j F m,j j j
m m
l g x G l g x . .  . j j j j
js1 js1
We then deduce that
p m
f x q l g x q g .  . i j j
is1 js1
p m
G f x q l g x , for all x , l g F . 11 .  .  .  . i j j D
is1 js1
 .  .If x, l is not an e-Pareto solution of the dual problem D , there exists
 .x*, l* g F such thatD
m
Uf x* q 1rp l g x* .  .  .i j j
js1
m
G f x q 1rp l g x q e , 1 F i F p , .  .  .i j j i
js1
with at least one strict inequality. Thus, we have
p pm m
Uf x* q l g x* ) f x q l g x q g .  .  .  .   i j j i j j
is1 js1 is1 js1
 .which contradicts 11 .
 .  .THEOREM 4.2 Converse Duality . Let x be a feasible solution of P . If
 .  .  .x, l is a feasible solution of D , x is an e-Pareto solution of P .
Proof. It follows from Theorem 3.2.
5. VECTOR LAGRANGIAN AND ITS e-PARETO
SADDLE POINT
In this section, we consider the e-Pareto saddle point of the vector
Lagrangian function.
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n m .DEFINITION 5.1. A point x, l g R = R is called an e-Pareto saddleq
 .point of the vector Lagrangian L x, l if the following conditions hold:
mi L x , l s L x , l q e , for all l g R ; .  .  . p. q
nii L x , l s L x , l q e , for all x g R . .  .  . p.
That is to say, there exist neither l g Rm nor x g Rn such that:q
m
i f x q 1rp l g x .  .  .  .i j j
js1
m
G f x q 1rp l g x q e , 1 F i F p , .  .  .i j j i
js1
with at least one strict inequality,
m
ii f x q 1rp l g x q e .  .  .  .i j j i
js1
m
F f x q 1rp l g x , 1 F i F p , .  .  .i j j
js1
with at least one strict inequality.
 .THEOREM 5.1. If there exists r such that x is a g-solution for u for any0 r
m .r G r , then x is an e-Pareto solution for P and there exist scalars l g R0 q
 .such that x, l is an e-Pareto-saddle point of the ¨ector Lagrangian.
mProof. With Theorem 3.1, there exist l g R such thatq
p m
0 g ­ f x q ­ l g x , 12 .  .  . . e i e j ji j
is1 js1
p m m
e q e y g F l g x F 0. 13 .  .  i j j j
is1 js1 js1
U U .  . .Then, there exist x g ­ f x , 1 F i F p, y g ­ l g x , 1 F j F m,i e i j e j ji j
such that
p m
U Ux q y s 0. i j
is1 js1
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By using the characterization of the e-subgradient, we obtain
U :f x G f x q x , x y x y e , 1 F i F p , .  .i i i i
U :l g x G l g x q y , x y x y e , 1 F j F m. .  .j j j j j j
Thus, we have
p p pm m m
f x q l g x G f x q l g x y e y e .  .  .  .     i j j i j j i j
is1 js1 is1 js1 is1 js1
p
G f x y g . i
is1
p m
nG f x q l g x y g , for all x g R . .  . i j j
is1 js1
14 .
Assume that there is an x* g Rn such that
m
f x* q 1rp l g x* q e .  .  .i j j i
js1
m
F f x q 1rp l g x , 1 F i F p , .  .  .i j j
js1
with at least one strict inequality, we obtain
p pm m
f x* q l g x* q g - f x q l g x , .  .  .  .   i j j i j j
is1 js1 is1 js1
 .which contradicts 14 . This gives the first condition of the definition for
 .e-Pareto saddle point. With 13 , we deduce that
pm m
l g x q g G e q e G 0. .  j j i j
js1 is1 js1
m m .Since x g F,  l g x F 0, for all l g R .js1 j j q
Thus, we have
m m





f x q l g x q g .  . i j j
is1 js1
p m
mG f x q l g x , for all l g R . 15 .  .  . i j j q
is1 js1
If there is a l* g Rm such thatq
m
Uf x q 1rp l g x .  .  .i j j
js1
m
G f x q 1rp l g x q e , 1 F i F p , .  .  .i j j i
js1
with at least one strict inequality, we obtain
p pm m
Uf x q l g x ) f x q l g x q g .  .  .  .   i j j i j j
is1 js1 is1 js1
 .which contradicts 15 . This completes the proof.
 .THEOREM 5.2. If x, l is an e-Pareto saddle point of the ¨ector La-
 .  .grangian L and g x F g x , 1 F j F m, for all x g F, then x is an almostj j
 .e-Pareto solution of P .
 .Proof. If x, l is an e-Pareto saddle point of the vector Lagrangian L,
there is no l g Rm such thatq
m m
f x q 1rp l g x G f x q 1rp l g x q e , 1 F i F p , .  .  .  . i j j i j j i
js1 js1
16 .
with at least one strict inequality.
If x f F ,e
g x ) g ) e .k i
for some k and all i.
Thus, we have
g x q l g x ) l g x q e .  .  .k k k k k i
for all i.
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 .Choose l s 1 q l and l s l for all j / k for L x, l ; we obtaink k j j
m m
f x q 1rp l g x s f x q 1rp 1 q l g x q 1rp l g x .  .  .  .  . . i j j i k k j j
js1 j/k
m
) f x q 1rp l g x q e .  .i j j i
js1
m
s f x q 1rpl g x q 1rp l g x q e .  .  .i k k j j i
j/k
 .for all i which contradicts 16 . We conclude that x g F .e
Now, we use the other inequality for an e-Pareto saddle point. Then,
there is no x g Rn such that
m m
f x q 1rp l g x G f x q 1rp l g x q e , 1 F i F p , .  .  .  .  .  . i j j i j j i
js1 js1
with at least one strict inequality. From
g x F g x , 1 F j F m , for all x g F , .  .j j
we conclude that there is no x g F such that
f x F f x y e , 1 F i F p , .  .i i i
with at least one strict inequality. This concludes the proof of the
theorem.
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