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Abstract
We formulate a general framework for hp-variational physics-informed neural networks (hp-VPINNs) based on the
nonlinear approximation of shallow and deep neural networks and hp-refinement via domain decomposition and
projection onto space of high-order polynomials. The trial space is the space of neural network, which is defined
globally over the whole computational domain, while the test space contains the piecewise polynomials. Specifically
in this study, the hp-refinement corresponds to a global approximation with local learning algorithm that can efficiently
localize the network parameter optimization. We demonstrate the advantages of hp-VPINNs in accuracy and training
cost for several numerical examples of function approximation and solving differential equations.
Keywords: physics-informed learning, VPINNs, variational neural network, domain decomposition, automatic
differentiation, hp-refinement, partial differential equations
1. Introduction
Neural networks (NN) have gained a lot of attention more recently in solving differential equations, see e.g.
[1, 2, 3, 4, 5, 6, 7, 8]. They offer a nonlinear approximant via the composition of hidden layers in a variety of network
structures and activation functions, and their universal approximation properties provide an alternative approach for
solving differential equations. In general, the nonlinear approximation [9, 10] extends the approximants to reside to a
nonlinear space and does not limit the approximation to linear spaces; it contains different approaches such as wavelet
analysis [11], dictionary learning [12], adaptive pursuit and compressed sensing [13, 14, 15, 16], adaptive splines [9],
radial basis functions [17], Gaussian kernels [18], and neural networks [19, 20, 21].
Due to the nature of nonlinear approximations of neural networks, solving differential equations using NNs is
formulated as optimization problems where it is crucial to design appropriate loss functions to optimize the quantities
of interests. Based on the method of variational/weighted residuals [22], several solvers have been developed, such
as deep Galerkin method (DGM) [23] based on the least squares, physics-informed neural networks (PINNs) [3, 24]
based on the collocation methods, and variational physics-informed neural networks (VPINNs) [25, 26] based on the
Galerkin method. Along this path, we develop a method which is called hp-Variational Physics Informed Neural
Networks (hp-VPINNs) based on the sub-domain Petrov-Galerkin method. The neural network still serves as the trial
space but, compared to all the aforementioned works, the sub-domain Petrov-Galerkin methods allow hp-refinement
via domain decomposition as h-refinement and projection onto space of high order polynomials as p-refinement.
In this work, we consider the following problem
Lqupx, tq “ f px, tq, px, tq P Ωˆ p0,T s, (1.1)
upx, tq “ hpx, tq, px, tq P BΩˆ r0,T s, upx, 0q “ gpxq, x P Ω, (1.2)
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where the bounded domain Ω Ă Rd with boundaries BΩ, T ą 0, and upx, tq : Ωˆr0,T s Ñ R describes the underlying
physical phenomena modeled by the above governing equation. The operator Lq is usually comprised of the identity
and the differential operators with some parameters q. We assume that u˜px, t;W,bq is a NN approximation (trial
solution) of upx, tq in (1.1)-(1.2). Specifically, the NN is comprised of ` hidden layers with Ni neurons in each layer
and activation function σ that takes the following form
uNNpx, t;W,bq “ g ˝ T p`q ˝ T p`´1q ˝ ¨ ¨ ¨ ˝ T p1qpxq. (1.3)
In the output layer, the linear mapping is g : RN` Ñ R, and in each hidden layer i “ 1, 2, ¨ ¨ ¨ , `, the nonlinear
mapping is T piqp¨q “ σpWi ˆ ¨ ` biq with weights Wi P RNiˆNi´1 and biases bi P RNi , where N0 “ d is the input
dimension. Then, we define the strong-form residual rpu˜q, the boundary residual rbpu˜q, and the initial residual r0pu˜q
as
rpu˜q “ Lqu˜´ f , @px, tq P Ωˆ p0,T s, (1.4)
rbpu˜q “ u˜´ h, @px, tq P BΩˆ r0,T s,
r0pu˜q “ u˜´ g, @px, tq P Ωˆ tt “ 0u.
The residuals are measures to the extent to which the approximation u˜ satisfies the equations (1.1)-(1.2). Ideally, the
exact solution is recovered when all the residuals are identically zero. The weighted integrals of the residuals are
obtained by projecting them onto a properly chosen space of test (weighting) functions V and then set to zero; this
leads to the variational form of the problem. Specifically, we choose some test functions v j such that
R jpu˜q “
ż
Ωˆp0,Ts
rpu˜qv j dx dt “ 0, (1.5)
Rb, jpu˜q “
ż
BΩˆp0,Ts
rbpu˜qv j dx dt “ 0, (1.6)
R0, jpu˜q “
ż
Ω
r0pu˜qv j dx “ 0. (1.7)
To solve the nonlinear system resulting from these equations, we formulate it as the following minimization problem:
min
W,b
Jpu˜, vq, (1.8)
where
Jpu˜, vq “ w
Nrÿ
j“1
R2jpu˜q ` wb
Nbÿ
j“1
R2b, jpu˜q ` w0
N0ÿ
j“1
R20, jpu˜q. (1.9)
The parameters tw,wb,w0u denote the weight coefficients in the loss function. They may be user-specified or tuned
manually or automatically, e.g., in practice based on the numerical experiment in each problem; their optimal bound,
however, is still an open problem in the literature [27].
Table 1: Various numerical methods based on different approximation and test functions.
test function trial function
v u˜ u˜ “DNNs
delta Dirac collocation PINNs [3]
v “ rpu˜q least square DGM [23]
polynomials (global) Petrov-Galerkin VPINNs [25]
polynomials (piece wise) Petrov-Galerkin VarNet [26]
nonoverlapping (2.1) sub-domain Petrov-Galerkin hp-VPINNs
Different choices of trial function u˜ and test function v j in (1.9) correspond to various numerical methods. Most
of these methods are well established and analyzed in the literature when linear approximations are used. Here, we
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Table 2: Local/Global trial function versus local/global test function.
local trial functions global trial functions
local test functions conservative VPINNs [36] hp-VPINNs
global test functions – VPINNs [25] varNet [26], D3M [8]
focus on the nonlinear approximation of u˜ and various choices of test functions, and briefly discuss some choices of
test functions when the trial function is shallow/deep NN; see Table 1 for comparison.
The Dirac delta test functions, vpx, tq “ δpx ´ xrqδpt ´ trq, correspond to the collocation method. These test
functions project the residuals onto a finite set of collocation points, making the equation to be satisfied at these points.
The collocation formulation is used in [1] and PINNs [3]. The PINN formulation has been recently successfully
employed in many physical problems such as discovering turbulence models from scattered/noisy measurements [28],
high speed flows [4], stochastic differential equation by generative adversarial networks [24], fractional differential
equations [29], and adaptive activation functions [30, 31]. Specifically, PINNs use the following functional
Ls “ 1
Nr
Nrÿ
i“1
ˇˇˇ
rpxir, tirq
ˇˇˇ2 ` τb 1Nb
Nbÿ
i“1
ˇˇˇ
rbpxib, tibq
ˇˇˇ2 ` τ0 1N0
N0ÿ
i“1
ˇˇˇ
r0pxi0q
ˇˇˇ2
, (1.10)
where the residuals r, rb and r0 are given in (1.4) and tpxir, tirquNri“1, tpxib, tibquNbi“1 and txiruN0i“1 are collocation points in
their domains. We use the superscript s to refer to the loss function associated with the strong-form of the residual. The
deep Galerkin method [23, 32] also employs the nonlinear approximation of NNs, however, it takes the test functions
to be v “ rpu˜q and essentially forms a least square method. Other formulations include the deep Ritz method [2] and
its extension to deep Nitsche method [7] with essential boundary conditions.
The variational formulation of PINNs, namely VPINNs [25], takes the nonlinear approximation of DNN as the
approximation function. It projects the residuals onto the space of polynomials and thus forms a Petrov-Galerkin
method. It has been shown in [25] that in VPINNs the variational residuals can be obtained analytically for the case
of shallow networks. Specifically, the VPINN formulation uses the following functional
Lv “ 1
K
Kÿ
j“1
ˇˇˇ
R j
ˇˇˇ2 ` τb 1Nb
Nbÿ
i“1
ˇˇˇ
rbpxib, tibq
ˇˇˇ2 ` τ0 1N0
N0ÿ
i“1
ˇˇˇ
r0pxi0q
ˇˇˇ2
, (1.11)
that takes the test functions v j (1 ď j ď K) from orthogonal polynomials. The superscript v refers to the loss function
associated with the variational-form of the residual. Other formulations based on the variational form of the problem
have been developed. VarNet [26, 33] takes the test functions to be the piece-wise linear shape functions of finite
element method, D3M [8] formulation includes the reformulation of problem (1.1)-(1.2) into a system of first-order
equations, and WAN [34, 35] develops an adversarial framework by taking the test function to be a separate network.
In this paper, we develop the hp-VPINNs by taking a different set of test functions, which are non-overlapping on
each sub-domain of the domain; see the next section for more details. Our formulation has the flexibility to construct
both local and global approximations with locally/globally defined test functions. We show the comparison with other
methods that use NN in Table 2. The flexibility of hp-VPINN formulation allows us to accommodate the singularities,
steep solution, and sharp changes; see Section 5 for an example with corner singularity. Moreover, it allows us to
adaptively select the orthogonal polynomials over the sub-domains with smooth solution. Thus, we may better balance
the training cost by mainly focusing on optimizing the network parameters based on sub-domains with less regular
solutions, leading to a localized learning process. For the integrals in (1.5) and (1.9), we may perform integration by
parts to reduce the regularity requirement before applying numerical quadrature rules for further discretization. For
elliptic problems, we test the effects of performing no integration by parts or performing it once or twice; see Sections
4 and 5.
The rest of the paper is organized as follows. In Section 2, we present the construction of hp-VPINNs. Then, we
examine the efficiency of the proposed method in approximating several functions in Section 3. In Sections 4 and 5,
we present the details of calculations for elliptic problems in one- and two-dimensions. In Section 6, we show how
the proposed method is modified to solve an inverse problem using a linear advection-diffusion equation.
3
2. hp-Variational Physics-Informed Neural Network (hp-VPINN)
The hp-VPINN formulation is based on the following localized test functions, defined over nonoverlapping sub-
domains V j, j “ 1, 2, ¨ ¨ ¨ ,Nsd of partition of the set V (Ωˆ p0,T s or Ω in this work). The test function defined on a
subset V j Ă V reads
v j “
#
v¯ ‰ 0, over V j,
0, over Vci ,
V j Y Vcj “ V, (2.1)
that leads to a sub-domain method. The non-vanishing test function v¯ is a polynomial of order to be chosen in practice.
We define the elemental variational residual as
Rpeq “ pLquNN ´ f , vqΩeˆΓe , (2.2)
which is enforced for the admissible local test function within element e. Subsequently, we define the variational loss
function as
Lv “
Nelÿ
e“1
1
Kpeq
Kpeqÿ
k“1
ˇˇˇ
Rpeqk
ˇˇˇ2 ` τb 1Nb
Nbÿ
i“1
ˇˇˇ
rbpxib, tibq
ˇˇˇ2 ` τ0 1N0
N0ÿ
i“1
ˇˇˇ
r0pxi0q
ˇˇˇ2
, (2.3)
where Kpeq is the total number of test functions in element e, the term Rpeqk is the k-th entry of the corresponding tensor
associated with element e, and rb and r0 have the same form as in (1.4). We refer to Sections 4 and 5 for detailed
derivation of hp-VPINNs for one- and two-dimensional problems, respectively.
The projection of strong-form residuals onto test functions additionally adds two major truncation and numeri-
cal integration errors into the existing approximation and generalization errors of DNNs. Increasing the number of
test functions in order to eliminate the truncation error may further complicate the loss function and thus increase
the chance of optimization failure in practice. In the case of shallow networks, the variational residual is obtained
analytically [25] that completely removes the numerical integration error. However, the compositional structure of
hidden layers in DNNs makes it almost impossible to analytically compute the integrals in the variational loss func-
tion. Hence, we need to employ proper numerical integration techniques in the case of deep networks, which opens
up new problems on developing and analyzing numerical integration methods for functions represented by DNNs. In
this work, we adopt the Gauss quadrature rules. To avoid the curse of dimensionality in high-dimensional problems,
we can employ numerical approaches such as quasi-Monte Carlo integration [37] or sparse grid quadratures [38, 39].
Remark 2.1. Domain decomposition can provide the opportunity to assign the network optimization in each sub-
domain to a specific computer node. We note that, however, as in the current hp-VPINN formulation, even though
we decompose the domain into several sub-domain, we still employ a single DNN to approximate the solution over
the whole computational domain. In this setting, the parallelization may not be trivial as we only have a single loss
function associated with DNN.
Remark 2.2. The activation functionσ has similar forms in (1.3) for each neuron. However, it may also have different
domain and image dimensionality based on the structure of network [31, 30]. An adaptive basis viewpoint of DNNs
is also given in [40].
3. Variational Neural Networks (VNNs) for Function Approximation
Let us consider the problem of approximating the target function upxq : Ω Ñ R by uNNpxq. We define the
approximation residual as rpxq “ upxq ´ uNNpxq. The setup can be viewed as follows. We let wb and w0 be zero and
thus define the corresponding loss function
Lv “
Nelÿ
e“1
1
Kpeq
Kpeqÿ
k“1
ˇˇˇ
Rpeqk
ˇˇˇ2
, Rpeqk “
ż
Ωe
puNNpxq ´ upxqq vpeqk pxq dΩe, (3.1)
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where Kpeq is the number of test functions employed in the element e. The VNN formulation with the loss function
(3.1) inherits all of the advantages hp-VPINNs, i.e. hp-refinement, employing different test functions in each element
e, and the flexibility of adaptively choosing the proper number of test functions in each element e.
We construct a fully connected network with ` hidden layers, each with N neurons and tanh activation functions
(if not specifically mentioned otherwise). We use Legendre polynomials as test functions, i.e. vkpxq “ Pk´1pxq, k “
1, 2, ¨ ¨ ¨ ,K. We also use the Gauss quadrature rule with Q quadrature points to compute the integrals. We consider
two different approaches to approximate the function: i) global or single element VNN where Nel “ 1 and vpeqk ’s are
smooth functions vk’s, defined over the single element; ii) local or elemental VNN where Nel ą 1 and vpeqk ’s are locally
defined but only one of them is non-zero; iii) multi-elemental VNN where Nel ą 1 and vpeqk ’s are locally defined and
all are non-zero. In approach (ii), the network captures the target function only on the restricted local elements, where
vpeqk is non-zero.
Example 3.1 (Continuous Function Approximation). We consider a smooth target function of the form
uexact “ 0.1 sinp4pixq ` tanhp20xq,
which is defined over the domain x P Ω “ r´1, 1s. We use VNN to approximate the target function, using the global
and local test functions. The results are shown in Fig. 1.
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Figure 1: VNN continuous function approximation. (A) global VNN: (left) the test functions, defined over the whole computational domain; (middle) the exact
function and VNN approximation; (right) point-wise error. (B) local VNN: (left column) the test functions, defined locally over the individual sub-domains; (middle
column) the exact function and VNN approximation; (right column) point-wise error. The dashed blue lines are the sub-domain boundaries. The VNN parameters are
t` “ 4,N “ 20,K “ 60,Q “ 80u. We use Adam optimizer with learning rate 10´3.
The considered function is smooth, continuous, and thus, can be approximated accurately using VNN with Nel “ 1.
Using ` “ 4, N “ 20, K “ 60, and Q “ 80, we obtain L8 error of Op10´3q. By dividing the domain into three
equally spaced sub-domains, we define the test functions over each sub-domain to locally approximate the target
function. The key point here in local VNN is to focus the learning process by zooming into the sub-domain, where
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we are more interested to approximate accurately. In this setting, the network parameters are specifically optimized
such that the network solely captures the function within that sub-domain. The local VNN results in a slightly more
accurate approximation in each sub-domain, compared to global VNN. We show later that this setting also extends
the approximation beyond the local sub-domain.
Example 3.2 (Discontinuous Function Approximation). We consider a piecewise continuous target function of the
form
uexact “
#
2 sinp4pixq x P r´1, 0q,
6` e1.2x sinp12pixq x P p0, 1s, ,
which is defined over the domain x P Ω “ r´1, 1s and has a jump of magnitude 6 at x “ 0. We use VNN to
approximate the target function, using the global and local test functions. The results are shown in Figs. 2, 3, and 4.
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Figure 2: VNN discontinuous function approximation: global (single element) VNN. Top row from left: test functions defined over the whole computational domain,
the exact function and VNN prediction, and point-wise error. Bottom row: the target function and prediction in low and high frequency domain. The VNN parameters
are t` “ 4,N “ 20,K “ 60,Q “ 80u. We use Adam optimizer with learning rate 10´3.
The exact solution is comprised of sinusoidal waves with frequencies 4pi and 12pi, and a discontinuity. It is interest-
ing to compare the approximations in the Fourier domain, where the two sinusoidal waves are represented by low
frequency index and the discontinuity is represented by high frequency index. Figure 2 shows the results of global
(single element) VNN with global test functions in approximating the discontinuous function, where we see that the
L8 error is of order Op10´1q, happening close to the discontinuity. In the Fourier domain, the network learns the low
frequency index of the target function, however, fails to capture the high frequency index. In Fig. 3, we show the
results of local (elemental) VNN with local test functions, in which by defining a relatively small sub-domain close to
the discontinuity, we make sure that the network can capture the high frequency index very accurately. In Fig. 4, we
show the results of multi-elemental VNN, where we see that the network can capture the target function accurately
in the Fourier domain. We note that in general a DNN regresses a function by first learning the discontinuity and
then the low to high frequencies. The multi-elemental setting, however, can optimally change this learning pattern by
considering different domain decompositions.
Example 3.3 (Convergence By Depth). We consider the target function given in example 3.1. We study the approx-
imation error convergence of global (single element) VNN for different activation functions and network depth. The
results are shown in Fig. 5.
The compositional structure of DNNs is responsible for their high expressivity and thus a (relatively) deeper network
is assumed to provide a more accurate regression approximation. We see in Fig. 5 that by increasing the depth
of network in VNN formulation while keeping the width constant, the error drops with different rates for various
activation functions. The error saturates after certain depth, which is mainly because the network parameters cannot
be further optimized more accurately.
We recall that the loss function in VNN formulation is based on the projection of discrepancy of network output
and the target function onto polynomial function space, where a successful minimization of loss function leads to
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Figure 3: VNN discontinuous function approximation: local (elemental) VNN. The dashed blue line are the sub-domain boundaries. The row-wise captions are;
First: locally defined test functions over each sub-domain. Second: the exact function and VNN prediction. Third: point-wise error. Fourth and fifth: low and high
frequency indexes of the exact function and VNN prediction. The VNN parameters are ` “ 4, N “ 20, K “ 60 local test functions, Q “ 80 quadrature points in each
sub-domain, and Adam optimizer with learning rate 10´3.
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Figure 4: VNN discontinuous function approximation: multi-elemental VNN. Top left: the domain is divided into three sub-domains and the test functions are defined
locally over each sub-domain. The dashed blue line are the sub-domains boundaries. Top middle: the exact function and VNN prediction. Top right: the point-wise
error. Bottom row: the low and high frequency indexes of exact function and VNN prediction. The VNN parameters are ` “ 4, N “ 20, K “ 60 local test functions,
Q “ 80 quadrature points in each sub-domain, and Adam optimizer with learning rate 10´3.
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Figure 5: Global (single element) VNN prediction of the exact function in 3.1 (Top) and error convergence with network depth (bottom) for sine, tanh, and ReLu
activation functions. VNN is a fully connected network with parameters N “ 20, K “ 60, Q “ 80, and Adam optimizer with learning rate 10´3. The results are
averaged over 8 different network initialization.
convergence in that space. We observe, however, that the error in H1-norm also drops and, therefore, in addition to
accurate approximation of the target function, the network also learns the first derivative of the target function (but less
accurately). The accuracy and convergence rate strongly depend on the choice of activation function as we observe
that ReLu is not successful in learning the derivative of target function compared to sine and tanh activations. This
is an important feature of local VNN, as the network can further capture the target function beyond the local support
by following the trend of its first derivative at the boundary of a sub-domain, while the loss function is only obtained
over the local sub-domain; we further discuss this feature in the following.
Learning Out-of-The-Box. In the previous examples of local VNN, where we only train the network within a
single sub-domain, we observe that the network can capture the target function with less accuracy slightly outside of
that sub-domain. In fact, in addition to learning the target function, the network learns the derivative(s) of the target
function within that sub-domain. The regularity of target function, localization of VNN, and structure of the network
are important for more accurately predicting outside of the sub-domain. Figure 6 shows an example, where the target
function is uexact “ sinp8pixq. We define the local test functions over a symmetric sub-domain r´0.2, 0.2s; see the
dashed blue line. We observe that after locally learning the function within this sub-domain, the network follows the
same trend at the sub-domain boundaries and therefore extrapolates outside the sub-domain. A zoomed-in plot of the
left and right boundaries of the sub-domain is shown in Fig. 6.
4. One-Dimensional Poisson’s Equation
Here, we discuss in detail the derivation of our proposed formulation hp-VPINN for the one-dimensional problem.
Let upxq : Ω Ñ R, where Ω “ r´1, 1s. We consider the Poisson’s equation given as
´d
2upxq
dx2
“ f pxq, (4.1)
up´1q “ g, up1q “ h, (4.2)
where h and g are constants and we assume the force term f pxq is available at some quadrature points. Let the
approximate solution be upxq « u˜pxq “ uNNpxq, then the strong-form residual (1.4) becomes
rpxq “ ´d
2uNNpxq
dx2
´ f pxq, x P p´1, 1q, (4.3)
rbpxq “ uNNpxq ´ upxq, x “ ˘1.
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Figure 6: VNN function approximation: learning out of the local element. The top left panel shows the exact function and VNN prediction. The shaded area is the
sub-domain over which the test functions are locally defined and the network is trained. The bottom row shows the zoomed-in frame of the left and right boundaries of
the sub-domain. The VNN parameters are ` “ 4, N “ 20, K “ 60, Q “ 80, and Adam optimizer with learning rate 10´3.
We divide the domain Ω “ r´1, 1s into non-overlapping elements Ωe “ rxe´1, xes by defining a domain decomposi-
tion grid as t´1 “ x0, x1, ¨ ¨ ¨ , xNel “ 1u. We choose a set of localized nonoverlapping test functions vkpxq, given in
(2.1) with the nonvanishing function be the high-order polynomials. The variational residual then becomes
Rk “
Nelÿ
e“1
Rpeqk “
Nelÿ
e“1
ż xe
xe´1
ˆ
´d
2uNNpxq
dx2
´ f pxq
˙
vpeqk pxq dx, (4.4)
where, in each term Rpeqk , e “ 1, 2, ¨ ¨ ¨ ,Nel, the integral variable x belongs to the sub-domain Ωe. We can define the
following three variational residual forms by integrating by parts the first term of Rpeqk . Thus,
p1qRpeqk “ ´
ż xe
xe´1
d2uNNpxq
dx2
vpeqk pxq dx´ Fpeqk , (4.5)
p2qRpeqk “
ż xe
xe´1
duNNpxq
dx
dvpeqk pxq
dx
dx´ duNNpxq
dx
vpeqk pxq
ˇˇˇˇxe
xe´1
´ Fpeqk , (4.6)
p3qRpeqk “ ´
ż xe
xe´1
uNNpxq
d2vpeqk pxq
dx2
dx´ duNNpxq
dx
vpeqk pxq
ˇˇˇˇxe
xe´1
` uNNpxq
dvpeqk pxq
dx
ˇˇˇˇxe
xe´1
´ Fpeqk , (4.7)
in which Fpeqk “
şxe
xe´1 f pxq v
peq
k pxq dx. Because vpeqk pxq has a compact support over Ωe, the first boundary term in (4.6)
and (4.7) vanishes. The corresponding variational loss function for each case takes the form
Lvpiq “
Nelÿ
e“1
1
Kpeq
Kpeqÿ
k“1
ˇˇˇ
piqRpeqk
ˇˇˇ2 ` τb
2
ˆˇˇˇ
uNNp´1q ´ g
ˇˇˇ2 ` ˇˇˇuNNp1q ´ hˇˇˇ2˙ , i “ 1, 2, 3, (4.8)
where Kpeq is the number of test functions in element e. For each element e, where x P rxe´1, xes, we transform the
variational residual into the standard domain ξ P r´1, 1s via a proper affine mapping to compute the integrals.
4.1. Numerical Results
We examine the performance of VPINN by considering different numerical examples. We construct a fully con-
nected neural network with ` “ 4 layers and N “ 20 neurons in each layer with sine activation function. We employ
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up to order 60 Legendre polynomials and perform the integral using 80 Gauss-Lobatto quadrature points and weights
(in each element). We write our formulation in Python, and employ Tensorflow to take advantage of its automatic
differentiation capability. We also use the extended stochastic gradient descent Adam algorithm [41] to optimize the
loss function.
Example 4.1. We solve the problem (4.1)-(4.2) with exact solutions of the form
steep solution: uexactpxq “ 0.1 sinp8pixq ` tanhp80xq, (4.9)
boundary layer solution: uexactpxq “ 0.1 sinp5pixq ` e 0.01´px`1q0.01 . (4.10)
In each case, we obtain the force term by substituting the exact solution in (4.1). The results are shown in Figs. 7 and
8.
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Figure 7: One-dimensional Poisson’s equation with steep solution (4.9): comparison of VPINN and PINN. Top panel shows the h-refinement of VPINN with single
element (first row), two elements (second row), and three elements (third row). Column-wise captions: (left) the exact solution and VPINN prediction, (middle) point-
wise error, (right) loss function versus training iterations. The VPINN parameters are t` “ 4,N “ 20, τb “ 1u and tK “ 60,Q “ 80u in each element. The PINN
parameters are t` “ 4,N “ 20,Nr “ 500, τb “ 10u. The networks are fully connected with sine activation function and we use Adam optimizer with learning rate
10´3.
Figure 7 shows the VPINN and PINN approximation to the Poisson’s equation with steep solution (4.9). In
VPINN, we see that the point-wise error is oscillatory, which is expected due to the modal nature of test functions.
Compared with PINN results, the error is orders of magnitude less, yet it does not oscillate in PINN. Similar behavior
is observed in the other example of boundary layer exact solution, shown in Fig. 8. It should be noted that for PINN
to accurately capture a sharp change in the solution, we need to provide a larger number of residual points especially
closer to the location of sharp change. We also note that in the steep and boundary layer cases, the force term becomes
very large, leading to a large loss value initially, which may sometimes results in an optimization failure. Unlike
VPINN, we need to give a higher weight to the boundary term in the loss function in PINN to make sure that the
network learns the boundary correctly.
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Figure 8: One-dimensional Poisson’s equation with boundary layer solution (4.10): comparison of VPINN (top row) and PINN (bottom row). Column-wise captions:
(left) the exact solution and VPINN prediction, (middle) point-wise error, (right) loss function versus training iterations. The VPINN parameters are t` “ 4,N “
20,K “ 60,Q “ 80, τb “ 1u. The PINN parameters are t` “ 4,N “ 20,Nr “ 500, τb “ 10u. The networks are fully connected with sine activation function, and
we use Adam optimizer with learning rate 10´3.
Example 4.2. We solve the problem (4.1)-(4.2) with asymmetric steep solution of the form
asymmetric steep solution: uexactpxq “ 0.1 sinp8pixq ` tanhp80px` 0.1qq, (4.11)
where the sharp change happens slightly off the origin. We assume that the location of sharp change is not known a
priori and is obtained by successive domain decompositions into larger number of sub-domains; the results are shown
in Fig. 9.
It is interesting to note that since the solution is asymmetric while the test functions are symmetric, the single-
element VPINN does a pretty inaccurate approximation compared to the symmetric steep function (4.9). However, as
we increase the number of elements, the network eventually captures the solution.
5. Two-Dimensional Poisson’s Equation
Here, we discuss in detail the derivation of our proposed formulation hp-VPINN for the two-dimensional problem.
Let upx, yq : Ω Ñ R, where Ω “ r´1, 1s ˆ r´1, 1s. We consider the two-dimensional Poisson’s equation
∇2upx, yq “ f px, yq, (5.1)
subject to Dirichlet boundary conditions hpx, yq, and we assume the force term f px, yq is available at some quadrature
points. Let the approximate solution be upx, yq « u˜px, yq “ uNNpx, yq, then the strong-form residual (1.4) becomes
rpx, yq “ ∇2uNNpx, yq ´ f px, yq, @tx, yu P txir, yiruNri“1 P Ω, (5.2)
rbpx, yq “ uNNpx, yq ´ hpx, yq, @tx, yu P txib, yibuNbi“1 P BΩ.
We construct a discrete finite dimensional test space by choosing finite set of size K1 and K2 of admissible test
functions in x and y, respectively, and using the tensor product rule asrV “ span vk1k2px, yq “ φk1pxqφk2pyq, km “ 1, 2, ¨ ¨ ¨ ,Km, m “ 1, 2(. (5.3)
The variational residual then reads as
Rk1k2 “
`∇2uNNpx, yq ´ f px, yq , vk1k2px, yq˘Ω . (5.4)
We define grids in x and y as t´1 “ x0, x1, ¨ ¨ ¨ , xNelx “ 1u and t´1 “ y0, y1, ¨ ¨ ¨ , yNely “ 1u, respectively, di-
vide the domain Ω into structured sub-domains by constructing non-overlapping elements Ωexey “ rxex´1, xexs ˆ
ryey´1, yeys, ex “ 1, 2, ¨ ¨ ¨ ,Nelx , ey “ 1, 2, ¨ ¨ ¨ ,Nely . Therefore, the variational residual becomes
Rk1k2 “
Nelxÿ
ex“1
Nelyÿ
ey“1
Rpexeyqk1k2 , (5.5)
11
1.0 0.5 0.0 0.5 1.0
x
1.5
1.0
0.5
0.0
0.5
1.0
1.5
u
exact VPINN : Nel = 1
1.0 0.5 0.0 0.5 1.0
x
10 4
10 3
10 2
10 1
100
101
po
in
t-w
ise
 e
rro
r
Nel = 1
1.0 0.5 0.0 0.5 1.0
x
1.5
1.0
0.5
0.0
0.5
1.0
1.5
u
exact Nel = 2
1.0 0.5 0.0 0.5 1.0
x
10 5
10 4
10 3
10 2
10 1
po
in
t-w
ise
 e
rro
r
Nel = 2
1.0 0.5 0.0 0.5 1.0
x
1.5
1.0
0.5
0.0
0.5
1.0
1.5
u
exact Nel = 4
1.0 0.5 0.0 0.5 1.0
x
10 8
10 7
10 6
10 5
10 4
10 3
po
in
t-w
ise
 e
rro
r
Nel = 4
Figure 9: One-dimensional Poisson’s equation with asymmetric steep solution (4.11). The location of sharp change is not known a priori and is predicted by increasing
number of elements in VPINN. Left column: the exact solution and VPINN prediction. Right column: point-wise error. The VPINN is based on the p1qR formulation
and has the parameters t` “ 4,N “ 20,K “ 60,Q “ 80, τb “ 1u. The network is fully connected with sine activation function, and we use Adam optimizer with
learning rate 10´3.
Rpexeyqk1k2 “
ż xex
xex´1
ż yey
yey´1
`∇2uNNpx, yq ´ f px, yq˘ φpexqk1 pxq φpeyqk2 pyq dx dy,
where k1 “ 1, 2, ¨ ¨ ¨ ,K1 and k2 “ 1, 2, ¨ ¨ ¨ ,K2. We note that we can employ different number of test functions in
each element, however, for simplicity in the derivation of formulation, we assume that we have similar number of test
functions in all elements. We also note that similar to the one-dimensional case, the local test functions vpeqk1k2px, yq
have the compact support over Ωe. Therefore, for all elements, we have
φ
pexq
k1
pxex´1q “ φpexqk1 pxexq “ 0, k1 “ 1, 2, ¨ ¨ ¨ ,K1, (5.6)
φ
peyq
k2
pyey´1q “ φpeyqk2 pyeyq “ 0, k2 “ 1, 2, ¨ ¨ ¨ ,K2.
By integrating by parts in the first term of Rpexeyqk1k2 , we can define the following variational residual forms, in which the
term Fpexeyqk1k2 is associated with the integral of the force term f px, yq.
p1qRpexeyqk1k2 “
ż xex
xex´1
ż yey
yey´1
ˆB2uNN
Bx2 `
B2uNN
By2
˙
φ
pexq
k1
pxq φpeyqk2 pyq dx dy´ F
pexeyq
k1k2
. (5.7)
p2qRpexeyqk1k2 “ ´
ż xex
xex´1
ż yey
yey´1
¨˝
BuNN
Bx
dφpexqk1 pxq
dx
φ
peyq
k2
pyq ` BuNNBy φ
pexq
k1
pxq dφ
peyq
k2
pyq
dy
‚˛dx dy´ Fpexeyqk1k2 . (5.8)
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p3qRpexeyqk1k2 “
ż xex
xex´1
ż yey
yey´1
¨˝
uNNpx, yq
d2φpexqk1 pxq
dx2
φ
peyq
k2
pyq ` uNNpx, yq φpexqk1 pxq
d2φpeyqk2 pyq
dy2
‚˛dx dy (5.9)
´
ż yey
yey´1
¨˝
BuNN
Bx
dφpexqk1 pxq
dx
ˇˇˇˇxex
xex´1
‚˛φpeyqk2 pyq dy` ż xex
xex´1
¨˝
BuNN
By
dφpeyqk2 pyq
dy
ˇˇˇˇyey
yey´1
‚˛φpexqk1 pxq dx
´ Fpexeyqk1k2 .
We reduce the order of tensor Rpexeyqk1k2 to one by stacking its entries into vector of size K1K2. Subsequently, we define
the variational loss function as
Lvpiq “
Nelxÿ
ex“1
Nelyÿ
ey“1
1
K1K2
K1K2ÿ
k“1
ˇˇˇ
piqRpexeyqk
ˇˇˇ2 ` τb 1Nb
Nbÿ
i“1
ˇˇˇ
rbpxib, yibq
ˇˇˇ2
, i “ 1, 2, 3, (5.10)
where the term piqRpexeyqk is the k-th entry of the corresponding reduced tensor associated with element exey, and rb has
the same form as in (1.4). We note that the integrals in the variational residuals can be mapped into standard element
tξ, ηu P r´1, 1s ˆ r´1, 1s via proper affine mapping.
5.1. Numerical results
We examine the performance of VPINN by considering different numerical examples. We construct a fully con-
nected neural network with different depth/width/activation functions. We employ Legendre polynomials in each
direction x and y, and perform the integral in each element by employing the proper number of Gauss quadrature
points using tensor product rule. We write our formulation in Python, and employ Tensorflow to take advantage of
its automatic differentiation capability. We also use the extended stochastic gradient descent Adam algorithm [41] to
optimize the loss function.
Example 5.1. We solve the homogeneous two-dimensional Poisson’s equation, i.e. (5.1) with f px, yq “ 0, over the
bi-unit square domain Ω “ r´1, 1s ˆ r´1, 1s. The exact solution is given as
uexactpx, yq “ 2p1` yqp3` xq2 ` p1` yq2 . (5.11)
The results are shown in Fig. 10.
In this case, the exact solution is smooth and thus an accurate approximation can be obtained by using a relatively
small network with ` “ 3, N “ 5, and tanh activation function. We compare the point-wise approximation error of
PINN and hp-VPINN (with single domain and multiple sub-domains). The PINN formulation uses Nr “ 100 residual
and Nb “ 80 boundary points randomly drawn from a uniform distribution. In hp-VPINN formulation, we use 5 test
functions in each direction x and y, and employ 10 ˆ 10 quadrature points. In this case, the domain decomposition
does not improve the approximation and the point-wise error is of order Op10´4q in all formulations. However, the
domain decomposition can be later used in parallel computation, where each sub-domain can be individually solved
in separate computer node, and thus, further improve the total computational costs. We note that the p1qR and p2qR
formulations produce similar error level and we only show the results for latter one. The p3qR is not considered here
as the boundary terms can cause further complication in the loss function.
Example 5.2. We solve the two-dimensional Poisson’s equation with the following exact solution with a steep change
along x direction and a sinusoidal behavior in y direction as
uexactpx, yq “ p0.1 sinp2pixq ` tanhp10xqq ˆ sinp2piyq, (5.12)
where the force function is obtained by substituting the exact solution in (5.1). The results are shown in Fig. 11.
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Figure 10: Two-dimensional homogeneous Poisson’s equation. Top panel: (A) Exact solution (5.11), (B) PINN prediction, and (C) PINN point-wise error. Bottom
panel: (D column) h-refinement via domain decomposition Nelx “ Nely “ 1 and 2, (E column) hp-VPINN prediction, and (F column) hp-VPINN point-wise error.
In all cases, the network is fully connected with ` “ 3, N “ 5, and tanh activation function. The PINN parameters are tNr “ 100,Nb “ 80u random residual and
boundary points and τb “ 10. The hp-VPINN parameters are tK1 “ K2 “ 5,Q “ 10ˆ 10u in each sub-domain (element), Nb “ 80 boundary points, and τb “ 10.
We use Adam optimizer with learning rate 10´3.
In this case, we use a wider network with ` “ 3, N “ 20, and tanh activation function to accurately capture the
steep change at x “ 0. We study the error convergence in the hp-VPINN formulation by successively increasing the
number of sub-domains in the domain decomposition. In each sub-domain, we use 5 test functions in each direction
x and y, and employ 10ˆ 10 quadrature points. Figure 11 shows the convergence of error as we increase the number
of division along x and y axes. For Nelx “ Nely “ 8, the error is of order Op10´3q.
Example 5.3. We solve the homogeneous two-dimensional Poisson’s equation, i.e. (5.1) with f px, yq “ 0, over the
L-shaped domain Ω. The hp-VPINN results are shown in Fig. 12. For comparison, we also present the numerical
solution obtained by using the spectral element method (SEM) [42]. The solution and comparison of PINN with SEM
is given in [43].
The exact solution is not available in this case and thus we consider the SEM solution [42, 43] as a benchmark
solution (the SEM uses total 12 equal elements with degree of polynomial 10ˆ10 in x and y directions). The difficulty
in this example is to accurately approximate the solution at the sharp edge x “ y “ 0. We see in [43] that the PINN
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formulation produces the largest error at this vertex while preserving better accuracy over the rest of the domain; it
uses Nr “ 1200 residual and Nb “ 120 boundary points randomly drawn from a uniform distribution. We observe
similar behavior in the hp-VPINN formulation too, however, we report a better accuracy over the interior domain by
refining the domain decomposition. In a coarse decomposition, we divide the domain into three sub-domains of equal
sizes as shown in Fig. 12. Then, in a fine decomposition, we divide the domain into total of 35 sub-domains with
different sizes. In both cases, we use 5 test functions in each direction x and y, and employ 10ˆ 10 quadrature points
in each sub-domain. We can see that in the fine domain decomposition, the interior domain error decreases, while the
error at the sharp edge is still dominant. In all hp-VPINN formulations, we use a fully connected network with ` “ 3,
N “ 20, and tanh activation function. We also note that p1qR and p2qR formulations produce similar error level in this
test case.
6. Advection Diffusion Equation (Inverse and Forward Problems)
Let upt, xq : Ω Ñ R, where Ω “ r0, 1sˆr´1, 1s. We consider the (1+1)-dimensional advection diffusion equation
(ADE)
Bu
Bt ` v
Bu
Bx “ κ
B2u
Bx2 , (6.1)
up´1, tq “ up1, tq “ 0,
upx, 0q “ ´ sinppixq,
where the constant coefficients v “ 1 and κ “ 0.1{pi are the advection velocity and the diffusivity coefficient, respec-
tively. When the diffusion coefficients κ is small the advection becomes dominant, which complicates the solution
close to the right boundary x “ 1 as the no slip boundary condition is imposed. The analytical solution of the ADE
problem (6.1) is given in [44] in terms of infinite series summation. We use 800 number of terms to compute the
analytical solution and compare with our proposed method.
We let the approximate solution be upt, xq « u˜pt, xq “ uNNpt, xq and note that in the transient problem, time can be
thought of as another dimension and thus the formulation of variational residuals become similar to the previous ex-
amples. The space-time domain Ω is decomposed into Nelt ˆNelx structured non-overlapping sub-domains (elements)
Ωetex “ rtet´1, tet s ˆ rxex´1, xexs, et “ 1, 2, ¨ ¨ ¨ ,Nelt , ex “ 1, 2, ¨ ¨ ¨ ,Nelx via constructing the temporal and spatial
grids t0 “ t0, t1, ¨ ¨ ¨ , tNelt “ 1u and t´1 “ x0, x1, ¨ ¨ ¨ , xNelx “ 1u, respectively. Figure 13 shows the h-refinement of
the hp-VPINN method by considering different domain decompositions, i.e. Nelt “ Nelx “ 1, 2, and 4. The point-wise
error is shown based on the p1qR formulation. We also report similar point-wise error for the p2qR formulation.
‚ Diffusivity Estimation. The inverse problem is defined as: given a (sparse observation/measurement of) solution
of mathematical model, one seeks to obtain an accurate estimation of the corresponding model parameters. It has
been shown in [45, 46] that the PINN formulation can incorporate the model parameters into the neural network
parameters. This provides a framework to take the advantage of iterative methods in the context of neural network
by letting the training algorithm to simultaneously optimize neural network and model parameters. By following a
similar approach, we use VPINNs to solve the inverse problem for parameter estimation. We note that the VPINN
formulation does not necessarily perform more accurately when compared to PINN formulation in solving the inverse
problem; yet, we intent to show that it has this capability.
Example 6.1 (Diffusivity Estimation). We consider the ADE (6.1) and let q “ tv, κu be the set of model parameters,
where the advection velocity is known to be a constant v “ 1 and the diffusion coefficient κ is unknown. Although in
this case we have the analytical solution, we assume that the (observed/measured) values of exact solution u‹pt‹, x‹q
is only available as time series at three (sensor) locations along the x axis, i.e., x‹ “ t´0.5, 0, 0.5u. We randomly
select 5 data points at each sensor, and thus in total 15 measurements all over the whole domain; an example of these
points is shown as black squares in Fig. 14. We pose the inverse problem diffusivity estimation as follows:
given the measurement set tt‹i , x‹i , u‹i pt‹i , x‹i quN‹i“1, estimate the diffusion coefficient κ
in ADE (6.1).
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The results are shown in Fig. 14.
The additional data points from given measurements/observations in the inverse problem are added as the follow-
ing extra term in the variational loss function (1.11)
τ‹
1
N‹
N‹ÿ
i“1
ˇˇˇ
uNNpt‹i , x‹i q ´ u‹pt‹i , x‹i q
ˇˇˇ2
. (6.2)
We use the VPINN formulation by constructing a fully connected neural network with tanh activation function, pa-
rameters ` “ 3,N “ 5,K1 “ K2 “ 5,Q “ 10 ˆ 10, τb “ τ0 “ τ‹ “ 10,Nb “ 160,Ni “ 80,N‹ “ 15, and
Legendre test functions in both space and time direction. We recall that the parameters K1 and K2 are the number of
test functions in space and time. We also note that here we use the p1qR formulation in the VPINN.
The unknown diffusivity coefficient κ is initialized by one and as the network learns its parameter, the value of κ
converges to its exact value. The estimation is averaged over 10 different cases of randomly selected N‹ points. The
convergence of mean value of κ, its standard deviation, and also values of loss function are shown in Fig. 14. We
observe that after convergence of diffusion coefficients, the point-wise error has only a large magnitude close to the
right boundary at t “ 1.
7. Summary
We developed the hp-VPINN formulation to solve differential equations in the context of sub-domain Petrov-
Galerkin method. The trial space is the space of neural networks and test space is the space of localized non-
overlapping high order polynomials. We formulated the method in a general form, following the method of weighted
residuals, where different choices of test functions lead to different numerical methods. We showed the efficiency
and accuracy of hp-VPINNs, compared to other methods, in several examples of function approximation and solving
differential equations. We developed the method in detail for one- and two-dimensional problems and obtained the
corresponding variational loss functions. We discussed the hp-refinement and convergence of solution in solving equa-
tions with non-smooth solution. Moreover, we examined the efficiency of hp-VPINNs in solving the inverse problem
of parameter estimation in advection diffusion equation. For time-dependent problems and long-time integration, it
may be more efficient to develop a discrete in time version of hp-VPINN as was done in [3].
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Figure 11: Two-dimensional Poisson’s equation with steep exact solution. Top panel: (A) Exact solution (5.12), (B) PINN prediction, and (C) PINN point-wise
error. Bottom panel: (D column) h-refinement via domain decomposition Nelx “ Nely “ 1, 2, 4, and 8, (E column) hp-VPINN prediction, and (F column) hp-VPINN
point-wise error. In all cases, the network is fully connected with ` “ 3, N “ 5, and tanh activation function. The PINN parameters are tNr “ 1000,Nb “ 80u
random residual and boundary points and τb “ 10. The hp-VPINN parameters are tK1 “ K2 “ 5,Q “ 10ˆ 10u in each sub-domain (element), Nb “ 80 boundary
points, and τb “ 10. We use Adam optimizer with learning rate 10´3.
18
A reference solution B PINN point-wise error
hp-VPINN: p1qR formulation
C domain decomposition D point-wise error E loss
0 20000 40000 60000 80000 100000
iteration
10 3
10 2
10 1
lo
ss
va
lu
es
0 20000 40000 60000 80000 100000
iteration
10 3
10 2
10 1
lo
ss
va
lu
es
Figure 12: Two-dimensional homogeneous Poisson’s equation in L-shaped domain. Top panel: (A) The reference solution uSEM, and (B) PINN point-wiser error
|uNN ´ uSEM|. Bottom panel: (C column) Adaptive h-refinement via domain decomposition, (D column) hp-VPINN point-wise error |uNN ´ uSEM|, and (E column)
loss value versus training iterations. The hp-VPINN is fully connected with ` “ 3, N “ 5, tanh activation function, and with parameters tK1 “ K2 “ 5,Q “ 10ˆ10u
in each sub-domain (element) and τb “ 10. We use Adam optimizer with learning rate 10´3.
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Ahp-VPINN p1qR formulation: point-wise error
B C D
Figure 13: (1+1)-dimensional advection diffusion equation. (A) the exact solution. (B, C, and D) The h-refinement of hp-VPINN with p1qR formulation for
Nelt “ Nelx “ 1, 2, and 4. In all cases, the network is fully connected with ` “ 3, N “ 5, and tanh activation function. The hp-VPINN parameters are tK1 “ K2 “
5,Q “ 10ˆ 10u in each sub-domain (element), Nb “ 80 boundary points, and τb “ 10. We use Adam optimizer with learning rate 10´3.
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Figure 14: Diffusivity estimation in (1+1)-dimensional ADE. (A) exact solution and one realization of N‹ “ 15 randomly selected pints at the sensor locations. (B)
VPINN prediction. (C) VPINN point-wise error. (D) convergence of diffusivity coefficient and (E) loss values versus training iterations.
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