Abstract. A chain rule and a subadditivity for the entropy of type β, which is one of the nonextensive (nonadditive) entropies, were derived by Z.Daróczy. In this paper, we study the further relations among Tsallis type entropies which are typical nonextensive entropies. We show some inequalities related to Tsallis entropies, especially the strong subadditivity for Tsallis type entropies and the subadditivity for nonextensive entropies. The subadditivity and the strong subadditivity naturally lead to define Tsallis mutual entropy and Tsallis conditional mutual entropy, and then we show again chain rules for Tsallis mutual entropies. We give properties of entropic distances in terms of Tsallis entropies. Finally we show parametrically extended results based on information theory.
Introduction
For the probability distribution p(x) ≡ p(X = x) of the random variable X, Tsallis entropy was defined in [1] :
with one parameter q as an extension of Shannon entropy, where q-logarithm function is defined by ln q (x) ≡
for any nonnegative real number x and q. Tsallis entropy plays an essential role in nonextensive statistics so that many important results have been published in mainly statistical physics [2] . The field of the study on Tsallis entropy and related fields in statistical physics are often called Tsallis statistics or nonextensive statistical physics due to Eq.(3) in the below. We easily find that lim q→1 S q (X) = S 1 (X) ≡ − x p(x) log p(x), since q-logarithm converges to natural logarithm as q → 1. After the celebrated discover by Tsallis, it was shown that Tsallis entropy can be uniquely formulated by the generalized Shannon-Khinchin's axioms in [3, 4, 5] . The axiomatical characterization of Tsallis entropy was improved and that of Tsallis relative entropy was formulated in [6] . It is a crucial difference of the fundamental property between Shannon entropy and Tsallis entropy that for two independent random variables X and Y , Shannon entropy S 1 (X) has an additivity :
however, Tsallis entropy S q (X), (q = 1) has a pseudoadditivity :
where S q (X × Y ) is Tsallis joint entropy, which will be defined in the below, for the direct product X × Y of two independent random variables X and Y . The independence between X and Y phyisically means that there is no interaction between two systems X and Y . This pseudoadditivity of Tsallis entropy in Eq.(3) originally comes from that of q-logarithm function ln q (x). We pay attention whether an additivity (such as Eq. (2)) of entropies for two independent random variables holds or not (such as Eq. (3)). An entropy is called a nonextensive (or nonadditive) entropy if it does not satisfy the additivity such as Eq. (2), while an entropy is called an extensive (or additive) entropy if it satisfies the additivity specified in Eq. (2) . The entropy of type β [15] :
is a nonextensive entropy.
We are now interested in Tsallis entropy which is a typical nonextensive entropy. From Eq.(3), we easily find that we have a subadditivity of Tsallis entropies for two independent random variables X and Y in the case of q ≥ 1 since Tsallis entropy is nonnegative. In the first of the section 3, we will review a subadditivity of Tsallis entropies for general random variables X and Y in the case of q ≥ 1.
From the entropy theoretical point of view, for the related entropies such as Tsallis conditional entropy and Tsallis joint entropy were introduced in [7, 8, 9] and then some interesting relations between them were derived. In this paper, in order to derive the relation between them, we adopt the following definition of Tsallis conditional entropy and Tsallis joint entropy. Definition 1.1 For the conditional probability p(x|y) ≡ p(X = x|Y = y) and the joint probability p(x, y) ≡ p(X = x, Y = y), we define Tsallis conditional entropy and Tsallis joint entropy by
and
We should note that the above definitions were essentially introduced in [15] by
except for the difference of the multiplicative function. And then a chain rule and a subadditivity:
were shown in Theorem 8 of [15] . In this paper, we call the entropy defined by Eq. (1) 
This can be regarded that the following expectation value :
depending on the parameter q is adopted. Since the expectation value E q (X) has a crucial lack that it dose not hold E q (1) = 1 for q = 1 in general, a slightly modified definitions, the normalized Tsallis entropies such as
are sometimes used [8, 9] . However, as pointed out in [11] , the normalized Tsallis entropies are not stable, but the original Tsallis entropies are stable as experimental quantities so that it is meaningful to study the original Tsallis entropies from the physical point of view. Therefore in this paper, we study the properties of the original Tsallis type entropies. Both entropies defined in Eq.(4) and Eq.(5) recover the usual Shannon entropies as q → 1.
In the past, some parametrically extended entropies were introduced in the mathematical point of view. Especially, the Rényi entropy [12, 13] (see also [14] )
is famous. For Tsallis entropy and Rényi entropy, we have the following relation,
It is notable that Rényi entropy has an additivity:
for two independent random variables X and Y . Although there exsits a simple transformation between Tsallis entropy and Rényi entropy, they have a different structure in regards to the matter of their additivities. This paper is organized as follows. In section 2, we review a chain rule given in [15] and give its generalized results. We also give the chain rule for Tsallis relative entropy. In section 3, we review a subadditivity given in [15] and give its generalized results. In addition, we show several inequalities related Tsallis entropies. In section 4, we introduce Tsallis mutual entropy and then give its fundamental properties. In section 5, we discuss on entropic distances and correlation coefficients due to Tsallis entropies. In section 6, we give some applications of Tsallis entropies in the context of information theory. Related results with the present paper are given in appendix.
Chain rules for Tsallis entropies
It is important to study so-called a chain rule which gives the relation between a conditional entropy and a joint entropy in not only information theory [20] but also statistical physics. For these Tsallis entropies, the following chain rule holds as similar as the chain rule holds for the joint entropy of type β and the conditional entropy of type β.
(Therefore immediately S q (X) ≤ S q (X, Y ).) (Proof ) From the direct calculations, we have
From the process of the proof of Proposition 2.1, we can easily find that if X and Y are independent (i.e., p(y|x) = p(y) for all x and y), then our result recovers the pseudoadditivity Eq.(3):
As a corollary of the above Proposition 2.1, we have the following lemma.
Lemma 2.2
The following chain rules hold.
(
(Proof ) By using ln q y x = ln q y + y 1−q ln q 1 x , we have
In the similar way, we have
Also from the Proposition 2.1, we have
Therefore we have
From (2) of of Lemma 2.2, we have
Remark 2.3 (2) of Lemma 2.2 can be generalized in the following formula :
Theorem 2.4 Let X 1 , X 2 , · · · , X n be the random variables obeying to the probability distribution p(x 1 , x 2 , · · · , x n ). Then we have the following chain rule.
(Proof ) We prove the theorem by induction on n. From Proposition 2.1, we have
Assuming that Eq.(13) holds for some n, we have
which means Eq.(13) holds for n + 1.
In [5] , nonextensive entropies including Tsallis entropy and the entropy of type β was axiomatically characterized by the generalized Shannon-Khinchin's axiom in the following manner. The function S q (x 1 , · · · , x n ) is assumed to be defined for the n-tuple (x 1 , · · · , x n ) belonging to
and to take a value in R
where φ(q) is characterized by the following conditions:
(ii) lim q→1 φ(q) = 0 and φ(q) = 0 for q = 1.
(iii) There exists (a, b) ⊂ R + such that a < 1 < b and φ(q) is differentiable on (a, 1) and (1, b).
(iv) There exists a positive constant number k such that lim q→1
. From the view of the generalization Eq. (14), we have the following chain rule.
Lemma 2.5 For the nonextensive entropy
and any continuous function φ(q), we have the chain rule
where the nonextensive joint entropy and the nonextensive conditional entropy are defined by
(Proof ) It follows immediately.
In the rest of this section, we discuss on the chain rule for Tsallis relative entropy. To do so, we use Tsallis relative entropy
defined for two probability distributions u(x) and v(x), and q ≥ 0. See [17, 18, 19, 21] for details of Tsallis relative entropy. Eq. (15) is equivalent to the following forms,
Along the line of the definition of Tsallis conditional entropy Eq.(4), we naturally define Tsallis conditional relative entropy such as
for two joint probability distributions u(x, y) and v(x, y), and two conditional probability distributions u(y|x) and v(y|x), based on the view of Eq. (17), not Eq. (15) 
(Proof ) The proof follows by the direct calculations.
Taking the limit as q → 1, Theorem 2.6 recovers Theorem 2.5.3 in [20] . It is known that for u (y |x ) = u (y) and v (y |x ) = v (y), the Tsallis relative entropy has a pseudoadditivity :
(21) From the process of the above proof, we find that the chain rule Eq.(20) recovers the pseudoadditivity Eq.(21) when u (y |x ) = u (y) and v (y |x ) = v (y).
Subadditivities for Tsallis entropies
From Eq.(3), for q ≥ 1 and two independent random variables X and Y , the subadditivity holds:
It is known that the subadditivity for general random variables X and Y holds in the case of q ≥ 1, thanks to the following proposition.
Proposition 3.1 ([15])
The following inequality holds for two random variables X and Y , and
with equality if and only if q = 1 and p(x|y) = p(x) for all x and y.
(Proof ) We give the similar proof given in [15] as a version of Tsallis type entropies for the convenience of the reader. We define the function Ln q (x) ≡
Then the function Ln q is nonnegative for 0 ≤ x ≤ 1, q > 1 and concave in x for q > 0, q = 1. By the concavity of Ln q , we have
Taking the summation of the both sides on the above inequality on x, we have
Since p(y) q ≤ p(y) for any y and q > 1, and Ln q (t) ≥ 0 for any t ≥ 0 and q > 1, we have,
Taking the summation of the both sides on the above inequality on y, we have
By Eq. (23) and Eq. (24), we have
Therefore we have S q (X|Y ) ≤ S q (X). The equality holds when q = 1 and p(x|y) = p(x), which means X and Y are independent each other. Thus the proof of the proposition was completed.
Eq. (22) and Eq.(10) imply the subadditivity
of Tsallis entropies for q ≥ 1. From Eq. (22) and Theorem 2.4, we have the following extended relation which is often called independence bound on entropy in information theory. Theorem 3.2 Let X 1 , X 2 , · · · , X n be the random variables obeying to the probability distribution p(x 1 , x 2 , · · · , x n ). Then we have
with equality if and only if q = 1 the random variables are independent each other.
On the other hand, we easily find that for two independent random variables X and Y , and 0 ≤ q < 1, the superadditivity holds:
However, in general the superadditivity for two correlated random variables X and Y , and 0 ≤ q < 1 does not hold. Becasue we can show many counterexamples. For example, we consider the following joint distribution of X and Y .
where 0 ≤ p, x, y ≤ 1. Then each marginal distribution can be computed by
In general, we clearly see X and Y are not independent each other for the above example. Then the value of ∆ ≡ S q (X, Y ) − S q (X) − S q (Y ) takes both positive and negative so that there does not exist the complete ordering between S q (X, Y ) and S q (X) + S q (Y ) for correlated X and Y in the case of 0 ≤ q < 1. Indeed, ∆ = −0.287089 when q = 0.8, p = 0.6, x = 0.1, y = 0.1, while ∆ = 0.0562961 when q = 0.8, p = 0.6, x = 0.1, y = 0.9. Up to the above discussions, we have the possibility that the strong subadditivity holds in the case of q ≥ 1. Indeed we can prove the following strong subadditivity for Tsallis type entropies. Theorem 3.3 For q ≥ 1, the strong subadditivity
holds with equality if and only if q = 1 and, random variables X and Y are independent for a given random variable Z.
(Proof ) Theorem is proven by the similar way of Proposition 3.1. By the concavity of Ln q , we have
Multiplying p(z) q to the both sides of the above inequality and then taking the summation on z and x, we have
since y p(y|z)p(x|y, z) = p(x|z). For any y, z and q > 1, we have p(y|z) q ≤ p(y|z). Then by the nonnegativity of the function Ln q , we have p(y|x)
Multiplying p(z) q to the both sides of the above inequality and then taking the summation on y and z, we have
From Eq.(30) and Eq.(31), we have
Ln q (p(x|z)).
Thus we have
which implies
by chain rules. The equality holds when q = 1 and p(x|y, z) = p(x|z), which means X and Y are independent each other for a given Z.
We find that Eq.(29) recovers Eq. (25), by taking the random variable Z as a trivial one. This means that Eq.(29) is a generalization of Eq. (25) . We have the further generalized inequality by the similar way of the proof of Theorem 3.3.
Theorem 3.4 Let X 1 , · · · , X n+1 be the random variables. For q > 1, we have
From the view of the generalization Eq. (14), Proposition 3.1 also generalized as follows.
Lemma 3.5 For the nonextensive entropy S q (X) where φ(q) is continuous and φ(q)(1 − q) > 0 for q = 1, we have the inequality :
is nonnegative for 0 ≤ x ≤ 1, q > 1 and concave in x for q > 0, q = 1, the theorem follows as similar as the proof of Proposition 3.1.
Form Lemma 2.5 and Lemma 3.5, we have the subadditivity for nonextensive entropy. 
We note that we need the condition that φ(q)(1 − q) > 0 for q = 1 to prove Lemma 3.5, while we do not need any condition to prove Lemma 2.5.
The subadditivity for Tsallis entropies conditioned by Z holds.
Proposition 3.7 For q > 1, we have
(Proof ) Summing −2S q (Z) to the both sides in Eq.(29), we have
By chain rules, we have the proposition. Proposition 3.7 can be generalized in the following.
Theorem 3.8 For q > 1, we have
In addition, we have the following propositions.
Proposition 3.9 For q > 1, we have
(Proof ) Form Eq. (22) and Eq.(32), we have
By chain rules, we have
which implies the proposition.
Proposition 3.10 For q > 1, we have
(Proof ) From Eq. (13) and Eq.(32), we have
by Eq.(10) and Eq.(11).
Tsallis mutual entropy
For normalized Tsallis entropies, the mutual information was defined in [9] with the assumption of its nonegativity. We define the Tsallis mutual entropy in terms of the original (unnormalized) Tsallis type entropies. The inequality Eq.(22) naturally leads us to define Tsallis mutual entropy without the assumption of its nonegativity.
Definition 4.1 For two random variables X and Y , and q > 1, we define the Tsallis mutual entropy as the difference between Tsallis entropy and Tsallis conditional entropy such that
Note that we never use the term mutual information but use mutual entropy through this paper, since a proper evidence of channel coding theorem for information transmission has not ever been shown in the context of Tsallis statistics. From Eq.(10), Eq. (25) and Eq. (22), we easily find that I q (X; Y ) has the following fundamental properties.
From the symmetry of Tsallis mutual entropy, we have
We also define the Tsallis conditional mutual entropy
for three random variables X, Y and Z, and q > 1. In addition, I q (X; Y |Z) is nonnegative, thanks to Eq.(32). For these quantities, we have the following chain rules. 
(2) For random variables X 1 , · · · , X n and Y , the chain rule holds:
(Proof ) (1) follows from the chain rules of Tsallis entropy.
(2) follows from the application of Eq. (13) and Eq. (12) .
We have the following inequality for Tsallis mutual entropies by the strong subadditivity. 
Correlation coefficients and distances for Tsallis entropies
We discuss on the entropic distance between X and Y by means of Tsallis conditional entropy S q (X|Y ). If S q (X|Y ) = 0 = S q (Y |X), then X and Y are called equivalence and denoted by X ≡ Y . Defining an entropic distance between X and Y as
we have the following proposition.
(Proof ) (i) and (ii) are clear from the definition of d q . In the case of n = 3 in Proposition 3.10, we have the triangle inequality:
Putting X 1 = Z,X 2 = Y and X 3 = X in the aboce inequality, we have
In addition, exchanging X and Z in the above inequality, we have
Summing the both sides of two above inequalities, we have the proposition.
I q (X; Y ) represents a kind of correlation between X and Y . Following [23] , we define a parametrically extended correlation coefficient in terms of Tsallis mutual entropy such that
for S q (X) > 0, S q (Y ) > 0 and q > 1. Then we have the following proposition. 
Again, we define an entropic distance between X and Y by
Then we have the following proposition. (
(Proof ) (i) and (ii) follows from (iv) and (i) of Proposition 5.2, respectively. From chain rules and Eq.(42), we have
Exchanging X and Z, we have
Summing the both sides of two inequalities Eq.(45) and Eq.(46), we have (iii), since Tsallis joint entropy is symmetry.
We also define another correlation coefficient in terms of Tsallis mutual entropy bŷ
for S q (X) > 0, S q (Y ) > 0 and q > 1. See [24] . Then we have the following proposition.
Proposition 5.4 For q > 1, S q (X) > 0 and S q (Y ) > 0, we have the following properties.
(iii)ρ q (X, Y ) = 0 if and only if X and Y are independent each other and q = 1.
We also define an entropic distance between X and Y bŷ
(Proof ) (i) and (ii) follows from Proposition 5.4. (iii) is proven by the similar way in [24] . In order to show (iii), we can assume S q (Z) ≤ S q (X) without loss of generality. Then we prove (iii) in the following three cases.
(a) S q (Y ) ≤ S q (Z) ≤ S q (X) : From Eq.(37) and Eq.(42), we havê
It is shown by the same way with (a).
Applications of Tsallis entropies
As an application of Tsallis conditional entropy, we give a generalized Fano's inequality.
Theorem 6.1 For q > 1 and two random variables taking values in the finite (alphabet) set X , the following inequality holds.
where s q represents the Tsallis binary entropy:
(Proof ) Define the random variables Z by
By chain rules, S q (Z|X, Y ) = 0 and S q (Z|Y ) ≤ S q (Z) = s q (P (X = Y )), we then have
since the nonnegativity of Tsallis relative entropy implies
Moreover, we discuss on the Tsallis entropy rate.
Definition 6.2 The Tsallis entropy rate of a stochastic process X ≡ {X i } is defined by
if the limit exists.
S q (X) can be considered as Tsallis entropy per a symbol in the limit.
Theorem 6.3 For q > 1 and a stationary stochastic process, the Tsallis entropy rate exsits and is expressed by
By the stationarity and the inequality Eq.(33), we have
Thus S q (X n |X 1 , · · · , X n−1 ) converges to a certain value s, since it is a monotone decreasing sequence with respect to n. That is,
Moreover by the chain rule and Cesáro's theorem (e.g., see pp.64 of [20] ), we have
Finally we prove the data processing inequality for Tsallis mutual entropy. Let X, Y and Z be random variables. If the conditional probability distribution of the random variable Z depends only on the random variable Y , namely the random variable Z is independent of the random variable X, then it is called that X, Y and Z form a simple Markov chain, and denoted by X → Y → Z. 
for q > 1, with equality if and only if X → Z → Y .
(Proof ) From Eq.(39), I q (X; Y, |Z) can be expanded in the following two ways.
Since the nonnegativity I q (X; Y |Z ) and I q (X; Z |Y ) = 0 because of the Markovity, we have
We easily find that the following corollary holds. 
Conclusion
As we have seen, we have found that the chain rules for the Tsallis type entropies hold as similar way of the proofs of the entropy of type β. Also we have proved the subadditivity of the Tsallis type entropies for the general two random variables in the case of q > 1. Moreover it has been shown that in general the superadditivity of Tsallis entropies does not hold in the case of 0 ≤ q < 1. Thus we chould give important results for Tsallis entropies in the case of q > 1 from the information theoretical point of view. Therefore we have the possibility that the parametrically extended information theory will be constructed by starting from the Tsallis entropy for q > 1. In other words, there is less possibility of such a construction in the case of 0 ≤ q < 1 if our stage still in the usual probability theory, because the relation which should be satisfied in the contrast to the usual information theory does not hold in the case of 0 ≤ q < 1. This gives us the rough meaning of the parameter q. That is, we found the crucial different results between S q (X) for q > 1 and S q (X) for 0 ≤ q < 1 from the information theoretical point of view. For q > 1, we showed that the Tsallis type entropies have the similar results to Shannon entropies. In other words, it has been shown that the definition of Tsallis conditional entropy Eq.(4) has a possibility to be a pioneer to construct a nonextensive information theory. Finally we point out on the difference between Tsallis entropy and Shannon entropy. In the case of q = 1, the relative entropy between the joint probability p(x, y) and the direct probability p(x)p(y) is equal to the mutual entropy:
However, in the general case (q = 1), there exists the following relation: 
We have adopted the former definition in the present paper, along with the definition of the capacity in the origin of information theory by Shannon [22] . Our results in the present paper are fundamental so that we are convinced that these results will help the progresses of nonextensive statistical physics and information theory. We are now studying the coding problem in nonextensive information theory and searching for the precise meaning of the parameter q.
Appendix A
It is remarkable that Tsallis entropy S q (X) can be regarded as the expected value of ln q 1 p(x) , that is, since ln q (x) = −x 1−q ln q (1/x), it is expressed by
where the convention 0 ln q (·) = 0 is set. Along with the view of Eq.(52), we may define Tsallis conditional entropy and Tsallis joint entropy in the following.
Definition 7.1 For the conditional probability p(x|y) and the joint probability p(x, y), we define Tsallis conditional entropy and Tsallis joint entropy by
p(x, y) ln q 1 p(x|y)
, (q = 1),
p(x, y) ln q 1 p(x, y)
, (q = 1).
We should note that For 0 ≤ q < 1, we have S q (X, Y ) ≥ S q (X) + S q (Y |X).
Therefore we do not have the chain rule for S q (Y |X) in general, namely we are not able to construct a parametrically extended information theory in this case.
Appendix B
From Eq. (25), we have the following inequality. 
We here give the interesting conjecture such that 
It is remarkable that the following inequality holds [25] shows Conjecture 7.4 is true when n = m = 2 and r = 2.
Appendix C
The pseudoadditivity Eq.(3) for independent random variables X and Y gives rise to the mathematical interest whether we have the complete ordering between the left hand side and the right hand side in Eq.(3) for two general random variables X and Y . Such a kind of problem was taken in the paper [26] for the normalized Tsallis type entropies which are different from the definitions of the Tsallis type entropies in the present paper. However, its inequality appeared in (3.5) of the paper [26] was not true as we found the counter example in [27] . Unfortunatelly, in the present case, we also find the counter example for the inequalities between S q (X, Y ) and S q (X) + S q (Y ) + (1 − q)S q (X)S q (Y ). In the same setting of Eq. (27) and Eq.(28), δ ≡ S q (X, Y ) − {S q (X) + S q (Y ) + (1 − q)S q (X)S q (Y )} takes both positive and negative values for both cases 0 ≤ q < 1 and q > 1. Indeed, δ = 0.00846651 when q = 1.8, p = 0.1, x = 0.1, y = 0.8, while δ = −0.0118812 when q = 1.8, p = 0.1, x = 0.8, y = 0.1. Also, δ = 0.00399069 when q = 0.8, p = 0.1, x = 0.8, y = 0.1, while δ = −0.0128179 when q = 0.8, p = 0.1, x = 0.1, y = 0.8.
Therefore there does not exist the complete ordering between S q (X, Y ) and S q (X) + S q (Y ) + (1 − q)S q (X)S q (Y ) for both cases 0 ≤ q < 1 and q > 1.
