Abstract. In this paper, the asymptotic stability is considered for a class of uncertain stochastic bidirectional associative memory neural networks with time delays and parameter uncertainties. The delays are time-invariant and the uncertainties are norm-bounded that enter into all network parameters. The aim of this paper is to establish easily verifiable conditions under which the delayed neural network is robustly asymptotically stable in the mean square for all admissible parameter uncertainties. By employing a Lyapunov-Krasovskii functional and conducting the stochastic analysis, a linear matrix inequality matrix inequality (LMI) approach is developed to derive the stability criteria. The proposed criteria can be easily checked by the Matlab LMI toolbox. A numerical example is given to demonstrate the usefulness of the proposed criteria.
Introduction
As an extension of the unidirectional autoassociator of Hopfield [9] . Kosko [13] - [14] has proposed a series of neural networks related to bidirectional associative memory (BAM).This class of networks has good application in the area of pattern recognition and artificial intelligence. Therefore, the BAM neural networks has been one of the most interesting research topics and has attracted the attention of many research. For instance, refer to [15] - [27] .Also, time delay will inevitably occur in the communication and response of neurons owing to the unavoidable finite switching speed of amplifiers in the electronic implementation of analog neural networks, so it is more in accordance with this fact to study the BAM neural networks with time delays. The delay is a source of instability and oscillatory response of the networks. Therefore, the study of the stability and convergent dynamics of BAM with delays has raised considerable interest in recent years, see for example, [4] , [12] , [28] , [5] , [16] . and the references cited therein. In real nervous systems, the synaptic transmission is a noisy process brought on by random fluctuations from the release of neurotransmitters and other probabilistic causes. It has also been known that a neural network could be stabilized or destabilized by certain stochastic inputs [2] .Hence, the stability analysis problem for stochastic neural networks becomes increasingly significant, and some results related to this problem have recently been published, see e.g. [10] , [11] , [18] - [21] , [23] . On the other hand, the connection weights of the neurons depend on certain resistance and capacitance values that include uncertainties (modeling errors). When modeling neural networks, the parameter uncertainties (also called variations or fluctuations) should be taken into account, and therefore the problem of robust stability analysis for neural networks emerges as a research topic of primary importance, see e.g. [1] , [6] , [7] ,It should be pointed out that, in most existing literature,the stochastic analysis issue and stability robustness issue have been treated separately, in [22] discussed the stochastic analysis issue and stability robustness issue of the stochastic Hopfield neural networks with time delays. To the best of the authors knowledge, the robust stability analysis problem for stochastic BAM neural networks with time delays has not been fully investigated, and remains important and challenging.
In this paper, we deal with the global robust stability analysis problem for a class of stochastic BAM neural networks with time-delays. By utilizing a Lyapunov−Krasovskii functional and using the well-known S-procedure, we convert the addressed stability analysis problem into a convex optimization problem. Different from the commonly used matrix norm theories (such as the M-matrix method), a unified linear matrix inequality (LMI) approach is developed to establish sufficient conditions for the neural networks to be robustly, globally, asymptotically stable. Note that LMIs can be easily solved by using the Matlab LMI toolbox, and no tuning of parameters is required [3] , [8] . Two numerical examples are provided to show the usefulness of the proposed global stability condition.
Notations: Throughout this paper , and 
.Sometimes, The arguments of a function or a matrix will be omitted in the analysis when no confusion can arise.
Problem statement
Consider the following BAM neural networks with parameter uncertainties and stochastic perturbations:
in which u and are the activations of the ith neurons and the jth neurons, respectively, w and are the connection weights at the time t, ( ) 
A The perturbations are of the form ,
where are known constant matrices of appropriate dimensions. and are unknown matrix satisfying
F F I ≤
It is clear that under the assumption (A1) and (A2), system (1) has at least one equilibrium. assume that are the equilibrium point of the system, then we will shift the equilibrium points to the origin by the transformation
then , the transformed system is as follows:
where the activate functions j f satisfy the following properties:
The parameter uncertainty structure as in (2) to (3) has been widely exploited in the problems of robust control and robust filtering of uncertain systems(see e.g., [24] , [25] and the references therein).Observe that the unknown matrix in (2) can even be allowed to be statedependent, i.e.,
, as long as (3) is satisfied. On the other hand, the stochastic
and , can be viewed as stochastic perturbations on the neuron states and delayed neuron states.
The following definition and lemmas will be used for deriving main result. 
Main results
In this section, we present a stability criterion for robust stability of system (5) using the linear matrix inequality approach. The main theorem given below shows that the stability criteria can be expressed in terms of the feasibility of four linear matrix inequalities. 
such that the following four linear matrix inequalities: 
hold, where 
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1 , Ω Ω are defined in (11) Summing up the results obtained so far, we conclude that, from (10) and (11) of (1), there exist positive scalars and positive definite matrices 3) such that (14) and (15) 
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for the positive scalars it follows from lemma 1,the fact
and (H2), (H3) that 
Note that (7) can be rewritten, by the Schur Complement Lemma 2 as
Hence, it follows from Lemma 4 that (25) similarly, we can have (26) Furthermore, it can be seen from Lemma 3 that T  1  2  3  2  2  2  2  3 
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Using (19) to (28) we obtain from (18) that By some manipulations, we obtain from (29) that
where 
Following from (31) to (32),one can obtain that ( ) Remark 2: Note that Lemma 1is used in the proof of Theorem 1 to tackle the parameter uncertainties, hence certain conservatism might be introduced. Such conservatism can be significantly reduced by selecting proper scalar parameters ε , see [26] for more details.
In the following, we show that our main results can be easily specialized to two cases that have been studied in the literature. First, assume that there are no stochastic disturbances, and the neural network is described as: 
hold, then dynamics of the neural network (34) is robustly, globally, asymptotically stable in the mean square.
Second, if there are no parameter uncertainties in A, B, V and W, that is, the neural network is simplified to: (5) is robustly,globally, asymptotically stable in the mean square.
Conclusions
In this paper, we have dealt with the problem of global asymptotic stability analysis for a class of uncertain stochastic delayed BAM neural networks, which involve both the parameter uncertainties and the time-delays.We have removed the traditional monotonicity and smoothness assumptions on the activation function. A linear matrix inequality (LMI) approach has been developed to derive the stability criteria, which can be tested easily using the Matlab LMI toolbox. Simple examples have been used to demonstrate the usefulness of the main results.
