We consider the three-dimensional Ginzburg-Landau model for a solid spherical superconductor in a uniform magnetic field, in the limit as the Ginzburg-Landau parameter κ = 1/ε → ∞. By studying a limiting functional we identify a candidate for the lower critical field H c 1 , the value of the applied field strength at which minimizers first exhibit vortices. For applied fields of this strength we show the existence of locally minimizing solutions with vortices located along a diameter of the sphere parallel to the applied field direction. To analyze these problems we use a combination of techniques, involving least perimeter problems, weak Jacobians and rectifiable currents, and special Hodge decompositions.  2005 Elsevier SAS. All rights reserved.
Introduction
In 1933 Meissner and Ochsenfeld performed an experiment which exposed a solid spherical superconductor to an external magnetic field, and described the well-known Meissner effect whereby the superconductor expels the field (and levitates in its presence). Some years later, Abrikosov studied the behavior of the type-II superconductors and predicted the nucleation of vortices (where superconductivity is lost) in sufficiently strong external fields. (See [25] .) In this paper we revisit this setting in the mathematical context of the Ginzburg-Landau model. We consider a spherical superconductor in a uniform external field, and study vortices which appear near the lower critical field, the smallest value of the external field strength at which minimizers exhibit vortices, in the extreme type-II limit as the GinzburgLandau parameter κ → ∞.
We start with the Ginzburg-Landau model. Let Ω = B R (0) the solid spherical ball of radius R centered at the origin. The external magnetic field h ap = Hê 3 is assumed to be of constant strength H and directed (without loss of generality) in the direction of the x 3 -axis. Superconductivity is described by a complex valued order parameter u ∈ H 1 (Ω; C). The square modulus |u| 2 measures the density of superconducting electrons. The magnetic field is determined by the external field and by the supercurrents and its interaction with the superconductor is mediated by the vector potential, A : R 3 → R 3 , so that h = ∇ × A is the local field at any point in R 3 . The Ginzburg-Landau model then takes the form of an energy that a superconducting configuration must minimize (at least locally) in order to be stable. This energy is given by
The parameter ε > 0 is related to the Ginzburg-Landau parameter κ by ε = 1/κ, and for strongly type-II superconductors (such as most high-T C materials) ε will be very small. Some care must be taken to define an appropriate space for (u, A), since the functional is gauge invariant (G ε (u, A) = G ε (e iφ u, A + ∇φ) for any φ sufficiently smooth and integrable) and we require a space in which the energy will be coercive in the norm. (See [9] .) This choice will be made precise in Section 5.
In this paper we look for stable critical points of G ε that develop line vortices in the singular limit ε → 0. Since vortices are regions where the material is no longer superconducting, it is natural to think them as the regions where |u| 2 = 0. A vortex solution for us will be a critical point (u ε , A ε ) of G ε for which u ε vanishes somewhere in Ω. Physically, one expects that for an applied field h ε ap = O(|ln ε|), the Meissner effect should cease and vortices should begin to appear in the domain. With a constant applied field along theê 3 -direction, a natural candidate for the line vortex is the vertical diameter of the ball. We will confirm this physical principle in that we will show that for h ε ap = λ|ln ε|ê 3 and λ > 0 large enough, there exist stable vortex solutions (indeed local minimizers) to G ε (u, A) for all ε > 0 small enough; these solutions will have vortices converging in a weak sense to the vertical diameter as ε → 0. Moreover, since our superconductor is spherical we can find an explicit estimate for how big λ > 0 should be. This raises a natural conjecture in the form of an explicit asymptotic form for the critical field H c 1 at which the transition from the Meissner phase to the mixed phase occurs.
In order to motivate and explain more precisely our results, we present a formal derivation of the limiting energy based on the useful identity introduced by Bethuel and Rivière [5] , In the regimes we consider the applied field is weak, |h ε ap | 1/ε 2 , and it will follow that the last term in (1.2) will be very small and can be neglected.
The first term E ε in (1.2) measures the energy of the vortices, and has been extensively studied for general smooth domains Ω ⊂ R n , for all dimensions n 2. Much previous work has concentrated on a Dirichlet problem (see for instance [3, 4, 17, 20, 21] ), in which the presence of vortices in Ω is assured by imposing a singular Dirichlet boundary condition. In these papers it is shown that as ε → 0 singularities form which are objects of codimension-2, and these vortices tend to minimize the total length functional. This connection to the total length functional was cemented by the subsequent work of [14] and [2] in the context of Gamma-convergence. For Ω ⊂ R 3 the results of these two papers yield that E ε |ln ε| → πL in the Γ -sense, where L denotes the total length of the singularities (defined appropriately in terms of rectifiable currents.) Both [14] and [2] show that in the study of the Γ -limit of E ε the correct tool to identify the limiting vortices is not the "momentum" j (u) but its distributional curl, the Weak Jacobian of u,
Indeed, for Ω ⊂ R 3 an important result of Jerrard and Soner [14] implies that when (u ε ) is a family of functions with E ε (u ε ) bounded by |ln ε| then the Jacobians J u ε converge in a weak sense to an integer multiplicity rectifiable 1-current.
Returning to the decomposition (1.2) and our derivation of a limiting energy, if we hope to find solutions u ε with individual vortices, the above discussion suggest that we consider a regime where E ε (u ε ) = O(|ln ε|). Then by the result of [14] the associated Jacobians J (u ε ) will converge to a rectifiable limit. In this situation the interaction term Ω A · j (u) should also be of order O(|ln ε|), to balance the cost of vortices from E ε . This suggests that the appropriate applied field |h ε ap | = O(|ln ε|), since the form of F h ε ap suggests that the magnetic field h ε = ∇ × A ε will be of the same order of magnitude as |h ap |. Note that in this case we expect F h ε ap (A ε ) = O(|ln ε| 2 ) is of higher order in the expansion. Minimizing this term independently (see Theorem 3.1) gives a solution A 0 to London's equation, which approximates the actual minimizer A ε to highest order. We then eliminate this term and consider letting ε → 0 in the expression
(1.5)
To pass to the limit in (1.5) we need to rewrite the interaction term in terms of the Jacobian of u ε . We decompose A 0 = ∇ × B 0 + ∇φ 0 for a suitable vector field B 0 with B 0 × ν = 0 on ∂Ω, and scalar function φ 0 . The existence and properties of various versions of this decomposition have been studied at least since 1940 (see for instance [26, 16] and [11] ). In Section 2 we recall a specific version of it that best suits our purposes, taken from [4] . Borrowing a nifty trick from [13] we eliminate the ∇φ 0 , and essentially integrate by parts to obtain an equivalent form in terms of the Jacobian, where B * = B 0 /|h ap |, M(T ) is the mass of the current T (roughly speaking, the total length of the vortex curves) and T (·) gives the action of the 1-current T on vector fields in Ω.
We study the line energy in two different ways in Section 4. In both of them the condition Ω = B R (0) will be crucial, since it will provide means to explicitly find the field B * present in the energy. For our first analysis we choose a setting which allows us to consider global minimizers of G λ in a particular class of curves. To describe briefly how this is done, note that the symmetry of the sphere ensures that planar curves will have lower energy than space curves. This allows us to think of the vortex curve optimally partitioning a two-dimensional cross-section
of Ω. This partitioning problem may then be set in BV(B 2 R ; {0, 1}), as the vortex defines the boundary of a set E of finite perimeter in B 2 R . A similar reduction has been used to study vortices in Bose-Einstein condensates in [1] . We show that the global minimizer in this BV sense undergoes a transition at a critical value of the parameter λ,
When λ < λ * the global minimizer of the line energy G λ is the vortexless Meissner state, while when λ > λ * the minimizer has a single vortex along the vertical diameter of the ball Ω. Proposition 4.2 gives a precise formulation of this result. Thus we predict that the leading term in the expansion of the lower critical field H c 1 in the sphere is
We note that in two dimensions a much more detailed description of the lower critical field and the number and locations of vortices has been obtained in a series of papers by Sandier and Serfaty (see [24, 23] .) Unfortunately, the formal limiting procedure outlined above does not allow us to conclude that the Jacobians J (u ε ) of a family {(u ε , A ε )} of global minimizers of G ε converge to an integer multiplicity rectifiable 1-current, as we lack the control of (E ε (u ε ))/|ln ε| required by [14] . Nevertheless, in Section 6 we present a partial result concerning the transition of global minimizers from the Meissner to the mixed state. In Theorem 6.1 we show the existence of an explicit value λ * m < λ * so that when λ < λ * m the global minimizers of G ε have no vortices as ε → 0. Thus λ * m |ln ε| defines a lower bound for the critical field, H c 1 . As functions of the radius of the ball R, these values accord for very large radii: as R → ∞, λ * m /λ * → 1 and both λ m , λ * → 1 3 . For this result, we use the weak Jacobians method of [14] and we extend a compactness result for Jacobians due to Sandier and Serfaty [22] (see Theorem 6.4) .
To complement these results we construct stable solutions with vortices as local minimizers of G ε for λ > λ * , using the methods of Montero, Sternberg, and Ziemer [19] and of Jerrard, Montero, and Sternberg [13] based on the Γ -convergence scheme of Kohn and Sternberg [15] . For this procedure we first show that for λ ap > λ * the diameter (taken with any arbitrary multiplicity m) is an isolated local minimizer of the line energy G λ in a suitable topology on the space of integer multiplicity rectifiable 1-currents. This will also depend on the explicit expression available for B * in the case Ω = B R (0) and comprises the second part of Section 4. In Section 5 we show that there are indeed local minimizers of G ε with Jacobians converging to the vertical diameter with appropriate multiplicity. We recall that, given an isolated local minimizer of the limit energy G λ , the Kohn-Sternberg approach produces local minimizers to G ε (and ε > 0 small enough) for any smooth simply connected Ω ⊂ R 3 . The problem in a general domain would be first find the field B * involved in the expression we have for the limiting energy, and then seek a candidate for an isolated local minimizer of this energy.
To describe our result precisely we need to introduce some notation. Let S 1 denote the vertical diameter of the ball Ω thought of as a 1-current, that is S 1 acting on a vector field B in Ω via
and set
the same diameter but with multiplicity n ∈ Z. We denote by W
1,p
T (Ω; R 3 ) the Sobolev space of vector fields B which satisfy the boundary condition B × ν = 0 on ∂Ω. We then define a family of open neighborhood of S n , 
T (Ω; R 3 )) * . Moreover, for any η > 0 there is ε 0 > 0 such that, for any 0 < ε ε 0 one has
In other words, we find solutions of the Ginzburg-Landau system with vortices which are close (in the given sense of currents) to the diameter. Since multiple degree vortices are considered to be unstable, we expect that the multiplicity n 2 solutions will have n distinct vortex lines, but these will approach the diameter of the ball in the ε → 0 limit. In the two-dimensional setting Serfaty [24] has shown that this is indeed the case, with a distance between the different vortices on the order of |ln ε| −1/2 .
Some facts about vector fields
We introduce in this section the main Sobolev space of vector fields we use in this paper. We also record some facts about Hodge decomposition for vector fields in R 3 for future reference. In this section Ω ⊂ R 3 can be any bounded, smooth simply-connected domain. We first recall the following lemma from [16] . Lemma 2.1. For A ∈ C ∞ 0 (R 3 ; R 3 ) the following identity holds:
We point out on the other hand that the classical Sobolev embedding gives a constant K > 0 so that, for A ∈ C ∞ 0 (R 3 ; R 3 ), it holds
This in particular implies that either side of the identity (2.1) defines a norm in C ∞ 0 (R 3 ; R 3 ). Denote then by H the completion of C ∞ 0 (R 3 ; R 3 ) with respect to the norm
This makes H a Hilbert space and
a (strongly) closed subspace of H . It follows that H 0 is also weakly closed, since it is obviously convex. Furthermore, the norm that H 0 inherits from H is equivalent in H 0 to the norm
A similar construction could be carried out for Ω instead of R 3 by means of the following lemma taken from [11] : 
Note that in this space
is equivalent to the standard Sobolev norm. This is the classical Poincaré inequality for this space. We also define analogous Hölder spaces,
In several instances we will make use of the Hodge decomposition for vector fields: Proof. This lemma is a special case of Lemma A.4 from [4] , although similar forms of decomposition of vector fields have been derived much earlier (see Ladyzhenskaya [16] for one such version and some historical notes). We include in Section 7 a direct proof of this result in the case Ω = B R (0) ⊂ R 3 for the reader's convenience. 2
A solution to London's equation
Next we minimize the magnetic energy using the tools derived in the previous section. The solution that we find can be thought of as an approximation to the magnetic field of the "Meissner state", since the magnetic energy, as defined in the introduction, is F h ap (A) = G ε (1, A) .
First, consider the case of a general given h ap , such that we can find A ap ∈ W We then seek minimizers of the magnetic energy in the form,
Here B A 1 is determined by A 1 as in Lemma 2.4. We have the following existence theorem:
has a unique minimizer
Proof. First of all note that the functional is well defined, due to the uniqueness and continuity of B A as a function of A ∈ H 0 given by Lemma 2.2. Clearly the functional is continuous, coercive and strictly convex in A ∈ H 0 . The existence and uniqueness of a minimizer of F (A) in H 0 then follow immediately. Call the minimizer A 1 . The critical point condition reads in this case
so the critical point condition can be rewritten as
Integrating the last integral in this expression by parts one obtains
Here χ Ω represents the characteristic function of Ω, and [∇ ×A 1 ] represents the jump of ∇ ×A 1 across the border ∂Ω. We conclude that
a.e. in R 3 , and
The fact that div A 1 = 0 yields now
Since A ∈ H 0 , (2.10) yields immediately ∇φ 1 ∈ W 1,2 (Ω; R 3 ), and the same holds for ∇ × B ap . The classical Sobolev embedding gives that the right-hand side of (3.3) is in L p (Ω; R 3 ) for 1 p 6. We fix 3 < p 6 and appeal to [8] , Corollary 8.36 and the remark right after to claim [18] . Let r = x 2 1 + x 2 2 + x 2 3 , θ ∈ [0, π] measure the angle down from the north pole of the unit sphere, and φ ∈ [0, 2π) the equatorial angle measured from the x 1 -axis. We obtain:
Finally, writing 5) as in Lemma 2.4, B * can be expressed as
In case h ap = Λê 3 for constant Λ, we note that by homogeneity the corresponding minimizer of the magnetic energy is given simply by
The limiting energy
In this section we study the limiting energy of vortices, sometimes called the "line energy", obtained formally in the limit ε → 0 as in the introduction. Let us recall here that the energy of a vortex line T (an integer multiplicity rectifiable 1-current with ∂T = 0), may be written as
where M(T ) is the mass of the current T , T (B * ) gives its action on the vector field B * , and B * comes from (3.6). If we knew that the vortex line T were actually an oriented curve lying in a two-dimensional cross-section
of the sphere, then we may express the limiting line energy in more classical terms as
where τ is the unit tangent to the curve T . Since ∂T = ∅, T partitions B 2 R into two domains, each with boundary consisting of T together perhaps with some piece of ∂B 2 R , properly oriented. We choose the domain D T to be the one for which the positively oriented normal vector is n D T =ê 2 . (For example, if T is the vertical diameter oriented upwards, D T lies to the right of T .) Since B * · τ = 0 on ∂B 2 R , we may interpret the second line integral as being over the closed curve ∂D T , and applying Green's Theorem, we obtain an equivalent form of the line energy,
We point out that spherical coordinates in R 3 restricted to the cross-section B 2 R gives a system of polar coordinates (r, θ ), if we now permit the angle θ ∈ [−π, π], where we recall that θ = 0 corresponds to the positive x 3 -axis. With this understanding, the integrand in the second term of G λ has the form:
Unfortunately we cannot show that the limiting current associated to global minimizers of the Ginzburg-Landau energy is indeed a single curve, or even that it is rectifiable (and thus morally equivalent to a union of Lipschitz curves.) In fact, looking at the 2-d situation as described by Sandier and Serfaty in [24, 23] it is reasonable to expect for |h ε ap | > H c 1 = O(|ln ε|) and global minimizers (u ε , A ε ) of (1.1) that E ε (u ε ) = O(|ln ε| 2 ) and it is known that in this case the Jacobians J (u ε )/|ln ε| converge but not necessarily to a rectifiable limit.
Another source of difficulties is the fact that even among integer multiplicity rectifiable 1-currents, the limiting energy we consider either has a trivial 'vortexless' global minimizer (T = 0) or is unbounded from below. Indeed, if we had an oriented curve T with G λ (T ) < 0, then by superimposing n copies of T (perhaps with rotations to make them distinct) we obtain a new current with energy n times G λ (T ). This clearly implies that G λ is unbounded below.
To circumvent these difficulties we employ two different approaches. First, we can still find a "global minimizer" of the line energy if we restrict our attention to single multiplicity vortex lines. This approach will enable us to identify a candidate for the "lower critical field", the value of h ap at which vortices first become energetically feasible. Second, with an eye in building local minimizers to the Ginzburg-Landau energy G ε given by (1.1), we show that the diameter is an isolated local minimizer of the line energy in an appropriate topology among integer multiplicity rectifiable 1-currents when h ap is large enough. This result will follow from a construction similar to that of [19, 13] .
Global minimizers of the line energy
We follow [1] and pose the line energy problem in the context of Cacciopoli sets. The limiting problem being posed in the two-dimensional cross-section B 2 R , we may identify the curve T with its associated domain D T , and use χ = χ D T , the characteristic function of D T , as the variable. In this context, We remark that by Theorem 1.3 of [1] , the minimizer χ * is unique for almost every λ > 0.
Proof. The existence of a minimizer χ * = χ E * follows from general properties of BV functions. To prove symmetry in the x 1 -axis, if
Then by the symmetry of the integrands we would have G λ (χ * * ) G λ (χ * ), and thus we may assume that χ * is symmetric.
To obtain regularity, we also argue as in [1] . For any χ ∈ B let
and define * = F (χ * ) where χ * is a minimizer of G λ . Then χ * also attains the absolute minimum of the perimeter functional
|∇χ| under the (weighted) area constraint F (χ) = * . The regularity of ∂E * then follows from the regularity of minimal surfaces in low dimensions [10] . It implies that E * = supp χ * consists of countably many relatively closed components, each bounded either by a closed analytic curve or by a countable number of analytic arcs meeting the boundary at right angles. Call these components {E k = supp χ k }, so that χ * = k χ k . First we show that there are only finitely many such components. Let δ > 0 be fixed, to be chosen later. Since 
a contradiction unless χ * only had finitely many connected components. Now we will show that
∈ E * } be its reflection with respect to the x 3 -axis. First we claim that if |∇χ * |(
R , the entire right half-disk. Indeed, assume there exists a point P ∈ {x 1 = 0} in the support of |∇χ E * |. By regularity, near this point ∂E * consists of a smooth curve, and the measure |∇χ E * | coincides locally with arclength measure on that curve. In particular, the curve must lie along some interval of the diameter {x 1 = 0}, and can be represented as a graph x 1 = γ (x 3 ) in some larger interval on the x 3 -axis. This curve then satisfies the Euler-Lagrange equations for the limit energy G λ ,
where r γ = (γ (x 3 ) 2 + x 2 3 ) 1/2 . By ODE uniqueness (note that the right-hand side is smooth at r γ = 0) the curve must coincide with the diameter γ (x 3 ) ≡ 0. We conclude that E * = B 2+ R , the entire half-disk, since it gives the largest value of F (χ) and the smallest possible total perimeter given that ∂E * contains the diameter S 1 .
Next assume that E * is not the entire half-disk (and so |∇χ * |({x 1 = 0}) = 0,) and consider the symmetric difference E * E * . Since
we apply Lemma 2.2 of [1] to conclude that
by symmetry. Now E * E * is a disjoint union of two components, E * E * = F + ∪ F − , with F + supported in the right half-disk, and F − supported in the left half-disk, and one is the reflection of the other in the x 3 -axis, F − = F + . Note that |∇χ F + | defines a measure supported in the closed half-disk B R . By symmetry of the reflection, the total mass satisfies:
If we then choose χ * * = χ F + , then χ * * has support in B 2+ R and by (4.6),
We now claim that F (χ * * ) = F (χ * ), and hence the total energy
The set E * ∩ E * being symmetric with respect to the x 3 -axis and the integrand of F being odd, this part integrates to zero and we obtain the desired identity. This completes the proof of part (ii) of Lemma 4.1.
We now claim that each component E k = supp χ k of E * must either be bounded by a single, closed curve inside B 2+ R or be as in (iii). Indeed, if supp χ k has interior boundaries, we obtain a set whose characteristic function has smaller energy by eliminating the interior boundaries, since the arclength is reduced and the integrand of F is positive in B 2+ R . The same remark applies if supp χ k contacts the boundary and has several boundary arcs contacting ∂B 2+ R . Since the minimizer is contained in the half-disk each connected component E k which contacts ∂B 2 R must be enclosed by a single curve C 1 from ∂E k connecting the boundary at two extreme angles 0 θ 1 < θ 2 π , together with the corresponding arc C 2 along the half-circle ∂B 2+ R . Denote the simple region enclosed by C 1 , C 2 in B
2+
R by E k . Since the integrand of F is positive and
, which proves the claim.
Next we observe that the energy behaves in a simple, monotone way if we translate the connected components χ k or rotate them along the boundary of the half-disk. Namely, the perimeter is unchanged by each of these displacements and the magnetic term increases as we increase x 1 = r sin θ . Suppose that one of the χ k is supported entirely in the interior of B 2+ R . By translation to the right we decrease the energy G λ . This may be done until either the component meets the boundary ∂B 2+ R or until the first contact of the support of χ k with some other component of supp χ * . This second possibility is impossible, since the analyticity of the boundary arcs precludes their intersection inside B 2 R . Hence each component of supp χ * must contact the boundary of the half-disk. By rotating each component along the boundary in the direction of increasing x 1 = r sin θ we again decrease G λ , and hence these components may be assumed to be pairwise in contact with one another along ∂B 2+ R . We now show that this situation cannot occur either. Indeed, suppose that γ 1 and γ 2 are boundary arcs corresponding to two components of supp χ * which meet at the same boundary point P ∈ ∂B 2+ R . By the above arguments, these curves do not touch inside B 2+ R and each meets ∂B 2+ R normally. Therefore, there must exist points P 1 ∈ γ 1 and P 2 ∈ γ 2 so that the line segment P 1 P 2 joining them intersects no other component of χ * . Clearly, P 1 P 2 is shorter than the arcs connecting P 1 to P 2 via the boundary point P . Thus, if we replace the portion of the arcs γ 1 , γ 2 between P 1 , P 2 and ∂B
R by this segment, we obtain a Cacciopoli set whose characteristic function would have smaller energy G λ . 2
We remark here that the conclusions of Lemma 4.1 hold for problems in BV(ω; {0, 1}) for general symmetric twodimensional domains ω other than the disk, provided that the integrand f (r) sin θ is replaced by a function having the appropriate symmetry and monotonicity properties used in proving the lemma.
The following result completely classifies the global minimizers of the functional G λ in terms of the field strength parameter λ. The result is strongly dependent on the superconducting domain being a ball.
Proposition 4.2. Let f (r) be defined as in (4.3), and set
, corresponding to the vortex along the vertical diameter S 1 .
Proof. The key observation is that G λ (0) = 0, and so the global minimizer is a vortex configuration if and only if min B G λ < 0. We begin by noting that the energy of the diameter vortex is
and hence
Next, assume that χ * ≡ 0 is a symmetric global minimizer with support in B
2+
R . We claim that there is an angle θ 0 ∈ [0, π/2) such that
and such that ∂E * meets ∂B 2+ R at angle θ 0 (and at π − θ 0 .) Indeed, define θ 0 to be the infimum of all angles θ for which the ray intersects E * . Then by the symmetry of the minimizer (4.7) is satisfied. Since E * is closed, the infimum is attained, the optimum ray intersecting E * either on ∂B 2+ R (in which case the claim is proven) or at some interior point P lying on a boundary arc of ∂E * . Since the ray is a radius of the circle, the segment attaching P to ∂B 2+ R along that radius has shorter length than the piece of arc forming part of the boundary of supp χ k . By replacing that arc (connecting P to ∂B 2+ R ) with the radial segment we would therefore create a new Cacciopoli set with smaller energy than χ * , and hence this case is impossible and the claim must hold.
We are now ready to prove the first assertion of the proposition. Assume 0 λ < λ * . Since the boundary of supp χ * originates at ∂B 2+ R at angles θ 0 , π − θ 0 , the total perimeter is at least
On the other hand we estimate the magnetic energy from above by comparing with the sector Σ θ 0 ,
Together, we have the lower bound on the energy, In this way we obtain the following lower bound on the magnetic term,
In particular, the above inequality together with (4.8) yields
when λ > λ * (recall θ 0 > 0) contradicting that χ * is a global minimizer. In other words, the unique global minimizer is the diameter S 1 . 2
The diameter as a local minimizer
In this part we adopt a different point of view and treat the vortices as they more naturally occur in the ε → 0 limit process, that is as integer multiplicity rectifiable 1-currents. This approach has two advantages: we can use it to construct local minimizers of the ε-problem by employing the Γ -convergence trick of Kohn and Sternberg [15] as in [19, 13] , and we can consider arbitrary degree n for S n , the limiting vorticity.
We seek local minimizers of the line energy, "local" being measured by the norm dual to the standard Hölder norm for vector fields, this is, for T ∈ R 1 (Ω) we define
Here · C 0,1 represents the usual Hölder norm, and
We will make use of the fact that T ∈ R 1 (Ω) can always be represented as
Here Γ ⊂ Ω is a 1-rectifiable set, that is, Γ = Γ 0 n 1 Γ k where H (1) (Γ 0 ) = 0 and for each k 1 there is a set I k ⊂ R and a Lipschitz function f k : R → R 3 with Γ k = f k (I k ). Also, the functions n : Γ → Z and τ : Γ → R 3 are assumed to be H (1) measurable, and |τ | = 1H (1) a.e. By the support of T we always refer to the set Γ . Note that this set Γ is only defined up to a set of H (1) -measure 0. Finally, we will denote by B 2 R a ball around 0 in R 2 rather than R 3 , for which we reserve the notation B R (0). We will also write B 
Proof. As pointed out just before this last theorem, the action of T ∈ R 1 (Ω) (that also satisfies ∂T = 0 relative to Ω) on a vector field is really oriented integration over a countable family of Lipschitz curves (each of them having endpoints on ∂Ω or being a closed loop within Ω). We consider first the simplest possible case: that in which T (B) can be expressed as
2,+ R ⊂ R 2 that does not self intersect, with either both endpoints equal or both on ∂Ω, and n = 1. It follows easily in this case from Proposition 4.2 that G λ (T ) > G λ (S 1 ) for λ > λ * , unless T = S 1 . This more or less implies that S 1 is an isolated local minimizer of G λ . To show that S n , for any integer n 1, actually has this property with respect to · * 0,1 we first reduce the problem to the half plane {(x 1 , x 2 , x 3 ): x 1 0, x 2 = 0}, and then use the condition 0 < T − S n * 0,1 δ 1 to decompose T = T 1 + T 2 where T 1 is made up of exactly n Lipschitz curves like the ones considered above and G λ (T 2 ) 0 with strict inequality if T 2 = 0. This will give G λ (T ) > G λ (S n ) for general T ∈ R 1 (Ω) with ∂T = 0 and 0 < T − S n * 0,1
Step 1. Case of single curve. We assume here that T can be represented as
that does not self intersect and has either both endpoints on ∂B 2 R (0) or is a closed loop. In this case we may easily associate T with a Cacciopoli set A T ⊂ B 2,+ R , as in Section 4.1, whose boundary within B 2,+ R coincides with γ , and so that also
In this case Proposition 4.2 immediately gives
Step 2. In this step we show that the energy G λ of any current decreases if we project it along the azimuthal angle onto B 2,+ R ⊂ R 2 . This reduces the problem to a 2 dimensional situation. This projection, that can also be found for instance in [12] , can be described as follows: consider a Cartesian system withê 3 in the direction of h ap so that h ap = λ apê3 . With this, set up a spherical system so that its polar axis coincides with the positive x 3 axis. We denote these coordinates and unit vectors (r, θ, φ) andê r ,ê θ andê φ respectively. In this case θ ∈ [0, π] is the polar angle. Consider now the map 
θ, φ) ∈ B R (0) as q(r, θ, φ) = (r sin θ, r cos θ). Looking at the domain of θ we see that q(B R (0)) ⊂ B

T (B R (0); R 3 ). This yields
where the first · * 0,1 is understood in (C 0,1 (B 2 R ; R 2 )) * and the second in (C 0,1 (B R (0); R 3 )) * . It is also an easy matter to check G λ (T ) G λ (q # (T )) and ∂q # (T ) = q # (∂T ) = 0 relative to B 2 R . All this shows that, to establish the theorem, it suffices to consider T ∈ R 1 (B 2 R ) with supp(T ) ⊂ B 2,+ R , 0 < T γ − S 1 * 0,1 δ 1 and ∂T = 0 all relative to B 2 R , which we do from now on (see (4.10) and the comment preceding it for the definition of the support of T ).
Step 3. In the next step we decompose T = T 1 + T 2 , where T 1 is made up of Lipschitz curves as those considered in Step 1, and T 2 ∈ R 1 (Ω) is supported, roughly speaking, on closed loops. To obtain this decomposition we require a lower bound on the mass of T , which is what we pursue in this step. More specifically, we seek here the lower bound
M(T ) M T Γ
for the mass M(T ) of any current T that satisfies ∂T = 0 in Ω, 0 < T − S n * 0,1 δ 1 , and an additional condition that will be clear in a few lines. Here T B refers to the action of T restricted to the set B, the set Γ + represents a place where T has an orientation close to S n , and ψ is a particular test vector field. Both will be defined in the course of this step.
Note first that for T satisfying 0 < T − S n * 0,1 δ 1 we have To obtain a lower bound on M(T ) we build a test vector field with some ideas borrowed from [19] . Let α > 0 and consider the functions
Here r = (x 2 1 + x 2 3 ) 1/2 . Define with these ψ(
It is also clear that
Let us introduce the following notation.
The definitions of ψ and Γ + lead to
and from here we obtain that
1 , which is (4.11).
Step 4. As mentioned before, here we use Step 3 to decompose T = T 1 + T 2 , where T 1 is a current supported on finitely many single Lipschitz curves, and T 2 ∈ R 1 (Ω) is basically supported on closed loops. To do this we first recall from 4.2.25 in [7] that T ∈ R 1 (Ω) with ∂T = 0 can be decomposed as
Furthermore, each T k is a single Lipschitz curve with both endpoints on ∂Ω or else is a closed curve within Ω (either way ∂T k = 0 for all k), and one also has M(T ) = k 1 M(T k ). We also recall from [7] that for f : Ω → R Lipschitz, the slices T , f, t are well defined for a.e t ∈ R. Loosely speaking, for T ∈ R 1 (Ω), T , f, t represents the restriction of T to the surface f −1 (t) ⊂ Ω. Since T ∈ R 1 (Ω) is made up of a countable collection of Lipschitz curves, for a.e. t ∈ R, T , f, t is a countable collection of point masses and
(x) M(T ). (4.14)
Here we recall that the set Γ = support(T ) and ∇ Γ f (x) represents the component of ∇f tangent to Γ . Now we try to compare the support of T with that of S n . Set g(x 1 , x 3 ) = |x 1 | and let C > C where C > 0 comes from (4.11) (and depends only on the multiplicity n of S n ). Let us first rule out the possibility that for a.e.
, we find, in light of (4.11) and (4.14), that (4.15) leads to
For C > 0 large enough (again depending only on n) this contradicts M(T ) 2nR + δ 1 guarantees then that there are at most n integers in σ 1 . We distinguish two cases: card(σ 1 ) = n and card(σ 1 ) < n.
Step 5. Impossibility of m = card(σ 1 ) < n. We follow the proof of Theorem 4.5 from [19] . In this case one can conclude that in fact M(T ) 2nR + (n − m)R − Cδ Step 6. Conclusion. In light of Step 5 we assume card(σ 1 ) = n. Note also that for k ∈ σ 1 Step 1 implies that
To estimate G λ (T − T σ 1 ) we note that
This implies that M(T − T σ
We can find then an integer multiplicity 2-current S with ∂S = T − T σ 1 
. The relative isoperimetric inequality gives in this case that M(S) K(M(T
and either T − T σ 1 = 0, in which case T = S n implies by step 1 that
In both instances we obtain G λ (T ) − G λ (S n ) > 0, which is the claim of the theorem. 2
Local minimizers to the Ginzburg-Landau energy
In this section we prove Theorem 1.1, by building local minimizers to (1.1). We note as in [13] that a sort of singular change of gauge on G ε (u, A) leads to an expression for it that can be handled using weak Jacobians. We recall here that the gauge invariance of G ε is a property that reads
Instead of computing the left-hand side of this last identity we compute 
where
This G ε (u, A) of course is not the Ginzburg-Landau energy. However the transformation
is a diffeomorphism (cf. [13] ). This means that local minimizers to G ε (u, A) defined by (1.1) produce local minimizers to G ε (u, A) and vice versa. This allows us to study G ε , which is what the next theorem talks about. In the following, we take h ε ap = λ|ln ε|ê 3 , and define A ε ap with ∇ × A ε ap = h ε ap and B ε ap as in Lemma 2.4. We decompose our magnetic potentials A = A ε ap + A 1 with A 1 ∈ H 0 . Denote by R 1 (Ω) the class of integer multiplicity rectifiable one currents. S n ∈ R 1 (B R (0)) denotes the current defined as the vertical diameter {(0, 0, x 3 ): −R < x 3 < R} of the ball Ω = B R (0), with integer multiplicity n.
We recall from the Introduction the following notation: for δ > 0 define,
We claim that F is weakly closed and O is open in W 1,2 (Ω; C) × H 0 . The proof of these two facts follows that of Theorem 4.2 from [19] , with the only caveat that the proofs in [19] are for · * 0,1 . The difference is minor so we do not include the proof here.
Note first that, for B ∈ C ∞ (Ω; R 3 ) and p > 3 one has
where α = 1 − 
Here T * 0,α and T * 1,p represent the norms on T dual to the usual Hölder norm · C 0,α and dual to the Sobolev norm · W 1,p respectively.
Next we apply the direct method of the calculus of variations to the problem of finding (u ε , A 1,ε ) ∈ F satisfying
Since F is weakly closed, it is a simple matter to obtain the existence of a solution to this last problem. The remainder of the proof consists in showing that in fact (u ε , A 1,ε ) ∈ O for ε > 0 small enough. We proceed by contradiction and assume that there is a sequence ε n → 0 with S n − 1 π J (u ε n ) * 1,4 = δ 0 . From now on we drop the subscript n and write  (u ε , A 1,ε ) for (u ε n , A 1,ε n ) . We will take several steps.
Step 1. From [2] and [13] , one can always find a sequence {v ε } ⊂ W 1,2 (Ω; C) with E ε (v ε ) K ln 1 ε , and
and the last convergence is strong in (C 2 , and this in turn yields
and
Now writing B 1,ε = B A 1,ε , we obtain from Lemma 2.4 that
Step 2.
After some cancellation one concludes from here
Here we point out that
where we used (5.10), (5.9) and B ε ap = |ln ε|B ap . Similarly we obtain
Also note that since p = 4, we have
C|ln ε|,
All of this in (5.12) yields
We appeal now to [14] and [13] to claim the existence of a subsequence of {J (u ε )} strongly convergent in (C T (Ω; R 3 )) * . Call the limit πT . From [14] we also conclude that T is an integer multiplicity, rectifiable 1-current. Furthermore, the fact that the convergence is strong in (W
1,4
T ) * implies that S n − T * 1,4 = δ 0 , so in particular T = S n . Finally, [14] also provides the inequality
Step 3.
As mentioned earlier, the Sobolev embeddings then imply that
Moreover, for the exponents we are using the embedding is compact. It follows that 
We next show that 1 |ln ε| (B 1,ε + B ε ap ) → λB * , where B * is given by (3.6), corresponding to minimization of the functional F (A) in Theorem 3.1, when h ap =ê 3 . To do this note that
This clearly implies (u ε , |ln ε|A 1 ) ∈ F for any A 1 ∈ H 0 , so we obtain We divide now (5.17) by |ln ε| 2 and let ε → 0. Call
Expanding this last inequality we obtain
and denote
The above discussion reduces then (5.17) to
Set now B 0 = B 1 + B ap and recall from the remark below (3.6) that B 0 = λB * . We rearrange (5.11) as
We now use the known compactness of B 1,ε , the conclusions for J (u ε ) mentioned at the end of Step 2, (5.18), (5.6) and (5.7) to conclude
However, from Step 2, S n = T . Also from Step 2, S n − T * 1,4 = δ 0 , so (5.5) implies that S n − T * 0,1 K 2 δ 0 . Theorem 4.3 then yields a contradiction for δ 0 > 0 small enough, because 0 < S n − T * 0,1
Step 4. The only details that still needs a proof are 1 π J (u ε ) → S n and the fact that for every η > 0 there is ε 0 > 0 such that, for every 0 < ε ε 0 ,
For the first one note that the same contradiction we reached in the course of steps 1 through 3 would have been reached if we had a sequence ε n → 0 with
This implies that
this is a direct consequence of Proposition 4.6 from [13] . This concludes the proof of Theorem 1.1.
Lower bound for H c 1
In this section we seek a lower bound for H c 1 by directly analyzing the global minimizers for G ε . As in the previous sections we assume
We again consider h ε ap = |ln ε|h ap , and h ap = λê 3 = ∇ ×A ap , A ap = ∇ ×B ap + ∇φ ap , B ε ap = |ln ε|B ap , A ε ap = |ln ε|A ap , as in Section 5. 
In particular, the associated Jacobians J u ε → 0 in the strong topology on (C 0,α
Remark 6.2. Note that the last statement, J u ε → 0, follows from (6.2) and the estimate of Proposition 5.1. In this sense we say that for applied fields h ap of the form (6.1) with λ B * ∞ < 1 2 , minimizers for small ε have no vortices. It has been proven that minimizers u ε of the energy E ε with prescribed Dirichlet condition have |u ε | 1 2 in any neighborhood away from support of the limiting Jacobian (see [17, 4] .) For our problem this "Clearing Out" lemma remains an open question, although there has been recent progress on some related problems by Chiron [6] . Remark 6.3. From the above remarks we may therefore interpret Theorem 6.1 as giving a bound from below for the lower critical field H c 1 in the form (6.1) with
We compare this with the estimate for H c 1 from Section 4, which is given by
A direct computation shows that
and from here it is not hard to conclude that
Proof. Let (u ε , A ε ) be a family of absolute minimizers of G ε , with u ε ∈ W 1,2 (Ω; C) and A ε = A ε ap + A 1,ε with A 1,ε ∈ H 0 . We use Lemma 2.4 as usual to write
Step 1. A first upper estimate for E ε (u ε ) is given by
This is an easy consequence of the fact that (u ε , A ε ) are global minimizers and hence
where 1 represents the trivial constant function on Ω.
Step 2 
From (5.2) we have
since two cross-terms in the expansion of the squares cancel using the critical point condition satisfied by B 0 ,
Step 3. At this point we require the following extension of Theorem 2 from [22] : 
The conclusions of Theorem 6.4 are identical to those of [22] , except there the result is proven for currents acting on compactly supported vector fields, B ∈ C 0,α c (Ω; R 3 ). The modifications required are non-trivial, and we include a proof of Theorem 6.4 in Section 7.
Using the trivial estimate, 
The desired bound E ε (u ε ) C|ln ε| 2 then follows from the definition (5.2) and the above estimates.
Recall now that critical points of the Ginzburg Landau energy satisfy |u ε | 1 in Ω. Applying Theorem 6.4 with N ε = |ln ε|, we obtain a subsequence (which we continue to denote by ε) such that
In addition, (6.6) implies:
Step 4. Note that G ε (u ε , A ε ) G ε (1, |ln ε|A 0 ). Applying the decomposition (6.3),
by (5.13). Dividing the above inequality by |ln ε| 2 , and using the boundedness of j (u ε )/|ln ε| we conclude that (along a subsequence) Dividing again (6.7) by |ln ε| 2 and letting ε → 0 one obtains
Now we use our hypothesis
which in particular implies that 2J (B 0 ) < M(J ) forJ = 0, and then from the above we obtain
In particular A * m = 0 implies in addition that B * m = 0.
Step 5. Set
We claim that N ε → 0 as ε → 0. To see this assume that N ε n α > 0 for some ε n → 0. Applying (6.8) and (6.4) we have
Step 4. Dividing (6.7) by N ε |ln ε|, we then have:
a contradiction. Therefore we must have N ε → 0 and the theorem is proven. 2
Proofs of some technical results
We include here a direct proof, for Ω = B R (0), of the Lemma 7.1. There are constants
2) T (Ω; R 3 ) will be bounded in the norm of this space. We can always then extract a convergent subsequence. The lower semi-continuity of the norm in this space, and the strict convexity of the functional, guarantee that a minimizer exists and that it is unique in W 1,2
T (Ω; R 3 ).
The critical point condition in this case reads
T (Ω; R 3 ). We claim that div B A = 0. To see this solve Poisson's equation
On the other hand φ is constant on ∂Ω. In particular ∇φ × ν = 0 on ∂Ω. This allows us to set B = ∇φ in (7.4) to easily conclude that div B A = 0 a.e in Ω. This reduces the critical point condition to
T (Ω; R 3 ). This implies that as distributions ∇ ×(∇ ×B A −A) = 0, and since Ω is simply-connected there is a function φ A satisfying A = ∇ × B A + ∇φ A .
Note now that
This implies through Hölder's inequality that ∇ × B A L 2 C A L 2 . Since div(B A ) = 0, we obtain from here
Now add a constant to φ A so that Ω φ A dx = 0. Since ∇φ A = A − ∇ × B A , this and Poincaré inequality applied to φ A , give
where the last inequality is due to (7.5). It follows that
The uniqueness of B A can be seen as follows. If there were
Moreover, a direct computation shows that, in spherical coordinates, one has
Again, direct computation reveals that B × ν = 0 on ∂B R (0) implies B ·ê θ = B ·ê φ = 0 on ∂B R (0). We conclude through (7.6) that 
This mixed boundary value problem for B r gives Finally we give here a proof of Theorem 6.4. We need to consider vector fields that do not necessarily vanish on the boundary of Ω, but rather satisfy B × ν = 0 on ∂Ω.
Proof. The only facts that need proof are that the convergence in (6.4) is in the norm of (C 0,α T (Ω; R 3 )) * rather than (C 0,α 0 (Ω; R 3 )) * , and that the inequality in (6.6) holds here if we consider
(B). (7.8) In order to prove these statements we first introduce some notation and recall some known results. First let us recall from Lemma 7 of [12] that for any λ > 1 there are constants C ε , α > 0 such that for any open set U ⊂ R 2 and
for all functions φ ∈ C 0,1 c (U ). Let us recall from [14] and [13] that for Ω ⊂ R 3 there is C(Ω) > 0 such that, for any B ∈ C 0,1
In both these last inequalities
for some γ > 0. How big α > 0 and γ > 0 for us will be irrelevant, so long as they are fixed and strictly positive. Finally let us recall from [13] that for any Ω ⊂ R 3 and α ∈ ]0, 1] there are constant C(Ω, α) > 0 and γ > 0 with
We will first prove that the inequality in Theorem 6.4 is still valid if we use the mass M T (T ) defined by (7.8) . To this end assume we have a family {u ε } ε∈]0,1] ⊂ W 1,2 (Ω; C) with E ε (u ε ) N ε |ln ε| where δ N ε C|ln ε|. It follows from (7.11) that there is a subsequence ε n → 0 for which J (u ε n )/N ε n is convergent in the weak * topology of (C 0,α T (Ω; R 3 ) * . Let us call this limit J 0 . Take now any B ∈ C ∞ T (Ω; R 3 ). From (7.10) we obtain that
In particular, we can find a radon measure µ 1 with µ 1 (Ω) < ∞, and a µ 1 -measurable function τ : Ω → R 3 satisfying |τ | = 1 µ 1 -almost everywhere with
We can assume here that µ 1 (∂Ω) = 0. We take now B ∈ C ∞ T (Ω; R 3 ) and note that the functional
depends only on the values of B on ∂Ω. In fact if B = 0 on ∂Ω we can always find B n ∈ C ∞ 0 (Ω; R 3 ) with B n → B uniformly. Note that then J 0 (B n ) → J 0 (B). But then
Take now any function f ∈ C 0 (∂Ω), and let B f be any vector field with B × ν = 0 and B · ν = f , both on ∂Ω. The fact that J ∂Ω (B f ) depends only on the values of B f on ∂Ω means that it really defines a (continuous) linear functional on C 0 (∂Ω), and hence there is a radon measure µ 2 on ∂Ω such that
Follows then that we can always represent J 0 (B) as
for any B ∈ C T (Ω; R 3 ). It follows from here that
On the other hand, if we consider the measures
for A ⊂ Ω, the condition E ε (u ε ) N ε |ln ε| ensures that there is a subsequence ε n → 0 and a radon measure µ on Ω with µ ε → µ as measures, that is, we have
There is then a subsequence ε n → 0 and j 0 ∈ L 2 (Ω; R 3 ) with j (u ε n ) (N ε n |ln ε n |) 1/2 j 0 .
Theorem 2 from [22] can be easily recast as saying
dx µ I (Ω).
What we need to prove then is that , x 2 , x 3 ) . Following [13] we note that For the last term in this identity we note first that We now add i = 1, . . . , n to obtain We now do several things: First divide by N ε and let ε → 0. This yields
Next we consider δ → 0 in the definition of χ δ . Since all the measures involved are finite we can use dominated convergence to claim that both terms in this last inequality will converge to the corresponding boundary integrals. Moreover, the definition of the B i and the fact that We note now that all the energy bounds for E(u ε ) are still true for E ε (z i ) and hence we can apply the convergence part of Theorem 6.4 to each one of the previous terms to conclude that each of the J (z i ) will converge to a J i 0 in the norm of (C with ∇ 1,2 f = (f x 1 , f x 2 ). From (7.13) we obtain, after dividing by N ε = |ln ε| and letting ε → 0,
From here now letting δ → 0 we obtain ∂Ω f dµ 2 = 0.
The case of a general boundary can then be treated using the flattening of the boundary argument used before.
