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ABSTRACT: Charge transfer in peptides and proteins can occur
on diﬀerent pathways, depending on the energetic landscape as
well as the coupling between the involved orbitals. Since details of
the mechanism and pathways are diﬃcult to access experimentally,
diﬀerent modeling strategies have been successfully applied to
study these processes in the past. These can be based on a simple
empirical pathway model, eﬃcient tight binding type atomic orbital
Hamiltonians or ab initio and density functional calculations. An
interesting strategy, which allows an eﬃcient calculations of charge
transfer parameters, is based on a fragmentation of the system into
functional units. While this works well for systems like DNA,
where the charge transfer pathway is naturally divided into distinct
molecular fragments, this is less obvious for charge transfer along
peptide and protein backbones. In this work, we develop and
access a strategy for an eﬀective fragmentation approach, which allows one to compute electronic couplings for large systems
along nanosecond time scale molecular dynamics trajectories. The new methodology is applied to a solvated peptide, for which
charge transfer properties have been studied recently using an empirical pathway model. As could be expected, dynamical eﬀects
turn out to be important, which emphasizes the importance of using eﬀective quantum approaches which allow for suﬃcient
sampling. However, the computed rates are orders of magnitude smaller than experimentally determined, which indicates the
shortcomings of present modeling approaches.
■ INTRODUCTION
Charge transfer (CT) in biomolecules is a fundamental process
that has been subject of intense scientiﬁc study for more than
50 years.1−4 It is highly relevant in the understanding of
functional as well as pathological cellular processes, ranging
from respiration and photosynthesis to DNA damage and
repair.5−7 Our theoretical understanding of molecular CT has
increased tremendously since the pioneering studies by Marcus
and others,8−16 but a complete detailed description on the
molecular level remains elusive.
Several approaches exist to compute the electronic couplings,
ranging from empirical pathway models,17−19 over tight-binding
based20,21 to ab initio or density functional calculations.22−25
Most of these quantum approaches are based on an atomic
orbital description to compute charge transfer parameters,
which becomes very costly for large systems, even when using
extended Hückel or tight-binding Hamiltonians, because the
computer time scales cubic with the number of atomic orbitals
involved. An additional computational challange is the need for
sampling along MD trajectories. The biochemical transfer of
electrons over many nanometers through large protein
assemblies involves dynamical changes that occur on time
scales ranging from subpicosecond changes in electronic
structure to microsecond or even slower conformational
changes. Especially the interplay between the atomic structural
ﬂuctuations and the electron dynamics has become a focus for
CT studies in biochemical systems.26−31 The increased
sophistication and accuracy of experimental techniques, often
providing information obtained at the single molecule
level,32−34 provides challenges for improving CT models on
the simulation side.
One way to improve computational performance is to use a
fragment orbital (FO) description, because this leads to a linear
scaling of computer time with system size. This idea has been
explored in early work on tunneling through organic
molecules35−37 showing, that an eﬃcient method for large
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systems can be based on the calculation of matrix elements for
smaller molecules, as long as the chemical environment is
comparable. Kurnikov and Beratan38 have further elaborated
the idea of fragment Hamiltonians, where a large molecule is
partitioned into overlapping fragments, from which the
Hamiltonian can be built in a computational eﬃcient way.
In the last years, we have developed a FO approach, which
uses the semiempirical DFTB Hamiltonian39 to compute the
charge transfer parameters. This approach is very eﬃcient on
the one hand, allowing to sample along MD trajectories in the
nanosecond regime, and computationally robust, since it uses
the FO approach.39,40 We have applied this method to systems,
where the electron transfer pathway is naturally divided into
molecular fragments, like in DNA, organic materials or the
tryptophane triad in photolyase. The fragment Hamiltonian has
been either used to compute transmission or currents in the
framework of Landauer theory,41 or to solve the time-
dependent Schrödinger equation, which allows to propagate
the electronic degrees of freedom.42,43 In this work, one major
aim is to investigate the possibility of fragmentation of extended
molecules like polypeptides. For this purpose, covalent bonds
have to be intersected in order to construct a fragment
Hamiltonian for the entire system. As in previous work,38 this
leads to signiﬁcant computational savings. In contrast, we divide
into nonoverlapping fragments, which allows to use the method
in propagation schemes42,43 and in tunneling calculations. The
coupling to the chemical environment is included via a QM/
MM formalism, which turns out to be important in particular in
polar environments. The ﬂuctuations of the solvent and protein
environment have a huge impact on the active sites, which
govern the charge transfer.39,40 This leads to ﬂuctuations of the
charge transfer energetics, which can be a crucial factor to
understand the mechanism and dynamics of CT. As Kurnikov
and Beratan38 have pointed out, the use of diﬀerent methods
can lead to very diﬀerent results. A particular challenge is the
application of DFT methods in this context. The problem of
self-interaction (SI) within DFT, as long as no speciﬁcally
corrected DFT functional is used, leads to an incorrect
description of the HOMO (LUMO) levels of the fragments.
Since these levels along the charge transfer pathway determine
the energetics and thereby the charge transfer rate, an incorrect
description can easily lead to errors of several orders of
magnitude. The FO-Hamiltonian, besides being computation-
ally eﬃcient, allows to correct the site energies on the basis of
high level reference calculations, which is a major advantage
over a direct atomic orbital based calculation of bridge-
mediated donor−acceptor couplings.
As an application system, we chose CT in a small peptide,
which we have studied previously, since the charge transfer
pathway seems to be well-deﬁned.44 In that work, however, we
only could study the direct CT between donor and acceptor
neglecting the bridge within the FO approach, other pathways
have been investigated using an empirical pathway model. Now,
we also include the peptide backbone into the FO description.
The peptide model system was developed in the group of B.
Giese (Figure 1). The positive charge on the N-terminal amino
acid is generated by laser ﬂash photolysis, followed by two
charge transfer reactions.49−52 In a ﬁrst step the hole is
transferred to the central amino acid side chain until in a
subsequent event it is transferred to the ﬁnal hole acceptor at
the C-terminal end. Since CT can be photoinduced selectively
and the involved intermediates are observable by their transient
absorption spectrum, this peptide system oﬀers an excellent
opportunity to study biochemical CT under deﬁned conditions.
In the following we are focusing on the ﬁrst CT reaction
between the central bridging amino acid residue trimethoxy
phenylalanine (TMP) and the remainder of the N-terminal
photoexcitable group, modeled as dimethoxy substituted
phenylalanine (DMP). Direct, through space pathways will be
considered as well as backbone mediated transfer.
■ METHODOLOGY
In order to obtain a coarse grained model Hamiltonian for the
description of CT, the system is divided into fragments (Figure
2), namely into donor and acceptor as well as several peptide
fragments, depending on the length of the peptide backbone
bridging them. This allows one to compute a Hamiltonian
ε
ε
ε
=
···
···
⋮ ⋮ ⋱ ⋮
···
⎛
⎝
⎜⎜⎜⎜⎜
⎞
⎠
⎟⎟⎟⎟⎟
H
V V
V V
V V ,
A A AD
A D
DA D D
1
1 1 1
1 (1)
where the diagonal elements ε represent the energy of the
fragments with the charge localized at donor (D), acceptor (A),
Figure 1. Model peptide synthesized for the study of CT. The N-terminal non-natural aromatic amino acid residue contains a photoexcitable group
in the 4-position, which fragments and forms a radical cation upon UV exposure. The synthesis and reaction mechanism of the site-speciﬁc charge
injection system is described in detail in refs 44−48. CT occurs in a two-step hopping process involving N-terminal, central and C-terminal amino
acid side chains. In this work, CT calculations are focused on the initial hopping step, shown in the ﬁgure.
Figure 2. Schematic fragmentation of the system into electron donor
(X), acceptor (Y), and four peptide bonds. Backbone fragments show
overlapping capping atoms (green).
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and the bridge fragments (1, 2, 3, ...) respectively, and oﬀ-
diagonal elements describe the coupling between these states.
For the calculation of these matrix elements a fragment orbital
approach is used, where the charge localized states are
described by the HOMOs of the fragments:
∑ ∑ϕ ϕ η η= ⟨ | ̂ | ⟩ = ⟨ | ̂ | ⟩ =
μν
μ ν μ ν
μν
μ ν μνH H c c H c c Hij i j
i j i j
(2)
where ϕi are fragment orbitals consisting of atomic orbitals ημ.
Since the fragment orbital approach is a very robust method to
calculate the matrix elements, it can readily be applied to an
ensemble of structures during a MD simulation to obtain a time
dependent Hamilton matrix, which is a desirable feature
regarding the ﬂexibility of proteins and peptides in particular.
If the bridge is energetically well separated from donor and
acceptor, an eﬀective electronic coupling between donor and
acceptor can be computed via partitioning H into a donor−
acceptor subspace P and a bridge subspace Q. Formulating the
eﬀective Schrödinger equation for P, as discussed previ-
ously,38,53−55 gives both the direct and bridge-mediated
coupling. In this formalism, the total electronic coupling (oﬀ-
diagonal element of the donor−acceptor subspace Hamilto-
nian) is calculated as
∑
ϕ ϕ
ϕ ϕ ϕ ϕ
ϕ ϕ
ϕ ϕ
⟨ | ̂ | ⟩ = +
= ⟨ | ̂ | ⟩ + ⟨ | ̂ | ⟩
× ⟨ | ̂ | ⟩
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−
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i m QQ QQ j
j QP A
eff
bridge
bridge 1 bridge
bridge
(3)
where i and j run over all bridge levels and Em is the averaged
orbital energy level of donor and acceptor. Equation 3 involves
both the direct donor−acceptor coupling VDA and the bridge-
mediated components of the overall coupling, TDA. Here, the P
subspace contains the HOMOs of donor and acceptor, while
the Q subspace contains all relevant peptide backbone fragment
orbitals (see below for orbital selection).
Furthermore, the fragment orbital Hamiltonian can also be
used in a more sophisticated direct propagation of the charge
using the time-dependent Schrödinger equation. This approach
is necessary if bridge levels are not well separated from donor
and acceptor and therefore might be populated by the hole. To
capture the response of the environment to the moving charge
nonadiabatic molecular dynamics can be performed as we have
done before in the case of CT in DNA.42,43
■ COMPUTATIONAL DETAILS
System Setup and Molecular Dynamics Simulations.
For the MD simulation the peptide was built and parametrized
as described previously,44 using the Amber99SB all-atom force
ﬁeld.56 The alkoxy-substituted donor, acceptor and relay side
chains were built by adapting existing GAFF parameters for
bonded terms and ﬁtting partial charges according to the RESP
procedure.57 The experimentally used water-acetonitrile solvent
mixture was represented by TIP4P water molecules58,59
combined with a united-atom acetonitrile model60 that
reproduced the experimentally known density and molecular
dipole of acetonitrile reasonably well in test calculations.
All MD simulations were conducted using version 4.5 of the
Gromacs MD package.61,62 For equilibration, temperature and
pressure were controlled by a Berendsen coupling algorithm,
with separate temperature coupling groups for solute, water and
acetonitrile solvent. The smooth particle-mesh Ewald model
with a 10 Å direct space cutoﬀ was used to describe long-range
electrostatics, and the same cutoﬀ was used for van der Waals
interactions. A time step of 2 fs was used while constraining
bonds involving hydrogen atoms using the LINCS algorithm.63
All of the data collection MD simulations were preceded by a
standard equilibration protocol involving 100 steps of energy
minimization, a 20 ps temperature equilibration to 300 K in the
NVT ensemble and a ﬁnal 400 ps NPT density equilibration.
For production simulations, the Nose−́Hoover thermostat and
the Parrinello−Rahman barostat were used.
QM Calculations. For the QM calculations the eﬃcient
approximate DFT method DFTB264,65 is used since several
thousand SCF calculations have to be performed for structures
taken along classical MD trajectories. Furthermore, we aim to
apply this method also to CT in proteins where signiﬁcant
larger QM regions might be necessary. To model the dynamics
of the system and the inﬂuence of the environment, a QM/MM
model is applied. The computations involve several steps:
Conformational snapshots of the complete solvated peptide
system are obtained from classical MD simulations as describe
above. The QM fragments for donor, acceptor and bridge
groups are identiﬁed and saturated by means of pseudoatoms
(see below for details of the capping approach). A separate
DFTB2 calculation is conducted for each fragment, while
including the electric eﬀects of solvent and of the remainder of
the peptide in the form of their MM atomic point charges.
Since a nonpolarizable force ﬁeld is used, the ﬂuctuations of the
electrostatic potential would be overestimated. To correct this
shortcoming, the magnitude of the external ﬁeld is scaled down
by a factor of 1/1.5 for the QM calculations as suggested
previously.42,43 The CT Hamiltonian for the entire donor−
bridge−acceptor system is then constructed in the FO
formalism66,67 from a basis set constituting the relevant MOs
ϕm
HO of the individual fragments m (see below for details on
MO selection), taking the electric ﬁeld induced by the
surrounding medium into account via point charges as above.
The basis is then orthogonalized via Löwdin’s method.68
In QM/MM calculations, special care has to be taken to
conserve the charge of the whole system, since in general a
partially charged part of the system is replaced by a QM region
with integer charge. Two common approaches that are used for
electrostatic embedding of the QM zone are either to shift MM
pointcharges that are too close to the capping atom to MM
atoms further apart or to delete charges in the boundary region.
In the latter approach typically an entire charge group of the
force ﬁeld is deleted. The amber force ﬁeld applied for MD in
this work uses whole amino acids as charge groups. The
deletion of such a charge group will be problematic in the case
of charged amino acids, since this would change the
electrostatic potential tremendously. A solution would be to
use force ﬁelds with smaller charge groups like, e.g., the
CHARMM force ﬁeld. Since amber force ﬁeld parameters for
the nonstandard amino acids of the model system were already
at hand, we decided to use the amber force ﬁeld for the MD but
modify the pointcharges slightly for the QM calculations to
obtain signiﬁcant smaller charge groups similar to the
CHARMM force ﬁeld. For this purpose, each of the peptide
residues is divided into three charge groups, comprising (a) the
carbonyl moiety, (b) the side chain, and (c) the amide nitrogen
together with Cα−Hα. Furthermore, partial charges were
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ignored for computing environmental eﬀects if any atom of
their charge group overlapped with a fragment. Amino acid
atom partial charges had to be modiﬁed only slightly to
generate integer charges for the groups.
Fragmentation of the Peptide Backbone. For the FO
approach used here, an appropriate fragmentation of the system
into QM fragments needs to be conducted. The fragmentation
of donor and acceptor is straightforward since these are usually
either cofactors or aromatic side chains, where the Cα−Cβ
bonds can be cut to obtain independent moieties. For the case
of CT involving a protein backbone, a proper fragmentation
procedure is less clear. Since the experiments by Giese et al.
(see above) use a polyproline linker between donor and
acceptor special care was taken of peptide bonds involving
proline. A fragmentation of the conjugated peptide bond
should be avoided, therfore the question is which of its
substituents should be included in the QM system. We have
computed vertical IP values using DFTB2 and the ΔSCF
approach in which the IP is given by
= −E EIP SCF SCFcation neutral (4)
using the relaxed structure of the neutral fragment for both SCF
calculations. The IP values for the possible fragments 1-
acetylpyrrolidine, N,N-dimethylacetamide, N-methylacetamide,
acetamide, N,N-dimethylformamide and formamide are given
in Table 1 and show that the IP of N,N-dimethylacetamide
(NNDMA) matches closely that of the largest fragment, 1-
acetylpyrrolidine. Since NNDMA is signiﬁcantly smaller than 1-
acetylpyrrolidine, it was chosen for the backbone fragmentation
to reduce the computational eﬀort in the following. For all of
the remaining amino acid residues except proline, the largest
possible fragment N-methylacetamide was chosen instead.
Description of Backbone Orbitals. The selection of the
orbitals that represent the electron hole state is a nontrivial task
for peptide bond fragments. It is known from photoelectron
spectroscopy that the orbitals n0 (oxygen lone pair) and π1
(nonbinding π) represent the two MOs of highest energy in
amides (Figure 3). For NNDMA, the π1-orbital energy is
known experimentally to be 0.3 eV above that of n0 in
vacuum.69
We have computed the HOMO and HOMO-1 energies of
NNDMA using several common quantum chemistry ap-
proaches with the TZVP basis set afte optimizing the structure
using B3LYP. The results (Table 2) show large variations in
absolute energies as well as in the ordering of the MOs. The
expected ordering and energetic separation of the two orbitals
is not reproduced by any calculation, and the nonhybrid density
functional approaches PBE and DFTB even switch the orbital
order. Interestingly, comparing the N and N − 1 electron
system for HF shows the distribution of the total electron
density diﬀerence to correspond to the n0-orbital, as found for
the case of formamide previously71 even though the π1 orbital
lies 1.3 eV higher in the neutral molecule. Clearly, a higher level
of quantum theory calculation is needed to represent the MO
structure of NNDMA in vacuum accurately.
Additional calculation were performed at the MP2/def2-
TZVP level. When using the MP2 perturbation theory72,73 to
describe NNDMA, no discrete orbital energies can be
computed any longer. When natural orbitals are constructed
from the results,74 HOMO and LUMO take the shape of π1
and π2 orbitals, so the MP2 correction yields the expected
orbital order. However, no pure n0 orbital was found for
HOMO-1 and HOMO-2, which are σ orbitals instead.
As a further method, the multireference method CASSCF-
(8,5)/def2-TZVPP75 as implemented in the Orca QM
package76 was used to determine the frontier orbitals. An
occupation number of 1.96 was found for the π1 orbital,
signiﬁcantly smaller than the value found for the n0 orbital. This
suggests that π1 should be considered the HOMO of NNDMA.
Finally, we turn to the GW method77−79 in order to improve
the results of our DFT calculations. For DFTB, the GW
correction still yields the n0 orbital as HOMO. DFT-GW
calculations88 correctly describe the experimentally known
orbital order of the orbitals, with π1 0.32 eV above n0.
Summarily, only high-level QM calculations reproduce the
experimental ordering of the π1 orbital of NNDMA to be 0.3
eV above the n0 energy in vacuum, but neither DFTB nor
common ab initio approaches are able to correctly identify the
orbital order. The wrong relative MO energies in DFTB,
however, can be easily corrected by adding a constant shift of
0.61 eV for the n0 orbital to reproduce the relative DFT-GW
values.
Pseudoatom Fragment Capping. For the individual QM
calculations the fragment boundaries must be treated in a way
to obtain saturated molecules. Typical approaches use capping
groups, either link atoms, placed at a selected distance along the
Table 1. IP Values for Peptide Backbone QM Fragments
Considered Herea
fragment IP(ΔSCF) [eV]
1-acetylpyrrolidine 8.73
N,N-dimethylacetamide 8.93
N-methylacetamide 9.39
acetamide 9.74
N,N-dimethylformamide 9.20
formamide 10.13
aThe result for N,N-dimethylacetamide closely reproduces the IP of
the largest backbone model 1-acetylpyrrolidine.
Figure 3. Two highest occupied MOs in the amide NNDMA, the
orbitals π1 (left) and n0 (right). Orbitals were visualized in VMD.
70
Table 2. Orbital Energies for N,N-Dimethylacetamide
Computed Using Various Levels of QM Theory with the
TZVP Basis Seta
QM level E(HOMO) [eV] E(HOMO-1) [eV]
HF −10.05 (π1) −11.33 (n0)
B3LYP −6.70 (π1) −6.89 (n0)
PBE −5.51 (n0) −5.62 (π1)
DFTB −5.46 (n0) −5.75 (π1)
DFTB-GW −6.61 (n0) −7.90 (π1)
DFT-GW −8.20 (π1) −8.52 (n0)
aThe type of MO is indicated in brackets. The experimentally known
energetic separation of the π1 orbital 0.3 eV above n0 is not reproduced
by any approach except DFT-GW. PBE and DFTB switch the orbital
order.
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bond axis crossing the QM boundary region, or connection
atoms, which occupy the same position as the atom outside of
the fragment (e.g., the Cα and Cγ atoms in the case of a proline
peptide bond fragment).80−83 In the case of a peptide
backbone, the capping groups of neighboring fragments are
placed into close proximity (see Figure 4), therefore care must
be taken that the capping scheme does not overly inﬂuence the
electronic coupling between fragments.
We have selected pseudocarbon connection atoms saturating
the fragments instead of the hydrogen link atoms more
common in QM/MM schemes, so that the fragments are
equivalent to NNDMA. Additionally, using link atoms
introduces new artiﬁcial atomic centers, which could cause a
signiﬁcant overestimation of interfragment couplings: Figure 4
shows the connection atom placed close to the peptide bond
plane, which is the expected nodal plane of the π-orbitals of a
fragment. This position minimizes the inﬂuence of the
connection atom to the resulting FO coupling, since even a
nonzero AO expansion coeﬃcient on the connection atom
does not couple to the neighboring π1 orbital. In comparison, a
hydrogen link atom would be placed outside of this plane due
to its shorter bond length, in which case the link atom orbital
expansion coeﬃcient could strongly inﬂuence the fragment
coupling.
The pseudocarbon connection atom was parametrized to
represent a methyl group, using the 2s basis function of carbon
and one valence electron in DFTB. The alternative of
representing a methyl group by a 7-electron pseudoatom with
both s and p basis functions led to strong contributions of the p
functions to the fragment π orbital. Carbon atom p basis
functions would form sp3 hybrid orbitals in an actual methyl
group instead and would not contribute to fragment π orbitals.
Therefore, a 7-electron pseudoatom, which would also lead to a
higher computational cost, was rejected.
The electronic part of the DFTB2 Hamiltonian consists of
the atomic orbital energies εμ of atomic orbitals μ on atom α,
the tight binding (2-center) matrix elements Hμν and the
Hubbard parameters Uα.
65 The ss-σ and sp-σ interactions
between two carbon atoms at typical single bond distances are
comparable. Therefore, the interaction of the fragment with a
sp3 orbital of a capping methyl group can be very well
approximated by the interaction with a 2s orbital. However, the
chemical hardness of a methyl group and the energy of this
bond diﬀer substantially from the values of a 2s carbon orbital.
Therefore, we decided to optimize only the pseudoatom orbital
energy εμ and Hubbard parameter Uα in order to reproduce the
IP and electron distribution of NNDMA in the capped
fragments. We optimized the function
ε = |Δ |
|Δ |
+
Δ
Δ
μ αf U
q
q
( , )
IP
IP MAX
2
2
MAX (5)
where ΔIP is the deviation of ionization potential and (Δq2)1/2
is the root-mean-square deviation of the Mulliken atomic partial
charges. This was done by plotting the function in the range of
Uα ∈ [0.05,0.5Ha/e2] and εμ ∈ [−0.1,−0.45 eV] and locating
the minimum visually. Both contributions were weighted
according to their respective maximum values found in the
deﬁnition interval. The best ﬁt was obtained for values of εi =
−0.27 Ha and Uα = 0.11 Ha/e2 (Figure 5), corresponding to
ΔIP = 0.12 eV and (Δq2)1/2 = 0.038e.
The optimized pseudoatom was used as capping group for all
of the following fragment calculations. It was also used to cap
the amino acid side chain fragments at the Cα-Cβ-bond as well.
Corrections of Hamilton Matrix Elements. The energy
separation between donor, acceptor and bridge levels is an
important characteristic of any bridged CT system. Therefore,
we compared the vacuum ΔSCF-IPs for several possible
fragments obtained by DFTB and ab initio QM calculations.
The fragments were ﬁrst geometry-optimized using DFTB2,
followed by a single point calculation at DFTB2, HF/TZVP,
B3LYP/TZVP, PBE/TZVP and MP2/def2-TZVP level (Figure
6).84 We ﬁnd the expected order of energies, with bridge levels
lying higher than donor and acceptor. All methods yield bridge
energy levels ca. 1.5 eV higher than the side chain fragments,
and solvent energy levels that are at least further 2.5 eV higher.
This is in a good agreement with the expectations of (a)
positive charges localized on the donor or acceptor side chains,
(b) CT occurring through bridge-mediated tunneling instead of
hopping, and (c) no relevant transport through solvent.
Interestingly, the relative IP of water is strongly dependent
on the QM method used, however in any case the solvent can
be neglected.
In our approach a FO description is used to calculate
couplings and site energies. The energetics of the CT system
Figure 4. Two neighboring peptide fragments with overlapping
connection atoms in position of the Cα atom. Pseudoatoms mimicking
methyl groups are shown in green. The π1 orbital of the N-terminal
and the n0 orbital of the C-terminal fragment is plotted. The central
carbon connecting atom lies very close to the nodal plane of the π
orbital, but a corresponding hydrogen link atom in its place would not.
Figure 5. Parameter ﬁt for a carbon pseudoatom imitating a methyl
group. At the indicated minimum (εi = −0.27 Ha and Uα = 0.11 Ha/
e2), a pseudoatom-capped peptide fragment exhibits an ionization
potential and charge distribution that are closest to those of NNDMA.
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are therefore described in terms of single orbital energies Em for
every fragment, instead of arguably more accurate ΔSCF-IP
values; an approximation that has been shown to be valid for
the case of DNA.39 The orbital energies however show a much
smaller energetic separation between donor/acceptor HOMOs
and the bridge π1 orbitals in comparison to IPs, as can be seen
in Table 3. PBE and B3LYP suﬀer from the same under-
estimation of MO separation as DFTB, whereas it is
overestimated using HF. To correct this shortcoming we
added a constant energy oﬀsets computed from MP2 ΔSCF-IP
values to the DFTB orbital energies. The HOMO energy of
2,4-dimethoxytoluene (representing the N-terminal donor side
chain) was chosen as reference point, and all of the other
relevant energy levels were shifted in comparison. Note that if
additionally bridge n0 orbitals are included in the Hamiltonian,
these oﬀsets are also applied to them additionally to the shift,
used to correct the orbital order for DFTB as described in a
preceding section.
Special care has also to be taken of the coupling between
FOs. DFTB uses a minimal basis, which is optimized to
describe bonded interactions. In condensed phase atomic
orbitals are compressed with respect to free orbitals in vacuum.
The optimization is achieved by solving modiﬁed atomic
Kohn−Sham equations to get optimized basis functions:
ρ η ε η− ∇ + + =μ μ μ
⎛
⎝
⎜⎜
⎛
⎝⎜
⎞
⎠⎟
⎞
⎠
⎟⎟v
r
r
1
2
( )eff atom
2
0
2
(6)
where (r/r0)
2 is an additional potential, only used to conﬁne
the AO basis functions. In the calculation of Hamilton matrix
elements the conﬁnement potential is omitted.
However, this procedure severely suppresses the tail of the
wave function, which is crucial in order to depict the weak
interaction between the individual fragments over long
distances accurately. It was shown that using less conﬁned
basis funcions for the calculation of couplings between distant
atoms can correct this shortcoming.39,40 Therefore, matrix
elements Hμν in eq 2 between atoms belonging to diﬀerent
fragments were calculated by adapting the specially para-
metrized basis functions used in ref 39.
■ RESULTS
Peptide Dynamics from MD Simulations. To account
for conformational ﬂuctuations in the solvated model peptides,
we computed electronic couplings for a set of structural
snapshots taken from a 150 ns long classical MD simulation.
Two sets of snapshots were taken from 10 ns long segments
from the end of the full MD trajectory, one in which the
peptide maintains a straight conformation and one in which it
adopts a kinked structure (see Figure 7). A simulation setup
similar to that in ref 44 was used, the diﬀerence being that the
current simulations applied the same solvent mixture (water-
acetonitrile) as experiments and correctly accounted for the
chemical nature of the modiﬁed charge-carrying amino acid side
chains. As observed before, we ﬁnd a conformational
equilibrium between a straight nearly ideal PPII helix and a
kinked conformation, in which the helix bends around the
region of the relay amino acid TMP, occupying backbone
dihedral angles of ca. −15° for Ψ of the N-terminal proline
before TMP and −125° for Φ of TMP, signiﬁcantly diﬀerent
from Φ = −75° and Ψ = +150° in the regular PPII secondary
structure. The straight and kinked helical structures inter-
Figure 6. ΔSCF ionization potentials of donor and acceptor groups,
bridge fragments and solvent, calculated in vacuum with various
methods. The bridge is well separated from donor and acceptor levels.
Therefore, tunneling from donor to acceptor without population of
the bridge is an appropriate description. The solvent can be neglected.
Table 3. Comparison of HF, B3LYP, PBE and DFTB Orbital Energies to ΔSCF-IPs Computed with MP2 Perturbation Theorya
fragment ΔSCF-IPMP2 EHF
π1 EB3LYP
π1 EPBE
π1 EDFTB
π1 shift
2,4-dimethoxytoluene 8.28 −7.88 −5.44 −4.59 −5.55 0.0
2,4,6-trimethoxytoluene 8.00 −7.79 −5.26 −4.38 −5.45 0.17
NMA 10.32 −10.43 −6.72 −5.58 −6.61 −0.99
NNDMA 9.72 −9.90 −6.36 −5.26 −6.44 −0.56
aThese serve as reference for the relative energies of fragments. HF orbital energies overestimate the height of the D-B-A barrier, whereas DFT based
methods underestimate it. For DFTB, the values for pseudoatom capped fragments are shown as well as the shift used to correct the relative
energies. All values are given in eV.
Figure 7. Two main conformations are found for the peptide over the
course of 150 ns classical MD simulations. A kinked (top) and a
straight (bottom) conformation can be clearly distinguished by the Cα-
RMSD value (right). The structural change does not inﬂuence the
DMP-TMP distance signiﬁcantly.
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convert on a time scale of ca. 40 ns (too few transitions are
observed to calculate an accurate rate).
IP Values of Bridge Fragments. The energetic ﬂuctua-
tions caused by the environment of the CT system strongly
inﬂuence the energy levels of donor, acceptor and bridge
fragments. Especially the solvent dynamics introduce consid-
erable dynamical disorder. To evaluate this eﬀect, we have
averaged fragment orbital energies (including the energy shifts
determined above) over 1000 equidistant conformational
snapshots taken from a 10 ns long MD simulation segment
and calculated standard deviations (Figure 8). Parts of the MD
trajectory were chosen in which the peptide consistently
occupies the straight conformation. Repeating the calculations
with snapshots showing the kinked peptide geometry did not
change the results signiﬁcantly. We ﬁnd energy ﬂuctuations
with a standard deviation of ca. 0.3 eV for all fragments. The
bridge fragments appear to be stabilized by solvent interactions
more strongly than the side chains, resulting in an increase in
the D/A to bridge energy separation to ca. 2.0 eV, compared to
1.5 eV for the vacuum energies. For the fourth bridge fragment,
closest to the central relay amino acid, the energy level is
elevated slightly above the remaining bridge levels (this feature
is also found in the calculations for the kinked peptide
structure). The main reason for this is that the fourth fragment
is equivalent to N-methylacetamide instead of NNDMA, with a
correspondingly higher IP (Table 3).
The large energy separation between donor/acceptor energy
levels and the bridge fragments at all times allows for the
possibility of a bridge-mediated tunneling CT mechanism in
this system. We therefore proceed to compute the donor/
acceptor electronic couplings according to eq 3 in the
following.
Electronic Couplings. For any given peptide structure, eq
3 can be used to compute both the direct donor−acceptor
coupling VDA and the bridge mediated coupling TDA.
Fluctuations of the energy levels, due to internal and
surrounding structural changes, as well as changes in the
distance and relative orientation of fragments will inﬂuence
both terms. Because of the rigid nature of the PPII helix
backbone, it can be expected that the comparably free rotation
of the donor and acceptor amino acid side chains around their
Cα−Cβ and Cβ−Cγ bonds is the dominating inﬂuence here.
We ﬁrst turn to the direct coupling VDA (Figure 9).
Computing VDA over the course of 10 ns MD simulation
trajectories, we obtain an average value of 0.25 meV with a
standard deviation of 1.27 meV for the straight peptide
conformation, and an average of 0.10 meV with a standard
deviation of 0.69 meV for the kinked conformation. The large
standard deviations for both cases and the large ﬂuctuations
seen in Figure 9 show that molecular conformations with high
CT eﬃciency occur only very rarely during normal thermal
ﬂuctuations. When the CT is dominated by ﬂuctuations of the
coupling, the root mean squared values should be used in rate
expressions.26 For (⟨VDA
2⟩)1/2, values of 1.20 and 0.69 meV are
found for the straight and kinked peptide conformations,
respectively.
Two main sources of error in calculating VDA can be
identiﬁed, ﬁrst the approximations made in conducting the QM
calculations and second the quality of the peptide conforma-
tional ensemble used. The ﬁrst source of error has been shown
to be small when comparing to DFT calculations.39 For the
second, VDA values can be extremely dependent on structural
changes, so even small force ﬁeld inaccuracies and insuﬃcient
sampling despite long simulation times can strongly aﬀect the
results. The reported values for electronic couplings should
Figure 8. Absolute energy levels of the donor, acceptor and four
intervening bridge fragments averaged over 10 ns long MD
trajectories. HOMO levels are shown in green and HOMO-1 levels
in red. Structural dynamics introduce ca. 0.3 eV of energetic
ﬂuctuations for all of the fragments. The energy separation between
donor/acceptor fragments and bridge levels increases to ca. 2 eV,
compared to 1.5 eV for the vacuum energies.
Figure 9. Time evolution of the electronic coupling between donor and acceptor over the course of a 10 ns length MD trajectory. (left) The direct
coupling VDA (red) is strongly distance dependent and exhibits rare spikes of up to ca. 15 meV. A short donor−acceptor center-of-mass distance
(green) is necessary but not suﬃcient for a high coupling, since the detailed relative orientation of the π-electron systems is another crucial factor.
(right) Bridge-mediated electronic couplings TDA exhibit a similar pattern with a steady background coupling and less pronounced spikes however. In
general, the bridge-mediated contributions TDA are signiﬁcantly smaller than direct couplings VDA.
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therefore be taken as semiquantitative at best. Previously,
electronic couplings in such a system were reported as being
signiﬁcantly smaller than 1 meV.44 The simulations reported
here are longer and used a slightly diﬀerent setup than those in
ref 44. The diﬀerence in computed couplings can be attributed
to insuﬃcient sampling of the peptide conformational space in
the previous study. High values for VDA occur isolated in 2 to 3
ns intervals, with VDA ≈ 0 at all other times, a situation that
makes accurate MD sampling diﬃcult.
To compute the bridge mediated electronic couplings
according to eq 3, the whole model Hamiltonian of the system
is needed. Table 4 lists all average matrix elements for the
straight conformation. The relative arrangement of fragments is
A−B1−B2−B3−B4−D, with considerable conformational ﬂexi-
bility for the D and A fragments only. A common approach is
to include only the highest orbital of each fragment in the
Hamiltonian, which are the π1 orbitals in the case of the bridge
(for a discussion of the relative energies see previous sections).
This would lead to a comparably small average TDA. If however
additionally the lower lying n0 bridge orbitals are included, a
signiﬁcant increase in TDA of about a factor of 2 from 3.0 μeV
to 6.3 μeV for the straight conformation and from 0.8 μeV to
1.3 μeV for the kinked conformation is observed. The inclusion
of further orbitals did not lead to a further increase of TDA. At
ﬁrst this is surprising, since for tunneling through the n0 orbitals
the barrier is additionally 0.32 eV higher than for tunneling
involving the π1 orbitals. However, the n0 orbitals are crucial in
mediating the eﬀective coupling between donor and acceptor.
The reason for the high impact of the n0 orbitals on TDA is the
high coupling between π1 and n0 of neighboring fragments,
caused by the fortunate relative orientation in a PPII helical
structure where the lone pair of the oxygen points directly at
the nitrogen of the neighboring fragment as can be seen in
Figure 4. Neglecting the solvent stabilization of the backbone
by performing QM calculations in vacuum, TDA is over-
estimated by a factor of about 1.5, whereas omitting the energy
correction shown in Table 3 leads to a breakdown of eq 3 for
several snapshots due to insuﬃcient energetic separation of D/
A and bridge levels.
The time series of TDA values (Figure 9 right) has a visually
similar appearance to that of VDA (Figure 9 left) with rarely
occurring large spikes in the computed values. However, much
smaller values are found for TDA, about 2 orders of magnitude
below those for VDA. The large ﬂuctuations indicate that root
mean squared values of TDA should again be used. We ﬁnd
(⟨TDA
2⟩)1/2 of 19.4 μeV for the straight peptide conformations
and 5.8 μeV for the kinked one.
Despite the existence of nonzero electronic couplings
between neighboring fragments along the peptide chain, the
root-mean-square bridge-mediated coupling (⟨TDA
2⟩)1/2 is
small when compared to the direct coupling (⟨VDA
2⟩)1/2.
Seemingly contrasting with this relation is the observation that
for the most of the time in the simulations, the instantaneous
TDA value is larger than VDA, which is evaluated as zero (exact
numbers are hard to ascertain due to well-known numerical
instabilities.)17 However, since the overall coupling is heavily
inﬂuenced by rare events where VDA becomes much larger than
TDA, the former contribution to the total electronic coupling is
dominant.
The calculation of the backbone mediated coupling is much
more challenging than the direct donor/acceptor coupling. By
using a fragment orbital approach with capping atoms
possessing only s-type orbitals instead of all atom calculations,
certain atomic orbitals in the boundary region which might
contribute to the electronic coupling are omitted. However, as
we have seen in the PPII conformation, strong couplings
between neighboring fragments are possible nevertheless.
Furthermore, by shifting the fragment orbital energies to
match high level ab initio calculations, we can easily correct the
energetic landscape of the charge transfer, which would be
impossible in a full atomistic description.
■ DISCUSSION AND CONCLUSIONS
In this work, we have extended our FO framework to treat CT
along the backbone of peptides and proteins:
(i) In our earlier work,41−43 we investigated systems where
the fragments have been DNA bases and peptide side
chains. There, the fragmentation is easy to perform
because the wave functions are naturaly localized on the
respective sites. In contrast, we had to solve in this work
the problem of partitioning the peptide backbone into
QM fragments by representing a peptide bond with a
NNDMA molecule, saturated by specially parametrized
carbon-like pseudoatoms. At ﬁrst sight, the fragmentation
approach has the disadvantage that bonds have to be cut,
which may aﬀect the localization of the wave functions
that are used to compute the electronic couplings. This
problem can be ameliorated by using a special choice for
the linking atoms, as investigated in detail.
Table 4. Model Hamiltonian Matrix of the Systema
A B1 B2 B3 B4 D
π n0 π n0 π n0 π n0
A 5.7276 0.0196 0.1058 0.0050 0.0091 0.0005 0.0006 0.0000 0.0001 0.0002
B1
π 7.2344 0.0130 0.0456 0.2011 0.0010 0.0025 0.0000 0.0000 0.0001
n0 7.5237 0.0236 0.0269 0.0007 0.0023 0.0000 0.0000 0.0001
B2
π 7.2405 0.0108 0.0463 0.2286 0.0011 0.0031 0.0016
n0 7.5061 0.0205 0.0354 0.0006 0.0020 0.0009
B3
π 7.3799 0.0107 0.0423 0.2077 0.0066
n0 7.6394 0.0208 0.0342 0.0096
B4
π 7.9984 0.0061 0.0589
n0 8.0295 0.0221
D 5.7184
aAll values are given in eV, averaged over 10 ns length MD simulations. The data shown are for the straight peptide conformation, while very similar
results are found for the kinked structure. The direct donor−acceptor coupling is highlighted in bold.
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(ii) Furthermore, also in contrast to earlier work we had to
consider fragments with diﬀerent IP values, i.e., diﬀerent
site energies of the FO-Hamiltonian appear which
determine the energy landscape of the CT-process. A
correct description of the energy landscape is critical, but
as has been shown by the benchmark calculations,
standard QM methods like DFT-GGA may have
signiﬁcant errors in the description of the HOMO
energies of diﬀerent molecular fragments. Even worse,
also the orbital ordering along the backbone is described
pretty diﬀerently using diﬀerent methods. This is related
to the approximate character of the exchange-correlation
functionals. A similar error, however, can in principle also
occur in other semiempirical and tight-binding ap-
proaches. Therefore, an all-atom description of the entire
system can in principle lead to erroneous results, since
the energetics of the functional groups along the CT
pathway may not be correct. With a fragment approach
this error can be taken care of. Therefore, our
fragmentation scheme is optimized with respect to the
IP values of the fragment molecules and uses high level
ab initio QM calculations to obtain a correct ordering of
fragment orbital energies as well as relative energies of
donor bridge and acceptor.
(iii) Further, we have extended the FO Hamiltonian to
include two orbitals per site, which in principle can easily
be extended to an arbitrary number of orbitals per site. In
a ﬁrst step, we only used the π-orbitals along the
backbone. Including also the σ-orbitals, we found an
increase in the couplings by a factor of 2. Although the
barrier for tunneling through these orbitals is higher than
for the π-orbitals, they lead to additional bridge states
which enhance the tunneling by providing alternative
pathways when the coupling between π-orbitals is small.
This strategy leads to a very eﬃcient approach, since only
small, nonoverlapping fragments have to be computed, which
leads to a linear scaling of computing time with system size. We
further apply DFTB as quantum method in the FO approach
leads to a computational speedup of about 3 orders of
magnitude compared to standard DFT approaches with
medium sized basis sets. As shown recently, DFTB computes
couplings with similar accuracy as full DFT within the FO
approach.39,85 However, since DFTB also suﬀers from the well-
known DFT problems described above, the correction of site
energies is a mandatory procedure. Therefore, applying the FO
approach seems to be a virtue instead of an additional
approximation, since it allows to compute a correct CT energy
landscape. As has pointed out earlier, the use of semiempirical
methods in an AO basis may not lead to reliable results.38 This
ﬁnding may be related to the description of the correct CT
energy landscape.
In contrast to many earlier work, our FO approach includes
the coupling to the environment via QM/MM. In this way, the
site energy of the FO is directly inﬂuenced by the rest of the
system, in particular by polar solvents. As detailed in our earlier
work, the ﬂuctuations of the site energies in the order of 0.3 eV
mostly result from ﬂuctuations in the polar environment,40 the
ﬂuctuations of the geometry of the individual sites are much
smaller. These solvent ﬂuctuations can be considered to be a
major driving force for CT.
In addition, however, we ﬁnd a large solvent-induced shift of
the bridge states wrt to the D/A states, thereby increasing the
barrier due to solvent eﬀects. This eﬀect would be completely
missing when omitting the QM/MM coupling. We therefore
suggest that solvated peptides are not a particularly good
models for CT in proteins. In proteins, CT eﬃciency can be
expected to be larger than in this solvated peptide because the
protein interior is less polar than aqueous solution, which leads
to a smaller D/A to bridge energy separation, favoring CT
through the backbone.
Further, in proteins donor and acceptor molecules are
typically embedded in a stable protein tertiary/quaternary
structure, which can provide eﬃcient static CT pathways. We
calculated the electronic couplings for a series of MD snapshots
of the peptide system for direct and bridge-mediated donor−
acceptor interactions separately and ﬁnd that in average the
direct coupling between donor and acceptor side chains is
dominant and that it is strongly inﬂuenced by the ﬂexibility of
the side chains. We obtain comparably small couplings in the
meV range or below in all cases, as expected for CT between
moieties at intermediate molecular distance, i.e., beyond van
der Waals contact. The relatively free mutual movement of the
donor and acceptor side chains results in very large ﬂuctuations
of VDA, where D/A orientations which are favorable for CT are
very rare, but show signiﬁcant couplings. As shown above, these
conformations occur roughly once every nanosecond with
couplings in the order of 5−10 meV. This may allow for direct
hopping transfer, although with low eﬃciency, which may not
be well described by averages of the couplings.
Recently, we have computed the couplings for the same
system using an empirical pathway model,44 ﬁnding comparable
average couplings around 0,2 meV. Despite the similar
outcome, one diﬀerence between the methods should be
mentioned: The empirical pathway model is parametrized for
some reference systems and has been mainly applied to CT
within proteins, where a much smaller dielectric constant is
present. Therefore, we can expect that the increase of the
barrier due to the fact, that the CT pathway in the peptide is
exposed to the solvent is not included in the pathway model.
However, neither of the theoretical approaches are able to
quantitatively reproduce experimental rates, they are under-
estimated by several orders of magnitude as discussed in detail
in ref 44. This can have several reasons: First, the calculated λ
values44 are in the order of 2 eV, which is very large compared
to values found for proteins,86 and determine the slow
computed rates. It is likely that the computational approaches
to estimate λ tend to overestimate its value. Second, the
presupposed charge transfer mechanism may not be operative
in this system. There are at least two alternatives: On the one
hand, our simulations indicate that due to the structural
ﬂexibility a direct D−A occurs in the ns time regime. This rate
is very sensitive to the force ﬁeld accuracy: since the couplings
are very sensitive to the structures, a slightly wrong
representation of the free energy surface by the force ﬁelds
can lead to large errors. Therefore, there is the possibility that
the a direct D−A contact is mainly responsible for the CT in
this system. Further, there are many conformations where D
and A are separated by one or only few water molecules. A
signiﬁcant amount of CT could also occur via such water
bridges, which are very diﬃcult to include in the calculations. In
this case, the couplings can not simply be averaged, and the
above equation is not applicable. Further, there one can not
exclude a contribution from thermally induced hopping via
bridge population. Experiments investigating the distance
dependence of CT report a change in transfer mechanism for
9
ht
tp
://
do
c.
re
ro
.c
h
3−4 proline spacer.87 For smaller peptides, superexchange
tunneling is prevalent, while for longer poly proline helices
thermally induced hopping via bridge states tends to dominate.
The peptide investigated here has a length which is at the
transition region, therefore, backbone population may contrib-
ute to the total charge transfer and the pure tunneling
description may not be appropriate any more. On the other
hand, the energy separation from donor to the bridge is quite
large, mainly due to the presence of the solvent, that this
pathway seems to be less likely.
Although these small solvated peptides seemed to be simple
systems which would allow to study CT in a well controlled
way, they turned out to be rather complicated objects,
emphasizing the need to develop CT methods, which allow
to describe the transition between tunneling and hopping in a
more ﬂexible way.
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(33) Corteś, E.; Etchegoin, P. G.; Le Ru, E. C.; Fainstein, A.; Vela, M.
E.; Salvarezza, R. C. Strong Correlation between Molecular
Configurations and Charge-Transfer Processes Probed at the Single-
Molecule Level by Surface-Enhanced Raman Scattering. J. Am. Chem.
Soc. 2013, 135, 2809−2815.
10
ht
tp
://
do
c.
re
ro
.c
h
(34) Kawai, K.; Matsutani, E.; Maruyama, A.; Majima, T. Probing the
Charge-Transfer Dynamics in DNA at the Single-Molecule Level. J.
Am. Chem. Soc. 2011, 133, 15568−15577.
(35) Newton, M. D.; Boer, F. P.; Lipscomb, W. N. Molecular Orbital
Theory for Large Molecules. Approximation of the SCF LCAO
Hamiltonian Matrix1. J. Am. Chem. Soc. 1966, 88, 2353−2360.
(36) Closs, G. L.; Miller, J. R. Intramolecular Long-Distance Electron
Transfer in Organic Molecules. Science 1988, 240, 440−447.
(37) Shephard, M. J.; Paddon-Row, M. N.; Jordan, K. D. Electronic
Coupling through Saturated Hydrocarbon Bridges. Chem. Phys. 1993,
176, 289−304.
(38) Kurnikov, I. V.; Beratan, D. N. Ab initio Based Effective
Hamiltonians for Long-Range Electron Transfer: Hartree-Fock
Analysis. J. Chem. Phys. 1996, 105, 9561−9573.
(39) Kubar,̌ T.; Woiczikowski, P. B.; Cuniberti, G.; Elstner, M.
Efficient Calculation of Charge-Transfer Matrix Elements for Hole
Transfer in DNA. J. Phys. Chem. B 2008, 112, 7937−7947.
(40) Kubar,̌ T.; Elstner, M. What Governs the Charge Transfer in
DNA? The Role of DNA Conformation and Environment. J. Phys.
Chem. B 2008, 112, 8788−8798.
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