










































































































































































































































（训练集／测试集） 类别数 特征数 文献
１ Ｂｒｅａｓｔ　 ８４（５４／３０） ５　 ９　２１６ ［１３］
２ ＤＬＢＣＬ　 ８８（５８／３０） ６　 ４　０２６ ［１４］
３ Ｃａｎｃｅｒｓ　 １６０（８６／７４） ９　 １２　５３３ ［１５］
４ Ｌｅｕｋｅｍｉａ１　 ７２（３８／３４） ３　 ７　１２９ ［１６］
５ Ｌｅｕｋｅｍｉａ２　 ７２（５７／１５） ３　 １２　５８２ ［１６］
６ Ｌｕｎｇ１　 ９６（６４／３２） ３　 ７　１２９ ［１７］
７ Ｌｕｎｇ２　 ２０３（１３６／６７） ５　 １２　６００ ［１７］





















































Ｆ１ Ｆ２ Ｆ３ Ｎ２ Ｎ３
ＤＥＣＯＣ　 ＦＥＣＯＣ　 ＯＶＡ　 ＯＶＯ
１　 ９０．００　 ９３．３３　 ９６．６７　 ９６．６７　 ９６．６７　 ７４．０±７．２３　 ８０．６７±９．８３　 ８５．３３±７．６７　 ８６．６７±９．１３
２　 ９６．６７　 ９３．３３　 １００．００　 ９６．６７　 ９６．６７　 ７１．３３±１７．７３　 ７５．３３±２２．１９　 ８５．３３±６．９１　 ９０．６７±２．７９
３　 ８３．７８　 ８１．０８　 ８３．７８　 ８３．７８　 ８１．０８　 ６３．７８±４．８２　 ６９．１９±７．６７　 ７７．８４±７．１９　 ５５．９５±２２．４
４　 １００．００　 １００．０　 ９７．０６　 ９７．０６　 ９７．０６　 ９８．８２±１．６１　 ９７．６５±２．４６　 ９６．４７±２．４６　 ９８．８２±２．６３
５　 １００．００　 １００．００　 １００．００　 １００．００　 １００．００　 ８４．０±７．６　 ８４．０±７．６　 ８９．３３±３．６５　 ８６．６７±１６．３３
６　 ８４．３８　 ８４．３８　 ８４．３８　 ８４．３８　 ８１．２５　 ７１．２５±１３．１５　 ７０．６２±１１．４　 ７６．２５±４．７４　 ７１．８８±９．３８
７　 ９７．０１　 ９４．０３　 ９５．５２　 ９７．０１　 ９５．５２　 ７１．６４±２０．３６　 ７４．９３±１９．１５　 ８９．８５±４．８８　 ８６．８７±１．２５
８　 ８５．００　 ９０．００　 ８０．００　 ９０．００　 １００．００　 ８６．０±１０．８４　 ８５．０±１０．６１　 ８２．０±８．３７　 ８３．０±１０．９５





Ｆ１ Ｆ２ Ｆ３ Ｎ２ Ｎ３
ＤＥＣＯＣ　 ＦＥＣＯＣ　 ＯＶＡ　 ＯＶＯ
１　 ８６．６７　 ８０．００　 ８０．００　 ８３．３３　 ８３．３３　 ６４．６７±９．３１　 ６８．６７±１０．４３　 ６８．６７±６．５　 ６４．６７±５．５８
２　 ８６．６７　 ８６．６７　 ９３．３３　 ８６．６７　 ８３．３３　 ７０．６７±１５．１７　 ８０．０±７．８２　 ７１．３３±３．８　 ６９．３３±１２．１１
３　 ８２．４３　 ７８．３８　 ８３．７８　 ７７．０３　 ７５．６８　 ４３．７８±１４．３５　 ４８．６５±１０．９８　 ５５．６８±４．７２　 ５４．８６±９．７７
４　 ９１．１８　 ９１．１８　 ９７．０６　 ９１．１８　 ８８．２４　 ８５．２９±６．５８　 ８８．８２±３．２２　 ９０．０±１．６１　 ８７．０６±６．７７
５　 ９３．３３　 ６６．６７　 ８０．００　 ８０．００　 ９３．３３　 ８４．０±５．９６　 ８１．３３±７．３　 ８５．３３±５．５８　 ８６．６７±６．６７
６　 ７５．００　 ７８．１３　 ７８．１３　 ７８．１３　 ７８．１３　 ６８．７５±２．２１　 ６６．２５±４．６４　 ７２．５±４．６４　 ６９．３８±６．０１
７　 ９２．５４　 ９４．０３　 ９４．０３　 ９２．５４　 ９５．５２　 ８５．０７±５．４８　 ８８．６６±４．１７　 ８７．７６±２．８７　 ８５．９７±３．４４
８　 ９５．００　 ９５．００　 ８０．００　 ９５．００　 ９０．００　 ７５．０±１０．０　 ７３．０±１７．５４　 ８５．０±５．０　 ７４．０±７．４２
Ａｖｇ　 ８７．８５　 ８３．７６　 ８５．７９　 ８５．４９　 ８５．９５　 ７２．１５±８．６３　 ７４．４２±８．２６　 ７７．０３±４．３４　 ７３．９９±７．２２
４）“波动”型曲线，准确率波动较大（如图４（ａ）和
（ｆ）），且往往伴有准确率降低的趋势．这类曲线多出现
在用ＤＴ作为基分类器的情况下，ＤＴ是一个敏感的
分类器，在某些情况下，训练数据的微小变化会导致
剧烈变化．这些实验测试准确率在迭代末期反而下降，
而且训练准确率明显高于测试准确率．这是因为多次
迭代没有及时停止，编码矩阵过于拟合训练数据．对于
这种迭代次数过多而造成的过拟合，本研究需要更进
一步研究迭代停止条件加以改进．
２．３　分类结果对比
表２和３分别列出ＩＥ－ＥＣＯＣ算法分别配合５种
数据复杂度（Ｆ１、Ｆ２、Ｆ３、Ｎ２和Ｎ３）得到的分类准确率
与经典ＥＣＯＣ算法（ＤＥＣＯＣ，Ｆｏｒｅｓｔ，ＯＶＡ，ＯＶＯ）的
对比结果．ＩＥ－ＥＣＯＣ集成５种特征选择方法生成的
５个特征子集得出一个分类准确率，而经典ＥＣＯＣ算
法分别根据５个特征子集对数据进行分类，得到５个
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不同的分类准确率，文中取平均数±标准差展示于表
２和３中，以便与ＩＥ－ＥＣＯＣ的结果进行比较．表２和３
的最后一行是每种方法分类结果的均值．（注：因为部
分数据集在不同特征子集分类效果波动较大，故会出
现均值±标准差超过１００的情况）．
由表２和３可知，总的来说，与经典ＥＣＯＣ算法
的分类效果相比较，大部分情况下ＩＥ－ＥＣＯＣ的分类
准确率都较大幅度高过经典方法的均值，表现出稳定
和最优的性能．基于这５种数据复杂度的算法在不同
数据集各具优势，对于ＧＢＮ和ＤＴ基分类器，分别在
数据复杂度Ｎ３和Ｆ１时在８个数据集上的平均得分
最高．而且基于５种数据复杂度的ＩＥ－ＥＣＯＣ算法效果
多数情况下高于经典ＥＣＯＣ的平均分数．总的来说，
可以认为ＩＥ－ＥＣＯＣ性能稍微好一些．对比表２与表
３，ＩＥ－ＥＣＯＣ使用ＧＢＮ作为基分类器时，分类效果明
显优于ＤＴ基分类器．
表２的实验结果表明，分类结果与数据本身有重
要关系．比如表２第４和５个数据集（Ｌｅｕｋｅｍｉａ１和
Ｌｅｕｋｅｍｉａ２），ＩＥ－ＥＣＯＣ的分类准确率非常高．这主要
因为数据本身仅含３个类，较容易分类．而且因为类别
数量稀少，经典ＥＣＯＣ的编码矩阵长度比经过延长的
ＩＥ－ＥＣＯＣ的编码矩阵短很多，这意味着经典 ＥＣＯＣ
的基分类器数量很少，分类能力比较差．
表３中，ＩＥ－ＥＣＯＣ结合ＤＴ基分类器对第５个数
据集（Ｌｅｕｋｅｍｉａ２）进行分类，准确率仅为６６．６７％，与
表２中在第５个数据集（Ｌｅｕｋｅｍｉａ２）上获得的高准确
率出现巨大差异．这是由于ＤＴ作为基分类器时，模型
出现过拟合现象，即过于拟合训练数据而导致测试准
确率降低．如图４（ｍ）所示，测试准确率在迭代结束前
出现了明显下降．除了ＤＴ本身容易过拟合、ＩＥ－ＥＣＯＣ
没有采取有效预防过拟合措施的原因以外，微阵列数
据集训练数据过少也是过拟合的重要原因．过拟合在
微阵列数据上普遍且难以改善，是研究者必须直面的
问题．
从对以上问题的分析来看，经典ＥＣＯＣ方法对微
阵列数据进行多分类具有一定的难度，ＩＥ－ＥＣＯＣ从一
定程度上改善了ＥＣＯＣ的分类效果，但也存在亟待解
决的问题．从结果来看，不管采用ＧＮＢ还是ＤＴ基分
类器，ＩＥ－ＥＣＯＣ在文中所有数据集上的平均分类准确
率都优于所有其他经典ＥＣＤＣ算法．可以确切地得出
结论，ＩＥ－ＥＣＯＣ可以为不同的癌症微阵列数据集实现
相对稳定和健壮的分类．
３　结　论
为了针对微阵列数据“特征多样本少”的特点进
行多类分类，本研究提出了一种新的纠错输出编码算
法ＩＥ－ＥＣＯＣ．首先借助５个与特征相关的数据复杂
度，配合二叉树编码方法来生成一个列池，并提出了
一种列选择方法来构造一个编码矩阵．然后通过矩阵
延长过程对矩阵进行迭代验证与延长．这样，就实现了
纠错算法ＩＥ－ＥＣＯＣ．为了验证ＩＥ－ＥＣＯＣ算法的有效
性，将ＩＥ－ＥＣＯＣ算法应用于分类多类癌症微阵列数
据，并与一些经典的ＥＣＯＣ算法进行比较，结果显示
该算法可以产生相对稳定而准确的分类准确率，迭代
延长矩阵的过程和效果也在实验中得到了展示验证．
从结果来看，ＩＥ－ＥＣＯＣ是在应用了这５个数据复杂度
的基础上才有较好的分类效果．ＩＥ－ＥＣＯＣ与其他数
据复杂度结合的分类效果的进一步研究将是今后的
研究方向，这将有利于文中的ＩＥ－ＥＣＯＣ框架和完善，
帮助产生更好的编码矩阵．
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