This paper presents a speaker clustering framework by iteratively performing two stages: a discriminative feature space is obtained given a cluster label set, and the cluster label set is updated using a clustering algorithm given the feature space. In the iterations of two stages, the cluster labels may be different from the true labels, and thus the obtained feature space based on the labels may be inaccurately discriminated. However, by iteratively performing above two stages, more accurate cluster labels and more discriminative feature space can be obtained, and finally they are converged. In this research, the linear discriminant analysis is used for discriminating the ivector feature space, and the variational Bayesian expectationmaximization on Gaussian mixture model is used for clustering the i-vectors. Our iterative clustering framework was evaluated using the database of keyword utterances and compared with the recently-published approaches. In all experiments, the results show that our framework outperforms the other approaches and converges in a few iterations.
Introduction
With the recent explosive developments of mobile and IoT devices, voice command interfaces [1, 2, 3] have been getting increasing attention and widely adopted on various devices due to its convenience and intuitiveness. In addition, the speaker's voice identification and verification [4, 5, 6 ] are becoming attractive features for user-specific services. To provide such services, speaker clustering [7, 8] plays a key role in identifying the number of speakers and grouping the utterances from the same user for the automatic user-specific model generation or speaker diarization [9, 10] .
A number of researches on speaker clustering and diarization have been proposed [7, 11, 12, 13] . In [12] , without any hand-crafted feature, the presented system performs clustering and diarization using a speaker separation deep neural network (DNN) and the derived DNN adapted to input audio. In [11] , variational Bayesian expectation-maximization (VBEM) on Gaussian mixture model (GMM) is used for an unsupervised speaker diarization given the i-vector [14] projected by principal component analysis (PCA). In [7] and [13] , a multilayer bootstrap network (MBN) with k-means clustering and an artificial neural net with GMM/hidden Markov model are used for speaker clustering and diarization, respectively. This paper presents a speaker clustering framework by iteratively performing two stages: a discriminative feature space is † Qualcomm Research is a division of Qualcomm Technologies, Inc. obtained given a cluster label set, and the cluster label set is updated using a clustering algorithm on the feature space. In contrast to the previous researches [7, 13] where feature extraction and speaker clustering are separately performed, our clustering framework jointly obtains the discriminative feature space and cluster labels by iteratively performing both stages until convergence is met. The block-diagram of our framework is illustrated in Fig. 1 . In the first stage, by utilizing the cluster labels from the previous iteration, a feature space is obtained such that the distances between within-cluster samples are minimized while the distances between inter-cluster samples are maximized. In this research, the i-vector representation followed by linear discriminant analysis (LDA) is adopted since this combination has shown promising results and have been successfully applied to speaker verification [4] , speaker recognition [5] , and language identification [15] . In the second stage, the cluster label set is updated by performing the clustering on the feature space obtained in the first stage. Then, the updated cluster label set is passed to the first stage for the next iteration. In this research, the VBEM-GMM [11, 16] is used for the clustering algorithm.
In the initial iterations of the considered framework, some cluster labels may be incorrectly assigned. However, the correctly assigned labels help to obtain the feature space more discriminatively. By performing several iterations, the cluster label set and the feature space become more accurate and discriminative, respectively, and finally they converge. This is different from the works in [11, 7] where the feature space is obtained in an unsupervised manner using PCA and MBN, respectively. Our clustering framework was evaluated and compared with [11, 7] using the CHiME 2013 database [17] . In all experiments, the results show that our framework outperforms previous works.
Speaker Clustering
Speaker clustering is the task of partitioning a set of N observations, X = {x1, ..., xN }, into K disjoint clusters such that the observations in a cluster correspond to the same speaker. The clustering assigns a label set Y = {y1, ..., yN } to X, and yi ∈ {1, ..., K}. Each observation xi of dimension D can be a speech utterance itself or an encoded vector using various feature extraction algorithms for speaker clustering such as Mel frequency cepstral coefficients (MFCCs) [18] , glottal to noise excitation ratio (GNE) [8] , i-vector [11, 14, 10, 8] and MBN [7] . In this paper, we use the i-vector for the feature vector of an observation, and it can be obtained by:
where M is the speaker-and session-dependent supervector representing a speaker utterance, m is the speaker-and sessionindependent supervector obtained from universal background Figure 1 : Proposed clustering framework. In stage1, a discriminative feature space is obtained from the label set obtained in the stage2 of previous iteration. In stage2, the label set is updated by the clustering on the feature space. Two stages are performed iteratively until feature space or label set converges.
model (UBM), T is total variability matrix containing the speaker and channel variabilities, and w is the i-vector whose components are the total factors [14] .
The extracted vectors can be clustered using various clustering algorithms. Especially, the clustering should be performed with an unknown number of clusters for the applications such as speaker diarization and automatic user model generation on IoT devices as described in Sec. 1. There exist a variety of previous approaches applied on the tasks when K is unknown such as bottom-up hierarchical clustering using the Bayesian information criterion (BIC) [19, 20] and top-down hierarchical clustering using the Dirichlet process on hidden Markov model [21, 22] . Also, in [23] , the spectral clustering is used to estimate the number of speakers. In this research, we adopt the clustering algorithm, VBEM-GMM [11, 16] , to simultaneously perform the clustering and obtain the number of speakers, K. Based on this, the proposed framework also finds the discriminative feature space by utilizing the output of VBEM-GMM, and an iterative process is applied until the cluster label or the feature space converges. In the next section, we will briefly review the VBEM-GMM and then explain the proposed iterative clustering framework.
VBEM-GMM Clustering
Suppose that the observations X = {x1, ..., xN } are sampled from an mixture of Gaussian distribution. That is, there is a label set Y = {y1, · · · , yN }, yi ∈ {1, ..., K}, such that p(xi|yi = k) follows the normal distribution with mean µ k and variance Σ k . Regarding θ := {π, µ, Σ, Y} as random variables, the goal of the VBEM-GMM is to find the distribution q(θ) which approximates the posterior distribution p(θ|X) with respect to the KL-divergence under the certain restriction: q(θ) can be factorized as q(θ) = q(Y)q(π, µ, Σ). It is known that such a q(θ) also maximizes the lower bound of p(X):
The VBEM-GMM is a process to maximize L(q) locally with respect to q(Y) and q(π, µ, Σ) iteratively. The iterative procedure provides an algorithmic way of finding q(θ) locally maximizing L(q). More detailed explanations are described in [16, Section 10.2] , [24] .
One virtue of the VBEM-GMM is that the number of clusters can be learned. Starting from a large KM , we can guess the number of clusters K by discarding "empty" clusters, i.e., clusters with the expectation E(π k ) 0.
Also, the distribution q(Y) gives the probability of each observation belonging to each cluster. The labeling of each observation for the following the LDA step can be obtained by choosing the cluster with highest probability.
Iterative Speaker Clustering Framework
As illustrated in Fig. 1 , the proposed clustering framework iteratively finds the discriminative feature space in stage1 and the cluster labels in stage2 until one of them converges. The pseudo code for this algorithm is shown in Algorithm 1. First, the initial value (X0, Y0) are obtained by extracting i-vectors from speech observations X and clustering the i-vectors using VBEM-GMM, respectively. In clustering X0 using VBEM-GMM, the initial cluster number is set to KM which is a preset value denoting the maximum possible number of clusters. In the first stage of i-th iteration (line 7-8 of Algorithm 1), the next feature space Xi+1 is obtained by LDA given (X0, Yi), and the number of unique cluster labels of Yi, denoted by U (Yi), is assigned to Ki+1 which will be used as the initial cluster number of the next VBEM-GMM clustering. Note that in the iteration loop, the input feature of LDA does not change but is fixed to X0. The ouput of LDA is changed only by Yi. In the second stage (line 11 of Algorithm 1), given the updated feature space Xi+1 and the number of clusters Ki+1, the VBEM-GMM outputs Yi+1. These two stages are performed iteratively until one of the following convergence conditions is met: the difference between the previous feature space and the current one is less than a preset value , or the cluster labels of the previous and current iteration are the same. When none of them meet the condition, the iteration can be performed IT times. In Fig. 2 , one example of the iterative clustering is shown. The number of clusters started from seven and converged to three in several iterations. 
// stage1 : find discriminative feature space
7:
Xi+1 ← LDA(X0, Yi)
8:
Ki+1 ← U (Yi) 9: 10: // stage2 : find cluster labels
11:
Yi+1 ← VBEM-GMM(Xi+1, Ki+1) Figure 2 : One example of proposed clustering framework. Here, the points with the same color correspond to the same cluster. The ellipse size and its shade intensity represent GMM variances and responsibilities, respectively. In the initial iteration shown in the left figure, the labels with 7 clusters are obtained. In the next iteration shown in the middle figure, a feature space is discriminated based on the label, and clustering is performed on the feature space. Note that the feature point is changed and different from the initial iteration. After a number of iterations, finally, we obtain a converged space and label set shown in the right figure. In the final iteration, the feature space becomes more discriminative than that in the initial iteration.
The clustering with unknown K
For the fast convergence of the framework, we add the dimension cutout process which removes the dimensions with small eigenvalues of LDA. Usually, the number of clusters is larger than the true value before the iteration reaches the converge point. Thus, in the middle of iterations, the feature space dimensions is also larger than the desired one since it is calculated as the number of clusters minus one in the LDA. Due to the projection on a larger dimension space, not all eigenvalues of LDA are dominant: some of them have significant values while others do not. So, we remove the dimensions with small eigenvalues by the following procedure:
2. Obtain the feature space generated by eigenvectors corresponding to
where λ d is the eigenvalue sorted in descending order. The threshold C is a preset value and can be determined differently according to the dimension, i.e. C(D ). With this process, we can speed up the iterative process and reduce the convergence time.
The clustering with known K
In this case, we assume that the number of clusters is known in the dimension cutout process, and thus D is set to K − 1. This setup can serve as a baseline performance to check how accurately D is estimated in the setup of Sec. 2.2.1, and finally how much the performance is affected by D .
Experiment
We evaluated our clustering framework using the CHiME 2013 database [17] which was created for the 2nd speech separation and recognition challenge with two tracks. In this experiment, we chose the track1 database consisting of keyword utterances from 34 speakers. From each utterance, we extracted 13 dimensional MFCCs with delta and delta-delta coefficients. The frame size and rate was set to 25ms and 10ms, respectively. Speaker i-vectors were extracted from MFCCs with the UBM of 64 mixtures.
The database was split into the training set of 20 speakers (11 male and 9 female) and evaluation set of 14 speakers (7 male and 7 female) without any speaker overlap. We obtained the UBM using the training set and performed clustering using the evaluation set. Each utterance in the dataset contains a sequence of 6 words: command, color, preposition, letter, number and adverb. For a short keyword clustering, we used only the first two words by segmenting the utterances using the word boundary label which is included in the database. With this segmentation, we have the utterances of 16 different keywords: 4 types of commands (bin, lay, place, set) followed by 4 types of colors (blue, green, white, red).
For the evaluation, we generated a number of clustering datasets by selecting speakers variously: the combinations of selecting K ∈ {2, 3, 4, 5, 7} speakers from all 14 speakers in the evaluation set. For K = 2 and K = 3, we generated all combinations and obtained C 14 2 = 91 and C 14 3 = 364 clustering datasets, respectively. For K ∈ {4, 5, 7}, we only generated 500 clustering datasets since there are too many possible combinations. Also, in generating the clustering datasets, we added noisy utterances by artificially mixing the original clean utterances with a babble and car noise sound for the applications performed in such noisy environments: IoT home devices or intelligent vehicles.
For each speaker, we have 500 utterances with 16 different keywords. In the first experiment, we randomly chose 20 from 500 utterances so that the clustering dataset contains different keywords. In the second experiment, we chose the 20 utterances with the same keyword: the keyword 'bin blue' was chosen. In evaluating our clustering framework, due to the local minima problem of EM, each clustering was performed 10 times, and the average results across all trials were computed.
Given the generated clustering dataset, we evaluated four different clustering frameworks: k-means clustering given MBN features (Kmeans-MBN), VBEM-GMM clustering given the i-vectors projected by PCA (VBEM-PCA), and the proposed iterative clustering framework when K is unknown (iVBEM-LDA) and known (iVBEM-LDA-K). The Kmeans-MBN presented recently in [7] separately finds the feature space using the MBN and cluster labels using k-means. The VBEM- Between the LDA projections, the VBEM clustering is performed with a number of iterations. In this example, the lower bound is almost monotonically increased, and the lower bound in the converge point is about 10 times greater than that in the initial point.
PCA was used in [11] for speaker clustering as well as the speaker segmentation for diarization. In this experiment, we used the VBEM-PCA only for clustering. Since the feature space projected by PCA is not affected by labels, it does not need to apply the proposed iterative process: no further iteration is performed. We chose 10 and 5 dimension for the initial i-vector and PCA projection, respectively. In the clustering using iVBEM-LDA and iVBEM-LDA-K, we set KM = 7 and IT = 50. For the performance metric in the evaluation, we used the average cluster purity (ACP) [25] .
In the first experiment, given the dataset of random keywords, we obtained the ACPs of various clustering frameworks as summarized in Table 1 . The first row of the table indicates the number of speakers K in the clustering dataset. The Kmeans-MBN and iVBEM-LDA-K were performed with known K, and VBEM-PCA and iVBEM-LDA were performed with unknown K. For all cases, the iVBEM-LDA and iVBEM-LDA-K outperform Kmeans-MBN by 5.13% and 18.68% ACP in average, respectively. Even though the clustering was performed with unknown K, the iVBEM-LDA shows better ACP than the Kmeans-MBN. Also, the performance of iVBEM-LDA-K is much better than the iVBEM-LDA especially for the large number of speakers: K = 5 and 7. The Fig. 3 shows the lower bound L as iteration goes on: in this case, the iVBEM-LDA converges with only 4 iterative steps. In this figure, L increases almost monotonically and converges to the point 10 Table 2 : The ACP(%) of four clustering frameworks given the dataset of the same keyword in CHiME 2013 database.
times greater than the initial point. The iVBEM-LDA and iVBEM-LDA-K perform much better than the VBEM-PCA. In contrast to the VBEM-PCA where the dimension is fixed, our framework actively changes the feature space dimensions by the iterative process of LDA and clustering, and this helps to find the more accurate number of clusters and the labels.
We also evaluated the clustering frameworks using the metric, normalized mutual information, used in [7] . However, the performance of Kmeans-MBN was below that reported in [7] since we used a different experiment setup. In [7] , the first 100 utterances of each speaker were chosen, and thus many utterances with the same keyword were included in the clustering dataset due to the database file order. However, in this experiment, we selected the utterances randomly, and most utterances have different keywords. Also, we only took the first two keywords by segmentation and added the noisy utterances in the dataset. Thus, the performance number becomes lower.
In the second experiment, we performed the clustering given only clean utterances of the same keyword. The results are summarized in Table 2 , the ACP values are quite higher than those in the first experiment due to the same keyword without noisy utterances. Also, in this experiment, the iVBEM-LDA and iVBEM-LDA-K outperform Kmeans-MBN and VBEM-PCA for all cases except the Kmeans-MBN when K = 2 and 7. Compared with the Kmeans-MBN, the iVBEM-LDA and iVBEM-LDA-K show 0.36% and 2.75% ACP improvement in average, respectively. From all results, we can conclude that the clustering by jointly finding feature space and labels consistently shows better performance than the Kmeans-MBN which separately finds the feature space and the labels.
Conclusions and Further Work
In this paper, we considered a clustering framework where a discriminative feature space and cluster labels are jointly obtained by an iterative process. In the first stage, LDA is applied on the i-vectors of speech observations given the cluster labels obtained in the previous iteration. In the second stage, the labels are updated using the VBEM-GMM clustering on the obtained feature space. Two stages are iteratively performed until the labels or the feature space converges. We evaluated our clustering framework using the CHiME 2013 track1 database which contains the utterances of six-keyword sequences from 34 speakers. The performance was compared with the algorithms which do not find the feature space and cluster labels jointly. The experimental results show that our clustering framework performs better than the others especially when the clustering dataset consists of the utterances with different keywords. For the further work, we will consider a better approach for the dimension cutout process to reduce the performance gap between iVBEM-LDA and iVBEM-LDA-K.
