Abstract. We construct a space G n X and a rank n, genericallý etale family of closed subspaces in a separated ambient space X. The constructed pair satisfies a universal defining property of genericallyétale families of closed subspaces in X. When the ambient space X is chosen such that the Hilbert scheme exists, then G n X is the schematic closure of the open set ofétale rank n families.
Introduction
The configuration space of n unordered distinct points on a variety is the complement of the diagonals in the symmetric product of the variety. In the literature there exist several compactifications of the configuration space of n ordered points, most known is perhaps the Fulton-MacPherson compactification ( [FM94] ), but see also [Uly02] and the references therein.
In the relative setting, with a variety replaced with a family of spaces, the space U n X of finiteétale rank n closed subspaces in X −→ S is analogous to the configuration space of n unordered points. We are in this article interested in the Hilbert scheme compactification of the space U n X . Our work is motivated by the good component construction carried out in [ES04] . However, our starting point was to understand the compactification without using the Hilbert scheme.
When considering this particular compactification we are interested in families of closed subspaces in X −→ S that are flat, finite and almost everywhereétale. A flat and finite family Z −→ S is said to be genericallyétale if the open subset ofétale fibers is schematically dense in the base S. Schematically dense in this situation is equivalent with the discriminant being a Cartier divisor.
The property of being genericallyétale is not stable under base change, hence these data do not give a subfunctor of the Hilbert functor of flat families of closed subspaces in X −→ S. Still we construct a space G n X , for any separated ambient space, and a rank n, genericallyétale family Z X −→ G n X that satisfies the following universal property: For any S-space T , and any rank n, genericallyétale family Z −→ T of closed subspaces in X × S T , there exists a unique morphism f : T −→ G n X such that f * Z X = Z. The space G n X we obtain by blowing up the symmetric quotient Sym n S X along a closed subspace ∆ n . The center of the blow-up has the same support as the diagonals in Sym n S X. The closed subspace ∆ n ⊂ Sym n S X is defined locally by describing its defining ideal over affine schemes.
The universal properties of the constructed pair we obtain from the local construction and explicit identities we deduce for affine schemes.
It is notable that we do not use the existence of the Hilbert scheme to establish the defining universal properties for the pair Z X −→ G n X . However, when the Hilbert scheme exists it follows from the defining properties of the pair Z X −→ G n X that the space G n X is the Hilbert scheme compactification of the space U n X ofétale families. In particular our result generalizes the good component construction of [ES04] , which was carried out for flat and finitely presented noetherian families.
Structure of the article. In the first section we recall the norm vectors and use them to deduce some explicit formal identities in the tensor algebra. These identities play an important role as they are used to control the relation between two algebras A −→ R that we construct. In Section 2 we show that the algebra R is free as an A -module, and we give a basis. In Section 3 we show that the algebra extension iś etale, and we prove a universal defining property for the algebra extension. Then in Section 4 we modify our constructed algebras and obtain a new algebra extension A + −→ R + , and we show its universal defining property.
In Section 5 we consider the global picture, and we let X −→ S be any separated algebraic space. We show how to obtain a space parameterizing closed subspaces of X that are finite,étale and of rank n over the base. This gives an abstract, global version of the discussion in Section 3. In Section 6 we construct the space G n X and show that it parameterizes genericallyétale rank n closed subspaces of X −→ S, and we show that G n X is the Hilbert scheme compactification of the open subset ofétale families -when the Hilbert scheme exists as an algebraic space.
Norm map and symmetric tensors
In this section we will set up some notation used and establish some formal, combinatorial identities that we will use in the next section.
1.1. Notation. Let R be an A-algebra. For each non-negative integer n we let T n A R = R ⊗ A · · · ⊗ A R denote the n-fold tensor product of R over A. The A-algebra T n A R can be viewed as an R-algebra in several different ways. For each p = 1, . . . , n, we let ϕ p : R −→ T n A R denote the co-projection on the p'th factor.
The symmetric group S n of n-letters acts naturally on T n A R by permuting the factors. We let TS Let X denote the (n × n) matrix with coefficients X p,q := ϕ p (x q ), where ϕ p : R −→ T n A R are the co-projections. Then we have the determinantal expression of the norm vector as
By the usual properties of the determinant, the norm vector construction gives a map of A-modules
to the norm vector ν(x 1 , . . . , x n ). We will often write ν(x) instead of ν(x 1 , . . . , x n ).
Proof. Let x and y be elements of T n A R, with y a symmetric tensor. We need to check that ν(xy) = ν(x) · y. As the map ν is A-linear and in particular respects sums, we may assume that x = x 1 ⊗ · · · ⊗ x n . Write y = α y α 1 ⊗ · · · ⊗ y αn . We have
As y is symmetric we have that y = α y α σ(1) ⊗ · · · ⊗ y α σ(n) for any permutation σ ∈ S n . And consequently that the latter expression obtained above, is ν(x) · y.
and (1.6.2)
It is easy to see that the sum (1.6.1) is a product of z * n y and of a determinant expansion of ν(x). By definition, z * n y = y ⊗ z, hence the sum (1.6.1) equals ν(x)(y ⊗ z). What remains is to see that the sum (1.6.2) is zero. We write (1.6.2) as
As j = n it is furthermore true that
In the above expression (1.6.3) the target of the co-projection map ϕ n−1 is T n−1 A R, wherein the following identities also take place. By definition we have that ν n−1 (
Consequently, the sum
Clearly the latter sum is zero, hence (1.6.3) is zero, and then also the sum (1.6.2) is zero as claimed.
1.7. Linear span. Let z = n i=1 a i x i in R, with scalars a 1 , . . . , a n in A. Then, as the norm map ν : ∧ n A R −→ T n A R is multi-linear and alternating, we have
In particular these identities hold for any z ∈ R if the elements x 1 , . . . , x n form an A-module basis of R. However these identities always hold formally in T n A R. Indeed, as a special case of our previous result we have Corollary 1.8. Let x = x 1 , . . . , x n be an n-tuple of elements in R. For any z ∈ R we have the identity
in the tensor algebra T n A R.
Proof. Specializing the Proposition with
y = 1 ⊗ · · · ⊗ 1 ∈ TS n−1 A R gives ν(x)ϕ n (z) = n i=1 ν(z * i x [i] ) · ϕ n (x i ).
Linear solution spaces
Let x 1 , . . . , x n be a fixed n-tuple of elements in R. We will show how to obtain an R-algebra R and an A-subalgebra A ⊆ R such that the elements x 1 , . . . , x n in the R-algebra R form an A -module basis. The universality of the constructed pair will be established in the section following this one.
2.1. Localization of the square of a norm vector. It is clear that a permutation σ ∈ S n sends the norm vector ν(x) ∈ T n A R to (−1) |σ| ν(x). Consequently, if y = y 1 , . . . , y n is another n-tuple of elements in R then ν(x)ν(y) is a symmetric tensor, that is ν(x)ν(y) ∈ TS n A R. In particular ν 2 (x), the square of the norm vector of x = x 1 , . . . , x n , is symmetric. From Corollary (1.8) we see that the element ν(x) has to be inverted in order to solve the linear equations z = n i=1 a i x i in T n A R. We therefore introduce the notation
for the localization of TS n A R in the symmetric tensor ν 2 (x).
Lemma 2.2. The elements ϕ n (x 1 ), . . . , ϕ n (x n ) in the localized ring T n A R[ν(x) −1 ] are linearly independent over A .
Proof. An element
, with a i ∈ TS n A R, for some integer p. Assume therefore that we have a relation (2.2.1) a 1 ϕ n (x 1 ) + · · · + a n ϕ n (x n ) = 0 in T n A R, with symmetric tensors a 1 , . . . , a n in TS n A R. A permutation σ ∈ S n will transform the equation (2.2.1), to the identity
In particular we can replace ϕ n in (2.2.1) with ϕ j , for any j = 1, . . . , n.
We then obtain the matrix equation
where X is the (n × n)-matrix with coefficients X p,q = ϕ p (x q ), and A is the (n × 1)-matrix with coefficients a 1 , . . . , a n . The coefficients of the matrices are in T n A R. The determinant of the matrix X is ν(x 1 , . . . , x n ), and it follows that the coefficients a 1 , . . . , a n are all zero in T R⊗ A R we obtain the inclusion of rings
We have the n-tuple x = x 1 , . . . , x n fixed, and we localize the above sequence of rings with respect to the symmetric tensor ν 2 (x) ∈ TS n A R. We have earlier (2.1) introduced the notation A := TS n A R[ν 2 (x) −1 ], and now we introduce
for the localization of TS n−1 A R⊗ A R with respect to the element ν 2 (x) ∈ TS n A R. The R-algebra structure on R is the one induced from the coprojection map ϕ n : R −→ T n A R on the last factor. We will also denote the structure map with ϕ n : R −→ R. Moreover, as the first map i of (2.3.1) is injective, we have that A ⊆ R is a ring extension.
Theorem 2.4. Let x = x 1 , . . . , x n be an n-tuple of elements in an Aalgebra R, and define the ring extension A ⊆ R as in (2.3). Then we have that the elements ϕ n (x 1 ), . . . , ϕ n (x n ) in the R-algebra R form an A -module basis.
Proof. We obtain a map
−1 ] by localizing the canonical map j : TS
−1 ] is injective. Therefore the linear independence of ϕ n (x 1 ), . . . , ϕ n (x n ) in R over A is equivalent with the elements being linearly independent as elements in T n A R[ν(x)
−1 ]. Linear independence therefore follows from Lemma (2.2).
It remains to see that tensors of the form y ⊗ z, where y ∈ TS n−1 A R is a symmetric tensor and z ∈ R, are in the linear span of the elements ϕ n (x 1 ), . . . , ϕ n (x n ). From Proposition (1.6) we obtain the identity
The product of two norm vectors is a symmetric tensor, hence when inverting ν 2 (x) we get that elements of the form y ⊗ z are in the linear span of ϕ n (x 1 ), . . . , ϕ n (x n ).
Universal properties of A −→ R
In this section we will show that the extension A ⊆ R constructed in the previous section, has a universal property. We will show that the pair represent the functor of pairs ofétale extensions B −→ E, where E is an R-algebra and where the images of x 1 , . . . , x n in E form a B-module basis.
3.1. Trace map. Recall that the extension A ⊆ R we have constructed fits into the commutative diagram of A-algebras and A-algebra homomorphisms
The composition of the two upper horizontal morphisms in the diagram above is ϕ n : R −→ R. As R is free of rank n as an A -module, we have the A -linear trace map R −→ A .
3.2. Discriminant. Let B −→ E be a homomorphism of rings, where E is free of rank n as a B-module. To a given B-module basis e 1 , . . . , e n of E we define the discriminant d E ∈ B as the determinant of the (n × n)-matrix whose coefficient c i,j is the trace of the B-linear map z → z · e i e j . It is easily seen that the discriminant d E depends on the choice of basis of E, however the ideal D E/B ⊆ B generated by the discriminant does not. If B −→ E is locally free it is thus clear that there is a locally principal ideal D E/B ⊆ B, locally given by the discriminant.
Lemma 3.3. For any element z ∈ R we have that the trace of the A -linear endomorphism e → ϕ n (z)e on R is ϕ 1 (z) + · · · + ϕ n (z).
Proof. The elements ϕ n (x 1 ), . . . , ϕ n (x n ) form, by Theorem (2.4) an Amodule basis of R. The action of ϕ n (z) on the fixed basis element ϕ n (x k ) is ϕ n (zx k ). Using Corollary (1.8) we have that ϕ n (zx k ) is expressed as the sum
In particular we see that ν(x 1 , . . . , x k−1 , zx k , x k+1 , . . . , x n )ν(x) −1 is the k'th component of ϕ n (zx k ), and consequently that the trace of the endomorphism e → ϕ n (z)e is (3.3.1)
Now using the fact that the ν map is TS n A R-linear (1.3) we get that
Applying that identity to the sum (3.3.1) proves the lemma.
3.4. Polarized power sums. For any element z ∈ R the symmetric tensor
A R, is often referred to as polarized power sum [Wey39] . One can check that the symmetric tensor ν 2 (x) is a sum of products of polarized power sums: In fact if x = x 1 , . . . , x n and y = y 1 , . . . , y n are two n-tuples of elements in R, we have [ES04, Lemma 2.2]
Proposition 3.5. The discriminant of the extension A −→ R is ν 2 (x). In particular we have that A −→ R isétale.
Proof. We have by (3.4.1) that ν 2 (x) is the determinant of the (n × n)-
, which by Lemma (3.3) equals the trace of the endomorphism e → ϕ n (x i x j ) · e. As ϕ n (x 1 ), . . . , ϕ n (x n ) is an A -module basis of R (Theorem 2.4), we have that ν 2 (x) is the discriminant of the extension A −→ R. It then follows [EGA IV , 18.2] that the extension isétale.
3.6. Algebra of polarized powers. We let P ⊆ TS n A R be the Asubalgebra generated by the polarized power sums;
By (3.4.1) we have that ν 2 (x) ∈ P .
Proposition 3.7. The inclusion of A-algebras P ⊆ TS n A R becomes an isomorphism after localization with respect to ν 2 (x).
A R is a symmetric tensor we have by Proposition (1.3)
and therefore
We have that ν(xy) is a sum of norm vectors, and from (3.4.1) it follows that ν(x)ν(xy) is a sum of products of polarized powers. In other words, the symmetric tensor
Remark 3.8. When the base ring A contains the field of rationals then we have that the A-algebra of symmetric tensors TS n A R is generated by its polarized power sums (see [Wey39] ). It is moreover known that the polarized power sums do not always generate TS n A R in positive characteristic. We will later see (6.13) that the support of ν 2 (x) in Spec(TS n A R), when running through all n-tuples x, is precisely the diagonals. What our proposition above therefore says is that the polarized power sums always generate the ring of invariants -as long as we stay away from the diagonals.
Proposition 3.9. Assume that the elements x 1 , . . . , x n in R form an A-module basis. Then the discriminant d R ∈ A is mapped to ν 2 (x) by the structure map A −→ A . The induced map A d R −→ A is an isomorphism, and the A-algebra homomorphism ϕ n :
Proof. We note that the canonical A-algebra morphism A ⊗ A R −→ R is an isomorphism. Indeed, bijectivity follows as both A -modules have the same basis: The elements 1 ⊗ x 1 , . . . , 1 ⊗ x n is a basis of A ⊗ A R by assumption, and these elements are mapped to ϕ n (x 1 ), . . . , ϕ n (x n ) which form a basis of R by Theorem (2.4). In particular we have, for any z ∈ R, the following identity of traces:
By Lemma (3.3) we then have that p(z) = Tr A (e → ze) ⊗ 1, and by Proposition (3.5) we have that the discriminant d R ∈ A of the extension A −→ R is mapped to ν 2 (x) ∈ A by the structure map A −→ A . It now follows from (3.9.1) that the induced map A d R −→ A is surjective. Indeed, by Proposition (3.7) the A-algebra A is generated by the polarized powers p(z) and the inverse of ν 2 (x). It remains to the see injectivity. As our morphism
3.10. A commutative diagram. Let B −→ E be a homomorphism of A-algebras. If f : R −→ E is an A-algebra homomorphism, we obtain a natural A-algebra homomorphism of tensor products T
Theorem 3.11. Let B −→ E be anétale extension of A-algebras, and let f : R −→ E be an A-algebra homomorphism. Assume that the elements f (x 1 ), . . . , f (x n ) form a B-module basis of E. Then there is a unique A-algebra homomorphism
such that R ⊗ A B = E as quotients of R ⊗ A B. The homomorphism n E/B is determined by sending the polarized power sum p(z) to Tr B (e → f (z)e), the trace of the multiplication map by f (z), for every z ∈ R.
Proof. We have the symmetric tensor
Let A E and R E denote the localization with respect to
. Then by localizing the commutative diagram (3.10.1) with respect to ν 2 (x) we obtain an A -algebra homomorphism
The morphism (3.11.1) takes the basis ϕ n (x 1 ) ⊗ 1, . . . , ϕ n (x n ) ⊗ 1 of R ⊗ A A E to the the elements ϕ n (f (x 1 )), . . . , ϕ n (f (x n )). By Theorem (2.4) we have that ϕ n (f (x 1 )), . . . , ϕ n (f (x n )) form an A E -module basis of R E . Consequently the A -algebra homomorphism (3.11.1) is a surjective map of free rank n A E -modules, hence an isomorphism.
By Proposition (3.9) we have a natural identification B = A E , and E = R E , and consequently we have obtained an A-algebra homomor-
It remains to see that the morphism n E/B is unique, and that it maps polarized powers p(z) to the trace of the multiplication map on E. Note that since R ⊗ A B = E we have the identity of traces Tr A (e → ϕ n (z)e) ⊗ 1 = Tr B (e → f (z)e), for any element z ∈ R.
Combining that with Lemma (3.3) yield the identities
From where we conclude that the morphism n E/B : A −→ B has the announced action on p(z), and since p(z) generates A (Proposition 3.7) the morphism is unique.
3.12. The universalétale family, local description. For each ntuple of elements x = x 1 , . . . , x n in R we have the open immersion of affine schemes Spec(A (ν 2 (x)) ⊆ Spec(TS n A R). Let x denote the set of all n-tuples of elements in R, and consider the union
By construction we have a map
Corollary 3.13. The family Z R −→ U R isétale of rank n, and the natural map Z R −→ Spec(R) × Spec(A) U R is a closed immersion. Furthermore, let B be an A-algebra, and let E be an algebra quotient of R ⊗ A B which isétale of rank n as a B-algebra. Then there exists a unique morphism of schemes n : Spec(B) −→ U R such that the pullback n * Z R = Spec(E) as closed subschemes of Spec(R ⊗ A B).
Proof. It is clear from the discussion in this section that the family Z R −→ U R is a closed subscheme of Spec(R) × Spec(A) U R andétale of rank n over U R . We will show its universal properties, and we begin with uniqueness.
Assume that there are two morphisms n 1 , n 2 : Spec(B) −→ U R such that the two pull-backs n * 1 Z R = n * 2 Z R coincide with Spec(E). For any n-tuple x of elements in R, write U R,x = Spec A (ν 2 (x)) . We define the open subsets T x,y = n
2 (U R,y ), for any two n-tuples x, y ∈ x of elements in R. Then {T x,y } x,y∈x is an open cover of Spec(B). Moreover T x,y is affine as U R,x is affine. We let T x,y = Spec(B x,y ). The images in E x,y = E ⊗ B B x,y of either the elements x = x 1 , . . . , x n or the elements y = y 1 , . . . , y n form a B x,y -module basis.
Let n x : A (ν 2 (x)) −→ B x,y and n y : A (ν 2 (y)) −→ B x,y be the homomorphisms corresponding to the morphisms of schemes n 1 | Tx,y and n 2 | Tx,y . By Theorem (3.11) n x and n y sends polarized power sums onto traces. Thus, by (3.4.1), both n x and n y sends ν 2 (x) and ν 2 (y) onto a generator of the discriminant ideal D Ex,y ⊆ B x,y . By theétaleness assumption of E we thus have that both n x and n y factors through TS
. By the uniqueness of n x and n y it follows that these factorizations are equal. Thus n 1 = n 2 . Now, let B and E be as in the corollary. Then there is an affine open covering {Spec(B α )} α of Spec(B) such that, for each index set α there are n elements x α = x 1,α , . . . , x n,α in R whose images in E α = E ⊗ B B α form a B α -module basis. By Theorem (3.11) we get, for each α, a morphism
such that the family Z R is pulled back to Spec(E α ). The restrictions of n α and n β to the intersection Spec(B α ) ∩ Spec(B β ) coincide by the uniqueness shown above. Thus the maps {n α } glue to a morphism n : Spec(B) −→ U R with the required property.
Genericallyétale families
By some minor modifications of the results in the previous section we will obtain a representing pair A + −→ R + for the functor of genericallý etale families. We use the notation introduced in the preceding sections, and in particular we have the n-tuple x = x 1 , . . . , x n of elements in R fixed. 
denote the degree zero part of the localization at the degree one element ν 2 (x) ∈ I ∆ of the blow-up algebra ⊕ m≥0 I A
The A-algebra homomorphism ϕ n : R −→ TS n−1 A R ⊗ A R gives an R-algebra structure on R + .
Proposition 4.4. The A + -algebra R + is free as an A + -module, and the elements ϕ n (x 1 ), . . . , ϕ n (x n ) form a basis. In particular we have that the A-algebra homomorphism R ⊗ A A + −→ R + is surjective. Furthermore, the discriminant of the extension A + −→ R + is a non-zero divisor in A + .
Proof. Linear independence of ϕ n (x 1 ), . . . , ϕ n (x n ) follows as the localization of A + in the element ν 2 (x) ∈ TS n A R is injective, and we have (A + ) ν 2 (x) = A . From Proposition (1.6) elements of the form y ⊗ z in TS n−1 A R ⊗ A R are in the linear span of ϕ n (x 1 ), . . . , ϕ n (x n ), and consequently they form a basis.
It remains to see that the discriminant of the extension A + −→ R + is a non-zero divisor. As the localization map A + −→ A is injective, and R + ⊗ A + A = R we need only to see that the discriminant of A −→ R is a non-zero divisor in A + . By Proposition (3.5) the discriminant is ν 2 (x), which by definition is a unit in A .
4.5. The Grothendieck-Deligne norm map. Let B −→ E be an extension of rings, where E is free of rank n as a B-module. The norm induced by the determinant map det : E −→ B corresponds to a B-algebra homomorphism σ E : TS
.3, p.180], and [Ive70] ). The algebra homomorphism σ E takes y ⊗ · · · ⊗ y to det(e → ye).
Lemma 4.6. Let B −→ E be an extension of A-algebras, and let f : R −→ E be an A-algebra homomorphism. Assume that the elements f (x) = f (x 1 ), . . . , f (x n ) form a B-module basis of E, and let d E ∈ B denote the discriminant of the the extension.
(i) The extension of the norm ideal I ∆ by the natural induced map TS
where n E/B is the morphism of Theorem (3.11).
Proof. As f (x 1 ), . . . , f (x n ) is a B-module basis of E it follows from (1.7) that any norm vector ν(z 1 , . . . , z n ) is in the B-module spanned by ν(f (x)). In particular we see that I ∆ TS n B E = (ν 2 (f (x))), and the first statement of the lemma follows.
Let z be an element of the free B-module E. We have (cf.
[Ive70] p.9, Section 2.5) that the homomorphism σ E sends the polarized power sum p(z) to the trace of the multiplication map e → ze. Thus, the map σ E and n E/B have the same action on polarized powers. Furthermore, as ν 2 (f (x)) = det(p(f (x i x j ))) (3.4.1) and we have that f (x 1 ), . . . , f (x n ) form a B-module basis of E it follows that ν 2 (f (x)) is mapped to the discriminant d E of B −→ E. We have then proved the second statement of the lemma. We have also that the localization of the composite map σ E • can : TS n A R −→ B with respect to the element ν 2 (x) is the morphism n E/B , proving the third statement.
4.7. Induced map of blow-up algebras. Let B −→ E be an extension as in Lemma (4.6). From the A-algebra homomorphism TS n A R −→ B appearing as the top horizontal row in (4.6.1), we obtain a graded homomorphism of blow-up algebras (4.7.1)
We have furthermore by Lemma (4.6) that ν 2 (x) in TS 
The vertical arrows are injective being the localizations in their respective discriminants, and the bottom horizontal map n R/A is an isomorphism by Proposition (3.9). Injectivity of n + R/A now follows from the commutative diagram (4.8.1).
As R + is both an A + -algebra and an R-algebra we have an induced A-algebra homomorphism
The map (4.8.2) sends the A + -module basis x 1 ⊗ 1, . . . , x n ⊗ 1 to ϕ n (x 1 ), . . . , ϕ n (x n ). By Proposition (4.4) it follows that the map (4.8.2) is an isomorphism of A + -modules, hence an isomorphism of algebras. As R + is by definition R ⊗ A A + , and we have A + = A + we obtain from (4.8.2) the isomorphism R + −→ R + .
Theorem 4.9. Let A −→ R be a homomorphism of algebras, and let x 1 , . . . , x n be elements of R. Let B −→ E be an extension of Aalgebras, and assume that f : R −→ E is an A-algebra homomorphism such that the elements f (x 1 ), . . . , f (x n ) form a B-module basis of E.
Then the A-algebra homomorphism n + E/B : A + −→ B + (4.7.2) is the unique A-algebra homomorphism such that
Proof. From the canonical map TS n A R −→ TS n B E we obtain an induced A-algebra homomorphism of graded rings
We let (A E ) + denote the degree zero part of the localization of the graded ring ⊕ m≥0 I m ∆ TS n B E at the degree one element ν 2 (f (x)). And similarly we let (R E ) + denote the localization of the graded ring we obtain from the natural map TS 
We have by Proposition (4.4) that ϕ n (f (x 1 )), . . . , ϕ n (f (x n )) form an (A E ) + -module basis for the algebra (R E ) + . The commutative diagram (4.9.1) induces a canonical A + -algebra homomorphism (4.9.2)
The A + -algebra homomorphism (4.9.2) identifies the (A E ) + -module basis ϕ n (x 1 )⊗1, . . . , ϕ n (x n )⊗1 with the basis ϕ n (f (x 1 )), . . . , ϕ n (f (x n )). And consequently (4.9.2) is an isomorphism of A + -algebras. Furthermore, by Lemma (4.8) we have a natural identification (A E ) + = B + and (R E ) + = E + . Hence we have shown the existence of a morphism A + −→ B + with the desired property. For uniqueness we note that a morphism η : A + −→ B + such that R + ⊗ A + B + = E + would have to map the discriminant d + of A + −→ R + to the discriminant d E of B −→ E. When we localize A + in the discriminant d + we obtain A , and consequently a commutative diagram of A-algebras 4.11. The universal genericallyétale family, local description.
In analogy with the end of Section 3 we give here a local treatment for the universal properties of the space of genericallyétale families. Let x denote the set of all n-tuples of elements x 1 , . . . , x n in R. We let
The family Z
is genericallyétale, and is a closed subscheme of Spec(R) × Spec(A) U + R . Corollary 4.12. Let B be an A-algebra, and let E be an algebra quotient of R ⊗ A B. Assume that the homomorphism of rings B −→ E is a genericallyétale extension of rank n. Then there exist a unique morphism of schemes
Proof. The existence and uniqueness of the homomorphism n + follows by Theorem (4.9) and arguments similar as in the proof of Corollary (3.13).
The space ofétale families
In this section we show how to construct a space parameterizingétale families in a fixed separated algebraic space X −→ S. We thereby obtain an abstract and global version of Corollary (3.13), but not the explicit statement about the basis as in Theorem (3.11).
5.1. Disjoint sections. Let f : X −→ S be a morphism of algebraic spaces. A section of f is a morphism s : S −→ X such that f • s = id S . Two sections s, s
Remark 5.2. We have that a section s : S −→ X is equivalent with a locally closed subspace Z ⊆ X, with Z isomorphic to S. Note that two disjoint sections s, s ′ : S −→ X determines a locally closed subspace Z isomorphic to the disjoint union of two copies of S.
For any S-space T we let U n X (T ) denote the set of unordered n-tuples of sections s 1 , . . . , s n of the second projection X × S T −→ T , where the sections are pairwise disjoint. Clearly U n X describes a functor; the functor of n unordered disjoint sections of X −→ S.
5.3. Diagonals and their complement. Let X −→ S be separated, and let X n S := X × S · · · × S X denote the n-fold product. We let V X denote the open complement of the diagonals in X n S . 5.4. Action of the symmetric group. The permutation action S n on X n S induces an action ρ : V X × S n −→ V X . It is clear that the map (π 1 , ρ) : V X ×S n −→ V X × S V X is a monomorphism of algebraic spaces, where π 1 denotes the projection on the first factor. We say that the action ρ is free, and we note that (π 1 , ρ) describes anétale equivalence relation on V X .
Lemma 5.5. Let X −→ S be a separated algebraic space. Then U n X is the presheaf quotient of the equivalence relation V X × S n
Proof. Clearly X n S parameterizes n ordered sections as we have the canonical identification
for any S-space T . Similarly we get that V X parameterizes n ordered disjoint sections of X −→ S. The action of S n on V X corresponds to the action on Hom S (T, X n S ) given by permuting the sections, from where it follows that the presheaf quotient is U n X . 5.6. The space ofétale families. We let U n X denote the sheafification of the presheaf U n X in theétale topology. As a consequence of the above lemma we have that the sheaf U n X is the quotient sheaf of the equivalence relation V X × S n
Proposition 5.7. Let X −→ S be a separated algebraic space. The sheaf U n X is an algebraic space and represents the functor of closed subspaces of X that areétale and of rank n over the base.
Proof. As the algebraic space V X −→ S is separated, the map (π 1 , ρ) : V X ×S n −→ V X × S V X is a closed immersion and hence quasi-affine. We then have that the quotient sheaf U n X of theétale equivalence relation
What remains to show is that sections of U n X corresponds to closed subspaces that areétale of rank n over the base. By Lemma (5.5) a section over an S-space T of the presheaf U n X is n unordered disjoint sections of X × S T −→ T . Equivalently, as X −→ S is separated, a section over T is a closed subspace Z ⊆ X × S T such that Z is isomorphic to a disjoint union of n-copies of T . Consequently, a section over T of the sheaf U n X is given by anétale covering T ′ −→ T and a closed subspace Z ′ ⊆ X × S T ′ , isomorphic to a disjoint union of n copies of T ′ . The pull-back of the family Z ′ −→ T ′ along the two different projection maps T ′ × T T ′ −→ T ′ coincide. Therefore we have that the section over T of U n X is given by a unique closed subspace Z ⊆ X × S T such that Z −→ T isétale and finite of rank n.
Further, as every finiteétale morphism Z −→ T trivializes after ań etale base change, the set of sections over T is the set of all closed subspaces Z ⊆ X × S T that are finite,étale and of rank n.
Remark 5.8. Let S n−1 act by permuting the first (n − 1) factors of X n S , and consider the induced action on V X . The induced map V X /S n−1 −→ U n X will beétale of rank n, and one can check that this is in fact the universal family ofétale, rank n closed subspaces of X. In Proposition (6.12) we will prove this fact using a different approach.
Remark 5.9. When X = Spec(R) is affine over base S = Spec(A) then we have that U n X is the open complement of the diagonals in Spec(TS n A R). One can furthermore check that the support of the closed subscheme defined by the ideal of norms I ∆ ⊆ TS n A R is the diagonals. Hence Corollary (3.13) can be obtained as a consequence of Proposition (5.7). However, the more explicit description given by Theorem (3.11) is what will be important for us.
6. The space of genericallyétale families 6.1. Finite group quotients. When a finite group G acts on a separated algebraic space X, the geometric quotient X/G exists as an algebraic space; this is an unpublished results of Deligne [Knu71, p.183] . When the base is locally Noetherian and X −→ S is locally of finite type, proofs of this existence result are given in [KM97] and in [Kol97] . It is furthermore possible to extend the proof given by Kollár in [Kol97] to the general setting with any separated algebraic space X −→ S, for details we refer to ([Ryd07a] ).
We will be interested in the particular case with the symmetric group S n of n letters acting by permuting the factors of the n-fold product X n S = X × S · · · × S X. For a separated algebraic space X −→ S we will denote the quotient space with Sym n S X.
Symmetric spaces.
A well-know fact is that geometric quotients commute with flat base change [MFK94, p.9] or, for finite groups [SGA 1 , Exp.V, Prop.1.9]. Thus if T −→ S is flat, and X T denotes X × S T , then we have the cartesian diagram (6.2.1) Sym
This fact will be useful when we want to reduce to the case with an affine base scheme S.
6.3. Fix point reflecting morphisms. Let G be a group acting on an algebraic space Y . The stabilizer group G y of a point y ∈ Y is defined as the inverse image of the point (y, y) by the map 6.5. Covers of symmetric quotients with affine base. Let the base space S be affine, and let X −→ S be a separated algebraic space. We choose anétale covering X α −→ X, with X α affine for each α, such that the induced map (6.5.1)
is surjective. In other words, a covering such that any n-tuple of points in X lies in the image of some X α −→ X. Then α Sym n S (X α )| fpr −→ Sym n S X is anétale cover. For two indices α and β we define
where we have suppressed the base S in the notation, and where we have used the notation introduced in (6.3). We have the following diagrams (6.5.2)
where q are the quotient maps, p 1 , p 2 and p are the natural maps, and where π 1 , π 2 and π are the induced ones. The diagram is commutative in the obvious sense; pq = qπ and p i q = qπ i for i = 1, 2. Moreover, these three commutative diagrams are cartesian. Finally, the two horizontal sequences are exact. That is p 1 and p 2 form an equivalence relation, and p is the quotient map, and similarly with π 1 , π 2 and π. For details see [Ryd07a] .
Lemma 6.6. Let A −→ A ′ be a homomorphism of rings, R be an A-algebra and R ′ = R ⊗ A A ′ . Then the extension of the norm ideal I R (4.1) by the homomorphism TS
Proof. Recall the norm map ν A : T n A R −→ T n A R (1.2.1) and that the norm ideal I R is generated by ν(x)ν(y) for x, y ∈ T n A R.
Lemma 6.7. Let X ′ −→ X be anétale morphism of S-schemes where S = Spec(A), X ′ = Spec(R ′ ) and X = Spec(R) are affine schemes.
Let I and I ′ be the ideal sheaves corresponding to the norm ideals of TS 
is co-cartesian for every α. Therefore, by applying the change of basis TS
fα to the morphism (6.7.1) we obtain
Thus the extension of the norm ideal I R in (TS Proof. Let α S α −→ S be anétale cover with S α affine and let X α = X × S S α . For any α choose anétale cover β Y α,β −→ X α as in (6.5.1). Then the norm ideal sheaves on Sym Sα (Y α,β ) glues to an ideal sheaf I α on Sym Sα (X α ) using Lemma (6.7) and the lower exact row in diagram (6.5.2). It is further clear that I α is independent on the choice ofétale cover of X α .
Using that symmetric products commute with flat base change (6.2.1) and Lemma (6.6) it follows that the sheaves I α glues to an ideal sheaf I ∆ on Sym n S (X) which is independent on the choice of covering of S. The last statement is obvious from the construction. 6.9. The addition of points map. Let q n : X n S −→ Sym n S X be the quotient map. We let S n−1 act on the first (n − 1) copies of X 
We need to see that the pull-back of the family ψ X : X n /S n−1 −→ X n /S n along the map U/S n −→ X n /S n equals U/S n−1 −→ U/S n . First note that U is the base change of X n by theétale morphism U/S n −→ X n /S n as the diagram (6.3.1) is cartesian. As taking the quotient with S n−1 commutes with flat base change (6.2) the result follows.
Lemma 6.11. Let Z −→ S be a finite map of algebraic spaces, and let W −→ Z be anétale cover. Then there exists anétale cover S ′ −→ S such that W × S S ′ −→ Z × S S ′ has a section. In particular when Z ⊆ X is a closed immersion of algebraic spaces, with Z finite over the base. Then, for a separated andétale cover Y −→ X there exists anétale cover
Proof. Let x ∈ S be a point, and let A h x denote the strictly local ring at x. Let E x be coordinate ring of the affine scheme Z × S Spec(A h x ). Then E x is a product of local Henselian rings with separably closed residue fields. For every closed point z i of Spec(E x ) choose a point
) mapping z i to w i . By a standard limit argument, this section extends to a section Z × S U −→ W × S U where U is anétale neighborhood around the point x ∈ S, proving the first claim.
Proposition 6.12. Let X −→ S be a separated algebraic space. Let ∆ n ⊆ Sym n S X denote the closed subspace defined by the ideal sheaf of norms I ∆ . We have a canonical identification U n X = Sym n S X \ ∆ n , where U n X is the sheaf of (5.6). Moreover, the family ψ
is the universal family of closed subspaces in X −→ S, that areétale of rank n over the base.
Proof. By Proposition (5.7) it suffices to show that Sym n S X \ ∆ n represents the functor parameterizing closed subspaces of X that areétale of rank n over the base.
Denote the open subspace U = Sym n S X \ ∆ n , and let Z = ψ −1 X (U). We check locally that the family Z −→ U isétale of rank n and closed in X × S U. First we use the diagram (6.2.1) to reduce to the case with the base S = Spec(A) affine. Then we can take an affine cover as in (6.5.1). As the family ψ −1 X (U) is compatible underétale base change (Lemma 6.10) we may assume X = Spec(R). By (4.2.1) we have that the restriction of the family Z to U R = Spec(TS n A R) \ ∆ n becomes the family Z R −→ U R . It then follows by Corollary (3.13) that the family Z −→ U isétale of rank n, and closed in X × S U.
Next we show the universal properties of Z −→ U. We can, by (6.2) assume that the base S = Spec(A) is affine, and we let α X α −→ X be anétale covering as given in the construction (6.5.1). Let W −→ T be a family of closed subspaces of X × S T that areétale of rank n over T .
We will first show uniqueness. Let f 1 , f 2 : T −→ Sym n S X \ ∆ be two morphisms such that the family ψ −1 X (U) = Z pulls-back to W . We can assume, after replacing T with anétale cover, that f 1 and f 2 factors through π : Sym
Xα (U α ) −→ U α , and it follows that Z α is closed in X α × S U α . Then, as W α,β is the pull-back of Z along f 1 and f 2 , we have that W α,β is a closed subscheme of the intersection
Let R denote the coordinate ring of the affine scheme X α × X X β . Then in particular we have Sym n S (X α × X X β ) = Spec(TS n A R). Corollary (3.13) gives a morphism
We have by (6.10) that the family Z R is the pull-back of the family ψ −1 X (U) = Z to U R . The uniqueness statement of Corollary (3.13) implies that the morphism n composed with the natural map π 1 : Sym n S (X α × X X β ) −→ Sym n S (X α ) coincides with f 1 | T α,β : T α,β −→ Sym n S (X α )| fpr . Similarly we get that that n composed with π 2 equals the restriction of f 2 to T α,β . We then have that the image in Sym n S X of the morphism n factors through the intersection of Sym n S (X α )| fpr and Sym n S (X β )| fpr . That is, we have a morphism n : T α,β −→ Sym n T α,β (X α × X X β )| fpr . Then, as π i • n = f i | T α,β with (i = 1, 2), it follows by the exactness in (6.5.2) that f 1 = f 2 . This proves uniqueness, and what remains is to see the existence.
Let W −→ T be as above. Applying Lemma (6.11) to X ′ = X α means that we can find anétale covering T α −→ T such that W α ⊆ X × S T α lifts to a closed immersion W α ⊆ X α × S T α . Let R be the coordinate ring of the affine scheme X α . By Corollary (3.13) we get a morphism n α : T α −→ Spec(TS n A R) \ ∆ n = U R such that the family Z R −→ U R is pulled back to W α . By Proposition (6.4) we have that the induced morphism T α −→ Sym Remark 6.13. It follows from the proposition that the support |∆ n | of the space defined by the ideal sheaf of norms I ∆ , equals the diagonals. One can also verify directly that the support of ∆ n equals the diagonals.
6.14. The space of genericallyétale families. We let G n X denote the blow-up of Sym n S X along the closed subspace ∆ n ⊆ Sym n S X defined by the ideal of norms. We furthermore let Z denote the blow-up of Sym n−1 S (X) × S X along ψ −1 X ∆ n , where ψ X is the canonical morphism (6.9.1). The morphism ψ X then induces a morphism (6.14.1) Z X −→ G n X . Remark 6.15. The property of being genericallyétale is not stable under base change, as one easily realizes by taking the fiber of a point in the discriminant locus of the family. However the property of being genericallyétale is stable under flat base change, and in particular underétale base change.
Theorem 6.16. Let X −→ S be a separated algebraic space, and let Z X −→ G n X be as in (6.14.1). Then the family Z X −→ G n X is genericallyétale, and has the following universal property. For any S-space T , and any closed subspace Z ⊆ X × S T such that the projection Z −→ T is genericallyétale, there exists a unique morphism f : T −→ G n X such that the pull-back f * Z X = Z, as subspaces of X × S T .
Proof. Again the statements that the family Z X −→ G n X is genericallý etale and of rank n, and that Z X is a closed subspace of G n X × S X are checked locally. As blow-ups commute with flat base change we can use (6.2.1) and (6.5.2) reduce to the case with S = Spec(A), and X = Spec(R). Now these statements follow from (4.11). To establish existence and uniqueness one uses Corollary (4.12) and an argument similar to the one given in the proof of Proposition (6.12).
general is neither surjective nor injective [Lun07] . However there is a natural pre-image ideal I ′ ⊆ Γ Our result here suggests that the Hilbert functor of flat, rank nfamilies should exist as an algebraic space for separated spaces X −→ S in general. This is indeed the case as shown in [Ryd07c] .
