Abstract-The application of mobile robotic sensor networks has been widely studied in target localization and pursuit. Conventional target tracking methods always require an explicit system observation model of the target positions, which, however, would fail if such model is unobtainable. In this paper, a distributed target localization and pursuit scheme is proposed based on discrete measurements of the target energy intensity field. The accurate observation model of such field is unknown except some critical bounds. By the proposed method, all robots are categorized into two groups: the leaders, responsible for the target pursuit, and the followers, responsible for the formation and connectivity maintenance. The proposed scheme is demonstrated by simulation of multiple target localization and pursuit.
I. INTRODUCTION
Target localization and pursuit have been among the top issues in the field of cooperative robotics since mobile robotic sensor networks emerged [1] . With direct measurements of the targets such as the distance and bearing to the targets, it is easy to build up the observation model and thus solve the problem by conventional tracking methods such as Kalman Filtering. However, compared with the range-based methods using proactive sensors, range-free methods using reactive sensors can be more energy conservative and adapted to critical environments, one good example of which is through the received signal strength or measured energy intensity.
So far, many energy-based localization algorithms [2] , [3] , [4] , [5] have been proposed for single static target and static sensors, where the energy intensity attenuation model as a function of the distance to the target is assumed to be known exactly. Dandach et al. propose an adaptive source localization method for single static target with a mobile robot in [6] . However, it is assumed that the distance to the target can be directly measured. The multi-target localization is always a tough issue since each measurement is composed of all the individual target influences. Due to the nonlinearity of the energy intensity with respect to the distance, it is very difficult to decode each individual component and mostly used is the maximum likelihood approach. In [7] , a maximum likelihood approach combined with a multi-resolution search is proposed. Choi et al. recently proposes a distributed cooperative control method to let robots reach peaks of unknown scalar fields in [8] . However, such method relies on the parameterization of the unknown field and is not fit for time-variant fields.
In this paper, we want to design a distributed control law that can make robots localize and pursue the mobile targets. Our application scenario is that when multiple targets, which produce a measurable energy intensity field, intrude into or move inside a monitored region, robots can autonomously converge to the targets by sampled information. Robots initially far away from the targets can only sense the energy intensity field such as the acoustic field and temperature field, etc, and when coming close to the targets, they may use other short-length sensors like sonar and camera to better observe the targets. What we are interested in is how to make robots move close to the targets based on the discrete measurements of the energy intensity field.
In Section II, we introduce the sensing model and some basic assumptions. The distributed control law based on the spatial gradient is presented in Section III. The method of approximating the spatial gradient using discrete measurements is given in Section IV. The target pursuit scheme is proposed in Section V with the convergence analysis. Simulation results are provided in Section VI. Section VII is the conclusion.
II. BASIC ASSUMPTIONS AND DEFINITIONS

A. Sensing Model
We consider the spatial and temporal energy intensity field ϕ : R × R 2 → R + over a two dimensional space, produced by mobile targets. Generally, for a single target, the energy intensity in the field attenuates as the distance to the target increases. Hence, by assuming that the target energy intensity attenuates isotropically along each direction, the field should be a function of the distance to the target at a fixed time t, which can be modeled as
where q ∈ R 2 is a point in the two dimensional space, μ (t) is the position of the target and A = ϕ (t, μ (t)) is the energy intensity of the target. φ (d) : [0, +∞) → R + is a strictly monotonically decreasing function subject to φ (0) = 1 and φ (d) → 0 as d → +∞, which represents the attenuating part of ϕ. Then, the composite field of M targets is gained by summing up the individual field produced by each target:
where the subscript m = 1, 2,...,M refers to the m-th target.
In this paper, we do not limit the field model into any deterministic attenuation function or with deterministic model parameters except giving some critical bounds, such that our method can be applied to general cases. The position of the i-th robot R i is:
T (i = 1, 2,...,N) and N is the number of deployed robots. The measurement of R i at time t is ϕ i (t) = ϕ (t, p i (t)) where the measurement noise is ignored. In real systems, we can suppress the influence of noise by installing multiple sensors on each robot and let them sample simultaneously so as to get some kind of average of the measurements and thus filter the noise.
B. Assumptions
Each robot is assumed to have access to its position through, for example, the GPS. Though the number of targets is not assumed to be known exactly, users should deploy sufficient number of robots to pursue the targets, i.e. N M is satisfied. A m (m = 1, 2,...,M) are constant which do not change with time and assumed to be bounded. φ ( q ) is assumed to be at least second order differentiable with respect toq ∈ R 2 , which implies Each target is assumed to move with a constant velocity. We also assume the robots move and sample synchronously. The time length for communication and computation can be ignored compared with the sampling interval. The N robots can generate a partial Delaunay triangulation [9] within the constraint of communication range and calculate their Voronoi neighbors. We denote the set of Voronoi neighbors of R i as Q i .
III. DISTRIBUTED CONTROL DESIGN
A. Continuous-Time Formulation
The dynamics of robots is defined aṡ
Our aim is to let robots pursue the targets while the network connectivity is maintained and robot collision is avoided. Hence, when neighboring robots are running out of the commutation range r c or very close to each other, they should be controlled dominantly by an attractive force drawing them closer or a repulsive force expelling them further respectively. If the neighboring robots are well located within r c (not subject to the above two extreme conditions), their interactive forces should be negligible and their movement is only influenced by the targets. Therefore, we set the following potential energy function as the performance index (candidate Lyapunov function) for R i to derive control law:
where Its influence on the control result will be discussed later. From (3), we get:
where
stands for the formation control force and
) the gradient climbing force. By choosing the control input as
where K > 0 is a scalar gain parameter, we can getV
In a network of N robots, each target only needs one robot to pursue and we do not have to add a gradient climbing force in the control input for all robots. Hence, we divide the N robots into two groups, leaders and followers. Target pursuit is only taken as a task by the leaders, while the followers only need to follow the leaders by maintaining certain formation. Robot R i determines itself as a leader or follower according to the following rule:
Follower, otherwise
The type of a robot may change depending upon the measurements of its neighbors. Then, we choose two different control laws for the leaders and followers:
The gain parameter k r should be large enough to make the gradient climbing force dominant (i.e. u i ≈ KF i2 ) when leaders are not too far from or close to their neighbors. Besides, we can also set the optimal network formation size d 0 (i.e. the optimal distance between neighboring robots) by k 1 and k 2 . When two neighboring robots are at the optimal distance d 0 , their interactive potential force should be zero. Hence, letting
Therefore, with a desired d 0 , we can choose proper parameters k 1 and k 2 by (6) to set the control law.
B. Discrete-Time Formulation
In the case of discrete sampling, we use the following control input:
where k ∈ R is the shorthand for kT and T is the sampling interval. Then, we get the discrete robot dynamics:
The velocity of R i during the k-th sampling interval is defined as
In real system implementations, an important issue is how to recover the spatial gradient ∂ ϕ ∂ q (k, q) for the designed control law from the obtained discrete measurements of the intensity field. This issue will be discussed in the following section.
IV. SPATIAL GRADIENT APPROXIMATION BASED ON DISCRETE MEASUREMENTS
A. Approximation Method
By the first order Taylor expansion, we havē
and ρ 1 (t 1 , q 1 ) is the second order approximation error. Similarly, we havē
. If the field varies slowly and the sampling rate is high enough, i.e. ∂ ϕ ∂t → 0 and T → 0, then by (8) and (9), we get
Hence, the approximation of the spatial gradient is
B. Approximation Error
The approximation error of the spatial gradient for leader R i is
To make the approximation by (11) feasible and bound the approximation error, we should first make ΔP (k) invertible. This can be achieved by choosing
T . Then, we can get
Now, we want to derive the bound of approximation error. First, we discuss the case of single target and give the following result: Theorem 1: For the energy intensity field ϕ (t, q) defined by (1), given the following bounds: μ max μ , A max A, 
Hence, at arbitrary time k, we have
With (12), in the same way, we can get
Therefore,
where E i (k) is defined in (10). From (13), we get
For the case of M targets, by the same derivation as in the single target case, we can derive similar result (the proof is omitted due to space constraint):
Theorem 2: For the energy intensity field ϕ (t, q) defined by (2) , given the following bounds: μ max max
, e i is bounded by:
where e max 2 = MA max Remark 1: Theorem 1 and Theorem 2 only explain the relation between the bound of approximation error and the parameter setting, but they do not tell users how large the bound should be set and based on what criteria to choose parameters. In fact, the bound should be within a certain tolerance in order to satisfy some convergence conditions, which will be discussed in the following part.
V. TARGET PURSUIT SCHEME
A. Pursuit Scheme
After each approximation by (11) at time k, a leader can fix a direction to move. If its measurement at time k + 1 is larger than that sampled at time k, this moving direction is recognized as a valid direction, otherwise it is an invalid direction. Since each approximation requires a turning and matrix calculations that consume more energy, we want to avoid such approximation if it is not necessarily needed. Hence, we can let the leader keep moving along the latest valid direction without making new approximation until its measurement starts to decrease.
On the other hand, if the leader moves in the direction of ∂φ ∂ q , it may be trapped around the point where ∂φ ∂ q = 0 rather than ∂ ϕ ∂ q = 0 by implementing the designed control law. Thus, before the leader judges that it has converged into the neighborhood of local maximum points, we require the leader to move with a constant speed v r instead of the timevariant input defined in (7), i.e.
Users can define different criteria for leaders to judge the convergence and we will not describe in detail the behavior of leaders when such convergence is confirmed. For example, a leader confirms the convergence if the norm of its spatial gradient approximation by (11) is smaller than a given threshold. Based on the above thought, we design the Pursuit Scheme (Table I on page 5) for the leaders. Remark 2: At the initial stage, the leader R i can choose an arbitrary direction for u i (0). Users may sometimes dislike deploying too many robots as followers but have most or all of the robots work as leaders. This purpose can be achieved by setting a so-called type selection threshold h d which is a distance notation. The type selection rule in (5) is only executed if the distance between two neighboring robots is less than h d so as to avoid collision in case that they are pursuing the same target, otherwise all robots implement the leader's Pursuit Scheme. As a tradeoff of such design, the performance of mean coverage over the whole region may decrease without the formation maintenance.
B. Convergence Analysis
As discussed above, the formation control force for leaders should be negligible during the target pursuit and plays a major role only when neighboring nodes are running out of communication constraint or going to collide. Therefore, in the following parts, we will narrow down our focus to the general case that the formation control force is ignored for leaders, i.e. F i1 (k) = 0. Then, the velocity v r_i (k + 1) keeps the same direction of ∂φ ∂ q (k, p i (k)). 
Repeat 1-3 steps by setting k = k + 1;
Repeat 1-3 steps by setting k = k + 2;
end As shown by the Pursuit Scheme, a leader updates its moving direction only when a new approximation by (11) is made and keeps such direction if it is valid until the next approximation. Therefore, ignoring the small error brought by the turning for approximation, the correctness of the approximation determines how close the leader can converge to the local maximum point. Now we will discuss the relation between the approximation error and the convergence error.
According to (4) , at time k after making the approximation
In other words, R i converges if (14) is satisfied. For simplicity, we still first discuss the single target case and give the following result: Theorem 3: For the energy intensity field ϕ (t, q) defined by (1), a sufficient condition to make (14) satisfied is
Proof: For the single target case, (14) evolves as
A sufficient condition of (16) is
Denoting the angle between
we can get the sufficient conditions of (17):
For the case of M targets, we can get similar result: Theorem 4: For the energy intensity field ϕ (t, q) defined by (2), a sufficient condition to make (14) satisfied is
Proof: For the case of M targets, (14) evolves as
, using the same definition of θ (k) as above, we get the sufficient conditions of (18):
Remark 3: For the single target case, from (15) we can get the critical value of ∂ ϕ ∂ q to make the leader converge:
Therefore, the leaders will finally converge into the neighborhood around local maximum points where
. For the case of M targets, we can also get
and the convergence region satisfies
. If the accurate energy intensity model is known, the spatial gradient expression can be transferred into the distance expression. In all, we can use
as performance index representing the convergence error to choose proper parameters.
VI. SIMULATION A. Simulation Environment and Parameters
We use Matlab to implement simulations for both of the static and mobile targets pursuit. The energy intensity model in (1) is chosen as a Gaussian function, i.e. However, when leaders come close and become neighbors, their control strategies will change according to the type choice rule (5) . At about 26s, the leaders pursuing target 1 and 3 become neighbors. Then, following (5), the leader pursuing target 3 with smaller measurements becomes a follower and moves away due to the formation control force. This is why the convergence error for target 3 becomes larger at that time. When the targets are moving far away, a new leader is selected to pursue target 3. To reduce such convergence error, users can set a smaller optimal network formation size d 0 . As a tradeoff, the network coverage performance may decrease due to the shrinking of the network topology.
VII. CONCLUSIONS
In this paper, a distributed multiple targets localization and pursuit scheme is proposed for wireless robotic sensor networks, based on the discrete measurements of the unknown target energy intensity field. Robots, that are categorized into two types: leaders and followers, move by different control strategies to accomplish different tasks. Leaders take charge of the target localization and pursuit while followers only need to maintain team formation and network connectivity. The relation between convergence error and system parameter setting is analyzed. Simulation shows the effectiveness of the proposed scheme. 
