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Kurzfassung
Fu¨r unternehmenskritische Software-Systeme, die langlebig und erweiterbar sein sol-
len, ist das Qualita¨tsziel Weiterentwicklungsfa¨higkeit essentiell. Kontinuierliche A¨n-
derungen und Erweiterungen sind unabdingbar, um solche Software-Systeme an neue
oder vera¨nderte Anforderungen anzupassen. Diese Maßnahmen verursachen aber auch
oft Qualita¨tsdeﬁzite, die zu einem Anstieg der Komplexita¨t oder einem Verfall der
Architektur fu¨hren ko¨nnen. Gerade Qualita¨tsdeﬁzite in der Speziﬁkation oder Archi-
tektur ko¨nnen Software-Systeme stark beeintra¨chtigen.
Um dem entgegenzuwirken, wird in dieser Arbeit eine Methode entwickelt, welche
die Einhaltung von Qualita¨tszielen bewerten kann. Dadurch wird sowohl das Erken-
nen als auch das Beheben von Qualita¨tsdeﬁziten in der Software-Entwicklung ermo¨g-
licht. Qualita¨tsdeﬁzite werden anhand einer am Qualita¨tsziel orientierten und regelba-
sierten Analyse erkannt und durch zugeordnete Reengineering-Aktivita¨ten behoben.
Als Beispiel fu¨r ein Qualita¨tsziel wird die Weiterentwicklungsfa¨higkeit von Software-
Systemen betrachtet. Es wird gezeigt, wie dieses Qualita¨tsziel anhand von strukturel-
len Abha¨ngigkeiten in Software-Systemen bewertet und durch gezielte Reengineering-
Aktivita¨ten verbessert werden kann.
Um die Methode zu validieren, wurde eine industrielle Fallstudie durchgefu¨hrt. Durch
den Einsatz der Methode konnten eine Vielzahl von Qualita¨tsdeﬁziten erkannt und
behoben werden. Die Weiterentwicklungsfa¨higkeit des untersuchten Software-Systems
wurde durch die vorgeschlagenen Reengineering-Aktivita¨ten entscheidend verbessert.

Abstract
The evolvability of software systems is one of the key issues when considering their
long term quality. Continuous changes and extensions of these systems are neccessary
to adjust them to new or changing requirements. But the changes often cause quality
deﬁciencies, which lead to an increase in complexity or an architectural decay. Espe-
cially quality deﬁciencies within the speciﬁcation or the architecture of a software
system can heavily impair a software system.
To counteract this, a method is developed in this work to support the analysis of a
quality goal in order to identify the quality deﬁciencies which hinder the achievement
of the quality goal. Both the detection and the removal of quality deﬁciencies are
accomplished in a systematic way. The method integrates detection of these quality
deﬁciencies and their removal by reengineering activities based on rules. The detection
of quality deﬁciencies is performed by means of measurable quality attributes which
are derived from a quality goal, such as evolvability.
In order to demonstrate the practicability of the method, the quality goal evolvability
is taken as an example. This work shows how a software system can be evaluated
with regard to evolvability based on structural dependencies and which reengineering
activities will improve the system in the direction of this quality goal.
To evaluate the method, it was applied within an industrial case study. By analyzing
the given software system a large number of diﬀerent quality deﬁciencies were detec-
ted. Afterwards the system’s evolvability was improved substantially by reengineering
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Tom DeMarco unterstreicht mit seiner Aussage You can’t control what you can’t mea-
sure [DeM86] die Notwendigkeit der Kontrolle und des Steuerns von Qualita¨tszielen
innerhalb eines Software-Entwicklungsprozesses durch geeignete Messmethoden. Fu¨r
moderne Software-Systeme, die langlebig und erweiterbar sein sollen, ist das Qua-
lita¨tsziel Weiterentwicklungsfa¨higkeit essentiell. Insbesondere unternehmenskritische
Systeme werden unter anderem an ihrer Weiterentwicklungsfa¨higkeit gemessen: Nur
wenn sie sich ﬂexibel und kontinuierlich erweitern lassen, sind sie konkurrenzfa¨hig
und genu¨gen den heutigen Anspru¨chen.
In dieser Arbeit wird Weiterentwicklungsfa¨higkeit gema¨ß Breivold et al. [BCE07]
verstanden als
[...] the ability of a software system to adjust to change stimuli, i.e. changes in requi-
rements and technologies that may have impact on the software system in terms of
software structural and/or functional enhancements, while still taking the architectu-
ral integrity into consideration.
Pressman [Pre97] argumentierte, dass Aufwand und Kosten einer A¨nderung u¨ber-
proportional steigen, je spa¨ter diese im Entwicklungsprozess stattﬁndet. In der War-
tungsphase werden u¨berwiegend funktionale A¨nderungen durchgefu¨hrt, wie eine Stu-
die belegt, die von Sommerville [Som01] beschrieben wird: wie Abbildung 1.1 zeigt,
wurde ermittelt, dass 65% des Wartungsaufwandes auf das Hinzufu¨gen und A¨ndern
von Funktionen entfallen, nur 17% auf die Fehlerbehebung selbst und 18% fu¨r die
Anpassung des Systems an eine gea¨nderte Betriebsumgebung. Die A¨nderbarkeit des
Software-Systems ist somit ein wichtiges Qualita¨tsziel der Wartung.
1
2 Kapitel 1. Einleitung
Abbildung 1.1: Verteilung des Aufwands fu¨r Wartung aus
[Som01].
Neben des oft untersuchten Qualita¨tsziels Wartbarkeit wird daher mittlerweile in
der Literatur die Bedeutung der Weiterentwicklungsfa¨higkeit als wichtiger Faktor der
Software-Qualita¨t diﬀerenziert [RB09]. Es geht bei der Verbesserung der Weiterent-
wicklungsfa¨higkeit zuna¨chst auch um die Frage, durch welche Faktoren die Weiterent-
wicklungsfa¨higkeit beeinﬂusst werden kann. Beispielsweise sind kontinuierliche A¨nde-
rungen und Erweiterungen unabdingbar, um ein System an neue oder vera¨nderte
Anforderungen anzupassen. Diese Maßnahmen fu¨hren aber auch oft zu Qualita¨ts-
deﬁziten, wie beispielsweise zu einem Anstieg der Komplexita¨t, einem Verfall der
Architektur und zu mangelhafter, nicht mehr konsistenter Systemdokumentation:
eine Untersuchung von Software-Systemen durch Eick [EGK+98] zeigte, dass der
Qualita¨tsverlust von Software-Systemen oft durch A¨nderungen am Software-System
hervorgerufen wird. Dies reduziert die Weiterentwicklungsfa¨higkeit und damit den
Gescha¨ftswert des Systems massiv. Gerade Qualita¨tsdeﬁzite in der Speziﬁkation oder
Architektur ko¨nnen Software-Projekte stark beeintra¨chtigen [SH10]. Werden die Qua-
lita¨tsdeﬁzite im Software-System zu spa¨t erkannt, fu¨hrt dies oft auch zum Scheitern
des Software-Projekts [SH10].
Um dem entgegenwirken zu ko¨nnen, mu¨ssen Methoden entwickelt werden, welche
die Einhaltung von Qualita¨tszielen bewerten ko¨nnen, um dadurch sowohl das Er-
kennen als auch das Beheben von Qualita¨tsdeﬁziten in der Software-Entwicklung zu
ermo¨glichen. Diese Arbeit bescha¨ftigt sich damit, Qualita¨tsdeﬁzite anhand einer an
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Qualita¨tszielen orientierten und regelbasierten Analyse zu erkennen und zu beheben.
Dabei wird die Weiterentwicklungsfa¨higkeit von Systemen anhand ihrer strukturellen
Abha¨ngigkeiten gemessen, bewertet und durch gezielte Maßnahmen verbessert.
1.1 Motivation
Charakteristisch bei der Weiterentwicklung von Software-Systemen ist, dass sich kon-
tinuierlich u¨ber einen la¨ngeren Zeitraum neue Anforderungen und A¨nderungen erge-
ben, die in bereits existierende Teile des Gesamtsystems integriert werden mu¨ssen.
Dadurch werden sowohl die interne Struktur des Systems als auch die nach außen
sichtbaren Schnittstellen stark vera¨ndert. Die Herausforderung dabei ist es, das Sy-
stem so aufzubauen, dass die A¨nderungen keinen Architekturverfall des Systems ver-
ursachen und die Weiterentwicklungsfa¨higkeit des Systems nicht eingeschra¨nkt wird
[MM98].
Insbesondere fu¨r unternehmenskritische Systeme, wie zum Beispiel sicherheitsrele-
vante Informationssysteme, wird neben der Wartbarkeit besonders die Weiterent-
wicklungsfa¨higkeit gefordert, welche die langfristige Erweiterbarkeit des Systems zum
Ziel hat [RB09]. Die Herausforderung dabei ist, Qualita¨tsmerkmale, die fu¨r eine gute
Weiterentwicklungsfa¨higkeit des Software-Systems ausschlaggebend sind, schon wa¨h-
rend der Entwicklung bewerten zu ko¨nnen. Denn je fru¨her Qualita¨tsdeﬁzite erkannt
werden, desto fru¨her ko¨nnen auch Maßnahmen zu deren Behebung durchgefu¨hrt wer-
den. Dies erfordert den Einsatz von Bewertungsverfahren, welche Qualita¨tsdeﬁzite
der Weiterentwicklungsfa¨higkeit bereits wa¨hrend der Entwicklung objektiv erkennen
und beheben ko¨nnen. Diese Bewertungsverfahren sollten iterativ einsetzbar sein, so-
dass wiederholt nach jedem Entwicklungszyklus das Software-System auf die Existenz
von Qualita¨tsdeﬁziten untersucht werden kann. Solch eine Regressionspru¨fung sollte
durch Werkzeuge unterstu¨tzt werden ko¨nnen, um so den Aufwand fu¨r die Pru¨fung
wa¨hrend der Entwicklung mo¨glichst gering halten zu ko¨nnen.
Problematisch ist allerdings, dass die Weiterentwicklungsfa¨higkeit, wie auch andere
Qualita¨tsziele von Software-Systemen, wie z.B. die Stabilita¨t oder Testbarkeit, schwer
zu messen und zu bewerten sind. Fu¨r die Bewertung von Qualita¨tszielen wurden
Qualita¨tsmodelle erarbeitet. Eines der bekanntesten Qualita¨tsmodelle fu¨r die Soft-
warequalita¨t ist in der DIN ISO 9126 [ISO01] angegeben. Dort werden aus Sicht der
Produkt-Qualita¨t wichtige Qualita¨tsziele festgelegt.
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Neben der quellcodebasierten Restrukturierung wird mit einer Architektur-Restruk-
turierung der Ansatz verfolgt, die Architektur durch Rekonstruktionen zu verbessern
[Sta08a]. Beide Techniken werden innerhalb des Reengineering verwendet, um die
Qualita¨t von Software-Systemen zu verbessern. Die Herausforderung beim Einsatz
dieser Techniken ist allerdings deren Steuerung, sodass es eﬀektiv und qualita¨tsziel-
orientiert mo¨glich ist, Qualita¨tsdeﬁzite zu beheben.
1.2 Ziele der Arbeit
Ein Ziel dieser Arbeit ist es, die Analyse von Qualita¨tsdeﬁziten und deren Behe-
bung miteinander in Verbindung zu bringen, so dass eine Qualita¨tsverbesserung von
Software-Systemen erreicht werden kann. Wa¨hrend der Entwicklung von langfristig
ausgelegten und komplexen Software-Systemen sollte mo¨glichst fru¨h im Entwicklungs-
prozess die Weiterentwicklungsfa¨higkeit bewertet und verbessert werden ko¨nnen. Da-
her ist es ein weiteres Ziel, Qualita¨tsdeﬁzite der Weiterentwicklungsfa¨higkeit mo¨glichst
fru¨hzeitig und damit bereits wa¨hrend des Entwicklungsprozesses erkennen zu ko¨nnen.
Das fru¨hzeitige Erkennen verspricht das Einsparen von Entwicklungsaufwa¨nden, da
die oft langwierige Suche in spa¨teren Phasen vermieden werden kann.
Um die Objektivita¨t der Bewertung zu erho¨hen, sollen Metriken explizit im Sin-
ne eines zielorientierten Vorgehens nach den vorgelagerten Qualita¨tszielen eingesetzt
werden ko¨nnen. Das zielorientierte Vorgehen soll dabei eine systematische Analyse
eines Qualita¨tsziels als Grundlage haben. Zudem sollen Qualita¨tsdeﬁzite mo¨glichst
objektiv erkannt und quantiﬁziert werden ko¨nnen, sodass die Erkennung von Qua-
lita¨tsdeﬁziten automatisierbar und auch in der industriellen Praxis eﬀektiv mo¨glich
ist.
Beim Beheben von Qualita¨tsdeﬁziten sollten Entwickler durch konkrete Verbesse-
rungsvorschla¨ge unterstu¨tzt werden, um den Aufwand der Suche nach mo¨glichen Ver-
besserungsmaßnahmen zu reduzieren. Jede Iteration, in der Qualita¨tsdeﬁzite behoben
wurden, soll eﬀektiv im Sinne einer Regressionspru¨fung kontrolliert werden ko¨nnen.
Durch eine objektive und wiederholbare Erkennung von Qualita¨tsdeﬁziten ko¨nnte
dieses Ziel erfu¨llt werden.
Sowohl das Erkennen von Qualita¨tsdeﬁziten als auch konkrete Verbesserungsvorschla¨-
ge zu deren Behebung mu¨ssen zusammengefasst und dokumentiert werden, damit das
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einmal erworbene Know-How auch in anderen Projekten gewinnbringend eingesetzt
werden kann. Hierzu soll die Arbeit geeignete Vorschla¨ge ausarbeiten.
Die Arbeit verknu¨pft somit zwei Teilgebiete der Informatik, na¨mlich Software-Qua-
lita¨tsmanagement und Software-Engineering, indem Qualita¨tsdeﬁzite, die ein Quali-
ta¨tsziel beeinﬂussen, identiﬁziert und dann erkannt werden mu¨ssen und darauf auf-
bauend (Re-)Engineeringmaßnahmen vorgeschlagen werden, die das Software-Produkt
in Richtung des Qualita¨tsziels weiterentwickeln.
1.3 Gliederung der Arbeit
In Kapitel 2 folgt eine Bewertung bisher vero¨ﬀentlichter Arbeiten hinsichtlich der
oben genannten Ziele. In Abschnitt 2.7 werden auf Grundlage der durchgefu¨hrten
Bewertung des Stands der Technik die Ziele der Arbeit pra¨zisiert.
Daraufhin fu¨hrt Kapitel 3 in die in dieser Arbeit entwickelte Methode zur qualita¨tsziel-
orientieren Erkennung und Behebung von Qualita¨tsdeﬁziten ein. Die Methode ist in
zwei Prozesse unterteilt: beide, der Aufbauprozess und der Anwendungsprozess, wer-
den in Kapitel 3 vorgestellt.
Den Hauptteil der Arbeit bilden Kapitel 4 und Kapitel 5, da sie die Aktivita¨ten des
Aufbauprozesses im Detail beschreiben. Zudem werden dort die Ergebnisse vorge-
stellt, die wa¨hrend der Durchfu¨hrung des Aufbauprozesses am Beispiel des Qualita¨ts-
ziels Weiterentwicklungsfa¨higkeit erzielt wurden. Die Ergebnisse aus dem Aufbaupro-
zess und dem Anwendungsprozess wurden anhand einer umfangreichen industriellen
Fallstudie validiert. Um die Fallstudie eﬃzient durchfu¨hren zu ko¨nnen, wurde ein
Werkzeug entwickelt, das in Kapitel 6 beschrieben wird. Damit wurde auch gezeigt,
dass große Teile des Anwendungsprozesses automatisierbar sind. Die Ergebnisse aus
der Fallstudie werden dann in Kapitel 7 vorgestellt.
Schließlich fasst das Kapitel 8 die Ergebnisse der vorliegenden Arbeit insgesamt zu-
sammen und gibt auch einen Ausblick auf mo¨gliche zuku¨nftige Arbeiten.

Kapitel 2
Bewertung des Stands der Technik
Fu¨r das Verbessern der Software-Qualita¨t sind vor allem drei Schritte notwendig: Das
Aufstellen von Qualita¨tszielen, das Erkennen von Qualita¨tsdeﬁziten und das Beheben
von Qualita¨tsdeﬁziten. Um die Qualita¨tsziele fu¨r ein Projekt aufstellen zu ko¨nnen,
ist es erforderlich, die Begriﬀe und deren Bedeutung zu analysieren und zu verstehen.
Arbeiten, die sich damit bescha¨ftigen, werden in Abschnitt 2.1 vorgestellt.
Der Abschnitt 2.2 befasst sich dann mit dem Erkennen von Qualita¨tsdeﬁziten und
Abschnitt 2.3 mit deren Behebung. Anschließend werden in Abschnitt 2.4 Arbeiten
untersucht, die beide Teilgebiete verknu¨pfend betrachten.
Wie bereits in der Einleitung erwa¨hnt, steht das Qualita¨tsziel Weiterentwicklungs-
fa¨higkeit im Fokus dieser Arbeit. Die Literatur, die sich mit diesem Qualita¨tsziel
bescha¨ftigt, wird in Abschnitt 2.5 vorgestellt. Um fu¨r das Qualita¨tsziel Weiterent-
wicklungsfa¨higkeit Qualita¨tsdeﬁzite zu erkennen und zu beheben, ist es notwendig,
Abha¨ngigkeitsbeziehungen zu analysieren und A¨nderungen zu verfolgen. Daher wer-
den Ansa¨tze fu¨r die Abha¨ngigkeitsanalyse und Verfolgbarkeit in Abschnitt 2.6 be-
trachtet.
Abschließend folgt in Abschnitt 2.7 eine Bewertung des Stands der Technik auf den
genannten Gebieten. Die dabei identiﬁzierten Probleme, sollen im weiteren Verlauf
dieser Arbeit angegangen und behoben werden.
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2.1 Analyse von Qualita¨tszielen
Fu¨r die Analyse von Qualita¨tszielen gibt es den Ansatz von Qualita¨tsmodellen. Unter
einem Qualita¨tsziel wird in dieser Arbeit die angestrebte Auspra¨gung einer Qualita¨ts-
eigenschaft eines Software-Produkts verstanden. Ein Qualita¨tsmodell hat im Allge-
meinen die Aufgabe, Qualita¨tsziele soweit in Qualita¨tsmerkmale zu verfeinern, dass
diese durch Metriken bewertbar sind. Ein Qualita¨tsmodell hat daher einen hierarchi-
schen Aufbau, wobei die Anzahl der Zerlegungsebenen nicht festgelegt ist [Lig02].
U¨blicherweise werden Qualita¨tsmodelle mit Hilfe von an Qualita¨tszielen orientier-
ten Zerlegungs- und Verfeinerungsmethoden aufgebaut. Bekannte Beispiele sind die
Methoden Goal Question Metric (GQM) [Bas92], Softgoal Interdependency Graph
(SIG) [CNYM00] und Factor Criteria Metrics (FCM) [MRW77]. Der FCM-Ansatz ist
weitgehend akzeptiert und wird daher in vielen Qualita¨tsmodellen [EL96, BD02] und
Standards [ISO01] verwendet.
Das Ziel von FCM ist die systematische Analyse und Verfeinerung von Qualita¨tszielen
fu¨r die Bewertung durch Metriken. Dabei werden die noch abstrakten Qualita¨tsziele1
(Verla¨sslichkeit, Wartbarkeit, etc.) im na¨chsten Schritt durch konkretere Qualita¨ts-
merkmale (Fehlertoleranz, A¨nderbarkeit, etc.) verfeinert.
Zuletzt werden den Qualita¨tsmerkmalen Metriken oder aber auch andere Pru¨ftechni-
ken, wie etwa Reviews, zugeordnet. Der dadurch resultierende hierarchische Aufbau
soll das Verstehen des Qualita¨tsziels erleichtern. Beziehungen zwischen den aufge-
stellten Qualita¨tszielen und Qualita¨tsmerkmalen ko¨nnen damit besser nachvollzogen
werden.
Erni und Lewerentz [EL96], Gillibrand und Liu [GL98] sowie Bansiya und Davis
[BD02] erstellten Qualita¨tsmodelle nach dem FCM-Ansatz. Beispielhaft wird das
Qualita¨tsmodell QMOOD (Quality Model of Object Oriented Design) nach Bansi-
ya und Davis [BD02] betrachtet, da es einen klaren hierarchischen Aufbau hat. Es
besteht aus drei Ebenen: Qualita¨tszielen, Qualita¨tsmerkmalen und Metriken, wie auch
Abbildung 2.1 zeigt. Die Metriken sind Qualita¨tsmerkmalen zugeordnet, da sie diese
bewerten ko¨nnen. Auﬀa¨llig ist, dass immer eine Metrik genau ein Qualita¨tsmerk-
1Um die zielorientierte Vorgehensweise hervorzuheben, wird hier der Begriﬀ Qualita¨tsziel ver-
wendet, statt Qualita¨tsfaktor (engl. quality factor), wie in der Arbeit von McCall [MRW77]. Ebenso
wird der Begriﬀ Kriterien (engl. criteria) aus der Arbeit von McCall ersetzt durch den Begriﬀ Qua-
lita¨tsmerkmale.
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mal bewertet. Beispielsweise bewertet die Metrik
”
Number of Methods (NOM)“ das
Qualita¨tsmerkmal Komplexita¨t. Allerdings wird die Komplexita¨t von Klassen oder
Schnittstellen nicht nur durch die Anzahl der Methoden bestimmt. Vielmehr wirkt
sich z.B. die Struktur des Codes innerhalb der Methoden oder deren Gro¨ße auch
auf dieses Qualita¨tsmerkmal aus. Ein Nachteil dieses Qualita¨tsmodells ist es daher,
dass nicht mehrere Metriken kombiniert werden ko¨nnen. Hinzu kommt ebenso, wie
auch fu¨r die anderen oben genannten Qualita¨tsmodelle, dass keine Lo¨sungen fu¨r die
Interpretation der Metriken zur Qualita¨tsbewertung integriert sind.
Abbildung 2.1: Qualita¨tsmodell nach Bansiya und Davis.
Oft ist bei den existierenden Qualita¨tsmodellen erkennbar, dass die FCM-Methode
nicht konsequent angewendet wird. Beispielsweise werden im Qualita¨tsmodell nach
Bansiya und Davis bekannte Qualita¨tsmerkmale aus Entwurfsmethoden in Beziehung
zu Metriken gesetzt, ohne zu pru¨fen, ob diese Qualita¨tsmerkmale nicht weiter ver-
feinert werden ko¨nnen. Die Einfu¨hrung von weiteren Verfeinerungsebenen, die die
FCM-Methode ermo¨glichen wu¨rde, wird hier nicht genutzt. Daher sind diese Quali-
ta¨tsmodelle nicht so fein-granular aufgebaut, dass die Zuordnungen zwischen Quali-
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ta¨tszielen u¨ber Qualita¨tsmerkmale bis hin zu den Metriken klar und nachvollziehbar
sind. Zudem fehlen oft auch anwendbare Verbesserungsmaßnahmen, um auf Grund-
lage der durchgefu¨hrten Analyse der Qualita¨tsziele erkannte Qualita¨tsprobleme zu
beheben [WBD+10].
2.2 Erkennung von Qualita¨tsdeﬁziten
Fu¨r die Analyse von Qualita¨tsdeﬁziten wurde durch Brown et al. [BMM98] ein pro-
zessbasierter Ansatz eingefu¨hrt. Antipattern nach Brown [BMM98] sind eine Samm-
lung von Negativ-Beispielen bezu¨glich der Architektur oder bezu¨glich des Entwick-
lungsprozesses, die immer wieder auftreten und sich negativ auf die Qualita¨t des
Software-Systems auswirken. Ein Beispiel fu¨r ein Antipattern aus [BMM98] ist
”
La-
vaﬂuss“: Statt toten Code zu entfernen, wird u¨ber die Zeit mehr und mehr Code um
ihn herum gebaut.
Alle Antipattern sind nach dem gleichen Muster beschrieben, was deren Anwend-
barkeit erho¨ht. Durch manuelle Pru¨fungen werden durch einen Experten Arbeitser-
gebnisse wie etwa Code, Architektur-Modelle oder Entwurfsdokumente mit Hilfe der
Antipattern auf Ma¨ngel hin untersucht. Im Gegensatz zu Entwurfsmustern [GHJV95],
die konkrete Entwurfslo¨sungen beschreiben, beziehen sich Antipattern vor allem auf
schlechte Praktiken. Daher ist der Ansatz stark von der Ausbildung und der Subjek-
tivita¨t der Person abha¨ngig.
Der Arbeit von Garcia [GPEM09a] folgend werden Architekturma¨ngel (oder Archi-
tecture-Smells) verstanden als
[...] a commonly (although not always intentionally) used architectural decision that
negatively impacts system quality.
Fu¨r das Erkennen von Architekturma¨ngeln werden Entita¨ten der Architektur wie et-
wa Schichten, Komponenten oder Klassen betrachtet, aber keine Entita¨ten der Spezi-
ﬁkation [GPEM09a]. Ein Beispiel fu¨r ein solches Qualita¨tsdeﬁzit ist
”
Zyklen zwischen
Komponenten“ [Roo04], welches auch fu¨r das Bewerten des Qualita¨tsziels Weiterent-
wicklungsfa¨higkeit relevant ist.
Fu¨r die Erkennung von Qualita¨tsdeﬁziten sind Metrik-basierte Ansa¨tze geeignet, da
sie es ermo¨glichen, Qualita¨tsmerkmale anhand von Zahlenwerten abzubilden und so
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Abweichungen festzustellen. Existierende Metriken sind meist einfach anzuwenden
und lassen Ru¨ckschlu¨sse auf Qualita¨tsdeﬁzite zu. Metriken wie etwa
”
Coupling Bet-
ween Objects (CBO)“ [CK94] basieren auf dem Za¨hlen von Abha¨ngigkeitsbeziehungen
zwischen Klassen. Es bleibt aber dem Experten u¨berlassen, einzuscha¨tzen, welches
Qualita¨tsdeﬁzit vorliegen ko¨nnte. Ein Hauptproblem ist daher, dass zu den Metriken
nur selten passende Interpretationshilfen geliefert werden, damit klar wird, wie die
Metriken eingesetzt werden sollen [WBD+10]. Auch Ford [For09] beschreibt, dass die
Bedeutung von Metriken meist unklar ist, da die berechnete Zahl fu¨r sich alleine ge-
sehen wenig Aussagekraft hat. Nu¨tzliche Ergebnisse bekommt der Qualita¨tsingenieur
nur durch das Vergleichen von Werten, durch die Kombination von Metriken oder
durch die Betrachtung der Ergebnisse u¨ber die Zeit.
Basili [DB85] forderte bereits fru¨h Regeln zur Interpretation von Metriken, die dann
auch benutzt werden ko¨nnen, um Qualita¨tsdeﬁzite zu erkennen. Er schla¨gt in sei-
ner Arbeit die Erstellung einer Liste vor, die jede Metrik auﬂistet und aussagt, wie
diese interpretiert werden soll. Dies ist eine wichtige Vorarbeit fu¨r die Erkennung
von Qualita¨tsdeﬁziten. Die Idee von Basili, Regeln zur Interpretation von Metriken
einzufu¨hren, hat Marinecsu im Ansatz von Erkennungsstrategien (engl.
”
Detection
Strategies“) fortgefu¨hrt [MR04]. Sie ermo¨glichen durch den Einsatz von Regeln Me-
triken zu kombinieren, um Qualita¨tsdeﬁzite im Code, sogenannte
”
Code-Smells“, zu
erkennen. Ein Code-Smell ist ein Symptom in der Implementierung, welches zur Ver-
besserung auﬀordert und daher u¨berarbeitet werden sollte [Fow99]. Bei Code-Smells
liegt in der Regel kein Fehlverhalten vor, wie etwa bei einem Fehler2. Ein Beispiel fu¨r
einen Code-Smell ist die
”
Hohe Verwendungskopplung [dBDV04]“.
Der Ansatz von Marinescu [MR04] beru¨cksichtigt Qualita¨tsziele fu¨r den Einsatz von
Metriken. Allerdings unterstu¨tzt er keine Zerlegung von Qualita¨tszielen in Qualita¨ts-
merkmale im Sinne eines zielorientierten Vorgehens, sodass die Zusammenha¨nge zwi-
schen Qualita¨tszielen und Qualita¨tsmerkmalen kaum nachvollziehbar sind. Zudem
beru¨cksichtigt der Ansatz innerhalb der vorgeschlagenen Erkennungsstrategien nur
Code-Metriken und auch nur solche mit Bezug zum Qualita¨tsziel Wartbarkeit.
Ein weiterer auf Metriken basierender Ansatz wurde von Munro [Mun05] eingefu¨hrt.
Dabei werden Code-Smells in Java Code zuerst analysiert und anhand ihrer Eigen-
schaften beschrieben, sodass sie besser identiﬁziert werden ko¨nnen. Dann werden
2Liggesmeyer [Lig02] folgend wird Fehler als [...] die statisch im Programmcode vorhandene Ur-
sache eines Fehlverhaltens oder Ausfalls verstanden.
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a¨hnlich zur Arbeit von Marinescu Metriken und Regeln zu deren Interpretation auf-
gestellt, um eine objektivere Erkennung von Qualita¨tsdeﬁziten zu ermo¨glichen. Der
Ansatz ist allerdings auf Code-Smells limitiert und liefert keine Mo¨glichkeit, Metriken
zielorientiert und damit ausgehend von einem Qualita¨tsziel herzuleiten.
Fu¨r die systematische Erkennung von Code-Smells wurde die Methode DECOR (DE-
Tection and CORrection) durch Moha et al. [MGDM10] erstellt. Die Grundlage fu¨r die
Erkennung von Qualita¨tsdeﬁziten im Code ist deren detaillierte Speziﬁkation durch
DSL (Domain Speciﬁc Language) mit einem entsprechenden Vokabular. Ziel ist es,
Algorithmen zu generieren, die unabha¨ngig von der Programmiersprache fu¨r die Er-
kennung von Qualita¨tsdeﬁziten im Code verwendet werden ko¨nnen. Durch diesen
Ansatz wird der Algorithmus fu¨r die Erkennung der Qualita¨tsdeﬁzite im Code ex-
plizit generiert. Allerdings unterstu¨tzt die Methode kein zielorientiertes Vorgehen,
sodass die Auswahl der Algorithmen nicht gesteuert werden kann. Obwohl der Be-
griﬀ
”
CORrection“ Teil des Namens ist, wurden Ansa¨tze zum Beheben der erkannten
Qualita¨tsdeﬁzite noch nicht angegangen, sondern nur in Ausblick gestellt.
Fu¨r die Erkennung von Qualita¨tsdeﬁziten im Entwurf werden Visualisierungstechni-
ken eingesetzt; Dhambri nennt diese
”
Design-Anomalien“ [DSP08]. Dabei wird eine
manuelle Pru¨fung des Software-Produkts durch Visualisierungen unterstu¨tzt, worauf-
hin u¨bergreifende Entwurfsprobleme, die sich beispielsweise u¨ber mehrere Komponen-
ten erstrecken, leichter erkannt werden ko¨nnen. Dieser Ansatz ist vor allem eﬀektiv
bei schwer erkennbaren Design-Anomalien. Die typischen Qualita¨tsdeﬁzite im Code
ko¨nnen mit Hilfe von Metriken meist eﬃzienter erkannt werden.
Die Betrachtung der in diesem Abschnitt vorgestellten Ansa¨tzen zeigt, dass die exi-
stierenden Ansa¨tze bereits einige Typen von Qualita¨tsdeﬁziten betrachten. Sie zeigen,
dass ein Software-System durch ein breites Spektrum von Qualita¨tsdeﬁziten beein-
tra¨chtigt werden kann. Allerdings werden durch die bisher genannten Typen von
Qualita¨tsdeﬁziten, wie Code-Smell, Architekturmangel oder Antipattern, keine Qua-
lita¨tsdeﬁzite beru¨cksichtigt, welche sich u¨ber mehrere Ebenen eines Software-Systems
erstrecken, wie etwa Speziﬁkation, Architektur oder Implementierung. Gerade aber
Abha¨ngigkeitsbeziehungen zwischen Entita¨ten der Speziﬁkation und der Architek-
tur oder zwischen der Speziﬁkation und der Implementierung eines Software-Systems
ko¨nnen zu Qualita¨tsdeﬁziten fu¨hren [BBR09].
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2.3 Beheben von Qualita¨tsdeﬁziten
Techniken zur Behebung von Qualita¨tsdeﬁziten lassen sich meist dem Bereich des
Reengineering zuordnen. Reengineering ist ein wichtiger Bestandteil in der Softwa-
reentwicklung geworden, da es zum Ziel hat, Software-Systeme in einem iterativen
Prozess zu verbessern. Dazu geho¨rt die Restrukturierung, welche die interne Struktur
von Software-Systemen verbessern soll, ohne dabei die Funktionalita¨t zu beeinﬂussen
[dBDV04]. Die Restrukturierungen ko¨nnen sich auf die Dokumentation der Architek-
tur oder auch auf den Code beziehen.
Eine Technik fu¨r das Restrukturieren von Code ist das Refactoring nach Fowler
[Fow99], welche mittlerweile in der Software-Entwicklung etabliert ist. Das Ziel dieser
Technik ist die Verbesserung der Code-Qualita¨t, indem durch eine Sequenz von einfa-
chen A¨nderungen Code-Smells behoben werden. Ein Beispiel fu¨r ein solches Qualita¨ts-
deﬁzit ist
”
Zu Große Klassen“ [Fow99]. Allerdings ha¨ngt die erfolgreiche Anwendung
sehr stark von der Expertise des Entwicklers ab.
Unter dem Begriﬀ
”
Architekturma¨ngel“ wird eine Architektur-Entscheidung verstan-
den, die sich negativ auf die Qualita¨t der Architektur auswirkt [GPEM09b]. Ein
bekanntes Beispiel fu¨r solch ein Qualita¨tsdeﬁzit ist die
”
Fehlende Schnittstelle zur
Abstraktion“. Dieses Qualita¨tsdeﬁzit bezieht sich auf das Qualita¨tsmerkmal der Ab-
straktion und nimmt Bezug zum Prinzip der
”
Dependency Inversion“ [Mar00]: Eine
Architekturkomponente sollte eine Schnittstelle haben, die unabha¨ngig von A¨nderun-
gen der Implementierung (z.B. innerhalb der Klassen) ist. Der Ansatz nach Garcia et
al. [GPEM09a] stellt eine textuelle und eine schematische Beschreibung von Archi-
tekturma¨ngeln zusammen mit nachvollziehbaren Beispielen vor. Diese Informationen
sollen dann einem Experten als Grundlage dienen und ihn beim Beheben von Qua-
lita¨tsdeﬁziten unterstu¨tzen. Dadurch lassen sich Qualita¨tsdeﬁzite in der Architektur
einfacher beheben. Jedoch ha¨ngt der Erfolg sehr von der Erfahrung des Experten ab,
der Qualita¨tsdeﬁzite zu erkennen und die richtigen Maßnahmen zur Behebung aus-
zusuchen hat, da objektive Mechanismen, wie etwa Regeln, nicht Teil des Ansatzes
sind.
A¨hnlich einzuordnen ist der Ansatz
”
Object Oriented Reengineering Patterns“ von De-
meyer et al. [DDN02]. Er liefert bewa¨hrte Muster fu¨r das Reengineering von Software-
Systemen. In diesem Ansatz werden nicht nur Lo¨sungen fu¨r den Code, sondern auch
fu¨r die Architektur, bereitgestellt. Leider beziehen sich die meisten Muster auf gene-
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relle Reengineering-Probleme (wie beispielsweise “Beteilige den Benutzer”), statt auf
konkrete und quantiﬁzierbare Qualita¨tsdeﬁzite.
2.4 Von der Erkennung zur Behebung von Quali-
ta¨tsdeﬁziten
Kerievsky [Ker04] ermo¨glicht es, mit dem Ansatz
”
Refactoring by Patterns“ Maßnah-
men zur Erkennung von Code-Smells sta¨rker mit deren Behebung durch Refactoring
gema¨ß wohl deﬁnierter Muster zu verbinden. Dazu werden als erstes eine Menge
von Code-Smells beschrieben, die verbessert werden sollten. Zusa¨tzlich werden dann
zu jedem Code-Smell mo¨gliche Maßnahmen fu¨r das Beheben der Qualita¨tsdeﬁzite
beschrieben. Ein Nachteil des Ansatzes von Kerievsky ist, dass das Vorgehen nicht
qualita¨tszielorientiert ist, daher bleibt unklar, welche Qualita¨tsziele verbessert werden
sollen. Zudem wird die objektive Bewertung der durchgefu¨hrten Verbesserungsmaß-
nahmen am Software-Produkt kaum unterstu¨tzt.
Bei der Methode
”
Softgoal Independency Graph“ von Ivkovic [IK06] werden auf
Grundlage von Qualita¨tszielen, die dort
”
Softgoals“ genannt werden, Metriken fu¨r die
objektive Erkennung von Qualita¨tsdeﬁziten hergeleitet. Zudem werden Refactoring-
Maßnahmen integriert und sind durch Regeln zu
”
Softgoals“ zugeordnet. Da Softgoals
auf der gleichen Ebene in Beziehung gesetzt werden ko¨nnen, ist keine Hierarchie er-
sichtlich. Dies beeintra¨chtigt die Versta¨ndlichkeit des Modells. Zudem wird die prak-
tische Anwendbarkeit dadurch eingeschra¨nkt, dass Regeln fu¨r die Interpretation der
eingesetzten Metriken nicht klar deﬁniert werden. Auch werden vor allem nur Quali-
ta¨tsdeﬁzite bezu¨glich des Codes betrachtet. Dadurch ko¨nnen viele Qualita¨tsziele, wie
etwa die Weiterentwicklungsfa¨higkeit, nur ungenu¨gend beru¨cksichtigt werden.
2.5 Analyse des Qualita¨tsziels Weiterentwicklungs-
fa¨higkeit
Im Gegensatz zu anderen Qualita¨tszielen, wie etwa der Zuverla¨ssigkeit oder der Wart-
barkeit, die bereits durch McCall [MRW77] untersucht und in der Norm ISO/IEC
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9126 [ISO01] standardisiert wurden, existieren nur wenige Arbeiten zur Weiterent-
wicklungsfa¨higkeit von Software-Systemen.
Die Problematik ergibt sich aus der Tatsache, dass in den meisten bisherigen Arbeiten
die Qualita¨tsziele Wartbarkeit und Weiterentwicklungsfa¨higkeit gleichgesetzt wurden
[BCE07] oder schlichtweg die Weiterentwicklungsfa¨higkeit nicht als eigensta¨ndiges
Qualita¨tsziel beru¨cksichtigt wurde. Es gibt aber auch Arbeiten, welche besonders
die Unterscheidung der beiden Qualita¨tsziele herausstellen, wie etwa die Arbeit von
Ciraci und van den Broek [CvdB06] oder auch die Arbeit von Cook et al. [CJH01].
Weiderman et al. [WST97] stellen fest, dass gro¨ßere und strukturelle A¨nderungen
nicht zur Phase der Wartung, sondern zur Weiterentwicklung geho¨ren: Ein Software-
System, welches weiterentwicklungsfa¨hig sein soll, muss in der Regel gro¨ßere und
strukturelle Erweiterungen ermo¨glichen. Maßnahmen, welche zur Verbesserung der
Weiterentwicklungsfa¨higkeit fu¨hren, verbessern auch die Wartbarkeit, dies gilt aber
nicht zwangsla¨uﬁg vice versa [RB09]. Beispielsweise fu¨hrt das Verbessern von Code
allein kaum zu einer nennenswerten Verbesserung des Qualita¨tsziels Weiterentwick-
lungsfa¨higkeit [RB09].
Chung et al. [CNYM00] stellen in ihrem NFR-Rahmenwerk (
”
Non Functional Re-
quirement“) durch Anwendung des Softgoal Interdependency Graph
”
Softgoals“ auf.
A¨hnlich wie bei einem Qualita¨tsmodell werden Softgoals in Unterziele verfeinert. Sub-
ramanian et al. [SC03] nutzen das NFR-Rahmenwerk, um das Qualita¨tsziel Weiterent-
wicklungsfa¨higkeit zu analysieren, mit dem Ziel, Metriken zur Bewertung anwenden zu
ko¨nnen. Allerdings werden keine Qualita¨tsmerkmale betrachtet, welche die Software-
Architektur betreﬀen. Zudem wird das Qualita¨tsziel Traceability und dazugeho¨rende
Qualita¨tsmerkmale, wie etwa die Korrektheit, nicht betrachtet, obwohl dieses Quali-
ta¨tsziel einen starken Einﬂuss auf die Weiterentwicklung von Software-Systemen hat
[DG02].
Breivold et al. [BCE07, BCLL08] diskutieren Qualita¨tsmerkmale der Weiterentwick-
lungsfa¨higkeit detaillierter als Chung et al. [CNYM00]. Sie tun dieses aus der Sicht der
Software-Entwicklung und auch aus der Sicht einer kosteneﬃzienten Weiterentwick-
lung von Software-Systemen. Es werden auch Vorschla¨ge gemacht, wie eine Bewertung
der Qualita¨tsmerkmale der Weiterentwicklungsfa¨higkeit durchgefu¨hrt werden ko¨nnte.
Dies ist ein wichtiger Schritt fu¨r die Bewertung der Weiterentwicklungsfa¨higkeit. Je-
doch sind die angegeben Maßnahmen zur Quantiﬁzierung der Qualita¨tsmerkmale eher
allgemein gehalten, weshalb es schwer mo¨glich ist, anwendbare Metriken abzuleiten.
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2.6 Abha¨ngigkeitsanalyse und Verfolgbarkeit
Die Analyse von Abha¨ngigkeitsbeziehungen zwischen Entwicklungsartefakten eines
Software-Systems, wie etwa Klassen, ermo¨glicht die Bewertung von Qualita¨tsmerk-
malen fu¨r die Erkennung von Qualita¨tsdeﬁziten. Hierfu¨r werden die Abha¨ngigkeiten
zwischen Entwicklungsartefakten erst mit Hilfe von Modellen als Abha¨ngigkeitsbezie-
hungen beschrieben und dann im na¨chsten Schritt ausgewertet. Fu¨r das Beschreiben
und Auswerten von Abha¨ngigkeitsbeziehungen bieten sich Arbeiten an, die sich mit
der Verfolgbarkeit (engl. Traceability) von Entwicklungsta¨tigkeiten bescha¨ftigen, wie
etwa die Arbeiten von Gotel et al. [GF94] oder Jarke et al. [RJ01]. Traceability wird
in dieser Arbeit der IEEE-Terminologie [IEE90] folgend verstanden als
[...] the degree to which a relationship can be established between two or more products
of the development process. [...] for example, the degree to which the requirements and
design of a given software component match.
In der Literatur herrscht weitgehend Konsens daru¨ber, dass fu¨r das Beschreiben und
Auswerten von Abha¨ngigkeitsbeziehungen wa¨hrend der Entwicklung ein Abha¨ngig-
keitsmodell beno¨tigt wird [PG96, Poh96, RJ01], da es die Struktur von Abha¨ngig-
keitsbeziehungen deﬁniert. Fu¨r Abha¨ngigkeitsbeziehungen, die von Anforderungen
oder Features ausgehen, wird oft der Begriﬀ Traceability-Link verwendet [GF94].
Dieser Begriﬀ wurde bereits durch Sametinger [SR02] deﬁniert:
[...] Traceability-Links designate dependencies between requirements, design, and sour-
ce code.
Das Abha¨ngigkeitsmodell nach von Knethen [vK02] betrachtet Abha¨ngigkeitsbezie-
hungen in eingebetteten Systemen. Mit Hilfe von Abha¨ngigkeitsbeziehungen ko¨nnen
Anforderungsa¨nderungen hinsichtlich ihrer Auswirkung bewertet werden. Dabei ko¨n-
nen auch Aussagen u¨ber die Qualita¨t der A¨nderungen gemacht werden, beispielsweise,
inwiefern Dokumente, die eine Abha¨ngigkeitsbeziehung zur gea¨nderten Anforderung
haben, angepasst wurden. Das Abha¨ngigkeitsmodell nach von Knethen ist speziell
auf dieses Ziel ausgerichtet und kann daher nicht ohne weiteres fu¨r andere Ziele ver-
wendet werden, wie etwa fu¨r die Bewertung eines Software-Systems bezu¨glich der
Weiterentwicklungsfa¨higkeit.
Zur Bewertung der Weiterentwicklungsfa¨higkeit werden relevante Abha¨ngigkeitsbe-
ziehungen durch die Architektur des Systems festgelegt. Hofmeister argumentiert,
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dass sogenannte
”
konzeptuelle Abstraktionen“ die Software-Architektur sehr stark
beeinﬂussen [HNS00]. Beispiele sind Anforderungen, Features oder Gescha¨ftsprozes-
se. Daher mu¨ssen nicht nur Abha¨ngigkeitsbeziehungen im Code betrachtet werden
ko¨nnen. Egyed hat dieses Problem erkannt: in seinen Arbeiten [Egy01, Egy02, EG04]
werden gezielt auch Abha¨ngigkeitsbeziehungen ausgehend von Anforderungen zum
Code betrachtet. Die Abha¨ngigkeitsbeziehungen werden verwendet, um daraus Mo-
delle zu erstellen und die Software-Dokumentation zu verbessern. Eine objektive Be-
wertung der Qualita¨tsmerkmale durch Metriken wird durch die Arbeiten nicht explizit
angestrebt.
In der betrachteten Literatur wurden keine Abha¨ngigkeitsmodelle gefunden, welche
fu¨r die Auswertung von Abha¨ngigkeitsbeziehungen zwischen Features und Entwick-
lungsartefakten, wie etwa Architekturkomponenten, verwendet werden ko¨nnen. Fea-
tures bilden die in vielen Fa¨llen oftmals noch ungenau formulierten Anforderungen
ab [Pre09]. Ein Feature ist eine Zusammenfassung von geforderten funktionalen und
nicht-funktionalen Eigenschaften, welche sich zu einer Gesamteigenschaft bzw. Funk-
tion aggregieren [ZK04]. Diese dienen dann zum einen als Vertragsgrundlage mit
den Kunden und sind dementsprechend unmissversta¨ndlich zu verfassen. Zum ande-
ren bilden sie die Grundlage fu¨r die Architektur, die Entwicklung und den Test des
Software-Produkts [Pre09]. Die Auswertung der Abha¨ngigkeitsbeziehungen zwischen
Features und Entwicklungsartefakten ist aber fu¨r die Bewertung von Qualita¨tsmerk-
malen der Architektur oder fu¨r die Speziﬁkation eines Software-Systems notwendig,
da sie beispielsweise aufzeigen ko¨nnen, inwiefern speziﬁzierte Features auch wirklich
umgesetzt wurden.
2.7 Zusammenfassung und pra¨zisierte Zielstellung
In diesem Kapitel wurden verschiedene Ansa¨tze vorgestellt, deren Ziel und Zweck es
ist, die Qualita¨t eines Software-Systems zu verbessern. Abbildung 2.2 zeigt schema-
tisch eine U¨bersicht der einzelnen Vorgehensweisen.
Beim Ad-hoc-Vorgehen steht der Experte im Vordergrund, der auf Grund seiner per-
so¨nlichen Erfahrung entscheidet, welche Verbesserungsmaßnahmen die Qualita¨t des
Software-Systems erho¨hen. Ha¨uﬁg wird dabei aber ein bestehendes Qualita¨tsdeﬁzit
nicht klar erkannt. Strukturierter sind Ansa¨tze, die das Ziel verfolgen, ein Software-
System zu analysieren, um Qualita¨tsdeﬁzite zu erkennen. Das Erkennen ist ein wich-
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tiger Schritt, denn es hilft auch bei der Entscheidung u¨ber mo¨gliche Verbesserungs-
maßnahmen.
Abbildung 2.2: U¨bersicht u¨ber existierende Ansa¨tze.
Die Analyse von Qualita¨tszielen ist in Qualita¨tsmodellen etabliert. Qualita¨tsmodelle
ermo¨glichen ein zielorientiertes Vorgehen, indem der Einsatz von Metriken entspre-
chend der vorher festgelegten Qualita¨tsziele angewendet wird. In diesen Qualita¨tsmo-
dellen wird aber der Interpretation der Metriken kaum Beachtung geschenkt. Daher
ist die Erkennung von Qualita¨tsdeﬁziten meist subjektiv, da die Interpretation der
Ergebnisse einer Metrik von der Expertise des Qualita¨tsingenieurs abha¨ngt.
Zudem fehlen bei existierenden Arbeiten, wie etwa Qualita¨tsmodellen, anwendbare,
im Qualita¨tsmodell integrierte Verbesserungsmaßnahmen, um Qualita¨tsdeﬁzite zu be-
heben [WBD+10]. Es gibt zwar Methoden fu¨r das Beheben von Qualita¨tsdeﬁziten,
allerdings ist deren Vorgehen in der Regel nicht zielorientiert, sodass unklar bleibt,
welche Qualita¨tsziele durch die vorgeschlagenen Maßnahmen verbessert werden sol-
len. Vielmehr sind Verbesserungsmaßnahmen in Mustern ﬁxiert und werden anhand
von Beispielen erkla¨rt (Best Practices). Das Beheben von Qualita¨tsdeﬁziten beruht
daher meist auf der Erfahrung von Experten.
Die Erkennung und Behebung von Qualita¨tsdeﬁziten sollte objektiv nachvollzieh-
bar sein und in einer Methode betrachtet werden, woraufhin auch die Umsetzung
in Werkzeugen erleichtert wu¨rde. Bisher vorgeschlagene Maßnahmen zur objektiven
Erkennung von Qualita¨tsdeﬁziten beziehen sich vor allem auf den Code. Dadurch
ko¨nnen viele Qualita¨tsziele nur ungenu¨gend beru¨cksichtigt werden, wie beispielsweise
das Qualita¨tsziel Weiterentwicklungsfa¨higkeit. Das Qualita¨tsziel Weiterentwicklungs-
fa¨higkeit ist besonders fu¨r komplexere und auf eine lange Lebensdauer ausgerichte-
te Software-System essentiell, da solche Systeme langfristig erweiterbar sein sollen.
Trotzdem wurde das Qualita¨tsziel Weiterentwicklungsfa¨higkeit bisher nicht ausfu¨hr-
lich durch Qualita¨tsmodelle untersucht.
Aus der Bewertung des Stands der Technik lassen sich schließlich die Ziele dieser
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Arbeit folgendermaßen zusammenfassen:
1. Erarbeiten einer Methode, mit der ausgehend von einem Qualita¨tsziel
die Analyse des Qualita¨tsziels, die objektive Erkennung von Qualita¨tsde-
ﬁziten und deren Behebung ermo¨glicht wird.
2. Anwenden der Methode am Beispiel des Qualita¨tsziels Weiterentwick-
lungsfa¨higkeit durch das Verfeinern des Qualita¨tsziels und das Zuordnen
von anwendbaren Lo¨sungsansa¨tzen.
3. Sowohl das Erkennen als auch das Beheben von Qualita¨tsdeﬁziten soll
mo¨glichst soweit objektiviert werden, sodass eine Umsetzung in Werk-
zeugen ermo¨glicht wird und jede Iteration, in der Qualita¨tsdeﬁzite beho-
ben wurden, eﬀektiv kontrolliert werden kann. Der Prototyp eines solchen
Werkzeugs soll erstellt werden.
4. In einer industriellen Fallstudie soll die Methode unter Einsatz eines
solchen Werkzeugs angewandt und dabei validiert werden.
Damit sollen die nach dem bisherigen Stand der Technik im Bereich des Erkennens
und Behebens von Qualita¨tsdeﬁziten existierenden Ma¨ngel behoben werden und fu¨r
das Qualita¨tsziel Weiterentwicklungsfa¨higkeit praktikable Verfahren entwickelt wer-
den. Die Arbeit soll hierbei Software-Systeme aus dem Bereich der betrieblichen In-




U¨berblick u¨ber die Methode
In dieser Arbeit wird eine Methode vorgestellt, mit deren Hilfe Qualita¨tsziele mehr-
stuﬁg analysiert und soweit verfeinert werden ko¨nnen, dass damit ein zielorientiertes
Erkennen und Beheben von Qualita¨tsdeﬁziten mo¨glich wird. In dieser Methode wer-
den Metriken explizit den vorgelagerten Qualita¨tszielen zugeordnet, zudem erfolgt das
Erkennen der Qualita¨tsdeﬁzite als auch deren Behebung regelbasiert. Dadurch wird
die Bewertung objektiviert und die Mo¨glichkeit geschaﬀen, diese zu automatisieren.
Zudem kann so jede Iteration, in der Qualita¨tsdeﬁzite behoben wurden, eﬀektiv kon-
trolliert werden.
Die Methode besteht aus zwei Prozessen: dem Aufbau- und dem Anwendungsprozess.
Das Ziel des Aufbauprozesses ist die Erstellung von sogenannten Reengineering-
Rezepten. Ein Reengineering-Rezept dokumentiert fu¨r ein Qualita¨tsteilmerkmal Me-
triken, Regeln zur Erkennung von Qualita¨tsdeﬁziten im Software-System und Regeln
zur Behebung der Qualita¨tsdeﬁzite durch Reengineering-Aktivita¨ten. Ein weiteres
Ziel des Aufbauprozesses ist der Aufbau eines Graphen, der die Ergebnisse des Auf-
bauprozesses und ihre Beziehungen dokumentiert, dieser heißt Zuordnungsgraph zwi-
schen Qualita¨tsziel und Reengineering-Aktivita¨ten. Der Zuordnungsgraph zwischen
Qualita¨tsziel und Reengineering-Aktivita¨ten ermo¨glicht einen U¨berblick u¨ber die Er-
gebnisse des Aufbauprozesses und hilft wa¨hrend der Anwendung der Reengineering-
Rezepte. Die Schritte des Aufbauprozesses, der in Abschnitt 3.1 erla¨utert wird, wer-
den von einem Experten durchgefu¨hrt, der idealerweise viel Erfahrung im Bereich
Software-Qualita¨t und im Reengineering hat.
Das Ziel des Anwendungsprozesses (siehe Abschnitt 3.2) ist die Verbesserung der
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Qualita¨t eines Software-Systems hinsichtlich der fu¨r ein Entwicklungsprojekt deﬁ-
nierten Qualita¨tsziele, wie z.B. der Weiterentwicklungsfa¨higkeit. Dabei werden die
fu¨r ein Qualita¨tsziel in einem Aufbauprozess erstellten Reengineering-Rezepte durch
einen Qualita¨tsingenieur iterativ angewendet. Auf Grund der bereits genannten Ei-
genschaften des Zuordnungsgraphen und der Reengineering-Rezepte ko¨nnen die ein-
zelnen Schritte des Anwendungsprozesses eﬀektiv gesteuert und kontrolliert werden.
Es wird zwischen den Rollen Experte und Qualita¨tsingenieur explizit unterschieden,
da im Vergleich zum Aufbauprozess, wa¨hrend der Durchfu¨hrung des Anwendungspro-
zesses keine besondere Expertise erforderlich ist. Stattdessen proﬁtiert der Qualita¨ts-
ingenieur von den Erfahrungen des Experten, da die zuvor im Aufbauprozess erstell-
ten Reengineering-Rezepte im Anwendungsprozess nur angewendet werden mu¨ssen.
Dass die vorgeschlagene Methode auch in der Praxis einsetzbar ist, wird am Beispiel
des Qualita¨tsziels Weiterentwicklungsfa¨higkeit gezeigt.
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3.1 Aufbauprozess
Abbildung 3.1 zeigt den Aufbauprozess in Form eines Aktivita¨tsdiagramms nach
UML.
Abbildung 3.1: Aufbauprozess.
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Der Aufbauprozess ist in die Schritte
”
Analyse eines Qualita¨tsziels“ und
”
Erstellen der
Reengineering-Rezepte“ aufgeteilt. Die beiden Schritte und ihre Anwendung auf das
Qualita¨tsziel Weiterentwicklungsfa¨higkeit werden in den Kapitel 4 und 5 beschrieben.
3.1.1 Analyse eines Qualita¨tsziels
Die Analyse eines Qualita¨tsziels besteht wie in Abbildung 3.1 zu sehen aus drei Teilak-
tivita¨ten:
1. Identiﬁzieren der Qualita¨tsteilziele ausgehend vom Qualita¨tsziel
Ein Qualita¨tsziel ist der Arbeit [IST10] folgend deﬁniert als Etwas bezu¨glich
Qualita¨t Angestrebtes oder Erreichendes. Fu¨r die angestrebte Verbesserung des
Software-Produkts soll das betrachtete Qualita¨tsziel erst analysiert und dann
in Qualita¨tsteilziele verfeinert werden. Dabei geht der Experte so vor, dass
er Qualita¨tsteilziele identiﬁziert, welche das Qualita¨tsziel konkretisieren. Ei-
ne Vorlage bieten hierfu¨r existierende Arbeiten, wie etwa [ISO01]. Fehlen dort
wichtige Qualita¨tsziele oder verfeinerte Qualita¨tsteilziele, mu¨ssen diese argu-
mentativ entwickelt werden. Fu¨r das Qualita¨tsziel Weiterentwicklungsfa¨higkeit
ist die Analysierbarkeit1 ein Beispiel fu¨r ein Qualita¨tsteilziel: denn fu¨r das Wei-
terentwickeln des Software-Produkts muss in der Regel zuerst eine Analyse der
a¨nderungsbedu¨rftigen Teile gemacht werden. Die Ergebnisse des ersten Ana-
lyseschritts sind verfeinerte Qualita¨tsteilziele, welche dann verwendet werden
ko¨nnen, um Qualita¨tsmerkmale abzuleiten.
2. Verfeinern zu Qualita¨tsmerkmalen
Ein Qualita¨tsmerkmal ist eine Eigenschaft eines Software-Systems, welche ein
Qualita¨tsteilziel positiv oder negativ beeinﬂusst [IST10]. Ein Beispiel fu¨r ein
Qualita¨tsmerkmal, das einen Einﬂuss auf das Qualita¨tsteilziel Analysierbarkeit
hat, ist die Modularita¨t. Fu¨r eine objektivere Bewertung werden ausgehend
vom Qualita¨tsteilziel Qualita¨tsmerkmale identiﬁziert. Dies ist notwendig, da
Qualita¨tsziele nicht direkt durch Metriken bewerten werden ko¨nnen.
1Gema¨ß dem Standard ISO/IEC 9126-1 ist die Analysierbarkeit deﬁniert als [...] Aufwand, der
beno¨tigt wird, um Ursachen von Versagen oder Ma¨ngel zu diagnostizieren oder um a¨nderungsbedu¨rf-
tige Teile zu bestimmen [ISO01].
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3. Verfeinern zu Qualita¨tsteilmerkmalen
Fu¨r eine eﬀektive Ermittlung von Qualita¨tsdeﬁziten ist eine versta¨ndliche und
fein-granulare Verfeinerung notwendig. Daher wird eine weitere Verfeinerungs-
ebene von Qualita¨tsmerkmalen zu Qualita¨tsteilmerkmalen eingefu¨hrt. Ein Qua-
lita¨tsteilmerkmal ist ein Ergebnis einer Verfeinerung von einem Qualita¨tsmerk-
mal [IST10], welches durch eine Metrik direkt bewertet werden kann. Zum Bei-
spiel ist die Lose Kopplung von Klassen ein mo¨gliches Qualita¨tsteilmerkmal des
Qualita¨tsmerkmals Modularita¨t.
3.1.2 Erstellen von Reengineering-Rezepten
Das Erstellen von Reengineering-Rezepten besteht gema¨ß Abbildung 3.1 aus drei
Teilaktivita¨ten:
1. Ermitteln der Qualita¨tsdeﬁzite
Qualita¨tsdeﬁzite und Metriken ha¨ngen stark voneinander ab, da sie beide auf
Grundlage von Qualita¨tsteilmerkmalen identiﬁziert werden ko¨nnen. Oft wird
der Experte eine Menge von Qualita¨tsdeﬁziten aus seiner Erfahrung aufstellen
ko¨nnen. Es ist aber auch mo¨glich, aus der Literatur bekannte Qualita¨tsdeﬁzi-
te zu ermitteln. Qualita¨tsdeﬁzite ko¨nnen zwischen Projekten variieren. Dies ist
beispielsweise dann der Fall, wenn Projekte Software-Systeme anhand unter-
schiedlicher Paradigmen entwickeln. Ein Beispiel fu¨r ein Qualita¨tsdeﬁzit, das in
einem Software-System zu ﬁnden ist, welches anhand des Objekt-Orientierten
Paradigmas entwickelt wurde, stellt Zyklen zwischen Klassen dar.
2. Auﬃnden der Metriken und Regeln zur Erkennung von Qualita¨tsde-
ﬁziten
Fu¨r eine objektivere Bewertung von Qualita¨tsmerkmalen werden Metriken ein-
gesetzt. Deren Anwendung kann automatisiert werden, daher sind sie auch in
gro¨ßeren Software-Systemen anwendbar. Der Experte geht von den ermittelten
Qualita¨tsdeﬁziten und Qualita¨tsteilmerkmalen aus und entwickelt eine dazu
passende Metrik. Dabei kann er entweder auf existierende Metriken aus der Li-
teratur zuru¨ckgreifen oder neue Metriken herleiten. Beispielsweise gibt es Metri-
ken, welche Abha¨ngigkeitsbeziehungen eines Software-Systems auswerten, wie
etwa Abha¨ngigkeitsbeziehungen zwischen Entita¨ten der Implementierung: zum
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Beispiel Klasse Anzeige benutzt Klasse Adresse fu¨r die Anzeige einer Adresse.
Hier und im weiteren Verlauf dieser Arbeit wird, den Autoren [RGP86, vKP02]
folgend, der Begriﬀ Entita¨t synonym zu den Begriﬀen Artefakt [RJB04] oder
Entwicklungsartefakt verwendet.
Eine grundsa¨tzliche Herausforderung bei der Verwendung von Metriken ist al-
lerdings die richtige Interpretation der Messwerte, beispielsweise durch Schwell-
werte oder auf Grund der Tendenz der Messwerte. Existierende Ansa¨tze, wie
etwa Qualita¨tsmodelle, beru¨cksichtigen in der Regel keine Strategien fu¨r die
Interpretation von Metriken. Dies limitiert deren Eﬀektivita¨t, da ein Einsatz
in Werkzeugen nicht ohne Weiteres mo¨glich ist. In der hier dargestellten Me-
thode werden Erkennungsregeln aufgestellt, deren Sinn und Zweck es ist, die
Erkennung von Qualita¨tsdeﬁziten zu objektivieren und damit zu automatisie-
ren. Die Erkennungsregeln deﬁnieren, in welchen Fa¨llen ein Qualita¨tsdeﬁzit vor-
liegt. Ein Beispiel fu¨r eine Erkennungsregel ist: Zyklen zwischen Klassen :=
KLIZ > 0. Der Experte stellt durch das Aufstellen der Erkennungsregeln die
Anwendbarkeit der Metriken sicher.
3. Bestimmen der Reengineering-Regeln zur Behebung von Qualita¨ts-
deﬁziten
Eine Reengineering-Regel deﬁniert eine Auswahl und Kombination von Reengi-
neering-Aktivita¨ten auf Grundlage von erkannten Qualita¨tsdeﬁziten. Zum Bei-
spiel deﬁniert eine Regel, dass im Fall des Qualita¨tsdeﬁzits Geringe Koha¨sion
von Klassen eine Klasse durch Refactoring restrukturiert werden soll. Das zuge-
ho¨rige Beispiel einer Reengineering-Aktivita¨t ist daher das Restrukturieren der
Klasse durch Refactoring nach Fowler [Fow99]. Eine Reengineering-Aktivita¨t
deﬁniert, welche Entita¨ten auf welche Art und Weise gea¨ndert werden sollen.
Der Experte bestimmt durch die Vorgabe der Reengineering-Regel, welche Re-
engineering-Aktivita¨ten fu¨r das Beheben eines erkannten Qualita¨tsdeﬁzits an-
gewendet werden ko¨nnen. Existierende Ansa¨tze wie beispielsweise Qualita¨tsmo-
delle beru¨cksichtigen dies kaum [WBD+10]. Oft wird auch nur ein sogenanntes
”
Trial and Error“ Vorgehen vorgeschlagen, das so lange durchgefu¨hrt wird, bis
das Software-Produkt verbessert wurde. In dieser Arbeit wird dagegen ein syste-
matisches Vorgehen deﬁniert, indem ausgehend vom erkannten Qualita¨tsdeﬁzit
passende Reengineering-Aktivita¨ten mit Hilfe von Reengineering-Regeln durch
den Experten deﬁniert werden.
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Am Ende des Aufbauprozesses (siehe Abbildung 3.1) werden Erkennungsregeln und
Reengineering-Regeln zu sogenannten Reengineering-Rezepten zusammengefasst. Bei-
spiele von Reengineering-Rezepten werden in Kapitel 5.4 vorgestellt.
Durch Reengineering-Rezepte ko¨nnen Verbesserungsmaßnahmen besser verglichen
und abgescha¨tzt werden, da Lo¨sungen fu¨r das Erkennen und Beheben von Quali-
ta¨tsdeﬁziten leicht gegenu¨bergestellt werden ko¨nnen. Einmal durch einen Experten
erstellte Reengineering-Rezepte ko¨nnen durch Qualita¨tsingenieure wiederverwendet
werden. Dabei proﬁtieren vor allem auch Qualita¨tsingenieure, die weniger Erfahrung
und Wissen im Reengineering haben.
Zudem sind durch die Analysephase die Beziehungen zwischen Qualita¨tsziel und Re-
engineering-Aktivita¨ten am Ende des Aufbauprozesses bekannt und werden durch
den Zuordnungsgraph zwischen Qualita¨tsziel und Reengineering-Aktivita¨ten dokumen-
tiert. Ein am Qualita¨tsziel orientierter Einsatz von Reengineering-Aktivita¨ten ist da-
durch mo¨glich. Der Aufbau und der Nutzen eines Zuordnungsgraphen werden in Ab-
schnitt 3.1.3 beschrieben.
3.1.3 Der Zuordnungsgraph – ein Ergebnis des Aufbaupro-
zesses
Der Zuordnungsgraph zwischen Qualita¨tsziel und Reengineering-Aktivita¨ten doku-
mentiert inkrementell die Ergebnisse der einzelnen Aktivita¨ten des Aufbauprozesses.
Der in dieser Arbeit aufgebaute Zuordnungsgraph fu¨r das Qualita¨tsziel Weiterent-
wicklungsfa¨higkeit ist in Abbildung 3.2 zu ﬁnden. Wie in Abbildung 3.2 zu sehen ist,
dokumentiert der Zuordnungsgraph zu einem Qualita¨tsziel die zugeordneten Quali-
ta¨tsteilziele, Qualita¨tsmerkmale, Qualita¨tsteilmerkmale, Metriken, Qualita¨tsdeﬁzite
und Reengineering-Aktivita¨ten und deren Beziehungen. Ein Nutzen des Zuordnungs-
graphen ist die einfache und u¨bersichtliche Darstellung der Zusammenha¨nge. Weitere
Details, wie zum Beispiel die Herleitung der einzelnen Beziehungen, sind in den Ka-
piteln 4 und 5 zu ﬁnden.
Die wa¨hrend der Analyse eines Qualita¨tsziels verfeinerten Qualita¨tsteilziele, Quali-
ta¨tsmerkmale und Qualita¨tsteilmerkmale werden anhand des linken Teils des Zu-
ordnungsgraphen dargestellt. Der rechte Teil des Zuordnungsgraphen dokumentiert
die Metriken, Qualita¨tsdeﬁzite und Reengineering-Aktivita¨ten, welche die Basis der
28 Kapitel 3. U¨berblick u¨ber die Methode
Reengineering-Rezepte bilden. Zu jedem Qualita¨tsteilmerkmal wird mindestens ein
Reengineering-Rezept erstellt. Die Erkennungs- und Reengineering-Regeln eines Re-
engineering-Rezepts sind auf den im Zuordnungsgraphen dokumentierten Beziehun-
gen aufgebaut. Der rechte Teil des Zuordnungsgraphen bildet daher auch die Grundla-
ge der Reengineering-Rezepte und somit der regelbasierten Erkennung und Behebung
von Qualita¨tsdeﬁziten. Aus Gru¨nden der U¨bersichtlichkeit sind die Reengineering-
Rezepte jedoch nicht im Zuordnungsgraphen direkt zu sehen.
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Abbildung 3.2: Zuordnungsgraph zwischen dem Qualita¨tsziel
Weiterentwicklungsfa¨higkeit und Reengineering-Aktivita¨ten.
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Neben der schrittweisen Dokumentation der Ergebnisse im Aufbauprozess, dient der
Zuordnungsgraph außerdem zur Kommunikation der Zusammenha¨nge zwischen bei-
spielsweise den verfeinerten Qualita¨tsteilzielen, Qualita¨tsmerkmalen und Qualita¨ts-
teilmerkmalen im Projekt. Darauf aufbauend wird der Zuordnungsgraph auch fu¨r die
Priorisierung der Reengineering-Rezepte genutzt, da er die Gewichtung von Qualita¨ts-
teilzielen, Qualita¨tsmerkmalen, Qualita¨tsteilmerkmalen und Reengineering-Rezepten
ermo¨glicht, indem die einzelnen Beziehungen gewichtet und fu¨r die Priorisierung aus-
gewertet werden ko¨nnen. Die Priorisierung von Reengineering-Rezepten wird durch
den Anwendungsprozess in Abschnitt 3.2 erla¨utert.
Einmal fu¨r ein Qualita¨tsziel aufgebaut, kann ein Zuordnungsgraph in anderen Projek-
ten wiederverwendet werden. Allerdings muss dabei natu¨rlich der Anwendungsbereich
beru¨cksichtigt werden: Beispielsweise ist ein Zuordnungsgraph, der bezu¨glich der Be-
wertung von Informationssystemen aufgebaut wurde, nicht ohne weiteres auch fu¨r
ein Software-System gu¨ltig, das einen technischen Prozess steuern soll, wie etwa ein
Antiblockiersystem in einem Auto.
Schließlich ko¨nnen Teile des Zuordnungsgraphen in einem Werkzeug umgesetzt wer-
den (siehe dazu Kapitel 6), sodass er als Ausgangspunkt fu¨r die Entwicklung eines




Fu¨r die zielorientierte Erkennung und Behebung von Qualita¨tsdeﬁziten werden die
aufgebauten Reengineering-Rezepte auf ein Software-System innerhalb eines Projekts
angewendet. Hierbei folgt der Qualita¨tsingenieur dem Anwendungsprozess, der in
Abbildung 3.3 dargestellt ist.
Abbildung 3.3: Anwendungsprozess.
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Der Anwendungsprozess ist in die drei Schritte
”
Priorisieren der Qualita¨tsteilzie-
le, Qualita¨tsmerkmale und Qualita¨tsteilmerkmale“,
”
Auswa¨hlen und Anwenden der
Reengineering-Rezepte“ und
”
Pru¨fung der Erfu¨llung der Qualita¨tsziele“ aufgeteilt.
Im Folgenden werden diese Schritte und das Vorgehen dargestellt. Details zu den
Bestandteilen des Anwendungsprozesses am Beispiel der Fallstudie ﬁnden sich dann
im Kapitel 7 der Arbeit wieder.
Um den Anwendungsprozess durchfu¨hren zu ko¨nnen, muss die folgende Vorbedin-
gung gewa¨hrleistet sein: Das aus Sicht des Projekts geforderte Qualita¨tsziel wurde
bereits anhand des Aufbauprozesses betrachtet, sodass sowohl Reengineering-Rezepte
als auch ein Zuordnungsgraph zwischen Qualita¨tsziel und Reengineering-Aktivita¨ten
bezu¨glich des geforderten Qualita¨tsziels erstellt wurden. Ein Beispiel fu¨r einen Zuord-
nungsgraph zwischen Qualita¨tsziel und Reengineering-Aktivita¨ten ist in Abbildung
3.2 dargestellt.
3.2.1 Priorisieren der Qualita¨tsteilziele, Qualita¨tsmerkmale
und Qualita¨tsteilmerkmale
Ausgehend vom Qualita¨tsziel werden die Qualita¨tsteilziele u¨ber eine Gewichtung prio-
risiert. Das Gewicht eines Qualita¨tsteilziels wird verteilt auf die dazugeho¨rigen Quali-
ta¨tsmerkmale und weiter auf die Qualita¨tsteilmerkmale. Dadurch werden die zur Ver-
fu¨gung stehenden Qualita¨tsteilziele, Qualita¨tsmerkmale und Qualita¨tsteilmerkmale
stufenweise gewichtet, woraufhin am Ende ein Priorisieren der Reengineering-Rezepte
anhand der zugeordneten und bereits gewichteten Qualita¨tsteilmerkmale mo¨glich ist.
Der Zuordnungsgraph zwischen Qualita¨tsziel und Reengineering-Aktivita¨ten ist fu¨r
das Priorisieren sehr hilfreich, denn er stellt alle Beziehungen zwischen den Quali-
ta¨tsteilzielen, den Qualita¨tsmerkmalen und den Qualita¨tsteilmerkmalen dar.
3.2.2 Auswa¨hlen und Anwenden der Reengineering-Rezepte
Das Auswa¨hlen und das Anwenden der Reengineering-Rezepte wird in vier Schritte
unterteilt. Diese sind bereits in Abbildung 3.3 dargestellt und werden in den folgenden
Abschnitten beschrieben:
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1. Auswa¨hlen der Reengineering-Rezepte
Da zu jedem Qualita¨tsteilmerkmal mindestens ein Reengineering-Rezept zu-
geordnet ist, wa¨hlt der Qualita¨tsingenieur in diesem Schritt eine Menge von
Reengineering-Rezepten aus, die angewendet werden sollen. Dabei wird auf
Grundlage der Priorita¨ten der ausgewa¨hlten Qualita¨tsteilmerkmale die Anwen-
dungsreihenfolge der Reengineering-Rezepte festgelegt.
2. Auswa¨hlen eines Reengineering-Rezepts
In der Regel wa¨hlt der Qualita¨tsingenieur aus der im vorherigen Schritt be-
stimmten Menge von Reengineering-Rezepten das am ho¨chsten priorisierte Re-
engineering-Rezept aus und wendet es als erstes an.
3. Anwenden der Erkennungsregeln
Das Ziel des Qualita¨tsingenieurs ist zuna¨chst das Erkennen eines Qualita¨ts-
deﬁzits mit Hilfe der Erkennungsregeln aus dem ausgewa¨hlten Reengineering-
Rezept. In den Erkennungsregeln ist festgehalten, welche Metriken anzuwen-
den sind und wie deren Ergebnisse zu interpretieren sind. Das Erkennen von
Qualita¨tsdeﬁziten erfolgt auf einer objektiven Basis und kann also leicht auto-
matisiert werden, da die dafu¨r notwendigen Metriken und Erkennungsregeln in
Werkzeuge integriert werden ko¨nnen.
Konnte kein Qualita¨tsdeﬁzit mit Hilfe des ausgewa¨hlten Reengineering-Rezepts
erkannt werden, wird der Qualita¨tsingenieur in der Regel das na¨chste Reengi-
neering-Rezept zur Anwendung auswa¨hlen. Wurden bereits alle Reengineering-
Rezepte aus der vorher festgelegten Menge ausgewa¨hlt, wird er im Schritt
”
Pru¨-
fung der Erfu¨llung der Qualita¨tsziele“ u¨ber sein weiteres Vorgehen entscheiden.
4. Beheben der Qualita¨tsdeﬁzite durch Reengineering-Aktivita¨ten
Die erkannten Qualita¨tsdeﬁzite werden durch die im Reengineering-Rezept do-
kumentierten Reengineering-Aktivita¨ten behoben. Entsprechend des Qualita¨ts-
deﬁzits existieren oft mehrere Reengineering-Aktivita¨ten, daher wird deren Aus-
wahl durch Reengineering-Regeln gesteuert. Die Durchfu¨hrung der vorgeschla-
genen Reengineering-Aktivita¨ten durch eine Person aus dem Entwicklungsteam,
wie etwa einem Entwickler, fu¨hrt zu einem u¨berarbeiteten Produkt.
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3.2.3 Pru¨fung der Erfu¨llung der Qualita¨tsziele
Durch nochmaliges Anwenden der Metriken und Erkennungsregeln wird gepru¨ft, ob
das u¨berarbeitete Produkt das Qualita¨tsziel nun erfu¨llt. Sind alle erkannten Qua-
lita¨tsdeﬁzite wie beabsichtigt behoben, konnte die Qualita¨t des Software-Produkts
bezu¨glich des Qualita¨tsziels verbessert werden.
Wie in Abbildung 3.3 dargestellt, gibt es an dieser Stelle im Anwendungsprozess
eine Entscheidung u¨ber das weitere Vorgehen. Diese ha¨ngt von den Ergebnissen der
Pru¨fung ab (dargestellt durch den unteren Kontrollknoten):
1. Qualita¨tsziel erfu¨llt: Der Qualita¨tsingenieur entscheidet, ob das Qualita¨tsziel,
wie etwa die Weiterentwicklungsfa¨higkeit, durch die Anwendung der Reengi-
neering-Rezepte erreicht wurde. Wenn alle erkannten Qualita¨tsdeﬁzite behoben
wurden, ist der Anwendungsprozess beendet.
Sofern ein weiteres Qualita¨tsziel betrachtet werden soll, wie etwa die Usability,
wird der Anwendungsprozess von vorne begonnen (Voraussetzung fu¨r die Be-
trachtung eines weiteren Qualita¨tsziels ist aber, dass der Aufbauprozess bereits
durchgefu¨hrt wurde).
2. Qualita¨tsziel nicht erfu¨llt: Der Qualita¨tsingenieur entscheidet, ob das Quali-
ta¨tsziel, wie etwa die Weiterentwicklungsfa¨higkeit, durch die Anwendung der
Reengineering-Rezepte erreicht wurde. Ist dies nicht der Fall, gibt es zwei Mo¨g-
lichkeiten:
2.1 Noch weitere Reengineering-Rezepte: Wenn noch nicht alle geplanten Re-
engineering-Rezepte betrachtet wurden, kann nun ein weiteres ausgewa¨hlt und
angewendet werden.
2.2 Keine weiteren Reengineering-Rezepte: Als ultima ratio bleibt eine Neuprio-
risierung, sodass vorher ho¨her priorisierte Qualita¨tsteilmerkmale dann niedriger
priorisiert werden. Daraus resultiert in der Regel eine vera¨nderte Menge und/o-
der eine vera¨nderte Reihenfolge von anzuwendenden Reengineering-Rezepten.
Mit dieser Entscheidung wird der Anwendungsprozess neu durchlaufen.
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3.3 Zusammenfassung
Die in dieser Arbeit vorgeschlagene Methode ermo¨glicht das zielorientierte und re-
gelbasierte Erkennen und Beheben von Qualita¨tsdeﬁziten. Mit Hilfe des vorgestell-
ten Aufbauprozesses werden Reengineering-Rezepte qualita¨tszielorientiert aufgebaut.
Dies hat den Vorteil, dass die aufgebauten Reengineering-Rezepte dann im Anwen-
dungsprozess gema¨ß den Qualita¨tszielen des Projekts erst priorisiert und anschließend
angewendet werden ko¨nnen. Dadurch ist die Anwendung der Reengineering-Rezepte
steuerbar. Zudem ist die objektive Erkennung von Qualita¨tsdeﬁziten besser automa-
tisierbar.
Konﬂikte zwischen Qualita¨tszielen ko¨nnen durch die durchgefu¨hrte Zerlegung genau-
er benannt und durch die Mo¨glichkeit der Priorisierung ﬂexibler gelo¨st werden. Zum
Beispiel kann ein Konﬂikt zwischen den Qualita¨tsteilmerkmalen Lose Kopplung und
Hohe Koha¨sion einer Klasse existieren: durch das Zusammenlegen zweier stark gekop-
pelten Klassen wird eine Verbesserung der Kopplung nur durch eine Minderung der
Koha¨sion erreicht. Neben der Benennung des Konﬂikts kann in dieser Methode zur
Lo¨sung dieses Konﬂikts ein Qualita¨tsteilmerkmal ho¨her priorisiert werden (z.B. Lose
Kopplung), was zur Folge hat, dass nur damit verbundene Reengineering-Aktivita¨ten
angewendet werden.
Ein weiterer Vorteil dieser Methode ist deren Anpassbarkeit. Es ko¨nnen beispiels-
weise neue Qualita¨tsteilziele integriert werden oder Reengineering-Rezepte angepasst
werden, indem die im Reengineering-Rezept dargestellten Erkennungs- und Reengi-
neering-Regeln erweitert werden. Zudem ist die Struktur der Reengineering-Rezepte
so aufgebaut, dass neue Metriken oder Reengineering-Aktivita¨ten integriert werden
ko¨nnen.
Dass die hier vorgestellte Methode auch in der Praxis anwendbar ist, wird im Verlauf
dieser Arbeit gezeigt:
1. Der Aufbauprozess wurde exemplarisch fu¨r das Qualita¨tsziel Weiterentwick-
lungsfa¨higkeit durchgefu¨hrt.
2. Mit Hilfe der so gewonnen Reengineering-Rezepte und des Zuordnungsgraphen
wurde der Anwendungsprozess anschließend innerhalb einer industriellen Fall-
studie durchgefu¨hrt.




Die Analyse eines Qualita¨tsziels im Hinblick auf eine Verfeinerung dieses Quali-
ta¨tsziels bis hin zu Qualita¨tsteilmerkmalen ist die Grundlage fu¨r das Erstellen von
Reengineering-Rezepten, welche fu¨r das Erkennen und Beheben von Qualita¨tsdeﬁzi-
ten verwendet werden. Die Analyse eines Qualita¨tsziels unterteilt sich gema¨ß dem
Aufbauprozess, der in Kapitel 3 eingefu¨hrt wurde, in drei Aktivita¨ten, welche in den
folgenden Abschnitten 4.1, 4.2 und 4.3 genauer beschrieben werden.
Um die Vorgehensweise zu verdeutlichen, werden die Aktivita¨ten an einem konkre-
ten Beispiel, dem Qualita¨tsziel Weiterentwicklungsfa¨higkeit, durchgefu¨hrt und die
Ergebnisse mit Hilfe des Zuordnungsgraphen zwischen dem Qualita¨tsziel Weiterent-
wicklungsfa¨higkeit und den Reengineering-Aktivita¨ten schrittweise dokumentiert. Zur
Veranschaulichung wird dazu jeweils der Ausschnitt des Zuordnungsgraphen abgebil-
det, der in dem jeweiligen Schritt in den Zuordnungsgraphen aufgenommen wurde.
Der komplette Zuordnungsgraph, der wa¨hrend der Anwendung des Aufbauprozes-
ses am Beispiel der Weiterentwicklungsfa¨higkeit aufgebaut wurde, wurde bereits in
Abschnitt 3.1.3 durch Abbildung 3.2 dargestellt.
37
38 Kapitel 4. Analyse eines Qualita¨tsziels
4.1 Identiﬁzieren der Qualita¨tsteilziele ausgehend
von einem Qualita¨tsziel
4.1.1 Ziel und Vorgehen der Aktivita¨t
Um Qualita¨tsziele genauer zu beschreiben und damit deren Bewertung zu erleichtern,
wird ein Qualita¨tsziel erst analysiert und dann in Qualita¨tsteilziele verfeinert. Dabei
geht der Experte so vor, dass er Qualita¨tsteilziele identiﬁziert, welche das Qualita¨tsziel
beeinﬂussen. Ein Qualita¨tsteilziel ist daher ein konkretes Ergebnis einer Verfeinerung.
Im Allgemeinen gibt es zwei mo¨gliche Vorgehensweisen: die Verfeinerung des Quali-
ta¨tsziels kann entweder aus der Literatur entnommen werden oder nach Ermessen des
Experten durchgefu¨hrt werden. Um weitgehende Akzeptanz zu erreichen, wird emp-
fohlen, existierende Verfeinerungen wiederzuverwenden und diese nur zu erweitern,
sofern dies aus Sicht einer erfolgreichen Bewertung eines Qualita¨tsziels notwendig ist.
Ein Beispiel fu¨r die zweite genannte Vorgehensweise, also das Identiﬁzieren eines
Qualita¨tsteilziels nach Ermessen des Experten, soll im Folgenden dargestellt wer-
den: Wenn ein Qualita¨tsteilziel durch den Aufwand deﬁniert wird, der zur Ausfu¨h-
rung bestimmter Ta¨tigkeiten im Software-Entwicklungsprozess beno¨tigt wird, kann
die Auswahl eines Qualita¨tsteilziels auch davon abha¨ngen, ob die in der Deﬁnition
des Qualita¨tsteilziels aufgefu¨hrten Ta¨tigkeiten auch eine Beziehung zum betrachte-
ten Qualita¨tsziel haben. Eine solche Beziehung ist immer dann vorhanden, wenn
eine Reduzierung des Aufwands fu¨r diese Ta¨tigkeiten nicht nur eine Verbesserung
des Qualita¨tsteilziels, sondern auch des betrachteten Qualita¨tsziels nach sich ziehen.
Diese Betrachtungsweise soll anhand eines Beispiels verdeutlicht werden:
Die Analysierbarkeit ist ein Qualita¨tsteilziel des Qualita¨tsziels Weiterentwicklungs-
fa¨higkeit, wie bereits Breivold et al. [BCE07] festgestellt haben. Gema¨ß dem Standard
ISO/IEC 9126-1 ist die Analysierbarkeit deﬁniert als
Aufwand, der beno¨tigt wird, um Ursachen von Versagen oder Ma¨ngel zu diagnostizie-
ren oder um a¨nderungsbedu¨rftige Teile zu bestimmen [ISO01].
Die in der Deﬁnition beschriebenen Ta¨tigkeiten sind fu¨r die Weiterentwicklung essen-
tiell, da vor jeder Weiterentwicklung in der Regel eine Analyse des Software-Systems
durchgefu¨hrt werden muss, um beispielsweise die a¨nderungsbedu¨rftigen Teile zu iden-
tiﬁzieren. Eine Verbesserung der Analysierbarkeit verbessert damit auch die Weiter-
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entwicklungsfa¨higkeit.
Neben dem Qualita¨tsteilziel Analysierbarkeit wurden weitere Qualita¨tsteilziele fu¨r das
Qualita¨tsziel Weiterentwicklungsfa¨higkeit nach diesem Vorgehen identiﬁziert und in
den Zuordnungsgraphen aufgenommen, diese Teilziele werden im folgenden Abschnitt
dargestellt.
4.1.2 Ergebnisse des Identiﬁzierens von Qualita¨tsteilzielen
am Beispiel der Weiterentwicklungsfa¨higkeit
Die Zuordnung zwischen dem Qualita¨tsziel Weiterentwicklungsfa¨higkeit und dem
Qualita¨tsteilziel Analysierbarkeit wurde im vorhergehenden Abschnitt bereits erla¨u-
tert. Abbildung 4.1 zeigt den Teilbereich des erstellten Zuordnungsgraphen, der die
Qualita¨tsteilziele dokumentiert. Im Folgenden werden die Zuordnungen zwischen dem
Qualita¨tsziel und den weiteren Qualita¨tsteilzielen begru¨ndet.
Abbildung 4.1: Identiﬁzierte Qualita¨tsteilziele der
Weiterentwicklungsfa¨higkeit
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4.1.2.1 A¨nderbarkeit
Der Arbeit von Breivold et al. [BCLL08] folgend wird das Qualita¨tsziel Weiterentwick-
lungsfa¨higkeit durch das Qualita¨tsteilziel A¨nderbarkeit verfeinert. Unter dem Quali-
ta¨tsteilziel A¨nderbarkeit versteht man den
[...] Aufwand zur Ausfu¨hrung von Verbesserungen, zur Fehlerbeseitigung oder Anpas-
sung an Umgebungsa¨nderungen [DIN94, ISO01].
Aus dem Standard ISO/IEC 9126 [ISO01] wird das Qualita¨tsziel A¨nderbarkeit aus
dem Qualita¨tsziel Wartbarkeit abgeleitet. Die Weiterentwicklungsfa¨higkeit und die
Wartbarkeit sind bezu¨glich dieses Qualita¨tsteilziels verwandte Qualita¨tsziele [RB09].
Daher la¨sst sich das im Standard ISO/IEC 9126 [ISO01] deﬁnierte Qualita¨tsteilziel
A¨nderbarkeit auch fu¨r das Qualita¨tsziel Weiterentwicklungsfa¨higkeit u¨bernehmen.
4.1.2.2 Verfolgbarkeit
Die Weiterentwicklungsfa¨higkeit wird weiterhin durch das Qualita¨tsteilziel Verfolg-
barkeit verfeinert. Unter dem Qualita¨tsteilziel Verfolgbarkeit wird mit Bezug zum
IEEE Standard fu¨r Begriﬀe des Software-Engineerings [IEE90] der mo¨gliche Aufstand
verstanden,
Entwurfsentscheidungen auf das zugeho¨rige Feature zuru¨ckzufu¨hren (und umgekehrt).
Die Weiterentwicklungsfa¨higkeit des Software-Systems ha¨ngt von der Fa¨higkeit ab,
grundlegende Eigenschaften der Implementierung eines Features verfolgen zu ko¨nnen.
Ko¨nnen diese verfolgt werden, kann die Weiterentwicklung des Features eﬃzienter
vorgenommen werden, da die betroﬀene Implementierung leichter zu identiﬁzieren
ist.
4.1.2.3 Testbarkeit
Entsprechend dem Standard ISO/IEC 9126-1 ist das Qualita¨tsteilziel Testbarkeit
deﬁniert als
[...] der zur Pru¨fung der gea¨nderten Software beno¨tigte Aufwand [ISO01].
Wie beim Qualita¨tsteilziel A¨nderbarkeit wird die Testbarkeit als Qualita¨tsteilziel fu¨r
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das Qualita¨tsziel Weiterentwicklungsfa¨higkeit u¨bernommen, da Wartbarkeit und Wei-
terentwicklungsfa¨higkeit verwandte Qualita¨tsteilziele sind.
4.1.2.4 Wiederverwendbarkeit
Das Qualita¨tsziel Wiederverwendbarkeit wird in dieser Arbeit in Anlehnung an die
Deﬁnition von Wiederverwendung nach [Sam97] deﬁniert als
[...] der Aufwand, der beno¨tigt wird, um ein Software-System auf Grundlage von einer
existierenden Implementierung weiterzuentwickeln.
Der Aufwand fu¨r die Weiterentwicklung eines Software-Systems, beispielsweise wenn
neue Features implementiert werden sollen, ist geringer, wenn bereits existierende
Komponenten verwendet werden ko¨nnen, welche die geforderte Funktionalita¨t erfu¨l-
len, da sich die Entwicklungszeit durch das Wegfallen von u¨berﬂu¨ssigen Arbeiten
verku¨rzt [Sam97]. Aus diesen Gru¨nden wurde die Wiederverwendbarkeit als ein wei-
teres Qualita¨tsteilziel des Qualita¨tsziels Weiterentwicklungsfa¨higkeit eingefu¨hrt.
4.1.2.5 Weitere Qualita¨tsteilziele
Neben den bisher genannten Qualita¨tsteilzielen gibt es weitere mo¨gliche Qualita¨ts-
teilziele der Weiterentwicklungsfa¨higkeit, deren Untersuchung aber den Rahmen die-
ser Arbeit u¨berschreitet. Die Autoren Breivold et al. [BCLL08] nennen beispiels-
weise das Qualita¨tsteilziel Austauschbarkeit von Diensten. Die Weiterentwicklungs-
fa¨higkeit kann auch durch organisatorische Aspekte oder die Qualita¨t des Software-
Entwicklungsprozesses beeinﬂusst werden. Ein weiteres Beispiel ist zudem auch der
”
Faktor Mensch“, der fu¨r die Software-Entwicklung entscheidend ist und daher auch
die Weiterentwicklung von Software-Systemen beeinﬂusst: konkrete Beispiele sind or-
ganisatorische und soziale Einﬂussfaktoren wie etwa Mitarbeiterfu¨hrung, Teambil-
dung, kulturelle Unterschiede oder auch Motivation [AJMM05].
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4.2 Verfeinern zu Qualita¨tsmerkmalen
4.2.1 Ziel und Vorgehen der Aktivita¨t
Da Qualita¨tsteilziele nicht direkt durch Metriken bewertet werden ko¨nnen, werden
diese zu Qualita¨tsmerkmalen verfeinert. Diese Verfeinerung kann entweder aus der
Literatur entnommen oder nach Ermessen des Experten durchgefu¨hrt werden. Fu¨r die
Verfeinerung sucht der Experte nach Qualita¨tsmerkmalen, durch die das Qualita¨ts-
teilziel positiv beeinﬂusst wird. Denn wenn es mo¨glich ist, diese Qualita¨tsmerkmale
zu verbessern, indem Qualita¨tsdeﬁzite behoben werden, wird das Qualita¨tsteilziel in
der Regel auch verbessert.
Zum Beispiel wird das Qualita¨tsteilziel Testbarkeit durch das Qualita¨tsmerkmal Kor-
rektheit positiv beeinﬂusst [BCE07]. Das Qualita¨tsmerkmal Korrektheit zeigt sich
durch eine korrekte Dokumentation, wie etwa eine konsistente Feature-Speziﬁkation,
oder auch durch korrekt erstellte Traceability-Links in Modellen. Auf dieser Grund-
lage ko¨nnen solide Tests entwickelt und ausgefu¨hrt werden. Zudem ist die U¨berein-
stimmung zwischen Implementierung und Speziﬁkation fu¨r die Testbarkeit essentiell,
da die Implementierung eines Features ohne dessen korrekte Speziﬁkation nur schwer
getestet werden kann.
Neben dem Qualita¨tsteilziel Testbarkeit wurden alle weiteren im letzten Schritt iden-
tiﬁzierten Qualita¨tsteilziele nach diesem Vorgehen verfeinert, woraufhin mehrere Qua-
lita¨tsmerkmale zugeordnet werden konnten. Die Ergebnisse des Verfeinerns aller Qua-
lita¨tsteilziele, die fu¨r das Qualita¨tsziel Weiterentwicklungsfa¨higkeit identiﬁziert wur-
den, werden im folgenden Abschnitt 4.2.2 dargestellt.
4.2.2 Ergebnisse des Verfeinerns von Qualita¨tsteilzielen am
Beispiel der Weiterentwicklungsfa¨higkeit
Der gesamte Zuordnungsgraph, in dem die Qualita¨tsteilziele dokumentiert wurden,
die das Qualita¨tsziel Weiterentwicklungsfa¨higkeit verfeinern, ist in Abbildung 3.2 zu
sehen. In den folgenden Abschnitten werden fu¨r jedes Qualita¨tsteilziel die verfeinerten
Qualita¨tsmerkmale und ihre Zuordnungen beschrieben und die durchgefu¨hrte Verfei-
nerung durch existierende Arbeiten begru¨ndet.
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4.2.2.1 Verfeinern von A¨nderbarkeit
Das Qualita¨tsteilziel A¨nderbarkeit wird in dieser Arbeit durch die Qualita¨tsmerkmale
Geringe Strukturelle Komplexita¨t, Modularita¨t und Trennung von Zusta¨ndigkeiten
verfeinert. Diese Beziehungen wurden in den Zuordnungsgraphen aufgenommen, der
entsprechende Teilbereich des Zuordnungsgraphen ist in Abbildung 4.2 dargestellt.
Abbildung 4.2: Qualita¨tsmerkmale der A¨nderbarkeit
Geringe Strukturelle Komplexita¨t
Das Qualita¨tsteilziel A¨nderbarkeit wird durch eine Geringe Strukturelle Komplexita¨t
positiv beeinﬂusst [BCK03, FZL05]. Unter Struktureller Komplexita¨t wird in dieser
Arbeit Henderson-Sellers folgend [HS96]
[...] characteristic of software that requires eﬀort to design, understand, or code
verstanden. Software-Systeme bestehen aus Entita¨ten (Komponente, Klasse, etc.) und
Abha¨ngigkeiten, welche die Strukturelle Komplexita¨t ausmachen [Zus91, HS96]. Bei-
spielsweise haben strukturell komplexe Komponenten meist viele Abha¨ngigkeiten und
erschweren dadurch A¨nderungen am System [BCK03, FZL05]. Folglich erho¨ht sich
der Aufwand fu¨r A¨nderungen, da die Auswirkungen der geplanten A¨nderung erst be-
stimmt und mo¨gliche Seiteneﬀekte gepru¨ft werden mu¨ssen. Eine Geringe Strukturelle
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Komplexita¨t von Entita¨ten hat einen positiven Einﬂuss auf die A¨nderbarkeit und
erleichtert daher die Weiterentwicklung eines Software-Systems [BCLL08].
Modularita¨t
Unter Modularita¨t wird in dieser Arbeit dem IEEE Standard fu¨r die Terminologie im
Software-Engineering [IEE90] folgend verstanden als
[...] Grad der Zerlegung eines Software-Systems in einzelne Teile, sodass die A¨nderung
eines Teils eine geringe Auswirkung auf die anderen Teile hat.
Das Qualita¨tsmerkmal Modularita¨t hat einen positiven Einﬂuss auf die A¨nderbarkeit
von Software-Systemen [BCLL08, BCK03, HC07], da einzelne Module unabha¨ngig
von anderen gea¨ndert werden ko¨nnen und so der Aufwand fu¨r die Weiterentwicklung
verringert wird.
Trennung der Zusta¨ndigkeiten
Das Qualita¨tsmerkmal Trennung der Zusta¨ndigkeiten (engl. Separation of Concerns)
ist auf die Arbeiten von Parnas [Par72] und Dijkstra [Dij76] zuru¨ckfu¨hrbar. Nach
Ossher und Tarr [OT00] ko¨nnen Belange (engl. Concerns) sowohl Features, Ziele,
Konzepte als auch Aspekte sein. Komponenten eines Software-Systems sollten ge-
ma¨ß Parnas [Par72] und Dijkstra [Dij76] anhand ihrer Zusta¨ndigkeiten strukturiert
werden. Wird im Entwurf beispielsweise von Features als
”
Zusta¨ndigkeit“ ausgegan-
gen, sollte eine Komponente idealerweise fu¨r nur ein Feature die Verantwortung tra-
gen. Eine gute Strukturierung der Komponenten hinsichtlich ihrer Zusta¨ndigkeiten
verringert den Aufwand fu¨r A¨nderungen, wie etwa fu¨r die Weiterentwicklungen ei-
nes Features, da der Entwickler nicht die gesamte Struktur eines Software-Systems
u¨berschauen muss, sondern nur den abgegrenzten Teil [Ost04], in dem das Feature
realisiert wurde.
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4.2.2.2 Verfeinern von Analysierbarkeit
Das Ergebnis der durchgefu¨hrten Verfeinerung vom Qualita¨tsteilziel Analysierbar-
keit sind die Qualita¨tsmerkmale Geringe Strukturelle Komplexita¨t und Modularita¨t.
Die dabei entstandenen und in Zuordnungsgraphen aufgenommenen Beziehungen zwi-
schen Qualita¨tsteilziel und Qualita¨tsmerkmalen sind in Abbildung 4.3 dargestellt und
werden im Folgenden begru¨ndet.
Abbildung 4.3: Qualita¨tsmerkmale der Analysierbarkeit
Geringe Strukturelle Komplexita¨t
Das Qualita¨tsmerkmal Geringe Strukturelle Komplexita¨t verbessert die Versta¨ndlich-
keit der Architektur und der Implementierung und beeinﬂusst dadurch die Analysier-
barkeit des Software-Systems positiv. Koschke [KP96] argumentierte sogar, dass das
Verstehen des Software-Systems eine grundlegende Voraussetzung fu¨r die Analyse ei-
nes Software-Systems im Rahmen der Fehlersuche, Erweiterung oder Speziﬁkation
ist.
Fu¨r die Analysierbarkeit des Software-Systems ist daher das Qualita¨tsmerkmal Ge-
ringe Strukturelle Komplexita¨t erstrebenswert. Diese Beziehung wurde durch die Zu-
ordnung zwischen dem Qualita¨tsziel Analysierbarkeit und dem Qualita¨tsmerkmal Ge-
ringe Strukturelle Komplexita¨t in Abbildung 4.3 dargestellt. Beispielsweise ko¨nnen
bei einer Geringen Strukturellen Komplexita¨t Entita¨ten im Code leichter analysiert
werden, wie etwa beim Diagnostizieren eines Fehlers.
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Modularita¨t
Das Qualita¨tsteilmerkmal Modularita¨t hat einen positiven Einﬂuss auf die Analy-
sierbarkeit von Software-Systemen [BCLL08], da einzelne Komponenten unabha¨ngig
von anderen Komponenten analysiert werden ko¨nnen und so der Aufwand fu¨r die
Analyse verringert wird (die Analyse von Klassen schließt beispielsweise immer auch
abha¨ngige Klassen ein). Daher wird, wie bereits in Abbildung 4.3 dargestellt, das
Qualita¨tsziel Analysierbarkeit durch das Qualita¨tsmerkmal Modularita¨t verfeinert.
4.2.2.3 Verfeinern von Verfolgbarkeit
Anhand der Qualita¨tsmerkmale Geringe Strukturelle Komplexita¨t und Korrektheit
wird das Qualita¨tsteilziel Verfolgbarkeit verfeinert. Die erstellten und in den Zuord-
nungsgraphen eingeordneten Beziehungen zwischen Qualita¨tsteilziel und Qualita¨ts-
merkmalen sind in Abbildung 4.4 dargestellt und werden in den folgenden Abschnit-
ten begru¨ndet.
Abbildung 4.4: Qualita¨tsmerkmale der Verfolgbarkeit
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Geringe Strukturelle Komplexita¨t
Die Geringe Strukturelle Komplexita¨t eines Software-Systems hat einen positiven Ein-
ﬂuss auf das Qualita¨tsziel Verfolgbarkeit. Denn der Aufwand fu¨r die Verfolgbarkeit
sinkt, wenn beispielsweise eine geringere Anzahl von Features und deren Abha¨ngig-
keitsbeziehungen durch Traceability-Links verfolgt werden mu¨ssen. Zudem mu¨ssen
bei der Weiterentwicklung des Software-Systems auch weniger Traceability-Links be-
ru¨cksichtigt und verwaltet werden.
Korrektheit
Die Korrektheit der Dokumentation, der Modelle oder auch der erstellten Traceability-
Links zwischen Modellen hat ebenfalls einen positiven Einﬂuss auf das Qualita¨tsteil-
ziel Verfolgbarkeit, da die Nachvollziehbarkeit und Versta¨ndlichkeit erho¨ht wird. Zu-
dem sind Anforderungsa¨nderungen einfacher durchfu¨hrbar. Soll zum Beispiel durch
eine Anforderungsa¨nderung die Implementierung eines existierenden Features gea¨n-
dert werden, muss dessen Implementierung im Code zuna¨chst identiﬁziert werden.
Der zeitliche Aufwand dieser Ta¨tigkeit wird reduziert, wenn der Entwickler korrek-
ten Traceability-Links folgen kann, die es ermo¨glichen, das umgesetzte Feature zu
lokalisieren1.
4.2.2.4 Verfeinern von Testbarkeit
Das Qualita¨tsteilziel Testbarkeit wird durch die Qualita¨tsmerkmale Geringe Struktu-
relle Komplexita¨t, Modularita¨t, Trennung von Zusta¨ndigkeiten und Korrektheit ver-
feinert. Die in den Zuordnungsgraph aufgenommenen Beziehungen sind in Abbildung
4.5 dargestellt und werden in den folgenden Abschnitten begru¨ndet.
Geringe Strukturelle Komplexita¨t
Hatton [Hat99] stellte fest, dass das Qualita¨tsmerkmal Geringe Strukturelle Komple-
xita¨t einen positiven Einﬂuss auf die Testbarkeit eines Software-Systems hat. Denn
je ho¨her die Strukturelle Komplexita¨t ist, desto ho¨her ist auch der Aufwand fu¨r Akti-
vita¨ten im Test, da die Modelle komplexer sind oder mehr Abha¨ngigkeiten zwischen
Entita¨ten existieren, die vom Test-Ingenieur beru¨cksichtigt werden mu¨ssen.
1Unter
”
Lokalisieren“ wird das Identiﬁzieren von Entita¨ten verstanden, welche im Zuge der Rea-
lisierung eines Features erzeugt wurden und daher gegebenenfalls gea¨ndert werden mu¨ssen.
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Schwer testbare Software-Systeme sind auch schwer zu erweitern [Fow01]. Folglich ist
eine Geringe Strukturelle Komplexita¨t von Entita¨ten eine wichtige Voraussetzung fu¨r
die Testbarkeit eines Software-Systems und damit auch fu¨r dessen Weiterentwicklung.
Modularita¨t
Der Aufwand von Test-Aktivita¨ten wird verbessert, wenn Entita¨ten, wie etwa Kom-
ponenten, unabha¨ngig voneinander getestet werden ko¨nnen. Modularita¨t hat einen
positiven Einﬂuss auf die Testbarkeit, da durch modulare Komponenten die Paralle-
lisierung von Test-Aktivita¨ten ermo¨glicht und so die Eﬃzienz der Weiterentwicklung
verbessert werden kann [BCLL08].
Abbildung 4.5: Qualita¨tsmerkmale der Testbarkeit
Trennung von Zusta¨ndigkeiten
Das Qualita¨tsmerkmal Trennung von Zusta¨ndigkeiten [Par72] hat ebenfalls einen po-
sitiven Einﬂuss auf das Qualita¨tsziel Testbarkeit, da besser nachvollziehbar ist, fu¨r
welche Features eine Komponente im Software-System zusta¨ndig ist. Es reduziert
sich dann in der Regel auch der Aufwand fu¨r den Test, da nur die Komponenten
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gea¨ndert und damit auch getestet werden mu¨ssen, welche fu¨r ein gea¨ndertes Feature
verantwortlich sind.
Korrektheit
Die Beziehung zwischen dem Qualita¨tsmerkmal Korrektheit und Qualita¨tsteilziel
Testbarkeit wurde als Beispiel am Anfang des Abschnitts 4.2 bereits dargestellt.
4.2.2.5 Verfeinern von Wiederverwendbarkeit
Das Qualita¨tsteilziel Wiederverwendbarkeit wird durch die Qualita¨tsmerkmale Gerin-
ge Strukturelle Komplexita¨t, Modularita¨t, Trennung von Zusta¨ndigkeiten und Kor-
rektheit verfeinert. Diese Beziehungen zwischen dem Qualita¨tsteilziel Wiederverwend-
barkeit und den verfeinerten Qualita¨tsmerkmalen wurden in den Zuordnungsgraphen
aufgenommen und sind als Ausschnitt des Zuordnungsgraphen in Abbildung 4.6 dar-
gestellt. Jede dieser Zuordnungen wird in den folgenden Abschnitten begru¨ndet.
Abbildung 4.6: Qualita¨tsmerkmale der Wiederverwendbarkeit
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Geringe Strukturelle Komplexita¨t
Eine Geringe Strukturelle Komplexita¨t von Entita¨ten eines Software-Systems hat
einen positiven Einﬂuss auf deren Wiederverwendbarkeit [Zus91]: Denn je komple-
xer der Aufbau des Software-Systems, deren Speziﬁkation oder auch dessen Konﬁ-
gurationsmo¨glichkeiten ist, desto schwerer kann eingescha¨tzt werden, ob und welche
Funktion des Software-Systems wiederverwendet werden kann.
Modularita¨t
Das Qualita¨tsteilmerkmal Modularita¨t eines Software-Systems hat einen positiven
Einﬂuss auf dessen Wiederverwendbarkeit [Mey00]. Eine Komponente des Software-
Systems, die beispielsweise wenig Abha¨ngigkeiten zu anderen Komponenten hat und
allgemein nu¨tzliche Funktionen bietet, kann einfacher innerhalb eines weiteren Soft-
ware-Systems integriert werden. Folglich ist der Aufwand fu¨r die Wiederverwendbar-
keit und damit indirekt auch fu¨r die Weiterentwicklungsfa¨higkeit geringer.
Trennung von Zusta¨ndigkeiten
Die Trennung von Zusta¨ndigkeiten innerhalb eines Software-Systems wirkt sich posi-
tiv auf die Wiederverwendbarkeit aus. Diese Einscha¨tzung folgt aus der Arbeit von
Simao und Belchior [SB03]. Mit Bezug zur Arbeit von Sametinger [Sam97] beschrei-
ben sie wiederverwendbare Komponenten als
[...] self-contained, clearly identiﬁable artifacts that describe or implement a speciﬁc
function and that have clear interfaces in conformity with a given software architec-
tural model, an appropriate documentation, and a deﬁned degree of reuse.
Sie stellen fest, dass Komponenten von Software-Systemen, deren Aufgabe oder Zu-
sta¨ndigkeit nicht klar identiﬁzierbar ist, auch nicht zur Wiederverwendung ausgesucht
werden ko¨nnen. Die Trennung von Zusta¨ndigkeiten nach Parnas [Par72] ist daher eine
Voraussetzung, denn Ostermann [Ost04] folgend, sind Software-Komponenten umso
wiederverwendbarer, je besser sie sich auf einzelne oder wenige Zusta¨ndigkeiten zu-
ru¨ckfu¨hren lassen.
Korrektheit
Das Qualita¨tsteilmerkmal Korrektheit eines Software-Systems ist wichtig fu¨r dessen
Wiederverwendbarkeit [CB91]. Ein Software-System oder eine Komponente davon ist
nur dann nu¨tzlich fu¨r eine Wiederverwendung, wenn die Funktionalita¨t weitgehend
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fehlerfrei ist und die gema¨ß der Speziﬁkation versprochenen Features auch tatsa¨chlich
implementiert wurden und daher genutzt werden ko¨nnen. Fehler in der Implemen-
tierung oder Inkonsistenzen in der Schnittstelle einer Komponente eines Software-
Systems erzeugen Aufwa¨nde, welche deren Wiederverwendung behindern.
4.3 Verfeinern zu Qualita¨tsteilmerkmalen
4.3.1 Ziel und Vorgehen der Aktivita¨t
Um die Identiﬁkation von Metriken zu erleichtern, werden Qualita¨tsmerkmale zu
Qualita¨tsteilmerkmalen verfeinert. Ein Qualita¨tsteilmerkmal ist somit ein Ergebnis
einer Verfeinerung von einem Qualita¨tsmerkmal. Dies ermo¨glicht eine fein-granulare
Beschreibung eines Qualita¨tsmerkmals und erho¨ht damit die Versta¨ndlichkeit. Die Be-
dingung fu¨r die Verfeinerung durch den Experten ist, dass das verfeinerte Qualita¨ts-
teilmerkmal durch eine Metrik direkt bewertet werden kann. Der Experte hat dabei
die Mo¨glichkeit, die Verfeinerung eines Qualita¨tsmerkmals zu Qualita¨tsteilmerkma-
len aus der Literatur zu entnehmen (hier gibt es einige verwandte Arbeiten, die dem
FCM-Ansatz von McCall et al. [MRW77] folgend Qualita¨tsmerkmale verfeinert ha-
ben). Außerdem kann der Experte ein Qualita¨tsmerkmal nach eigener Erfahrung in
Qualita¨tsteilmerkmale verfeinern.
Mit Hilfe der Arbeit von McCall et al. [MRW77] kann beispielsweise das Quali-
ta¨tsmerkmal Korrektheit in die Qualita¨tsteilmerkmale U¨bereinstimmung von Imple-
mentierung und Speziﬁkation sowie Vollsta¨ndigkeit der Implementierung unterteilt
werden. Eine ausfu¨hrliche Begru¨ndung fu¨r diese Verfeinerung folgt dann in Kapitel
4.3.2.4.
4.3.2 Ergebnisse des Verfeinerns von Qualita¨tsmerkmalen am
Beispiel der Weiterentwicklungsfa¨higkeit
Ausgehend vom Qualita¨tsziel Weiterentwicklungsfa¨higkeit wurden fu¨r alle in der letz-
ten Aktivita¨t identiﬁzierten Qualita¨tsmerkmale durch entsprechende Qualita¨tsteil-
merkmale verfeinert. Die Ergebnisse der Verfeinerung werden in den folgenden Ab-
schnitten dargestellt.
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4.3.2.1 Geringe Strukturelle Komplexita¨t
Das Ergebnis der Verfeinerung vom Qualita¨tsmerkmal Geringe Strukturelle Komple-
xita¨t zu Qualita¨tsteilmerkmalen wurde mit Hilfe des Zuordnungsgraphen dokumen-
tiert und ist in Abbildung 4.7 zu sehen. Die Qualita¨tsteilmerkmale Geringe Steuer-
ﬂusskomplexita¨t, Lose Kopplung, Zyklenfreiheit, Hohe Koha¨sion und Gro¨ßenausge-
wogenheit verfeinern das Qualita¨tsmerkmal Geringe Strukturelle Komplexita¨t.
Geringe Steuerﬂusskomplexita¨t
Die Steuerﬂusskomplexita¨t ist ein Qualita¨tsteilmerkmal, welches nach der Arbeit
von McCabe [McC76] vor allem das Verstehen und U¨berschauen des betroﬀenen
Codes beeinﬂusst, sie sollte mo¨glichst gering sein. Eine Erho¨hung der Steuerﬂuss-
komplexita¨t durch verschachtelte Algorithmen erho¨ht die Strukturelle Komplexita¨t.
Im Umkehrschluss ist daher das Qualita¨tsteilmerkmal Geringe Steuerﬂusskomplexita¨t
fu¨r das Qualita¨tsmerkmal Geringe Strukturelle Komplexita¨t erstrebenswert.
Abbildung 4.7: Qualita¨tsteilmerkmale der Geringen Strukturellen
Komplexita¨t
Lose Kopplung
Die Sta¨rke der Kopplung beeinﬂusst die Strukturelle Komplexita¨t [SMC79, CG90,
Fen95]. Unter Kopplung wird die Sta¨rke der Verbindung zwischen zwei Komponen-
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ten verstanden [SMC79]. Eine hohe Kopplung von Klassen hat beispielsweise eine
negative Auswirkung auf die Strukturelle Komplexita¨t. Je ho¨her die Kopplung ist,
desto ho¨her ist die Strukturelle Komplexita¨t, daher ist eine Lose Kopplung erstre-
benswert.
Zyklenfreiheit
Die Strukturelle Komplexita¨t einer Komponente eines Software-Systems wird durch
Zyklen in den Abha¨ngigkeiten zwischen Entita¨ten wie etwa Klassen erho¨ht, da die
beteiligten Komponenten schwerer zu verstehen sind [Lil08]. Es wurde bereits von
Parnas [Par78] gezeigt, dass das Qualita¨tsteilmerkmal Zyklenfreiheit fu¨r die Qualita¨t
eines Software-Systems entscheidend ist [Par78], da sie die Strukturelle Komplexita¨t
verringert. Demnach ist die Zyklenfreiheit ein Qualita¨tsteilmerkmal des Qualita¨ts-
merkmals Geringe Strukturelle Komplexita¨t.
Hohe Koha¨sion
Unter Koha¨sion wird Stevens folgend
[...] der Zusammenhalt von Elementen einer Klasse [SMC79]
verstanden. Je ho¨her die Koha¨sion einer Klasse ist, desto ho¨her ist auch der funktio-
nale Zusammenhalt und desto niedriger die Strukturelle Komplexita¨t, da alle relevan-
ten Funktionen an einer Stelle zu ﬁnden sind [BDW98]. Fu¨r eine Geringe Strukturelle
Komplexita¨t ist daher die Hohe Koha¨sion ein Qualita¨tsteilmerkmal.
Gro¨ßenausgewogenheit
Lilienthal [Lil08] folgend ist die Gro¨ßenausgewogenheit von Entita¨ten ein weiteres
wichtiges Qualita¨tsteilmerkmal, welches die Strukturelle Komplexita¨t beeinﬂusst: En-
tita¨ten sollten eine a¨hnliche Gro¨ße haben und auch aus vergleichbar vielen Entita¨ten
bestehen, anderenfalls erho¨hen sie die Strukturelle Komplexita¨t.
4.3.2.2 Modularita¨t
Das Qualita¨tsmerkmal Modularita¨t la¨sst sich durch viele verschiedene Qualita¨tsteil-
merkmale verfeinern; eine gute Schnittmenge aus der Literatur [MRW77, DS92, EL96,
Lil08] sind Lose Kopplung und Hohe Koha¨sion, Gro¨ßenausgewogenheit, Datenkapse-
lung (auch bekannt als Information Hiding nach Parnas [Par72]) und Schnittstellen-
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abstraktion. Abbildung 4.8 zeigt einen Teil des erstellten Zuordnungsgraphen, der die
Verfeinerung des Qualita¨tsmerkmals Modularita¨t dokumentiert. Die in den Zuord-
nungsgraphen aufgenommenen Beziehungen zwischen dem Qualita¨tsmerkmal Modu-
larita¨t und den Qualita¨tsteilmerkmalen werden im Folgenden begru¨ndet.
Abbildung 4.8: Qualita¨tsteilmerkmale der Modularita¨t
Lose Kopplung und Hohe Koha¨sion
Nach Fenton [Fen95] sind die Qualita¨tsteilmerkmale Lose Kopplung und Hohe Ko-
ha¨sion als Grundlage fu¨r das Qualita¨tsmerkmal Modularita¨t erstrebenswert. Dieser
Aussage folgend wurden die Qualita¨tsteilmerkmale Lose Kopplung und Hohe Koha¨-
sion als Verfeinerung vom Qualita¨tsmerkmal Modularita¨t eingefu¨hrt.
Gro¨ßenausgewogenheit
Das Kriterium Gro¨ßenausgewogenheit ist nach Lilienthal [Lil08] essentiell fu¨r das
Qualita¨tsteilmerkmal Modularita¨t. Lilienthal geht davon aus, dass Software-Systeme
eine ausgewogene Modularita¨t haben, wenn Komponenten eine a¨hnliche Gro¨ße haben
bzw. aus vergleichbar vielen Entita¨ten aufgebaut sind. Daher ist die Gro¨ßenausgewo-
genheit ein weiteres Qualita¨tsteilmerkmal des Qualita¨tsmerkmals Modularita¨t.
Datenkapselung
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Die Datenkapselung verhindert den Zugriﬀ auf Daten, die nicht o¨ﬀentlich sind [Par72].
Damit sind nur die Teile der Implementierung einer Klasse sichtbar, welche fu¨r die
Zusammenarbeit mit anderen Klassen notwendig sind. Dadurch wird die Modularita¨t
der Klassen verbessert. Denn folglich mu¨ssen bei A¨nderungen nur die sichtbaren Teile
beru¨cksichtigt werden, was den Aufwand fu¨r A¨nderungen verringert.
Schnittstellenabstraktion
Die Schnittstellenabstraktion erfordert den Einsatz von Schnittstellen zur Abstrak-
tion der Implementierung [Sie05]. Schnittstellenabstraktion ist daher eine mo¨gliche
Art der Abstraktion, die in [Wik10] deﬁniert ist als
Weglassen von Einzelheiten und des U¨berfu¨hrens auf etwas Allgemeineres oder We-
sentliches.
Speziell fu¨r die Modularita¨t ist der Einsatz von Schnittstellen im Sinne einer Schnitt-
stellenabstraktion wichtig: sie bilden die Abstraktion eines modularen Teils des Soft-
ware-Systems ab und verbergen die Implementierung [DS92]. Dadurch ko¨nnen Wech-
selwirkungen zwischen Komponenten von Software-Systemen anhand ihrer Schnitt-
stelle ﬁxiert und so die Modularita¨t verbessert werden.
4.3.2.3 Trennung der Zusta¨ndigkeiten
Das Qualita¨tsmerkmal Trennung der Zusta¨ndigkeiten wurde durch zwei Qualita¨ts-
teilmerkmale verfeinert. In Abbildung 4.9 ist die mit Hilfe des Zuordnungsgraphen
dokumentierte Verfeinerung zu sehen. Sowohl eine Geringe Feature-Streuung als auch
eine Geringe Feature-Verschra¨nkung haben einen positiven Einﬂuss auf die Trennung
der Zusta¨ndigkeiten, wie auch in [BR08a, BBR09] argumentiert wurde.
Abbildung 4.9: Qualita¨tsteilmerkmale der Trennung der
Zusta¨ndigkeiten
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In Software-Systemen la¨sst sich die Implementierung eines Features jedoch nicht im-
mer in einer Komponente realisieren, obwohl dies aus Sicht der Trennung der Zusta¨n-
digkeiten ideal wa¨re (siehe Abbildung 4.9). Vielmehr hat ein einzelnes Feature Einﬂuss
auf mehrere Komponenten, dabei ko¨nnen im Allgemeinen zwei Abha¨ngigkeitsstruktu-
ren, Feature-Streuung (engl. Scattering of Feature) und Feature-Verschra¨nkung (engl.
Tangling of Features), unterschieden werden [Soc06, vdBCH06]. Fu¨r eine gute Wei-
terentwicklung sollten diese Abha¨ngigkeitsstrukturen im Software-System mo¨glichst
gering ausgepra¨gt sein.
Geringe Feature-Streuung
Feature-Streuung beeintra¨chtigt das Qualita¨tsmerkmal Trennung der Zusta¨ndigkei-
ten, da ein Feature f1 in vielen Komponenten a1, a2, ... an umgesetzt ist (siehe Abbil-
dung 4.10). Dadurch wird das Prinzip einer einzigen Verantwortung verletzt [Par72].
Bei der Weiterentwicklung mu¨ssen alle abha¨ngigen Komponenten und ihre Wech-
selwirkungen betrachtet werden, was den Aufwand fu¨r die Weiterentwicklung des
Systems erho¨ht.
Geringe Feature-Verschra¨nkung
Feature-Verschra¨nkung beeintra¨chtigt das Qualita¨tsmerkmal Trennung von Zusta¨n-
digkeiten, da eine Komponente fu¨r mehrere Features verantwortlich ist, beispielsweise
ist sowohl Feature f1 als auch Feature f2 in der Komponente a1 implementiert, wie
in Abbildung 4.10 zu sehen ist (eine ausfu¨hrliche Beschreibung der Entita¨ten ﬁnden
sich im Anhang B.2). Erfu¨llt eine Komponente mehrere Verantwortungen, kann die
Implementierung eines Features schwerer identiﬁziert werden, die Komponente ist
schwerer versta¨ndlich, erweiterbar und wiederverwendbar. Letztlich erho¨ht sich der
Aufwand fu¨r die Weiterentwicklung.
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Abbildung 4.10: Idealer Fall, Feature-Streuung und
Feature-Verschra¨nkung.
4.3.2.4 Korrektheit
Auf Grundlage der Arbeit der Autoren McCall et al. [MRW77] wird die Korrektheit
in die Qualita¨tsteilmerkmale U¨bereinstimmung von Implementierung und Speziﬁka-
tion und Vollsta¨ndigkeit der Implementierung verfeinert. Diese Verfeinerung wurde
in den Zuordnungsgraphen aufgenommen, wie in Abbildung 4.11 zu sehen ist. Die
Verfeinerung in diese Qualita¨tsteilmerkmale ist fu¨r das Erkennen von Qualita¨tsde-
ﬁziten bezu¨glich des Qualita¨tsmerkmals Korrektheit zielfu¨hrend, was im Folgenden
begru¨ndet wird.
Abbildung 4.11: Verfeinerung des Qualita¨tsteilziels Korrektheit
U¨bereinstimmung von Implementierung und Speziﬁkation
McCall et al. stellen in ihrer Arbeit [MRW77] fest, dass die U¨bereinstimmung von
Implementierung und Speziﬁkation ein wichtiges Kriterium zur U¨berpru¨fung des Qua-
lita¨tsmerkmals Korrektheit ist.
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Die existierende Implementierung soll daraufhin u¨berpru¨ft werden, ob sie zur Spe-
ziﬁkation passt. Beispielsweise wird beim Reengineering von einem existierenden
Software-System ausgegangen, dessen Implementierung verbessert werden soll. Wenn
die Speziﬁkation fehlt, kann die Korrektheit der Implementierung nicht u¨berpru¨ft
werden [Lig02]. Daher wird angelehnt an die Arbeit von McCall et al. [MRW77] die
U¨bereinstimmung von Implementierung und Speziﬁkation als ein Qualita¨tsteilmerk-
mal vom Qualita¨tsmerkmal Korrektheit eingefu¨hrt.
Vollsta¨ndigkeit der Implementierung
Ausgehend von der Speziﬁkation, wie etwa eines Features, kann die Vollsta¨ndigkeit der
Implementierung gepru¨ft werden. Vollsta¨ndig bedeutet daher, dass die Implementie-
rung eines Software-Systems alle geforderten Funktionalita¨ten bereitstellt [MRW77].
Jedes speziﬁzierte Feature sollte daher auch tatsa¨chlich implementiert sein, anderen-
falls ist die Korrektheit der Implementierung nicht gewa¨hrleistet. Daher wird ange-
lehnt an die Arbeit von McCall et al. die Vollsta¨ndigkeit der Implementierung als ein
Qualita¨tsteilmerkmal des Qualita¨tsmerkmals Korrektheit eingefu¨hrt.
4.4 Zusammenfassung
Die Analyse des Qualita¨tsziels Weiterentwicklungsfa¨higkeit gema¨ß dem Aufbaupro-
zess, der in Kapitel 3 eingefu¨hrt wurde, ist mit dem Verfeinern zu Qualita¨tsteilmerk-
malen komplett. Wa¨hrend der Analyse des Qualita¨tsziels Weiterentwicklungsfa¨higkeit
wurde schrittweise jedes verfeinerte Qualita¨tsteilziel, Qualita¨tsmerkmal und Quali-
ta¨tsteilmerkmal mit Hilfe des Zuordnungsgraphen dokumentiert.
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Abbildung 4.12: Der Zuordnungsgraph nach der Analyse des
Qualita¨tsziels Weiterentwicklungsfa¨higkeit.
Der entsprechende Teil des dabei entstandenen Zuordnungsgraphen ist in Abbildung
4.12 dargestellt. Jedes Qualita¨tsteilziel ist dort durch mehrere Qualita¨tsmerkmale
verfeinert worden, da sich die Qualita¨tsmerkmale auf verschiedene Qualita¨tsteilziele
positiv auswirken.
Wie in den letzten Abschnitten beschrieben, konnten anhand existierender Arbeiten
alle Qualita¨tsmerkmale durch mehrere Qualita¨tsteilmerkmale verfeinert werden. Der
Zuordnungsgraph in Abbildung 4.12 zeigt das Ergebnis dieser Verfeinerung am Bei-
spiel des Qualita¨tsziels Weiterentwicklungsfa¨higkeit. Damit sind die Zusammenha¨nge
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zwischen den verfeinerten Qualita¨tsmerkmalen und Qualita¨tsteilmerkmalen anhand
des Zuordnungsgraphs leichter nachvollziehbar. Zum Beispiel haben die Qualita¨ts-
merkmale Geringe Strukturelle Komplexita¨t und Modularita¨t mehrere gemeinsame
Qualita¨tsteilmerkmale. Folglich fu¨hrt die Verbesserung solcher Qualita¨tsteilmerkma-
le, wie etwa Lose Kopplung und Hohe Koha¨sion, zu einer Verbesserung beider Qua-
lita¨tsmerkmale. Andere Qualita¨tsmerkmale, wie etwa Trennung der Zusta¨ndigkeiten
und Korrektheit, haben keine gemeinsamen Qualita¨tsteilmerkmale.
Der Zuordnungsgraph in Abbildung 4.12 bildet weiter die Grundlage fu¨r eine geson-
derte Gewichtung der erstellten Beziehungen zwischen dem Qualita¨tsziel Weiterent-
wicklungsfa¨higkeit und den verfeinerten Qualita¨tsteilzielen, Qualita¨tsmerkmalen und
Qualita¨tsteilmerkmalen. Darauf aufbauend ist eine Priorisierung der Reengineering-
Rezepte mo¨glich, die einem Qualita¨tsteilmerkmal zugeordnet sind (siehe Kapitel 7).





Das Erstellen der Reengineering-Rezepte wird auf Grundlage von verfeinerten Qua-
lita¨tsteilmerkmalen durchgefu¨hrt mit dem Ziel, Qualita¨tsdeﬁzite zu erkennen und zu
beheben. Zu jedem Qualita¨tsteilmerkmal sollte mindestens ein Reengineering-Rezept
erstellt werden. Das Erstellen eines Reengineering-Rezepts unterteilt sich gema¨ß dem




Auﬃnden der Metriken und Regeln zur Erkennung von Qualita¨tsdeﬁziten“ und
”
Be-
stimmen der Reengineering-Regeln zur Behebung von Qualita¨tsdeﬁziten“, welche im
Folgenden detailliert beschrieben werden. Die innerhalb dieser Aktivita¨ten gewonne-
nen Ergebnisse werden mit Hilfe des Zuordnungsgraphen zwischen Qualita¨tsziel und
Reengineering-Aktivita¨ten schrittweise dokumentiert.
Neben dem allgemeinen Vorgehen in den Aktivita¨ten werden auch die Ergebnisse
dargestellt, die wa¨hrend des Aufbauprozesses fu¨r das Qualita¨tsziel Weiterentwick-
lungsfa¨higkeit erzielt wurden.
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5.1 Ermitteln der Qualita¨tsdeﬁzite
5.1.1 Ziel und Vorgehen der Aktivita¨t
Qualita¨tsdeﬁzite sind Abweichungen zu einem gewu¨nschten Qualita¨tsteilmerkmal und
beeintra¨chtigen daher die Qualita¨t eines Software-Systems. Die Erkennung und Behe-
bung von Qualita¨tsdeﬁziten durch Reengineering-Rezepte fu¨hrt damit zu einer Ver-
besserung der Software-Qualita¨t. Fu¨r das Erstellen der Reengineering-Rezepte mu¨ssen
also zuna¨chst mo¨gliche Qualita¨tsdeﬁzite ermittelt werden.
Das Ermitteln der Qualita¨tsdeﬁzite wird auf Grundlage der bereits bekannten Qua-
lita¨tsteilmerkmale ermo¨glicht. Beispielsweise ist das Qualita¨tsdeﬁzit Zyklen zwischen
Klassen eine bekannte Abweichung zu dem Qualita¨tsteilmerkmal Zyklenfreiheit. Die-
ses Qualita¨tsdeﬁzit wurde bereits gut erforscht, wie etwa durch Lilienthal [Lil08].
Lilienthal betrachtet in ihrer Arbeit ein weiteres Qualita¨tsdeﬁzit, Zyklen zwischen
Komponenten, welches auch das Qualita¨tsteilmerkmal Zyklenfreiheit beeintra¨chtigt
und durch Abha¨ngigkeitsbeziehungen hervorgerufen wird. Nach Lilienthal beeintra¨ch-
tigen beide Arten von Zyklen die Architektur eines Software-Systems und folglich
auch dessen Implementierung.
Es gibt verschiedene Qualita¨tsdeﬁzite die ein Qualita¨tsteilmerkmal beeintra¨chtigen,
da es unterschiedliche Ursachen fu¨r eine Abweichung zu einem Qualita¨tsteilmerk-
mal gibt, die somit auch gesondert als Qualita¨tsdeﬁzite benannt und erkannt werden
mu¨ssen. Dies zeigt sich nicht nur beim Qualita¨tsteilmerkmal Zyklenfreiheit, welches
von Lilienthal untersucht wurde, sondern auch bei weiteren, wie etwa Lose Kopplung
(siehe Abschnitt 5.4.3.1).
Fu¨r die Ermittlung von Qualita¨tsdeﬁziten kann der Experte entweder auf in der Li-
teratur existierende Qualita¨tsdeﬁzite zuru¨ckgreifen oder Qualita¨tsdeﬁzite aus seiner
Erfahrung benennen. Jedes Qualita¨tsdeﬁzit wird zur Pra¨zisierung in Tabellenform
dokumentiert. Als Beispiel kann Tabelle 5.1 dienen: Es werden der Name des Quali-
ta¨tsdeﬁzits, eine kurze Beschreibung und das zugeordnete Qualita¨tsteilmerkmal an-
gegeben.
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Abbildung 5.1: Zielorientierter Ansatz zum Erkennen und
Beheben von Qualita¨tsdeﬁziten.
Durch das vorgelagerte zielorientierte Verfeinern von Qualita¨tszielen zu Qualita¨tsteil-
merkmalen wird die Mo¨glichkeit geschaﬀen, Abweichungen zu einem Qualita¨tsteil-
merkmal mo¨glichst objektiv als Qualita¨tsdeﬁzit zu erkennen. Abbildung 5.1 zeigt den
Unterschied zum Stand der Technik, da bei dem zielorientierten Ansatz der Arbeit
Qualita¨tsdeﬁzite eine zentrale Rolle einnehmen. Im Vergleich zu den existierenden
Ansa¨tzen, wie etwa dem Ad-hoc-Vorgehen oder einem rein auf Metriken basierenden
Ansatz, werden Regeln aufgestellt, in denen deﬁniert ist, wann ein Qualita¨tsdeﬁzit
vorliegt und mit welchen Reengineering-Aktivita¨ten es behoben werden kann.
Als Erweiterung von bisherigen Arbeiten werden in dieser Arbeit Qualita¨tsdeﬁzite
umfassender betrachtet. Denn Qualita¨tsdeﬁzite beru¨hren unterschiedliche Teile eines
Software-Systems, wie etwa die Speziﬁkation, die Architektur und/oder die Imple-
mentierung. Die bisher in Kapitel 2 genannten Typen von Qualita¨tsdeﬁziten beru¨ck-
sichtigen keine Abha¨ngigkeitsbeziehungen zwischen Entita¨ten der Speziﬁkation und
der Architektur oder der Implementierung eines Software-Systems. Dafu¨r wird in
dieser Arbeit der Begriﬀ Mehr-Ebenen-Mangel eingefu¨hrt:
Ein Mehr-Ebenen-Mangel ist ein u¨ber mehrere Ebenen eines Software-Systems auf-
tretendes Qualita¨tsdeﬁzit, beispielsweise zwischen Speziﬁkation und Implementierung,
welches verbessert werden sollte.
Durch die Auswertung von Abha¨ngigkeitsbeziehungen zwischen Entita¨ten der Spezi-
ﬁkation, wie etwa Features und deren Implementierung, wie etwa Komponenten, wird
dieser Typ von Qualita¨tsdeﬁzit erkennbar. A¨hnlich zu Code-Smell oder Architektur-
mangel liegt bei einem Mehr-Ebenen-Mangel nicht unbedingt ein Fehlverhalten vor,
vielmehr beeintra¨chtigen diese Qualita¨tsdeﬁzite die Software-Qualita¨t. Ein Beispiel
fu¨r einen Mehr-Ebenen-Mangel, der die Weiterentwicklungsfa¨higkeit eines Software-
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Systems erschwert, ist Fehlende Feature-Speziﬁkation (siehe Kapitel 5.4.2).
5.1.2 Ergebnisse des Ermittelns von Qualita¨tsdeﬁziten am
Beispiel der Weiterentwicklungsfa¨higkeit
In dieser Arbeit wurden beispielhaft 14 Qualita¨tsdeﬁzite ermittelt, welche das Quali-
ta¨tsziel Weiterentwicklungsfa¨higkeit beeintra¨chtigen. Sie sind im Anhang in Abschnitt
A.1 ausfu¨hrlich beschrieben. Einige Beispiele sind in Tabelle 5.1 zu ﬁnden.
Dort wird jeweils ein Qualita¨tsdeﬁzit vorgestellt, welches innerhalb der Implemen-
tierung (z.B. Tiefe Vererbungshierarchie) vorkommen kann, Auswirkungen auf die
Architektur (z.B. Zyklen zwischen Komponenten) hat oder nur durch Betrachtung
von Entita¨ten der Speziﬁkation (z.B. Starke Feature-Verschra¨nkung) erkannt werden
kann. Diese drei Beispiele von Qualita¨tsdeﬁziten werden in den folgenden Abschnitten
immer wieder benutzt.
Wie bereits am Anfang des Kapitels erla¨utert wurde, stellt jedes Qualita¨tsdeﬁzit
eine Abweichung zu einem Qualita¨tsteilmerkmal dar. Die in diesem Schritt des Auf-
bauprozesses ermittelten Informationen wie Name, Beschreibung und Abweichung zu
Qualita¨tsteilmerkmal reichen nicht fu¨r eine objektive Erkennung von Qualita¨tsdeﬁzi-
ten aus. Deswegen wird das Erkennen von Qualita¨tsdeﬁziten in dieser Arbeit durch
Metriken und Regeln deﬁniert, die dann auch innerhalb von Werkzeugen eingesetzt
werden ko¨nnen. Der Zusammenhang zwischen Qualita¨tsdeﬁziten, Metriken und Re-
geln wird im folgenden Abschnitt 5.2 dargestellt.
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Tiefe Unter einer starken Vererbungshierarchie Lose
Vererbungs- wird eine zu hohe Vererbungstiefe zwischen Kopplung
hierarchie Klassen verstanden. Klassen, die tief in der
[CK94] Hierarchie angesiedelt sind, sind schwer zu
verstehen, da sie viele Merkmale
erben [CK94].
Zyklen Zyklen zwischen Komponenten erho¨hen die Zyklen-
zwischen Strukturelle Komplexita¨t der Architektur freiheit
Komponenten [Lil08]. Außerdem behindern Zyklen
[Lil08] die Weiterentwicklung, da die beteiligten
Komponenten fehleranfa¨lliger sind und neue
Komponenten meist an die vorhandenen
Zyklen angebaut werden [Lil08].
Starke Bei starker Feature-Verschra¨nkung Geringe
Feature- existieren Abha¨ngigkeitsstrukturen, welche Feature-
Verschra¨n- das Verstehen der Architektur und des Co- Verschra¨n-
kung in des hinsichtlich der speziﬁzierten Features kung
Komponenten verschlechtern. Nach Arndt et al. [AHKP09]
steigt in diesem Fall auch die Gefahr von
Programmfehlern, da die Struktur und
Kontrollﬂusslogik schwer erschließbar sind.
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5.2 Auﬃnden der Metriken und Aufstellen der Er-
kennungsregeln
5.2.1 Ziel und Vorgehen der Aktivita¨t
Fu¨r eine objektivere Bewertung von Qualita¨tsteilmerkmalen werden Metriken ein-
gesetzt. Diese Beziehung zwischen Qualita¨tsteilmerkmalen und Metriken wird durch
den Zuordnungsgraphen dokumentiert, wie in Abbildung 5.2 anhand des in dieser
Aktivita¨t erstellten Teils des Zuordnungsgraphen ersichtlich ist. Zusa¨tzlich werden
Regeln eingesetzt, um die im vorherigen Schritt des Aufbauprozesses ermittelten Qua-
lita¨tsdeﬁzite anhand der durch Metriken ermittelten Ergebnisse objektiv erkennen zu
ko¨nnen. Diese Beziehung zwischen Metriken und Qualita¨tsdeﬁziten ist ebenfalls durch
den Zuordnungsgraphen dokumentiert, wie auch in Abbildung 5.2 zu sehen.
Abbildung 5.2: Beispiel von Zuordnungen zwischen
Qualita¨tsteilmerkmal, Metrik und Qualita¨tsdeﬁzit.
Das Auﬃnden der Metriken ist im Abschnitt 5.2.2 und das Aufstellen von Erken-
nungsregeln, in denen Metriken integriert sind, ist in Abschnitt 5.2.3 beschrieben.
5.2.2 Auﬃnden von Metriken
Um Metriken fu¨r eine objektive Bewertung von Qualita¨tsteilmerkmalen zu ﬁnden, gibt
es zwei Mo¨glichkeiten. Die eine Mo¨glichkeit besteht darin, bewa¨hrte Metriken aus der
Literatur wiederzuverwenden, sofern sie zur Bewertung der Qualita¨tsteilmerkmale
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eingesetzt werden ko¨nnen. Die andere Mo¨glichkeit ist, neue Metriken aufzubauen,
wenn keine zum Qualita¨tsteilmerkmal passenden Metriken existieren. In beiden Fa¨llen
sind Metriken ein Mittel zum Zweck, um Qualita¨tsdeﬁzite erkennen zu ko¨nnen.
Die Erkennung von Qualita¨tsdeﬁziten, welche das Qualita¨tsteilmerkmal U¨bereinstim-
mung von Implementierung und Speziﬁkation beeintra¨chtigen, soll im Folgenden ex-
emplarisch vorgestellt werden: eine U¨bereinstimmung von Implementierung und Spe-
ziﬁkation ist dann vorhanden, wenn jeder Entita¨t der Implementierung eine Entita¨t
der Speziﬁkation zugeordnet werden kann. Wenn dies nicht mo¨glich ist, existierten
Abweichungen zum betrachteten Qualita¨tsteilmerkmal. Beispiele fu¨r Entita¨ten der
Implementierung sind Komponenten, Klassen oder auch Schnittstellen.
Abbildung 5.3: Ausschnitt von Features und Komponenten aus
der Fallstudie.
Das Software-System in Abbildung 5.3 stellt einen vereinfachten Ausschnitt aus der
Fallstudie dar, welche in Kapitel 7 eingefu¨hrt wird. Auf diesen Ausschnitt wird in
den weiteren Beispielen, die das Erstellen eines Reengineering-Rezepts verdeutlichen,
ha¨uﬁg Bezug genommen.
In dem Beispiel in Abbildung 5.3 sind Komponenten und ihre Abha¨ngigkeiten zu se-
hen, wie etwa die Komponente Datenverwaltung, die die Komponenten Protokollierung
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und Datenzugriff benutzt. Architekturmodelle werden ha¨uﬁg als UML-Diagramme dar-
gestellt, wie es auch in Abbildung 5.3 der Fall ist.
Beispiele fu¨r Entita¨ten der Speziﬁkation sind Feature-Speziﬁkationen, die in Abbil-
dung 5.3 als Features Datensichtbarkeit und Personenverwaltung durch ein Feature-
Modell nach [KCH+90] visualisiert sind.
Zudem sind verschiedene Abha¨ngigkeitsbeziehungen in Abbildung 5.3 durch die je-
weiligen Modelle vorgegeben. UML stellt beispielsweise die Benutzt-Beziehung zur
Verfu¨gung, die mit Hilfe des Schlu¨sselworts use im Diagramm angezeigt wird. Ei-
ne Abha¨ngigkeitsbeziehung zwischen den Entita¨ten Features und Komponenten wird
durch einen Traceability-Link vom Typ Realisiert-durch aufgebaut, wie in Abbildung
5.3 zwischen dem Feature Personenverwaltung und der Komponente Datenverwaltung
zu sehen ist. Der Traceability-Link Realisiert-Durch ist im Anhang in Abschnitt B.2.3
beschrieben.
Die im Rahmen der Arbeit neu erstellte Metrik Isolierte Entita¨ten IE(X) ist im An-
hang in Abschnitt C.2.1 deﬁniert und wird auf das Software-System in Abbildung
5.3 beispielhaft angewandt. Bei dieser Metrik sind beliebige Entita¨ten (symbolisiert
durch die Menge X) isoliert, wenn sie existieren aber nicht an ein Feature gebunden
sind. Sie haben deswegen auch keine Berechtigung, umgesetzt zu werden.
Die Metrik IE(X) wird auf eine Menge von Entita¨ten angewandt. X steht fu¨r die Men-
ge aller Entita¨ten (alle Entita¨tstypen). Soll die Metrik nur auf eine bestimmte Menge
angewandt werden, werden folgende Mengenbezeichner verwendet: die im Beispiel in
Abbildung 5.3 dargestellten Komponenten der Architektur, werden mit dem Mengen-
bezeichner A bezeichnet, Schnittstellen mit S, Klassen mit K und Datendateien mit
D.
Wenn alle Komponenten mit einer Abha¨ngigkeitsbeziehung zu Features in Verbindung
stehen, soll das Ergebnis der Metrik IE(A) gleich 0 sein. Anderenfalls soll das Ergebnis
der Metrik gro¨ßer als 0 sein und die Anzahl von sogenannten Isolierten Entita¨ten
berechnet werden. Wird beispielsweise die Metrik Isolierte Entita¨ten IE(A) auf das
in Abbildung 5.3 dargestellte Software-System angewandt, kommt als Ergebnis von
IE(A) der Wert 1 heraus, da die Komponente Protokollierung isoliert ist.
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5.2.3 Aufstellen von Erkennungsregeln
Eine Erkennungsregel deﬁniert die Erkennung von Qualita¨tsdeﬁziten auf Grundlage
von Metriken. Die Beziehung zwischen Metriken und Qualita¨tsdeﬁziten wurde bereits
im vorhergehenden Schritt identiﬁziert und ist beispielhaft in Abbildung 5.2 zu se-
hen. Fu¨r das Aufstellen von Erkennungsregeln werden Metriken ausgewa¨hlt und z.B.
Schwellwerte fu¨r die Interpretation der Ergebnisse einer Metrik festgelegt, um so die
Eigenschaften des Software-Systems bestimmen zu ko¨nnen. Dazu ko¨nnen existierende
Werte aus der Literatur wiederverwendet werden oder der Experte muss anhand sei-
ner Erfahrung diese festlegen. In beiden Fa¨llen ist es mo¨glich, die im Aufbauprozess
bestimmten Werte innerhalb des Anwendungsprozesses anzupassen, da in der Regel
Eigenschaften eines Software-Systems im Voraus nicht vorhersehbar sind.
Beispielsweise kann ein Schwellwert fu¨r die Gro¨ße von Klassen, gemessen in SLOC
(Source Lines of Code), in Software-Systemen aus empirischen Fallstudien ermittelt
werden [BBM96]. Werden aber in einem konkreten Software-System Klassen bei-
spielsweise durch externe Produkte generiert, kann die Gro¨ße der generierten Klassen
meist nicht oder nur wenig beeinﬂusst werden. Daher sollte es mo¨glich sein, den fu¨r die
Gro¨ße der generierten Klassen festgelegten Schwellwert je nach Herkunft der Klassen
innerhalb der Erkennungsregeln anzupassen. In einer Erkennungsregel sollten außer-
dem verschiedene Metriken verknu¨pft einsetzbar sein, da es Qualita¨tsdeﬁzite gibt, die
nur durch den Einsatz von mehreren Metriken erkannt werden ko¨nnen.
5.2.3.1 Struktur von Erkennungsregeln
Eine Erkennungsregel besteht aus einem Qualita¨tsdeﬁzit und Bedingungen, welche die
Erkennung des Qualita¨tsdeﬁzits deﬁnieren. Mit Hilfe der Backus-Naur-Form (BNF)
aus [BBG+97] wird in Tabelle 5.2 die Struktur einer Erkennungsregel genauer be-
schrieben. Beim Aufstellen einer Erkennungsregel ko¨nnen insbesondere die Bedin-
gungen, wann ein Qualita¨tsdeﬁzit vorliegt, im Detail formuliert werden.
Bedingungen: Bedingungen bestehen aus Metriken, Operatoren und Schwellwerten.
Die Ergebnisse von Metriken ko¨nnen mit Hilfe von Relationalen Operatoren mit
Schwellwerten verglichen werden, um beispielsweise zu u¨berpru¨fen, ob das Ergeb-
nis einer Metrik gro¨ßer als 0 ist. Weitere Operatoren dienen dazu, eine Folge von
Bedingungen zu deﬁnieren, wenn beispielsweise mehr als eine Metrik innerhalb der
70 Kapitel 5. Erstellen der Reengineering-Rezepte
Erkennungsregel beru¨cksichtigt werden soll. Es ko¨nnen auch Vorbedingungen mit Hil-
fe des Schlu¨sselwortes VORB innerhalb der Erkennungsregeln festgehalten werden.
Operatoren: In Erkennungsregeln werden zwei Arten von Operatoren unterschieden.
Ein Relationaler Operator wird fu¨r das Vergleichen von Ergebnissen einer Metrik
verwendet. Ein Logischer Operator dient zur Auswahl von Metriken. Beispielsweise
werden die Logischen Operatoren UND und ODER zur Auswahl von Metriken inner-
halb von Bedingungen verwendet. Zudem werden Relationale Operatoren, wie etwa
”
gro¨ßer als“, symbolisiert durch
”
>“, zum Vergleichen von Metrik-Ergebnissen mit
Schwellwerten eingesetzt.
Tabelle 5.2: Beschreibung der Struktur von Erkennungsregeln.
<Erkennungsregel> ::= <Qualita¨tsdefizit> ’:=’ <Vorbedingung>
<Folge von Bedingungen> ’.’
<Qualita¨tsdefizit> ::= ’Name eines Qualita¨tsdefizits’
<Vorbedingung> ::= ’VORB’ ’[’ <Folge von Bedingungen> ’]’ |
<Folge von Bedingungen> ::= <Bedingung> | <Bedingung><Logischer
Operator><Folge von Bedingungen> |
<Bedingung> ::= <Metrik><Relationaler Operator><Schwellwert>
<Metrik> ::= ’Name einer Metrik’
<Schwellwert> ::= ’Zahl, die Vergleichen dient’
<Relationaler Operator> ::= ’<’ | ’≤’ | ’=’ | ’≥’ | ’>’ | ’=’
<Logischer Operator> ::= ’UND’ | ’ODER’
Die
”
Detection Strategies“ nach Marinescu [MR04] haben einen a¨hnlichen Aufbau wie
die hier vorgestellten Erkennungsregeln, beru¨cksichtigen aber keine Vorbedingungen
und zielen nur auf das Erkennen von Code-speziﬁschen Problemen ab (vergleiche dazu
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auch Abschnitt 2.2).
5.2.3.2 Beispiel einer Erkennungsregel
Das Software-System in Abbildung 5.3 dient wieder als Beispiel, um eine Erkennungs-
regel zu verdeutlichen. Die in Abschnitt 5.2.2 eingefu¨hrte Metrik Isolierte Entita¨ten
IE(X) wurde fu¨r folgende Erkennungsregel eingesetzt:
’Fehlende Feature-Spezifikation’ := IE(X) > 0 . (5.1)
Wenn das konkrete Software-System in Abbildung 5.3 betrachtet wird, ist die Kom-
ponente Protokollierung isoliert, da sie zu keinem Feature verfolgt werden kann. Durch
die Anwendung der Erkennungsregel 5.1 aus obigen Beispiel wird das Qualita¨tsdeﬁzit
Fehlende Feature-Speziﬁkation erkannt, da die Anwendung der Metrik auf die Kom-
ponenten IE(A) den Wert 1 ergibt und dieser gro¨ßer als 0 ist. Die Komponente, die
das Qualita¨tsdeﬁzit verursacht, ist Protokollierung.
Zusammenfassend la¨sst sich hervorheben, dass das Aufstellen von Erkennungsregeln
einen hohen Nutzen hat, da eine Menge von Regeln sehr ﬂexibel deﬁniert werden
kann. Zusa¨tzlich sind Regeln leicht in Werkzeuge zu integrieren, da die notwendigen
Instrumente, wie Operatoren, bereits in Programmiersprachen enthalten sind. Inner-
halb des Werkzeugs lassen sich weitere nu¨tzliche Anwendungsfa¨lle umsetzen, wie die
automatische Benachrichtigung im Falle von erkannten Qualita¨tsdeﬁziten (siehe Ka-
pitel 6).
5.2.4 Ergebnisse der aufgestellten Erkennungsregeln am Bei-
spiel der Weiterentwicklungsfa¨higkeit
Gema¨ß dem Aufbauprozess in Kapitel 3 wurden Metriken und Erkennungsregeln auf
Grundlage der Qualita¨tsdeﬁzite in Bezug auf das Qualita¨tsziel Weiterentwicklungs-
fa¨higkeit aufgestellt. Fu¨r das Bewerten des Qualita¨tsziels Weiterentwicklungsfa¨higkeit
konnten 11 bekannte Metriken aus der Literatur wiederverwendet werden. Im Rah-
men der Arbeit wurden zusa¨tzlich 5 neue Metriken erstellt und in der Fallstudie
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validiert. Die neu erstellten Metriken und deren Struktur sind in Abschnitt C im
Anhang dargestellt.
Die Qualita¨tsdeﬁzite Tiefe Vererbungshierarchie, Zyklen zwischen Klassen, Zyklen
zwischen Komponenten und Starke Feature-Verschra¨nkung werden als repra¨sentative
Beispiele fu¨r die Ergebnisse dieser Arbeit verwendet und zusammen mit den den
Qualita¨tsdeﬁziten zugeordneten Metriken und Erkennungsregeln vorgestellt.
5.2.4.1 Erkennen des Qualita¨tsdeﬁzits Tiefe Vererbungshierarchie
Das Qualita¨tsdeﬁzit Tiefe Vererbungshierarchie stellt eine Abweichung zum Quali-
ta¨tsteilmerkmal Lose Kopplung dar und kann durch die Metrik Depth of Inheritance
Tree (DIT ) nach Chidamber und Kemerer [CK94] bewertet werden. Die Zuordnungen
zwischen Qualita¨tsteilmerkmal, Metrik und Qualita¨tsdeﬁzit, die in den Zuordnungs-
graphen aufgenommen wurden, sind in Abbildung 5.4 zu sehen.
Abbildung 5.4: Zuordnungen des Qualita¨tsdeﬁzits Tiefe
Vererbungshierarchie zu Metrik und Qualita¨tsteilmerkmal.
Allerdings mu¨ssen die Ergebnisse der Metrik erst interpretiert werden, um das Qua-
lita¨tsdeﬁzit zu erkennen. Dazu wurde die Erkennungsregel 5.2 aufgestellt, die doku-
mentiert, unter welcher Bedingung das Qualita¨tsdeﬁzit Tiefe Vererbungshierarchie
vorliegt.
’Tiefe Vererbungshierarchie’ := DIT > 7 . (5.2)
Die Begru¨ndung fu¨r die Regel ist wie folgt: die Metrik DIT bewertet die Vererbung
zwischen Klassen. Bei der Vererbung, die eine mo¨gliche Auspra¨gung einer Kopplung
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ist, erha¨lt eine in der Vererbungshierarchie tiefer liegende Klasse alle Merkmale von
der in der Vererbungshierarchie ho¨her liegenden Klasse. Um das Qualita¨tsmerkmal
Lose Kopplung zu erreichen, sollte die Vererbungshierarchie aus Sicht der Weiter-
entwicklungsfa¨higkeit so sein, dass eine gute Wiederverwendbarkeit mo¨glich ist, ohne
aber die Versta¨ndlichkeit der Implementierung zu stark zu beeintra¨chtigen. Um diese
Eigenschaften zu erreichen, sollte nach Chidamber und Kemerer die Tiefe der Ver-
erbungshierarchie nicht ho¨her als sieben sein [CK94]. Ist der Wert ho¨her, liegt das
Qualita¨tsdeﬁzit Tiefe Vererbungshierarchie vor.
5.2.4.2 Erkennen des Qualita¨tsdeﬁzits Zyklen zwischen Klassen oder Zy-
klen zwischen Komponenten
Das Qualita¨tsteilmerkmal Zyklenfreiheit einer Architektur wird nach Lilienthal [Lil08]
durch zwei Metriken bewertet: sowohl die Metrik Anzahl der Klassen in Zyklen (KLIZ)
als auch die Metrik Anzahl der Komponenten in Zyklen (KOIZ) ko¨nnen Abweichun-
gen zu dem Qualita¨tsteilmerkmal Zyklenfreiheit feststellen, woraufhin das Qualita¨ts-
deﬁzit Zyklen zwischen Klassen bzw. Zyklen zwischen Komponenten erkannt werden
kann. Die Zuordnungen zwischen Qualita¨tsteilmerkmal, Metriken und Qualita¨tsdeﬁ-
ziten, die in den Zuordnungsgraphen aufgenommen wurden, sind in Abbildung 5.5
dargestellt.
Abbildung 5.5: Zuordnungen der Qualita¨tsdeﬁzite Zyklen
zwischen Klassen und Komponenten zu Metriken und
Qualita¨tsteilmerkmal.
Die Metrik Anzahl der Klassen in Zyklen betrachtet Abha¨ngigkeitsbeziehungen zwi-
schen Klassen innerhalb einer Komponente. Bilden diese Abha¨ngigkeitsbeziehungen
Zyklen, wird durch die Metrik geza¨hlt, wie viele Klassen in Zyklen sind. Mit Hilfe
dieser Metrik kann das Qualita¨tsdeﬁzit Zyklen zwischen Klassen erkannt werden.
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Zusa¨tzlich betrachtet die Metrik Anzahl der Komponenten in Zyklen Abha¨ngigkeits-
beziehungen zwischen Klassen, die aber in unterschiedlichen Komponenten enthal-
ten sind. Es werden daher durch diese Metrik nur Zyklen betrachtet, welche durch
Abha¨ngigkeitsbeziehungen hervorgerufen werden, die aus unterschiedlichen Kompo-
nenten stammen. Mit Hilfe dieser Metrik kann das Qualita¨tsdeﬁzit Zyklen zwischen
Komponenten erkannt werden.
Jeder Zyklus behindert Weiterentwicklungen, da er die strukturelle Komplexita¨t er-
ho¨ht [Lil08]. Die Qualita¨tsdeﬁzite Zyklen zwischen Klassen und Zyklen zwischen Kom-
ponenten existieren daher, sobald ein Zyklus erkannt wurde.
Daher werden die Erkennungsregeln fu¨r die beiden Qualita¨tsdeﬁzite Zyklen zwischen
Klassen bzw. Zyklen zwischen Komponenten folgendermaßen deﬁniert:
’Zyklen zwischen Klassen’ := KLIZ > 0 .
’Zyklen zwischen Komponenten’ := KOIZ > 0.
(5.3)
5.2.4.3 Erkennen des Qualita¨tsdeﬁzits Starke Feature-Verschra¨nkung
Das Qualita¨tsdeﬁzit Starke Feature-Verschra¨nkung in Komponenten ist eine Ab-
weichung zum Qualita¨tsteilmerkmal Geringe Feature-Verschra¨nkung. Das Qualita¨ts-
teilmerkmal Geringe Feature-Verschra¨nkung kann durch die Metrik Feature Tang-
ling (FTANG) bewertet werden, somit kann das Qualita¨tsdeﬁzit Starke Feature-Ver-
schra¨nkung in Komponenten erkannt werden. In Abbildung 5.6 ist ein Teil des er-
stellten Zuordnungsgraphen zu sehen. Dieser Teil zeigt die Zuordnungen zwischen
Qualita¨tsteilmerkmal, Metrik und Qualita¨tsdeﬁzit.
Abbildung 5.6: Zuordnungen des Qualita¨tsdeﬁzits Starke
Feature-Verschra¨nkung zu Metrik und Qualita¨tsteilmerkmal.
Die Metrik Feature Tangling za¨hlt die Abha¨ngigkeitsbeziehungen zwischen Features
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und Entita¨ten der Architektur oder der Implementierung, wie etwa Komponenten
(in Abschnitt C.2.3 ist die Metrik im Detail dargestellt). Dabei sollte die Anzahl
von Abha¨ngigkeitsbeziehungen zwischen Features und Entita¨ten der Architektur oder
Implementierung, also die Feature-Verschra¨nkung, mo¨glichst gering sein.
Die Metrik FTANG(A) nimmt Werte zwischen 0 (idealer Wert) und 1 (schlechtester
Wert) an. Ziel sollte es daher sein, dass die Metrik bei einem Software-System das
Ergebnis 0 liefert. Dies wird in der folgenden Regel festgehalten:
’Starke Feature-Verschra¨nkung in Komponenten’ := FTANG(A) > 0 . (5.4)
In der Praxis wird dieser Wert aber selten erreicht. Beispielweise wurde in der Fallstu-
die (siehe Kapitel 7) bei einem Wert von 0,15 keine weitere Reengineering-Aktivita¨t
mehr angewandt und der Wert durch das Entwicklungsteam als ausreichend klein ak-
zeptiert, wobei die Feature-Verschra¨nkung bezu¨glich der Komponenten des Software-
Systems betrachtet wurde. Wa¨hrend dem Anwendungsprozess sollte der Wert in jeder
Iteration durch das Projektteam u¨berpru¨ft werden. Im Anwendungsprozess wird eine
U¨berpru¨fung durch den Schritt
”
Pru¨fung der Erfu¨llung der Qualita¨tsziele“ beru¨ck-
sichtigt (siehe Diskussion in Abschnitt 7.3.3 der Fallstudie).
5.3 Bestimmen der Reengineering-Regeln
5.3.1 Ziel und Vorgehen der Aktivita¨t
Eine Reengineering-Regel deﬁniert die Auswahl von Reengineering-Aktivita¨ten zum
Beheben von erkannten Qualita¨tsdeﬁziten. In einer Reengineering-Aktivita¨t wird fest-
gelegt, welche Entita¨ten auf welche Art und Weise gea¨ndert werden sollen. Um ein
Qualita¨tsdeﬁzit zu beheben, ko¨nnen mehrere Reengineering-Aktivita¨ten notwendig
sein. Abbildung 5.7 zeigt einen entsprechenden Ausschnitt des Zuordnungsgraphen.
Die Beziehungen zwischen Qualita¨tsdeﬁzit und Reengineering-Aktivita¨ten bedeuten,
dass das Qualita¨tsdeﬁzit Fehlende Feature-Speziﬁkation durch die Reengineering-
Aktivita¨ten Rekonstruieren der Features durch Feature-Analyse [Gre07] oder Lo¨-
schen der unno¨tigen Entita¨ten durch Refactoring [Fow99] behoben werden. Ob beide
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Reengineering-Aktivita¨ten angewandt werden mu¨ssen oder eine der beiden Reengi-
neering-Aktivita¨ten zur Behebung des Qualita¨tsdeﬁzit Fehlende Feature-Speziﬁkation
ausreicht, wird durch Reengineering-Regeln festgehalten.
Abbildung 5.7: Beispiel von Zuordnungen zwischen
Qualita¨tsdeﬁzit und Reengineering-Aktivita¨ten.
Da nach Chikofsky [CC90] Reengineering-Aktivita¨ten sowohl Entita¨ten der Speziﬁka-
tion, der Architektur als auch der Implementierung eines Software-Systems a¨ndern,
existieren viele verschiedene Ansa¨tze, sodass der Aufbau von Fachwissen fu¨r das Reen-
gineering von Software-Systemen aufwendig ist. Um den Aufwand fu¨r dieses Vorgehen
zu reduzieren, sollte eine einmal erworbene Erfahrung durch den Experten dokumen-
tiert werden und so fu¨r den Anwender zuga¨nglich gemacht werden. Dafu¨r werden in
dieser Arbeit Reengineering-Regeln verwendet, die nach einer vorgegebenen Struktur
beschrieben werden.
5.3.2 Struktur von Reengineering-Regeln
Eine Reengineering-Regel deﬁniert eine Bedingung und eine Liste von Reengineering-
Aktivita¨ten. Mit Hilfe der Backus-Naur-Form (BNF) aus [BBG+97] wird im Folgen-
den die Struktur einer Reengineering-Regel dargestellt, siehe Tabelle 5.3.
5.3 Bestimmen der Reengineering-Regeln 77
Tabelle 5.3: Beschreibung der Struktur von Reengineering-Regeln.
<Reengineering-Regel>::= <Bedingung> <Liste von Aktivita¨ten> ’.’
<Bedingung>::= ’WENN’ <Qualita¨tsdefizit>
<Liste von Aktivita¨ten>::= <Reengineering-Aktivita¨t> |
<Reengineering-Aktivita¨t>
<Logischer Operator>
<Liste von Aktivita¨ten> |
<Qualita¨tsdefizit>::= ’Name eines Qualita¨tsdefizits’
<Reengineering-Aktivita¨t>::= ’NUTZE’ ’Name einer
Reengineering-Aktivita¨t’
<Logischer Operator>::= ’UND’ | ’ODER’
In der Bedingung wird nach dem Schlu¨sselwort WENN ein Qualita¨tsdeﬁzit benannt.
Die Bedingung gilt als erfu¨llt, wenn das Qualita¨tsdeﬁzit erkannt wurde. Dann kann
die Liste der Reengineering-Aktivita¨ten ausgefu¨hrt werden.
In der Liste der Reengineering-Aktivita¨ten werden einzelne Reengineering-Aktivita¨ten
mit dem Schlu¨sselwort NUTZE eingeleitet, dem der Name einer Reengineering-Aktivita¨t
folgt. Die Logischen Operatoren UND und ODER werden verwendet, um mehrere Re-
engineering-Aktivita¨ten zu einer Liste zu verknu¨pfen. Die Operatoren sind notwen-
dig, wenn mehrere Reengineering-Aktivita¨ten zusammen angewandt werden mu¨ssen
(UND), oder aber auch eine Reengineering-Aktivita¨t aus mehreren mo¨glichen Reengi-
neering-Aktivita¨ten verwendet werden kann (ODER). Die Entscheidung im ODER-Fall,
welche der mo¨glichen Reengineering-Aktivita¨ten angewandt werden, ist Aufgabe des
Entwicklers.
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5.3.3 Bestimmen von Reengineering-Aktivita¨ten
Das Bestimmen der Reengineering-Aktivita¨ten beruht entweder auf der Erfahrung
des Experten oder wird durch konkrete Beispiele aus der Literatur unterstu¨tzt. Der
Experte wa¨hlt daher aus einer Menge von Reengineering-Aktivita¨ten diejenigen aus,
welche fu¨r das Beheben eines Qualita¨tsdeﬁzits angewandt werden ko¨nnen.
Beispielsweise kann das Qualita¨tsdeﬁzit Starke Feature-Verschra¨nkung in Kompo-
nenten durch die Reengineering-Aktivita¨t Restrukturieren der Komponenten durch
Dekomposition oder auch durch die Reengineering-Aktivita¨t Restrukturieren der Fea-
tures durch Zusammenfu¨hren behoben werden. Diese Zusammenha¨nge werden in den
Zuordnungsgraphen aufgenommen; der dazu geho¨rende Ausschnitt des erstellten Zu-
ordnungsgraphen ist in Abbildung 5.8 zu ﬁnden.
Abbildung 5.8: Beispiel von anwendbaren
Reengineering-Aktivita¨ten.
Die Reengineering-Regel 5.5 stellt durch den Einsatz von Operatoren klar, ob eine
der beiden Reengineering-Aktivita¨ten oder auch beide zusammen angewandt werden
sollten. In der Reengineering-Regel 5.5 wurde der Operator ODER gewa¨hlt, da eine der
dort angegeben Reengineering-Regeln ausreichen kann, um das Qualita¨tsdeﬁzit Star-
ke Feature-Verschra¨nkung in Komponenten zu beheben. Somit kann der Qualita¨ts-
ingenieur wa¨hrend der Anwendung entscheiden, welche Vorgehensweise fu¨r den kon-
kreten Anwendungsfall besser geeignet ist. Kommt beispielsweise die Reengineering-
Aktivita¨t Restrukturieren der Features durch Zusammenfu¨hren [PT93] nicht in Frage,
da die Features sinnvoll aufgeteilt wurden, bleibt als Alternative nur die Reengineering-
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Aktivita¨t Restrukturieren der Komponenten durch Dekomposition [Par72].
WENN ’Starke Feature-Verschra¨nkung in Komponenten’
NUTZE ’Restrukturieren der Komponenten durch Dekomposition [Par72]’
ODER
NUTZE ’Restrukturieren der Features durch Zusammenfu¨hren [PT93]’.
(5.5)
5.3.3.1 Schablone fu¨r das Bestimmen von Reengineering-Aktivita¨ten
Um den Nutzen von Reengineering-Aktivita¨ten wa¨hrend der Anwendung zu erho¨hen,
wurde fu¨r die Deﬁnition der Reengineering-Aktivita¨ten ein schablonenbasierter An-
satz gewa¨hlt. Hierbei orientiert sich der Autor an der Arbeit von Rupp [Rup04], in der
eine Schablone fu¨r die Deﬁnition von Anforderungen genutzt wird. Der schablonenba-
sierte Ansatz soll das Bestimmen von vollsta¨ndigen und versta¨ndlichen Reengineering-
Aktivita¨ten unterstu¨tzen, sodass die Reengineering-Aktivita¨ten in die Reengineering-
Regeln integriert werden ko¨nnen.
Durch den schablonenbasierten Ansatz wird der Aufbau einer Reengineering-Aktivita¨t
vorgegeben. Die dadurch bestimmten Reengineering-Aktivita¨ten haben daher eine
a¨hnliche Struktur und weisen alle von der Schablone geforderten Informationen auf.
Die in dieser Arbeit verwendete Schablone ist in Abbildung 5.9 dargestellt. In Tabelle
5.4 sind vier Beispiele zu sehen, welche nach dieser Schablone erzeugt wurden.
Abbildung 5.9: Schablone fu¨r das Beschreiben von
Reengineering-Aktivita¨ten.
Fu¨r das Beschreiben einer Reengineering-Aktivita¨t gema¨ß der Schablone in Abbildung
5.9 muss der Experte angeben, was zu tun ist, welche Entita¨ten auf welche Art und
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Weise gea¨ndert werden sollen, um ein Qualita¨tsdeﬁzit zu beheben. Ausgehend von ei-
nem Qualita¨tsdeﬁzit entscheidet der Experte zuna¨chst, was fu¨r eine Art von Aktivita¨t
durchzufu¨hren ist, wie etwa das Restrukturieren. Daraufhin kann eingrenzt werden,
welche Entita¨ten des Software-Systems gea¨ndert werden sollten. Schließlich muss der
Experte noch entscheiden, auf welche Art und Weise das Software-System verbes-
sert werden soll, beispielsweise durch die Angabe einer Technik. Eine Reengineering-
Aktivita¨t wird durch Artikel wie
”
der, die, das“ und das Fu¨llwort
”
durch“ zu einem
grammatikalisch richtigen Satz vervollsta¨ndigt.
Tabelle 5.4: Beispiele von schablonenbasiert erstellten
Reengineering-Aktivita¨ten.
Was ist zu tun? Welche Entita¨ten sind Auf welche Art
zu a¨ndern? und Weise?
Restrukturieren der Komponenten durch Demotion [Lak96]
Dokumentieren der Entita¨ten mit UML [RJB04]
Rekonstruieren des Features durch Feature-Analyse [Gre07]
Lo¨schen der unno¨tigen Entita¨ten durch Refactoring [Fow99]
Insgesamt wurden beispielhaft 12 Reengineering-Aktivita¨ten im Rahmen dieser Ar-
beit bestimmt. Diese sind im Anhang in Abschnitt A.3 zu ﬁnden. Im Folgenden wer-
den die durch die Schablone in Abbildung 5.9 geforderten Anteile einer Reengineering-
Aktivita¨t weiter erla¨utert.
Was ist zu tun?
Dieser Teil einer Reengineering-Aktivita¨t dru¨ckt die grundlegende Art der Aktivita¨t
aus, die durchgefu¨hrt werden sollte, um das Qualita¨tsdeﬁzit zu beheben. Dabei werden
die bereits durch Chikofsky und Cross [CC90] deﬁnierten Begriﬀe verwendet. Die
Autoren Chikofsky and Cross unterteilen das Reengineering in mehrere grundlegende
und wiederkehrende Aktivita¨ten durch Betrachtung von Speziﬁkation, Architektur
und Implementierung:
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1. Restrukturieren: Es werden Entita¨ten aus der Speziﬁkation, der Architektur
und der Implementierung restrukturiert.
Der Begriﬀ Dokumentieren (engl. Redocumentation) wird auch als Restruktu-
rierung angesehen [CC90]. Dabei ko¨nnen neue Dokumente erzeugt werden, um
eine existierende Implementierung zu beschreiben. Es kann aber auch sinnvoll
sein, bereits existierende Dokumente so anzupassen, damit diese die jetzige Im-
plementierung genauer beschreiben. Außerdem ko¨nnen existierende Dokumente
so veraltet sein, dass sie vollsta¨ndig ersetzt werden mu¨ssen.
Zudem ist das Lo¨schen von Entita¨ten der Speziﬁkation, Architektur oder Im-
plementierung eine weitere Art des Restrukturierens.
2. Forward Engineering : Beim Forward Engineering werden zwei Phasen unter-
schieden:
• Umsetzen einer Speziﬁkation in eine Architektur und
• Implementieren einer Architektur in Code.
3. Reverse Engineering : Das Reverse Engineering wird auch in zwei Phasen un-
terteilt:
• Rekonstruieren1 der Architektur anhand der Implementierung und
• Rekonstruieren der Speziﬁkation anhand der dokumentierten Architektur.








Welche Entita¨ten sind zu a¨ndern?
Es gibt verschiedene Entita¨tstypen, welche mit einem Qualita¨tsdeﬁzit in Verbindung
stehen und wa¨hrend des Anwendungsprozesses durch den Qualita¨tsingenieur ange-
passt werden. In dem Aufbauprozess sind die konkreten Namen der Entita¨ten, wie
etwa Klassennamen, nicht bekannt, da diese Informationen erst bei der Anwendung
auf ein Software-Produkt bekannt sein ko¨nnen. Im folgenden Abschnitt 5.3.3.2 sind
Beispiele zu sehen, die diese Konkretisierung zeigen.
Auf Grundlage eines Qualita¨tsdeﬁzits kann der Experte den Entita¨tstyp soweit ein-
1Der Begriﬀ Wiedergewinnen kann hier synonym verwendet werden.
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schra¨nken, wie es die gegebenen Informationen zum zugeordneten Qualita¨tsdeﬁzit zu-
la¨sst. In Tabelle 5.4 sind verschiedene Beispiele zu sehen. Die Reengineering-Aktivita¨t
in der ersten Zeile, Restrukturieren der Komponenten durch Demotion [Lak96], be-
zieht sich nur auf Komponenten. Im Gegensatz dazu ist die Reengineering-Aktivita¨t
in Zeile 2 allgemeiner formuliert, da verschiedene Entita¨ten, wie etwa Features oder
Komponenten, mit UML [RJB04] (nach-) dokumentiert werden sollen.
Auf welche Art und Weise?
Es gibt bereits viele Methoden, Techniken oder Prozesse, die beschreiben, auf welche
Art und Weise ein Software-System verbessert werden kann. Das Auswa¨hlen eines
Lo¨sungsansatzes fu¨r das Beheben von Qualita¨tsdeﬁziten wird durch unterschiedli-
che Eigenschaften beeinﬂusst, wie etwa durch das verwendete Programmiermodell.
Dies muss bei der Bestimmung von Reengineering-Aktivita¨ten beru¨cksichtigt wer-
den. Beispielsweise wurde die Technik Refactoring nach Fowler [Fow99] hauptsa¨ch-
lich unter Beru¨cksichtigung eines Objekt-Orientierten Programmiermodells erstellt.
Die Beispiele in Tabelle 5.4 zeigen auch, dass unterschiedliche Lo¨sungsansa¨tze auf die
selben Entita¨tstypen angewandt werden ko¨nnen.
Zusa¨tzlich zu diesen Angaben kann eine Reengineering-Aktivita¨t weiter detailliert
werden. Beispielsweise ko¨nnen die Elementaroperationen von Potts und Takahashi
[PT93] bzw. Baldwin [BC03] oder Operationen aus dem Refactoring nach Fowler
[Fow99] verwendet werden, um die notwendigen A¨nderungen unabha¨ngig von einer
konkreten Implementierung eines Software-Produkts zu beschreiben.
5.3.3.2 Konkretisierung von Reengineering-Aktivita¨ten
Die Konkretisierung von Reengineering-Aktivita¨ten geho¨rt in den Anwendungspro-
zess, sie wird aber an dieser Stelle der Arbeit aufgegriﬀen, um einen weiteren Vorteil
der schablonenbasierten Vorgehensweise darzustellen. Als Nebenprodukt liefert eine
Metrik die durch ein Qualita¨tsdeﬁzit betroﬀenen Entita¨ten. Dadurch ko¨nnen die wa¨h-
rend dem Aufbauprozess erstellten Reengineering-Aktivita¨ten im Anwendungsprozess
durch die Namen von Entita¨ten konkretisiert werden. Tabelle 5.5 zeigt Beispiele von
Reengineering-Aktivita¨ten, in denen die von Metriken berechneten konkreten Entita¨-
ten eingesetzt wurden. Dabei beziehen sich diese Beispiele auf das bereits bekannte
Software-System, das in Abbildung 5.3 dargestellt ist.
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Tabelle 5.5: Beispiele konkretisierter Reengineering-Aktivita¨ten.
Was ist zu tun? Welche Entita¨ten sind Auf welche Art
zu a¨ndern? und Weise?
Restrukturieren der Komponente Protokollierung durch Demotion
Dokumentieren der Komponente Protokollierung mit UML
Rekonstruieren des Features Datensichtbarkeit durch Feature-Analyse
Lo¨schen der Komponente Protokollierung durch Refactoring
Anhand von Traceability-Links ko¨nnen wa¨hrend des Anwendungsprozesses statt des
Platzhalters
”
unno¨tige Entita¨ten“ die konkreten Namen der Entita¨ten des Software-
Systems ermittelt werden, wie im letzten Beispiel in Tabelle 5.5 die Komponente mit
dem Namen Protokollierung.
Das Konkretisieren der Reengineering-Aktivita¨ten hilft dem Qualita¨tsingenieur wa¨h-
rend des Anwendungsprozesses, da er einen konkreten Ansatzpunkt hat, um mit der
Durchfu¨hrung der Reengineering-Aktivita¨t zu beginnen. Es ist auch mo¨glich, die Na-
men von Entita¨ten automatisch durch ein Werkzeug zu ermitteln, um konkretisierte
Reengineering-Aktivita¨ten vorzuschlagen, wie in Kapitel 6 gezeigt wird.
5.3.4 Beispiel einer Reengineering-Regel
Die Grundlage fu¨r das Beispiel bildet weiterhin das Software-System, welches in Ab-
bildung 5.3 dargestellt ist. Fu¨r das folgende Beispiel wird nun angenommen, dass alle
beno¨tigten Features speziﬁziert wurden und die dafu¨r notwendigen Traceability-Links
zwischen Features (in Abbildung 5.3 dargestellt durch Feature-Modelle) und Kompo-
nenten (in Abbildung 5.3 dargestellt durch das UML-Komponentenmodell) gesetzt
wurden.
Durch Anwenden der Erkennungsregel 5.1 aus Abschnitt 5.2.3.2 wird entdeckt, dass
die Komponente Protokollierung nicht durch ein Feature speziﬁziert wurde und so das
Qualita¨tsdeﬁzit Fehlende Feature-Speziﬁkation vorliegt. Um dieses Qualita¨tsdeﬁzit
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zu beheben, sollen die in der Komponente Protokollierung umgesetzten Features re-
konstruiert und innerhalb von Feature-Speziﬁkationen dokumentiert werden. Die Re-
konstruktion der noch unbekannten Features kann mit der Methode Feature-Analyse
nach [Gre07] durchgefu¨hrt werden.
Das folgende Beispiel einer Reengineering-Regel legt die Reengineering-Aktivita¨t Re-
konstruieren der Features durch Feature-Analyse [Gre07] fu¨r diesen Fall fest:
WENN ’Fehlende Feature-Spezifikation’
NUTZE ’Rekonstruieren der Features durch Feature-Analyse [Gre07]’.
(5.6)
Zusammenfassend la¨sst sich festhalten, dass Reengineering-Regeln das Beheben von
Qualita¨tsdeﬁziten insofern steuern, als dass der Experte fu¨r jedes Qualita¨tsdeﬁzit eine
Menge von Reengineering-Aktivita¨ten festlegen kann. Dadurch ko¨nnen Qualita¨tsinge-
nieure mit weniger Erfahrung im Reengineering vom Wissen eines Experten proﬁtie-
ren. Dies verbessert die Entwicklung des Software-Produkts, da bei Qualita¨tsdeﬁziten
fru¨hzeitig eingegriﬀen werden kann. Ein weiterer Vorteil der Reengineering-Regel ist
deren einfache Umsetzbarkeit in Werkzeugen.
5.3.5 Ergebnisse der bestimmten Reengineering-Regeln am
Beispiel der Weiterentwicklungsfa¨higkeit
Der Aufbauprozess aus Kapitel 3 wurde fu¨r das Qualita¨tsziel Weiterentwicklungs-
fa¨higkeit angewandt. Bei der Durchfu¨hrung wurden auch zugeho¨rige Reengineering-
Regeln bestimmt.
Als repra¨sentative Beispiele werden im Folgenden ausgehend von den Qualita¨tsdeﬁ-
ziten Hohe Verwendungskopplung, Zyklen zwischen Klassen, Zyklen zwischen Kom-
ponenten und Starke Feature-Verschra¨nkung in Komponenten das Bestimmen der
Reengineering-Regeln und der in den Regeln integrierten Reengineering-Aktivita¨ten
na¨her erla¨utert.
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5.3.5.1 Beheben des Qualita¨tsdeﬁzits Hohe Verwendungskopplung
Fu¨r das Beheben des Qualita¨tsdeﬁzits Hohe Verwendungskopplung kann die Reengi-
neering-Aktivita¨t Restrukturieren der Klassen durch Refactoring eingesetzt werden
(wie in Abbildung 5.10 zu sehen). Bei dem Qualita¨tsdeﬁzit Hohe Verwendungskopp-
lung muss durch Restrukturieren der Klassen die Anzahl von Abha¨ngigkeitsbezie-
hungen zwischen zwei Klassen (Kopplung) reduziert werden [Lar05]. Hierbei werden
Abha¨ngigkeitsbeziehungen vom Typ Benutzt-Beziehungen betrachtet. Die Benutzt-
Beziehung wurde durch Parnas [Par78] eingefu¨hrt und durch Rumbaugh, Jacobson
und Booch erweitert [RJB04]. Sie sagt aus, dass wenn eine Komponente eine andere
benutzt, sie so von ihr abha¨ngig ist.
Das Qualita¨tsdeﬁzit Hohe Verwendungskopplung ist mittlerweile sehr gut erforscht.
Daher gibt es bereits Arbeiten, wie die von Demeyer et al. [dBDV04], in der be-
schrieben ist, wie dieses Qualita¨tsdeﬁzit zu verstehen ist und durch welche konkreten
Maßnahmen es behoben werden kann. Demeyer et al. schlagen das Restrukturieren








Die in den Zuordnungsgraph aufgenommene Zuordnung des Qualita¨tsdeﬁzits Hohe
Verwendungskopplung zu dieser Reengineering-Aktivita¨t zeigt Abbildung 5.10.
Abbildung 5.10: Anwendbare Reengineering-Aktivita¨t zum
Beheben des Qualita¨tsdeﬁzits Hohe Verwendungskopplung.
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Die folgende Reengineering-Regel pra¨zisiert diesen Sachverhalt:
WENN ’Hohe Verwendungskopplung’
NUTZE ’Restrukturieren der Klassen durch Refactoring nach [dBDV04]’.
(5.7)
5.3.5.2 Beheben der Qualita¨tsdeﬁzite Zyklen zwischen Klassen und Zy-
klen zwischen Komponenten
Fu¨r das Beheben der Qualita¨tsdeﬁzite Zyklen zwischen Klassen und Zyklen zwischen
Komponenten gibt es jeweils eine mo¨gliche Reengineering-Aktivita¨t. Die Beziehungen
zwischen diesen Reengineering-Aktivita¨ten und den Qualita¨tsdeﬁziten zeigt der Aus-
schnitt des Zuordnungsgraphen in Abbildung 5.11. Beide Reengineering-Aktivita¨ten
wurden in den Zuordnungsgraphen aufgenommen und werden im Folgenden kurz
erla¨utert. Um das Qualita¨tsdeﬁzit Zyklen zwischen Klassen zu beheben, kann die
Restrukturierung der Klassen vorgenommen werden im Sinne einer Aufspaltung der
Klassen. Diese Reengineering-Aktivita¨t bezieht sich auf die Arbeit von Baldwin [BC03],
in der Klassen zur Restrukturierung in separate Einheiten aufgespalten werden ko¨n-
nen. Die Aufspaltung einer Klasse kann durch unterschiedliche Maßnahmen erfolgen,
wie etwa das Verschieben von Methoden oder Attributen der Klasse (die in [Fow99]
als Refactoring bekannt sind).
Abbildung 5.11: Anwendbare Reengineering-Aktivita¨ten zum
Beheben der Qualita¨tsdeﬁzite Zyklen zwischen Klassen und Zyklen
zwischen Komponenten.
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Abbildung 5.12 zeigt schematisch die Reengineering-Aktivita¨t Restrukturieren der
Klassen durch Aufspaltung.
Abbildung 5.12: Schematische Darstellung der
Reengineering-Aktivita¨t Restrukturieren der Klassen durch
Aufspaltung.
Abbildung 5.12 ist folgendermaßen zu verstehen: Bei zyklischen Abha¨ngigkeitsbezie-
hungen zwischen zwei Klassen, kann eine neue Klasse k3 erstellt werden, in welche
dann der Teil der Implementierung verschoben wird, der aufgespalten wurde. Dadurch
ko¨nnen dann beide Klassen (k1 und k2) die neue Klasse (k3) benutzen, ohne einen
Zyklus hervorzurufen. Am Ende der durchgefu¨hrten Reengineering-Aktivita¨t sollen
die durchgekreuzten Benutzt-Beziehungen in Abbildung 5.12 (dies gilt auch fu¨r die
noch folgenden Abbildungen) nicht mehr vorhanden sein.
Das Qualita¨tsdeﬁzit Zyklen zwischen Komponenten kann durch das Restrukturieren
von Komponenten nach der von Lakos benannten Vorgehensweise
”
Demotion“ beho-
ben werden [Lak96]. Die Reengineering-Aktivita¨t Restrukturieren der Komponenten
durch Demotion [Lak96] ist in Abbildung 5.13 schematisch dargestellt.
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Abbildung 5.13: Schematische Darstellung der
Reengineering-Aktivita¨t Restrukturieren der Komponenten durch
Demotion.
In der Situation von Abbildung 5.13 liegt eine zyklische Abha¨ngigkeit zwischen den
Komponenten a1 und a2 vor, da die Klasse k3 die Klasse k4 benutzt und diese die
Klasse k2. Bei zyklischen Abha¨ngigkeitsbeziehungen zwischen zwei Komponenten,
kann eine der Klassen (k4 oder k2), die im Zyklus ist, aufgespalten werden, sodass die
Implementierung, die den Zyklus hervorruft, nur von einer Komponente verwendet
wird und nicht durch beide Komponenten.
Zum Beheben der Qualita¨tsdeﬁzite Zyklen zwischen Klassen und Zyklen zwischen
Komponenten ko¨nnen nun die Reengineering-Regeln folgendermaßen formuliert wer-
den:
WENN ’Zyklen zwischen Klassen’
NUTZE ’Restrukturieren der Klassen durch Aufspaltung’.
WENN ’Zyklen zwischen Komponenten’
NUTZE ’Restrukturieren der Komponenten durch Demotion [Lak96]’.
(5.8)
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5.3.5.3 Beheben des Qualita¨tsdeﬁzits Starke Feature-Verschra¨nkung in
Komponenten
Beim Qualita¨tsdeﬁzit Starke Feature-Verschra¨nkung in Komponenten existieren Ab-
ha¨ngigkeitsstrukturen, welche das Verstehen der Architektur und des Codes hinsicht-
lich der speziﬁzierten Features verschlechtern. Durch die Reengineering-Aktivita¨t Re-
strukturieren der Komponenten durch Dekomposition [Par72] kann das Qualita¨tsde-
ﬁzit behoben werden.
Abbildung 5.14: Schematische Darstellung der
Reengineering-Aktivita¨t Restrukturieren der Komponenten durch
Dekomposition.
In Abbildung 5.14 wird die Vorgehensweise bei der Reengineering-Aktivita¨t Restruk-
turierung der Komponenten durch Dekomposition mit Hilfe einer Graﬁk dargestellt.
Ziel dieser Reengineering-Aktivita¨t ist es, Abha¨ngigkeitsstrukturen so aufzulo¨sen,
dass weniger Features in einer Entita¨t (wie etwa einer Komponente) realisiert sind
und die Entita¨t daraufhin idealerweise nur fu¨r ein Feature die Verantwortung tra¨gt.
Dies geschieht folgendermaßen: Alle Entita¨ten, welche mehrere Features realisieren
(a1 realisiert f1 und f2), werden so aufgeteilt, dass die jeweiligen Entita¨ten mo¨glichst
nur ein Feature umsetzen. Die urspru¨nglichen Entita¨ten (a1) bleiben unvera¨ndert er-
halten. In der Abbildung wird beispielsweise die Komponente a1 und deren Klassen
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(k1, k2, etc.) so aufgeteilt, dass die Realisierung von Feature f1 in der Komponente
a1 bleibt, aber die Realisierung des Features f2 in der neuen Komponente a2 vorge-
nommen wird.
Das Qualita¨tsdeﬁzit Starke Feature-Verschra¨nkung in Komponenten kann außerdem
durch ein Restrukturieren der Features behoben werden. Die Reengineering-Aktivita¨t
Restrukturieren der Features durch Zusammenfu¨hren [PT93] ist in Abbildung 5.15
dargestellt. Das Zusammenfu¨hren von Features mit dem Ziel, die Anzahl der in einer
Komponente (a1) involvierten Features ( f1 und f2) zu reduzieren, fu¨hrt zu einem
neuen Feature. Dessen gea¨nderte Struktur und der angepasste Inhalt muss mit dem
Kunden abgestimmt werden.
Abbildung 5.15: Schematische Darstellung der
Reengineering-Aktivita¨t Restrukturieren der Features durch
Zusammenfu¨hren.
Diese U¨berlegungen wurden in der folgenden Reengineering-Regel festgehalten:
WENN ’Starke Feature-Verschra¨nkung in Komponenten’
NUTZE ’Restrukturieren der Komponenten durch Dekomposition [Par72]’
ODER
NUTZE ’Restrukturieren der Features durch Zusammenfu¨hren [PT93]’.
(5.9)
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5.4 Zusammenfassen zum Reengineering Rezept
Durch ein Reengineering-Rezept werden die fu¨r ein Qualita¨tsteilmerkmal erstellten
Metriken, Regeln zum Erkennen und Regeln zum Beheben von Qualita¨tsdeﬁziten
durch Reengineering-Aktivita¨ten zusammengefasst. Jedes Reengineering-Rezept stellt
dadurch ein vorgefertigtes Wissen dar, das gezielt zur Erkennung und Behebung von
Qualita¨tsdeﬁziten genutzt werden kann. Es werden dabei die Qualita¨tsdeﬁzite erkannt
und behoben, die das zum Reengineering-Rezept zugeordnete Qualita¨tsteilmerkmal
beeintra¨chtigen.
Durch den regelbasierten Aufbau der Reengineering-Rezepte wird außerdem die Er-
kennung und Behebung von Qualita¨tsdeﬁziten objektiviert, sodass die Anwendung
von Reengineering-Rezepten mittels Werkzeugen automatisiert werden kann (siehe
Kapitel 6).
Abbildung 5.16: Zusammenfassen des Reengineering-Rezepts
Zyklenfreie Strukturen.
Die Grundlage fu¨r das Zusammenfassen eines Reengineering-Rezepts bilden die im
Zuordnungsgraphen schrittweise dokumentierten Beziehungen zwischen Qualita¨tsteil-
merkmalen, Metriken, Qualita¨tsdeﬁziten und Reengineering-Aktivita¨ten. Abbildung
5.16 zeigt anhand eines Ausschnitts des erstellten Zuordnungsgraphen die Beziehun-
gen, die fu¨r das Zusammenfassen des Reengineering-Rezepts Zyklenfreie Strukturen
verwendet wurden. Ausgangspunkt fu¨r das Zusammenfassen eines Reengineering-
Rezepts im Beispiel ist das Qualita¨tsteilmerkmal Zyklenfreiheit. Der Experte folgt
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von diesem Ausgangspunkt ausgehend den Beziehungen und entnimmt alle zum Qua-
lita¨tsteilmerkmal Zyklenfreiheit zugeordneten Metriken, Qualita¨tsdeﬁzite und Reen-
gineering-Aktivita¨ten, um daraus das Reengineering-Rezept Zyklenfreie Strukturen
zusammenzufassen.
Fu¨r die bessere Kommunikation und Anwendbarkeit des Reengineering-Rezepts wird
vom Experten ein eindeutiger Name vergeben und das Ziel des Reengineering-Rezepts
kurz dargestellt. Um die Versta¨ndlichkeit eines Reengineering-Rezepts zu erho¨hen
und dessen spa¨tere Nutzung zu erleichtern, wird ein Reengineering-Rezept nach einer
einheitlichen und konsistenten Struktur aufgebaut, die im folgenden Abschnitt 5.4.1
vorgestellt wird.
5.4.1 Struktur von Reengineering-Rezepten
Fu¨r das Festlegen der Struktur eines Reengineering-Rezepts hat sich die Arbeit an
bekannte musterbasierte Ansa¨tze, wie etwa Entwurfsmuster [GHJV95] oder Analyse-
muster [Fow97], angelehnt. Dem Beispiel des Musters aus [GHJV95] folgend, besteht
ein Reengineering-Rezept aus den gleichen Attributen und dient so als wiederver-
wendbare Vorlage. Die Struktur eines Reengineering-Rezepts besteht aus einem Na-
men, einem Ziel, einer Zuordnung zu einem Qualita¨tsteilmerkmal, Metriken und aus
Erkennungs- und Reengineering-Regeln:
• Name: GOF [GHJV95] fordern fu¨r jedes Muster einen eindeutigen Namen zur
Identiﬁkation. Dem folgen auch die Reengineering-Rezepte, es muss fu¨r jedes
erstellte Reengineering-Rezept ein eindeutiger Name durch den Experten ver-
geben werden. Damit ko¨nnen Reengineering-Rezepte besser kommuniziert und
verwendet werden.
• Ziel: Fu¨r eine bessere Versta¨ndlichkeit des Reengineering-Rezepts wird dessen
Ziel kurz beschrieben, welches durch das Anwenden des erstellten Reengineering-
Rezepts erreicht werden soll. Dabei folgt der Autor der Arbeit von Gamma et
al. [GHJV95], in der ebenfalls gefordert wird, dass das Ziel eines Musters be-
schrieben werden sollte.
• Qualita¨tsteilmerkmal: Jedes Reengineering-Rezept ist einem Qualita¨tsteil-
merkmal zugeordnet. Das entsprechende Qualita¨tsteilmerkmal wird aus dem
fu¨r ein Qualita¨tsziel aufgebauten Zuordnungsgraphen entnommen.
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• Metriken: Ein Reengineering-Rezept besitzt Metriken, welche das Qualita¨ts-
teilmerkmal bewerten und die in den Erkennungsregeln verwendet werden. Auch
die Metriken, die einem Qualita¨tsteilmerkmal zugeordnet sind, werden aus dem
fu¨r ein Qualita¨tsziel aufgebauten Zuordnungsgraphen entnommen.
• Erkennungsregeln: Fu¨r die Erkennung von Qualita¨tsdeﬁziten wird minde-
stens eine Erkennungsregel deﬁniert. Die Beziehungen aus dem Zuordnungs-
graphen zwischen Metriken und Qualita¨tsdeﬁziten werden durch die Erken-
nungsregeln um Bedingungen erweitert. Die Struktur und die Bestandteile von
Erkennungsregeln wurden in Abschnitt 5.2.3 bereits dargestellt.
• Reengineering-Regeln: Fu¨r das Beheben der Qualita¨tsdeﬁzite wird minde-
stens eine Reengineering-Regel dokumentiert. Die Beziehungen aus dem Zuord-
nungsgraphen zwischen Qualita¨tsdeﬁziten und Reengineering-Aktivita¨ten wer-
den innerhalb der Reengineering-Regeln ebenfalls mittels Bedingungen erwei-
tert. In Abschnitt 5.3 wurden die Struktur und die Bestandteile von Reenginee-
ring-Regeln bereits erla¨utert.
Innerhalb eines Reengineering-Rezepts ko¨nnen mehrere Erkennungs- und Reengi-
neering-Regeln bestimmt werden. Die Nennung von mehreren Erkennungs- und
Reengineering-Regeln in einem Reengineering-Rezept ermo¨glicht deren gemein-
same Anwendung im Sinne einer ODER-Verknu¨pfung.
5.4.2 Beispiel eines Reengineering-Rezepts
Die bereits vorgestellten Beispiele fu¨r Erkennungs- und Reengineering-Regeln werden
nun in ein Reengineering-Rezept integriert. Das Reengineering-Rezept Speziﬁzierte
Implementierung in Tabelle 5.6 ist dem Qualita¨tsteilmerkmal U¨bereinstimmung von
Implementierung und Speziﬁkation zugeordnet und ermo¨glicht die Erkennung des
Qualita¨tsdeﬁzits Fehlende Feature-Speziﬁkation, welches eine Abweichung zu dem
genannten Qualita¨tsteilmerkmal ist.
Zur Behebung des Qualita¨tsdeﬁzits Fehlende Feature-Speziﬁkation dokumentiert die
Reengineering-Regel in Tabelle 5.6 anwendbare Reengineering-Aktivita¨ten. Die dort
vorgeschlagenen Reengineering-Aktivita¨ten unterscheiden sich dabei in dem voraus-
sichtlich notwendigen Aufwand. Dadurch kann der Anwender die Auswirkung eines
Qualita¨tsdeﬁzits hinsichtlich der beno¨tigten A¨nderungen initial abscha¨tzen. Beispiels-
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weise muss zum Beheben des Qualita¨tsdeﬁzits Fehlende Feature-Speziﬁkation mehr
Aufwand fu¨r das Beheben eingeplant werden, wenn eine Rekonstruktion eines Fea-
tures durch Feature-Analyse durchgefu¨hrt wird, da diese aufwendiger ist, als das
Lo¨schen von Code.
Tabelle 5.6: Beispiel eines Reengineering-Rezepts.
Reengineering-Rezept Speziﬁzierte Implementierung
Ziel Das Qualita¨tsdeﬁzit Fehlende Feature-Speziﬁkation soll
erkannt und behoben werden. Dadurch sollen nur noch
Entita¨ten der Implementierung existieren, deren Bezug zu
speziﬁzierten Features verfolgbar sind.
Qualita¨tsteil- U¨bereinstimmung von Implementierung und Speziﬁkation
merkmal
Metriken Isolierte Entita¨ten IE(X)
Erkennungs- ’Fehlende Feature-Spezifikation’ := IE(X) > 0 .
regeln
Reengineering- WENN ’Fehlende Feature-Spezifikation’
Regeln NUTZE ’Lo¨schen der unno¨tigen Entita¨ten durch
Refactoring [Ars08]’
ODER
NUTZE ’Rekonstruieren der Features durch
Feature-Analyse [Gre07].’
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5.4.3 Reengineering-Rezepte am Beispiel der Weiterentwick-
lungsfa¨higkeit
Ausgehend von dem Qualita¨tsziel Weiterentwicklungsfa¨higkeit wurde der Aufbaupro-
zess in Kapitel 3 angewandt, um Reengineering-Rezepte fu¨r die Erkennung und Be-
hebung von Qualita¨tsdeﬁziten zu erstellen. Die wa¨hrend des Aufbauprozesses fu¨r das
Qualita¨tsziel Weiterentwicklungsfa¨higkeit erstellten Zuordnungen zwischen identiﬁ-
zierten Qualita¨tsteilzielen, Qualita¨tsmerkmalen, Qualita¨tsteilmerkmalen, Qualita¨ts-
deﬁziten, Metriken und Reengineering-Aktivita¨ten wurden durch einen Zuordnungs-
graph zwischen Qualita¨tsziel und Reengineering-Aktivita¨ten dokumentiert. Dieser
wurde bereits in Kapitel 3 gezeigt.
Die in diesem Zusammenhang ermittelten Reengineering-Rezepte sind im Anhang im
Abschnitt A.1 aufgefu¨hrt. Die Ergebnisse ko¨nnen auf betriebliche Informationssyste-
me angewandt werden, welche anhand des Objekt-Orientierten Paradigmas entwickelt
wurden. Dies wurde durch eine industrielle Fallstudie nachgewiesen, die in Kapitel 7
beschrieben wird.
Tabelle 5.7: Exemplarische Menge von Reengineering-Rezepten
zur Verbesserung der Weiterentwicklungsfa¨higkeit.
Reengineering-Rezept Qualita¨tsteilmerkmal Bezugsebene
Einfache Klassenstruktur Lose Kopplung Implementierung
Zyklenfreie Struktur Zyklenfreiheit Architektur
Feature-Entschra¨nkung Geringe Feature- Speziﬁkation/Architektur
Verschra¨nkung
Tabelle 5.7 zeigt die Auswahl der Reengineering-Rezepte, die im Folgenden im De-
tail vorgestellt werden. Dabei wurde jeweils ein Reengineering-Rezept mit Bezug zur
Implementierung, zur Architektur und zur Speziﬁkation ausgewa¨hlt. Dadurch soll
die Notwendigkeit hervorgehoben werden, dass nicht nur der Code eines Software-
Produkts fu¨r die Bewertung des Qualita¨tsziels Weiterentwicklungsfa¨higkeit beru¨ck-
sichtigt werden sollte.
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5.4.3.1 Reengineering-Rezept Einfache Klassenstruktur
Das Reengineering-Rezept Einfache Klassenstruktur hat das Ziel, Qualita¨tsdeﬁzite im
Code zu erkennen, welche durch schwer verstehbare Klassenstrukturen das A¨ndern
der Klassen erschweren. Das Reengineering-Rezept ist in Tabelle 5.8 dargestellt. Das
Reduzieren der Anzahl der Abha¨ngigkeitsbeziehungen zwischen Klassen, wie etwa
Benutzt-Beziehungen, durch die im Reengineering-Rezept vorgeschlagenen Reengi-
neering-Aktivita¨ten, fu¨hrt zu einfacheren Klassenstrukturen.
Tabelle 5.8: Reengineering-Rezept Einfache Klassenstruktur.
Reengineering-Rezept Einfache Klassenstruktur
Ziel Die Qualita¨tsdeﬁzite Tiefe Vererbungshierarchie und Hohe
Verwendungskopplung sollen erkannt und behoben werden.
Dadurch werden Klassenstrukturen vereinfacht, sodass die
Kopplung zwischen Klassen im Software-System reduziert wird.
Qualita¨tsteil- Lose Kopplung
merkmal
Metriken Depth of Inheritance Tree DIT [CK94]
Fan-In-Fan-Out FIFO [CG90]
Erkennungs- ’Tiefe Vererbungshierarchie’ := DIT > 7 .
regeln ’Hohe Verwendungskopplung’ := FIFO > 5 .
Reengineering- WENN ’Tiefe Vererbungshierarchie’
Regeln NUTZE ’Restrukturieren der Klassen durch
Refactoring nach [dBDV04]’.
WENN ’Hohe Verwendungskopplung’
NUTZE ’Restrukturieren der Klassen durch
Refactoring nach [dBDV04]’.
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5.4.3.2 Reengineering-Rezept Zyklenfreie Strukturen
Das zweite Beispiel eines Reengineering-Rezepts aus Tabelle 5.7 heißt Zyklenfreie
Struktur. Es ermo¨glicht das Erkennen und das Beheben von Qualita¨tsdeﬁziten, wel-
che die Architektur eines Software-Systems hinsichtlich des Qualita¨tsteilmerkmals Zy-
klenfreiheit beeintra¨chtigen. Das Reengineering-Rezept ist in Tabelle 5.9 dargestellt.
Die im Reengineering-Rezept vorgeschlagenen Reengineering-Aktivita¨ten werden ver-
wendet, um Zyklen zwischen Klassen zu entfernen und so eine zyklenfreie Struktur
der Klassen im Software-System zu erreichen.
Tabelle 5.9: Reengineering-Rezept Zyklenfreie Struktur.
Reengineering-Rezept Zyklenfreie Struktur
Ziel Die Qualita¨tsdeﬁzite Zyklen zwischen Klassen und Zyklen
zwischen Komponenten sollen erkannt und behoben werden.
Das Qualita¨tsdeﬁzit Zyklen zwischen Komponenten wird durch
Klassen aus unterschiedlichen Komponenten ausgelo¨st. Beide




Metriken Klassen in Zyklus KLIZ, Komponenten in Zyklus KOIZ
Erkennungs- ’Zyklen zwischen Klassen’ := KLIZ > 0 .
regeln ’Zyklen zwischen Komponenten’ := KOIZ > 0 .
Reengineering- WENN ’Zyklen zwischen Klassen’
Regeln NUTZE ’Restrukturieren der Klassen durch
Aufspaltung [BC03]’.
WENN ’Zyklen zwischen Komponenten’
NUTZE ’Restrukturieren der Komponenten durch
Demotion [Lak96]’.
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5.4.3.3 Reengineering-Rezept Feature-Entschra¨nkung
Durch das Reengineering-Rezept Feature-Entschra¨nkung wird das Erkennen und Be-
heben von Qualita¨tsdeﬁziten mo¨glich, welche die Speziﬁkation von Features und deren
Realisierung durch die Architektur oder deren Implementierung im Software-System
beeintra¨chtigen. Das Reengineering-Rezept Feature-Entschra¨nkung ist in Tabelle 5.10
dargestellt. Als Vorbedingung ist deﬁniert, dass es keine isolierten Komponenten
und isolierte Features geben darf. Das Reengineering-Rezept beinhaltet eine Auswahl
von Reengineering-Aktivita¨ten fu¨r das Beheben des Qualita¨tsdeﬁzits Starke Feature-
Verschra¨nkung in Komponenten.
Tabelle 5.10: Reengineering-Rezept Feature-Entschra¨nkung.
Reengineering-Rezept Feature-Entschra¨nkung
Ziel Das Qualita¨tsdeﬁzit Starke Feature-Verschra¨nkung in Kompo-
nenten soll erkannt und behoben werden. Abha¨ngigkeitsbe-
ziehungen zwischen mehreren Features zu einer Komponente




Metriken Isolierte Entita¨ten IE(A), Isolierte Features IF ,
Feature Tangling FTANG(A)
Erkennungs- ’Starke Feature-Verschra¨nkung in Komponenten’ :=
regeln VORB[(IE(A) = 0) UND (IF = 0)] FTANG(A) > 0 .
Reengineering- WENN ’Starke Feature-Verschra¨nkung in Komponenten’
Regeln NUTZE ’Restrukturieren der Komponenten durch
Dekomposition [Par72]’
ODER
NUTZE ’Restrukturieren der Features durch
Zusammenfu¨hren [PT93]’.
In den letzten Kapiteln wurden alle Schritte des Aufbauprozesses beschrieben. Mit
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den Reengineering-Rezepten ist der Aufbauprozess abgeschlossen. Damit ist das Know-
how fu¨r eine am Qualita¨tsziel orientierte Erkennung und Behebung von Qualita¨tsdeﬁ-
ziten in einem Software-System vorhanden und kann nun mit Hilfe des Anwendungs-
prozesses in Projekten angewandt werden.
Die Anwendung der Reengineering-Rezepte in Projekten kann wie bereits erwa¨hnt
durch den Einsatz von Werkzeugen unterstu¨tzt werden. Gerade wenn der Anwen-
dungsprozess mehrfach angewandt werden soll, ist die Umsetzung der Methode durch
ein Werkzeug nu¨tzlich. Im na¨chsten Kapitel 6 wird das Werkzeug TraceTool vorge-




Durch den regelbasierten Ansatz der in dieser Arbeit entwickelten Methode wird die
Automatisierung von einzelnen Schritten des Anwendungsprozesses, wie etwa das Er-
kennen von Qualita¨tsdeﬁziten, erst mo¨glich. Um dies zu demonstrieren und um die
Fallstudie (siehe Kapitel 7) durchfu¨hren zu ko¨nnen, wurde der regelbasierte Ansatz
prototypisch in dem Werkzeug TraceTool umgesetzt. In Abschnitt 6.1 wird eine U¨ber-
sicht u¨ber das Werkzeug gegeben. Die gewa¨hlte Architektur des Werkzeugs wird dann
in Abschnitt 6.2 erla¨utert. Im Anschluss werden in den Abschnitten 6.3 und 6.4 die
wichtigsten Funktionalita¨ten des Werkzeugs bezu¨glich der Automatisierung der Me-
thode und bezu¨glich des Aufbaus von auswertbaren Abha¨ngigkeitsdaten dargestellt.
Schließlich wird am Ende des Kapitels eine kurze Zusammenfassung gegeben.
Dieses Kapitel bescha¨ftigt sich nicht mit der Implementierung des Werkzeugs, sondern
zeigt, wie der regelbasierte Ansatz dieser Methode automatisiert werden kann. Die
Implementierung des Werkzeugs erfolgte teilweise durch die Masterarbeiten [Vog07]
und [Ble08], die vom Autor initiiert und betreut wurden. Mehr Informationen u¨ber
die Implementierung des Werkzeugs ﬁnden sich daher in den genannten Arbeiten.
6.1 U¨bersicht u¨ber das TraceTool
Reengineering-Rezepte geben Erkennungsregeln und Reengineering-Regeln vor. Im
Werkzeug TraceTool wurden die Erkennungsregeln zur Bewertung des Qualita¨tsziels
Weiterentwicklungsfa¨higkeit prototypisch umgesetzt. Damit ko¨nnen Qualita¨tsdeﬁzi-
te auf Grundlage der Erkennungsregeln automatisch erkannt werden. Das Beheben
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der erkannten Qualita¨tsdeﬁzite wird durch Reengineering-Aktivita¨ten ermo¨glicht, die
durch die Reengineering-Regeln vorgeschlagen wurden. Neue Regeln und Metriken
ko¨nnen durch die Erweiterung des existierenden Codes ﬂexibel eingefu¨hrt werden, da
der grundsa¨tzliche Zugriﬀ auf die Abha¨ngigkeitsdaten durch eine einheitliche Schnitt-
stelle festgelegt ist.
Auf Code-Ebene bieten heutige Programmierwerkzeuge, wie etwa das Produkt Eclip-
se1, die Unterstu¨tzung von automatischen Restrukturierungen an, die als Refactorings
durch Fowler [Fow99] eingefu¨hrt worden sind. In der Fallstudie wurde vom Entwick-
lungsteam das Programmierwerkzeug Eclipse benutzt. Daher arbeitet das Werkzeug
TraceTool mit Eclipse zusammen.
Das automatische Ausfu¨hren von vorgeschlagenen Reengineering-Aktivita¨ten ist durch
die in Eclipse vorhandene Funktionalita¨t mo¨glich, wurde aber aus Gru¨nden des Auf-
wands nicht umgesetzt. Auf der Architektur-Ebene gibt es noch keine a¨hnlich gute au-
tomatische Unterstu¨tzung. Daher mu¨ssen entsprechende Reengineering-Aktivita¨ten
manuell durchgefu¨hrt werden.
Mit Hilfe des Werkzeugs TraceTool wird auch ein Teil der Dokumentationsaufgaben
automatisiert: Ta¨tigkeiten des Entwicklers, welche er mit Hilfe von Eclipse durch-
fu¨hrt, ko¨nnen so automatisch durch Traceability-Links verfolgt werden. Beispielswei-
se ko¨nnen Restrukturierungen an Modellen oder Code verfolgt werden, wenn diese
innerhalb von Eclipse durchgefu¨hrt werden. Ein Beispiel fu¨r ein solches Modell ist ein
Feature-Modell, welches im XML-Format in Eclipse vorliegt.
6.2 Architektur des Werkzeugs
Abbildung 6.1 zeigt die Komponenten des Werkzeugs und mit welchen anderen Pro-
dukten es wie kommuniziert. Neben einem Block mit den Komponenten des Werk-
zeugs sind zwei weitere Blo¨cke zu sehen.
Ein Block umfasst das Werkzeug Eclipse, das vom Entwicklungsteam als Program-
mierwerkzeug benutzt wird, um Java Code und verschiedene Modelle zu erzeugen.
Um bestimmte Aktivita¨ten, die in Eclipse durchgefu¨hrt werden, wie das Verfolgen
von Restrukturierungen, wurde ein Eclipse-Plugin mit dem Namen TraceTool-Plugin
1www.eclipse.org
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entwickelt. Wie in Abbildung 6.1 dargestellt, verwendet das TraceTool-Plugin aus
dem Programmierwerkzeug Eclipse Komponenten des Werkzeugs TraceTool.
Abbildung 6.1: Architektur des Werkzeugs TraceTool.
Der andere Block entha¨lt das Produkt Prote´ge´2. Das Werkzeug TraceTool verwendet
Prote´ge´, um ﬂexibel Beziehungen zwischen Modellen und Code verwalten zu ko¨nnen.
Prote´ge´ ermo¨glicht es, die in dieser Arbeit fokussierten Abha¨ngigkeitsbeziehungen
strukturiert innerhalb eines Repositories zu verwalten. Außerdem ko¨nnen durch die
vom Produkt angebotene Protégé-API eﬃzient Abha¨ngigkeitsbeziehungen in Form
von Abha¨ngigkeitsdaten (AHD) persistent gespeichert, gea¨ndert und durch selbst
deﬁnierbare Integrita¨tsbedingungen konsistent gehalten werden.
Abha¨ngigkeitsdaten sind aus Modellen oder Code extrahierte Abha¨ngigkeitsbeziehun-
gen zwischen Entita¨ten, die im Repository des Werkzeugs TraceTool verwaltet und
durch das Werkzeug ausgewertet werden ko¨nnen. Abha¨ngigkeitsdaten bilden verschie-
dene Typen von Entita¨ten und Abha¨ngigkeitsbeziehungen aus Software-Systemen ab,
wie etwa eine Benutzt-Beziehung zwischen zwei Klassen oder einen Traceability-Link
zwischen einem Feature und einer Komponente.
Es gibt zwei Oberﬂa¨chen mit denen ein Anwender arbeiten kann, den Protégé-GUI-
Client (siehe Abbildung 6.3) und die eigens entwickelte Komponente Kontrollmonitor
(siehe Abbildung 6.2). Um die erstellten Abha¨ngigkeitsdaten zu visualisieren und zu
bearbeiten, bietet sich der Protégé-GUI-Client an, mit dem es mo¨glich ist, Abha¨n-
2http://protege.stanford.edu
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gigkeitsdaten direkt zu verwalten. Der Protégé-GUI-Client verwendet dabei auch die
Protégé-API, wie das Architekturdiagramm in Abbildung 6.1 darstellt.
Abbildung 6.1 zeigt alle Komponenten des Werkzeugs TraceTool. Die grau hervor-
gehobenen Komponenten wurden im Rahmen der Arbeit entwickelt und werden im
Folgenden beschrieben. Die anderen Komponenten geho¨ren zu den bereits eingefu¨hr-
ten Produkten Prote´ge´ und Eclipse.
Folgende Architekturkomponenten wurden zur Validierung der Methode entwickelt
und eingesetzt:
• TraceTool-Plugin: Das TraceTool-Plugin ermo¨glicht die automatische Anpassung
von Abha¨ngigkeitsdaten, wenn Entita¨ten, wie etwa Komponenten oder Klassen,
innerhalb des Programmierwerkzeugs erstellt, gelo¨scht oder gea¨ndert werden.
Hierfu¨r wird eine ereignisgesteuerte Implementierung im Werkzeug Eclipse ver-
wendet: beim Speichern, Erzeugen, Lo¨schen oder Verschieben von Code oder
XML-Dateien werden Ereignisse ausgelo¨st, die vom TraceTool-Plugin u¨ber die
Eclipse-API abgefangen und ausgewertet werden ko¨nnen.
• Schreibzugriffverwaltung: Diese Komponente ermo¨glicht das Speichern von Ab-
ha¨ngigkeitsdaten. Die Speicherung der Abha¨ngigkeitsdaten wird durch die Nut-
zung der Protégé-API ermo¨glicht. Die Abha¨ngigkeitsdaten werden in einem Re-
pository gespeichert, welches in Abbildung 6.1 mit AHD bezeichnet ist.
• Lesezugriffverwaltung: Durch diese Komponente wird das gezielte Auﬃnden von
erstellten Abha¨ngigkeitsbeziehungen innerhalb der Abha¨ngigkeitsdaten im Re-
pository ermo¨glicht. Dabei wird die Protégé-API von der Komponente Lesezu-
griffverwaltung benutzt.
• Datenanalyse: Die Komponente Datenanalyse entha¨lt die Implementierung der
Anwendungslogik zur Auswertung der Abha¨ngigkeitsdaten. Die Anwendungslo-
gik entspricht der Realisierung der im Aufbauprozess in Abschnitt 3.1 aufgebau-
ten Reengineering-Rezepte. Die Komponente Datenanalyse benutzt die Kompo-
nente Lesezugriffverwaltung zur Auswertung der Abha¨ngigkeitsdaten. Beispiels-
weise wurden Erkennungsregeln prototypisch umgesetzt, welche in dieser Arbeit
am Beispiel des Qualita¨tsziels Weiterentwicklungsfa¨higkeit erstellt wurden.
• Kontrollmonitor: Zur Anzeige von Qualita¨tsdeﬁziten und den Ergebnissen der Me-
triken, die bei der Anwendung der Erkennungsregeln auf ein Software-System
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entstehen, wird die Komponente Kontrollmonitor verwendet. Dabei greift die
Komponente auf die Komponente Datenanalyse zu, um Berechnungsergebnis-
se der aktuell durchgefu¨hrten Metriken anzuzeigen.
• Datenintegration: Die Komponente Datenintegration ermo¨glicht die automatische
Erstellung von Abha¨ngigkeitsdaten, welche durch statische Code-Analysen von
Java-Programmen erzeugt wurden. Die Komponente Datenintegration stellt da-
fu¨r einen Parser zur Verfu¨gung, welcher ein Software-System nach Abha¨ngig-
keitsbeziehungen durchsucht. Zur Speicherung der Abha¨ngigkeitsdaten im Re-
pository des Werkzeugs TraceTool benutzt die Komponente Datenintegration die
Komponenten Lesezugriffverwaltung und Schreibzugriffverwaltung.
6.3 Automatische Erkennung von Qualita¨tsdeﬁzi-
ten
Zur Erkennung von Qualita¨tsdeﬁziten werden Metriken im Werkzeug TraceTool be-
rechnet, sodass die Erkennungsregeln automatisch ausgewertet werden ko¨nnen. So-
wohl die Ergebnisse der Berechnung der Metriken als auch die Auswertung der Er-
kennungsregeln werden dem Anwender mit Hilfe der Komponente Kontrollmonitor dar-
gestellt. In Abbildung 6.2 ist die GUI der Komponente Kontrollmonitor zu sehen. Der
Screenshot zeigt beispielsweise das Ergebnis der ausgewerteten Erkennungsregel des
Reengineering-Rezepts Speziﬁzierte Implementierung, indem die dort deﬁnierten Er-
gebnisse und erkannten isolierten Entita¨ten dargestellt werden:
• Konnte beispielsweise anhand der Erkennungsregel ein Qualita¨tsdeﬁzit erkannt
werden, werden die fu¨r das Qualita¨tsdeﬁzit relevanten Entita¨ten des Software-
Systems im Anzeigefeld der Komponente Kontrollmonitor durch das Tool
”
rot“
eingefa¨rbt, wie die isolierte Klasse javax.xml.registry.SaveException. In Abbil-
dung 6.2 ist dieses Anzeigefeld mit (A) markiert. Diese
”
rot“ markierten En-
tita¨ten ko¨nnen außerdem zum Konkretisieren der Reengineering-Aktivita¨ten
genutzt werden. Das Konkretisieren von Reengineering-Aktivita¨ten wurde in
Abschnitt 5.3.3.2 beschrieben.
• Sind Entita¨ten nicht an einem Qualita¨tsdeﬁzit beteiligt, werden sie im Werkzeug
”
gru¨n“ hervorgehoben. Das mit (B) markierte Anzeigefeld in Abbildung 6.2 hebt
diesen Zustand am Beispiel des Features Datenmonitor hervor.
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• Der Screenshot im Teil (C) zeigt auch, dass die Ergebnisse von verschiedenen
berechneten Metriken auch gezeigt werden ko¨nnen.
Der Kontrollmonitor eignet sich auch fu¨r die Regressionspru¨fung von durchgefu¨hrten
Reengineering-Aktivita¨ten. Um etwa das Qualita¨tsdeﬁzit Fehlende Feature-Speziﬁka-
tion zu beheben, muss beispielsweise die Rolle der isolierten Klasse javax.xml.registry.-
SaveException u¨berpru¨ft werden. Nur wenn die vom Reengineering-Rezept vorge-
sehene Reengineering-Aktivita¨t erfolgreich war, also das Qualita¨tsdeﬁzit Fehlende
Feature-Speziﬁkation behoben wurde, wird der Status der Klasse javax.xml.registry.-




gru¨n“ durch das Werkzeug vera¨ndert.
Abbildung 6.2: TraceTool GUI - Kontrollmonitor.
6.4 Aufbauen von Abha¨ngigkeitsdaten
Es gibt mehrere Mo¨glichkeiten, wie auf Grundlage der im Werkzeug TraceTool deﬁ-
nierten Struktur Abha¨ngigkeitsdaten erstellt werden ko¨nnen: die Erstellung der Ab-
ha¨ngigkeitsdaten kann entweder manuell mit dem Prote´ge´-GUI-Client, halb-automa-
tisch mit der Komponente Datenintegration oder automatisch wa¨hrend der Entwick-
lungsta¨tigkeit mit Hilfe der Komponente TraceTool-Plugin erfolgen.
In allen drei Fa¨llen wird zuerst die Struktur der Abha¨ngigkeitsdaten durch die Be-
schreibungssprachen Resource Description Framework (RDF) [LS99] und Web On-
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tology Language (OWL) [DS04] festgelegt. Daher bestehen Abha¨ngigkeitsdaten aus
OWLClasses und Properties. Konkrete Instanzen ko¨nnen in Form von Individuals
im Werkzeug verwaltet werden. Das Produkt Prote´ge´ bietet fu¨r das Festlegen der
Struktur von Abha¨ngigkeitsdaten den Protégé-GUI-Client an. Ein Screenshot dieser
Oberﬂa¨che ist in Abbildung 6.3 wiedergegeben. Die markierten Inhalte werden im
Folgenden erla¨utert.
1. OWLClasses : Durch OWLClasses werden Elemente von Abha¨ngigkeitsdaten
beschrieben. Dadurch ko¨nnen in dieser Arbeit Entita¨tstypen wie beispielsweise
Feature, Komponente oder Klasse abgebildet werden. Dafu¨r werden Attribute
eines Elements, wie etwa dessen Name, deﬁniert. In Abbildung 6.3 sind im
Bedienfeld Class Browser alle Entita¨tstypen des in der Fallstudie untersuchten
Software-Systems abgebildet (siehe Markierung (1)).
2. Properties: Die Struktur von Beziehungen zwischen Elementen der Abha¨ngig-
keitsdaten beschreiben Properties. Ein Beispiel dafu¨r ist eine Benutzt-Beziehung
zwischen zwei Klassen. Diese Beziehung ist in Abbildung 6.3 zu ﬁnden, sie tra¨gt
dort den Namen
”
Class use Class“ (siehe Markierung (2)). Weitere Beziehungen
sind in diesem Teil des Screenshots ebenfalls zu sehen.
3. Individuals: Im Produkt Prote´ge´ sind Individuals konkrete Instanzen von OWL-
Classes oder Properties. Individuals repra¨sentieren daher die mit Hilfe des
Werkzeugs TraceTool erstellten Abha¨ngigkeitsdaten. In Abbildung 6.3 im Be-
dienfeld Instance Browser (siehe Markierung (3)) sind die Namen von Java-
Klassen des Software-Systems aus der Fallstudie beispielhaft dargestellt.
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Abbildung 6.3: Deﬁnieren der Struktur von Abha¨ngigkeitsdaten
und deren Verwaltung mit dem Prote´ge´-GUI-Client.
6.5 Zusammenfassung
Die Automatisierung von einzelnen Schritten des Anwendungsprozesses aus Abschnitt
3.2, wie etwa das Anwenden von Reengineering-Regeln zum Erkennen von Qua-
lita¨tsdeﬁziten, wurde prototypisch im Werkzeug TraceTool umgesetzt. Der in den
Reengineering-Rezepten gewa¨hlte regelbasierte Ansatz begu¨nstigt die automatisierte
Anwendung der Methode, da die vorgeschlagene Struktur von Regeln eﬀektiv in Code
realisiert werden kann. Beispielsweise werden die fu¨r die Regeln deﬁnierten Operato-
ren bereits durch die Programmiersprache Java angeboten.
Das durch eine GUI unterstu¨tzte Vorschlagen von Reengineering-Aktivita¨ten kann
leicht ins Werkzeug TraceTool eingebaut werden, dies wurde aber nicht vollsta¨ndig
umgesetzt. Wie in Abschnitt 6.3 bereits vorgestellt, ko¨nnen schon jetzt die fu¨r ein
Qualita¨tsdeﬁzit relevanten Entita¨ten durch das Werkzeug ermittelt werden und so fu¨r
das Konkretisieren von Reengineering-Aktivita¨ten verwendet werden. Beispielsweise
zeigt der Kontrollmonitor im Fall des Qualita¨tsdeﬁzits Zyklen zwischen Klassen die
Liste der Klassen an, die im Zyklus enthalten sind.
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Das Werkzeug unterstu¨tzt durch die in diesem Kapitel vorgestellten Funktionen den
Anwendungsprozesses der Methode. Eine weitere Verbesserung des Werkzeugs Tra-
ceTool bezu¨glich des Anwendungsprozess ko¨nnte durch das Festlegen und Verwalten
der Priorita¨ten fu¨r die Reengineering-Rezepte erreicht werden, bleibt aber zuna¨chst
einer ku¨nftigen Produktversion vorbehalten.
Innerhalb der Fallstudie wurde auch die Erweiterbarkeit des Werkzeugs durch weitere
Entita¨ten und Abha¨ngigkeitsbeziehungen erfolgreich getestet. Beispielsweise wurden
Pakete, ein Strukturierungsmittel der Programmiersprache Java, als weiterer Enti-
ta¨tstyp im Werkzeug TraceTool eingefu¨hrt. Danach konnte auch dieser Entita¨tstyp





Um die Methode dieser Arbeit zu validieren, wurde der Anwendungsprozess in Ab-
bildung 3.3 im Rahmen einer industriellen Fallstudie durchgefu¨hrt. Dafu¨r wurden die
Reengineering-Rezepte und der Zuordnungsgraph verwendet, die im Aufbauprozess
exemplarisch fu¨r das Qualita¨tsziel Weiterentwicklungsfa¨higkeit aufgebaut wurden.
Einen U¨berblick u¨ber das in der Fallstudie untersuchte Software-System gibt Ab-
schnitt 7.1. Das Ziel der Fallstudie war die Verbesserung dieses Software-Systems. Es
wurden Qualita¨tsdeﬁzite, welche das Qualita¨tsziel Weiterentwicklungsfa¨higkeit beein-
tra¨chtigen, erkannt und behoben. Dabei wurden die erstellten Reengineering-Rezepte
verwendet, welche anhand des Aufbauprozesses in Abbildung 3.1 fu¨r das Qualita¨ts-
ziel Weiterentwicklungsfa¨higkeit erstellt und in den Kapiteln 4 und 5 als Ergebnisse
vorgestellt wurden.
Die Anwendungsreihenfolge der Reengineering-Rezepte wurde durch das Entwick-
lungsteam des betrachteten Software-Systems festgelegt. Dazu wurden – dem An-
wendungsprozess folgend – zuerst die Qualita¨tsteilziele, Qualita¨tsmerkmale und Qua-
lita¨tsteilmerkmale priorisiert, wie in Abschnitt 7.2 beschrieben ist. Die priorisierten
Reengineering-Rezepte wurden in mehreren Iterationen angewandt. Details dazu wer-
den in Abschnitt 7.3 vorgestellt. Eine Zusammenfassung der Ergebnisse der Fallstudie
ist in Abschnitt 7.4 zu ﬁnden.
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7.1 U¨berblick u¨ber die Fallstudie
In der Fallstudie wird ein Datenverwaltungssystem aus dem industriellen Umfeld un-
tersucht, welches bereits seit mehreren Jahren produktiv eingesetzt wird. Es wird
regelma¨ßig durch die Realisierung neuer Features erweitert. Das Datenverwaltungs-
system ist nur ein Teil eines Software-Systems, dessen Entwicklungsteam zur Zeit
der Fallstudie aus mehreren Personen bestand. Davon waren zwei Mitarbeiter fu¨r die
Entwicklung des Datenverwaltungssystems zusta¨ndig.
Abbildung 7.1: Komponentenmodell des
Datenverwaltungssystems.
Das Gesamtsystem bildet neben anderen Systemen im Unternehmen die Grundlage
fu¨r betriebliche Anwendungen und stellt daher verschiedene Dienste zur Verfu¨gung.
Dazu geho¨ren die Verwaltung von organisatorischen und sicherheitsrelevanten In-
formationen des Unternehmens, die innerhalb einer Datenbank hochverfu¨gbar und
zentral gespeichert sind. In Abbildung 7.1 ist ein vereinfachtes Komponentenmodell
des Software-Systems der Fallstudie dargestellt. Das Software-System nutzt weitere
Komponenten, welche aber in der Fallstudie nicht weiter betrachtet werden (sie sind
in Abbildung 7.1 grau hervorgehoben). Der Steuerungsdienst bietet notwendige Steue-
rungsdaten innerhalb des Lebenszyklus der Komponente Datenverwaltung an. Der Na-
mensdienst ermo¨glicht die Ermittlung von weiteren Komponenten. Dabei kann u¨ber
den Sicherheitsdienst der Zugriﬀ auf Daten eingeschra¨nkt werden. Die Komponenten
Basiseinheiten und Aufzeichungsdienst liefern Umgebungsinformationen, welche wa¨h-
rend der Laufzeit der Komponente Datenverwaltung gebraucht werden.
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In der Fallstudie wurde die Komponente Datenverwaltung anhand der hier vorgestell-
ten Methode untersucht. Diese Komponente hat den Umfang 34744 SLOC (Source
Lines of Code), 22402 MLOC (Method Lines of Code) und 2266 NOM (Number
of Methods). Auf Grund einer Vertraulichkeitsvereinbarung ko¨nnen weitere Details
u¨ber das Software-System und das Unternehmen nicht genannt werden. Daher wur-
den teilweise Systemnamen oder Komponentenbezeichnungen mittels der bisher in
der Arbeit deﬁnierten Symbole und Buchstaben anonymisiert. Dies zeigt sich auch in
der U¨bersicht der Ergebnisse der Fallstudie im Anhang in Tabelle D.2. Dort ist jeder
Klassenname durch eine eindeutige Nummer ersetzt worden.
Ein besonders wichtiges Ziel fu¨r die Akzeptanz des Produkts ist die regelma¨ßige
Auslieferung von neuen Produktversionen. Dieses Ziel ist an das generelle Ziel einer
langfristigen Auslegung des Software-Systems gekoppelt. Da regelma¨ßig neue Kun-
denanforderungen gestellt werden, die anhand von Features im Software-System rea-
lisiert werden, muss das Software-System regelma¨ßig erweitert werden ko¨nnen. Um
die Akzeptanz des Produkts im Unternehmen zu gewa¨hrleisten, muss es stabil und
weiterentwickelbar sein. Schließlich ist fu¨r die Erhaltung der Wirtschaftlichkeit des
Software-Systems die Weiterentwicklungsfa¨higkeit ein wichtiges Qualita¨tsziel.
Die Qualita¨tsziele, welche durch das Entwicklungsteam festgelegt wurden, sind in
Tabelle 7.1 dargestellt. Auch wenn weitere wichtige Qualita¨tsziele durch das Ent-
wicklungsteam genannt wurden, wurde das Qualita¨tsziel Weiterentwicklungsfa¨higkeit
am ho¨chsten gewichtet (mit 20 von 100 Punkten).
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7.2 Priorisieren der Qualita¨tsteilziele, -merkmale
und -teilmerkmale
Die Priorisierung der Qualita¨tsteilziele, Qualita¨tsmerkmale und Qualita¨tsteilmerk-
male wurden durch das Entwicklungsteam mit Hilfe des Zuordnungsgraphen in Ab-
bildung 3.2 durchgefu¨hrt, da dort alle Zuordnungen zwischen dem Qualita¨tsziel Wei-
terentwicklungsfa¨higkeit und den Reengineering-Aktivita¨ten dargestellt sind.
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Tabelle 7.2: Gewichtung der Qualita¨tsteilziele und
Qualita¨tsmerkmale des Qualita¨tsziels Weiterentwicklungsfa¨higkeit.
Qualita¨tsteilziele (Gewicht) Qualita¨tsmerkmale Gewicht
Analysierbarkeit (2)
Geringe Strukturelle Komplexita¨t 1
Modularita¨t 1
A¨nderbarkeit (3)
Geringe Strukturelle Komplexita¨t 1
Modularita¨t 1
Trennung der Zusta¨ndigkeiten 1
Wiederverwendbarkeit (3)
Geringe Strukturelle Komplexita¨t 0
Modularita¨t 1
Trennung der Zusta¨ndigkeiten 1
Korrektheit 1
Testbarkeit (6)
Geringe Strukturelle Komplexita¨t 0
Modularita¨t 1
Trennung der Zusta¨ndigkeiten 3
Korrektheit 2
Verfolgbarkeit (6)
Geringe Strukturelle Komplexita¨t 1
Korrektheit 5
Gesamt 20
Auf Grundlage dieser Verfeinerung wurde gema¨ß dem Anwendungsprozess die Ge-
wichtung durchgefu¨hrt. Ausgangspunkt waren die 20 Punkte fu¨r das Qualita¨tsziel
Weiterentwicklungsfa¨higkeit. Diese wurden auf die Qualita¨tsteilziele verteilt. Beispiel-
weise erhielt das Qualita¨tsteilziel Verfolgbarkeit 6 Punkte. Die Punktzahl eines Qua-
lita¨tsteilziels wurde weiter verteilt auf die Qualita¨tsmerkmale, wie in Tabelle 7.2 zu
sehen ist. Dadurch, dass ein Qualita¨tsmerkmal mehreren Qualita¨tsteilzielen zugeord-
net werden kann, kann es auch von mehreren Qualita¨tsteilzielen Punkte erhalten, wie
am Beispiel des Qualita¨tsmerkmals Korrektheit zu sehen ist.
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Am Ende war eine Priorisierung der Reengineering-Rezepte anhand der zugeordneten
und bereits gewichteten Qualita¨tsteilmerkmale mo¨glich. Dafu¨r wurde der Wert der
einzelnen Qualita¨tsteilmerkmale zuerst summiert und anschließend sortiert; dadurch
ergibt sich die Priorisierung der Reengineering-Rezepte. Ein Beispielausschnitt aus
dem Ergebnis der Priorisierung ist in Tabelle 7.3 dargestellt. Beispielsweise kam das
Qualita¨tsmerkmal Korrektheit mit 8 Punkten auf den ho¨chsten Wert. Diese Punkte
wurden u¨ber die Qualita¨tsteilmerkmale auf die zugeho¨renden Reengineering-Rezepte
verteilt. Im Falle des Qualita¨tsmerkmal Korrektheit erhielten die Reengineering-
Rezepte Speziﬁzierte Implementierung und Verbindliche Speziﬁkation jeweils 4 Punk-
te. Dies waren die Reengineering-Rezepte mit der ho¨chsten Punktzahl und erhielten
damit die ho¨chste Priorita¨t. Andere Qualita¨tsteilmerkmale wie etwa die Datenkapse-
lung wurden sehr niedrig bewertet und in Tabelle 7.3 nicht mehr aufgenommen.
Tabelle 7.3: Priorisierte Qualita¨tsmerkmale,
Qualita¨tsteilmerkmale und zugeho¨rige Reengineering-Rezepte.
Qualita¨tsmerkmal/Qualita¨tsteilmerkmal Reengineering-Rezepte Gewicht
Korrektheit (8)
U¨bereinstimmung von Speziﬁzierte Implementierung 4
Implementierung und Speziﬁkation
Vollsta¨ndigkeit der Implementierung Verbindliche Speziﬁkation 4
Trennung der Zusta¨ndigkeiten (5)
Geringe Feature-Verschra¨nkung Feature-Entschra¨nkung 3
Geringe Feature-Streuung Feature-Entstreuung 2
Modularita¨t (4)
Lose Kopplung Einfache Klassenstruktur 2
Hohe Koha¨sion Koha¨sive Klassen 2
Geringe Strukturelle Komplexita¨t (3)
Zyklenfreiheit Zyklenfreie Struktur 3
7.3 Auswa¨hlen und Anwenden der Reengineering-
Rezepte
Um die Weiterentwicklungsfa¨higkeit des Software-Systems zu verbessern, wurden in
der Fallstudie entsprechend der Priorita¨ten verschiedene Reengineering-Rezepte auf
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das Software-System angewandt. Dafu¨r waren mehrere Iterationen notwendig, bei
denen mehrere Qualita¨tsdeﬁzite erkannt und behoben werden konnten. Eine U¨ber-
sicht dieser Qualita¨tsdeﬁzite ist am Ende des Kapitels in Tabelle 7.8 dargestellt. Die
Baseline1 mit der Version V32 des Datenverwaltungssystems ist Ausgangspunkt fu¨r
das Anwenden der Reengineering-Rezepte in der Fallstudie. Fu¨r eine bessere Nach-
vollziehbarkeit wurde jedes zum Einsatz gebrachte Reengineering-Rezept durch eine
eigene Baseline dokumentiert.
Im Folgenden werden exemplarisch die Ergebnisse der Anwendung von vier Reengi-
neering-Rezepten im Detail erla¨utert, die wa¨hrend der Fallstudie ausgewa¨hlt wurden
und zum Einsatz kamen.
• Die Anwendung des Reengineering-Rezepts Verbindliche Speziﬁkation wird in
Abschnitt 7.3.1 beschrieben. Durch die Anwendung in der Fallstudie wurde das
Qualita¨tsdeﬁzit Fehlende Feature-Implementierung bei vier Entita¨ten festge-
stellt und behoben.
• Das Qualita¨tsdeﬁzit Fehlende Feature-Speziﬁkation wurde mit Hilfe des Reengi-
neering-Rezepts Speziﬁzierte Implementierung 24 mal erkannt und behoben. Im
Vergleich zu anderen Qualita¨tsdeﬁziten trat dieses am ha¨uﬁgsten auf, Details
dazu werden in Abschnitt 7.3.2 erla¨utert.
• Durch das Verwenden des Reengineering-Rezepts Feature-Entschra¨nkung wur-
de das Qualita¨tsdeﬁzit Starke Feature-Verschra¨nkung in Komponenten fu¨nf mal
erkannt und behoben. Fu¨r das Beheben des Qualita¨tsdeﬁzits wurde die Archi-
tektur des Software-Systems stark restrukturiert. Details der Verwendung dieses
Reengineering-Rezepts werden in Abschnitt 7.3.3 beschrieben.
• Die Beschreibung der Anwendung des Reengineering-Rezepts Zyklenfreie Struk-
tur erfolgt in Abschnitt 7.3.4. Mit Hilfe dieses Reengineering-Rezepts konnte
zwei mal das Qualita¨tsdeﬁzit Zyklen zwischen Klassen und einmal das Quali-
ta¨tsdeﬁzit Zyklen zwischen Komponenten erkannt und behoben werden.
1Der Begriﬀ Baseline bezeichnet einen bestimmten Stand der Entwicklung eines Software-
Produkts. D.h. alle Entita¨ten wie Quellcode, Dokumentation etc. werden unter einer eindeutigen
Version gespeichert und sind damit referenzierbar und wiederherstellbar.
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7.3.1 Anwenden des Reengineering-Rezepts Verbindliche
Speziﬁkation
7.3.1.1 Auswa¨hlen eines Reengineering-Rezepts
Das Reengineering-Rezept Verbindliche Speziﬁkation wurde auf Grundlage der ho¨ch-
sten Priorita¨t ausgewa¨hlt, um Abweichungen zum geforderten Qualita¨tsteilmerkmal
Vollsta¨ndigkeit der Implementierung zu erkennen und zu beheben. Damit die Im-
plementierung vollsta¨ndig ist, muss jedes speziﬁzierte Feature verbindlich umgesetzt
sein. Das Reengineering-Rezept wurde bereits in Abschnitt 5.4.2 vorgestellt.
7.3.1.2 Anwenden der Erkennungsregeln
Die Erkennungsregel des Reengineering-Rezepts Verbindliche Speziﬁkation benutzt
die Metrik Isolierte Features IF . Die Erkennungsregel wurde auf das Software-System
mit der Baseline Version V32 angewandt, das Ergebnis der Metrik Isolierte Features
IF ist in Tabelle2 7.4 zu ﬁnden.
Tabelle 7.4: Ergebnisse der Metrik Isolierte Features




Fu¨r die Auswertung der Erkennungsregel wurde das Werkzeug TraceTool eingesetzt
(siehe Kapitel 6). Dafu¨r wurden zuerst die existierende Implementierung und die
Speziﬁkation von Features durch einen Experten untersucht. Ein Feature besteht
aus einer eindeutigen Feature-Kennzeichnung und deren Speziﬁkation; die Feature-
Kennzeichnungen wurden aus dem vom Entwicklungsteam benutzten Requirements-
werkzeug exportiert und konnten dann mit dem Werkzeug TraceTool ausgewertet
werden. Die Auswertung mit Hilfe der Metrik NOF ergab die Existenz von vier spe-
ziﬁzierten Features (NOF = 4, siehe Tabelle 7.4), die im Folgenden als f1, f2, f3 und
2Die Metrik Number of Features NOF wird verwendet, um dem Leser weitere Details des
Software-Systems zu verdeutlichen. Die Metrik NOF ist nicht Teil der Erkennungsregel.
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f4 bezeichnet werden. Da zu diesem Zeitpunkt geeignete Traceability-Links fehlten,
mit denen die zum Feature geho¨rende Implementierung identiﬁziert werden konn-
te, wurden durch die Anwendung der Erkennungsregel das Qualita¨tsdeﬁzit Fehlende
Feature-Implementierung bei 4 Entita¨ten festgestellt (da IF = 4).
7.3.1.3 Beheben der Qualita¨tsdeﬁzite durch Reengineering-Aktivita¨ten
Fu¨r das Beheben des Qualita¨tsdeﬁzits Fehlende Feature-Implementierung wurde ge-
ma¨ß der Reengineering-Regel des Reengineering-Rezepts Verbindliche Speziﬁkation
die Reengineering-Aktivita¨t Implementieren der Features f1, f2, f3, f4 durch Feature
Driven Development [PF01] angewandt. Die vier speziﬁzierten Features konnten bei
der Durchfu¨hrung der Reengineering-Aktivita¨t in der Implementierung identiﬁziert
werden. Daher wurden im na¨chsten Schritt Traceability-Links mit Hilfe des in Kapi-
tel 6 beschriebenen Werkzeugs TraceTool aufgebaut, sodass zu jedem Feature auch
die Entita¨ten der Implementierung verfolgbar sind.
7.3.1.4 Pru¨fung der Erfu¨llung der Qualita¨tsziele
Durch nochmaliges Anwenden der Metriken und Erkennungsregeln wurde gepru¨ft,
ob die u¨berarbeitete Version (Baseline V32.1) des Software-Systems das Qualita¨tsziel
Weiterentwicklungsfa¨higkeit ausreichend erfu¨llt. Ausreichend erfu¨llt bedeutet, dass
keine weiteren Reengineering-Rezepte aus Sicht des Entwicklungsteams angewandt
werden sollten. Wie in Tabelle 7.4 dargestellt, konnten die erkannten Qualita¨tsdeﬁ-
zite behoben werden (IF = 0) und es konnte kein weiteres Qualita¨tsdeﬁzit mit Hilfe
des Reengineering-Rezepts Verbindliche Speziﬁkation erkannt werden. Da es aber
noch weitere anwendbare Reengineering-Rezepte gab, und damit weitere potentielle
Qualita¨tsdeﬁzite, welche das Qualita¨tsziel Weiterentwicklungsfa¨higkeit beeintra¨chti-
gen ko¨nnten, wurde mit dem Anwendungsprozess fortgefahren.
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7.3.2 Anwenden des Reengineering-Rezepts Speziﬁzierte Im-
plementierung
7.3.2.1 Auswa¨hlen eines Reengineering-Rezepts
Auf Grundlage der ermittelten Priorita¨t wurde das Reengineering-Rezept Speziﬁzier-
te Implementierung angewandt, um Qualita¨tsdeﬁzite zu erkennen und zu beheben,
welche eine Abweichung zum geforderten Qualita¨tsteilmerkmal U¨bereinstimmung von
Implementierung und Speziﬁkation darstellen. Jedes implementierte Feature hat nur
dann eine Daseinsberechtigung, wenn es auch speziﬁziert ist. Das Reengineering-Re-
zept wurde in Abschnitt 5.4.2 bereits vorgestellt.
7.3.2.2 Anwenden der Erkennungsregeln
Das Ergebnis der Anwendung der Erkennungsregeln des Reengineering-Rezepts Spe-
ziﬁzierte Implementierung ist in Tabelle 7.5 dargestellt (Baseline-Version V32.1). In
den Erkennungsregeln dieses Reengineering-Rezepts wurde die Metrik Isolierte Enti-
ta¨ten IE(X) benutzt.
Tabelle 7.5: Ergebnisse der Metrik Isolierte Entita¨ten.
Baseline Anzahl Features Isolierte Schnitt- Isolierte Klassen Isolierte Daten-
NOF stellen IE(S) IE(K) dateien IE(D)
V32.1 4 46 131 9
V32.2 28 0 0 1
Durch die Erkennungsregeln wurden in der Baseline V32.1 folgendes Qualita¨tsdeﬁzit
erkannt, da IE(S) > 0, IE(K) > 0 und IE(D) > 0: Fehlende Feature-Speziﬁkation.
Als Nebenprodukt der Metriken wurden die Namen der Entita¨ten identiﬁziert, die
isoliert sind. Da es eine Vielzahl von Entita¨ten sind (z.B. 131 Klassen), ko¨nnen nicht
alle namentlich genannt werden. Es werden aber im Folgenden immer wieder Beispiele
gegeben.
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7.3.2.3 Beheben der Qualita¨tsdeﬁzite durch Reengineering-Aktivita¨ten
Zur Behebung des Qualita¨tsdeﬁzits Fehlende Feature-Speziﬁkation schla¨gt das Re-
engineering-Rezept die Reengineering-Aktivita¨t Rekonstruieren der Features durch
Feature-Analyse [Gre07] vor. Diese Reengineering-Aktivita¨t wurde im Rahmen der
Fallstudie mehrfach durchgefu¨hrt. Dabei wurde als erstes die Feature-Dokumentation
rekonstruiert, indem die existierenden Strukturen mit Hilfe von Traceability-Links do-
kumentiert wurden (beispielsweise Abha¨ngigkeitsbeziehungen zwischen Komponen-
ten oder Klassen). Zudem wurden Feature-Modelle erzeugt, um Abha¨ngigkeitsbezie-
hungen zwischen Features und Entita¨ten darstellen zu ko¨nnen. Das Vorgehen wurde
durch das Werkzeug TraceTool unterstu¨tzt. Mit dem Werkzeug TraceTool wurden aus
dem Quellcode sowohl Entita¨ten als auch Abha¨ngigkeitsbeziehungen automatisch ex-
trahiert und gespeichert. Dazu geho¨ren neben den Entita¨ten wie etwa Komponenten
A oder Klassen K auch die Abha¨ngigkeitsbeziehungen vom Beziehungstyp Benutzt-
Beziehung. Auch wurden manuell Traceability-Links vom Beziehungstyp Realisiert-
Durch mit dem TraceTool erstellt, um die isolierten Entita¨ten zu reduzieren und ein
besseres Versta¨ndnis fu¨r die existierende Implementierung zu erhalten.
Insgesamt wurden 24 Features auf Grundlage des Quellcodes rekonstruiert und je-
weils innerhalb einer Speziﬁkation festgehalten. Beispiele von Features sind Mitarbei-
terdatenverwaltung (Feature 7), Rechteverwaltung (Feature 16), Datenzugriffkapselung
(Feature 21) oder Diagnosedienste (Feature 23).
7.3.2.4 Pru¨fung der Erfu¨llung der Qualita¨tsziele
Nach der Anwendung der Reengineering-Aktivita¨t wurden zur Pru¨fung des Ergeb-
nisses die Metriken und Erkennungsregeln erneut angewandt. In Tabelle 7.5 ist das
Ergebnis dargestellt (Baseline V32.2). Es lassen sich die folgenden Vera¨nderungen
feststellen:
• Aus anfa¨nglich vier dokumentierten Features wurden 24 weitere Features iden-
tiﬁziert: Baseline V32.1 mit NOF = 4 gegenu¨ber Baseline V32.2 mit NOF = 28.
Insgesamt ergeben sich damit 28 implementierte und speziﬁzierte Features des
Software-Systems.
• Die isolierten Entita¨ten IE(S) = 46, IE(A) = 131 und IE(D) = 9 innerhalb der
Baseline V32.1 konnten weitgehend behoben werden IE(S) = 0, IE(K) = 0 und
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IE(D) = 1.
In einer weiteren Iteration wurde nun die alternative Reengineering-Aktivita¨t verwen-
det, die im Reengineering-Rezept Speziﬁzierte Implementierung vorgeschlagen wird,
um das noch bestehende Qualita¨tsdeﬁzit zu beheben: wie der Wert von 1 der Metrik
IE(D) in Tabelle 7.5 zeigt, konnten in dieser Baseline nicht alle isolierten Entita¨-
ten behoben werden. In einer weiteren Iteration wurde mit Hilfe der Reengineering-
Aktivita¨t Lo¨schen der unno¨tigen Entita¨ten durch Refactoring die Datendatei mit der
Bezeichnung d9 gelo¨scht. Dadurch entstand eine weitere Baseline V32.2.1, in der das
Qualita¨tsdeﬁzit behoben war. Da es aber noch weitere Reengineering-Rezepte gab,
die noch nicht betrachtet wurden, wurde der Prozess fortgesetzt.
7.3.3 Anwenden des Reengineering-Rezepts Feature-
Entschra¨nkung
7.3.3.1 Auswa¨hlen eines Reengineering-Rezepts
Das Qualita¨tsteilmerkmal Geringe Feature-Verschra¨nkung wird durch das Qualita¨ts-
deﬁzit Starke Feature-Verschra¨nkung in Komponenten beeintra¨chtigt. Um dieses Qua-
lita¨tsdeﬁzit zu erkennen und zu beheben, wurde das Reengineering-Rezept Feature-
Entschra¨nkung auf das Software-System angewandt. Das Reengineering-Rezept wur-
de bereits in Tabelle 5.10 vorgestellt.
7.3.3.2 Anwenden der Erkennungsregeln
Die Erkennungsregel des Reengineering-Rezepts beinhaltet die Vorbedingung, dass
keine isolierten Komponenten und keine isolierten Features existieren (VORB[(IE(A)
= 0) UND (IF = 0)]). Diese Vorbedingung konnte durch die Anwendung der Reen-
gineering-Rezepte Verbindliche Speziﬁkation und Speziﬁzierte Implementierung be-
reits erfu¨llt werden. Daher konnte durch die Metrik Feature Tangling FTANG(A)
das Software-System bewertet werden. Das Ergebnis der Anwendung der Metrik
FTANG(A) auf die Baseline V32.3 ist in Tabelle 7.6 zu sehen.
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Tabelle 7.6: Ergebnis der Anwendung der Metrik FTANG(A).







Wie bereits durch die Entwickler im Vorfeld der Anwendung des Reengineering-
Rezepts vermutet, ist der Wert der Metrik FTANG(A) = 0.964 sehr hoch (der Wert 1
ist der schlechteste Wert, 0 der beste Wert), da alle 28 Features innerhalb der Kompo-
nente Datenverwaltung implementiert wurden. Im Vergleich zu den Erkennungsregeln
der letzten Reengineering-Rezepte ist ein Schwellwert bei dieser Reengineering-Regel
nicht absolut angebbar, sondern ha¨ngt davon ab, wie weit eine Aufteilung einer Kom-
ponente durch das Entwicklungsteam durchgefu¨hrt werden kann. Diese Entscheidung
muss letztendlich das Entwicklungsteam treﬀen. Wie in Tabelle 7.6 zu sehen, hat sich
der Wert von 0,149 fu¨r dieses Software-System als ausreichend erwiesen.
7.3.3.3 Beheben des Qualita¨tsdeﬁzits durch Reengineering-Aktivita¨ten
Das Reengineering-Rezept Feature-Entschra¨nkung entha¨lt zwei alternative Reengi-
neering-Aktivita¨ten zum Beheben des erkannten Qualita¨tsdeﬁzits Starke Feature-
Verschra¨nkung in Komponenten. In Abbildung 7.2 sind die beiden Reengineering-
Aktivita¨ten, Restrukturieren der Komponente Datenverwaltung durch Dekomposition
[Par72] oder Restrukturieren der Features f1 ... f28 durch Zusammenfu¨hren [PT93]
schematisch dargestellt.
Durch die aufgebauten Traceability-Links vom Typ Realisiert-Durch zwischen den
Features f1 ... f28 und der Komponente Datenverwaltung bzw. den Klassen dieser
Komponente, war es mo¨glich aufzuzeigen, welche Features durch welche Klassen rea-
lisiert wurden. In Abbildung 7.2 wird schematisch die Komponente Datenverwaltung
mit einer exemplarischen Menge ihrer Klassen gezeigt. Durch die Schattierung der
Klassen werden dabei unterschiedliche Klassen hervorgehoben, die jeweils gemeinsam
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haben, dass sie ein bestimmtes Feature realisieren.
Abbildung 7.2: Zwei mo¨gliche Strategien zur Aufteilung der
Implementierung bezu¨glich der Features in der Komponente
Datenverwaltung.
Die beiden alternativen Reengineering-Aktivita¨ten wurden durch das Entwicklungs-
team diskutiert, da sie beide fu¨r das Beheben des Qualita¨tsdeﬁzits Starke Feature-
Verschra¨nkung in Komponenten eingesetzt werden ko¨nnen:
1. Fall A sieht die Reengineering-Aktivita¨t Restrukturieren der Komponente Da-
tenverwaltung durch Dekomposition vor. Dabei wird die Komponente Datenver-
waltung aufgeteilt, sodass idealerweise jeweils ein Feature in einer Komponente
realisiert wird. Fu¨r die Entita¨ten, welche das Feature Datenzugriffkapselung ( f21)
realisieren, wird eine neue Komponente erstellt, sodass Klassen, die das Feature
f21 umsetzen, den Datenzugriﬀ kapseln.
2. Fall B besteht in der Anwendung der Reengineering-Aktivita¨t Restrukturieren
der Features f1 ... f28 durch Zusammenfu¨hren [PT93]. Das Feature Datenzu-
griffkapselung ( f21) wird in kleinere Einheiten aufgeteilt und in die bestehenden
Features integriert, wodurch das Feature f21 aufgelo¨st und mit anderen Features
zusammengefu¨hrt wird. Dies ist in Abbildung 7.2 (Fall B) dadurch zu sehen,
dass es keine Klasse mehr gibt, die das Feature f21 realisiert, sondern die Featu-
res werden durch die anderen Klassen der Komponente realisiert. Nachteil dieser
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Strategie ist allerdings, dass der Zugriﬀ auf – im Sinne einer Schichtenarchitek-
tur – tiefer liegende Komponenten (wie etwa die Komponente Steuerungsdienst
oder die Komponente Sicherheitsdienst in Abbildung 7.1) nicht mehr gekapselt
wa¨re.
Da beide Strategien zu einer Verbesserung der Weiterentwicklungsfa¨higkeit beitragen,
Fall A dem Entwicklungsteam aber weniger aufwendig erschien, wurde die Reenginee-
ring-Aktivita¨t Restrukturieren der Komponente Datenverwaltung durch Dekomposi-
tion angewandt. Wie in Tabelle 7.6 dargestellt ist, waren dafu¨r mehrere Iterationen
notwendig. Die Komponente wurde so aufgeteilt, dass angelehnt an eine Schichten-
architektur die Implementierung vom Feature Datenzugriffkapselung ( f21) in die neue
Komponente Datenzugriff ausgelagert wurde.
Dies hat den Vorteil, dass eine A¨nderung der Datenhaltungsschicht keine A¨nderung
der Anwendungslogik zur Folge hat und die jetzige Implementierung nicht bezu¨g-
lich der weiteren existierenden Features, wie in Fall B beschrieben, aufgeteilt werden
muss (siehe Abbildung 7.2 rechts). Der Nachteil der Lo¨sung ist aber, dass sehr große
Klassen erhalten bleiben (wie etwa Klasse k74, siehe Tabelle D.2 im Anhang), die das
Qualita¨tsmerkmal Geringe Strukturelle Komplexita¨t beeintra¨chtigen.
Die Konsequenz dieser Entscheidung ist allerdings auch, dass das Feature Datenzu-
griffkapselung ( f21) als sehr großes Feature nicht aufgeteilt werden kann. Die Gro¨ße
eines Features wird durch die Metrik Feature-Gro¨ße festgestellt, indem sie die An-
zahl von Entita¨ten berechnet, die ein Feature realisieren. Die Feature-Gro¨ße wurde
fu¨r alle Features berechnet, das Ergebnis dieser Berechnung ist in Abbildung 7.3 zu
sehen. Beim Betrachten dieses Diagramms zeigt sich, dass Feature f21 im Vergleich
zu allen anderen Features sehr groß ist. Deswegen wurde das Feature Datenzugriffkap-
selung ( f21), mit einer Feature-Gro¨ße von 68 Entita¨ten, vom Entwicklungsteam als
Ausreißer akzeptiert, da man sich fu¨r Fall A entschieden hat.
Nach dieser Diskussion der Alternativen wird im Folgenden nun vorgestellt, wie das
Durchfu¨hren der Reengineering-Aktivita¨t abgelaufen ist.
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Abbildung 7.3: U¨bersicht u¨ber die rekonstruierten Features.
Fu¨r die Dekomposition wurde die neue Komponente Datenzugriff erstellt und alle
Klassen und Schnittstellen, welche fu¨r die Implementierung des Features Datenzugriff-
kapselung ( f21) verantwortlich sind, der neuen Komponente untergeordnet. Hierbei
wurden die Restrukturierungen Move Class3 und Move Interfaces angewandt.
Dabei wurde Quellcode entdeckt (Klasse k35), der auf Daten zugreift, obwohl diese
Daten u¨berhaupt nicht fu¨r das Feature beno¨tigt werden. Mittels der Restrukturierung
Create Class wurde eine neue Klasse in der Komponente Datenzugriff erzeugt, welche
nur den beno¨tigten Code entha¨lt. Außerdem wurden die Restrukturierungen Move
Method und Move Attribute eingesetzt.
Zudem mussten Konstanten, welche zum Protokollieren von eindeutigen Nachrich-
ten beno¨tigt werden, in die dafu¨r verantwortliche Klasse mittels Move Attributtes
verschoben werden. Die Restrukturierungen Create Package und Rename Package
wurden zum Anpassen und Erstellen der Paketstruktur eingesetzt, um den neuen
Aufbau der Funktionalita¨t zu verdeutlichen. Bei der Verbesserungsmaßnahme wurde
3Im Folgenden werden mehrfach Restrukturierungen angewandt, die Fowler [Fow99] als
Refactoring-Operationen bezeichnet und eingefu¨hrt hat.
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die Restrukturierung Rename Package angewandt, um nicht mehr sichtbare Klassen
innerhalb der neuen Komponente sichtbar und dadurch nutzbar zu machen.
Schließlich wurde durch die Restrukturierung Change Method Signature bei einigen
Methoden der Zugriﬀsmodiﬁkator gea¨ndert, damit Zugriﬀe auf Klassen in den neuen
Paketen mo¨glich sind.
7.3.3.4 Pru¨fung der Erfu¨llung der Qualita¨tsziele
Nach der durchgefu¨hrten Reengineering-Aktivita¨t wurde mit dem TraceTool die Er-
kennungsregel nochmals ausgefu¨hrt. Das Ergebnis, wurde bereits in Tabelle 7.6 doku-
mentiert. Zur Dokumentation wurde vorher eine neue Baseline mit der Version V32.4
im Repository erstellt. Das Ergebnis der Dekomposition ist in Abbildung 7.4 links im
UML Komponentenmodell abgebildet.
Abbildung 7.4: Komponentenmodelle der Baselines V32.4, V32.5
und V32.6.
Prima¨res Ziel der Reengineering-Aktivita¨t war es, die Komponente so aufzuteilen,
dass immer ein Feature in einer Komponente realisiert wird. Es konnte durch die
durchgefu¨hrten Reengineering-Aktivita¨ten der Wert der Metrik Feature Tangling
FTANG(A) von 0,964 auf 0,482 reduziert werden. Es wurde ungefa¨hr ein Viertel
der Klassen des Software-Systems in eine eigene Komponente ausgelagert, da sie
das Feature Datenzugriffkapselung ( f21) realisierten. Dieses Vorgehen hatte auch den
Vorteil, dass eine weitere Strukturierung innerhalb der Komponente mittels Paketen
durchgefu¨hrt werden konnte, die das Programmverstehen erho¨hte4.
4Die Einhaltung der 7±2 Regel [Mil56] war beispielsweise einfach mo¨glich.
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Das Reengineering-Rezept Feature-Entschra¨nkung wurde in mehreren Iterationen
wiederholt angewandt, um das Qualita¨tsdeﬁzit Starke Feature-Verschra¨nkung in Kom-
ponenten zu beheben. Ziel war es dabei, das Software-System weiter aufzuteilen, so-
dass die Erkennungsregel des Reengineering-Rezepts erfu¨llt wird. In jeder Iteration
wurde dabei die Reengineering-Aktivita¨t Restrukturieren der Komponenten durch
Dekomposition [Par72] angewandt und das Software-System u¨berarbeitet. Das u¨ber-
arbeitete Produkt wurde jeweils durch eine eigene Baseline dokumentiert. Wie in
Tabelle 7.6 zu sehen, entstanden so die Baselines V32.5, V32.6, V32.7 und V32.8.
Durch die durchgefu¨hrten Reengineering-Aktivita¨ten wurde die Architektur des Sy-
stems grundlegend vera¨ndert, wie in Abbildung 7.5 erkennbar ist.
Abbildung 7.5: Datenverwaltungssystem nach der
Rekonstruktion (Baseline V32.8).
Wie bereits erwa¨hnt, wurde der Wert von FTANG(A) als ausreichend niedrig akzep-
tiert, sodass das Qualita¨tsdeﬁzit in Baseline V32.8 als behoben angesehen wurde. Da
es aber noch weitere Reengineering-Rezepte gab, die noch nicht betrachtet wurden,
wurde der Prozess fortgesetzt.
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7.3.4 Anwenden des Reengineering-Rezepts Zyklenfreie
Struktur
7.3.4.1 Auswa¨hlen eines Reengineering-Rezepts
Das Reengineering-Rezept Zyklenfreie Struktur wurde entsprechend der Priorita¨t aus-
gewa¨hlt. Es dient dazu, Qualita¨tsdeﬁzite zu erkennen, welche das Qualita¨tsteilmerk-
mal Zyklenfreiheit beeintra¨chtigen. Das Qualita¨tsdeﬁzit Zyklen zwischen Klassen ist
ein Beispiel dafu¨r: Klassenstrukturen, die hierarchisch aufgebaut sein sollen, du¨rfen
keine Zyklen enthalten. Das Reengineering-Rezept Zyklenfreie Struktur wurde inner-
halb der Fallstudie angewandt und ist in Abschnitt 5.4.3.2 beschrieben.
7.3.4.2 Anwenden der Erkennungsregeln
Die Erkennungsregel des Reengineering-Rezepts Zyklenfreie Struktur benutzt die Me-
triken Anzahl Klassen in Zyklen (KLIZ) und Anzahl Komponenten in Zyklen (KOIZ),
mit deren Hilfe die Qualita¨tsdeﬁzite Zyklen zwischen Klassen und Zyklen zwischen
Komponenten erkannt wurden. Wie in Tabelle 7.7 dargestellt, wurde innerhalb der
Baseline V32.8 des Software-Systems das Qualita¨tsdeﬁzit Zyklen zwischen Klassen
zweimal erkannt (KLIZ mit dem Wert 2) und das Qualita¨tsdeﬁzit Zyklen zwischen
Komponenten einmal erkannt (KOIZ mit dem Wert 1).
Tabelle 7.7: Ergebnisse der Metriken KOIZ und KLIZ.




Mit Hilfe der Metriken konnten die fu¨r die Zyklen verantwortlichen Klassen, wie etwa
Klasse Sortierer und Klasse Ergebnis, identiﬁziert werden. Diese sind in Tabelle D.2 als
k7 bzw. k9 benannt worden. Da die Metriken im Werkzeug TraceTool bei jeder Iterati-
on auch automatisch ausgewertet werden und bei der Version V32.8 (im Vergleich zur
urspru¨nglichen Version V32) bei der Metrik KOIZ der Wert 1 auftauchte, wurde dem
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Entwicklungsteam klar, dass das fu¨r diese Vera¨nderung verantwortliche Qualita¨ts-
deﬁzit Zyklen zwischen Komponenten durch die letzten Reengineering-Aktivita¨ten
eingebaut wurde. Die letzten Reengineering-Aktivita¨ten hatten zum Ziel, das Quali-
ta¨tsdeﬁzit Starke Feature-Verschra¨nkung in Komponenten zu beheben (vgl. Abschnitt
7.3.3):
Beim Verschieben der Klassen und Schnittstellen in die neue Komponente Datenzu-
griff wurde ein Zyklus zwischen den Komponenten Datenverwaltung und Datenzugriff
erzeugt; eine speziﬁsche Funktionalita¨t vom Feature Datenzugriffkapselung ( f21) wurde
u¨bersehen, na¨mlich die Mo¨glichkeit der Konvertierung von technischen Objekten zu
Objekten der Anwendungslogik. Dies wurde durch die Metrik KOIZ mit dem Wert 1
erkannt. Der Zyklus ergibt sich, da die Komponente Datenverwaltung die Komponen-
te Datenzugriff verwendet, die Komponente Datenzugriff aber auch die Komponente
Datenverwaltung. Dies ist ein Beispiel fu¨r eine erfolgreiche Regressionspru¨fung anhand
der Reengineering-Rezepte.
7.3.4.3 Beheben der Qualita¨tsdeﬁzite durch Reengineering-Aktivita¨ten
Zur Behebung des Qualita¨tsdeﬁzits Zyklen zwischen Klassen wurde gema¨ß der Reen-
gineering-Regel des Reengineering-Rezepts Zyklenfreie Struktur die Reengineering-
Aktivita¨t Restrukturieren der Klassen durch Aufspaltung [PT93] angewandt. Bei
na¨herer Betrachtung des Quellcodes war der Zyklus zwischen den Klassen Sortierer
und Ergebnis schnell erkannt. Dabei verwendet die Klasse Sortierer die Klasse Ergebnis
und die Klasse Ergebnis aber auch die Klasse Sortierer (siehe Abbildung 7.6 und
Listing 7.1).
Listing 7.1: Beispielausschnitt des Quellcodes mit Qualita¨tsdeﬁzit
01 public class S o r t i e r e r { . . .
02 Co l l e c t i o n s o r t i e r e n ( Co l l e c t i o n n i c h t s o r t i e r t , Comparator c ){
03 i f ( n i c h t s o r t i e r t instanceof Ergebnis ){
04 . . .
05 return s o r t i e r t ;
06 }
07 i f ( n i c h t s o r t i e r t instanceof Set ){
08 . . .
09 return s o r t i e r t ;
10 } else i f ( n i c h t s o r t i e r t instanceof L i s t )
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11 { . . . }
12 else i f . . .
13 . . .
Bei der Klasse Sortierer handelt es sich um eine Klasse zur Sortierung von verschiede-
nen Objekttypen. Zum Beheben des Qualita¨tsdeﬁzits Zyklen zwischen Klassen wurde
die Klasse Sortierer und die Klasse Ergebnis gea¨ndert. Da die Klasse Ergebnis im-
mer sortierte Ergebnisse entha¨lt (wird durch Funktionen der Vaterklasse ermo¨glicht)
ist ein Aufruf der Klasse Sortierer nicht notwendig, deswegen wurde die Benutzt-
Beziehung von der Klasse Ergebnis zur Klasse Sortierer aufgelo¨st.
Listing 7.2: Beispielausschnitt des Quellcodes ohne
Qualita¨tsdeﬁzit
01 public class S o r t i e r e r { . . .
02 Co l l e c t i o n s o r t i e r e n ( Co l l e c t i o n n i c h t s o r t i e r t , Comparator c ){
03 i f ( n i c h t s o r t i e r t instanceof Set ){
04 . . .
05 return s o r t i e r t ;
06 } else i f ( n i c h t s o r t i e r t instanceof L i s t )
07 { . . . }
08 else i f . . .
09 . . .
Wie im Listing 7.2 zu sehen, wurde zudem in der Klasse Sortierer vier Zeilen entfernt.
Da wie bereits erwa¨hnt die relevante Sortierer-Funktion in der Klasse Ergebnis durch
die Vaterklasse Set u¨bernommen wird ist keine zusa¨tzliche Fallunterscheidung mehr
fu¨r diesen Fall erforderlich. Das Lo¨schen des relevanten Quellcodes in der Klasse
Sortierer entspricht nicht vollsta¨ndig der Aufspaltung nach [BC03], da der Quellcode
nicht zu einer neue Klasse verschoben, sondern entfernt wurde.
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Abbildung 7.6: Behebung des Qualita¨tsdeﬁzits Zyklen zwischen
Klassen in der Komponente Dienstprogramme.
Um den Zyklus zwischen den beiden Komponenten Datenverwaltung und Datenzugriff
zu beheben, wurde die Reengineering-Aktivita¨t Restrukturieren der Komponenten
Datenverwaltung und Datenzugriff durch Demotion [Lak96] angewandt. Dabei wurden
beispielsweise die Teile der Klassen, welche fu¨r die Konvertierung zusta¨ndig sind,
durch die Restrukturierung Move Method zuru¨ckgefu¨hrt.
7.3.4.4 Pru¨fung der Erfu¨llung der Qualita¨tsziele
Nach der Durchfu¨hrung der Reengineering-Aktivita¨t wurde die Baseline V32.9 er-
stellt, die Erkennungsregel dann nochmals angewandt und die Bedingung gepru¨ft.
In der neuen Baseline la¨sst sich anhand der Metriken (siehe Tabelle 7.7) feststellen,
dass alle erkannten Zyklen behoben wurden: Baseline V32.8 mit KLIZ = 2, KOIZ = 1
gegenu¨ber Baseline V32.9 mit KLIZ = 0, KOIZ = 0.
7.4 Zusammenfassung der Ergebnisse
Die Reengineering-Rezepte, welche bezu¨glich des Qualita¨tsziels Weiterentwicklungs-
fa¨higkeit mit Hilfe des vorgestellten Aufbauprozesses erstellt wurden, konnten erfolg-
reich auf das Datenverwaltungssystem angewandt werden. Dabei konnten mehrere
verschiedene Qualita¨tsdeﬁzite im Software-System erkannt und behoben werden und
so die Qualita¨t des Software-Systems bezu¨glich der Weiterentwicklungsfa¨higkeit deut-
lich verbessert werden. Es konnten dabei Qualita¨tsdeﬁzite sowohl innerhalb der Spe-
ziﬁkation, als auch innerhalb der Architektur und der Implementierung aufgedeckt
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und beseitigt werden. Tabelle 7.8 zeigt alle wa¨hrend der Fallstudie erkannten und
behobenen Qualita¨tsdeﬁzite.
Es hat sich beispielsweise gezeigt, dass die gefundenen isolierten Entita¨ten ein kla-
res Indiz fu¨r fehlende Speziﬁkationen von Features sind (Qualita¨tsdeﬁzit Fehlende
Feature-Speziﬁkation), was die Qualita¨tsteilziele Verfolgbarkeit, Testbarkeit und Wie-
derverwendbarkeit stark beeinﬂusste. Ausgehend von urspru¨nglich 4 speziﬁzierten
Features konnten am Ende weitere 24 Features identiﬁziert werden, sodass insgesamt
28 Features bei der Weiterentwicklung des Software-Systems beru¨cksichtigt werden
mu¨ssen.
Die praktische Anwendbarkeit der Reengineering-Rezepte innerhalb der Entwicklung
und der große Nutzen der Metriken im Zusammenspiel mit den Erkennungsregeln zur
Interpretation der Metriken wurde demonstriert. So war es mo¨glich, die Erkennungsre-
geln innerhalb eines Werkzeugs TraceTool umzusetzen und damit die Erkennung von
Qualita¨tsdeﬁziten zu automatisieren. Mit Hilfe des Werkzeugs TraceTool war eine ein-
fache Regressionspru¨fung nach Durchfu¨hrung der Reengineering-Aktivita¨ten mo¨glich.
Damit wurden auch Qualita¨tsdeﬁzite erkannt, die durch eine Reengineering-Aktivita¨t
entstanden sind, wie etwa das Qualita¨tsdeﬁzit Zyklen zwischen Komponenten, das in
Abschnitt 7.3.4 beschrieben wurde.
Tabelle 7.8: Erkannte und behobene Qualita¨tsdeﬁzite der
Fallstudie.
Qualita¨tsdeﬁzite erkannt behoben
Fehlende Feature-Speziﬁkation 24 24
Fehlende Feature-Implementierung 4 4
Starke Feature-Verschra¨nkung in Komponenten 5 5
Starke Feature-Streuung in Komponenten 0 0
Unausgewogen aufgeteilter Code 2 0
Unno¨tige Feature-Speziﬁkation 0 0
Zyklen zwischen Klassen 2 2
Zyklen zwischen Komponenten 1 1
Der Nutzen des Werkzeugs TraceTool im Zusammenspiel mit den Reengineering-
Rezepten zeigte sich insbesondere bei der Behebung des Qualita¨tsdeﬁzits Starke
Feature-Verschra¨nkung in Komponenten, das nur durch mehrere Iterationen beho-
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ben werden konnte. Durch die Metrik FTANG wurde dieses Qualita¨tsdeﬁzit in je-
der Iteration erkannt. Durch die Anwendung der von den Reengineering-Regeln vor-
geschlagenen Reengineering-Aktivita¨ten konnte das Qualita¨tsdeﬁzit Starke Feature-
Verschra¨nkung in Komponenten in jeder Iteration schrittweise reduziert werden. Der
Verlauf wird in Abbildung 7.7 veranschaulicht, in der zu sehen ist, dass der Wert
der Metrik FTANG von 0,964 auf 0,149 sinkt. Dafu¨r wurden fu¨nf Reengineering-
Iterationen beno¨tigt, die jeweils in fu¨nf unabha¨ngigen Baselines resultierten (Baseli-
nes V32.4, V32.5, V32.6, V32.7 und V32.8). Zwischen jeder der fu¨nf Baselines konnte
relativ zur vorherigen Baseline eine Reduzierung des Ergebnisses der Metrik Feature
Tangling (FTANG) erreicht werden; insgesamt konnte Feature Tangling um 85% re-
duziert wurden.
Durch Anwenden der Reengineering-Aktivita¨ten wurden prima¨r Entita¨ten, die tech-
nische Features umsetzen, in eigene Komponenten ausgelagert, um so eine Trennung
in Fach- und Anwendungslogik zu ermo¨glichen. Daher besteht das System nun aus
insgesamt sechs Komponenten plus den anfangs bereits existierenden fu¨nf Blackbox-
Komponenten, wie in Abbildung 7.5 bereits zu sehen war. Die Features Diagnosedien-
ste, Programmprotokollierung und Fehlerbehandlung konnten jeweils in eigene Kompo-
nenten ausgelagert werden, ohne eine weitere Feature-Verschra¨nkung oder Feature-
Zerstreuung zu verursachen.
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Abbildung 7.7: Reduzierung von Feature-Verschra¨nkung pro
Baseline mit Hilfe von durchgefu¨hrten Reengineering-Aktivita¨ten.
Zudem konnten durch die Anwendung der Reengineering-Aktivita¨ten auch ausge-
wogenere Komponenten erzielt werden: die durchschnittliche Anzahl der Entita¨ten
(∅X/A), die innerhalb einer Komponente gruppiert werden, konnte, wie Tabelle 7.9
zu sehen ist, von 185 auf 30 reduziert werden. Auch die durchschnittliche Anzahl von
Programmzeilen pro Komponente (in der Tabelle als ∅SLOC/A bezeichnet) ging von
anfangs 34744 auf 5860 zuru¨ck, wodurch kompaktere Komponenten entstanden. Dass
kompaktere Komponenten entstanden sind, zeigt sich auch durch die durchschnittli-
che Anzahl von Klassen pro Komponente, die von 131 auf 22 zuru¨ck ging und durch
die durchschnittliche Anzahl der Schnittstellen pro Komponente, die von 46 auf 8
reduziert werden konnte (in der Tabelle als ∅K/A und ∅S/A bezeichnet).
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Tabelle 7.9: Vergleich der Baselines vor und nach der Anwendung
der Reengineering-Rezepte.
Baseline ∅K/A ∅S/A ∅X/A ∅SLOC/A
vorher (V32) 131 46 185 34744
nachher (V32.9) 22 8 31 5860
Insgesamt wurden also im Rahmen der Fallstudie 9 Baselines nach Anwendung von
durch Reengineering-Rezepte vorgeschlagene Reengineering-Aktivita¨ten erstellt. Der
Anwendungsprozess innerhalb der Fallstudie wurde mit der Baseline V32.9 erfolgreich
beendet, da anhand der priorisierten Reengineering-Rezepte keine Qualita¨tsdeﬁzite
mehr erkannt werden konnten.
Kapitel 8
Fazit und Ausblick
Im folgendem Abschnitt 8.1 werden die Ergebnisse der Arbeit hinsichtlich der an-
fangs in Abschnitt 2.7 deﬁnierten Ziele dargestellt. Im darauf folgenden Abschnitt
8.2 werden mo¨gliche zuku¨nftige Arbeiten vorgeschlagen.
8.1 Ergebnisse
In dieser Arbeit wurde eine Methode erarbeitet, mit der ausgehend von einem Qua-
lita¨tsziel die systematische Analyse des Qualita¨tsziels, die objektive Erkennung von
Qualita¨tsdeﬁziten und deren Behebung ermo¨glicht wird. Die Methode ermo¨glicht das
Erstellen von Reengineering-Rezepten auf Grundlage der systematischen Analyse ei-
nes Qualita¨tsziels. Durch den regelbasierten Aufbau der Reengineering-Rezepte ist
deren Anwendung sta¨rker automatisierbar, sodass sie fru¨hzeitig und damit bereits
wa¨hrend des Entwicklungsprozesses zur Erkennung und Behebung von Qualita¨tsde-
ﬁziten eingesetzt werden ko¨nnen.
Die Methode wurde am Beispiel des Qualita¨tsziels Weiterentwicklungsfa¨higkeit er-
folgreich angewandt. Dabei wurden die Eigenschaften des Qualita¨tsziels Weiterent-
wicklungsfa¨higkeit innerhalb des Aufbauprozesses dieser Methode systematisch un-
tersucht. Das Ergebnis dieser Untersuchung ist ein neu erarbeiteter Zuordnungsgraph,
welcher die Weiterentwicklungsfa¨higkeit durch konkrete Qualita¨tsteilziele, Qualita¨ts-
merkmale und Qualita¨tsteilmerkmale verfeinert. Darauf aufbauend konnten Reengi-
neering-Rezepte erstellt werden, um Qualita¨tsdeﬁzite zu erkennen und zu beheben,
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welche die Qualita¨tsteilmerkmale des Qualita¨tsziels Weiterentwicklungsfa¨higkeit be-
eintra¨chtigen.
Das am Qualita¨tsziel orientierte Vorgehen hat auch den Vorteil, dass die aufgebauten
Reengineering-Rezepte im Anwendungsprozess gema¨ß der Qualita¨tsziele des Projekts
erst priorisiert und anschließend eingesetzt werden ko¨nnen. Dadurch ist die Anwen-
dung der Reengineering-Rezepte steuerbar: Innerhalb der Fallstudie wurden beispiels-
weise die Qualita¨tsteilmerkmale wie U¨bereinstimmung von Implementierung und Spe-
ziﬁkation oder auch Vollsta¨ndigkeit der Implementierung ho¨her priorisiert als Hohe
Koha¨sion einer Klasse, was zur Folge hat, dass nur damit verbundene Reengineering-
Aktivita¨ten angewandt werden. Dies ist auch ein Beispiel dafu¨r, dass Konﬂikte zwi-
schen Qualita¨tsteilzielen aufgrund der durchgefu¨hrten Verfeinerung genauer benannt
und durch die Mo¨glichkeit der Priorisierung gelo¨st werden ko¨nnen.
Dass die hier vorgestellte Methode auch in der Praxis anwendbar ist, wurde anhand
einer industriellen Fallstudie gezeigt. In der Fallstudie wurde ein Ausschnitt eines in-
dustriellen Software-Produkts mit Hilfe der gewonnenen Reengineering-Rezepte und
des Zuordnungsgraphen zwischen Qualita¨tsziel und Reengineering-Aktivita¨ten bewer-
tet.
Es wurden zahlreiche Qualita¨tsdeﬁzite im Bereich der Speziﬁkation, Architektur und
Implementierung aufgedeckt, welche durch die in den Reengineering-Rezepten deﬁ-
nierten Reengineering-Aktivita¨ten weitgehend behoben werden konnten. Ausgehend
von nur wenigen speziﬁzierten Features konnten beispielsweise im Verlauf der Stu-
die viele weitere Features identiﬁziert und dokumentiert werden. Zudem konnte die
Feature-Verschra¨nkung in Komponenten stark verbessert werden, wie durch die Me-
triken in Abbildung 7.7 zu sehen ist. Insbesondere konnten mit Hilfe des Werkzeugs
TraceTool Traceability-Links erstellt werden, welche die Verfolgung von Features er-
mo¨glichten und damit auch das Verstehen des Software-Systems entscheidend er-
ho¨hten. Die Weiterentwicklungsfa¨higkeit des in der Fallstudie untersuchten Software-
Systems konnte so bewertet und entscheidend verbessert werden. Es wurden dabei
auch neue Metriken hergeleitet und vero¨ﬀentlicht [BR08b, BBR09].
Die prototypische Umsetzung der Reengineering-Rezepte innerhalb des Werkzeugs
TraceTool wurde vor allem durch den regelbasierten Ansatz der Methode ermo¨glicht.
Wa¨hrend der Fallstudie konnte mit Hilfe des Werkzeugs in jeder Iteration, in der
Qualita¨tsdeﬁzite behoben wurden, auch eﬀektiv eine Regressionspru¨fung durchge-
fu¨hrt werden. Anhand der erzielten Ergebnisse beurteilte das Entwicklungsteam die
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vorgestellte Methode dieser Arbeit als sehr nutzbringend. Beispielsweise wurde das
Qualita¨tsdeﬁzit Zyklen zwischen Komponenten durch eine Reengineering-Aktivita¨t
verursacht, die eigentlich das Ziel hatte, ein anderes existierendes Qualita¨tsdeﬁzit
zu beheben. Durch die durchgefu¨hrte Regressionspru¨fung konnte das Qualita¨tsdeﬁzit
aber sofort erkannt und innerhalb einer weiteren Iteration behoben werden.
Ein weiterer Vorteil dieser Methode ist deren Anpassbarkeit. Es ko¨nnen beispiels-
weise neue Qualita¨tsteilziele integriert werden oder Reengineering-Rezepte angepasst
werden, indem die im Reengineering-Rezept deﬁnierten Erkennungs- und Reengi-
neering-Regeln erweitert werden. Beispielsweise ko¨nnen sehr leicht neue Metriken oder
Reengineering-Aktivita¨ten integriert oder auch alte Metriken ausgeschlossen werden.
8.2 Ausblick
Obwohl alle gestellten Ziele erreicht wurden, kann der Ansatz noch sinnvoll erweitert
werden.
Die fu¨r das Qualita¨tsziel Weiterentwicklungsfa¨higkeit erstellten Reengineering-Rezepte
ko¨nnen auf betriebliche Informationssysteme angewandt werden, welche anhand des
Objekt-Orientierten Paradigmas entwickelt wurden. Um solche Typen von Software-
Systemen umfangreicher oder generell auch andere Software-Systeme auf existierende
Qualita¨tsdeﬁzite bewerten zu ko¨nnen, sollte der existierende Zuordnungsgraph zwi-
schen Qualita¨tsziel Weiterentwicklungsfa¨higkeit und Reengineering-Aktivita¨ten er-
weitert und zusa¨tzliche Reengineering-Rezepte erarbeitet werden.
Die Methode wurde anhand des Qualita¨tsziels Weiterentwicklungsfa¨higkeit erfolg-
reich angewandt. Es bietet sich daher an, die Methode hinsichtlich weiterer Quali-
ta¨tsziele, wie etwa der Gebrauchstauglichkeit, anzuwenden und einen neuen Zuord-
nungsgraphen zwischen Qualita¨tsziel und Reengineering-Aktivita¨ten als auch neue
Reengineering-Rezepte aufzustellen. Zur Aufstellung weiterer Reengineering-Rezepte
ko¨nnten Arbeiten zur qualita¨tszielorientierten Bewertung von Architektur-Entschei-
dungen genutzt werden, wie beispielsweise die Arbeit von Bode [Bod11].
Die erarbeitete Methode unterstu¨tzt das Analysieren von Qualita¨tszielen, wobei im
Aufbauprozess immer von einem Qualita¨tsziel ausgegangen wird. In diesem Zusam-
menhang wa¨re eine Erweiterung des Aufbauprozesses denkbar, sodass mehrere Quali-
ta¨tsziele auf einmal beru¨cksichtigt werden ko¨nnen und so Konﬂikte zwischen verschie-
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denen Qualita¨tszielen aufgrund der durchgefu¨hrten Verfeinerung schon wa¨hrend des
Aufbauprozesses benannt werden ko¨nnen. Falls es gemeinsame Qualita¨tsteilmerkma-
le gibt, erhalten die Qualita¨tsteilmerkmale durch dieses Verfahren automatisch eine
ho¨here Gewichtung.
Der Anwendungsprozess ko¨nnte durch das Hinzufu¨gen einer weiteren Aktivita¨t ver-
bessert werden, die zur Voreinstellung bzw. Parametrisierung der anzuwendenden
Reengineering-Rezepte, wie etwa der Werte in den Erkennungsregeln, benutzt wer-
den kann. Dadurch wird es mo¨glich, auf projektspeziﬁsche Qualita¨tsstandards oder
Unternehmensrichtlinien einzugehen und Expertenwissen zu konservieren.
Die Zielgruppe, fu¨r welche die Methode dieser Arbeit prima¨r erstellt wurde, sind
Architekten, Entwickler und Qualita¨tsingenieure. Allerdings ko¨nnten die Ergebnis-
se der Bewertungsmethode fu¨r das Management soweit aufbereitet und konsolidiert
werden, dass sie als Grundlage fu¨r Entscheidungen hinsichtlich des Reengineering
eines Software-Systems dienen ko¨nnen. Denkbar wa¨re es, eine Gesamtaussage zur Sy-
stemqualita¨t abzuleiten und diese dann dem Gescha¨ftswert des betrachteten Systems
gegenu¨berzustellen. Ist beispielsweise die Systemqualita¨t eines Software-Systems ge-
ring und der Gescha¨ftswert hoch, wu¨rde dieser Zusammenhang fu¨r ein Reengineering
des Software-Systems sprechen.
Es sind verschiedene Verbesserungen im Bereich der Werkzeugunterstu¨tzung denk-
bar, indem speziell das Verfolgen von Abha¨ngigkeitsbeziehungen zwischen Entita¨ten
schon wa¨hrend des Forward-Engineerings sta¨rker automatisiert wird. Dabei sollte
es eine bessere Integration von Entwicklungsmodellen geben. Beispielweise ko¨nnten
mit Hilfe von speziellen Repositories Anforderungsmodelle u¨ber Feature-Modelle mit
Architektur-Modellen sta¨rker gekoppelt und hinsichtlich ihrer Qualita¨t automatisch
bewertet werden. Hierfu¨r gibt es bereits erste Ansa¨tze aus einer Forschungsgruppe
der TU Ilmenau (siehe [BR10] und [BR11]).
Die automatische Durchfu¨hrung von Reengineering-Aktivita¨ten, um durch Erken-
nungsregeln erkannte Qualita¨tsdeﬁzite zu beheben, wu¨rde den Aufwand fu¨r diese
Verbesserungsmaßnahmen reduzieren. Hierfu¨r ko¨nnten die Reengineering-Regeln im
Werkzeug umgesetzt und hinsichtlich dieser Funktionalita¨t ausgebaut werden, da sie
bereits die anzuwendenden Reengineering-Aktivita¨ten dokumentieren.
Weiterhin sollte es mo¨glich sein, die Identiﬁzierung von Features und ihrer Eigen-
schaften im Quellcode durch ein formales Verfahren zu automatisieren. Das Verfahren
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Formal Concept Analysis ko¨nnte hierfu¨r verwendet werden. Es wurde von Bojic und
Valesevic [BV00] bereits eingesetzt, um Anwendungsfalldiagramme aus bestehendem
Quellcode zu erzeugen.
Die bisherige Implementierung des Werkzeugs benutzt Abha¨ngigkeitsbeziehungen auf
der Ebene von Klassen. Um die Implementierung eines Features genauer bewerten
zu ko¨nnen, mu¨ssten aber auch quellcodespeziﬁsche Entita¨ten, wie etwa Methoden
und Attribute einer Klasse, beru¨cksichtigt werden ko¨nnen. Durch mo¨gliche Erwei-
terungen des Werkzeugs TraceTool, ko¨nnten diese Entita¨tstypen dann auch Gegen-
stand der Bewertung durch Metriken sein. Zudem ko¨nnten die genaueren Informa-
tionen u¨ber die quellcodespeziﬁsche Entita¨ten und ihrer Abha¨ngigkeitsbeziehungen
genutzt werden, um die Dokumentation einer Komponente und deren Schnittstellen
zu verbessern. Besonders bei COTS-Komponenten (Commercial Oﬀ-The-Shelf) be-
steht nach [VMD+03] das Problem, dass die Komponenten-Lieferanten die Software-
Komponenten bauen, ohne zu wissen, wie die Applikation des Komponenten-Nutzers
aussieht. Der Komponenten-Nutzer hat oft auch keinen Zugriﬀ auf den Quellcode,




Die fu¨r das Qualita¨tsziel Weiterentwicklungsfa¨higkeit erstellten Reengineering-Reze-
pte verwenden Metriken, Qualita¨tsdeﬁzite und Reengineering-Aktivita¨ten aus dem im
Aufbauprozess erstellten Zuordnungsgraphen. Eine Beschreibung der Qualita¨tsdeﬁzi-
te ist in Abschnitt A.1 zu ﬁnden. Die verwendeten Metriken werden in Abschnitt A.2
aufgefu¨hrt. Die in den Reengineering-Rezepten verwendeten Reengineering-Aktivita¨-
ten sind in Abschnitt A.3 beschrieben. Schließlich werden in Abschnitt A.4 die fu¨r
das Qualita¨tsziel Weiterentwicklungsfa¨higkeit erstellten Reengineering-Rezepte vor-
gestellt.
A.1 Qualita¨tsdeﬁzite
Im Folgenden werden alle Qualita¨tsdeﬁzite beschrieben, die in dieser Arbeit ausge-
hend vom Qualita¨tsziel Weiterentwicklungsfa¨higkeit ermittelt wurden. Die von dem
jeweiligen Qualita¨tsdeﬁzit beeinﬂussten Qualita¨tsteilmerkmale werden angegeben.
1. Qualita¨tsdeﬁzit Komplexer Code.
Bei dem Qualita¨tsdeﬁzit Komplexer Code weist der Code eine hohe algorith-
mische Komplexita¨t auf [CK94]. Ein solcher Code ist schlechter verstehbar und
daher schwerer a¨nderbar [CK94].
Abweichung zu Qualita¨tsteilmerkmal: Geringe Streuﬂusskomplexita¨t.
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2. Qualita¨tsdeﬁzit Hohe Verwendungskopplung.
Unter dem Qualita¨tsdeﬁzit Hohe Verwendungskopplung wird, angelehnt an die
Arbeit von Larman [Lar05], eine zu hohe Anzahl von Abha¨ngigkeitsbeziehun-
gen zwischen einer Klasse und davon abha¨ngigen anderen Klassen verstanden;
diese Abha¨ngigkeitsstrukturen erschweren A¨nderungen an den entsprechenden
Klassen.
Abweichung zu Qualita¨tsteilmerkmal: Lose Kopplung.
3. Qualita¨tsdeﬁzit Tiefe Vererbungshierarchie.
Das Qualita¨tsdeﬁzit Tiefe Vererbungshierarchie wird durch Klassen verursacht,
die in der Vererbungshierarchie sehr tief eingeordnet wurden. Diese Klassen
sind schwer zu verstehen, da sie viele Merkmale erben [CK94]. A¨nderungen an
Klassen, die in der Vererbungshierarchie ho¨her eingeordnet wurden, ko¨nnen sich
auf alle tiefer eingeordneten Klassen auswirken.
Abweichung zu Qualita¨tsteilmerkmal: Lose Kopplung.
4. Qualita¨tsdeﬁzit Zyklen zwischen Klassen.
Zyklen zwischen Klassen erho¨hen die Strukturelle Komplexita¨t der Implemen-
tierung und der Architektur [Lil08]. Sie behindern die Weiterentwicklung, da
sie fehleranfa¨llig sind und neue Klassen meist an die vorhandenen angebaut
werden. Die Benennung des Qualita¨tsdeﬁzits geht auf die Arbeit von Parnas
[Par78] zuru¨ck.
Abweichung zu Qualita¨tsteilmerkmal: Zyklenfreiheit.
5. Qualita¨tsdeﬁzit Zyklen zwischen Komponenten.
Zyklen zwischen Komponenten erho¨hen die Strukturelle Komplexita¨t der Ar-
chitektur [Lil08]. A¨hnlich wie bei dem Qualita¨tsdeﬁzit Zyklen zwischen Klassen
wird die Weiterentwicklung der Komponenten beeintra¨chtigt, da A¨nderungen
an den Komponenten fehleranfa¨lliger sind. Die Benennung des Qualita¨tsdeﬁzits
geht auf die Arbeit von Parnas [Par78] zuru¨ck.
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Abweichung zu Qualita¨tsteilmerkmal: Zyklenfreiheit.
6. Qualita¨tsdeﬁzit Geringe Koha¨sion von Klassen.
Das Qualita¨tsdeﬁzit Geringe Koha¨sion von Klassen besteht, wenn eine Klasse
fu¨r viele Funktionalita¨ten zusta¨ndig ist und damit kein deutlich abgegrenztes
Verhalten aufzeigt [Boo94]. Es entha¨lt Methoden, die unterschiedliche funktio-
nale Bereiche aufzeigen [Lar05]. Das Verstehen der Klasse wa¨hrend der Wei-
terentwicklung wird dadurch erschwert, sodass der Aufwand fu¨r die Weiterent-
wicklung erho¨ht ist.
Abweichung zu Qualita¨tsteilmerkmal: Hohe Koha¨sion
7. Qualita¨tsdeﬁzit Unausgewogen aufgeteilter Code.
Zur Bestimmung der Ausgewogenheit von Entita¨ten, wie etwa von Klassen oder
Schnittstellen, wird untersucht, inwiefern sie a¨hnlich groß1 sind [Lil08]. Bei-
spielsweise erschwert Unausgewogen aufgeteilter Code die Weiterentwicklung
[EL96], da die Klassen schwerer zu verstehen und anzupassen sind. Sie erfor-
dern meist eine weitere Restrukturierung der Implementierung.
Abweichung zu Qualita¨tsteilmerkmal: Gro¨ßenausgewogenheit.
8. Qualita¨tsdeﬁzit Unausgewogen zerlegtes Feature.
Features sind ausgewogen zerlegt, wenn sie a¨hnlich groß sind [Lil08]. Unausge-
wogen zerlegte Features erschweren die Weiterentwicklung, da sie schwerer zu
verstehen und umzusetzen sind. Sie erfordern meist eine weitere Zerlegung und
erho¨hen dadurch den Aufwand fu¨r die Weiterentwicklung.
Abweichung zu Qualita¨tsteilmerkmal: Gro¨ßenausgewogenheit.
1Siehe Deﬁnition C.2.4 der Metrik Feature-Gro¨ße.
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9. Qualita¨tsdeﬁzit Geringe Kapselung in Klassen.
Im Fall des Qualita¨tsdeﬁzits Geringe Kapselung in Klassen sind auch Teile der
Implementierung einer Klasse sichtbar, die nicht fu¨r die Zusammenarbeit mit
anderen Klassen notwendig sind. Beispielweise wird der Zugriﬀ auf Daten er-
mo¨glicht, die nicht o¨ﬀentlich sein sollten; eine Datenkapselung ﬁndet nicht oder
nicht vollsta¨ndig statt [Par72]. Bei A¨nderungen mu¨ssen folglich alle sichtba-
ren Teile beru¨cksichtigt werden, auch wenn sie fu¨r die Kommunikation nicht
erforderlich sind.
Abweichung zu Qualita¨tsteilmerkmal: Datenkapselung.
10. Qualita¨tsdeﬁzit Fehlende Schnittstelle zur Abstraktion.
Das Qualita¨tsdeﬁzit Fehlende Schnittstelle zur Abstraktion existiert, wenn es
keine Schnittstelle innerhalb einer Komponente gibt, welche die innere Imple-
mentierung einer Komponente zum a¨ußeren Kommunikationspartner abstra-
hiert. Fehlt diese, ko¨nnen A¨nderungen an der inneren Implementierung meist
nicht ohne Auswirkungen nach außen, d.h. auf die a¨ußeren Kommunikations-
partner, durchgefu¨hrt werden.
Abweichung zu Qualita¨tsteilmerkmal: Schnittstellenabstraktion.
11. Qualita¨tsdeﬁzit Starke Feature-Verschra¨nkung in Komponenten.
Bei Starker Feature-Verschra¨nkung in Komponenten existieren Abha¨ngigkeits-
strukturen, welche das Verstehen der Architektur und des Code hinsichtlich der
speziﬁzierten Features verschlechtern. Nach Arndt et al. [AHKP09] steigt in
diesem Fall auch die Gefahr von Programmfehlern, da die Struktur und Kon-
trollﬂusslogik schwer erschließbar sind.
Abweichung zu Qualita¨tsteilmerkmal: Geringe Feature-Verschra¨nkung.
12. Qualita¨tsdeﬁzit Starke Feature-Streuung in Komponenten.
Im Fall des Qualita¨tsdeﬁzits Starke Feature-Streuung in Komponenten sind
Features stark u¨ber Komponenten verstreut. Dadurch steigt die Gefahr von
Programmfehlern bei der Weiterentwicklung, da die Implementierung eines Fea-
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tures im Software-System zerstreut ist und das Verstehen der Gesamtstruktur
dadurch behindert wird. Zudem ist die Speziﬁkation der Lo¨sung anhand von
Ablauf-Modellen wie Sequenzdiagrammen unu¨bersichtlich, da viele Komponen-
ten und Klassen beru¨cksichtigt werden mu¨ssen.
Abweichung zu Qualita¨tsteilmerkmal: Geringe Feature-Streuung.
13. Qualita¨tsdeﬁzit Fehlende Feature-Speziﬁkation.
Das Qualita¨tsdeﬁzit Fehlende Feature-Speziﬁkation existiert, wenn es Entita¨ten
der Architektur oder der Implementierung gibt, die nicht durch eine Speziﬁka-
tion abgesichert sind. Eine Implementierung kann ohne eine Speziﬁkation nicht
auf Korrektheit getestet werden [Lig02].
Abweichung zu Qualita¨tsteilmerkmal: U¨bereinstimmung von Implementierung
und Speziﬁkation
14. Qualita¨tsdeﬁzit Fehlende Feature-Implementierung.
Ein Software-System ist unvollsta¨ndig, wenn nicht alle fu¨r ein Software-System
geplanten Features implementiert wurden [MRW77]. Solche Software-Systeme
beeintra¨chtigen die Weiterentwicklung, da sie nur eine unvollsta¨ndige Grundlage
fu¨r Erweiterungen bieten.
Abweichung zu Qualita¨tsteilmerkmal: Vollsta¨ndigkeit der Implementierung.
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A.2 Metriken
In Tabelle A.1 sind alle Metriken dargestellt, die in dieser Arbeit verwendet wurden.
Neben dem Akronym der Metrik wird auch die Referenz zur Deﬁnition der Metrik
angegeben.
Tabelle A.1: U¨bersicht der Komponentenorientierten Metriken.
Akronym Metriken Referenz
ADV Anzahl Demeter-Versto¨ße [EL96]
AKS Anzahl Komponentenschnittstellen [Lil08]
AOA Anzahl o¨ﬀentliche Attribute [EL96]
CC Zyklomatische Komplexita¨t [McC76]
DIT Depth of Inheritance Tree [CK94]
FG Feature-Gro¨ße Abschnitt C.2.4
FIFA Fan-In-Fan-Out [CG90]
FSCA Feature Scattering Abschnitt C.2.3
FTANG Feature Tangling Abschnitt C.2.2
IE Isolierte Entita¨ten Abschnitt C.2.1
IF Isolierte Features Abschnitt C.2.1
KIOZ Komponenten in Zyklen [Lil08]
KLIZ Klassen in Zyklen [Lil08]
KOG Komponentengro¨ße [Lil08]
LCOM Lack of Cohesion in Methods [CK94]
WMC Weighted Method Count [CK94]
Die Metrik Komponentengro¨ße KOG a¨hnelt den Metriken Anzahl von Klassen und
Anzahl von Schnittstellen in Subsystemen, welche in der Arbeit von Lilienthal [Lil08]
vorgeschlagen wurden, um die Ausgewogenheit eines Subsystems zu ermitteln. In
dieser Arbeit wurden im Unterschied zur Arbeit von Lilienthal auch Datendateien




1. Restrukturieren der Klassen durch Aufspaltung.
Klassen ko¨nnen der Arbeit von Baldwin [BC03] folgend durch Restrukturierung
in separate Klassen aufgespalten werden. Die Aufspaltung einer Klasse kann
durch das Verschieben von Teilen der Klasse erfolgen, wie etwa von Methoden
oder von Attributen der Klasse in eine neu erstellte Klasse.
2. Restrukturieren der Komponenten durch Demotion.
Lakos [Lak96] beschreibt Maßnahmen zum Auﬂo¨sen von Zyklen. Unter dem
Namen
”
Demotion“ sind in der Arbeit von Lakos mehrere Maßnahmen ange-
geben. Bei zyklischen Abha¨ngigkeitsbeziehungen zwischen zwei Komponenten
kann beispielsweise eine der Komponenten aufgespalten werden, sodass die Im-
plementierung, die den Zyklus hervorruft, nur noch von einer Komponente ver-
wendet wird.
3. Restrukturieren der Klassen durch Refactoring.
Zum Restrukturieren von Klassen schla¨gt Fowler [Fow99] eine Menge von Maß-
nahmen vor, mit denen Code vera¨ndert werden kann. Speziell fu¨r die Behebung
der Qualita¨tsdeﬁzite Hohe Kopplung und Hohe Koha¨sion konkretisiert die Ar-
beit von Demeyer et al. [dBDV04] anwendbare Maßnahmen durch Refactoring.
4. Restrukturieren der Features durch Aufspaltung.
Ein Feature wird aufgespalten, sodass ein neues Feature mit einer eigenen Rea-
lisierung entsteht. Diese Reengineering-Aktivita¨t geht auf die Arbeit von Potts
[PT93] zuru¨ck, der das Aufspalten von Anforderungen vorschla¨gt, wenn die-
se unpassend zusammengefasst wurden. Wa¨hrend dieser Maßnahme sollte die
Rolle des neuen Features im Software-System auf dessen Eindeutigkeit hin u¨ber-
pru¨ft werden.
5. Implementieren der Klassen durch Entwurfsmuster.
GOF [GHJV95] bieten fu¨r ga¨ngige Probleme der Implementierung anwendba-
re Entwurfsmuster an. Das Entwurfsmuster Fassade beispielsweise beschreibt
die Struktur von Komponenten, in der eine Schnittstelle die Implementierung
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abstrahiert und so einen eindeutigen Kommunikationspunkt zwischen Kompo-
nenten deﬁniert.
6. Restrukturieren der Komponenten durch Dekomposition.
Die Dekomposition, also das Aufteilen eines Software-Systems in Komponenten,
geht auf die Arbeit von Parnas [Par72] zuru¨ck. Dabei sollen verschiedene Krite-
rien, wie etwa die Wahrscheinlichkeit von A¨nderungen, beru¨cksichtigt werden.
Außerdem sollten Komponenten ausgehend von einer Zusta¨ndigkeit, wie etwa
fu¨r ein Feature, aufgeteilt sein und mo¨glichst isoliert von anderen Komponenten
ein Feature realisieren.
7. Restrukturieren der Features durch Zusammenfu¨hren.
Das Zusammenfu¨hren von Features, mit dem Ziel, die Anzahl der in einer Kom-
ponente involvierten Features zu reduzieren, fu¨hrt zu einem neuen Feature. Des-
sen neue Struktur muss allerdings mit dem Kunden abgestimmt werden. Diese
Reengineering-Aktivita¨t geht auf die Arbeit von Potts [PT93] zuru¨ck, der das
Zusammenfu¨hren von Anforderungen vorschla¨gt, wenn beispielsweise dieselbe
Anforderung zweimal vorkommt, mit einem etwas unterschiedlichen Text. Dies
kommt ha¨uﬁg vor, wenn verschiedene Autoren an den Anforderungen fu¨r das
Software-System arbeiten [PT93].
8. Restrukturieren der Komponenten durch Inversion.
Klassen von Komponenten ko¨nnen in einer neuen Komponente zusammenge-
fasst werden. Diese Reengineering-Aktivita¨t wird in der Arbeit von Baldwin
[BC03] als Inversion bezeichnet. Sie ist dann notwendig, wenn eine unno¨tige
Zerstreuung eines Features in mehrere Komponenten vorliegt, die beispielswei-
se durch mangelnde Kommunikation im Entwicklungsteam verursacht worden
ist.
9. Lo¨schen der unno¨tigen Entita¨ten durch Refactoring.
Unno¨tige Entita¨ten, wie etwa Features, Klassen oder auch Modelle, werden
durch diese Reengineering-Aktivita¨t aus einem Software-System entfernt. Fow-







10. Rekonstruieren der Features durch Feature-Analyse.
Zur Rekonstruktion eines Features wird der Ansatz der Feature-Analyse nach
[Gre07] angewandt. Es werden zuna¨chst Feature-Modelle erzeugt, dann werden
die Abha¨ngigkeitsbeziehungen zur Implementierung rekonstruiert und schließ-
lich werden die Abha¨ngigkeitsbeziehungen zwischen den implementierten Fea-
tures rekonstruiert. Dabei werden unterschiedliche Dokumentationsartefakte er-
stellt.
11. Lo¨schen der unno¨tigen Feature-Speziﬁkation durch Retraktion.
Ein Feature kann entfernt werden, falls es vom Kunden nicht beno¨tigt wird: Fea-
tures, die anfangs eingeplant, aber dann nicht mehr beno¨tigt werden, mu¨ssen
entfernt oder auf eine spa¨tere Version verschoben werden. Diese Reengineering-
Aktivita¨t geht auf die Arbeit von Potts [PT93] zuru¨ck, der das Lo¨schen von
Anforderungen vorschla¨gt, wenn die Anforderungen nicht mehr in einem ge-
planten Software-System realisiert werden sollen.
12. Implementieren der Features durch Feature Driven Development.
Das Implementieren eines speziﬁzierten Features kann anhand der Methode
Feature-Driven-Development erfolgen, die in der Arbeit von Palmer [PF01] be-
schrieben wird.
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A.4 Reengineering-Rezepte
Eine U¨bersicht u¨ber die in dieser Arbeit erstellten Reengineering-Rezepte fu¨r das
Qualita¨tsziel Weiterentwicklungsfa¨higkeit ist in Tabelle A.2 zu sehen. Neben den Na-
men der Reengineering-Rezepte wird das Qualita¨tsteilmerkmal angegeben, dem das
Reengineering-Rezept zugeordnet ist. Außerdem ist die Referenz zur jeweiligen Deﬁ-
nition des Reengineering-Rezepts angegeben.
Tabelle A.2: Reengineering-Rezepte zur Verbesserung der
Weiterentwicklungsfa¨higkeit.
Reengineering-Rezept Qualita¨tsteilmerkmal Tabelle
Ausgewogene Entita¨ten Gro¨ßenausgewogenheit A.7
Einfache Klassenstruktur Lose Kopplung 5.8
Feature-Entschra¨nkung Geringe Feature-Verschra¨nkung 5.10
Feature-Entstreuung Geringe Feature-Streuung A.4
Gekapselte Datenstrukturen Datenkapselung A.8
Koha¨sive Klassen Hohe Koha¨sion A.5
Nachvollziehbarer Steuerﬂuss Komplexer Code A.6
Speziﬁzierte Implementierung U¨bereinstimmung von Implemen- 5.6
tierung und Speziﬁkation
Unabha¨ngige Implementierung Schnittstellenabstraktion A.9
Verbindliche Speziﬁkation Vollsta¨ndigkeit der Implementierung A.3
Zyklenfreie Strukturen Zyklenfreiheit 5.9
Im Folgenden wird die Deﬁnition derjenigen Reengineering-Rezepte vorgestellt, die
nicht schon in Abschnitt 5.4 eingefu¨hrt wurden.
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Fu¨r die Verbesserung des Qualita¨tsteilmerkmals Vollsta¨ndigkeit der Implementierung
kann das Reengineering-Rezept Verbindliche Speziﬁkation eingesetzt werden. Es ist
in Tabelle A.3 zu ﬁnden.
Tabelle A.3: Reengineering-Rezept Verbindliche Speziﬁkation.
Reengineering-Rezept Verbindliche Speziﬁkation
Ziel Um das Qualita¨tsteilmerkmal Vollsta¨ndigkeit der Implementie-
rung zu erreichen, ist jedes speziﬁzierte Feature verbindlich zu
realisieren. Dafu¨r soll das Qualita¨tsdeﬁzit Fehlende Feature-
Implementierungerkannt und behoben werden.
Qualita¨tsteil- Vollsta¨ndigkeit der Implementierung
merkmal
Metriken Isolierte Features IF
Erkennungs- ’Fehlende Feature-Implementierung’ := IF > 0.
regeln
Reengineering- WENN ’Fehlende Feature-Implementierung’
Regeln NUTZE ’Implementieren der Features durch Feature Driven’
Development’
ODER
NUTZE ’Lo¨schen der unno¨tigen Feature-Spezifikation durch
Retraktion’.
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Das Reengineering-Rezept Feature-Entstreuung wird verwendet, um das Qualita¨ts-
deﬁzit Starke Feature-Streuung in Komponenten zu erkennen und zu beheben, es ist
in Tabelle A.4 zu sehen:
Tabelle A.4: Reengineering-Rezept Feature-Entstreuung.
Reengineering-Rezept Feature-Entstreuung
Ziel Um die Zusta¨ndigkeitstrennung bezu¨glich der Feature-
Implementierung zu verbessern, soll das Qualita¨tsdeﬁzit
Starke Feature-Streuung in Komponenten erkannt und
behoben werden. Die Streuung von Teilen der Implementierung
eines Features soll durch Restrukturierung reduziert werden.
Qualita¨tsteil- Geringe Feature-Streuung
merkmale
Metriken Isolierte Entita¨ten IE(A), Isolierte Features IF und Feature
Scattering FSCA(A)
Erkennungs- ’Starke Feature-Streuung in Komponenten’ :=
regeln VORB[(IE(A)=0) UND (IF = 0)]
(FSCA(A) > 0).
Reengineering- WENN ’Starke Feature-Streuung in Komponenten’
Regeln NUTZE ’Restrukturieren der Komponenten durch Inversion’
ODER
NUTZE ’Restrukurieren der Features durch Aufspaltung’.
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Zum Erkennen und Beheben von Qualita¨tsdeﬁziten, welche das Qualita¨tsmerkmal
Hohe Koha¨sion beeintra¨chtigen, wird das Reengineering-Rezept Koha¨sive Klassen
verwendet. Es ist in Tabelle A.5 dargestellt.
Tabelle A.5: Reengineering-Rezept Koha¨sive Klassen.
Reengineering-Rezept Koha¨sive Klassen
Ziel Um das Qualita¨tsteilmerkmal Hohe Koha¨sion zu verbessern,
soll das Qualita¨tsdeﬁzit Geringe Koha¨sion von Klassen
erkannt und behoben werden. Klassen, die eine geringe Koha¨sion
haben, sollen durch Restrukturierungen verbessert werden.
Qualita¨tsteil- Hohe Koha¨sion
merkmal
Metriken Lack of Cohesion LCOM
Erkennungs- ’Geringe Koha¨sion von Klassen’ := LCOM > 83.
regeln
Reengineering- WENN ’Geringe Koha¨sion von Klassen’
Regeln NUTZE ’Restrukturieren der Klassen durch Refactoring’.
Der in der Erkennungsregel verwendete Maximalwert von 83 fu¨r die Metrik LCOM
wurde in der Arbeit von Chidamber et al. durch eine empirische Fallstudie ermittelt
[CDK98] und in dieses Reengineering-Rezept u¨bernommen.
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Das Reengineering-Rezept Nachvollziehbarer Steuerﬂuss ist in Tabelle A.6 zu ﬁnden.
Es wird zur Verbesserung des Qualita¨tsteilmerkmals Geringere Streuﬂusskomplexita¨t
eingesetzt.
Tabelle A.6: Reengineering-Rezept Nachvollziehbarer Steuerﬂuss.
Reengineering-Rezept Nachvollziehbarer Steuerﬂuss
Ziel Um das Qualita¨tsteilmerkmal Geringere Streuﬂusskomplexita¨t
zu verbessern, soll das Qualita¨tsdeﬁzit Komplexer Code erkannt
und behoben werden. Durch Restrukturierung soll eine einfa-




Metriken Zyklomatische Komplexita¨t CC
Erkennungs- ’Komplexer Code’ := CC > 10.
regeln
Reengineering- WENN ’Komplexer Code’
Regeln NUTZE ’Restrukturieren der Klassen durch Refactoring’.
Der in der Erkennungsregel eingesetzte Maximalwert von 10 fu¨r die Metrik CC wurde
in den Arbeiten [McC76, BR04] ermittelt und in dieses Reengineering-Rezept u¨ber-
nommen.
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Zur Verbesserung des Qualita¨tsteilmerkmals Gro¨ßenausgewogenheit kann das Reengi-
neering-Rezept Ausgewogene Entita¨ten genutzt werden, dessen Deﬁnition in Tabelle
A.7 zu sehen ist.
Tabelle A.7: Reengineering-Rezept Ausgewogene Entita¨ten.
Reengineering-Rezept Ausgewogene Entita¨ten
Ziel Um das Qualita¨tsteilmerkmal Gro¨ßenausgewogenheit zu erreichen,
sollen die Qualita¨tsdeﬁzite Unausgewogen aufgeteilter Code oder




Metriken Komponentengro¨ße KOG, Weighted Method Count WMC,
Feature-Gro¨ße FG
Erkennungs- ’Unausgewogen aufgeteilter Code’ := KOG > 66 ODER WMC>22.
regeln ’Unausgewogen zerlegte Features’ := FG > 20.
Reengineering- WENN ’Unausgewogene aufgeteilter Code’
Regeln NUTZE ’Restrukturieren der Klassen durch Refactoring’.
WENN ’Unausgewogen zerlegtes Feature’
NUTZE ’Restrukturieren der Features durch Aufspaltung’
UND
NUTZE ’Restrukturieren der Komponente durch Dekomposition’
In der Fallstudie wurde durch das Entwicklungsteam das Feature Fehlerverwaltung
( f22) als zu groß eingescha¨tzt; insbesondere wurde das Feature Datenzugriﬀkapselung
( f21) als Ausreißer betrachtet (siehe Abbildung 7.3). Auf Grundlage dieser Beob-
achtung wurde vom Entwicklungsteam ein Maximalwert von 20 fu¨r die Metrik FG
festgelegt und in die Erkennungsregel des Reengineering-Rezepts u¨bernommen.
Nach den durchgefu¨hrten Reengineering-Aktivita¨ten wurde fu¨r die Komponente Da-
158 Anhang A. Reengineering-Rezepte
tenzugriff (als gro¨ßte Komponente im Software-System) der Wert von 66 mit der
Metrik KOG gemessen. Dieser Wert wurde als Maximalwert vom Entwicklungsteam
bestimmt und ebenfalls in die Erkennungsregel des Reengineering-Rezepts aufgenom-
men.
In der Arbeit von Chidamber et al. wurde der Maximalwert von 22 fu¨r die Me-
trik WMC in der zweiten Erkennungsregel durch eine empirische Fallstudie ermittelt
[CDK98] und in dieses Reengineering-Rezept u¨bernommen.
In Tabelle A.8 ist das Reengineering-Rezept Gekapselte Datenstrukturen zu sehen. Es
kann verwendet werden, um das Qualita¨tsteilmerkmal Datenkapselung zu verbessern.
Tabelle A.8: Reengineering-Rezept Gekapselte Datenstrukturen.
Reengineering-Rezept Gekapselte Datenstrukturen
Ziel Um das Qualita¨tsteilmerkmal Datenkapselung zu verbessern,
soll das Qualita¨tsdeﬁzit Geringe Kapselung in Klassen
erkannt und behoben werden. Damit sollen nur die Datenstruk-




Metriken Anzahl o¨ﬀentliche Attribute AOA, Anzahl Demeter-Versto¨ße ADV
Erkennungs- ’Geringe Kapselung in Klassen’ := AOA > 0 ODER ADV > 0.
regeln
Reengineering- WENN ’Geringe Kapselung in Klassen’
Regeln NUTZE ’Restrukturieren der Klassen durch Refactoring’.
Der Schwellwert von 0 fu¨r die Metriken AOA und ADV wurde der Arbeit von [EL96]
folgend in die Erkennungsregel aufgenommen.
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Das Reengineering-Rezept Unabha¨ngige Implementierung ist durch Tabelle A.9 dar-
gestellt. Es kann fu¨r die Verbesserung des Qualita¨tsteilmerkmals Schnittstellenab-
straktion verwendet werden.
Tabelle A.9: Reengineering-Rezept Unabha¨ngige
Implementierung.
Reengineering-Rezept Unabha¨ngige Implementierung
Ziel Um das Qualita¨tsteilmerkmal Schnittstellenabstraktion zu
verbessern, soll das Qualita¨tsdeﬁzit Fehlende Schnittstellen
zur Abstraktion in Komponenten erkannt und behoben werden.
Jede Komponente soll mindestens eine Schnittstelle zur
Kommunikation zwischen Komponenten anbieten [Lil08].
Qualita¨tsteil- Schnittstellenabstraktion
merkmal
Metriken Anzahl von Komponentenschnittstellen AKS
Erkennungs- ’Fehlende Schnittstelle zur Abstraktion’ := AKS = 0.
regeln
Reengineering- WENN ’Fehlende Schnittstelle zur Abstraktion’
Regeln NUTZE ’Implementieren der Klassen durch Entwurfsmuster’.
Der Arbeit von Lilienthal [Lil08] folgend wird der Schwellwert fu¨r AKS in der Erken-





Das Abha¨ngigkeitsmodell in Abbildung B.1 liefert die Voraussetzung fu¨r den Aufbau
von Abha¨ngigkeitsdaten im Werkzeug TraceTool (siehe Kapitel 6), da es beschreibt,
wie Abha¨ngigkeitsbeziehungen grundsa¨tzlich aufgebaut sind und welche Regeln zur
Pru¨fung der Integrita¨t gelten. In den folgenden Abschnitten B.1 und B.2 werden die
Elemente des Abha¨ngigkeitsmodells beschrieben.
B.1 Struktur von Abha¨ngigkeitsbeziehungen
Grundlage fu¨r die gewa¨hlte Struktur des Abha¨ngigkeitsmodells sind die bisherigen
Ansa¨tze von Abha¨ngigkeitsmodellen [Lin94, RJ01, Pin04]. Im Folgenden wird an-
gelehnt an die Modellierungssprache UML [RJB04] die grundsa¨tzliche Struktur des
Abha¨ngigkeitsmodells und ihre Elemente beschrieben. Abbildung B.1 zeigt die Mo-
dellelemente des Abha¨ngigkeitsmodells.
Das Modellelement Beziehung deﬁniert eine Beziehung zwischen zwei Entitäten. Eine
Beziehung hat immer genau eine Richtung, ausgehend vom Startelement zum End-
element. Aus diesem Grund besitzt dieses Modellelement zwei Attribute: eine Entität
als Startelement einer Beziehung und eine weitere Entität als Endelement. Das Mo-
dell beru¨cksichtigt nur Beziehungen mit einer festgelegten Richtung, um genauere
Pru¨fungen durchfu¨hren zu ko¨nnen.
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Abbildung B.1: Grundstruktur von Elementen des
Abha¨ngigkeitsmodells.
Eine Entität kann neben dem Namen weitere Attribute haben, die fu¨r die spa¨tere
Auswertung wichtig sind. Beispielsweise kann eine Versionsangabe als zusa¨tzliches
Attribut beno¨tigt werden. Diese Attribute sind optional und es ko¨nnen je nach An-
wendungsfall beno¨tigte Attribute hinzukommen und innerhalb von Abha¨ngigkeitsda-
ten gespeichert werden.
Die Art der Beziehung und der Entita¨t wird durch deren Typ festgelegt, dies wird
durch das Modellelement Beziehungstyp bei Beziehungen und durch das Modellele-
ment Entitätstyp bei Entita¨ten ermo¨glicht. Auch bei einer Beziehung ist die Mo¨glichkeit
gegeben, weitere Attribute, beispielsweise den Namen des Erstellers, hinzuzufu¨gen.
Anhand des hier vorgestellten Abha¨ngigkeitsmodells ist es mo¨glich, verschiedene Be-
ziehungen zu unterscheiden:
1. Beziehungen zwischen Entita¨ten des gleichen Entita¨tstyps (z.B. eine
Komponente ha¨ngt von einer anderen Komponente ab)
2. Beziehungen zwischen Entita¨ten unterschiedlicher Entita¨tstypen (z.B.
ein Feature wurde durch Klassen umgesetzt)
Die eﬀektive Nutzung und Bewertung von Beziehungen zwischen Entita¨ten ist erst
durch den Einsatz von Regeln mo¨glich. Dazu werden im Abha¨ngigkeitsmodell Regeln
deﬁniert; das passende Modellelement Regel ist in Abbildung B.1 dargestellt. Neben
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dem Attribut Name, wird mit dem Attribut Deﬁnition die eigentliche Regel festge-
legt: Eine Regel kann textuell beschrieben sein, durch logische Ausdru¨cke deﬁniert
werden oder anhand von Sprachen wie der Object Constraint Language [OCL06] um-
gesetzt sein. Dass unvollsta¨ndige Beziehungen ungu¨ltig sind und nicht innerhalb eines
Repositories abgelegt werden du¨rfen, ist ein Beispiel fu¨r eine solche Regel.
Beschreibung der Elemente des Abha¨ngigkeitsmodells
Im Folgenden werden alle fu¨r diese Arbeit relevanten Entita¨ten, Beziehungen und Re-
geln eingefu¨hrt und dargestellt. Ob es sich bei den eingefu¨hrten Elementen um eine
Entita¨t, Beziehung oder eine Regel handelt, wird zusa¨tzlich durch ein entsprechendes
Symbol jeweils oben rechts im Kasten gekennzeichnet: Ein Rechteck symboli-
siert eine Entita¨t, ein Pfeil symbolisiert eine Beziehung und das Sechseck
eine Regel.
Um Abha¨ngigkeiten zwischen Entita¨ten im Software-System verfolgen und auswerten
zu ko¨nnen, werden diese im Abha¨ngigkeitsmodell durch den Einsatz von Beziehungen
festgehalten. Im Folgenden werden die Mengen und Symbole fu¨r Entita¨ten, Beziehun-
gen und Regeln deﬁniert.
Deﬁnition 2.1: Entita¨ten
Als Entita¨ten sei die Menge der Entita¨ten E := {e1, ..., en} deﬁniert.
Eine Komponente ist ein Beispiel fu¨r eine Entita¨t. In den folgenden Abschnitten wer-
den verschiedene Untermengen betrachtet und anhand ihrer Eigenschaften deﬁniert.
Deﬁnition 2.2: Beziehungen
Die Menge der Beziehungen T sei deﬁniert als: T := {t : t ∈ E×E}. Jeder
Beziehung wird dabei durch eine Typfunktion TF : T → TYP ihr jeweili-
ger Beziehungstyp zugeordnet. Dafu¨r sei eine Menge von Beziehungstypen
TYP := {b, r, t} gegeben, die fu¨r ’benutzt’, ’realisiert-durch’ und ’teil-
von’ stehen. Eine Beziehung t ∈ T existiert somit zwischen zwei Entita¨ten
ei
typ
→ e j mit i, j ∈ [1,n] und wird durch ein Pfeil-Symbol typ→ dargestellt. Der
Beziehungstyp wird somit als Bezeichnung u¨ber dem Pfeil notiert.
Beispielsweise kann eine Beziehung a1
b
→ a2 zwischen zwei Komponenten a1,a2 ∈ A⊆
E, also Entita¨ten vom Typ Komponente, existieren. Dies bedeutet, zwischen a1 und
a2 herrscht die Beziehung a1 benutzt a2. In dieser Arbeit werden (siehe Def. 2.2)
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Des Weiteren werden folgende syntaktische Regeln deﬁniert, die u¨bergreifend fu¨r alle
Beziehungen gu¨ltig sind.
Bemerkung 2.3: Vollsta¨ndige Beziehungen
Beziehungen sind nur dann vollsta¨ndig und auswertbar, wenn sie sowohl
ein Startelement als auch ein Endelement besitzen.
Dies ergibt sich zwar direkt aus Def. 2.2 fu¨r die Entita¨ten (kein leeres Element ent-
halten), dennoch soll durch diese Regel darauf hingewiesen werden, dass Beziehungen
vollsta¨ndig sein mu¨ssen. Diese Regel wird bei softwarebasierten Umsetzungen leicht
durch Null-Zeiger oder Null-Werte verletzt.
Im Abha¨ngigkeitsmodell sind solche Beziehungen ungu¨ltig, die auf sich selbst referen-
zieren, da dieser Fall in der Praxis keinen Nutzen bringt.
Deﬁnition 2.4: Ungu¨ltige Beziehungen
Beziehungen mit identischem Start- und Endelement werden als ungu¨ltige
Beziehungen bezeichnet. Als ungu¨ltige Beziehungen sei die Menge aller
Beziehungen U deﬁniert, fu¨r die gilt:
U := {(e,e) ∈ T}.
Beim Erstellen oder A¨ndern von Beziehungen innerhalb der Abha¨ngigkeitsdaten muss
sichergestellt werden, dass die Syntax der Beziehung eingehalten wird. Die Syntax
ergibt sich aus der Richtung, den Entita¨ten und dem Beziehungstyp. Eine U¨bersicht
u¨ber alle in dieser Arbeit deﬁnierten Beziehungen ist in Tabelle B.1 am Anfang des
na¨chsten Abschnitts dargestellt.
Die Verwendung von Beziehungen, beispielsweise die Benutzt-Beziehung (siehe Ab-
schnitt B.2.1), kann zur Konstruktion von zyklischen Abha¨ngigkeiten fu¨hren. Im All-
gemeinen wird diese Struktur auch kurz Zyklus genannt; ein Zyklus entspricht einem
gerichteten zyklischen Graphen [Par78, Mar96]. Ein Beispiel fu¨r einen Zyklus ist in
Abbildung B.2 dargestellt. Ein Zyklus zwischen Entita¨ten, beispielsweise Klassen oder
Schnittstellen, erho¨ht die Komplexita¨t und verschlechtert die A¨nderbarkeit der Im-
plementierung [Mar96], [Sta08b]. Ein Zyklus zwischen Komponenten weist auf eine
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schlechte Architektur hin [Mar96].
Entität
Beziehung
Abbildung B.2: Zyklische Beziehungen zwischen Entita¨ten.
In Kapitel 5.1 wurde hinsichtlich der Qualita¨tsbewertung der Weiterentwicklungs-
fa¨higkeit ausfu¨hrlich auf dieses Deﬁzit eingegangen.
Deﬁnition 2.5: Zyklische Beziehungen
Beziehungen enthalten einen Zyklus genau dann, wenn eine Entita¨t gleichzeitig
Start- und Endelement in einer Kette von Beziehungen des gleichen Typs ist:









B.2 Beziehungen im Abha¨ngigkeitsmodell
Beziehungen im Abha¨ngigkeitsmodell repra¨sentieren Abha¨ngigkeiten zwischen En-
tita¨ten, die in verschiedenen Phasen der Entwicklung erstellt werden. In diesem
Abschnitt werden Entita¨ten und Abha¨ngigkeiten betrachtet, welche zur Bewertung
des Qualita¨tsziels Weiterentwicklungsfa¨higkeit verwendet werden ko¨nnen und fu¨r die
Qualita¨tsbewertung durch Metriken relevant sind. Es werden Features betrachtet,
welche die fachliche Sicht des Software-Systems darstellen und weitere Entita¨ten und
Beziehungen aus der Architektur, dem Design oder der Implementierung. Sie wer-
den innerhalb von Entwicklungsmethoden beispielsweise Object-Oriented Software
Engineering (OOSE) [Jac93], Rational Uniﬁed Prozess (RUP) [Kru03] oder Object-
Oriented Process, Environment, and Notation (OPEN) [Pra98] verwendet, in denen
objektorientierte Modellierungsprachen wie Uniﬁed Modeling Language (UML) oder
auch OPEN Modeling Language (OML) Anwendung ﬁnden.
In Tabelle B.1 sind alle Beziehungen zu sehen, die in dieser Arbeit fu¨r die Bewertung
der Weiterentwicklungsfa¨higkeit betrachtet werden. Die U¨bersicht zeigt alle in den
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folgenden Abschnitten deﬁnierten Beziehungen mit den jeweils mo¨glichen Verknu¨p-
fungen von Startelementen zu Endelementen. Zudem ist angegeben, wo die Deﬁnition
zur Beziehung zu ﬁnden ist: beispielsweise ist die Beziehung vom Typ benutzt zwi-
schen zwei Komponenten a
b
→ a′ durch die Def. 2.7 gegeben.
Tabelle B.1: U¨bersicht u¨ber die Beziehungen im
Abha¨ngigkeitsmodell.




Komponente a ∈ A Komponente a′ ∈ A Def. 2.7
Klasse k ∈ K
Schnittstelle s ∈ S Def. 2.11
Klasse k′ ∈ K Def. 2.10




Schnittstelle s ∈ S
Komponente a ∈ A Def. 2.14Klasse k ∈ K
Datendatei d ∈ D
realisiert-durch
r
→ Feature f ∈ F
Komponente a ∈ A
Def. 2.16
Schnittstelle s ∈ S
Klasse k ∈ K
Datendatei d ∈ D
B.2.1 Benutzt-Beziehung
Ein UML Komponentenmodell nach Jeckle et al. [JRH+03] wird benutzt, um Eigen-
schaften der Architektur und des Designs eines Systems darzustellen. UML Kom-
ponentenmodelle beschreiben dazu existierende oder zu entwickelnde Entita¨ten und
ihre Eigenschaften. Durch die gezielte Reduktion auf die wesentlichen Informationen
wird das Verstehen von Beziehungen erleichtert. Abbildung B.3 zeigt links ein UML
Komponentenmodell [JRH+03], welches Beziehungen zwischen drei Komponenten be-
schreibt. Rechts davon ist das Abha¨ngigkeitsmodell abgebildet, in dem die Entita¨ten
und Beziehungen zu ﬁnden sind, die innerhalb eines Repositories als Abha¨ngigkeits-
daten erstellt werden.
Beziehungen, die durch das UML Komponentenmodell dargestellt werden ko¨nnen,
ﬁnden sich auch im Abha¨ngigkeitsmodell wieder. Zum Beispiel ist eine wichtige Be-
ziehung die Benutzt-Beziehung, welche durch Parnas eingefu¨hrt wurde [Par78] und
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durch Rumbaugh, Jacobson und Booch erweitert wurde [RJB04]. Sie sagt aus, dass
eine Komponente eine andere benutzt und so von ihr abha¨ngig ist.
In UML kann man diese Abha¨ngigkeitsbeziehung mit der Bezeichnung use deutlich
machen, wie das Beispiel links in Abbildung B.3 zeigt. Je nachdem, welche Entita¨-
ten u¨ber die Benutzt-Beziehung verknu¨pft sind, haben sie eine unterschiedliche Be-
deutung bei der Auswertung oder Pru¨fung von Abha¨ngigkeitsdaten durch Regeln,
deswegen wird der Entita¨tstyp im Abha¨ngigkeitsmodell unterschieden.
Abbildung B.3: Repra¨sentation von Beziehungen zwischen
Komponenten im Abha¨ngigkeitsmodell.
Im dargestellten Beispiel in Abbildung B.3 rechts ergeben sich im Abha¨ngigkeitsmo-
dell zwei Benutzt-Beziehungen zwischen Komponenten: die Komponente Datenverwal-
tung ist Startelement, die Komponente Datenzugriff Endelement und der Beziehungs-
typ benutzt dient als ein Typ der Beziehung.
Deﬁnition 2.6: Komponente
Komponenten sind modulare Teile eines Software-Systems, welche die Im-
plementierung der Funktionalita¨t hinter externen Schnittstellen verbergen.
Sie werden notiert als:
a1, a2, ..., an ∈ A⊆ E,n ∈ N.
In der Deﬁnition der Entita¨t Komponente, wurde der Buchstabe A im Sinne von Ar-
chitekturkomponenten fu¨r die Menge der Komponenten gewa¨hlt, da K fu¨r die Menge
der Klassen bereits vergeben ist.
Die Benutzt-Beziehung zwischen Komponenten, wie auch alle anderen im Folgenden
notierten Beziehungen, bauen auf der allgemeinen Def. 2.2 von Beziehungen t ∈ T
auf.
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Deﬁnition 2.7: Benutzt-Beziehung zwischen Komponenten
Das Symbol a
b
→ a′ steht fu¨r eine Benutzt-Beziehung zwischen Komponen-
ten und ist deﬁniert als
a
b
→ a′ :⇔ a,a′ ∈ A, t = (a,a′) ∈ T.
Der Beziehungstyp von t ist benutzt.
Die Abbildung B.4 zeigt links ein UML Komponentenmodell, in dem auch die Schnitt-
stellen der Komponenten explizit dargestellt sind. Rechts davon ist wieder das ent-
sprechende Abha¨ngigkeitsmodell zu sehen. Aus Sicht der Softwarearchitektur ko¨nnen
Komponenten andere Komponenten benutzen (Benutzt-Beziehung), um Daten durch
einen
”
Kanal“ auszutauschen. Dazu wird eine Schnittstelle durch eine Komponen-
te bereitgestellt, diese Schnittstelle ist Teil von genau einer Komponente [RJB04].
Die dazugeho¨rige Beziehung vom Typ teil-von (s
t
→ a) wird durch die Def. 2.14 im
folgenden Abschnitt B.2.2 deﬁniert.
Abbildung B.4: Repra¨sentation von Beziehungen zwischen
Komponenten und Schnittstellen im Abha¨ngigkeitsmodell.
Im Anwendungsbeispiel in Abbildung B.4 ist die folgende Situation dargestellt: Die
Komponente Datenverwaltung kann nur u¨ber die Schnittstelle Dateiprotokollierung mit
der Komponente Protokollierung Daten austauschen.
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Deﬁnition 2.8: Schnittstelle
Schnittstellen S stellen eine Menge von Operationen zusammen. Sie sind
Teil einer Komponente a ∈ A, in der die Funktionen implementiert sind
und werden notiert als:
s1, s2, ..., sn ∈ S⊆ E,n ∈ N.
Abbildung B.51 links zeigt ein UML Klassendiagramm, um Entita¨ten wie Klassen
oder Schnittstellen und ihre Abha¨ngigkeiten darzustellen.
Abbildung B.5: Repra¨sentation von Beziehungen zwischen
Klassen, Schnittstellen und Datendateien im Abha¨ngigkeitsmodell.
Fu¨r die Entita¨ten Komponente, Schnittstelle und Klasse spielen die Begriﬀe Abstrak-
tion, Kapselung und Geheimnisprinzip (engl. Information Hiding) eine wichtige Rolle
[Par72, Jac93, Sch94]:
Unter Abstraktion versteht man das Konzentrieren auf das Wesentliche, dabei wer-
den nur die Methoden angeboten, die im Kontext der Komponente oder einer Klasse
interessant sind. In der Objektorientierung werden Daten und Methoden als Einheit
verstanden, im Sinne einer Kapsel. Diese
”
Einkapselung“ ist der grundlegende Un-
terschied zur funktions-orientierten Programmierung, da dort zwischen Daten und
Methoden unterschieden wird.
1Die im Abha¨ngigkeitsmodell dargestellten Beziehungen werden ab Def. 2.10ﬀ. deﬁniert.
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Komponenten oder Klassen tauschen Daten u¨ber eine zuvor festgelegte Schnittstelle
aus, dabei sollen nicht alle Daten und auch nicht die Implementierung von Methoden
fu¨r den jeweiligen Kommunikationspartner sichtbar sein (Geheimnisprinzip), sondern
nur die o¨ﬀentliche Aufrufschnittstelle. A¨nderungen an der inneren Implementierung
von Komponenten oder Klassen haben keine Auswirkungen auf andere, solange die
Schnittstellen stabil bleiben.
Wie bereits erwa¨hnt, werden innerhalb des Abha¨ngigkeitsmodells z.B. rechts in Ab-
bildung B.5 Informationen durch Beziehungen dargestellt, die dann in Form von Ab-
ha¨ngigkeitsdaten in einem Repository gespeichert werden.
Deﬁnition 2.9: Klasse
Klassen innerhalb der Objektorientierung fassen Attribute und Methoden
zusammen [RJB04]. Aus Sicht des Entwurfs sind Klassen eine Abstraktion
des Problembereichs und ein Zerlegungsprodukt als Teil einer Komponen-
te, sie werden notiert als:
k1, k2, ..., kn ∈ K ⊆ E,n ∈ N.
Im Allgemeinen wird eine Klasse durch Attribute strukturiert und Metho-
den bestimmen ihr Verhalten.
Im Anwendungsbeispiel in Abbildung B.5 benutzt die Klasse Personenmanager die
Klasse Personenkonverter , um eine Adresse in ein speicherbares Format zu konver-
tieren, bevor diese dann weiterverarbeitet werden ko¨nnen. Die Benutzt-Beziehung
zwischen Komponenten wurde bereits eingefu¨hrt, zwischen Klassen wird sie folgen-
dermaßen notiert:
Eine Klasse kann auch von einer anderen Klasse abha¨ngig sein, wenn beispielsweise
Methoden aus der anderen Klasse benutzt werden. Dieser Typ von Abha¨ngigkeitsbe-
ziehung wird auch durch die Benutzt-Beziehung notiert:
Deﬁnition 2.10: Benutzt-Beziehung zwischen Klassen
Das Symbol k b→ k′ steht fu¨r die Benutzt-Beziehung zwischen zwei Klassen
und ist deﬁniert als:
k b→ k′ :⇔ k,k′ ∈ K, t = (k,k′) ∈ T.
Der Beziehungstyp von t ist benutzt.
Eine Klasse kann auch von einer Schnittstelle abha¨ngig sein, wenn beispielsweise
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Attribute wie Konstanten aus der Schnittstelle benutzt werden. Dieser Typ von Ab-
ha¨ngigkeitsbeziehung wird auch durch die Benutzt-Beziehung notiert:
Deﬁnition 2.11: Benutzt-Beziehung zwischen Klasse und Schnitt-
stelle
Das Symbol k b→ s zwischen einer Klasse und einer Schnittstelle steht fu¨r
die Beziehung benutzt und ist deﬁniert als:
k b→ s :⇔ k ∈ K,s ∈ S, t = (k,s) ∈ T.
Der Beziehungstyp von t ist benutzt.
Im Allgemeinen kann ein Datenspeicher in Software-Systemen unterschiedlich im-
plementiert sein, wie etwa in Datendateien oder auch in einer Datenbank. In dieser
Arbeit werden Datenspeicher in Form von Datendateien betrachtet. Sie enthalten In-
formationen, welche fu¨r den Build (Erstellungsvorgang einer Softwareversion) oder
das Deployment (Verteilung oder Installation auf einem Server) relevant sind, indem
sie beispielsweise das Aktivieren oder Deaktivieren von Features vor der Installation
ermo¨glichen.
Deﬁnition 2.12: Datendatei
Datendateien D sind Teil einer Komponente und werden notiert als:
d1, d2, ..., dn ∈ D⊆ E,n ∈ N.
Im Anwendungsbeispiel in Abbildung B.5 verwendet die Klasse Personenmanager die
Datendatei Datenﬁlter , um die dort gespeicherten Daten auszulesen, die bestimmen,
ob bestimmte Attribute einer Person bei Suchanfragen unterdru¨ckt werden sollen. Ne-
ben der Benutzt-Beziehung zwischen Komponenten oder Klassen, wird die Benutzt-
Beziehung zwischen Klassen und Datendateien wie folgt notiert:
Deﬁnition 2.13: Benutzt-Beziehung zwischen Klasse und Daten-
datei
Das Symbol k b→ d steht fu¨r die Benutzt-Beziehung zwischen einer Klasse
und einer Datendatei und wird notiert als:
k b→ d :⇔ k ∈ K,d ∈ D, t = (k,d) ∈ T.
Der Beziehungstyp von t ist benutzt.
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B.2.2 Teil-von-Beziehung
Eine Komponente entha¨lt in der Regel verschiedenste Entita¨ten wie Klassen, Schnitt-
stellen oder Datendateien. Damit ko¨nnen diese Entita¨ten zu genau einer Komponente
zugeordnet werden, da sie Teil genau einer Komponente sind:
Deﬁnition 2.14: Teil-von-Beziehung von Komponenten
Die Teilmenge X der Entita¨ten E entha¨lt Klassen K, Schnittstellen S und
Datendateien D. Das Symbol x t→ a zwischen Komponenten A und En-
tita¨ten x ∈ X steht fu¨r die Teil-von-Beziehung und beschreibt, dass eine
Entita¨t aus der Menge X Teil von der Komponente a ist.
x
t
→ a :⇔ a ∈ A,x ∈ X , s = (x,a) ∈ T.
Der Beziehungstyp von s ist teil-von.
Neben den bisher deﬁnierten Entita¨ten K, S, D ⊆ X ⊆ E ko¨nnen weitere Entita¨ten
beru¨cksichtigt werden. Beispielsweise ist der Entita¨tstyp Paket, ein Mittel zur Grup-
pierung von Entita¨ten innerhalb einer Komponente. Ein Paket ermo¨glicht die funk-
tionale Gliederungen von Entita¨ten. Dieser Entita¨tstyp ko¨nnte auch innerhalb des
Abha¨ngigkeitsmodells integriert werden. Da sie aber in dieser Arbeit hinsichtlich der
Bewertung der Qualita¨t eine untergeordnete Rolle spielt, wird sie im Abha¨ngigkeits-
modell nicht weiter betrachtet.
B.2.3 Realisiert-durch-Beziehung
Wa¨hrend der Software-Entwicklung stehen die Anforderungen des Kunden im Mittel-
punkt. In einem featureorientierten Entwicklungsprozess ([PF01]) bilden Features, die
aus den Anforderungen abgeleitet werden, den Kern der Entwicklung. Ein wichtiges
Kriterium dabei ist die Eindeutigkeit von Features u¨ber die verschiedenen Entwick-
lungsphasen und Produktversionen hinweg. Dazu ist es notwendig, ausgehend vom
Feature alle Entita¨ten ermitteln zu ko¨nnen, welche fu¨r die Realisierung des Features
notwendig sind.
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Deﬁnition 2.15: Features
Ein Feature entstammt der Menge aller Features, die aus den Anforderun-
gen eines Software-Systems abgeleitet worden sind:
f ∈ F = { f1, f2, ..., fn,n ∈ N},F ⊆ E.
In Abbildung B.6 sind zwei Features der Fallstudie dargestellt. Features im Feature-
Modell sind aus Sicht des Abha¨ngigkeitsmodells Entita¨ten mit jeweils verschiedenen
verfolgbaren Attributen, die Auswirkungen auf das Design und die Implementierung
der Features haben. In dieser Arbeit sind dies der Name des Features z.B. Personen-
verwaltung und der Name des betrachteten Software-Systems.
Die Realisierung von Features wird in der Regel durch verschiedene Modelle doku-
mentiert, da verschiedene Entita¨ten beteiligt sind. Im Abha¨ngigkeitsmodell werden
folglich auch unterschiedliche Entita¨tstypen als Endelement einer Realisiert-durch-
Beziehung beru¨cksichtigt.
Deﬁnition 2.16: Realisiert-durch-Beziehung
Die Teilmenge X der Entita¨ten E besteht aus Komponenten A, Schnittstel-
len S, Klassen K oder Datendateien D. Das Symbol f r→ x symbolisiert eine
Beziehung vom Typ realisiert-durch zwischen einem Feature f und einer
Entita¨t x ∈ X ; die Entita¨t ist fu¨r die Realisierung des Features notwendig:
f r→ x :⇔ f ∈ F, x ∈ X , t = ( f ,x) ∈ T.
Der Beziehungstyp von t ist realisiert-durch.
Dieser Beziehungstyp wird als Traceability-Link bezeichnet [SR02] und repra¨sentiert
im Vergleich zu den bisherigen Beziehungen eine Entwurfsentscheidung in Richtung
der Problemlo¨sung und ihrer Realisierung; er ist sozusagen Tra¨ger einer Entwurfs-
entscheidung. Nach Boehm sollte jede Entwurfsentscheidung auf die urspru¨ngliche
Anforderungen zuru¨ckfu¨hrbar sein [Boe74].
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Abbildung B.6: Repra¨sentation von Beziehungen und
Traceability-Links zwischen Features, Komponenten und
Schnittstellen im Abha¨ngigkeitsmodell.
Das Abha¨ngigkeitsmodell kann diese Traceability-Links darstellen, wie rechts in Ab-
bildung B.6 zu sehen ist. Beispielsweise sagt der Traceability-Link vom Typ realisiert-
durch von Feature Personenverwaltung zu Komponente Datenverwaltung aus, dass das
Feature Personenverwaltung durch die Komponente Datenverwaltung umgesetzt ist.
Das rechts in Abbildung B.6 gezeigte Abha¨ngigkeitsmodell zeigt alle Beziehungen,
die als Abha¨ngigkeitsdaten fu¨r die Qualita¨tsbewertung durch Metriken in dieser Me-
thode erstellt werden.
Im Abha¨ngigkeitsmodell wird auch deutlich, dass die Schnittstelle Rechtezugriff und
die Komponente Dienstprogramme eng zusammenha¨ngen, da die Schnittstelle ein Teil
der Komponente ist. Technologisch ermo¨glicht erst diese Schnittstelle die Nutzung der
Funktionalita¨t, die durch das Feature Personenverwaltung speziﬁziert ist. Damit ist
die Schnittstelle fu¨r die Realisierung des Features essentiell, da das Feature durch die
Komponente Dienstprogramme und auch durch die Schnittstelle Rechtezugriff realisiert
wird.
B.2.4 Zusammenfassung
Wie in den vergangenen Abschnitten dargestellt, werden in dieser Arbeit folgende
Mengen verwendet:
• E = Menge aller Entita¨ten eines Software-Systems.
• F = Menge aller Features (F ⊆ E).
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• A = Menge aller Komponenten (A⊆ E).
• K = Menge aller Klassen (K ⊆ E).
• S = Menge aller Schnittstellen(S⊆ E).
• D = Menge aller Datendateien (D⊆ E).




In diesem Kapitel werden die Metriken vorgestellt, die im Rahmen der Arbeit zur
Bewertung von Qualita¨tsteilmerkmalen des Qualita¨tsziels Weiterentwicklungsfa¨hig-
keit deﬁniert wurden, da fu¨r diese Zwecke keine geeigneten Metriken in der Litera-
tur gefunden wurden. Sie wurden vorab bereits in [BR08b, BBR09] vero¨ﬀentlicht.
In Abschnitt C.1 werden grundlegende Informationen zu den erarbeiteten Metriken
gegeben. In Abschnitt C.2 ist eine detaillierte Beschreibung der Metriken zu ﬁnden.
C.1 Deﬁnition von Metriken
Bisher gibt es in der Literatur keine allgemeine U¨bereinstimmung u¨ber das Format,
wie eine Metrik deﬁniert werden soll [Lil08]. Die folgende Arbeit orientiert sich an
Bennicke et al. [BR04]:
Jede der in Abschnitt C.2 vorgestellten Metriken hat einen eindeutigen Namen, unter
dem sie referenziert werden kann. Die Metriken haben als Produktmodell1 den Quell-
text und Abha¨ngigkeitsbeziehungen, die mit Hilfe des in Abschnitt B eingefu¨hrten
Abha¨ngigkeitsmodells deﬁniert wurden.
In der Arbeit von Bennicke et al. [BR04] wird außerdem das Festlegen der benutzten
Skalentypen gefordert. In dieser Arbeit wird stets der Skalentyp Absolutskala ver-
wendet, da eine Absolutskala die einzige Mo¨glichkeit darstellt, einen Sachverhalt zu
1Dieses Modell legt die Grundlage zur Messung fest. Beispiele sind Quelltext oder Strukturdia-
gramme [BR04].
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messen [Lig02]. Beispiele fu¨r Sachverhalte sind Za¨hlergebnisse, wie etwa die Anzahl
von Fehlern in einem Software-System oder Ha¨uﬁgkeiten, wie Lines of Code.
C.2 Vorstellung der erarbeiteten Metriken
Metriken, welche strukturelle Eigenschaften der Entita¨ten auf Grundlage von Ab-
ha¨ngigkeitsbeziehungen zwischen Komponenten oder Klassen im Verbund bewerten,
geho¨ren zu der Kategorie
”
Strukturelle Metriken“ [Hof08]. In Tabelle C.1 sind alle
strukturellen Metriken dargestellt, die in dieser Arbeit hergeleitet und in der Fallstu-
die angewandt wurden.
Tabelle C.1: U¨bersicht der in dieser Arbeit erstellten Metriken.
Akronym Metrik Abschnitt
IF Isolierte Features C.2.1
IE Isolierte Entita¨ten C.2.1
FSCA Feature Scattering C.2.2
FTANG Feature Tangling C.2.3
FG Feature-Gro¨ße C.2.4
C.2.1 Isolierte Entita¨ten
Die Funktionalita¨t eines Systems wird durch die Features bestimmt, die es zur Ver-
fu¨gung stellt. In dieser Arbeit sind Entita¨ten isoliert, wenn sie existieren aber nicht
an ein Feature gebunden sind. Sie haben damit auch keine Berechtigung, umgesetzt
zu werden. Im Allgemeinen ko¨nnen sie in verschiedenen Phasen auftreten und daher
fu¨r jeden Entita¨tstyp zutreﬀen.
Fu¨r die Deﬁnition von Metriken werden die Mengen verwendet, die im vorherigen
Abschnitt B.2 bereits deﬁniert wurden.
Außerdem werden Traceability-Links vom Typ realisiert-durch ausgewertet (darge-
stellt als
r
→, wie in Kapitel B.2.3 deﬁniert) jeweils zwischen einem Feature f und X ,
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einer Teilmenge von E.
Deﬁnition 3.17: Isolierte Features IF
Gegeben sei ein Feature f aus der Gesamtmenge F der Features und eine Teilmenge
X der Entita¨ten E; X sind die Entita¨ten des Systems, welche Features realisieren









Beispielsweise ist in Abbildung C.1 das Feature Diagnose isoliert, dies zeigt der Wert
von IF = 1. Ein typischer Grund fu¨r isolierte Features sind Features niedriger Priori-
ta¨t, die fu¨r eine Produktauslieferung eingeplant wurden, aber nicht umgesetzt werden
ko¨nnen, da wa¨hrend der Analysephase nicht alle Informationen zur Kla¨rung der Rea-
lisierung erfasst werden konnten.
Falls Entita¨ten aus der Teilmenge X existieren, die keinen Traceability-Link vom Typ
realisiert-durch zu mindestens einem Feature haben, sind diese Entita¨ten isoliert.
Deﬁnition 3.18: Isolierte Entita¨ten IE
Gegeben sei ein Feature f aus der Gesamtmenge F der Features und eine Teilmenge
X der Entita¨ten E; X sind die Entita¨ten des Systems, welche Features realisieren









Betrachtet man in Def. 3.18 fu¨r X nur typgleiche Entita¨ten, also A, S, K oder D, dann
erha¨lt man spezielle Auspra¨gungen der Metrik IE: Isolierte Komponenten IE(A), Iso-
lierte Klassen IE(K) und Isolierte Datendateien IE(D). Beispielsweise ist mit IE(D) =
1 die Datendatei in Abbildung C.1 mit dem Namen Datenﬁlter isoliert.
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Abbildung C.1: Beispiele fu¨r Isolierte Entita¨ten.
C.2.2 Feature Scattering
Die beiden Metriken SCA und FSCA bewerten Feature Scattering (Feature-Streuung)
hinsichtlich verschiedener Typen von Entita¨ten.
Deﬁnition 3.19: Scattering eines Features
Gegeben sei ein Feature f aus der Gesamtmenge F und eine Teilmenge X aller
typgleichen Entita¨ten der Menge der Entita¨ten E, also eine der Mengen A, S, K
oder D. Das Feature f sei nicht isoliert bezu¨glich X , d.h. es gibt ein x ∈ X mit
f r→ x. Das Scattering des Features f bezu¨glich der Menge X wird deﬁniert als
die Anzahl von Realisiert-durch-Beziehungen, die zwischen f und Entita¨ten aus X
existieren:
SCA( f ,X) :=
∣
∣




Der theoretisch ideale Fall (siehe Abbildung 4.10 links), bei dem jedes Feature f
durch genau eine Entita¨t x implementiert wird, ergibt durch die Subtraktion von 1
den Bestwert 0. Wird beispielsweise ein Feature f zu mehr als einer Komponente
a ∈ A abgebildet, ist das Ergebnis gro¨ßer als 0.
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Ein normierter Gesamtwert u¨ber alle Features wird durch FSCA(F,X) ermittelt:
Deﬁnition 3.20: Feature Scattering FSCA
Gegeben sei die Menge aller Features F und eine Teilmenge X aller typgleichen
Entita¨ten der Menge der Entita¨ten E, also eine der Mengen A, S, K oder D. Dann





|F| · |X |
, FSCA ∈ [0,1) .
Je ho¨her die Streuung von Features ist, desto schlechter wird die A¨nderbarkeit bzw.
Erweiterbarkeit und umso mehr na¨hert sich das Ergebnis der Metrik FSCA(F,X) dem
Wert 1 an. Dies ist beispielsweise dann der Fall, wenn nur sehr wenige Features durch
sehr viele Entita¨ten realisiert werden.
Wenn das isolierte Feature f3 und die isolierte Datendatei d1 in Abbildung C.1 nach
Anwendung des Reengineering-Rezepts Speziﬁzierte Implementierung entfernt wor-
den sind, dann existiert beispielsweise Streuung durch das Feature Personenverwaltung
( f2), da es von den Klassen Konverter k2 und Personenmanager k3 realisiert wird. Dies
zeigt die Metrik mit SCA( f2,K) = 1. Insgesamt existiert eine Feature-Streuung bezu¨g-
lich der Klassen von einem Gesamtwert FSCA(F,K) = 1/6.
C.2.3 Feature Tangling
Die beiden Metriken TANG und FTANG bewerten Feature Tangling (Feature-Ver-
schra¨nkung) hinsichtlich verschiedenster Typen von Entita¨ten.
Deﬁnition 3.21: Feature Tangling bezu¨glich einer Entita¨t
Gegeben sei die Menge aller Features F und eine Entita¨t x aus einer der Mengen A,
S, K oder D. x sei nicht isoliert, d.h. es gibt ein f ∈ F mit f r→ x. Das Feature Tan-
gling der Entita¨t x wird deﬁniert als die Anzahl von Realisiert-Durch-Beziehungen








Der ideale Fall, bei dem jedes Feature f durch genau eine Entita¨t x implementiert
wird (siehe Abbildung 4.10 links), ergibt durch die Subtraktion von 1 den Bestwert
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0.
Wird beispielsweise ein Feature f zu mehr als einer Komponente a∈ A abgebildet, ist
das Ergebnis gro¨ßer als 0. Im Falle von Feature-Verschra¨nkung existieren mindestens
zwei Traceability-Links vom Typ realisiert-durch, zwischen mindestens zwei Features
und einer Entita¨t x ∈ X .
Ein normierter Gesamtwert u¨ber alle Entita¨ten und Features wird durch FTANG(F,X)
ermittelt:
Deﬁnition 3.22: Feature Tangling FTANG
Gegeben sei die Menge aller Features F und eine Teilmenge X aller typgleichen
Entita¨ten der Menge der Entita¨ten E, also eine der Mengen A, S, K oder D. Dann





|F| · |X |
, FTANG ∈ [0,1) .
Je ho¨her die Feature-Verschra¨nkung innerhalb der betrachteten Entita¨ten ist, desto
schwieriger ist eine Anpassung der Entita¨ten und umso mehr na¨hert sich das Ergebnis
der Bewertungsmetrik FTANG(F,X) dem Wert 1 an. Dies ist zum Beispiel dann der
Fall, wenn sehr viele Features durch nur ganz wenige Entita¨ten realisiert werden.
C.2.4 Feature-Gro¨ße
Nach Baker et al. [BBF+90] sollte eine Gro¨ßenmetrik dem intuitiven menschlichen
Verstehen von Gro¨ße entsprechen. Die Gro¨ße des betrachteten Systems la¨sst sich
durch die Anzahl der beteiligten Entita¨ten bestimmen [GC87], beispielsweise durch
die Anzahl von Klassen. In dieser Arbeit wird die Anzahl von Features F , von Kompo-
nenten A, von Schnittstellen S, von Klassen K und von Datendateien D eines Software-
Systems betrachtet. Neben diesen Standardgro¨ßen wird die Feature-Gro¨ße ermittelt,
die deﬁniert ist als die Anzahl von Entita¨ten, die verwendet werden, um ein Feature
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zu realisieren.
Deﬁnition 3.23: Anzahl Entita¨ten pro Feature AEPF
Gegeben sei ein Feature f aus der Gesamtmenge F und eine Teilmenge X aller
typgleichen Entita¨ten der Menge der Entita¨ten E, also eine der Mengen A, S, K
oder D. Dann ist die Anzahl von Entita¨ten pro Feature AEPF( f ,X) deﬁniert als:
AEPF( f ,X) :=
∣
∣




Nach Def. 3.23 lassen sich verschiedene Auspra¨gungen der Metrik zur Bestimmung
der Gro¨ße eines Feature bezu¨glich eines Entita¨tstyps X ableiten: Dies sind die Anzahl
von Komponenten AEPF( f ,A), Schnittstellen AEPF( f ,S), Klassen AEPF( f ,K) und
Datendateien AEPF( f ,D), die ein Feature f aus der Gesamtmenge von Features F
realisieren.
Deﬁnition 3.24: Feature-Gro¨ße FG
Gegeben sei ein Feature f aus der Gesamtmenge F und die Teilmengen A, S, K
oder D typgleicher Entita¨ten der Menge der Entita¨ten E. Dann ist die Gro¨ße eines
Features FG( f ) deﬁniert als:
FG( f ) := ∑
X∈{A,S,K,D}
AEPF( f ,X).
Beispielsweise ist die Gro¨ße des Features Personenverwaltung ( f2) in Abbildung C.1
FG( f2) = 3. Diese ergibt sich daraus, dass AEPF( f2,A) den Wert 1 hat (Beziehung
zwischen f2 und der Komponente Datenverwaltung (a2)), und AEPF( f3,K) den Wert
2 hat (Beziehungen zwischen f3 und den Klassen Konverter (k2) und PersonenManager
(k3)).
Die Metrik FG hat eine gewisse A¨hnlichkeit zu der Metrik FSCA. FSCA normiert
allerdings auf die Systemgro¨ße (Division durch |F | · |X |), wa¨hrend FG auch bei gu-
ten Entwu¨rfen in der Regel mit der Systemgro¨ße wa¨chst. Somit kann sie zu Ver-





Im Folgenden werden weitere Messergebnisse aus der Fallstudie aufgefu¨hrt. Tabel-
le D.1 zeigt eine U¨bersicht u¨ber die in der Fallstudie erzeugten Baselines und die
Messergebnisse anhand der in dieser Arbeit erstellten Metriken.
Tabelle D.1: U¨bersicht der Ergebnisse der in dieser Arbeit
erstellten Metriken.
Baseline IF IE(A) IE(S) IE(K) IE(D) FTANG(A) FSCA KOIZ KLIZ
V32 − − − − − − − − −
V32.1 28 1 46 131 9 − − 0 2
V32.2 0 0 0 0 1 0,964 0,000 0 2
V32.3 0 0 0 0 0 0,964 0,000 0 2
V32.4 0 0 0 0 0 0,482 0,018 1 2
V32.5 0 0 0 0 0 0,310 0,012 1 2
V32.6 0 0 0 0 0 0,223 0,018 1 2
V32.7 0 0 0 0 0 0,179 0,014 1 2
V32.8 0 0 0 0 0 0,149 0,012 1 2
V32.9 0 0 0 0 0 0,149 0,012 0 0
Um weitere Systemkennzahlen u¨ber die Implementierung der Komponente Datenver-
waltung der Fallstudie zu ermitteln und dem Leser einen Eindruck u¨ber das Software-
System zu geben, wurden die in der Arbeit von [CK94] vorgeschlagenen Metriken zur
Bewertung von Objekt-Orientierten Software-Systemen auf die initiale Baseline V32
angewandt. Das Ergebnis ist in Tabelle D.2 dargestellt.
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Tabelle D.2: Ergebnisse zur Baseline V32.
k WMC DIT NOC CBO RFC LCOM CA NPM MCCABE
1 3 3 0 1 8 3 6 3 1,000
2 28 1 0 7 28 378 2 28 0,000
3 1 1 0 0 4 0 1 0 0,000
4 19 1 0 3 25 171 27 18 0,000
5 3 5 0 1 6 3 2 3 1,000
6 7 1 0 5 7 21 2 7 0,000
7 2 1 0 2 10 1 1 2 3,000
8 14 1 0 14 59 7 1 0 3,385
9 2 1 0 0 2 1 35 2 0,000
10 12 1 0 7 12 66 2 12 0,000
11 3 5 0 1 6 3 11 3 1,000
12 1 1 0 0 4 0 1 0 0,000
13 8 1 0 4 14 28 16 7 0,000
14 23 1 0 7 23 253 2 23 0,000
15 1 1 0 0 4 0 1 0 0,000
16 14 1 0 4 20 91 15 13 0,000
17 3 5 0 1 6 3 1 3 1,000
18 13 1 0 24 47 34 5 3 1,667
19 3 5 0 1 6 3 9 3 1,000
20 1 1 0 0 1 0 63 1 0,000
21 3 5 0 1 6 3 1 3 1,000
22 3 5 0 1 6 3 6 3 1,000
23 4 6 0 1 8 6 1 4 1,000
24 3 5 0 1 6 3 10 3 1,000
25 3 5 0 1 6 3 10 3 1,000
26 3 6 0 1 6 3 1 3 1,000
27 3 5 0 1 6 3 1 3 1,000
28 1 1 0 0 4 0 1 0 0,000
29 9 1 0 4 15 36 16 8 0,000
30 7 1 0 0 7 21 10 7 0,000
31 22 1 0 7 22 231 2 22 0,000
32 1 1 0 0 4 0 1 0 0,000
33 35 1 0 7 41 595 13 34 0,000
34 6 1 0 0 6 15 8 6 0,000
35 6 1 0 0 22 15 0 5 2,167
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Tabelle D.2: Ergebnisse zur Baseline V32.
k WMC DIT NOC CBO RFC LCOM CA NPM MCCABE
36 5 5 2 1 8 0 23 5 1,000
37 88 1 0 48 283 688 25 0 4,632
38 71 1 0 6 85 2281 27 0 1,338
39 29 2 0 25 92 196 1 29 2,000
40 31 2 0 24 89 0 7 0 1,581
41 25 2 1 5 39 226 3 20 1,000
42 18 2 1 31 72 109 2 0 2,167
43 8 2 0 17 28 28 1 8 1,000
44 12 4 0 4 34 0 10 10 2,000
45 21 1 0 12 51 134 2 0 2,300
46 20 1 0 10 50 112 3 1 3,158
47 13 2 0 21 53 72 1 13 1,615
48 12 2 0 21 35 0 4 0 1,167
49 12 2 0 6 26 42 2 9 1,083
50 13 2 0 27 54 52 1 0 2,077
51 3 2 0 3 5 3 1 1 1,000
52 3 2 0 3 5 3 1 1 1,000
53 3 2 0 3 5 3 1 1 1,000
54 3 2 0 3 5 3 1 1 1,000
55 4 1 4 2 5 4 5 1 1,000
56 0 1 0 0 0 0 6 0 1,824
57 22 1 0 6 41 149 6 11 1,609
58 24 2 0 25 87 66 1 24 2,500
59 28 2 0 27 88 0 5 0 1,786
60 19 2 0 5 35 125 2 15 1,000
61 18 2 0 30 70 115 1 0 1,944
62 9 1 0 5 28 36 13 0 2,000
63 9 1 0 2 17 20 12 8 1,667
64 31 2 2 12 67 395 2 7 1,677
65 15 2 2 26 63 79 2 0 2,667
66 13 1 0 14 51 78 9 0 3,385
67 16 1 0 2 26 84 1 8 1,438
68 25 2 0 30 104 60 1 23 3,200
69 30 2 0 29 106 0 7 0 2,367
70 54 3 0 12 104 1363 3 38 1,577
188 Anhang D. Tabellen der Messergebnisse
Tabelle D.2: Ergebnisse zur Baseline V32.
k WMC DIT NOC CBO RFC LCOM CA NPM MCCABE
71 10 3 0 20 35 43 1 0 2,100
72 16 1 0 1 31 84 1 8 1,533
73 2 1 0 2 7 1 1 2 2,000
74 119 1 0 45 266 2659 17 2 4,593
75 5 1 0 1 11 10 24 1 1,000
76 26 1 0 9 66 311 26 6 2,040
77 15 2 0 23 73 49 1 15 2,867
78 18 2 0 23 58 0 6 0 1,278
79 19 3 0 8 45 171 3 17 1,000
80 5 3 0 17 21 10 1 0 2,000
81 22 1 0 2 35 63 7 7 1,048
82 23 1 0 5 44 15 9 18 2,870
83 14 2 0 18 47 71 1 14 1,714
84 15 2 0 25 65 0 7 0 1,533
85 21 2 0 5 37 160 2 16 1,000
86 17 2 0 29 71 98 1 0 1,941
87 36 2 0 27 105 0 1 35 2,444
88 36 2 0 26 89 0 4 0 1,972
89 15 3 0 4 30 81 2 12 1,077
90 8 3 0 27 62 22 1 0 3,875
91 22 1 8 28 69 137 8 0 1,636
92 6 1 7 12 22 1 7 0 1,167
93 46 1 5 9 102 521 5 18 2,457
94 28 1 5 19 84 318 5 0 2,500
95 3 5 0 1 6 3 11 3 1,000
96 10 1 0 0 22 21 1 9 2,375
97 5 1 0 1 9 2 3 4 1,400
98 1 1 0 0 1 0 24 1 0,000
99 14 1 0 7 14 91 2 14 0,000
100 14 1 0 5 14 91 13 14 0,000
101 6 1 0 0 6 15 44 6 0,000
102 7 1 0 1 7 21 52 7 0,000
103 13 1 0 7 13 78 2 13 0,000
104 1 1 0 0 4 0 1 0 0,000
105 15 1 0 4 21 105 18 14 0,000
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Tabelle D.2: Ergebnisse zur Baseline V32.
k WMC DIT NOC CBO RFC LCOM CA NPM MCCABE
106 33 1 0 7 33 528 2 33 0,000
107 11 1 0 2 11 55 9 11 0,000
108 1 1 0 1 1 0 1 1 0,000
109 164 1 0 13 164 13366 2 164 0,000
110 174 1 0 21 369 0 0 171 1,919
111 167 1 0 37 360 10307 4 0 2,404
112 163 1 0 22 341 0 0 163 1,006
113 4 5 0 0 10 2 1 4 1,000
114 3 4 11 1 6 3 52 0 1,000
115 19 3 0 5 40 147 0 5 2,059
116 2 1 0 1 4 1 1 2 1,000
117 0 1 0 1 0 0 11 0 0,000
118 0 1 0 2 0 0 8 0 0,000
119 0 1 0 1 0 0 8 0 0,000
120 2 1 0 2 2 1 6 2 0,000
121 0 1 0 2 0 0 9 0 0,000
122 0 1 0 1 0 0 9 0 0,000
123 5 1 0 4 17 8 1 1 1,750
124 1 1 0 1 1 0 17 1 0,000
125 0 1 0 1 0 0 7 0 0,000
126 1 1 0 1 1 0 11 1 0,000
127 7 1 0 1 7 21 20 7 0,000
128 2 1 0 1 2 1 13 2 0,000
129 0 1 0 1 0 0 12 0 0,000
130 1 1 0 0 1 0 41 1 0,000
131 10 1 0 1 12 45 2 10 1,000
132 5 2 0 7 15 8 3 1 1,800
133 5 2 0 7 15 8 3 1 1,800
134 8 2 0 7 18 24 3 2 1,625
135 14 1 5 9 28 63 10 7 1,357
136 8 2 0 7 19 22 3 3 1,625
137 3 2 0 7 12 3 3 0 2,000
138 30 2 0 46 99 421 1 0 2,214
139 3 2 0 1 4 1 5 0 1,000
140 13 1 0 5 26 66 6 11 1,462
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Tabelle D.2: Ergebnisse zur Baseline V32.
k WMC DIT NOC CBO RFC LCOM CA NPM MCCABE
141 13 3 0 2 23 76 5 9 1,077
142 17 2 0 36 64 130 1 0 2,733
143 3 2 0 1 4 0 5 0 1,000
144 7 4 0 6 20 21 3 6 1,167
145 7 4 0 6 20 21 2 6 1,167
146 7 4 0 6 21 21 1 6 1,167
147 9 4 0 7 25 36 3 8 1,375
148 7 4 0 6 19 21 2 6 1,167
149 16 2 0 31 57 114 1 0 2,643
150 6 2 0 1 7 11 5 0 1,000
151 27 1 0 22 76 331 1 16 1,593
152 7 1 5 1 11 17 11 2 1,000
153 9 3 0 3 24 4 2 7 1,111
154 22 1 0 20 41 231 4 20 1,000
155 3 3 0 8 12 3 1 3 4,667
156 111 1 0 65 227 6079 1 77 1,236
157 37 2 0 44 104 642 2 2 2,457
158 5 2 0 1 6 0 5 0 1,000
159 11 1 0 2 17 33 1 6 1,000
160 1 4 0 1 2 0 4 1 0,000
161 12 1 0 2 20 62 1 12 1,000
162 8 1 0 2 20 14 3 4 2,125
163 16 2 0 33 56 114 2 0 2,357
164 1 2 0 1 2 0 8 0 1,000
165 15 1 5 26 46 99 5 2 2,615
166 77 1 0 28 77 2926 3 77 0,000
167 3 5 0 1 6 3 6 3 1,000
168 3 5 0 1 6 3 9 3 1,000
169 3 5 0 1 6 3 8 3 1,000
170 3 5 0 1 6 3 17 3 1,000
171 4 5 0 1 8 6 9 4 1,000
172 3 5 0 1 6 3 9 3 1,000
173 3 5 0 1 6 3 9 3 1,000
174 9 1 0 0 9 36 29 9 0,000
175 15 1 0 2 15 105 5 15 0,000
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Tabelle D.2: Ergebnisse zur Baseline V32.
k WMC DIT NOC CBO RFC LCOM CA NPM MCCABE
176 3 1 0 1 15 3 4 1 1,667
177 6 4 9 1 13 3 13 6 1,000
178 20 1 0 8 20 190 13 20 0,000
179 9 1 0 7 20 32 1 3 1,556
180 6 1 0 0 6 15 7 6 0,000
181 8 1 0 0 8 28 4 8 0,000
182 2 1 0 0 2 1 8 2 0,000
183 3 5 0 1 6 3 11 3 1,000
184 3 5 0 1 6 3 10 3 1,000
185 15 1 0 2 15 105 25 15 1,000
Um Systemkennzahlen u¨ber die in der BaselineV32.4 aufgeteilten Komponente Daten-
zugriff zu bekommen, welche das Feature Datenzugriffkapselung ( f21) realisiert, wur-
den die Metriken WMC, CBO, LCOM und MCCABE angewandt. Das Ergebnis ist in
Tabelle D.3 zu ﬁnden.
Tabelle D.3: Ergebnisse zur Baseline V32.4 bezu¨glich Feature
Datenzugriﬀkapselung f21.
k WMC CBO LCOM MCCABE
42 18 31 109 2,167
50 13 27 52 2,077
61 18 30 115 1,944
65 15 26 79 2,667
71 10 20 43 2,100
74 119 45 2659 4,593
80 5 17 10 2,000
86 17 29 98 1,941
90 8 27 22 3,875
94 28 19 318 2,500
132 5 7 8 1,800
134 8 7 24 1,625
135 14 9 63 1,357
192 Anhang D. Tabellen der Messergebnisse
Tabelle D.3: Ergebnisse zur Baseline V32.4 bezu¨glich Feature
Datenzugriﬀkapselung f21.
k WMC CBO LCOM MCCABE
136 8 7 22 1,625
137 3 7 3 2,000
138 30 46 421 2,214
139 3 1 1 1,000
140 13 5 66 1,462
141 13 2 76 1,077
142 17 36 130 2,733
143 3 1 0 1,000
144 7 6 21 1,167
146 7 6 21 1,167
147 9 7 36 1,375
148 7 6 21 1,167
149 16 31 114 2,643
150 6 1 11 1,000
151 27 22 331 1,593
152 7 1 17 1,000
153 9 3 4 1,111
154 22 20 231 1,000
155 3 8 3 4,667
156 111 65 6079 1,236
157 37 44 642 2,457
158 5 1 0 1,000
159 11 2 33 1,000
161 12 2 62 1,000
162 8 2 14 2,125
163 16 33 114 2,357
164 1 1 0 1,000
165 15 26 99 2,615
176 3 1 3 1,667
177 6 1 3 1,000
179 9 7 32 1,556
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Die Komponente Fehlerverarbeitung realisiert das Feature Fehlerverwaltung f22. Um
Systemkennzahlen u¨ber die in der Baseline V32.5 aufgeteilten Komponente Fehler-
verarbeitung zu bekommen, wurden die Klassen der Komponente Fehlerverarbeitung
anhand der in Tabelle D.4 gezeigten Metriken vermessen.
Tabelle D.4: Klassen der Komponente Fehlerverarbeitung, welche
das Feature Fehlerverwaltung f22 realisieren.
k WMC DIT NOC CBO LCOM CA MCCABE
5 3 5 0 1 3 2 1,000
11 3 5 0 1 3 11 1,000
17 3 5 0 1 3 1 1,000
19 3 5 0 1 3 9 1,000
21 3 5 0 1 3 1 1,000
22 3 5 0 1 3 6 1,000
23 4 6 0 1 6 1 1,000
24 3 5 0 1 3 10 1,000
25 3 5 0 1 3 10 1,000
26 3 6 0 1 3 1 1,000
27 3 5 0 1 3 1 1,000
36 5 5 2 1 0 23 1,000
95 3 5 0 1 3 11 1,000
113 4 5 0 0 2 1 1,000
114 3 4 11 1 3 52 1,000
167 3 5 0 1 3 6 1,000
168 3 5 0 1 3 9 1,000
169 3 5 0 1 3 8 1,000
170 3 5 0 1 3 17 1,000
171 4 5 0 1 6 9 1,000
172 3 5 0 1 3 9 1,000
173 3 5 0 1 3 9 1,000
177 6 4 9 1 3 13 1,000
183 3 5 0 1 3 11 1,000
184 3 5 0 1 3 10 1,000
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1. Die Qualita¨t eines Software-Systems wird durch Qualita¨tsdeﬁzite beeintra¨ch-
tigt.
2. Ein Qualita¨tsdeﬁzit stellt eine Abweichung zu einem gewu¨nschten Qualita¨ts-
merkmal dar und beeintra¨chtigt ein Qualita¨tsziel negativ.
3. Das systematische Erkennen von Qualita¨tsdeﬁziten hinsichtlich eines Qualita¨ts-
ziels, erfordert eine am Qualita¨tsziel orientierte Analyse, in der das Qualita¨tsziel
in einzelne bewertbare Qualita¨tsmerkmale zerlegt wird.
4. Das Qualita¨tsziel Weiterentwicklungsfa¨higkeit la¨sst sich durch konkrete Qua-
lita¨tsteilziele, Qualita¨tsmerkmale und Qualita¨tsteilmerkmale zerlegen. Die Zu-
sammenha¨nge zwischen den ermittelten Qualita¨tsteilzielen, Qualita¨tsmerkma-
len und Qualita¨tsteilmerkmalen lassen sich durch einen Zuordnungsgraph do-
kumentieren.
5. Zur Verbesserung der Weiterentwicklungsfa¨higkeit sollten neben Code-speziﬁ-
schen Qualita¨tsdeﬁziten, vor allem auch Qualita¨tsdeﬁzite im Bereich der Speziﬁ-
kation und Architektur aufgedeckt und mit Hilfe von Reengineering-Aktivita¨ten
behoben werden.
6. Ausgehend von den Ergebnissen der qualita¨tszielorientierten Analyse, lassen
sich Reengineering-Rezepte erstellen, welche eine objektive Erkennung von Qua-
lita¨tsdeﬁziten und deren Behebung ermo¨glichen. Jedem Qualita¨tsteilmerkmal
kann mindestens ein Reengineering-Rezept zugeordnet werden.
7. Durch den regelbasierten Aufbau der Reengineering-Rezepte ist deren Anwen-
dung besser automatisierbar, sodass fru¨hzeitig und damit bereits wa¨hrend des
Entwicklungsprozesses Qualita¨tsdeﬁzite erkannt und behoben werden ko¨nnen.
8. Durch die zielorientierte Methode kann die Anwendung der Reengineering-
Rezepte auf ein Software-System gema¨ß der Priorita¨ten im Projekt gesteuert
werden.
