An "Egyptian fraction representation" of a given rational a/n is a solution in positive integers of the equation
In case k = 2 (resp. k = 3) we shall say it is a binary (resp. ternary) representation. A variety of questions about these representations have been posed and studied. Some of these require them to be distinct but we shall not impose such a condition here. We refer to the book by Guy [4] for a survey on this topic and an extensive list of references. The object of our study is the following function:
A k (n) = # a ∈ N : a n = 1
The case of binary Egyptian fractions was considerd in [2] where it is proven that A 2 (n) ≪ n o(1) as n → ∞ and that
Note that some of the results in [2] were improved in [5] . In our previous work with C. Banderier, [1] , we also proved that A 3 (n) ≤ n 1/3+o (1) as n → ∞ improving on a result from [2] . Using an inductive argument one can deduce that for k ≥ 3, A k (n) ≪ k n 12/(2·3 k−3 +1)+o (1) as n → ∞. The binary Egyptian fractions with prime denominators are significantly simpler. In fact it is quite easy to show that A 2 (p) = 2 + τ (p + 1) where τ is the divisor function. From this observation, it follows that p≤x A 2 (p) = 315ζ(3) 2π 4 x + O x log x as x → ∞.
Here, we consider ternary Egyptian fractions and we study the average value of A 3 (p) as p ranges over primes. We prove the following theorem.
Theorem 1.
We have x(log x) 3 ≪ p≤x A 3 (p) ≪ x(log x) 5 as x → ∞.
As we shall see, the proof of the upper bound consists in estimating separately the contribution of fractions m/p that admit a ternary Egyptian fraction expansion:
with p | gcd(m 1 , m 2 ) and p ∤ m 3 (Type I) and the contribution of those with p | m 1 and p ∤ m 2 m 3 (Type II). The fraction of Type I are proven to contribute to A 3 (p) with O(x log 3 x) and those of Type II with O(x log 5 x). We feel that, with some care, the 5 in the latter log power should be lowered. The proof of the above result was inspired by the paper of Elsholtz and Tao [3] where, for a positive integer n, it is considered the number of integer solutions x, y, z of the equation
Preliminaries
We start with a description of A 3 (p). Recall the following result from [1] .
There is a representation of the reduced fraction m/n (that is, gcd(m, n) = 1) as m/n = 1/m 1 + 1/m 2 + 1/m 3 if and only if there are six positive integers
and putting
Conversely, if conditions (i)-(iii) are fulfilled then the integers shown at (1) are the denominators of a ternary Egyptian fraction representing m/n.
Let us see the above lemma at work when n = p is a prime. By condition (i) of the lemma, we first need
In particular, assuming
Thus, there are three possibilities for the pair (v 1 , v 2 ) and then since v 3 | v 1 + v 2 , we infer that there are only the following three possibilities for The first case is when there exists exactly one D i for i ∈ {1, 2, 3} which equals p. Say D 1 = p. Then
We claim that if m ∈ {1, 2, 3}, we may assume that v 2 , v 3 are coprime.
Furthermore,
so again m ∈ {1, 2, 3}. Thus, suppose that p ∤ v 1 . We then have from the fact that
To summarise, we proved the following lemma. 
We call the solutions from the left-hand side of (2) solutions of Type I and those from the right-hand side of equation (2) solutions of Type II. The above lemma appears in many places (see [3] , for example). However, we included the above proof of it since it can be deduced from the main result in [1] .
The above lemma shows that either
where moreover a and b are coprime and (a + b)/c is an integer. By symmetry, we always assume that a ≤ b.
Recall that the goal in order to estimate
That is, to count pairs (m, p) with p ≤ x such that m/p can be written as a Egyptian fraction with three summands. We start with lower bounds.
Lower bound
To prove the lower bound we count fractions m/p with m ∈ {1, 2, 3, p, 2p, 3p} arising from solutions of Type I for a large x with the following property:
We let A(x) be the set of quadruples (a, b, c, u) with the above property. For such a quadruple (a, b, c, u) ∈ A(x), we have
is the residue class of the number −(a + b)/c modulo abu. Note that (a + b)/c is coprime to ab because a and b are coprime and (a + b)/c is coprime to u by construction. Before we dig into getting a lower bound, we ask whether distinct quadruples (a, b, c, u) as above give rise to distinct fractions m/p. Well, let us suppose that they do not and that there are (a, b, c, u) = (a 1 , b 1 , c 1 , u 1 ) such that m/p = m 1 /p 1 . Since m ∈ {p, 2p, 3p} it follows that m/p is not an integer. Hence, m 1 /p 1 is not an integer either, so m/p = m 1 /p 1 entails p = p 1 and m = m 1 . So, we get
In turn this gives
Assume first that the right-hand side above is nonzero. The left-hand side is nonzero also. Then p is a divisor
abu|, a nonzero number of size at most x O(1) , which therefore has at most O(log x) prime factors. Further, the eight-uple (a, b, c, u, a 1 , b 1 , c 1 , u 1 ) can be chosen in at most
ways for large x.
Thus, there are at most x 1/4 log x primes p that can appear in that way, and for each such prime p we have A 3 (p) ≤ p 1/3+o(1) as p tends to infinity by the main result from [1] . Thus, for large x, there are at most x 1/4+1/3+o(1) < x 2/3 pairs (m, p) with the property that m/p arises from two different quadruples (a, b, c, u) and (a 1 b 1 , c 1 , u 1 ) as above for which abu = a 1 b 1 u 1 . Since we are shooting for a lower bound of ≫ x(log x) 3 , these pairs are negligible for the rest of the argument. Assume next that abu = a 1 b 1 u 1 . In this case, we also get
Since abu = a 1 b 1 u 1 and gcd(b,
Reducing equation (4) modulo gcd(b, b 1 ), we get that
The left-hand side is an integer in absolute value at most
It thus follows that ac 1 = a 1 c so a/c = a 1 /c b 1 , c 1 , u 1 ) , a contradiction. The above argument shows that
and it remains to deal with the first sum which equals:
For this, we use the Bombieri-Vinogradov Theorem. Note that we are counting primes p in a certain arithmetic progression of ratio abu < x 1/10+1/100+1/100 = x 3/25 < x 1/3 . The Bombieri-Vinogradov Theorem tell us that for every A, we have
For us, we will take Q = abu. However, given Q, there are many ways to choose (a, b, u) and then even more ways to choose c. Well, let us count how many ways there are. We have π(x, abu, d
We need to deal with the sum on the right-hand side above. 
It
with n := a + b. We need an upper bound on S 2 and a lower bound on S 1,n . We start with the upper bound on S 2 . Since
it follows that if we set D := {u : τ (u) ≥ (log x) 4 } and put
#D(t) ≪ t/(log x)
3 uniformly for t ∈ I.
Thus, by the Abel summation formula,
We now discuss S 1,n . Clearly, if we take D = {u : (n, u) = 1}, and put
In particular,
x 1/100
where we use the fact that τ (n) = x o(1) for x → ∞, and in particular τ (n)x −1/200 ≪ x −1/201 . Since (ϕ(n)/n) log x ≫ log x/ log log x and x −1/219 = o(1) = o(log x/ log log x) as x → ∞, it follows that in the above estimate, we may neglect the second term in the right-most side. Hence,
We thus get that
Thus, using (11) into (8), (7) becomes
Now observe that n := a+ b is in the interval [x 1/20 + x 1/200 , x 1/10 + x 1/100 ]. We shrink this to J 1 := [x 1/19 , x 1/10 ] and consider n = a + b ∈ J 1 with a ∈ [x 1/200 , x 1/100 ] coprime to n. In fact, a is coprime to n if and only if a coprime to b. Further, b = n − a > n/2. So, the sums in the right-hand side of (12) above exceed
The extra condition τ (n − a) < (log x) 4 is a translation of the condition τ (b) < (log x) 4 with the new notations. We get that for fixed n, the inner sum satisfies
By the previous arguments, we have that S 1,n ≫ (ϕ(n)/n) log x, and S 2 ≪ (log x) −2 . It remains to deal with S 3 . Luckily, this has been done in [3] . Namely, Corollary 7.4 in [3] , shows that uniformly for t ∈ I, we have that
Thus, putting D := {a : τ (n − a) ≥ (log x) 4 }, and D(t) := D ∩ [1, t], we have that
This is enough, via the Abel summation formula as in the argument used to derive (10) from (9), to deduce that
Hence, we get that S 1,n − S 2 − S 3 ≫ (ϕ(n)/n) log x, so that
Lastly we need to worry about numbers with a bounded number of divisors, so we write the last sum as
To bound S 2 we note that by writing n = dv for some divisor d ∈ I, by changing the order of summation, we have
where the prime ′ notation encodes the condition that
Retaining this condition for either d or v and summing up trivially over the other parameter, we get that
The counting function of the last set D := {d : τ (d) ≥ (log x) 2 } satisfies the inequality
where as usual
. By the Abel summation formula, we get that
showing via (13) that S 2 = O(log x). Finally,
This shows that S 1 − S 2 ≫ (log x) 2 , and therefore that
Upper bound
We shall bound the sum in the statement of Theorem 1 restricted to primes p the admit and solutions of Type I and Type II separately and we start with Type I.
Type I solutions
In this case, from (3), we have
By symmetry, we may assume that a ≤ b. We may also assume that m ≥ (log x) 4 , otherwise there are only O(π(x)(log x) 4 ) = O(x(log x) 3 ) pairs of positive integers (m, p) with p ≤ x and m ≤ (log x) 4 , and this bound is acceptable for us. Thus, abu ≪ x/(log x) 4 . Let δ > 0 to be fixed later.
Let f 1 (p) be the number of m arising in this way from some p. Then fixing abu and c | a + b, we need to count the number of primes p ≤ x with p ≡ d * (mod abu), where d * is the congruence class of −(a + b)/c modulo abu. Clearly, (a + b)/c and ab are coprime. The event that u is not coprime to (a + b)/c can happen for at most one prime p, and in this case p divides a + b. Hence,
a contradiction for large x. Thus, we may assume that u is coprime to (a + b)/c. Then the number of such primes p ≤ x is therefore
where the last inequality follows because abu ≤ x 1−δ . Summing over a, b, c and u, we get that the number of such situations is
The inner sum is ≤ u≤x 1/ϕ(u) ≪ log x. Thus,
We use the fact that
With this, and writing a = d 1 u, b = d 2 v whenever d 1 , d 2 are divisors of a and b respectively, we get that the above quantity is
Proposition 7.6 in [3] shows that uniformly in A, B, C, D all larger than 1, we have
, we have that
Summing this up over all i, j, k, ℓ in [0, log x/ log 2] and putting m := i + j, we get that
Inserting (15) into (14), we thus get that
This was under the assumption that abu ≤ x 1−δ . So, from now on we assume that abu > x 1−δ .
Let f 2 (p) be the number of such pairs (m, p). To count
we let a, b, c be fixed, then fix m such that abm ≤ x 1−δ and we need to count the number of primes p such that (p + (a + b)/c)/(am) = u is an integer. The number of such primes is
The last inequality above holds since abm ≤ x 1−δ . Here, again d * is the class of −(a + b)/c modulo abm. Again, (a + b)/c is coprime to m, for if not, then p | a + b, so that
which is false for large x. Now the argument from Case 1 leads to
We We also assume that c ≤ (a + b)/2 < b. Thus, b > max{a, c}. We write (a + b)/c = t so that b = ct − a and (ct − a)aum = p + t.
Thus,
Clearly,
Case 3. Suppose that t > x δ .
It follows that acum ≪ x 1−δ . We fix a, c, u, m and count the number of primes p ≤ x given by the form (16). This is the same as counting the number of primes in some arithmetical progression of ratio acum − 1 of first term a 2 um coprime to acum − 1. Note that a 2 um and acum − 1 are coprime. By the Siegel-Walfitz theorem, the number of such primes is
For the right-most inequality above, we used the fact that acum ≪ x 1−δ . So, we the contribution of this situation is
We need to estimate the last sum. We now use the formula 1
Since τ (n) = n o(1) , it follows that the last term on the right hand side is certainly O(n −1−1/6 ) = o(1/n), so it can be absorbed into the left-hand side. With this, we get
. A similar situation happens if one of the other 3 variables a, u, m realises max{a, c, u, m}. Thus,
which inserted into (17) gives S 3 ≪ x(log x) 3 .
Case 4. The remaining case.
Here, we assume that abu ≥ x 1−δ , abm ≥ x 1−δ , t ≤ x δ . It then follows that max{m, u, t} ≪ x δ . Since abu > x 1−δ and a < b, we get that b > x (1−2δ)/2 . Since b < ct ≤ cx δ , we get that c ≥ x (1−4δ)/2 . Taking δ = 1/10, we get that c ≫ x 0.3 . We return to equation (16), which we write as c(amut) − (t + a 2 um) = p.
Observe that c(amut) = p + t + a 2 um ≪ x + abum ≪ x.
Thus, amut ≪ x/c ≪ x 0.7 . Also t + a 2 um is coprime to amut. Indeed, for if not, then the only possibility is that p is a prime factor of the number gcd(amut, t + a 2 um) which must divide t. Thus, p ≤ x δ . Thus, the number of such pairs is at most for large x.
Fix a, m, u, t. We apply the Siegel-Walfitz theorem to get that for fixed a, m, u, t, the number of such primes (that is, the number of such c) is ≤ π(x, amut, −(t + a 2 um)) ≪ x ϕ(amut) log(x/(amut)) ≪ x (log x)ϕ(amut) .
The last inequality follows again because amut ≪ x 1−δ . We now sum up over all a, u, t, m getting This finishes the problem for the Type I solutions.
