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Although spatial statistics was developed based on probability and classic statis-
tics, the data usually handled by them are frequently very approximate and
linguistic and certainly are not suited for the probability concept. Furthermore, the
traditional spatial statistics is developed principally for mining situations. When the
approach is applied to problems under other situations such as air and water
pollution, certain basic assumptions need to be modified. In an earlier paper, fuzzy
spatial statistics was proposed. In this paper, neural learning combined with fuzzy
representation is suggested for handling the variogram, which is essentially a
covariance correlation, and the kriging, which is an unbiased method to estimate
the missing data. Based on the fuzzy adaptive network, various computational
methods are proposed to solve the resulting spatially distributed problem.  2000
Academic Press
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1. INTRODUCTION
Statistics based on spatial distribution, which is usually referred to as
 geostatistics 3, 7 , is a very useful tool for handling spatially distributed
data such as air and ground water pollution, mining exploration, and crop
or military surveys. These techniques were originally developed based on
probability theory or statistical experiments for mining situations where
spatially distributed data are obtained. One of the basic requirements of
probability is repeated experimentation. However, due to high cost, time
limit, the constantly changing dynamic nature of the data, and numerous
other difficulties, repeated measurements of any given spatial pattern are
seldom carried out. This lack of repetition is not suited for the basic
assumptions of probability theory. Furthermore, due to experimental diffi-
culties or other causes, the data are frequently incomplete. To make up
these absent data, combinations with other data and the use of some
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well-informed guesses are frequently adapted. The resulting data are more
qualitative than quantitative. They are ambiguous, imprecise, and fre-
Ž .quently linguistic the so-called ‘‘soft data’’ and thus are not suited for
treatment by the rigidly based probability theory. Several recent investiga-
tors have sought to overcome this problem by incorporating other ap-
 proaches such as the modified Bayesian approach 8 and interval valued
 sets 4 .
Another aspect is that the technique was developed for mining situa-
tions. Several assumptions or aspects need to be considered when applied
to other situations such as air and water pollution. For example, repeated
measurements are usually not carried out in mining situations. Further-
more, the intrinsic hypothesis assumption, which means that the variogram
function depends only on the separation and is independent of the location
for the two points, is frequently too restrictive for pollution investigations.
The first aspect is caused by the vagueness or fuzziness of the problem
and the second aspect is caused by simplification. The recently developed
 neuro-fuzzy approaches 1, 2, 9, 1114 are ideally suited to handle this
 modeling or estimation problem. In an earlier paper 10 , the present
investigators introduced the use of the fuzzy approach to solve this spatial
statistics problem. In this paper, the neuro-fuzzy approach is used. In
addition to formulating the fuzzy variogram, which essentially is a covari-
ance correlation, and the fuzzy kriging, which is an unbiased method to
estimate the missing data, the accuracy of the approximate formulations is
improved by the use of neural learning.
The first step in kriging estimation is the establishment of a representa-
tive variogram model, or a covariance model. In the following, the various
aspects of the fuzzy covariance model will be first established and dis-
cussed, and then neuro-fuzzy network learning is discussed.
2. THE VARIOGRAM
To introduce the nomenclature, the variogram technique and kriging are
briefly reviewed. More detailed discussions are given in the excellent books
   by Journel and Huijbregts 7 and Davis 3 .
The variogram is a function of the moment of the inertia against the
distance of separation, h, between two points of the same variable. The
moment of inertia is a very useful summary statistics, which indicates how
scattered the data are on an h-scatter plot. This inertia can be expressed
as
n1 2moment of inertia  x  y , 1Ž . Ž .Ý i i2n i1
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where x and y represent the coordinates of the same variable separated
by a distance or lag h and there are a total of n pairs of this variable. The
moment of inertia is a function of the distance h and the location of the
points. This function is the variogram or, more exactly, the semivariogram,
1 2
 h , x  z x  z x  h , 2Ž . Ž . Ž . Ž .Ý i i2 N hŽ . x x hj i
Ž .where N h pairs of this regionalized variable, z at distance h are
Ž .considered and z x represents the regionalized variable at position x .i i
In traditional spatial statistics, the intrinsic hypothesis is assumed and
thus, the variogram is a function only of the separation h and is indepen-
dent of x. The important characteristics or properties of the traditional
variogram are range, sill, and nugget effect. To define these properties,
consider the traditional variogram under the intrinsic hypothesis and it is a
Ž . Ž .function of h only, or,  h . As h approaches zero,  0 is frequently not
zero, which is caused by measurement errors or other factors. This
nonzero phenomenon is known as the nugget effect. In mining practice,
very often, the variogram stops increasing beyond a certain distance, h,
and remains constant. This constant value of the variogram is the sill. For
the traditional variogram, which is a function of one variable, h, the model
for the variogram can be obtained by the use of regression based on actual
data, or, if the data satisfy approximately an exiting theoretical model, this
existing model can be used. Many theoretical models have been proposed.
Some of them are exponential, spherical, Gaussian, linear, etc. All these
models can be used directly in the existing spatial statistics software.
The first step in kriging estimation is the establishment of a representa-
tive variogram model or covariant model. However, due to the usually very
scattered data, it is frequently difficult to establish the model. If the
location influences the variogram value, this problem is even more in-
volved. In the present paper, we propose using a neuro-fuzzy approach to
establish this model.
3. FUZZY VARIOGRAM
Based on the above discussions and also based on our desire to be able
to use, at least for some of the approaches, the existing crisp software, six
different ways to fuzzify the variogram are proposed and they are listed in
Table I. The only place that needs extensive computation is in establishing
the variogram. In order to use existing crisp software for this computation,
an -cut approach is used. This is shown in the last column of Table I.
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TABLE I
Fuzzy Approaches to the Variogram
Ž .Method z x Parameters Variogram
Ž .1 fuzzy crisp -cut
Ž .2 fuzzy crisp fuzzy
Ž .3 crisp fuzzy -cut
Ž .4 crisp fuzzy fuzzy
Ž .5 fuzzy fuzzy -cut
Ž .6 fuzzy fuzzy fuzzy
Methods 1, 3, and 5 used the -cut and thus the existing crisp software
could be used. For example, for Method 1, we first used -cut to reduce
Ž .the fuzzy data on the variable into several sets of crisp nonfuzzy data.
Then, these crisp data could be handled by the use of the existing
 GEOEAS software 6 , which was programmed for crisp data. The same
approach was used for methods 3 and 5 except that Method 3 applied
-cut to the fuzzy variogram parameters and Method 5 applied -cut to
both the fuzzy variable and the fuzzy variogram parameters.
If the -cut method is not used such as in Methods 2, 4, and 6, then we
must treat the fuzzy numbers and the fuzzy functions as they are. Again,
different approaches can be developed depending on how the fuzzy num-
bers and the fuzzy functions are handled. We can simply apply the
commonly used methods for handling fuzzy numbers and fuzzy functions,
or, we can develop some new approaches for the fuzzy variogram and fuzzy
 kriging. For the former, we can use the extension principle 13, 14 , which
is a direct method to fuzzify any existing crisp function into a fuzzy one.
 For the later, we can use the newly developed set value statistics 12 .
Applying these two approaches to Methods 2, 4, and 6, we generate 6
different approaches for solving the fuzzy variogram problem. The -cut
can still be used in forming these 6 approaches except that it is applied
during the latter stages of the manipulation. Now we have 12 different
approaches to solve our problem. In order to find out which one is the
best, actual numerical experiments must be carried out.
4. KRIGING
Kriging is known as the best linear unbiased estimator. However, due to
the unknown regional values of the variables and the unknown variances,
both the best and the unbiased aspects are frequently difficult to obtain. In
order to attain these ambitious goals, the assumed covariance or the
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assumed variogram model must be a correct representation of the actual
system. However, in actual practice, not only the assumed theoretical
model is frequently incorrect, even the basic assumptions of randomness
and repeated experiments are frequently unattainable.
In this section, the kriging approach is first outlined. Based on this
outline, the fuzzy approach is introduced. The main problem with fuzzy
kriging is the need for fuzzy optimization. Thus, our discussion for fuzzy
kriging is concentrated on devising approaches for solving the fuzzy opti-
mization problem.
The distinguishing feature of kriging from other geostatistic estimation
methods is the minimization of the variance of the errors. The error
variance can be expressed as
k1 22  r m , 3Ž . Ž .Ýr i rk i1
where  2 is the error variance of a set of k estimates, m is the mean ofr r
the error of the k estimates, and r is the error of the ith estimate whichi
ˆŽ . Ž .can be expressed as r  z x  z x . The variable with indicates theˆI i i
estimated value of that variable. In kriging, we estimate the point where
we do not have a sample by the weighted linear combination of the
average samples,
n
z x  w z x , 4Ž . Ž . Ž .ˆ Ý0 j j
j1
where w is the weight at position j. The purpose of kriging is to obtain thej
best unbiased linear combination of the weights. In this section, we shall
restrict our discussion to the traditional variogram. By minimizing the
Ž .variance, Eq. 3 , with the unbiased condition as a constraint, we can
obtain the system of equations
n
w  h    h , i 1, 2, . . . , nŽ .ˆŽ .Ý j i j i0
j1
n
w  1, 5Ž .Ý i
i1
where h represents the distance between x and x ,  is the newlyi j i j
introduced Lagrange multiplier variable, h is the distance between xi0 i
and the position of the regional variable whose value is being estimated,
Ž .and the last equation in Eq. 5 represents the unbiased condition. The
value of  can be obtained from the variogram equations. Thus, the only
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Ž .unknowns in Eq. 5 are the w’s and , which can be obtained by solving
Ž .the equations in Eq. 5 . Once the values of the weights are obtained, the
Ž .unknown regionalized value can be estimated by using Eq. 4 .
5. FUZZY KRIGING
Ž .In order to solve Eq. 5 , we must know the values of  which usually
are obtained from the variogram equation. If the -cut method is not used,
the values for  obtained are fuzzy numbers and thus fuzzy kriging must
be used.
Ž .Since the set of kriging equations, Eq. 5 , is obtained by minimizing the
error variance subject to the constraint of the unbiased condition, some
kind of fuzzy optimization technique must be used. There are many fuzzy
 optimization techniques in the literature. The paper by Chang and Lee 1
gives a fairly extensive summary on the current status of fuzzy optimiza-
tion. In general, constrained linear fuzzy optimization can be carried out
easily without too much additional effort as compared to crisp linear
programming. But, unfortunately, the set of equations to be minimized is
generally nonlinear. This nonlinearity is caused by the use of covariance.
We can devise at least three general classes of approaches for fuzzy
kriging: the -cut approach, the use of the extension principle, and the
 set-value statistics approach 12 . The main problems with the last two
approaches are the need for fuzzy optimization. If the -cut is used, crisp
kriging equations result and thus existing crisp software can be used.
6. FUZZY KRIGING BY SET-VALUE STATISTICS
Ž .  i Set-Value Statistics. The concept of set-value statistics 12 is not
new. However, the development is fairly long and involves rigorous mathe-
matics. Only a fairly general description is given in the following. Due to
space limitations, we have avoided all the mathematical details.
Ž .In classical statistics nonfuzzy , the result of one experiment is repre-
sented by one point. But, in set-value statistics, the result of one experi-
ment is represented by a set. In classical statistics, the experiment is
concerned with whether or not the result, which is represented by a point,
belongs to a given or specified set. While in set-value statistics, the
experiment is concerned with whether or not the result, which is repre-
sented by a set, includes the given or the specified point. Thus set-value
statistics is dealing with a set of results instead of just one. It is the
boundary of this set of results, which is random as compared with the
classical approach where the point of outcome is random.
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For example, in geostatistics the results are scattered over a wide space.
This whole wide space can be considered as a set, or a part of this space
with a certain desired property can be considered as a set with random
boundary. This set can be treated in its entirety, which is quite different
from the current approach where some kind of average estimate between
data points must be made. In other words, we do not lose any information
as in the current kriging approach due to averaging.
Another expected application is in regression. The use of set-value
statistics can improve the regression approach both in computation and in
accuracy. Furthermore, it increases the flexibility or the controllability of
the user. In other words, the user can control the degree of accuracy by
adjusting between the accuracy of the data and the computation effort the
data deserved.
Ž .  ii Fuzzy Regression 9 . Based on set-value statistics, least squares, and
the fuzzy algorithm, a regression approach was developed. The basic
derivation is based on topology. The results are somewhat similar to the
 results of Diamond 5 for simple problems. Without going into details, the
results are summarized in the following. This summary is oversimplified
but it does show the essence of the problem.
Ž .We start with the establishment of the probability space , A, P ,
where  represents the sample space which includes all the possible
outcomes, A represents a sigma-algebra or Borel fields which is measur-
able, and P is the probability measure or the probability. If the possible
events are finite, A coincides with the sample space . We also need to
use the Hausdorff separable topological space and define a Hausdorff
metric. A metric is essentially a distance in hyper-space. Another ingredi-
ent we need is the fuzzy number. For illustrative purposes, let us consider
the linear L, R-fuzzy numbers, which are essentially the triangular num-
bers and which can be represented by
 m xŽ .
L for x	m , a 0,ž /a
f˜ x  6Ž . Ž .
xmŽ .
R for xm , b 0. ž /b
The correlated equations can be represented in the usual forms,
y a bx , 7Ž .˜ ˜
where the  over the symbols represents fuzzy numbers. In other words,
Ž .both x and y are fuzzy or, triangular fuzzy numbers for simplicity , but
the coefficients a and b are not fuzzy. The values of a and b can be
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obtained by minimizing,
2min y a bx . 8Ž . Ž .˜ ˜Ýa , b
i
It should be pointed out that if both b and x are fuzzy, we need to
perform fuzzy multiplication, which is much more involved.
Ž .iii Fuzzy Kriging. Based on the concept developed above, we can
develop fuzzy kriging. For example, to estimate y, we can consider the
weighted average of the data,
n
estimatey  w z x , 9Ž . Ž .˜Ý i i
i1
where z is the regionalized fuzzy data which may be in triangular form and
w represents the weights. We also assumed that the random function is
second order stationary, which is generally used in least-squares estima-
tions.
7. NEURO-FUZZY ADAPTIVE NETWORK
The adaptive network is essentially a network representation of the
neuro-fuzzy inference system, which is a powerful universal approximator
for vague and fuzzy systems. We shall not go into details of the approach
and only the essentials and the necessary nomenclature are introduced in
Žthe following. The reader is referred to the literature for details for
  .example, Ref. 2 , where other references are also given .
The adaptive network is a computing framework based on fuzzy ifthen
 rules, fuzzy reasoning, and the neural network 2, 11 . The basic structure
of the network consists of four conceptual components:
Ž .1 a rule base, which contains a set of fuzzy rules,
Ž .2 a data base, which defines the membership functions used in the
fuzzy rules,
Ž .3 a reasoning mechanism, which performs the inference procedure
based on the given fuzzy rules, and
Ž .4 a learning mechanism, which improves or updates the approxi-
mate representations.
Depending on the fuzzy ifthen rules and the aggregation procedure
used, different fuzzy inference systems can be formed. The adaptive
 network is based on the Sugeno fuzzy inference model 11 , which provides
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a deterministic system of output equations and thus, the parameters
involved can be estimated easily.
The above adaptive network can be applied in various ways to improve
the estimation of the variogram function. The network can first represent
the system and then improve the representation by learning. Consider the
estimation of the variogram function from a set of spatial data which
represents water pollution in a river. Assume the data are continuously
collected at various locations and further assume that the variogram
depends on both the separation and the location of the data collecting
points. Thus, the variogram is a function of the separation distance, h, and
Ž . Ž .the location, x. Suppose we divide the distance as long L and short S
Ž . Ž .and the location as far F and near N with respect to a fixed point. Then,
the fuzzy inference for this simple case can be represented by the following
four fuzzy rules:
IF h is long AND x is far, THEN Y 1  a1  b1 x  c1 x1 2
IF h is long AND x is near, THEN Y 2  a2  b2 x  c2 x1 2
IF h is short AND x is far, THEN Y 3  a3  b3 x  c3 x1 2
IF h is short AND x is near, THEN Y 4  a4  b4 x  c4 x ,1 2
where aI, b I, c I, I 1, 2, 3, 4, are fuzzy parameters, which were defined as
real or crisp numbers in the original Sugeno system. The equation after
THEN represents the variogram function. This fuzzy inference system is
represented schematically in Fig. 1.
To reflect different adaptive abilities, two different types of nodes,
circles or squares, are used. Square nodes are adaptive nodes with parame-
ters and the circle nodes are fixed nodes. The nodes in layer 1 are adaptive
nodes, which output membership functions representing ‘‘long,’’ ‘‘short,’’
‘‘near,’’ and ‘‘far.’’ The Gaussian membership function is assumed with
parameters  and  , where  represents the mean and  represents the
spread. The nodes in layer 2 are fixed nodes and perform the fuzzy AND
for the premise section of the inference rule. The nodes in layer 4 are
adaptive nodes, which handle the linear polynomials in the consequence
section of the fuzzy rule.
Hybrid training is used. The training of the consequence section is based
on Tanaka’s linear programming approach and the premise section used
backpropagation. The performance or error measure is defined as the
least-squares difference between the target or desired output and the
estimated output. Symmetric triangular fuzzy numbers are used to repre-
sent these estimated and desired outputs.
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8. DISCUSSION
Although a simple problem with only two factors is considered, it is clear
that the approach can be extended easily to more complex problems. For
example, instead of only two values such as ‘‘far’’ and ‘‘near,’’ we could
have used more values such as ‘‘very far,’’ ‘‘far,’’ ‘‘not far,’’ etc. This would
give more grading or a smaller granule to obtain better accuracy.
There are many other problems which can be considered. For example,
the optimization in the kriging problem can also be considered. This is
especially true if fuzzy kriging is used. Network learning can improve
representation.
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