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In his somewhat informal derivation, Akaike (in ‘‘Proceedings of the 2nd Inter-
national Symposium Information Theory’’ (C. B. Petrov and F. Csaki, Eds.),
pp. 610–624, Academici Kiado, Budapest, 1973) obtained AIC’s parameter-count
adjustment to the log-likelihood as a bias correction: it yields an asymptotically
unbiased estimate of the quantity that measures the average fit of the estimated
model to an independent replicate of the data used for estimation. We present the
first mathematically complete derivation of an analogous property of AIC for
comparing vector autoregressions fit to weakly stationary series. As a preparatory
result, we derive a very general ‘‘overfitting principle,’’ first formulated in a more
limited context in Findley (Ann. Inst. Statist. Math. 43, 509–514, 1991), asserting
that a natural measure of an estimated model’s overfit due to parameter estimation
is equal, asymptotically, to a measure of its accuracy loss with independent replica-
tes. A formal principle of parsimony for fitted models is obtained from this, which
for nested models, covers the situation in which all models considered are misspe-
cified. To prove these results, we establish a set of general conditions under which,
for each y \ 1, the absolute yth moments of the entries of the inverse matrices
associated with least squares estimation are bounded for sufficiently large sample
sizes. © 2002 Elsevier Science (USA)
AMS 2000 subject classifications: 62M10; 62M20; 93C35; 93E12; 93E24.
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least squares matrices; uniform Lipschitz condition; elliptical distributions.
1. INTRODUCTION
Akaike’s minimum AIC criterion has been recognized as a breakthrough
for the practice and theory of statistics; see deLeeuw (1990). It is therefore
a criterion for which it is appropriate to have a mathematically complete
derivation, preferably with near minimal assumptions and in a general
framework in order to facilitate understanding of its versatility and its
limitations. This paper provides such a derivation for vector time series
regression models starting from an approach that is analogous to that used
by Akaike (1973) for models of identically distributed data. Akaike took as
his guiding theoretical goal the identification of the estimated model having
best expected fit to an independent replicate of the data used for estimation
of parameters. (deLeeuw (1990) discusses Akaike’s approach and alterna-
tives that also use replicates.) Akaike’s strategy for demonstrating this
property was to show AIC to be an asymptotically unbiased estimator of
the mean expected maximized log-likelihood. Like all subsequently
published general derivations of this unbiasedness property, e.g., Sakamoto
et al. (1986), Ogata (1980), Findley (1985), Bhansali (1986), and others
referenced in Findley (1999), his did not fully establish convergence in
mean. Convergence in mean is typically difficult to prove because it
requires verification of a condition that yields uniform integrability. It is
achieved in the present article, together with a rate of convergence, as a by-
product of convergence in a higher order moment norm. To establish the
latter, we provide a new moment bound result (Theorem 4.1), a generaliza-
tion in various ways of moment bound results of Fuller and Hasza (1981),
Findley and Wei (1989), Bhansali and Papangelou (1991), and Papangelou
(1994). Moreover, stimulated in part by the treatment in Ogata (1980) of
scalar autoregressive models, various aspects of Akaike’s approach to AIC
are generalized to the case of incorrect multivariate models. This includes
several types of generalizations of the result of Shimizu (1978) for uni-
variate Gaussian autoregressive processes which Findley (1991, 1999)
shows can be interpreted as an ‘‘overfitting principle’’ affirming that a
natural measure of an estimated model’s overfit due to parameter estima-
tion is equal, asymptotically, to a measure of its accuracy loss with
independent replicates. As a consequence, a new, mathematically exact
principle of parsimony is justified for nested model comparisons of not
necessarily correct models. Further, the missing theoretical details are
provided for the examples of Findley (1991) to establish that parsimonious
model choice can lead to increased accuracy loss in the case of non-nested
comparisons of misspecified models.
A more detailed overview follows concerning AIC, the moment bound
result, and the models we consider.
1.1. An AIC for Vector Autoregressions
For simplicity we start with autoregressions. Let Yt=(Y1t · · ·Ydt)Œ denote
a mean zero, d-dimensional, covariance stationary time series. (We use Œ for
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transpose.) For every p \ 1, define the pd-dimensional series Xt(p)=
(Y −t · · ·Y
−
t−p+1)
−. There is a natural autoregressive relation between Yt and
Yt−1, ..., Yt−p,
Yt=A(p)Xt−1(p)+e
(p)
t , (1)
in which e (p)t is uncorrelated with Xt−1(p) and, with E denoting expect-
ation, the coefficient matrix is A (p)=EYtXt(p)Œ (EXt(p) Xt(p)Œ)−1. (Our
later assumptions will guarantee the existence of the inverse.) If observa-
tions Yt, Xt−1(p), t=1, ..., T, are available, then A (p) and S (p)=Ee
(p)
t e
(p)Œ
t
can be estimated by
Aˆ (p)T =C
T
j=1
YtXt−1(p)Œ 1 CT
j=1
Xt−1(p) Xt−1(p)Œ 2−1 (2)
and
Sˆ (p)T =T
−1 C
T
j=1
(Yt−Aˆ
(p)
T Xt−1(p))(Yt−Aˆ
(p)
T Xt−1(p))Œ (3)
respectively, which are the maximizers of the (pseudo-) log-likelihood
function of Gaussian form for the model (1),
L (p)T (A, S)=−
T
2
log 2p |S|
−
1
2
tr 3S−1 CT
t=1
(Yt−AXt−1(p))(Yt−AXt−1(p)) −4 . (4)
Here tr denotes trace. The AIC for the data and model (1) is defined by
AIC(p)T =T log L
(p)
T (Aˆ
(p)
T , Sˆ
(p)
T )+2dp. (5)
Akaike’sMinimum AIC Criterion proposes that, among competing Xt−1(p),
1 [ p [ P, the regressor with the smallest AIC(p)T is to be preferred.
Obviously, to apply or analyze this criterion, only properties of differences
of AIC values need be considered.
WederiveAIC(p)T in analogywithAkaike (1973) as follows.WithE
(p)
T (A, S)=
EL (p)T (A, S) denoting the expected log likelihood function, we obtain the
term 2dp as an asymptotic bias correction connected with the use of AIC(p)T
to estimate −2 times E (p)T (Aˆ
(p)
T , Sˆ
(p)
T ) (or its expected value) for regressors
Xt−1(p) that are complete, meaning there is a correct model (in a sense to
be defined) whose regressor is a subvector of Xt−1(p). It will be shown in
Section 3.2 that the term 2dp accounts only for the limiting bias due to the
estimation of A (p). If the bias arising from estimation of S (p) has a limiting
AIC AND THE BOUNDEDNESS OF MOMENTS OF INVERSES 417
value, limTQ. E{−2E
(p)
T (Aˆ
(p)
T , Sˆ
(p)
T )−AIC
(p)
T }, it can be ignored because
its value will be same for all complete regressors and therefore will not
affect AIC differences, as Ogata (1980) observed for univariate, not neces-
sarily Gaussian autoregressions. (Bhansali (1986) states the unbiasedness
property for differences of AIC values and corrects many errors in Ogata’s
derivation of the value of this limit.) By focusing more extensively on
the properties of differences of AIC values than was done for previous
derivations of AIC, we show that even when this limit fails to exist
(cf. Example 1 below), the definition (5) still yields a criterion with the
required asymptotic unbiasedness property.
In the technical report, Findley and Wei (1989), we provided a mathe-
matically complete derivation of AIC(p)T (and also of the generalization (14)
below) for the case of vector Gaussian time series that conform to a finite-
order autoregressive model of order p0 [ p. For such series, the variate
T1/2(Aˆ (p)T −A
(p)) has a limiting distribution, and this earlier derivation,
following the earlier, less complete derivations of AIC, made use of this
fact. The present article offers a derivation of AIC(p)T , stated in
Corollary 3.2 and Theorem 4.2, for which moments of Yt of order greater
than 2 need not be stationary. Hence situations are covered in which
T1/2(Aˆ (p)T −A
(p)) does not have a limiting distribution.
For univariate time series models, Findley (1985) and Bhansali (1986)
sought to provide derivations of AIC that rigorously established the
required convergence in mean. However, Findley made assumptions about
the behavior of parameter estimates from compact sets, one of which
((2.IV(i)) is unnatural. Bhansali’s proof relies on results that were published
without proofs and some of these proofs in handwritten notes provided by
Bhansali seem to require a property established by the Theorem of
Bhansali and Papangelou (1991) that we now discuss.
1.2. The Regressors and the Boundedness of Moments of Inverse Matrices
(Property A)
The deepest technical result we require to derive AIC is Theorem 4.1 in
Section 4. This verifies the following Property A for linear processes
Yt=;.j=0 Cjet− j under a uniform Lipschitz condition on the distributions
of the independent process et. To state this property, we use lmin(S) to
denote the smallest eigenvalue of a symmetric matrix S. Recall that if
lmin(S) > 0, then l
−1
min(S) is the maximum eigenvalue of S
−1 and if S is
m×m, the entries s ij of S−1 satisfy |s ij| [ ml−1min(S).
Property A. For each p=1, 2, ... and each real moment order y \ 1,
there exists a positive integer T(p, y) such that
sup
T \ T(p, y)
El−ymin 1 1T C
T
t=1
Xt(p) Xt(p) −2 <.. (6)
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Proposition 10.2 of Findley and Wei (1989) established this property for
full rank multivariate Gaussian autoregressive processes of finite order,
generalizing a univariate result of Fuller and Hasza (1981). Also for the
case d=1, Bhansali and Papangelou (1991) proved Property A for (not
necessarily autoregressive) strictly stationary processes Yt with finite
moments of all orders under an essentially Gaussian assumption that
Papangelou (1994) overcame by the use of a Lipschitz condition on the
innovations process of Yt. In Section 4, we obtain (6) under weaker condi-
tions than Papangelou and for all d \ 1 for the case in which Yt is a linear
process.
Lewis and Reinsel (1988) use an assumption essentially equivalent to (6)
with p=1 to obtain bias properties of coefficient estimates and forecast
error variance matrices of incorrect vector autoregressive models. Also, (6)
appears as a hypothesis in Theorems 4 and 5 of Fukuchi (1999), which
establish the consistency of a risk estimator and of an order selection
criterion for not necessarily Gaussian univariate autoregressions.
1.3. Applications to Multivariate Modeling
For many important applications Yt=(Y1t · · ·Ydt)Œ is to be regarded as
the vector of the values at time t of all variables of possible interest for the
model including the entries of the model’s ‘‘dependent’’ variable
yt=(y1t, ..., yqt)Œ; i.e., yt is a subvector of Yt. Each candidate regressor xt−1
is a subvector of some Xt−1(p) with p \ 1 (the same subvector for every t),
and the regression models to be estimated have the form yt=A(x)xt−1+
e (x)t , with Ee
(x)
t x
−
t−1=0. In this situation, there can be large numbers of
candidate models, too many for individual analyses. This is the context in
which Akaike developed his FPEC (final prediction error for control)
model selection criterion, which stimulated the development of AIC (see
Findley and Parzen (1995)). The AIC for such a model, defined in (14)
below, is asymptotically equivalent to FPEC. It is these models, which
include autoregressive models as a special case, that are the focus of this
article. Successful solutions to regressor selection problems of this form
that utilize these criteria are described in Otomo et al. (1972), Nakamura
and Akaike (1981), Akaike and Nakagawa (1988), Ohtsu et al. (1979), and
Akaike and Kitagawa (1998). These applications constitute some of the
most important successes of time series modeling; see Findley and Parzen
(1995). We note that when d=1, then yt=Yt, and these regression models
are scalar autoregressions, perhaps with missing lags.
In the next section, we present concepts, basic properties, and a theorem
codifying the approach taken to derive AIC and various overfitting
principles. The conditions on Yt that we use to implement this approach are
given in Section 4. All proofs are given in the Appendix.
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2. OVERFITTING PRINCIPLES AND AIC FOR
STATIONARY REGRESSIONS
2.1. Stationary RegressionModels and Their Gaussian Log-Likelihood Functions
In this section, we assume that the d-dimensional process Yt has mean
zero and is covariance stationary. For p \ 1 and Xt(p)=(Y −t · · ·Y −t−p+1)Œ,
define
CXX(p)=EXt(p) Xt(p)Œ. (7)
Let yt be a q-dimensional subvector of Yt and let xt−1 be an r-dimensional
subvector of some Xt−1(p). Set Cyx=Eytx
−
t−1, C
xx=Ext−1x
−
t−1, and assume
that Cxx is nonsingular. The matrix A(x)=Cyx(Cxx)−1 minimizes E(yt−Axt−1)
(yt−Axt−1)Œ and defines a regression model
yt=A (x)xt−1+e
(x)
t , (8)
in which e (x)t =yt−A
(x)xt−1 is covariance stationary with mean zero and
satisfies
Ee (x)t x
−
t−1=0. (9)
Under the very weak condition that sample second moments consistently
estimate the corresponding population moments; e.g., p-limTQ. T−1
;Tj=1 ytx −t−1=Cyx, the least squares estimator
Aˆ (x)T =C
T
j=1
ytx
−
t−1
1 CT
j=1
xt−1x
−
t−1
2−1 (10)
of A (x) in (8) is consistent, and the error covariance matrix S (x)=Ee (x)t e
(x)Œ
t
of (8) is consistently estimated by
Sˆ (x)T =T
−1 C
T
j=1
(yt−Aˆ
(x)
T xt−1)(yt−Aˆ
(x)
T xt−1)Œ. (11)
(For the early references on estimation of not necessarily correct time series
models, beginning with Akaike’s work, see (Ljung, 1978).) The nonsin-
gularity of Cxx, and also of S (x), is implied by the nonsingularity of
CXX(p+1), which follows readily from Property A.
The estimates Aˆ (x)T and Sˆ
(x)
T jointly maximize the Gaussian (pseudo-)
log-likelihood function of the model (8) defined by
L (x)T (A, S)=−
T
2
log 2p |S|−
1
2
tr 3S−1 CT
t=1
(yt−Axt−1)(yt−Axt−1)Œ4 . (12)
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The maximum value is
L (x)T (Aˆ
(x)
T , Sˆ
(x)
T )=−
T
2
{log 2p |Sˆ (x)T |−q}, (13)
leading to a definition of AIC for this model and data as
AICT=T log 2p |Sˆ
(x)
T |+2qr. (14)
Since yt−Axt−1=e
(x)
t +(A
(x)−A) xt−1, it follows from (9) that the expected
log-likelihood function, E (x)T (A, S)=EL
(x)
T (A, S), has the formula
E (x)T (A, S)=−
T
2
log 2p |S|
−
T
2
tr(S−1{S (x)+(A−A (x)) Cxx(A−A (x))Œ}). (15)
It is uniquely maximized at the optimal matrices A (x), S (x), with
E (x)T (A
(x), S (x))=−
T
2
{log 2p |S (x)|−q}. (16)
This follows by expressing the r.h.s. of (15) in terms of the eigenvalues of S
and S (x); see the proof of Lemma 3.1 of Hosoya and Taniguchi (1982).
The variate E (x)T (Aˆ
(x)
T , Sˆ
(x)
T ), obtained by evaluating E
(x)
T (A, S) at
Aˆ (x)T , Sˆ
(x)
T , has an alternative formula that facilitates interpretation. Let
ygt , x
g
t−1, 1 [ t [ T be an independent replicate of yt, xt−1, 1 [ t [ T (same
joint distribution) with expectation operator Eg. If L (x)*T (A, S) denotes the
log-likelihood of the form (12) for the regression of ygt on x
g
t−1, then
L (x)*T (Aˆ
(x)
T , Sˆ
(x)
T ) measures the fit of the estimated model to the replicate,
and, because Aˆ (x)T and Sˆ
(x)
T are independent of the replicate, we have
E (x)T (Aˆ
(x)
T , Sˆ
(x)
T )=E
gL (x)*T (Aˆ
(x)
T , Sˆ
(x)
T ). (17)
2.2. Overfit, Accuracy Loss, and Bias Correction
The variates L (x)T (Aˆ
(x)
T , Sˆ
(x)
T ) and E
(x)
T (Aˆ
(x)
T , Sˆ
(x)
T ) determined by the
parameter estimates can be compared to their ideal values by means of
L (x)T (Aˆ
(x)
T , Sˆ
(x)
T )=L
(x)
T (A
(x), S (x))+{L(x)T (Aˆ
(x)
T , Sˆ
(x)
T )−L
(x)
T (A
(x), S (x))}
(18)
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and
E (x)T (Aˆ
(x)
T , Sˆ
(x)
T )=E
(x)
T (A
(x), S (x))−{E (x)T (A
(x), S (x))−E (x)T (Aˆ
(x)
T , Sˆ
(x)
T )},
(19)
respectively. We call the nonnegative random quantity
L (x)T (Aˆ
(x)
T , Sˆ
(x)
T )−L
(x)
T (A
(x), S (x)) (20)
the overfit associated with parameter estimation. It measures the amount
by which likelihood optimization has increased the log-likelihood function
above its value at the ideal matrices A (x) and S (x). The nonnegative random
quantity
E (x)T (A
(x), S (x))−E (x)T (Aˆ
(x)
T , Sˆ
(x)
T ) (21)
is called the accuracy loss associated with parameter estimation. It is an
analogue of the Kullback–Leibler information discrepancy from the ideal
model to the estimated model (Kullback and Leibler, 1951). These defini-
tions of overfit and accuracy loss are analogues of those offered in Findley
(1991, 1999).
For model comparison, Akaike (1973) proposed that the maximized log-
likelihood be bias corrected to become an asymptotically unbiased estimator
of the expected log-likelihood function evaluated at the estimated model
parameters. Because
L (x)T (Aˆ
(x)
T , Sˆ
(x)
T )−E{L
(x)
T (Aˆ
(x)
T , Sˆ
(x)
T )−E
(x)
T (Aˆ
(x)
T , Sˆ
(x)
T )} (22)
has expected value EE (x)T (Aˆ
(x)
T , Sˆ
(x)
T ), the right-hand term in (22) is the bias
of L (x)T (Aˆ
(x)
T , Sˆ
(x)
T ) as an estimator of E
(x)
T (Aˆ
(x)
T , Sˆ
(x)
T ). Since E
(x)
T (A
(x), S (x))=
EL (x)T (A
(x), S (x)) by definition, this bias can be decomposed into the sum of
the mean overfit and the mean accuracy loss,
E{L (x)T (Aˆ
(x)
T , Sˆ
(x)
T )−E
(x)
T (Aˆ
(x)
T , Sˆ
(x)
T )}
=E{L(x)T (Aˆ
(x)
T , Sˆ
(x)
T )−L
(x)
T (A
(x), S (x))}
+E{E (x)T (A
(x), S (x))−E (x)T (Aˆ
(x)
T , Sˆ
(x)
T )}. (23)
In the derivations of AIC referred to in the Introduction (except those of
Findley (1985) and Bhansali (1986)), it is argued that when the correct
model (e.g., density function) is nested within the class of the estimated
models, then, in our nomenclature, two times the overfit and two times the
accuracy loss each have the same chi-square limiting distribution (whose
degrees of freedom are the number of estimated parameters in the model)
and, it is assumed, therefore the same limit in mean. This convergence of
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the means to the same value would imply that the difference between mean
accuracy loss and mean overfit tends to zero as TQ.. The analogous
assertion for the regression model (8) is
lim
TQ.
[E{E (x)T (A
(x), S (x))−E (x)T (Aˆ
(x)
T , Sˆ
(x)
T )}
−E{L (x)T (Aˆ
(x)
T , Sˆ
(x)
T )−L
(x)
T (A
(x), S (x))}]=0. (24)
We shall verify (24) without requiring the regressor xt−1 to be ‘‘correct’’
in any sense. This result, which we refer to as the mean overfitting principle,
follows from the approximations of the next subsection under quite general
assumptions detailed in Section 2.4 and Section 4.
2.3. Decomposition of Overfit and Accuracy Loss
The overfit (20) has a decomposition into nonnegative components that
isolates the effect of estimating S (x) given Aˆ (x)T and the effect of estimating
A (x) given S (x):
{L (x)T (Aˆ
(x)
T , Sˆ
(x)
T )−L
(x)
T (Aˆ
(x)
T , S
(x))}+{L(x)T (Aˆ
(x)
T , S
(x))−L (x)T (A
(x), S (x))}
=UˆLT+Vˆ
L
T (definitions). (25)
The accuracy loss (21) has the corresponding decomposition
{E(x)T (Aˆ
(x)
T , S
(x))−E (x)T (Aˆ
(x)
T , Sˆ
(x)
T )}+{E
(x)
T (A
(x), S (x))−E (x)T (Aˆ
(x)
T , S
(x))}
=UˆET+Vˆ
E
T (definitions), (26)
in which UˆET and Vˆ
E
T can be interpreted as measures of accuracy loss
resulting from the estimation of S (x) and A (x), respectively (whenever
UˆET \ 0, which occurs with probability approaching one with increasing T
under the assumptions of the theorems below. VˆET \ 0 always.) The
convergence properties we present next, which are the keystone properties
of this article, yield overfitting principles for the components of (25) and
(26), i.e. the convergence to zero of UˆLT−Uˆ
E
T and Vˆ
L
T− Vˆ
E
T , in a strong
sense.
For a positive definite matrix S, let S1/2 and S−1/2 denote the symmetric
square roots of S and S−1, respectively. Let Im denote the identity matrix of
orderm. The transformed variates e˜ (x)t =[S
(x)]−1/2 e (x)t and x˜t=[C
(x)]−1/2 xt
have covariance matrices Iq and Ir, respectively. Define
U (x)T =
1
4
tr 1 1
T1/2
C
T
t=1
(e˜ (x)t e˜
(x)Œ
t −Iq)22, (27)
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and
V (x)T =
1
2
tr 1 1
T1/2
C
T
t=1
e˜ (x)t x˜
−
t−1
21 1
T1/2
C
T
t=1
e˜ (x)t x˜
−
t−1
2 −. (28)
Using conditions that yield higher-order moment boundedness for U (x)T and
V (x)T , Theorem 2.1 below and Theorem 4.2 affirm the following fundamental
approximation results with respect to the L1+a-norm ||z||1+a=(E |z|1+a)1/1+a:
lim
TQ.
||UˆLT−U
(x)
T ||1+a=0. (29)
lim
TQ.
||VˆLT−V
(x)
T ||1+a=0. (30)
lim
TQ.
||UˆET −U
(x)
T ||1+a=0. (31)
lim
TQ.
||VˆET −V
(x)
T ||1+a=0. (32)
When these results hold, overfit and accuracy loss are approximated
arbitrarily well in L1+a-norm by U (x)T +V
(x)
T as TQ., and hence by each
other. For information about this norm and its basic inequalities, see
Royden (1988, pp. 118–122). Now we describe properties that yield
(29)–(32).
2.4. Property B and Theorem 2.1
As above, let Yt=(Y1t · · ·Ydt)Œ denote a mean zero, covariance stationary
d-dimensional time series. In addition to (6), we need the boundedness of
4(1+b)th order absolute moments of scaled and centered sample second
moments of Yt.
Property B. For some b > 0 and any lags k, l \ 0,
sup
1 [ T <.
1 [ i, j [ d
E : 1
T1/2
C
T
t=1
(Yi, t−kYj, t− l−EYi, t−kYj, t− l) :4(1+b) <.. (33)
A result that establishes this property will be presented in Section 4. It
follows easily from (33) and the Cauchy–Schwartz inequality that
sup
1 [ T <.
> tr 1 1
T1/2
C
T
t=1
(e (x)t e
(x)Œ
t −S
(x))22>
2(1+b)
<. (34)
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and
sup
1 [ T <.
> tr 1 1
T1/2
C
T
t=1
e (x)t x
−
t−1
21 1
T1/2
C
T
t=1
e (x)t x
−
t−1
2 −>
2(1+b)
<. (35)
also hold, and that sup1 [ T <. ||U
(x)
T ||2(1+b) and sup1 [ T <. ||V
(x)
T ||2(1+b) are finite.
Theorem 2.1. Let Yt be a mean zero, covariance stationary vector time
series that has Properties A and B. For b as in (33), let a satisfy 0 [ a < b.
Then, for any model (8) in which yt is a subvector of Yt and xt−1 is a subvec-
tor of Xt−1(p), the L1+a-norm approximation results (29)–(32) hold for the
components of overfit and accuracy loss given by (25)–(26).
Consequently, the difference between overfit and accuracy loss tends to
zero in this norm,
lim
TQ.
||{E(x)T (A
(x), S (x))−E (x)T (Aˆ
(x)
T , Sˆ
(x)
T )}
−{L(x)T (Aˆ
(x)
T , Sˆ
(x)
T )−L
(x)
T (A
(x), S (x))}||1+a=0, (36)
and therefore also in mean,
lim
TQ.
E({E(x)T (A
(x), S (x))−E (x)T (Aˆ
(x)
T , Sˆ
(x)
T )}
−{L(x)T (Aˆ
(x)
T , Sˆ
(x)
T )−L
(x)
T (A
(x), S (x))})=0. (37)
If (33) continues to hold when the exponent 4(1+b) is increased to 8(1+b),
then the rate of convergence in (29)–(32) and (36), (37) is O(T−1/2).
We call (36) the L1+a-norm overfitting principle. The mean overfitting
principle (37) follows from (36) by virtue of the inequality |Ez| [ ||z||1+a. The
earliest overfitting principle (our terminology) is due to Shimizu (1978).
For a scalar Gaussian autoregressive process and a regressor that contains
all of the past values of yt needed to express the true autoregression,
Shimizu proved that the difference between (20) and (21) tends to 0 in
probability as TQ..
Remark 1. If the exponent 4(1+b) in (33) is increased to 16(1+b), or,
equivalently, if b > 3, then the proof of Theorem 2.1 can be modified
to yield the almost sure convergence to zero of the variates
UˆLT−U
(x)
T , ..., Vˆ
E
T −V
(x)
T in (29)–(32), from which almost sure overfitting
principles follow; see the discussion following the proof of Theorem 2.1 in
Section A.1.
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3. DIFFERENTIAL OVERFITTING PRINCIPLES, AIC,
AND PARSIMONY PRINCIPLES
We shall now show that greater interpretability, and a more generally
applicable bias-correction for the definition of AIC, can be obtained by
analyzing differences in overfits and differences in accuracy losses between
two competing models, and by deriving the bias correction for the differ-
ence of the maximized log-likelihoods. Consider two regressor series x (1)t−1
and x (2)t−1 for yt, of dimensions r
(1) and r (2) respectively. We use the
superscripts (1) and (2) to indicate the variates and modeling quantities for
the respective models, e.g., L (1)T (Aˆ
(1)
T , Sˆ
(1)
T ) for the maximized log-likelihood
of the model with x (1)t−1, and L
(2)
T (Aˆ
(2)
T , Sˆ
(2)
T ) with x
(2)
t−1. We focus on the
situation in which the regressors have the same potential predictive ability
for yt in the sense that their mean-square optimal linear predictors of yt
coincide (a.s.),
A (1)x (1)t−1=A
(2)x (2)t−1,
a property more conveniently expressed in terms of the prediction errors,
e (1)t =e
(2)
t . (38)
We call such regressors model-equivalent.
The condition (38) yields L(1)T (A
(1), S(1))=L(2)T (A
(2), S(2)) and E(1)T (A
(1), S(1))
=E(2)T (A
(2), S (2)). It follows from these equalities and from the definitions
(20) and (21) that the difference in overfit between models (1) and (2) is
given by the log-likelihood difference
Lˆ (1, 2)T =L
(1)
T (Aˆ
(1)
T , Sˆ
(1)
T )−L
(2)
T (Aˆ
(2)
T , Sˆ
(2)
T ), (39)
an observable variate. The associated difference in accuracy loss is given by
Eˆ (2, 1)T =E
(2)
T (Aˆ
(2)
T , Sˆ
(2)
T )−E
(1)
T (Aˆ
(1)
T , Sˆ
(1)
T ). (40)
Setting V (1, 2)T =V
(1)
T −V
(2)
T , we therefore have a Corollary of Theorem 2.1.
Corollary 3.1. Suppose Properties A and B hold and that x (1)t−1 and
x (2)t−1 are subvectors of Xt−1(p) for which (38) holds for the subvector yt of Yt.
Then for b as in (33) and any a satisfying 0 [ a < b, we have
lim
TQ.
||Lˆ (1, 2)T −V
(1, 2)
T ||1+a=0= lim
TQ.
||Eˆ (2, 1)T −V
(1, 2)
T ||1+a, (41)
and therefore also
lim
TQ.
||Lˆ (1, 2)T −Eˆ
(2, 1)
T ||1+a=0, (42)
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and
lim
TQ.
|ELˆ (1, 2)T −EEˆ
(2, 1)
T |=0. (43)
Further, if (33) continues to hold when the exponent 4(1+b) is increased to
8(1+b), then the rate of convergence in (41)–(43) is O(T−1/2).
The result (42) is the L1+a-norm differential overfitting principle and (43)
is the mean differential overfitting principle. The latter has a reformulation
via (17) that facilitates interpretation. Let ygt , x
(1)*
t−1, x
(2)*
t−1, 1 [ t [ T be an
independent replicate of yt, x
(1)
t−1, x
(2)
t−1, 1 [ t [ T, and let Eg denote expec-
tation for the replicate. Defining Lˆ (i)*T =Lˆ
(i)*
T (Aˆ
(i)
T , Sˆ
(i)
T ), i=1, 2, we have
via (17) and (43) that
E{Lˆ (1)T −Lˆ
(2)
T } 4 EEg{Lˆ (2)*T −Lˆ (1)*T }, (44)
where 4 indicates that the difference between the adjoining expressions
vanishes as TQ.. Thus better average fit of a model to the data set used
for estimation, as measured by the magnitude of the l.h.s. of (44), has as a
consequence (for large enough T), a similar sized loss of fit when the model
with better fit to the data set used for estimation is applied to an indepen-
dent replicate. This principle can be established for other criterion func-
tions, such as mean square prediction error, as the Gaussian autoregression
examples of Findley (1991) illustrate.
Remark 2. For later reference, we note some boundedness properties
that follow easily from the preceding results by virtue of the norm proper-
ties ||w||a [ ||w||b for 1 [ a < b (see (A.1) below) and |||w||a−||z||a | [ ||w−z||a:
Under the assumptions of Theorem 2.1 and Corollary 3.1, which yield that
supT \ 1 ||U
(x)
T ||1+a and supT \ 1 ||V
(x)
T ||1+a are finite (this being true for
|| · ||2(1+b)), it follows from (29)–(32) that overfit, accuracy loss, and their
differences Lˆ (1, 2)T and Eˆ
(2, 1)
T are ultimately || · ||1+a-bounded, e.g. supT \ T0
||Lˆ (1, 2)T ||1+a <. for some finite T0=T0(a). Thus the same is true of their
means, e.g. supT \ T0 |ELˆ
(1, 2)
T | <..
3.1. Derivation of AIC for Complete Regressors
Clearly,
Lˆ (1, 2)T −{ELˆ
(1, 2)
T +EEˆ
(2, 1)
T } (45)
is an unbiased estimator of
Eˆ (1, 2)T =E
(1)
T (Aˆ
(1)
T , Sˆ
(1)
T )−E
(2)
T (Aˆ
(2)
T , Sˆ
(2)
T ),
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but the bias-correction term in braces is usually unknown to the modeler.
However, it follows from (41) that
lim
TQ.
ELˆ (1, 2)T = lim
TQ.
EEˆ (2, 1)T = lim
TQ.
EV (1, 2)T , (46)
if limTQ. EV
(1, 2)
T exists. To derive AIC, we shall evaluate (46) by calculat-
ing the expectation of V (x)T defined in (28) for regressors xt−1 that are
basically correct in a strong sense we now define. For each t > 0, let Ft−1
denote the s-field generated by the past values Ys, −. < s [ t−1. The first
property required is that the regression function in (8) satisfy A (x)xt−1=
E(yt |Ft−1) a.s. for all t > 0. This is more conveniently formulated as a
property of e (x)t =yt−A
(x)xt−1,
E(e (x)t |Ft−1)=0 a.s. for all t > 0. (47)
We call a regressor process xt−1 with this property complete if also
E(e (x)t e
(x)Œ
t |Ft−1)=S
(x) a.s. for all t > 0. (48)
For example, if each e (x)t is independent of Ys, s [ t−1, then (47) and (48)
hold. If xt−1 is complete and every column of A (x) has a nonzero entry, the
model (8) and xt−1 are said to be correct. Any two regressors that satisfy
(47) are model-equivalent in the sense of (38) because e (x)t =yt−E(yt |Ft−1)
for both. In Section A.2 we verify
Lemma 3.1. If xt−1 is a complete regressor of dimension r, then
EV (x)T =
qr
2
. (49)
Thus, if we define AIC(1, 2)T =AIC
(1)
T −AIC
(2)
T , so that
AIC(1, 2)T =−2Lˆ
(1, 2)
T +2q(r
(1)−r (2)), (50)
then (45), (46), (49), and Theorem 2.1 immediately yield:
Corollary 3.2. Suppose Yt is mean zero and covariance stationary and
has Properties A and B. Suppose further that x (1)t and x
(2)
t are subvectors of
some Xt−1(p)=(Y
−
t−1 · · ·Y
−
t−p)Œ that are complete regressors for the subvec-
tor yt of Yt. Then AIC
(1, 2)
T defined by (50) is an asymptotically unbiased
estimator of −2Eˆ (1, 2)T :
lim
TQ.
E{−2Eˆ (1, 2)T −AIC
(1, 2)
T }=0. (51)
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Further, if (33) continues to hold when the exponent 4(1+b) is increased to
8(1+b), then the rate of convergence in (51) is O(T−1/2).
Thus, under the stated conditions, AIC defined by (14) is such that
differences of AIC values have the desired asymptotic unbiasedness prop-
erty. It follows from (30), (32), and (49) that the term 2qr=4EV (x)T in (14)
accounts for (two times the sum of) the overfit and accuracy loss due to the
estimation of A (x). It is not necessary to define AIC to also account for the
asymptotic bias from the estimation of S (x). In fact, it is not possible at this
level of generality because this asymptotic bias would have to coincide with
limTQ. 4EU
(x)
T , due to (29) and (31), and this limit need not exist. Consider
the case in which the regression errors e (x)t =(e
(x)
1, t · · · e
(x)
d, t)
−, t=1, 2, ... are
independent. Let the fourth cumulants cum(e˜ (x)i, t , e˜
(x)
i, t , e˜
(x)
j, t , e˜
(x)
j, t ) of e˜
(x)
t be
denoted o˜iijj, t for 1 [ i, j [ d. Then it follows from (27) that
EU (x)T =
d(d+1)
2
+
1
4T
C
T
t=1
C
d
i, j=1
o˜iijj, t.
Here is a scalar series (d=1) such that limTQ. T−1;Tt=1 o˜1111, t and
limTQ. EU
(x)
T fail to exist.
Example 1. Let Yt be a series of independent, mean zero, scalar variates
with variance s2 > 0 whose distribution alternates over time as follows. For
an increasing sequence 1 [ T0 < T1 < · · · , let Yt be Gaussian when t [ T0
and when T2m−1 < t [ T2m for any m=1, 2, ... . For T2m−2 < t [ T2m−1, let Yt
have the distribution of a variate Y with bounded density function,
bounded absolute moments of order 8(1+b) for some b > 0, and with
fourth cumulant o4 > 0. (For example, Y could be s/21/2 times a double
exponential variate.) Then o˜1111, t=o4/s4. Each autoregression vector xt−1
with entries consisting of one or more Yt− j, 1 [ j [ p, is independent of Yt,
so e (x)t =Yt. Hence xt−1 is complete. It will follow from Theorem 4.2 of
Section 4 that Yt has properties A and B and hence that the hypotheses of
Theorem 2.1 and its Corollaries are satisfied for any pair of autoregressive
models for Yt. Using the fact that fourth cumulants of Gaussian variates
are zero, we choose the alternation times TM, M=1, 2, ... so that o¯T=
T−1;Tt=1 o4, t has the properties (i) o¯T2m−1 \ o4/2 and (ii) o¯T2m [ o4/3.
Therefore limTQ. T−1;Tt=1 o4, t does not exist, so neither does limTQ. T−1
;Tt=1 E(U(x)T +V(x)T ). Consequently, the overfit and accuracy loss of
autoregressive models for Yt have neither limiting means nor limiting dis-
tributions (unlike the case of fourth-moment stationary series of Section 5).
Remark 3. This example shows that our focus on properties of differ-
ences of AIC has resulted in increased generality beyond that considered in
earlier derivations of AIC for time series models, all of which require
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stationarity of fourth moments. We believe that this focus will also prove
beneficial in other situations, e.g., when unit roots occur in the characteris-
tic polynomial of autoregressive models being estimated, and for the anal-
ysis or development of other model selection criteria.
Remark 4. (a) The condition (48) is needed for (51). An example is
provided in Findley and Wei (1989, p. 20) for which (47) holds but not
(48) or (51).
(b) For the case in which d=1 and yt has only an infinite-order
autoregressive representation, ;.j=0 dj yt− j=et, Shibata (1980) obtained a
important characterization of AIC as an optimally efficient criterion for
selecting an approximating finite-order regressor xt−1=(yt−1, ..., yt−p)Œ
with p increasing with T, an approach to AIC quite different from (51).
Because the upper bound of the left hand side of (6) implicit in our proof of
Property A is of order (c1 p)c2p for positive constants c1, c2 (an observation
of Ching-Kang Ing), our results are not strong enough to enhance
Shibata’s theory; see Remarks 2.4 and 2.8 of Ing and Wei (1999).
3.2. Discussion of Model Equivalence
The property (38), without which (41) fails, is effectively a necessary
condition for Lˆ (1, 2)T to have a limiting distribution. Without it, instead of
being bounded in probability, Lˆ (1, 2)T is, in general, either of order T
1/2, if
|S (1)|=|S (2)|, or of order T, if |S (1)| ] |S (2)|. (In either case, adjustments to
the log-likelihood of order less than T1/2 like AIC’s are inconsequential for
large T.) Thus, (38) is the basic null hypothesis for any regressor compari-
son statistic that is based on the limiting distribution of Lˆ (1, 2)T , which exists
under the additional assumptions of Section 5 as that of a linear combina-
tion of independent chi-square variates, see Proposition 7.3 of Findley and
Wei (1989). The condition (38) means that, perhaps after suitable linear
transformation, the regressor processes x (1)t−1 and x
(2)
t−1 differ at most in
entries whose corresponding columns in (correspondingly transformed) A (1)
and A (2) contain only zeros, see Proposition 7.2 of Findley and Wei (1989).
Examples are given in Section 3.3. In the nested case, when, say, x (2)t−1=
Dx (1)t−1 for some matrix D, the otherwise weaker condition |S
(1)|=|S (2)| is
equivalent to (38) because S (1) [ S (2).
It might seem appealing to test if (38) holds by testing the null hypotheses
that Lˆ (1, 2)T has a limiting distribution as indicated, or an equivalent null
hypothesis, as in Theorems 6.1 and 7.4 of Vuong (1989) for the case of
possibly incorrect models for independent data. However, we know of no
tests for (38) that have been proven to be applicable to incomplete regres-
sors or to nonnested complete regressors in the time series case.
Assuming (38) fails, West (1996) and Rivers and Vuong (1999) provide
extensive references and the best results to date for very general time
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series models on tests that cover testing |S (1)|=|S (2)| versus |S (1)| ] |S (2)|
for time series regressions. These generalize other tests of Vuong (1989) and
have many assumptions that are difficult to verify from data assumptions.
In addition to proposing such a test for univariate ARMA models and
showing how it performs in practice, Findley (1990) demonstrates graphical
diagnostics for detecting that Lˆ (1, 2)T is of order T, see also Section 4.3 of
Findley et al. (1998).
3.3. A Principle of Parsimony for Model-Equivalent Regressors
Consider the following formal version of the principle of parsimony of
Tukey (1961): ‘‘Among model equivalent regressors for yt, prefer one with
fewest estimated coefficients.’’ We investigate when this principle is com-
patible with a preference for an estimated model with smallest asymptotic
mean accuracy loss.
3.3.1. Complete Regressors
If x (1)t−1 and x
(2)
t−1 are complete regressors for Yt, with x
(1)
t−1 having smaller
dimension, i.e., r (1) < r (2), then it follows from (46) and (49) that the
estimated model with x (2)t−1 has excessive mean accuracy loss asymptoti-
cally, relative to the model with x (1)t−1, in the amount limTQ. EEˆ
(1, 2)
T =
g(r(2)−r (1)). Thus, the more parsimonious model with 8r (1) coefficients is
preferred.
3.3.2. Incomplete Regressors
Under the assumptions of Theorem 2.1, if x (1)t−1 and x
(2)
t−1 are model-
equivalent and nested, with x (2)t−1=Dx
(1)
t−1 for some matrix D, then the dif-
ference in overfits Lˆ (1, 2)T is nonnegative. Thus lim infTQ. ELˆ
(1, 2)
T \ 0. So
from (43) we have lim infTQ. EEˆ
(2, 1)
T \ 0 and lim supTQ. EEˆ (2, 1)T \ 0.
(These are finite, see Remark 2. Strict inequality holds if Lˆ (1, 2)T has a
nondegenerate limiting distribution.) The model with fewer estimated
coefficients can always be preferred.
However, for comparisons of non-nested regressors that are not
complete, this principle of parsimony can lead to a regressor choice with
increased mean accuracy loss, see Findley (1991) and Section 3.4 and
Section 5.
3.4. Examples of Incomplete Model-Equivalent Regressors
When d=1, the models reduce to autoregressions with finitely many
lagged terms yt− j, and it is easy to see how model-equivalent regressors that
are not complete can occur. Suppose yt is a mean zero, covariance station-
ary univariate time series whose lag k partial autocorrelations fkk are zero
for l+1 [ k [ m−1 for some l \ 0, m > l+3, but fmm ] 0. Consider any
regressor xt−1 of the form (yt−1 · · · yt− l z
−
t− l−1)Œ with zt− l−1 a subvector of
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(yt− l−1 · · · yt−m+1)Œ. It follows from the Levinson–Durbin algorithm (e.g.,
Priestley (1981, p. 371)) that the coefficients of the entries of zt− l−1 in the
mean-square-error minimizing coefficient vector A (x) are zero. Thus, all
such regressors are model-equivalent to (yt−1 · · · yt− l) −. None is complete,
because the error e (x)t has nonzero correlation fmm with yt−m, violating (47).
The condition m > l+3 makes it possible to construct two such regressors
x (1)t−1 and x
(2)
t−1 whose z
(i)
t− l−1’s have different dimensions and no entries in
common, as was done in the second example of Findley (1991), with l=0.
Such underparameterized models are not unrealistic: time series modelers
often ignore indications of moderate autocorrelation at a few higher lags
when there is no subject-matter explanation for such correlations and
when no simple or parsimonious model can be used to account for these
correlations.
4. THEOREMS FOR PROPERTIES A AND B
To establish Properties A and B, our basic assumption will be that Yt=
(Y1t · · ·Ydt)Œ is a d-dimensional, mean zero time series with a representation
of the form
Yt=C
.
j=0
Cjet− j, |C0 | ] 0, (52)
in which et=(e1t · · · edt)Œ is a sequence of independent, d-dimensional, mean
zero variates with bounded second moments,
sup
−. < t <.
Ee −tet <., (53)
whose coefficients satisfy
C
.
j=0
tr CjC
−
j <.. (54)
Given d \ 1, let S (=Sd) denote the set of all real (column) d-vectors v
of Euclidean length one, ;dj=1 v2j=1. To obtain (6), we require a certain
multivariate generalization of the Lipschitz condition. Let P[E] denote the
probability of the event E.
Definition. A d-dimensional random variate Z is said to be uniformly
Lipschitz over all directions if there exist K > 0, d > 0, n > 0 such that for
all u, w satisfying 0 < w−u [ d,
sup
v ¥ S
P[u < vŒZ < w] [K(w−u)n (55)
holds. We write Z ¥ ULipd(K, d, n) to indicate that Z satisfies (55).
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Remark 5. Without loss of generality, we shall always assume d [ 1.
The condition (55) implies that Z does not have positive probability on any
hyperplane. It also implies that vŒZ has a continuous distribution for every
v ¥ S.
A rich class of distributions has the property (55).
Definition (See pp. 34–37 of Muirhead (1982).). A d-dimensional
random variate Z is said to have an elliptical distribution if it has a density
of the form
f(z)=cd(det V)1/2 h((z−z)Œ V(z−z)),
with cd > 0, V a positive definite d×d matrix, z a nonrandom d-vector, and
h a non-negative, measurable function on (0,.) such that
F.
0
zd−1h(z2) dz <.. (56)
Following Muirhead, we write Z ¥ Ed(z, V, h) if Z has this property. The
following proposition is proved in Section A.5.
Proposition 4.1. Suppose the non-negative measurable function h satis-
fies (56) and also has the property that there exist K > 0, d > 0, n > 0 such
that for all u, w satisfying 0 < w−u [ d, the inequality
Fw
u
h(z2) dz [K(w−u)n (57)
holds. Then every Z ¥ Ed(z, V, h) belongs to ULipd(K˜, d˜, n) with K˜=
c1Kl
n/2
max(V) and d˜=l
−1/2
max (V) d .
Examples 2. (a) If h is bounded (almost everywhere), we can take
n=1, K=||h||. (= ess. sup h), and any d > 0 in (57). Thus, all elliptically
distributed Z with bounded density have the uniform Lipschitz property.
This result covers various basic distributions of multivariate analysis,
including the normal, t, and e-contaminated normal, see Muirhead (1982,
p. 33).
(b) For 0 < r < 1, the function h with h(z2)=|z| r−1 e−|z| is unbounded
and can be shown to satisfy (56) for all d \ 1 and (57) with n=r. When
d=1, this h generates the gamma distributions.
(c) In the univariate case (d=1), any variate Z with bounded density
f(z) belongs to ULip1(||f||., d, 1) for any d > 0.
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Theorem 4.1. Suppose that (52)–(54) hold for Yt and that the indepen-
dent et=(e1t · · · edt)Œ in (52) have the property that there exist positive con-
stants K, n, and d such that et ¥ULipd(K, d, n) for all t=0, ±1, ... . Then
(6) holds for all Xt(p)=(Y
−
t · · ·Y
−
t−p+1)Œ, p \ 1, for any T(p, y) greater than
n−1pd{(pd−1)(y+1)+2yn}. Thus Yt has Property A.
The proof is complex and is given in Section A.3. Parts are adaptations
or simplifications of the proofs of (6) for the case d=1 given by Bhansali
and Papangelou (1991) and Papangelou (1994), whose general outlines we
have followed. Both references avoid the assumption that Yt has a moving
average representation like (52) but assume that Yt is strictly stationarity
and has finite moments of all orders. The first reference assumes that the
conditional density of Yt given any Yt1 , ..., YtM is bounded, a condition that
seems to be difficult to verify for dependent non-Gaussian series. But with
univariate Gaussian series, Bhansali and Papangelou’s result is more
general than Theorem 4.1, because it covers the case in which the log of
the spectral density is not integrable, in which case (52) does not hold.
Papangelou (1994) replaces the bounded conditional density condition
with a Lipschitz condition on the distribution of the innovations
Yt−E(Yt | Ys, −. < s [ t−1).
Remark 6. Sriram and Bose (1988, p. 158) have shown for the case
d=1 that the restricted version of (55) with u=−w is necessary and suffi-
cient for (6) with p=1, when Yt=et with et i.i.d. This is a (symmetric)
Lipschitz condition localized at the value 0. But in our more general case,
any nonzero value of et− j can contribute to making T−1;Tt=1
Xt−1(p) Xt−1(p)Œ singular or nearly so. Therefore some kind of local
Lipschitz condition for each value of u seems necessary. The specific con-
dition (55) was suggested to us by Ching-Kang Ing to replace a stronger
condition we first used.
For Property B, Theorem 2.1 of Findley and Wei (1993) yields
Proposition 4.2. Suppose Yt has a representation (52) in which the
independent process et has stationary second moments and a nonsingular
covariance matrix,
S ee=Eete
−
t > 0, (58)
as well as bounded moments of order higher than eight. That is, for some
b > 0,
sup
−. < t <.
E(e −tet)
4(1+b) <.. (59)
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Suppose further that the spectral density matrix fYY(l) of Yt, is square
integrable,
Fp
−p
tr fYY(l) fYY(−l) − dl <.. (60)
Then (33) holds. That is, Yt has Property B.
Combining these results, we obtain our main theorem.
Theorem 4.2. Suppose Yt satisfies the assumptions of Theorem 4.1 and
Proposition 4.2. Then Yt has property A. Also Yt has property B with b as in
(59). Therefore, for all models (8) in which yt is a subvector of Yt and any
regressor xt−1 considered is a subvector of Xt−1(p) for some p \ 1, the
conclusions of Theorem 2.1 and Corollaries 3.1 and 3.2 hold.
Remark 7. Concerning Corollary 3.2, suppose that Yt in (52) is
covariance stationary and that (52) is the innovations representation of Yt,
meaning that
C0et=Yt−E(Yt | Ys, −. < s [ t−1). (61)
Then any regressor xt−1 with the property (47) also satisfies (48), i.e. is
complete, because, e (x)t is independent of Ys, −. < s [ t−1. Indeed, yt=
DYt implies, by virtue of (47), (52), and (61), that e
(x)
t =DC0et.
5. FORMULAS FOR limTQ. EV
(X)
T UNDER FOURTH
MOMENT STATIONARITY
To ensure that limiting values of overfit and accuracy loss exist (recall
the counterexample of Section 3.1), it suffices to add to the hypotheses of
Theorem 4.2 the assumption that et in (52) is fourth-moment stationary
and satisfies the fourth-moment mixing condition (3.5) of Findley and Wei
(1993). Then Theorem 3.1 of this reference shows that variates like
T−1/2;Tt=1 (Yi, tYj, t−k−EYi, tYj, t−k) have joint Gaussian limiting distribu-
tions. In particular, the variates T−1/2;Tt=1 (e˜ (x)t e˜ (x)Œt −Iq) and T−1/2
;Tt=1 e˜ (x)t x˜ −t−1 used in (27) and (28) to define U (x)T and V (x)T then have a joint
limiting distribution, and therefore the same is true of U (x)T and V
(x)
T . Con-
sequently U (x)T +V
(x)
T , and with it overfit and accuracy loss (see Section 2.3),
have a limiting distribution. Similarly for the differential overfit Lˆ (1, 2)T and
differential accuracy loss Eˆ (2, 1)T . Because of the (1+a)-moment bounded-
ness properties established in Theorem 4.2, the finite-sample means tend to
the means of the distributions; see Billingsley (1985, p. 348).
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Because of its central role—see (46)—we give formulas for limTQ. EV
(x)
T .
From (28) and fourth moment stationarity, one obtains
lim
TQ.
EV (x)T = lim
TQ.
C
T−1
j=−T+1
11− |j|
T
2 E{(e˜ (x)Œt e˜ (x)t+j)(x˜ −t−1+jx˜t−1)}. (62)
Hannan (1976) shows that the limit on the right exists as a consequence of
(60). Brillinger (1969) gives a general spectral domain expression for such
limits. In Brillinger’s formula (5.9), a fourth-cumulant spectral density is
used to express the contribution of non-zero fourth cumulants terms from
quantities like E{(e˜ (x)Œt e˜
(x)
t+j)(x˜
−
t−1+jx˜t−1)}. We shall only give the formula for
the case when fourth cumulants are zero (e.g., Gaussian series) or when
d=1,
lim
TQ.
EV (x)T =2p F
p
−p
tr fe˜e˜(l) tr fx˜x˜(l) dl+2p F
p
−p
tr fe˜x˜(l) f
−
e˜x˜(l) dl, (63)
where fe˜e˜(l) and fx˜x˜(l) are the spectral densities of e˜
(x)
t and x˜t, and fe˜x˜(l)
is the cross spectral density between the series e˜ (x)t and x˜t−1.
When (63) applies, it can be used to obtain limTQ. EV
(1, 2)
T in (46),
thereby providing the limiting differential overfit and accuracy loss for
model-equivalent regressors by virtue of Corollary 3.1, for example under
the conditions of Theorem 4.2. Values of (63) were obtained by numerical
integration for many regressor pairs satisfying (38) for a univariate
Gaussian autoregressive process Yt in Findley (1991) to find pairs of model-
equivalent regressors in which the regressor with smaller dimension has
greater asymptotic accuracy loss. In such cases, the principle of parsimony
does not hold: the less parsimonious model with the higher dimensional
regressor is preferable. The formula (46) was not rigorously established in
Findley (1991).
The formulas (62) and (63) can be used to show that AIC defined by (14)
is robust in the sense that its bias-correction term will be close to correct
when x (1)t−1 and x
(2)
t−1 are close to complete, see Section 5.3 of Findley and
Wei (1989) and, for the case d=1, also Ogata (1980), Findley (1985), and
Bhansali (1986).
APPENDIX
A.1. Proof of Theorem 2.1
A.1.1. Boundedness Results
We first establish some norm-boundedness results implied by properties
A and B that play a role in the proof of Theorem 2.1 and are worthy of
explicit mention. Throughout, b has the value occuring in (33). In various
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proofs, we use the following version of Hölder’s inequality for Lp-norms of
products of m+n random variates w1, ..., wm, z1, ..., zn in which the first m
variates have moments only up to a limited order as with Property B and
the rest are not so limited, as with Property A. For given 1 [ a < b, the
inequality
> Dm
j=1
wj D
n
j=1
zj >
a
[ D
m
j=1
||wj ||mb D
n
j=1
||zj ||c (A.1)
holds with c=n/(1/a−1/b). If there are no zj, then (A.1) still holds when
a=b (set null products with n=0 equal to 1). See Hardy, Littlewood, and
Polya (1934) for variants of Hölder’s inequality.
Proposition A.1. Under properties A and B, the following results hold.
If xt−1 is a subvector of Xt−1(p), then for each y \ 1,
sup
T \ T(p+1, y)
El−ymin 1 1T C
T
t=1
xt−1x
−
t−1
2 <., (A.2)
and, for Sˆ (x)T defined by (11),
sup
T \ T(p+1, y)
El−ymin(Sˆ
(x)
T ) <., (A.3)
with T(p+1, y) as in (6). Also, for any a satisfying 0 [ a < b, we have, for
Aˆ (x)T defined by (10),
sup
T \ T0
||T tr(Aˆ (x)T −A
(x))(Aˆ (x)T −A
(x))Œ||2(1+a) <., (A.4)
as well as
sup
T \ T0
||T tr(Sˆ (x)T −S
(x))2||1+a <., (A.5)
for some finite T0=T0(a).
Proof. For (A.2), we note that xt−1 is a subvector of Xt(p+1), so we
have
lmin 1 1T C
T
t=1
xt−1x
−
t−1
2 \ lmin 1 1T C
T
t=1
Xt(p+1) Xt(p+1)Œ 2 .
Thus (A.2) is a consequence of (6).
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For (A.4), observe that
T1/2(Aˆ (x)T −A
(x))=1 1
T1/2
C
T
t=1
e (x)t x
−
t−1
21 1
T
C
T
t=1
xt−1x
−
t−1
2−1. (A.6)
Hence
T tr(Aˆ (x)T −A
(x))(Aˆ (x)T −A
(x))Œ
=tr 1 1
T1/2
C
T
t=1
e (x)t x
−
t−1
21 1
T
C
T
t=1
xt−1x
−
t−1
2−2 1 1
T1/2
C
T
t=1
e (x)t x
−
t−1
2 −.
(A.7)
Choose aŒ so that a < aŒ < b. Applying (35), (A.1) with a=2(1+a),
b=2(1+aŒ), m=2, n=2, and (A.2) with y−1=2−1{(1+a)−1−(1+aŒ)−1},
we obtain (A.4) with T0=T(p+1, y).
To establish (A.5), we introduce S (x)T =T
−1;Tt=1 e (x)t e (x)Œt , which has the
decomposition
S (x)T =Sˆ
(x)
T +
1
T
(Aˆ (x)T −A
(x)) C
T
t=1
xtx
−
t(Aˆ
(x)
T −A
(x))Œ. (A.8)
From (A.6),
T(S (x)T − Sˆ
(x)
T )=1 1T1/2 C
T
t=1
e (x)t x
−
t−1
21 1
T
C
T
t=1
xt−1x
−
t−1
2−1
×1 1
T1/2
C
T
t=1
e (x)t x
−
t−1
2 −.
Reasoning as for (A.7), we obtain
sup
T \ T0
||tr{T(S (x)T − Sˆ
(x)
T )}||2(1+a) <., (A.9)
for a finite T0=T0(a). Since
T1/2(Sˆ (x)T −S
(x))=T1/2(Sˆ (x)T −S
(x)
T )+T
1/2(S (x)T −S
(x)),
(A.9) and (34) yield (A.5).
The assertion (A.3) follows immediately from (6) and
lmin 1 1T C
T
t=1
Xt(p+1) Xt(p+1)Œ 2 [ lmin(Sˆ (x)T ), (A.10)
an inequality we now derive. Let AˆT and SˆT denote the matrices obtained
from (10) and (11) when yt=Yt and xt−1=Xt−1(p), respectively. From the
block matrix equation
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[Id −AˆT] | 1T CTt=1 YtY −t 1T CTt=1 YtXt−1(p)Œ
1
T
C
T
t=1
Xt−1(p) Y
−
t
1
T
C
T
t=1
Xt−1(p) Xt−1(p)Œ
}=[SˆT 0],
it follows that Sˆ−1T is the upper left d×d block of the inverse of T
−1
;Tt=1 Xt(p+1) Xt(p+1) −. Consequently,
lmin 1 1T C
T
t=1
Xt(p+1) Xt(p+1)Œ 2 [ lmin(SˆT).
Further, the sample error covariance matrix Sˆ (X)T from the regression
of a subvector yt of Yt on Xt−1(p) is a submatrix of SˆT, so lmin(SˆT) [
lmin(Sˆ
(X)
T ). Finally, since xt−1 is a subvector ofXt−1(p), we must have Sˆ
(X)
T [
Sˆ (x)T . Hence lmin(Sˆ
(X)
T ) [ lmin(Sˆ (x)T ), and (A.10) follows. This is an exten-
sion of the argument given for the case d=1 by Bhansali and Papangelou
(1991). These authors also obtain (A.4) for this case but under the addi-
tional assumption that Yt has an autoregressive representation with abso-
lutely summable coefficients, a stronger assumption than (60).
A.1.2. Proofs of the Convergence Results
It is readily seen that the four components of (25) and (26) are invariant
under nonsingular transformations of yt and xt−1. Thus, we can assume
henceforth that
S (x)=Iq, C (x)=Ir. (A.11)
This leads to e˜ (x)t =e
(x)
t and x˜t−1=xt−1 in (27) and (28). Using (A.11)
with (12)–(16), we obtain the following formulas for the decomposition
components of (25) and (26):
UˆLT=−
T
2
{log |Sˆ (x)T |− tr(Sˆ
(x)
T −Iq)}, (A.12)
UˆET=−
T
2
{log |Sˆ (x)−1T |− tr(Sˆ
(x)−1
T −Iq)}
+
1
2
tr(Sˆ (x)−1T −Iq){T(Aˆ
(x)
T −A
(x))(Aˆ (x)T −A
(x))Œ}, (A.13)
VˆLT=
1
2
tr 1 1
T1/2
C
T
t=1
e (x)t x
−
t−1
21 1
T
C
T
t=1
xt−1x
−
t−1
2−1 1 1
T1/2
C
T
t=1
e (x)t x
−
t−1
2 −,
(A.14)
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and, using (A.7),
VˆET=
1
2
tr 1 1
T1/2
C
T
t=1
e (x)t x
−
t−1
21 1
T
C
T
t=1
xt−1x
−
t−1
2−2 1 1
T1/2
C
T
t=1
e (x)t x
−
t−1
2 −.
(A.15)
For subsequent proofs, we note that, for any positive definite S,
log |S|=tr(S−Iq)−
1
2 tr S¯
−2(S−Iq)2, (A.16)
with S¯=gS+(1−g) Iq for some g=g(S) satisfying 0 < g < 1. This
follows from the multivariable Taylor expansion in terms of the eigenvalues:
C
q
j=1
log lj=C
q
j=1
(lj−1)−
1
2 C
q
j=1
l¯−2j (lj−1)
2,
with l¯j=glj+(1−g), j=1, ..., q for g=g(l1, ..., lq) such that 0 < g < 1.
Since l¯−2j [ 1+l−2j , we have
S¯−2 [ (Iq+S−2). (A.17)
Proof of (29)–(32). To verify (29), we use (A.16) to obtain
UˆLT−U
(x)
T =
T
4
tr{S¯−2(Sˆ (x)T −Iq)
2−(S (x)T −Iq)
2}
=
1
4
tr(S¯−2T −Iq){T(Sˆ
(x)
T −Iq)
2}
− tr(Sˆ (x)T +S
(x)
T −2Iq){T(Sˆ
(x)
T −S
(x)
T )},
with S¯T=gTSˆ
(x)
T +(1−gT) Iq and 0 < gT < 1. We now show that the right-
hand trace term multiplied by T1/2 has the property
sup
T \ T0
||T1/2 tr(Sˆ (x)T +S
(x)
T −2Iq){T(Sˆ
(x)
T −S
(x)
T )}||1+a <., (A.18)
for some finite T0. Indeed, the entries of T1/2(Sˆ
(x)
T +S
(x)
T −2Iq) are ultima-
tely || · ||2(1+a)-bounded, by virtue of (A.5) and (34). Since the entries of
T(Sˆ (x)T −S
(x)
T ) are also ultimately bounded in this norm, see (A.9), an
application of (A.1) with a=1+a=b, m=2 and n=0 yields (A.18). This
bound shows that the right-hand trace term is || · ||2(1+a)-convergent to 0 (at
the rate O(T−1/2)).
It remains to show that the left-hand trace term satisfies
limTQ. ||tr(S¯
−2
T −Iq){T(Sˆ
(x)
T −Iq)
2}||1+a=0. (A.19)
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Choose aŒ so that a < aŒ < b. The entries of T(Sˆ (x)T −Iq)2 are || · ||1+aŒ-
bounded for all sufficiently large T due to (A.5) with a replaced by aŒ. So
by (A.1) with a=1+a, b=1+a −, m=1 and n=1, it suffices to show that
the entries of S¯−2T −Iq tend to 0 in || · ||c, with c
−1=(1+a)−1−(1+aŒ)−1.
Since S¯−2T converges to Iq in probability, because Sˆ
(x)
T does so, by (A.5), we
need only show that the entries of S¯−2T −Iq are ultimately || · ||cŒ-bounded for
some cŒ > c (see the argument of Billingsley (1985, p. 348)). Since
S¯−2T [ Iq+Sˆ (x)−2T , (A.20)
by (A.17), this follows from (A.3) with y > 2c. Thus (29) is established.
Since VˆLT−V
(x)
T is equal to 1/2 times
tr 1 1
T1/2
C
T
t=1
e (x)t x
−
t−1
231 1
T
C
T
t=1
xt−1x
−
t−1
2−1−Ir 41 1T1/2 C
T
t=1
e (x)t x
−
t−1
2 −,
(30) is obtained by an argument like that used to prove (A.19), but using
(35) and (A.2) in place of (A.5) and (A.3). The arguments for (31) and (32)
are similar to those used for (29) and (30), respectively, and are omitted.
Proof of (36). The overfitting principle (36) follows from (29)–(32) by
means of several applications of Minkowski’s inequality, ||w+z||1+a [
||w||1+a+||z||1+a. First one shows that the deviations of overfit and accuracy
loss from U (x)T +V
(x)
T tend to 0 in norm as TQ., and then, as a conse-
quence, that their deviations from one another converge to zero in norm.
The Rate of Convergence. We now verify that, when the exponent in
(33) is replaced by 8(1+a), then supT \ T0 ||T
1/2(UˆLT−U
(x)
T )||1+a <.. (Very
similar proofs yield the analogous results for the decomposition compo-
nents in (30)–(32).) Under this modification of (33), the value (1+a) in
every norm result obtained so far can be replaced by 2(1+a). Thus, (A.18)
now holds for || · ||2(1+a), and it remains only to verify
sup
T \ T0
||T1/2 tr(S¯−2T −Iq){T(Sˆ
(x)
T −Iq)
2}||1+a <.. (A.21)
For this, we reexpress T1/2 tr(S¯−2T −Iq){T(Sˆ
(x)
T −Iq)
2} as
tr S¯−2T (Iq+S¯T){T
1/2(Iq− S¯T)}{T1/2(Sˆ
(x)
T −Iq)}{T
1/2(Sˆ (x)T −Iq)}, (A.22)
and note that T1/2(Iq− S¯T)=−gT{T1/2(Sˆ
(x)
T −Iq)}. Thus, for any a < aŒ
< b, the entries of the last three factors in (A.22) are ultimately || · ||4(1+aŒ)-
bounded, as are those of Iq+S¯T, see (A.5). Finally, from (A.20) and (A.3),
entries of S¯−2T are ultimately || · ||c-bounded for any c \ 1. Thus (A.21)
follows from (A.1) with m=4, n=1, a=1+a, and b=1+aŒ. This
completes the proof of Theorem 2.1.
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Almost Sure Convergence. To prove the a.s.-convergence assertions of
Remark 1, we use the fact that a sequence ZT satisfies limTQ. ZT=0 a.s. if
supT \ T0 ||T
1/2ZT ||2(1+a) <. for some a > 0 (a simple consequence of the
Borel–Cantelli Lemma and Chebyshev’s inequality). Thus we need to verify
results like supT \ T0 ||T
1/2(UˆLT−U
(x)
T )||2(1+a) <.. These follow from the logic
of the argument just given if the exponent in (33) is replaced by 16(1+a).
A.2. Proof of Lemma 3.1
The conditions (47) and (48) imply E(e˜ (x)Œs e˜
(x)
t |Ft−1)=0 for s < t, and
E(e˜ (x)Œt e˜
(x)
t |Ft−1)=q. Thus, from 2TV
(x)
T =;Ts, t=1 (e˜ (x)Œs e˜ (x)t )(x˜ −t−1x˜s−1),
2TEV (x)T =E C
T
s, t=1
E{(e˜ (x)Œs e˜
(x)
t )(x˜
−
t−1x˜s−1) |Ft−1}
=C
T
t=1
E{x˜ −t−1x˜t−1E(e˜
(x)Œ
t e˜
(x)
t |Ft−1)}=C
T
t=1
qE(x˜ −t−1x˜t−1)=Tqr,
and (49) follows.
A.3. Proof of Theorem 4.1
A.3.1. Reduction to a Special Case
We reduce the proof of (6) to the proof of (A.29) below. It follows from
(52) and (53) that EY −tYt [K0 for some K0 <.. Therefore, if D is any
pd×pd matrix, we have
sup
t
E{(DXt(p))Œ (DXt(p))} [ pK0lmax(DŒD) <. (A.23)
for each p \ 1. Also, for any positive definite pd×pd matrix S, standard
arguments lead to inequalities relating l−1min(S) and l
−1
min(DSD
−),
lmin(DŒD) l−1min(DSDŒ) [ l−1min(S) [ lmax(DŒD) l−1min(DSDŒ). (A.24)
This result permits us to obtain (6) from the corresponding result for a
conveniently transformed process wt=DXt(p). With no loss of generality,
we shall assume that C0=Id in (52). To define our D, let B0, B1, ... denote
the convolution inverse of the coefficient sequence in (52). (B0=Id and
Bk=−;k−1j=0 BjCk−j for k \ 1.) It is easy to check that the nonsingular
block upper triangular matrix
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D=|Id B1 B2 · · · Bp−10 Id B1 Bp−2x z z x
x z B1
0 · · · · · · 0 Id
} (A.25)
has the property that wt=DXt(p) can be decomposed as
wt=et+ft, (A.26)
with et=(e
−
t e
−
t−1 · · · e
−
t−p+1)Œ and with ft a linear function of es, s [ t−p.
Therefore, using + to denote independence, we have
et + fs, s [ t; et + eu, u [ t−p. (A.27)
Applying (A.24), we can obtain (6) by verifying that
sup
T > T(p, y)
El−ymin 1 1T C
T
t=1
wtw
−
t
2 <. (A.28)
holds for some T(p, y). In fact, it suffices to verify that for any t and for
some k \ pd, there is finite K3 such that
El−ymin 1 Ck
s=1
wt+sw
−
t+s
2 [K3. (A.29)
Lemma A.1. If for some k \ pd, (A.29) holds for all t, then (A.28) and
(6) also hold with T(p, y)=k.
Proof. It is enough to consider the case T=kN for k as in (A.29)
and N=1, 2, ... . For n=1, 2, ..., define ln=lmin(;knt=k(n−1)+1 wtw −t), and
observe that lmin(;kNt=1 wtw −t) \;Nn=1 ln. Since h(l)=l−y is a convex
function for l > 0, we have
l−ymin 1 1N C
kN
t=1
wtw
−
t
2 [ 3N−1 CN
n=1
ln 4−y [N−1 CN
n=1
l−yn .
Taking expectations, it follows from (A.29) that,
El−ymin 1 1kN C
kN
t=1
wtw
−
t
2 [ kyE 1 1
N
C
N
n=1
ln 2−y [ kyK3
holds for all N, as asserted. (Set T(p, y)=k in (A.28).)
AIC AND THE BOUNDEDNESS OF MOMENTS OF INVERSES 443
A.3.2. Verification of the Special Case
We now use (A.26), (A.27), and the uniform Lipschitz property of the et
to prove the main result needed to establish (A.29):
Proposition A.2. For any m > 0 and positive integer m, there exist
constants K1, K2, depending on m and m but not on t, such that for all
0 < c [ d2/16p,
P 5lmin 1 Cm
s=1
wt+spdw
−
t+spd
2 < c6 [K1c2m+K2c mm2 −(m+12 )(pd−1), (A.30)
where n and d are as in (55).
We present a sequence of results leading to the proof of Proposition A.2.
For an n-vector v we use ||v||n to denote its length (;nj=1 v2j )1/2, omitting the
subscript n when its value is clear from the context.
Lemma A.2. For every pd-vector v of unit length, every real number a,
and every c satisfying 0 < c [ d2/4p, we have, for et in (A.26), that
P[|vŒet+a|2 < c] [K(4p)n/2 cn/2, (A.31)
with K, n, and d as in (55).
Proof. Decompose v into p consecutive d-vectors, v=(v −1 · · · v
−
p)Œ. Since
||v||pd=1, there must exist 1 [ j [ p such that ||vj ||d \ p−1/2. Set u=
v −et−v
−
jet− j, and let Ft− j be the distribution function of (vj/||vj ||d)
− et− j,
which is continuous, see Remark 5. By the independence of the et’s
and (55),
P[|vŒet+a|2 < c]=P[−`c−a−u < v −jet− j <`c−a−u]
=EP 5−`c−a−u
||vj ||d
< 1 vj
||vj ||d
2 − et− j
<
`c−a−u
||vj ||d
: et−n, n ] j6
=E 3Ft− j 1`c−a−u
||vj ||d
2−Ft− j 1 −`c−a−u
||vj ||d
24
[K 12`c
||vj ||d
2n
[K(4p)n/2 cn/2,
as asserted.
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Corollary A.1. For every positive integer m, every t, every pd-vector v
of unit length, and every 0 < c [ d2/4p, we have
P[|vŒwn | <`c , n=t+spd, 1 [ s [ m] [Km(4p)mn/2 cmn/2, (A.32)
with K, n and d as in (55).
Proof. From (A.26), vŒwn=v −en+vŒfn with en independent of fn. From
(A.31) with a=vŒfn, we obtain P[|vŒwn | < c1/2 | fn] [K(4p)n/2 cn/2. Since
this holds for every integer n, it will be clear from the argument that
follows that we can assume t=0. Let I (s) be the indicator function of the
event {|vŒwspd | < c1/2}. By (A.27), empd is independent of {wspd, s < m}, so
E 3 Dm
s=1
I (s) : fmpd, wspd, s < m4=E{I (mpd) | fmpd} Dm−1
s=1
I (s)
[K(4p)n/2 cn/2 D
m−1
s=1
I (s).
Taking expectations and repeating this procedure m−1 times, we obtain
E{<ms=1I (s)} [Km(4p)mn/2 cmn/2, as asserted.
We need the following result about coverings of the n-dimensional unit
sphere, n \ 1. Bhansali and Papangelou (1991) state such a result. Since we
could find no proof in the literature, we provide one. For real u, the
greatest integer [ u is denoted by [u].
Lemma A.3. Let S={v: ||v||=1} … Rn. There exists a constant Kg,
depending only on n, with the following property: for all 0 < r < 1, there is a
subset S(r) of S that has at most [Kgr−(n−1)] points and is such that for
every v ¥ S, there is a v¯ ¥ S(r) with ||v− v¯|| < r.
Proof. For the case n=1, set Kg=2. Now assume n > 1. Since radial
projection from the surface of the hypercube Hn=[−1, 1]n onto S is a
contraction, it suffices to prove that this surface has a Kg with the desired
property. This surface consists of at most 2n faces, each of which can be
identified with Hn−1 by rotation and translation. Set z=r(n−1)−1/2. The
interval [−1, 1] can be covered by [2/z] open intervals of length 2z with
centers in [−1, 1]. Hence the surface of Hn−1 can be covered by [2/z]n−1
(n−1)-cubes with centers in Hn−1. These being translates of (−z, z)n−1,
every point in such a cube has distance less than r from the cube’s center.
Thus, if Kg=22n−1(n−1) (n−1)/2, the surface of every Hn can be covered by
[Kgr−(n−1)] spheres of radius r, as required.
We can combine the result of this Lemma for n=pd with (A.32) to
obtain (A.30):
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Proof of Proposition A.2. Without loss of generality, we assume that
t=0. For r=cm+
1
2, let the vectors of the set S(r) of Lemma A.3 be v¯i,
1 [ i [N, with N [Kgr−(pd−1). Define Si={v ¥ S : ||v− v¯i || < r}, 1 [ i [N.
Observe that
P 5lmin 1 Cm
s=1
wspdw
−
spd
2 < c6
=P 5inf
v ¥ S
1 Cm
s=1
|vŒwspd |22 < c6
[ P 5Cm
s=1
||wspd ||2 > c−2m6
+P 5inf
v ¥ S
1 Cm
s=1
|v −wspd |22 < c, Cm
s=1
||wspd ||2 [ c−2m6
=P1+P2.
Now
P1 [ c2mE 3 Cm
s=1
||wspd ||24 [K1c2m,
with K1=mpK0lmax(DŒD) by Chebyshev’s inequality and (A.23). For P2,
since |v −wspd−v¯
−
iwspd | [ ||vŒ−v¯ −i || ||wspd || [ cm+
1
2 ||wspd || for v ¥ Si, we have
P2 [ C
N
i=1
P 5 inf
v ¥ Si
1 Cm
s=1
|vŒwspd |22 < c, Cm
s=1
||wspd ||2 [ c−2m6
[ C
N
i=1
P[ inf
v ¥ Si
|v −wspd | < c1/2, ||wspd || [ c−m, 1 [ s [ m]
[ C
N
i=1
P[|v¯ −iwspd | < 2c
1/2, 1 [ s [ m]
[NKm(4p)mn/2 (4c)mn/2 (by (A.32)).
This yields (A.30) with K2=KgKm(16p)mn/2, since N [Kgc−(m+
1
2)(pd−1).
Proposition A.2 is the key result needed to prove
Proposition A.3. Under the assumptions of Theorem 4.1, for a given
y > 0, there exists a finite K3=K3(pd, y) such that (A.29) holds for any
integer k greater than n−1pd{(pd−1)(y+1)+2yn}.
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Proof. With m > y/2, choose m so that mn/2 > (m+12)(pd−1)+y. Set
k=mpd and define l1=lmin(; t+ks=t wsw −s). By Proposition A.2,
P[l1 < c] [ P 5lmin 1 Cm
s=1
wt+spw
−
t+sp
2 < c6
[K1c2m+K2cmn/2−(m+
1
2)(pd−1)
for all 0 < c [ d2/16p. Set u0=(16p/d2)y. Then
El−y1 =F
.
0
P[l−y1 > u] du=F
.
0
P[l1 < u−1/y] du
[ F u0
0
du+F.
u0
P[l1 < u−1/y] du
[ u0+K1 F
.
u0
u−2m/y du+K2 F
.
u0
u−{mn/2−(m+
1
2)(pd−1)}/y du
=K3 (definition) <.,
and the assertion concerning k follows from the fact that m can be chosen
arbitrarily close to y/2.
Theorem 4.1 now follows immediately from Proposition A.3 and
Lemma A.1.
A.4. Proof of Proposition 4.1
We start with two lemmas that enable us to reduce considerations to
E1(0, 1, h).
Lemma A.4. Let Z ¥ ULipd(K, d, n). If X=MZ+t for some non-
singular d×d matrix M and some d-vector t, then X ¥ ULipd(K˜, d˜, n), with
K˜=Kl−n/2min (MMŒ) and d˜=l1/2min(MMŒ) d.
Proof. Given v ¥ S, set v˜=M −v/||MŒv||. Observe that ||M −v||=
(vŒMMŒv)1/2 \ l1/2min(MMŒ), and that if 0 < w−u [ d˜, then
0 < ||MŒv||−1 (w−u) [ l−1/2min (MMŒ) d˜=d.
Hence
P[u < vŒX < w]=P[||MŒv||−1 (u−vŒt) < v˜ŒZ < ||MŒv||−1 (w−vŒt)]
[K ||MŒv||−n (w−u)n [Kl−n/2min (MMŒ)(w−u)n,
as asserted.
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Lemma A.5. If Z ¥ Ed(0, Id, h) and v ¥ S, then vŒZ ¥ E1(0, 1, h).
Proof. Construct an orthogonal matrixM with vŒ as its first row. From
the multivariate change of variable formula, it is not difficult to see that
X=MZ ¥ Ed(0, Id, h). From the results of Muirhead (1982, pp. 34–35)
concerning marginal distributions, it follows that vŒZ ¥ E1(0, 1, h).
Now, to prove Proposition 4.1, we observe that if Z ¥ Ed(z, V, h), then
X=V1/2(Z−z) belongs to Ed(0, Id, h). By Lemma A.4, if v ¥ S, then
vŒX ¥ E1(0, 1, h). From (57), if 0 < w−u [ d, then P[u < vŒX < w] [
c1K(w−u)n. As this holds for all v ¥ S, we have X ¥ ULipd(c1K, d, n).
Since Z=V−1/2X+z and l−1min(V
−1)=lmax(V), Lemma A.4 yields Z ¥
ULipd(c1Kl
n/2
max(V), d˜, n), with d˜=l
−1/2
max (V) d, as asserted.
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