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BOLTZMANN EQUATION WITHOUT ANGULAR CUTOFF IN THE WHOLE
SPACE: I, GLOBAL EXISTENCE FOR SOFT POTENTIAL
R. ALEXANDRE, Y. MORIMOTO, S. UKAI, C.-J. XU, AND T. YANG
Abstract. It is known that the singularity in the non-cutoff cross-section of the Boltzmann
equation leads to the gain of regularity and gain of weight in the velocity variable. By
defining and analyzing a non-isotropy norm which precisely captures the dissipation in
the linearized collision operator, we first give a new and precise coercivity estimate for
the non-cutoff Boltzmann equation for general physical cross sections. Then the Cauchy
problem for the Boltzmann equation is considered in the framework of small perturbation
of an equilibrium state. In this part, for the soft potential case in the sense that there is
no positive power gain of weight in the coercivity estimate on the linearized operator, we
derive some new functional estimates on the nonlinear collision operator. Together with the
coercivity estimates, we prove the global existence of classical solutions for the Boltzmann
equation in weighted Sobolev spaces.
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1. Introduction
This is the first part of a series of papers related to the inhomogeneous Boltzmann equa-
tion without angular cut-off, in the whole space and for general physical cross-sections.
This global project is a natural continuation of our previous study [7] which was special-
ized to Maxwellian type cross sections.
In this part, we first establish an essential coercivity estimate of the linearized collision
operator, in the framework of general cross sections. As shown in [7, 8] for the special
Maxwellian case, this estimate will play an important role for the related Cauchy problem.
Based on this estimation, together with Part II [9], we will prove the global existence of
classical non-negative solutions to the Boltzmann equation without angular cutoff, for the
soft and hard potentials respectively, so that we are able to cover a general physical setting.
Finally, in the paper [10], we will study the qualitative properties of solutions, that include
full regularity, non-negativity, uniqueness and convergence rates to the equilibrium. This
series of works establish a satisfactory theory on the well-posedness and full regularity of
classical solutions.
In our presentation, we consider the problem in the physical case with dimension 3.
However, our results hold true for any dimension bigger than 2.
Consider
(1.1) ft + v · ∇x f = Q( f , f ) , f |t=0 = f0.
Here, f = f (t, x, v) is the density distribution function of particles, having position x ∈ R3
and velocity v ∈ R3 at time t. The right hand side of (1.1) is the Boltzmann bilinear
collision operator, which is given in the classical σ−representation by
Q(g, f ) =
∫
R3
∫
S2
B (v − v∗, σ) {g′∗ f ′ − g∗ f } dσdv∗ ,
where f ′∗ = f (t, x, v′∗), f ′ = f (t, x, v′), f∗ = f (t, x, v∗), f = f (t, x, v), and for σ ∈ S2,
v′ =
v + v∗
2
+
|v − v∗|
2
σ, v′∗ =
v + v∗
2
− |v − v∗|
2
σ,
which gives the relation between the post and pre collisional velocities that follow from
the conservation of momentum and kinetic energy.
For monatomic gas, the non-negative cross section B(z, σ) depends only on |z| and the
scalar product z|z| · σ. As in our previous works, we assume that it takes the form
(1.2) B(v − v∗, cos θ) = Φ(|v − v∗|)b(cos θ), cos θ = v − v∗|v − v∗| · σ , 0 ≤ θ ≤
π
2
,
in which it contains a kinetic factor given by
Φ(|v − v∗|) = Φγ(|v − v∗|) = |v − v∗|γ,
and a factor related to the collision angle containing a singularity,
b(cos θ) ≈ Kθ−2−2s when θ → 0+,
for some constant K > 0.
An important example of this singular cross section is the inverse power law potential
ρ−r with r > 1, ρ being the distance between two interacting particles, in which s = 1
r
∈
]0, 1[ and γ = 1 − 4s ∈] − 3, 1[, cf. [12].
In the theory on the non-cutoff Boltzmann equation, the sign of γ + 2s plays a crucial
role. Hence, from now on, the case when γ + 2s ≤ 0 is referred to the non-cutoff soft
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potential, while the case γ + 2s > 0 to the non-cutoff hard potential. Note that this is
different from the traditional classification on the index for the inverse power law.
In our present series of works, the well-posedness theory established applies to the
general cross-sections with γ > −3 and 0 < s < 1, that includes the inverse power law as a
special example. Note that γ > −3 is needed for the Boltzmann operator to be well-posed,
cf. [40].
Being concerned with a close to equilibrium framework, as in [7], the setting of the
problem can be formulated as follows. First of all, without loss of generality, consider the
perturbation around a normalized Maxwellian distribution
µ(v) = (2π)− 32 e− |v|
2
2 ,
by setting f = µ + √µg. Since Q(µ, µ) = 0, we have
Q(µ + √µg, µ + √µ g) = Q(µ, √µ g) + Q(√µ g, µ) + Q(√µ g, √µ g).
Denote
Γ(g, h) = µ−1/2Q(√µ g, √µ h).
Then the linearized Boltzmann operator takes the form
Lg = L1 g +L2 g = −Γ(√µ , g) − Γ(g, √µ ).
Now the original problem (1.1) is reduced to the Cauchy problem for the perturbation g
(1.3)
{
gt + v · ∇xg +Lg = Γ(g, g), t > 0 ,
g|t=0 = g0.
This close to equilibrium framework is classical for the Boltzmann equation with an-
gular cutoff, but much less is known for the Boltzmann equation without angular cutoff,
though the spectrum of the linearized operator without angular cut-off was analyzed a long
time ago by Pao in [33].
However, since the late 1990s, the regularizing effect on the solution, produced by the
singularity of the cross-section, has become reachable by rigorous analysis. Let us mention
the systematic work on the entropy dissipation method initiated by Alexandre [1] and de-
veloped firstly by Lions [26], and then by many others, cf [3, 39, 40] and references therein.
Since then, various works have been done on deriving the coercivity estimates in different
settings and in different norms for different purposes. In particular, this kind of coercivity
estimates has displayed some non-isotropic property in the very loose sense that, on one
hand one gets a gain of the regularity in Sobolev norm of fractional order; and on the other
hand, one also get a gain the moment to some fractional power in the velocity variable, cf.
[2, 3, 5, 6, 7, 16, 21, 22, 24, 31, 32, 38, 39, 40] and references therein. Furthermore, these
coercivity estimates have been proven to be very useful in getting the global existence and
gain of full regularity in all variables for the Boltzmann equation without angular cutoff,
as shown in our previous work [7]. For details about the recent progress in some of the
directions mentionned previously, readers are referred to the survey paper by Alexandre,
[2].
Since the coercivity estimate plays an important role in the study on the angular non-
cutoff Boltzmann equation, such estimate in terms of the indices γ and s, has been pursued
by many people. One of the purposes of this paper is to present a precise estimate that gives
the essential properties of this singular behavior, that will be stated in the next theorem. Let
us note that this result is proved in a general setting and it improves on previous results,
such as those obtained in [5, 6, 7, 31, 32]. And this estimate will be used herein and in our
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papers [9, 10] on the global existence in the hard potential case, and qualitative study of
solutions.
To derive the desired coercivity estimate, we generalize the non-isotropic norm intro-
duced in [7] as
|||g|||2 =
$
Φ(|v − v∗|)b(cosθ)µ∗ (g′ − g )2
+
$
Φ(|v − v∗|)b(cos θ)g2∗
( √
µ′ − √µ )2 ,
where the integration is over R3v × R3v∗ × S S 2σ. Note that it is a norm with respect to the
velocity variable v ∈ R3 only. We can compare this non-isotropic norm with classical
weighted Sobolev norms, see precisely Proposition 2.1.
The introduction of this norm was motivated by the study on the Landau equation which
can be viewed as the grazing limit of the Boltzmann equation. It is known that for the
Landau equation, see for example [19], that the essential norm in order to capture the
dissipation of the linearized Landau operator can be defined just as the Dirichlet form of the
linearized operator. By doing so, a norm can be well defined without loss of any dissipative
information in the operator and this can be done directly for the Landau equation mainly
because the corresponding Landau operator is a differential operator. However, for the
Boltzmann equation without angular cutoff, the collision operator is a singular integral
operator so that a direct analog is not obvious or feasible. Therefore, in the first part
of this paper, we analyze the properties of the non-isotropic norm and obtain the precise
coercivity estimate of the linearized collision operator. At this point, let us mention the
different approach undertaken by Gressman-Strain [21, 22].
We shall use the following standard weighted Sobolev space defined, for k, ℓ ∈ R, as
Hkℓ = H
k
ℓ (R3v) = { f ∈ S′(R3v); Wℓ f ∈ Hk(R3v)}
and
Hkℓ (R6x,v) = { f ∈ S′(R6x,v); Wℓ f ∈ Hk(R6x,v)}
where Wℓ(v) = 〈v〉ℓ = (1 + |v|2)ℓ/2 is always the weight for v variables. Herein, (·, ·)L2 =
(·, ·)L2(R3v ) denotes the usual scalar product in L2 = L2(R3) for v variables. Recall that
L2
ℓ
= H0
ℓ
.
We shall use also in the following two different Sobolev spaces, one with x-derivatives
only, another one with x, v derivatives and weight in the velocity variable v. For k ∈ N, ℓ ∈
R, let
H kℓ (R6) =
{
f ∈ S′(R6x,v) ; ‖ f ‖2Hk
ℓ
(R6) =
∑
|α|+|β|≤N
‖Wℓ−|β|∂αβ f ‖2L2 (R6) < +∞
}
,
˜H kℓ (R6) =
{
f ∈ S′(R6x,v) ; ‖ f ‖2˜Hk
ℓ
(R6) =
∑
|α|+|β|≤N
‖ ˜Wℓ−|β|∂αβ f ‖2L2 (R6) < +∞
}
,
where ˜Wℓ = (1 + |v|2)|s+γ/2| ℓ/2.
We recall that the linearized operator L has the following null space, which is spanned
by the set of collision invariants:
N = Span
{√
µ , v1
√
µ , v2
√
µ , v3
√
µ , |v|2 √µ
}
,
that is,
(
Lg, g
)
L2(R3v )
= 0 if and only if g ∈ N .
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Theorem 1.1. Assume that the cross-section satisfies (1.2) with 0 < s < 1 and γ > −3.
Then there exist two generic constants C1,C2 > 0 such that for any suitable function g
C1|||(I − P)g|||2 ≤
(
Lg, g
)
L2
≤ C2|||g|||2 ,
where P is the L2-orthogonal projection onto the null space N .
This coercivity estimate of the linearized collisional operator will prove to be crucial for
the global existence of classical solutions to the Boltzmann equation. For this purpose, the
analysis on the nonlinear operator is necessary, and we prove the following upper bound
estimate.
Theorem 1.2. For all 0 < s < 1, assume that γ > max{−3,− 32 − 2s}. Then, one has,∣∣∣(Γ( f , g), h)L2 ∣∣∣ . {‖ f ‖L2s+γ/2 |||g||| + ‖g‖L2s+γ/2 ||| f |||
+ min
{|| f ||L2 ||g||L2
s+γ/2
, || f ||L2
s+γ/2
||g||L2
}}|||h||| ,
for suitable functions f , g, h .
We will then concentrate on the global existence of solutions, both weak and strong, for
the non-cutoff soft potential case in the framework of small perturbation of an equilibrium
state. Even though some estimates hold for the general case and will be used in the forth-
coming papers, the condition γ + 2s ≤ 0 will be imposed in the main existence results. In
the Part II [9], we will then present the global existence theory for the hard potential case,
that is, the condition γ + 2s > 0 imposed. Furthermore, the qualitative behavior of the
solutions, such as the uniqueness, non-negativity, regularity and convergence rate to the
equilibrium will be investigated in [10]. Note that both the global existence and the qual-
itative study on the solution behavior were firstly investigated in [7] for the Maxwellian
molecule case where a generalized uncertainty principle obtained in [5] was used.
We begin with a local existence of classical solutions that holds true in general case.
Theorem 1.3. Assume that the cross-section satisfies (1.2) with γ + 2s ≤ 0, 0 < s < 1 and
γ > −3. Let N ≥ 6 and ℓ ≥ N. For a small ε > 0, if ||g0||HN
ℓ
(R6) ≤ ε, then there exists T > 0
such that the Cauchy problem (1.3) admits a solution
g ∈ L∞([0, T ]; HNℓ (R6)).
Since we are interested in getting global existence results, the next statement deals with
this issue asking only for control of x derivatives.
Theorem 1.4. Assume that the cross-section satisfies (1.2) with γ + 2s ≤ 0, 0 < s < 1 and
γ > max{−3,− 32 − 2s}. Let N ≥ 3. For a small ε > 0, if ‖g0‖HN (R3x;L2(R3v )) ≤ ε, then the
Cauchy problem (1.3) admits a global solution
g ∈ L∞([0,+∞[; HN(R3x; L2(R3v))).
The above global existence result is in a non-weighted function space without v deriva-
tives in the framework of weak solutions. On the other hand, we will prove the following
global existence result on classical solutions for which the proof is more involved. Note
that for the qualitative study on the solution behavior, such as the regularity as will be
shown in [10], solutions in a function space with x and v derivatives together with weight
in v are needed. Hence, the next theorem also serves for this purpose.
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Theorem 1.5. Assume that the cross-section satisfies (1.2) with γ + 2s ≤ 0, 0 < s < 1 and
γ > max{−3,− 32 − 2s}. Let N ≥ 6, ℓ ≥ N. For a small ε > 0, if ‖g0‖ ˜HNℓ (R6) ≤ ε, then the
Cauchy problem (1.3) admits a global solution
g ∈ L∞([0,+∞[ ; ˜HNℓ (R6)).
Let us now review some related works on this topic. First of all, the well-posedness
theory for the Boltzmann equation has now been well established under the Grad’s angular
cutoff assumption. Under this assumption, there exist basically three frameworks of exis-
tence of global solutions. The first one was initiated by Grad [18] and firstly completed by
Ukai [35, 36, 38] in the framework of weighted L∞v function space for small perturbation
of an equilibrium, where the spectrum analysis was used through a bootstrap argument. An
important progress on the existence theory is the introduction of the renormalized solutions
for large perturbation in the framework of L1v function space by DiPerna-Lions [17, 25],
where the velocity averaging lemma plays a key role. Recently, solutions in L2v framework
were established by macro-micro decompositions and energy method for small perturba-
tion of an equilibrium, cf [19, 20, 27, 28].
However, without Grad’s angular cutoff assumption, the established mathematical theo-
ries are far less. In this direction, the spectral analysis of the linearized collisional operator
was studied by Pao [33]. In 1990’s, some simplified models, such as Kac’s model and
the Boltzmann equation in lower dimensions with symmetry, were successfully studied,
[13, 14, 15]. In 2000’s, the mathematical theory for the spatially homogeneous Boltzmann
equation was satisfactorily solved, [3, 4, 16, 24, 29, 30]. For the original Boltzmann equa-
tion in physical space, in the framework of renormalized solutions, the only existing result
can be found in [11] where the basic existence result is still lacking. There are some local
existence results, [1, 37], see also the reviews [2, 40].
Since 2006, we have been working on the original Boltzmann equation without angular
cutoff, cf. [5, 6, 7]. Based on a new generalized uncertainty principle proved in [5], we
developed a new approach for the regularity study. In the framework of small perturbation
of an equilibrium in the whole space, the first complete global well-posedness theory and
regularity were established for the Maxwellian molecule case [7]. As a continuation of
these works, we successfully solve, in this series of papers, the fundamental problems, that
is, existence, uniqueness, regularity, non-negativity and convergence rates of solutions,
so that a complete and satisfactory mathematical theory is now established under some
minimal regularity requirement on the initial data. Through this analysis, mathematical
tools and techniques from harmonic analysis are used and some new ones are introduced,
such as the generalized uncertainty principle and the above non-isotropic norm. Here we
would like to mention that recently by using a different method, an existence result on
solutions in the torus case was obtained in [21, 22, 23].
Finally, we present the main strategy of analysis in this paper. Based on the essential co-
ercivity estimate on the linearized collisional operator and the non-isotropic norm proven
in a first step, what is needed in this paper is then the detailed analysis on the collisional op-
erator in both unweighted and weighted spaces, where its upper bounds, commutators with
differentiation in v and commutators with weights in v are given. Through this analysis, we
can see the role played by the parameters γ and s in the cross section. With these estimates,
the energy method can be applied through the macro-micro decomposition analysis intro-
duced in [19, 20]. Basically, the microscopic component of the solution is controlled by
the essential coercivity estimate on the linearized collisional operator in the non-isotropic
norm, while the dissipation on the macroscopic component is recovered by the system on
the fluid functions through the macro-micro decomposition. Then the nonlinear terms are
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essentially of higher order in the non-isotropic norm so that the energy estimate can be
closed in the framework of small perturbation.
The rest of the paper is arranged as follows. In the next section, we extend the definition
of the non-isotropic norm introduced in [7] and then state the main estimates in this paper.
The proof of the upper and lower bound estimates of the non-isotropic norm will be given
in Section 3. In Section 4, we will prove the equivalence of the Dirichlet form of the
linearized collison operator and the square of the non-isotropic norm. The equivalence of
the non-isotropic norms with different kinetic factors and different weights will be shown
in Section 5. An upper bound estimate on the nonlinear collision operator which is useful
for the well-posedness theory for the Boltzmann equation will be given next. However,
because of unnecessary restrictions on the values of the parameter γ, we shall amplify
such estimations and obtain some new functional estimates in v variable only in another
Section. The functional estimates in both v and x variables are given in Section 4. With
these estimates, the local and global existence of both weak and classical solutions are
given in the last two sections respectively.
Notations: Herein, letters f , g, · · · stand for various suitable functions, while C, c, · · ·
stand for various numerical constants, independent from functions f , g, · · · and which may
vary from line to line. Notation A . B means that there exists a constant C such that
A ≤ CB, and similarly for A & B. While A ∼ B means that there exist two generic
constants C1,C2 > 0 such that
C1A ≤ B ≤ C2A.
2. non-isotropic norm and estimates of linearized collision operators
For later use, we will need to compare the original cross-section with the situation when
its kinetic part is mollified. That is, for the function Φ(z) appearing in the cross-section,
we denote by ˜Φ(z) = (1 + |z|2) γ2 its smoothed version. To show the dependence of the
estimates on the mollified or non-mollified kinetic factor in the cross-session, we will use
the notations Q ˜Φ and QΦ to denote the Boltzmann collisional operator when the kinetic
part is ˜Φ and Φ respectively. In particular, Q = QΦ. This upper-script will be also used for
other operators as well.
First of all, let us recall that(
Lg, g
)
L2
= −
(
Γ(√µ , g) + Γ(g, √µ ), g
)
L2
≥ 0 ,
and the definition of the non-isotropic norm
|||g|||2 =
$
Φ(|v − v∗|)b(cos θ)µ∗ (g′ − g )2(2.1)
+
$
Φ(|v − v∗|)b(cos θ)g2∗
( √
µ′ − √µ )2
= J1 + J2 ,
where the integration is over R3v × R3v∗ × S S 2σ.
The following proposition gives a precise version of Theorem 1.1.
Proposition 2.1. Assume that the cross-section satisfies (1.2) with 0 < s < 1 and γ > −3.
Then there exist two generic constants C1,C2 > 0 such that
C1|||(I − P)g|||2 ≤
(
Lg, g
)
L2
≤ 2
(
L1g, g
)
L2
≤ C2|||g|||2
for any suitable function g.
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Concerning the lower and upper bounds of the non-isotropic norm we have
Proposition 2.2. Assume that the cross-section satisfies (1.2) with 0 < s < 1 and γ > −3.
Then there exist two generic constants C1,C2 > 0 such that
C1
{
‖g‖2H s
γ/2
+ ‖g‖2L2
s+γ/2
}
≤ |||g|||2 ≤ C2 ‖g‖2H s
s+γ/2
for any suitable function g.
¿From this estimate and Theorem 1.1, we can get the following estimate in classical
weighted Sobolev spaces
C1
{
‖(I − P)g‖2H s
γ/2
+ ‖(I − P)g‖2L2
s+γ/2
}
≤
(
Lg, g
)
L2
≤ C2 ‖g‖2H s
s+γ/2
.(2.2)
In the following, we will use the lower script Φ on the non-isotropic norm, and so use
the notation |||g|||Φ if we need to specify its dependence on the kinetic factor Φ. Notations
JΦ1 , J
Φ
2 will be also used for the same purpose.
Part of the proof on the lower bound of the non-isotropic norm given in Proposition 2.2
is essentially due to the following equivalence relations.
Proposition 2.3. Assume that the cross-section satisfies (1.2) with 0 < s < 1 and γ > −3.
Then we have
|||g|||Φ ∼ |||g||| ˜Φ .
Concerning the dependence on the index γ in Φγ = |v − v∗|γ, we have
Proposition 2.4. Assume that the cross-section satisfies (1.2) with 0 < s < 1 and γ > −3.
Then for any β > −3, we have
|||g|||Φγ ∼ |||〈v〉(γ−β)/2g|||Φβ .
2.1. Bounds on the non-isotropic norm. This section is devoted to the proof of Proposi-
tion 2.2. We will often use the following elementary estimate stated in velocity dimension
n, since it will be needed for both cases n = 2 and n = 3.
Lemma 2.5. Let the velocity dimension be n, n ∈ N, ρ > 0, δ ∈ R and let µρ,δ(u) =
〈u〉δe−ρ|u|2 for u ∈ Rn. If α > −n and β ∈ R, then we have
(2.3) Iα,β(u) =
∫
Rn
|w|α〈w〉βµρ,δ(w + u)dw ∼ 〈u〉α+β .
Proof. Since we have
〈u〉β〈u + w〉−|β| ≤ 〈w〉β ≤ 〈u〉β〈u + w〉|β|,
it suffices to show (2.3) with β = 0, by taking µρ,δ±|β| instead of µρ,δ. Taking into account
the fact that α > −n, this estimate is obvious when |u| ≤ 1. If |u| ≥ 1, then we have
Iα,0(u) ≥ 4−|α|〈u〉α
∫
{|u+w|≤1/2}
µρ,δ(u + w)dw & 〈u〉α,
because |u + w| ≤ 1/2 implies that 4−1〈u〉 ≤ |w| ≤ 4〈u〉. Noticing that 2|w| ≥ 〈w〉 if |w| ≥ 1,
we have
Iα,0(u) ≤
(
max
|w|≤1
µρ,δ(u + w)
) ∫
{|w|≤1}
|w|αdw + 2|α|
∫
{|w|≥1}
〈w〉αµρ,δ(u + w)dw
.
(
〈u〉|δ|e−ρ|u|2/2 + 〈u〉α
∫
Rn
〈u + w〉αµρ,δ(u + w)dw
)
. 〈u〉α .
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And this completes the proof of the lemma.

Recall from (2.1) that the non-isotropic norm contains two parts, denoted by J1 and J2
respectively. The estimation on each part will be given in the following subsections. We
start with the estimation on J2 because the analysis is easier.
Let us start with the following upper bound on J2.
Lemma 2.6. Under the same assumptions as in Theorem 1.1, we have
J2 :=
$
b(cos θ)Φ(|v − v∗|)g2∗
( √
µ′ − √µ )2dvdv∗dσ . ‖g‖2L2
s+γ/2
.
Proof. Note that
J2 ≤ 2
$
bΦ(|v − v∗|)g2∗
(
µ′1/4 − µ1/4
)2(
µ′1/2 + µ1/2
)
dvdv∗dσ
.
$
b |v′ − v∗|γg2∗
(
µ′1/4 − µ1/4
)2
µ′1/2dvdv∗dσ
+
$
b |v − v∗|γg2∗
(
µ′1/4 − µ1/4
)2
µ1/2dvdv∗dσ
=F1 + F2 .
By the regular change of variables v → v′, we have
F1 .
"
|v′ − v∗|γ
( ∫
b(cos θ) min
(
|v′ − v∗|2θ2, 1
)
dσ
)
g2∗µ
′1/2dv′dv∗
.
∫ ( ∫
|v′ − v∗|γ+2sµ′dv′
)
g2∗dv∗ . ‖g‖2L2
s+γ/2
,
where we have used Lemma 2.5 in the case n = 3 to get the last inequality. A direct
estimation show thats the same bound holds true for F2. And this completes the proof of
the lemma. 
Remark 2.7. Note that the above lemma holds even if Φ is replaced by ˜Φ by using Lemma
2.5.
We now turn to the lower bound for J2.
Lemma 2.8. Under the assumptions (1.2) with γ > −3, there exists a constant C > 0 such
that
J2 :=
$
b(cos θ)Φ(|v − v∗|)g2∗
( √
µ′ − √µ )2dvdv∗dσ ≥ C‖g‖2L2
s+γ/2
.
Proof. We will apply the argument used in [39]. By shifting to the ω-representation,
v′ = v − ((v − v∗) · ω)ω v′∗ = v + ((v − v∗) · ω)ω ,ω ∈ S S 2,
in view of the change of variables (v, v∗) → (v∗, v), we get,
J2 = 4
$
b(cos θ) sin(θ/2)Φ(|v − v∗|)g2( √µ′∗ − √µ∗ )2dvdv∗dω ,
because dσ = 4 sin(θ/2)dω. Then, we use the Carleman representation. The idea of
this representation is to replace the set of variables (v, v∗, ω) by the set (v, v′, v′∗). Here,
v, v′ ∈ R3 and v′∗ ∈ Evv′ , where Evv′ is the hyperplane passing through v and orthogonal to
v − v′. By using the formula
dv∗dω =
dv′∗dv′
|v − v′|2 ,
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cf. page 347 of [39], and by taking the change of variables
(v, v′, v′∗) → (v, v + h, v + y),
with h ∈ R3 and y ∈ Eh, where Eh is the hyperplane orthogonal to h passing through the
origin in R3, we have
J2 ∼
∫
R
3
v
∫
R
3
h
∫
y∈Eh∩{|y|≥|h|}
|y|1+2s+γ
|h|1+2s g(v)
2
× ( √µ(v + y) − √µ(v + y + h) )2dvdhdy|h|2 ,
because
|h| = |v′ − v| = |v′∗ − v| tan
θ
2
= |y| tan θ
2
, θ ∈ [0, π/2] ,
b(cos θ) sin(θ/2)Φ(|v − v∗|) ∼ |v∗ − v
′|1+2s+γ
|v − v′|1+2s 1{|v′∗−v|≥|v′−v|} .
We decompose v = v1 + v2, where v2 is the orthogonal projection of v on Eh. Since
µ is invariant by rotation, we may assume v = (0, 0, |v|) without loss of generality. By
introducing the polar coordinates
h = (ρ sinϑ cosφ, ρ sinϑ sin φ, ρ cosϑ) , ϑ ∈ [0, π], φ ∈ [0, 2π], ρ > 0,
we obtain |v1| = |v|| cosϑ|, |v1 + h| = | |v| cosϑ + ρ| and |v2| = |v| sinϑ. Note that if 0 < ϑ ≤
π/2, then ( √
µ(v + y) −
√
µ(v + y + h) )2 = µ(v2 + y)( √µ(v1) − √µ(v1 + h) )2
≥ µ(v2 + y)µ(v1)(1 − e−ρ2/4)2/(2π)3/2.
Therefore, we have for any δ > 0
J2 ≥ C
∫
R
3
v
g(v)2
{ ∫
R
3
h
( √
µ(v1) −
√
µ(v1 + h) )2
|h|3+2s
×
( ∫
y∈Eh∩{|y|≥|h|}
|y|1+2s+γµ(v2 + y)dy
)
dh
}
dv
≥ C
∫
R
3
v
g(v)2
{ ∫ π/2
π/2−1/〈v〉
µ(v1)

∫ δ
0
(
1 − e−ρ2/4)2
ρ1+2s
×
( ∫
y∈Eh
|y|1+2s+γµ(v2 + y)dy
−
∫
y∈Eh∩{|y|≤ρ}
|y|1+2s+γµ(v2 + y)dy
)
dρ
)
sinϑdϑ
}
dv .
Since we have∫
y∈Eh∩{|y|≤ρ}
|y|1+2s+γµ(v2 + y)dy ≤ δ2s
∫
y∈Eh
|y|1+γµ(v2 + y)dy, if ρ ≤ δ ,
and it follows from Lemma 2.5 in the case n = 2, that∫
y∈Eh
|y|βµ(v2 + y)dy ∼ 〈v2〉β if β > −2 ,
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there exist two constants C1,C2 > 0 such that if ρ ≤ δ, we have∫
y∈Eh
|y|1+2s+γµ(v2 + y)dy −
∫
y∈Eh∩{|y|≤ρ}
|y|1+2s+γµ(v2 + y)dy
≥ C1〈v2〉1+2s+γ −C2δ2s〈v2〉1+γ .
Taking a sufficiently small δ > 0 gives
J2 ≥ C
∫
R
3
v
g(v)2
{ ∫ π/2
π/2−1/〈v〉
µ(v1)
×

∫ δ
0
(
1 − e−ρ2/4)2
ρ1+2s
dρ
 〈v2〉1+2s+γ sinϑdϑ}dv
≥ Cδ
∫
R
3
v
〈v〉2s+γg(v)2
{ ∫ π/2
π/2−1/〈v〉
e−|v|
2 cos2 ϑ〈v〉dϑ
}
dv
≥ Cδ‖g‖2s+γ/2 .
The proof of the lemma is now completed. 
Remark 2.9. In the above proof, the factor |y|γ can be replaced by 〈y〉γ, so that Lemma 2.8
is valid even if Φ is replaced by ˜Φ = 〈v − v∗〉γ. By the above lemma together with Lemma
2.6 and the Remark after it, we can conclude
(2.4) JΦ2 ∼ ‖g‖2L2
s+γ/2
∼ J ˜Φ2 .
We now turn to the estimation of the first term of the non-isotropic norm, that is, J1.
We will firstly show that the singular behavior of the cross-section when v = v∗ can be
smoothed out. This point is given by the following proposition.
Proposition 2.10. Under the same assumption as in Theorem 1.1, we have
JΦ1 + ‖g‖2L2
s+γ/2
∼ JΦ˜1 + ‖g‖2L2
s+γ/2
.
Remark 2.11. This proposition is nothing but Proposition 2.3 by Remark 2.9.
Proof. By using similar arguments as in the proof of Lemma 2.8, it follows from the Car-
leman representation that
JΦ1 ∼
∫
R
3
v
∫
R
3
h
∫
y∈Eh∩{|y|≥|h|}
|y|1+2s+γ
|h|1+2s µ(v)
(
g(v + y) − g(v + y + h) )2dvdhdy|h|2
=
∫
R
3
v
∫
R
3
h
∫
y∈Eh∩{|y|≥|h|}
|y|1+2s+γ
|h|1+2s µ(v + y)
(
g(v) − g(v + h) )2dvdhdy|h|2 ,
where the last equality is a direct consequence of the change of variables (v+y, y) → (v,−y).
Similarly, we have
JΦ˜1 ∼
∫
R
3
v
∫
R
3
h
∫
y∈Eh∩{|y|≥|h|}
|y|1+2s〈y〉γ
|h|1+2s µ(v + y)
(
g(v + h) − g(v) )2dvdhdy|h|2 .
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We claim that∫
R
3
v
∫
R
3
h
∫
y∈Eh∩{|y|≤|h|}
|y|1+2s+γ
|h|1+2s µ(v + y)
(
g(v + h) − g(v) )2dvdhdy|h|2(2.5)
. ‖g‖2L2
s+γ/2
,∫
R
3
v
∫
R
3
h
∫
y∈Eh∩{|y|≤|h|}
|y|1+2s〈y〉γ
|h|1+2s µ(v + y)
(
g(v + h) − g(v) )2dvdhdy|h|2(2.6)
. ‖g‖2L2
s+γ/2
.
Note carefully that the integration in these estimates is performed for ”large” values of h.
Once we admit those estimates, to conclude the proof of the lemma, it suffices to show
that
G(v, h) =
∫
y∈Eh
|y|1+2s+γµ(v + y)dy ∼
∫
y∈Eh
|y|1+2s〈y〉γµ(v + y)dy = ˜G(v, h).
We decompose v = v1 + v2, where v2 is the orthogonal projection of v on Eh. Then we have
µ(v+ y) = µ(v1)µ(v2+ y), whence it follows from Lemma 2.5 together with 1+2s+γ > −2
that
G(v, h) ∼ µ(v1)〈v2〉1+2s+γ ∼ ˜G(v, h) .
It remains to show (2.5) and (2.6). We write∫
R
3
v
∫
R
3
h
∫
y∈Eh∩{|y|≤|h|}
|y|1+2s+γ
|h|1+2s µ(v + y)
(
g(v + h) − g(v) )2dvdhdy|h|2
=
∫
R
3
v
∫
{|h|≤1}
∫
y∈Eh∩{|y|≤|h|}
+
∫
R
3
v
∫
{|h|≥1}
∫
y∈Eh∩{|y|≤|h|}
= A1 + A2 .
Take a small δ > 0 such that γ − δ > −3. Then, in view of 1 + γ − δ > −2, we have
A1 ≤
∫
R
3
v
∫
{|h|≤1}
∫
y∈Eh
|y|1+γ−δ
|h|1−δ µ(v + y)
(
g(v + h) − g(v) )2dvdhdy|h|2
=
∫
R
3
v
µ(v1)
∫
{|h|≤1}
( ∫
y∈Eh
|y|1+γ−δµ(v2 + y)dy
)(
g(v + h) − g(v) )2 dh|h|3−δ dv
.
∫
R
3
v
µ(v1)〈v2〉1+γ−δ
∫
{|h|≤1}
(
g(v + h) − g(v) )2 dh|h|3−δ dv
.
∫
R
3
v
∫
{|h|≤1}
(
µ(v1 − h) + µ(v1)
)
〈v2〉1+γ−δ
∣∣∣g(v)∣∣∣2 dh|h|3−δ dv ,
where we have used the change of variables v + h → v for the factor g(v + h). As in the
proof of Lemma 2.8, by assuming v = (0, 0, |v|), we introduce the polar coordinates
h = (ρ sinϑ cosφ, ρ sinϑ sin φ, ρ cosϑ) , ϑ ∈ [0, π], φ ∈ [0, 2π], ρ > 0 .
Since |v1| = |v|| cosϑ|, |v1 − h| = | |v| cosϑ − ρ| and |v2| = |v| sinϑ, by using the change of
varible |v| cosϑ = r, we obtain
A1 .
∫
R
3
v
∣∣∣g(v)∣∣∣2 ∫ 1
0
1
ρ1−δ
×
(∫ |v|
−|v|
(1 + |v|2 − r2)(1+γ−δ)/2
|v|
(
e−|r−ρ|
2/2 + e−r
2/2
)
dr
)
dρdv .
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Similarly, if 1 + 2s − δ > 1, then we have
A2 ≤
∫
R
3
v
∫
{|h|≥1}
∫
y∈Eh
|y|1+γ+2s−δ
|h|1+2s−δ µ(v + y)
(
g(v + h) − g(v) )2dvdhdy|h|2
.
∫
R
3
v
∣∣∣g(v)∣∣∣2 ∫ ∞
1
1
ρ1+2s−δ
×
(∫ |v|
−|v|
(1 + |v|2 − r2)(1+γ+2s−δ)/2
|v|
(
e−|r−ρ|
2/2 + e−r
2/2
)
dr
)
dρdv .
If 1 + γ + 2s − δ ≥ 0, then
K(v, ρ) =
∫ |v|
−|v|
(1 + |v|2 − r2)(1+γ+2s−δ)/2
|v|
(
e−|r−ρ|
2/2 + e−r
2/2
)
dr
≤ 〈v〉(γ+2s−δ)/2
∫ |v|
−|v|
(
e−|r−ρ|
2/2 + e−r
2/2
)
dr . 〈v〉γ+2s,
which shows
A2 .
∫
R
3
v
∣∣∣g(v)∣∣∣2 ∫ ∞
1
K(v, ρ)
ρ1+2s−δ
dρdv .
∫
〈v〉γ+2s
∣∣∣g(v)∣∣∣2dv .(2.7)
On the other hand, if 1 + γ + 2s − δ < 0 and |v| ≥ 3, then
K(v, ρ) .
∫ |v|
0
(|v|2 − r2)(1+γ+2s−δ)/2
|v|
(
e−|r−ρ|
2/2 + 3e−r2/2
)
dr
. |v|(−1+γ+2s−δ)/2
∫ |v|
0
(
|v| − r
)(1+γ+2s−δ)/2(
e−|r−ρ|
2/2 + 3e−r2/2
)
dr
. 〈v〉γ+2s + |v|(−1+γ+2s−δ)/2
∫ |v|
|v|/2
(
|v| − r
)(1+γ+2s−δ)/2
3e−|r−ρ|2/2dr,
because ∫ |v|
0
(
|v| − r
)(1+γ+2s−δ)/2
e−|r|
2/2dr . |v|(1+γ+2s−δ)/2
∫ |v|/2
0
e−|r|
2/2dr
+ e−|v|
2/8
∫ |v|
|v|/2
(
|v| − r
)(1+γ+2s−δ)/2
dr,
where we have used that (1 + γ + 2s − δ)/2 > −1 for small δ > 0 that follows from the
assumption γ > −3. We now consider∫ ∞
1
dρ
ρ1+2s−δ
∫ |v|
|v|/2
(
|v| − r
)(1+γ+2s−δ)/2
e−|r−ρ|
2/2dr
≤
∫ |v|
|v|/2
(
|v| − r
)(1+γ+2s−δ)/2( ∫
{|r−ρ|≤
√
2 log |v|}
(|v|/3)−(1+2s−δ)dρ
)
dr
+
∫ |v|
|v|/2
(
|v| − r
)(1+γ+2s−δ)/2( ∫
{|r−ρ|≥
√
2 log |v|}
|v|−1dρ
ρ1+2s−δ
)
dr
.
(
|v|(1+γ+2s−δ)/2
√
2 log |v| + |v|(1+γ+2s−δ)/2
)
. 〈v〉(1+γ+2s)/2 .
Therefore, in the case when 1 + γ + 2s − δ < 0, we also have (2.7). Similarly, we have
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A1 .
∫
R
3
v
∣∣∣g(v)∣∣∣2 ∫ 1
0
K(v, ρ)
ρ1−δ
dρdv .
∫
〈v〉γ+2s
∣∣∣g(v)∣∣∣2dv ,
which shows (2.5). The proof of (2.6) is similar, and thus the proof of the proposition is
completed.

Lemma 2.12. There exist constants C1,C2 > 0 such that
J1 ≥ C1‖〈v〉γ/2g‖2H s −C2‖g‖2L2
s+γ/2
.(2.8)
The same conclusion holds even with µ replaced by µρ for any fixed ρ > 0.
Proof. It follows from Proposition 2.10 that
C
(
JΦ1 + ‖g‖2L2
s+γ/2
)
≥ 2 JΦ˜1
≥
$
b(cos θ) µ∗〈v∗〉|γ|
(
〈v′〉γ/2g′ − 〈v〉γ/2g
)2
dσdvdv∗(2.9)
− 2
$
b(cos θ) µ∗〈v∗〉|γ|
(
〈v〉γ/2 − 〈v′〉γ/2
)2|g|2dσdvdv∗
= A1 + A2,
because Φ˜(|v − v∗|) ∼ 〈v′ − v∗〉γ ≥ 〈v
′〉γ
〈v∗〉|γ|
and 2(a + b)2 ≥ a2 − 2b2. Setting g˜ = 〈v〉γ/2g and
noting Cγµ(v)〈v〉−|γ| ≥ µ(2v) for a Cγ > 0, as in Proposition 1 of [3], we have
Cγ A1 ≥
∫
R6
∫
S2
b
( v − v∗
|v − v∗| · σ
)
µ(2v∗)
(
g˜(v) − g˜(v′)
)2
dσdv∗dv
= (4π)−3
∫
R3
∫
S2
b
( ξ
|ξ| · σ
){
µˆ(0)| ˆg˜(ξ)|2 + µˆ(0)| ˆg˜(ξ+)|2
− 2Re µˆ(ξ−/2)ˆg˜(ξ+) ¯ˆg˜(ξ)
}
dσdξ
≥ 1
2(4π)3
∫
R3
| ˆg˜(ξ)|2
{∫
S2
b
( ξ
|ξ| · σ
)
(µˆ(0) − |µˆ(ξ−/2)|)dσ
}
dξ .
Since we have µˆ(0) − |µˆ(ξ−/2)| = c(1 − e−|ξ− |2/8) ≥ c′|ξ−|2 if |ξ− | ≤ 1, in view of |ξ− |2 =
|ξ|2 sin2 θ/2 ≥ |ξ|2(θ/π)2, we obtain for |ξ| ≥ 1∫
S2
b
( ξ
|ξ| · σ
)
(µˆ(0) − |µˆ(ξ−)|)dσ ≥
∫
|ξ|(θ/π)≤1
sin θb(cos θ)|ξ|2(θ/π)2dθ
≥ c′′K|ξ|2
∫ 1/|ξ|
0
θ−1−2sθ2dθ
= c′′K|ξ|2|ξ|2s−2/(2 − 2s).
Therefore, we have
A1 ≥ C1
∫
|ξ|≥1
|ξ|2s| ˆg˜(ξ)|2dξ ≥ C12−2s
∫
|ξ|≥1
(1 + |ξ|2)s| ˆg˜(ξ)|2dξ(2.10)
≥ C12−2s‖〈v〉γ/2g‖2H s(R3v ) −C1‖〈v〉
γ/2g‖2L2(R3v ) .
As for A2, we note that if vτ = v′ + τ(v − v′) for τ ∈ [0, 1], then
〈v〉 ≤ 〈v − v∗〉 + 〈v∗〉 ≤
√
2〈vτ − v∗〉 + 〈v∗〉 ≤ (1 +
√
2)〈vτ〉〈v∗〉,
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and 〈vτ〉 ≤ (1+
√
2)〈v〉〈v∗〉, which show 〈vτ〉β ≤ Cβ〈v〉β〈v∗〉|β| for any β ∈ R. It follows that
∣∣∣∣〈v〉γ/2 − 〈v′〉γ/2∣∣∣∣ ≤ Cγ ∫ 1
0
〈v′ + τ(v − v′)〉(γ/2−1)dτ|v − v∗|θ
≤ C′γ
(
〈v〉(γ/2−1)〈v∗〉|γ/2−1|
)
〈v − v∗〉θ,
and thus we have
A2 ≤ C
"
µ∗
〈v∗〉|γ|
|g|2
{(
〈v〉(γ−2)〈v∗〉|γ−2|
)2( ∫ 〈v−v∗〉−1
0
θ−1−2s
(
〈v − v∗〉θ
)2
dθ
)
+
∫ π/2
〈v−v∗〉−1
(
〈v〉γ + 〈v〉γ〈v∗〉|γ|
)
θ−1−2sdθ
}
dvdv∗
≤ C
" (
〈v〉2s+γ〈v∗〉2s+max(|γ−2|−|γ|,0)
)
µ∗|g|2dvdv∗ ≤ C‖g‖2L2
s+γ/2
,
which together with (2.10) yields the desired estimate (2.8). The last estimate of the lemma
is obvious by replacing µ by µρ in each step of the above arguments, so that the proof of
the lemma is completed. 
Lemma 2.8 together with Lemma 2.12 implies that we have the following lower bound
on the non-isotropic norm,
|||g|||2 &
(
‖g‖2H s
γ/2
+ ‖g‖2L2
s+γ/2
)
.
Therefore, to complete the proof of Proposition 2.2, it remains to show
Lemma 2.13. Let γ > −3. Then we have
J1 . ‖g‖2H s
s+γ/2
+ ‖g‖2L2
s+γ/2
.
The same conclusion holds even if µ in J1 is replaced by µρ for any fixed ρ > 0.
Proof. As for Lemma 2.12, it follows from Proposition 2.10 that, for suitable constants
C1,C2 > 0, we have
C1 JΦ1 −C2‖g‖2L2
s+γ/2
≤ JΦ˜1
≤ 2
$
b(cos θ)µ∗〈v∗〉|γ|
(
〈v′〉γ/2g′ − 〈v〉γ/2g
)2
dσdvdv∗(2.11)
+ 2
$
b(cos θ)µ∗〈v∗〉|γ|
(
〈v〉γ/2 − 〈v′〉γ/2
)2|g|2dσdvdv∗
= B1 + B2,
because Φ˜(|v − v∗|) ∼ 〈v′ − v∗〉γ ≤ 〈v′〉γ〈v∗〉|γ| and (a + b)2 ≤ 2(a2 + b2).
By the same argument for A2 in the proof of Lemma 2.12, we get B2 . ‖g‖L2
s+γ/2
.
To estimate B1, we apply Theorem 2.1 of [6] about the upper bound on the collision
operator in the Maxwellian molecule case. It follows from (2.1.9) of [6] with (m, α) =
(−s,−s) that ∣∣∣∣(QΦ0 (F,G),G)∣∣∣∣ . ‖F‖L1
s+2s
‖G‖2H ss .
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Since 2a(b − a) = −(b − a)2 + (a2 − b2), we get
(
QΦ0 (F,G),G
)
=
$
bF∗G(G′ −G)
= −1
2
$
bF∗(G′ −G)2 + 12
"
F∗
(
G′2 −G2) ,
and therefore∣∣∣∣$ bF∗(G′ −G)2∣∣∣∣ ≤ 2∣∣∣∣(QΦ0 (F,G),G)∣∣∣∣ + ∣∣∣∣" F∗(G′2 −G2)∣∣∣∣
. ‖F‖L13s‖G‖
2
H ss + ‖F‖L1‖G‖2L2 ,
where we have used the cancellation lemma from [3] for the second term. Choosing F =
µ〈v〉|γ| and G = 〈v〉γ/2g, it follows that B1 . ‖g‖2H s
s+γ/2
, completing the proof of the lemma.

2.2. Equivalence to the linearized operator. We will now show that the Dirichlet form
of the linearized collision operator is equivalent to the square of the non-isotropic norm,
and therefore, the proof of Proposition 2.1 will be given. Let us note that for the bilinear
operator Γ( ·, · ), for suitable functions f , g, one has
(
Γ( f , g), h
)
L2
=
$
b(cos θ)Φ(|v − v∗|)√µ∗ ( f ′∗g′ − f∗g)h
=
$
b(cos θ)Φ(|v − v∗|)
√
µ′∗
( f∗g − f ′∗g′)h′ ,
and by adding these two lines, it follows that
(2.12)
(
Γ( f , g), h
)
L2
=
1
2
$
b(cos θ)Φ(|v − v∗|)
(
f ′∗g′ − f∗g
)(√
µ∗ h −
√
µ′∗ h′
)
.
The following lemma shows that L1 dominates L.
Lemma 2.14. Under the conditions (1.2) on the cross-section with 0 < s < 1 and γ ∈ R,
we have
(2.13)
(
L1g, g
)
L2
≥ 1
2
(
Lg, g
)
L2
.
Proof. By standard changes of variables, the following computations hold true(
L1g, g
)
L2
= −
(
Γ(√µ , g), g
)
L2
=
1
2
$
B(|v − v∗|, cos θ)
(
(µ′∗)1/2g′ − (µ∗)1/2g
)2
dv∗dσdv
=
1
2
$
B(|v − v∗|, cos θ)
(
(µ′)1/2g′∗ − (µ)1/2g∗
)2
dv∗dσdv
=
1
4
$
B(|v − v∗|, cos θ)
×
{(
(µ′∗)1/2g′ − (µ∗)1/2g
)2
+
(
(µ′)1/2g′∗ − (µ)1/2g∗
)2}
,
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and (
Lg, g
)
L2
= −
(
Γ(√µ , g) + Γ(g, √µ ), g
)
L2(R3v )
=
$
B
(
(µ∗)1/2g − (µ′∗)1/2g′ + g∗(µ)1/2 − g′∗(µ′)1/2
)
(µ∗)1/2 g
=
$
B
(
(µ′∗)1/2g′ − (µ∗)1/2g + g′∗(µ′)1/2 − g∗(µ)1/2
)
(µ′∗)1/2 g′
=
$
B
(
(µ)1/2g∗ − (µ′)1/2g′∗ + g(µ∗)1/2 − g′(µ′∗)1/2
)
(µ)1/2 g∗
=
$
B
(
(µ′)1/2g′∗ − (µ)1/2g∗ + g′(µ′∗)1/2 − g(µ∗)1/2
)
(µ′)1/2 g′∗
=
1
4
$
B
{(
(µ∗)1/2g − (µ′∗)1/2g′
)
+
(
(µ)1/2g∗ − (µ′)1/2g′∗
)}2
.
Therefore, (2.13) follows from (α + β)2 ≤ 2(α2 + β2) and the proof is completed. 
Now for the term L2, we have
Lemma 2.15. One has ∣∣∣∣(L2g, h)L2
∣∣∣∣ . ‖µ1/103 g‖L2‖µ1/103 h‖L2 .
Proof. It follows from (2.12) that(
L2(g), h
)
L2
= −1
2
$
B
(
g′∗
√
µ′ − g∗√µ
)(√
µ∗ h −
√
µ′∗ h′
)
=
(
g ,L2(h)
)
L2
,
that is, L2 is symmetric. Hence it suffices to show the lemma in the case when g = h.
Putting G = √µg, we have
−L2g =µ−1/2Q(G, µ)
=µ−1/2
"
b(cos θ)Φ(|v − v∗|)G′∗
(
µ′ − µ
)
dv∗dσ
+
√
µ
"
b(cos θ)Φ(|v − v∗|)
(
G′∗ −G∗
)
dv∗dσ
=I1(v) + I2(v).
Thanks to the cancellation lemma, we have I2(v) =
√
µ(v)(S ∗ G)(v) with S (v) ∼ |v|γ,
whence we have∣∣∣∣(I2, g)L2 ∣∣∣∣ . ∫
v
∫
v∗
|v − v∗|γ √µ√µ∗|g||g∗|dvdv∗(2.14)
.
∫
v
∫
v∗
|v − v∗|γ
{
(µ1/4∗ µ1/4g)2 + (µ1/4µ1/4∗ g∗)2
}
dvdv∗
. ‖〈v〉γµ1/4g‖2L2 . ‖µ1/8g‖2L2 ,
by means of Lemma 2.5.
Writing
µ′ − µ =
√
µ′
( √
µ′ − √µ) + √µ( √µ′ − √µ)
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and using
√
µ′µ′∗ =
√
µµ∗ , we have
I1(v) =
"
b(cos θ)Φ(|v − v∗|)g′∗
(√
µ∗ +
√
µ′∗
) ( √
µ′ − √µ
)
dv∗dσ.
Hence (
I1, g
)
L2
=
$
b(cos θ)Φ(|v − v∗|)g′∗
(√
µ∗ −
√
µ′∗
) (√
µ′ − √µ
)
gdvdv∗dσ
+ 2
$
b(cos θ)Φ(|v − v∗|)G∗
(√
µ −
√
µ′
)
g′dvdv∗dσ
=A1 + A2 ,
where we have used the change of variables (v, v∗) → (v′, v′∗) for the second term. We can
write
A1 =
$
b(cos θ)Φ(|v − v∗|)
(
µ∗1/4 − µ′∗1/4
) (
µ′1/4 − µ1/4
)
g′∗g
×
(
µ∗1/4 + µ′∗
1/4 ) (
µ′1/4 + µ1/4
)
dσdvdv∗ .
Since we have
|v′∗|2 ≤ (|v′∗ − v′| + |v′|)2 ≤ (
√
2|v∗ − v′| + |v′|)2
≤ (
√
2|v∗| + (
√
2 + 1)|v′|)2 ≤ 4|v∗|2 + 2(
√
2 + 1)2|v′|2,
and in the same way, |v|2 ≤ 4|v′|2+2(√2+1)2|v∗|2, we get, by adding the two corresponding
inequalities, that µ∗µ′ ≤ (µ′∗µ)1/(10+4
√
2)
. Moreover, we have µ′∗µ′ = µ∗µ ≤ (µ′∗µ)1/5 because
|v′∗|2 ≤ (|v′∗ − v| + |v|)2 ≤ (|v∗ − v| + |v|)2 ≤ 2|v∗|2 + 8|v|2. Noticing that∣∣∣∣(µ∗1/4 − µ′∗1/4 ) (µ′1/4 − µ1/4)∣∣∣∣ . |v − v′∗|2θ2,
we get
|A1| .
"
|v − v′∗|γ+2
{∫ π/2
0
θ1−2sdθ
}
(µ′∗µ)1/80g′∗gdvdv′∗(2.15)
.
"
|v − v′∗|γ(µ′∗µ)1/160g′∗gdvdv′∗ . ‖µ1/10
3
g‖2L2 ,
by an argument similar to the analysis of I1.
For A2, we use the regular change of variable v → v′, and denote its inverse transforma-
tion by v′ → ψσ(v′) = v. Then
A2 = 2
" √
µ∗g∗
{∫
S S 2
b
( ψσ(v′) − v∗
|ψσ(v′) − v∗| · σ
)
Φ(|ψσ(v′) − v∗|)
×
( √
µ(ψσ(v′)) −
√
µ(v′)
)∣∣∣∣∂(ψσ(v′))
∂(v′)
∣∣∣∣dσ} g(v′)dv∗dv′ .
It follows from the Taylor expansion that√
µ(ψσ(v′)) −
√
µ(v′)) =
(
∇√µ
)
(v′) ·
(
ψσ(v′) − v′
)
+
∫ 1
0
(1 − τ)
(
∇2 √µ
)
(v′ + τ(ψσ(v′) − v′))
(
ψσ(v′) − v′
)2
dτ.
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Note that the integral with respect to σ corresponding to the first order term vanishes,
by means of the symmetry on S S 2. Putting v′τ = v′ + τ(ψσ(v′) − v′), we have |v′|2 ≤
(|v′ − v∗| + |v∗|)2 ≤ ((|v′τ − v∗| + |v∗|)2 ≤ 2|v′τ|2 + 8|v∗|2, so that∣∣∣∣ √µ(v∗)(∇2 √µ)(v′ + τ(ψσ(v′) − v′))∣∣∣∣ . (µ(v∗) µ(v′))1/12 .
Since |ψσ(v′) − v′| . |v′ − v∗|θ, we have
|A2| .
" {∫ π/2
0
θ1−2sdθ
}
|v′ − v∗|γ+2(µ∗ µ′)1/12|g∗| |g′|dv∗dv′
.
"
|v′ − v∗|γ(µ∗ µ′)1/24|g∗| |g′|dv∗dv′ . ‖µ1/103 g‖2L2 .
Together with (2.14) and (2.15), this yields the desired estimate and completes the proof
of the lemma. 
Let us note the following inequality between
(
L1g, g
)
L2
, corresponding to the first term
of the linear operator, and the non-isotropic norm.
Proposition 2.16. Let γ > −3. There exists a constant C > 0 such that
|||g|||2 ≥
(
L1g, g
)
L2
≥ 1
10 |||g|||
2 − C‖g‖2L2
γ/2
.(2.16)
Proof. The equalities
2
(
L1g, g
)
L2
= −2
(
Γ(√µ, g), g
)
L2
=
$
B
(
(µ′∗)1/2g′ − (µ∗)1/2 g
)2
dvdv∗dσ
=
$
B
(
(µ′∗)1/2(g′ − g) + g((µ′∗)1/2 − (µ∗)1/2
)2
dvdv∗dσ,
together with the inequality
2(a2 + b2) ≥ (a + b)2 ≥ 1
2
a2 − b2
yields
|||g|||2 ≥
(
L1g, g
)
L2
≥ 1
4
J1 − 12 J2 ≥
1
4
|||g|||2 − 3
4
J2 .(2.17)
It follows from the equality (a + b)2 = a2 + b2 + 2ab that
2
(
L1g, g
)
L2
≥ J2 −C‖g‖2L2
γ/2
,(2.18)
which yields the desired estimate (2.16) together with (2.17).
Indeed, note that
2
(
L1g, g
)
L2
=
$
B
(
(µ′∗)1/2(g′ − g) + g((µ′∗)1/2 − (µ∗)1/2)
)2
dvdv∗dσ
= J1 + J2 + 2
$
B (g′ − g)g(µ′∗)1/2
(
(µ′∗)1/2 − (µ∗)1/2
)
dvdv∗dσ .
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Using the identity 2(β − α)α = β2 − α2 − (β − α)2, we have
2(g′ − g)g(µ′∗)1/2
(
(µ′∗)1/2 − (µ∗)1/2
)
=
1
2
(
g′2 − g2 − (g′ − g)2
)(
µ′∗ − µ∗ +
((µ′∗)1/2 − (µ∗)1/2)2)
= −1
2
(
g′ − g
)2((µ′∗)1/2 − (µ∗)1/2)2 + 12 (g2 − g′2 )(µ∗ − µ′∗)
+
1
2
(
g′ − g
)2(
µ∗ − µ′∗
)
+
1
2
(
g′2 − g2 )((µ′∗)1/2 − (µ∗)1/2)2
=I1 + I2 + I3 + I4 .
Using the change of variables (v′, v′∗) → (v, v∗), we see that∣∣∣∣$ B I2dvdv∗dσ∣∣∣∣ = ∣∣∣∣$ B µ∗(g2 − g′2)dvdv∗dσ∣∣∣∣ ≤ C‖g‖2L2
γ/2
,
by means of the cancellation lemma. Furthermore,$
B I1dvdv∗dσ = − 12
$
B(µ∗ + µ′∗)
(
g′ − g
)2
dvdv∗dσ
+
$
B(µ∗)1/2(µ′∗)1/2
(
g′ − g
)2
dvdv∗dσ ≥ −J1 ,
where we have used the change of variables (v′, v′∗) → (v, v∗). Thus, we obtain (2.18)
because the integrals corresponding to the last two terms I3 and I4 vanish, ending the proof
of the proposition. 
End of the proof of Proposition 2.1: It follows from (2.16) and (2.13) that
|||g|||2 ≥
(
L1g, g
)
L2
≥ 1
2
(
Lg, g
)
L2
.
On the other hand, note that
(
Lg, g
)
L2
=
(
L(I−P)g, (I−P)g
)
L2
, from the very definition
of the projection operator P.
Thus, from Proposition 2.16 and Lemma 2.15, we get(
Lg, g
)
L2
=
(
L1(I − P)g, (I − P)g
)
L2
+
(
L2(I − P)g, (I − P)g
)
L2
≥ 1
10 |||(I − P)g|||
2 −C‖(I − P)g‖2L2
γ/2
.
Since it is known from [31] that we have(
Lg, g
)
L2
≥ C‖(I − P)g‖2L2
γ/2
,
we get on the whole
|||(I − P)g|||2 ≤ C
(
Lg, g
)
L2
.
2.3. Non-isotropic norms with different kinetic factors. This subsection is devoted to
the proof of Proposition 2.4. That is, we will show some equivalence relations between the
non-isotropic norms with different kinetic factors and different weights.
For the proof, we introduce some further notations. Let ρ > 0, µρ(v) = µ(v)ρ, and set
JΦγ1,ρ(g) =
$
Φγ(|v − v∗|)b(cos θ)µρ,∗ (g′ − g )2dvdv∗dσ .
We simply write JΦγ1 (g) if ρ = 1, and also introduce the notation J
Φγ
2,ρ(g) similarly with µ
replaced by µρ.
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Then it follows from (2.4) and the change of variables v → v/√ρ that
JΦγ2,ρ(g) ∼ ‖g‖2L2
s+γ/2
= ‖〈v〉(γ−β)/2g‖2L2
s+β/2
∼ JΦβ2,ρ(〈v〉(γ−β)/2g) .
By the last assertions of Lemmas 2.12 and 2.13, there exist constants C1,C2 > 0 such that
(2.19) C1‖g‖2H s
γ/2
≤ JΦγ1,ρ(g) + ‖g‖2L2
s+γ/2
≤ C2‖g‖2H s
s+γ/2
.
Furthermore, it follows from (2.9), (2.11) and the proofs of Lemmas 2.12 and 2.13 that
JΦ01,2(〈v〉γ/2g) . J
Φγ
1 (g) . JΦ01,1/2(〈v〉γ/2g), modulo ‖g|2L2
s+γ/2
,
because we have C1µ2 ≤ µ〈v〉±|γ| ≤ C2µ1/2.
Therefore, to complete the proof of Proposition 2.3, it suffices to show that for any
ρ, ρ′ > 0
(2.20) JΦ01,ρ(g) ∼ JΦ01,ρ′(g), modulo ‖g‖2L2s .
In fact, note that
JΦγ1 (g) ∼ JΦ01,ρ(〈v〉γ/2g) ∼ J
Φβ
1 (〈v〉(γ−β)/2g), modulo ‖g‖2L2
s+γ/2
.
This equivalence looks quite obvious, however, for completeness, we shall give a proof. In
fact, (2.20) is a direct consequence of the following lemma, by taking f = µρ′ .
Lemma 2.17. Assume that (1.2) holds with 0 < s < 1. Then there exists a constant C > 0
such that $
b f 2∗ (g′ − g)2dσdvdv∗ ≤ C‖ f ‖2L2s
(
JΦ01,ρ(g) + ‖g‖2L2s
)
.
Once the equivalence (2.20) has been established, we have
Corollary 2.18. Assume that (1.2) holds with 0 < s < 1. Then there exists a constant
C > 0 such that $
b f 2∗ (g′ − g)2dσdvdv∗ ≤ C‖ f ‖2L2s |||g|||
2
Φ0
.
Proof. It is enough to consider the case ρ = 1. As in the proof of Lemma 2.12, it follows
from Proposition 2 of [3] that
JΦ01 (g) =
$
b(cos θ)µ∗(g′ − g)2dv∗dσdv
=
1
(2π)3
"
b
(
ξ
|ξ| · σ
) (̂
µ(0)|̂g(ξ)|2 + |̂g(ξ+)|2
− 2Re µ̂(ξ− )̂g(ξ+)̂g(ξ)
)
dξdσ
=
1
(2π)3
"
b
( ξ
|ξ| · σ
)(̂
µ(0)|̂g(ξ) − ĝ(ξ+)|2(2.21)
+ 2Re
(̂
µ(0) − µ̂(ξ−)
)̂
g(ξ+ )̂g(ξ)
)
dξdσ,
and
A =
$
b(cos θ) f 2∗ (g′ − g)2dv∗dσdv
=
1
(2π)3
"
b
(
ξ
|ξ| · σ
) (
f̂ 2(0)|̂g(ξ) − ĝ(ξ+)|2
+ 2Re
(
f̂ 2(0) − f̂ 2(ξ−)
)̂
g(ξ+)̂g(ξ)
)
dξdσ .
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Since f̂ 2(0) = ‖ f ‖2L2 and µ̂(0) = c0 > 0, we obtain
c0A = c0
$
b(cos θ) f 2∗ (g′ − g)2dv∗dσdv
= ‖ f ‖2L2 JΦ01 (g)
− 2(2π)3 ‖ f ‖
2
L2
"
b
(
ξ
|ξ| · σ
)
Re
(̂
µ(0) − µ̂(ξ−)
)̂
g(ξ+)̂g(ξ)
)
dξdσ
+
2c0
(2π)3
"
b
(
ξ
|ξ| · σ
)
Re
(
f̂ 2(0) − f̂ 2(ξ−)
)̂
g(ξ+)̂g(ξ)
)
dξdσ
= ‖ f ‖2L2 JΦ01 (g) + A1 + A2 .
Write
A2 =
2c0
(2π)3
{ ∫
|̂g(ξ)|2
( ∫
b
(
ξ
|ξ| · σ
)
Re
(
f̂ 2(0) − f̂ 2(ξ−)
)
dσ
)
dξ
+
"
b
(
ξ
|ξ| · σ
)
Re
(
f̂ 2(0) − f̂ 2(ξ−)
)(̂
g(ξ+) − ĝ(ξ)
)̂
g(ξ)dξdσ
}
=A2,1 + A2,2 .
It follows from Cauchy-Schwarz’s inequality that
|A2,2| ≤ C
("
b
(
ξ
|ξ| · σ
)
| f̂ 2(0) − f̂ 2(ξ−)|2 |̂g|2(ξ)dξdσ
)1/2
×
("
b
(
ξ
|ξ| · σ
)
|̂g(ξ+) − ĝ(ξ)|2dξdσ
)1/2
= B1/21 × B1/22 .
Since
| f̂ 2(0) − f̂ 2(ξ−)| ≤
∫
f 2(v)|1 − e−iv·ξ− |dv,
we have
B1 ≤ C
$
|̂g(ξ)|2 f 2(v) f 2(w)
×
( ∫
b
(
ξ
|ξ| · σ
)
(|1 − e−iv·ξ− |2 + |1 − e−iw·ξ− |2)dσ
)
dvdwdξ
≤ C‖g‖2H s‖ f ‖2L2 ‖ f ‖2L2s ,
because ∫
b
(
ξ
|ξ| · σ
)
|1 − e−iv·ξ− |2dσ
≤ C
( ∫ (〈v〉〈ξ〉)−1
0
θ−1−2s(|v||ξ|)2θ2dθ +
∫ π/2
(〈v〉〈ξ〉)−1
θ−1−2sdθ
)
≤ C〈v〉2s〈ξ〉2s .
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Then we have |A2,1| ≤ C‖g‖2H s‖ f ‖2L2s because∫
b
(
ξ
|ξ| · σ
)
Re
(
f̂ 2(0) − f̂ 2(ξ−)
)
dσ
=
∫
f 2(v)
( ∫
b
(
ξ
|ξ| · σ
) (
1 − cos(v · ξ−))dσ)dv
≤ C〈ξ〉2s
∫
f 2(v)〈v〉2sdv .
Since µ̂(ξ) is real-valued, it follows that
Re
(̂
µ(0) − µ̂(ξ−)
)̂
g(ξ+ )̂g(ξ) =
( ∫ (
1 − cos(v · ξ−))µ(v)dv)Re ĝ(ξ+ )̂g(ξ) .
Therefore, by using Cauchy-Schwarz’s inequality and the change of variables ξ → ξ+ (
see the proof of Lemma 2.8 in [7]), we obtain |A1| ≤ C‖ f ‖2L2 ‖g‖2H s . Furthermore, it follows
from (2.21) that
B2 =
"
b
( ξ
|ξ| · σ
)
|̂g(ξ) − ĝ(ξ+)|2dξdσ
≤C
(
JΦ01 (g) + ‖g‖2H s
)
,
which yields |A2,2| ≤ C‖ f ‖L2 ‖ f ‖L2s ‖g‖H s
(
JΦ01 (g) + ‖g‖2H s
)1/2
. Hence
|A2| ≤ C‖ f ‖2L2s ‖g‖H s
(
JΦ01 (g) + ‖g‖2H s
)1/2
.
Finally, we have
A ≤ C‖ f ‖2L2s ‖g‖H s
(
JΦ01 (g) + ‖g‖2H s
)1/2 ≤ C‖ f ‖2L2s (JΦ01 (g) + ‖g‖2L2s ),
by means of (2.19) with γ = 0, completing the proof of the lemma. 
3. Estimates of nonlinear collision operator in velocity space
In this section, we derive various estimates on the nonlinear collision operator. Even
though we consider the soft potential case in this paper, some of the following estimates
also hold for general case so that they will be used in Part II.
3.1. Upper bounds in general case. In this sub-section, we will establish various func-
tional estimates which hold true under the more general assumption 0 < s < 1 and γ > −3.
In particular, all the results in this part are independent of the sign of γ + 2s.
Proposition 3.1. For all 0 < s < 1 and γ > −3, we have∣∣∣(Γ( f , g), h)L2 ∣∣∣ . |||h|||Φγ{‖ f ‖L∞ |||g|||Φγ + (‖∇ f ‖L∞ + ‖ f ‖L∞ )‖g‖2L2
s+γ/2
}
.
Proof. Direct calculation gives(
Γ( f , g), h
)
L2
=
$
bΦγµ1/2∗
(
f ′∗g′ − f∗g
)
hdvdv∗dσ
=
1
2
$ (
bΦγ
)1/2
µ′∗
1/4( f ′∗g′ − f∗g)(bΦγ)1/2(µ∗1/4h − µ′∗1/4h′)
+
1
2
$ (
bΦγ
)1/2
µ∗1/4
(
f ′∗g′ − f∗g
)(
bΦγ
)1/2(
µ∗1/4 − µ′∗1/4
)
h .
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Noticing that
µ∗1/4h − µ′∗1/4h′ = µ′∗1/4
(
h − h′
)
+
(
µ∗1/4 − µ′∗1/4
)
h ,
by using the Cauchy-Schwarz inequality, we have
∣∣∣∣(Γ( f , g), h)∣∣∣∣ . ($ bΦγµ1/2∗ ( f ′∗g′ − f∗g)2dσdvdv∗)1/2 |||h|||Φγ
=A1/2 |||h|||Φγ ,
where we have used the fact that the non-isotropic norm is invariant by replacing µ by µρ
for any fixed ρ > 0 (see the previous section). We then estimate
A ≤ 3
($
bΦγµ1/4∗
((
µ1/8 f )′∗ − (µ1/8 f )∗)2g2dσdvdv∗
+
$
bΦγµ1/8∗
((
µ1/8 f )′∗)2(g′ − g)2dσdvdv∗
+
$
bΦγµ1/4∗
(
µ1/8∗ − µ′∗1/8
)2( f ′∗g′)2dσdvdv∗)
= A1 + A2 + A3 .
It is easy to see that
A2 + A3 . ‖ f ‖2L∞ |||g|||2Φγ .
Note that ∣∣∣∣(µ1/8 f )′∗ − (µ1/8 f )∗∣∣∣∣ ≤ min {(‖∇ f ‖L∞ + ‖ f ‖L∞ )θ|v − v∗|, ‖ f ‖L∞ }.
Then we have
A1 .
(
‖∇ f ‖L∞ + ‖ f ‖L∞
)2"
Φγ
( ∫
b(cos θ) min(θ2|v − v∗|2 , 1)dσ
)
µ1/4∗ g
2dvdv∗
.
(
‖∇ f ‖L∞ + ‖ f ‖L∞
)2" |v − v∗|γ+2sµ1/4∗ g2dvdv∗ . (‖∇ f ‖L∞ + ‖ f ‖L∞ )2‖g‖2s+γ/2 ,
where we have used γ + 2s > −3 and the fact that
∫
b(cos θ) min(θ2|v − v∗|2 , 1)dσ ≤ |v − v∗|2
∫ min(π/2,|v−v∗|−1)
0
θ1−2sdθ
+
∫ π/2
min(π/2,|v−v∗|−1)
θ−1−2sdθ . |v − v∗|2s .
And this completes the proof of the proposition. 
Lemma 3.2. Let γ ≥ 0. Assume that (1.2) holds with 0 < s < 1. Then
$
Φγ(|v − v∗|)b f 2∗ (g′ − g)2dσdvdv∗ . ‖ f ‖2L2
s+γ/2
|||g|||2Φγ .
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Proof. Since Φγ(|v − v∗|) . 〈v′〉γ + 〈v∗〉γ, we have$
b(cos θ)Φ(|v − v∗|) f 2∗ (g′ − g)2dσdvdv∗
.
$
b(cos θ) f 2∗
(
〈v′〉γ/2g′ − 〈v〉γ/2g
)2
dσdvdv∗
+
$
b(cos θ)
(
〈v∗〉γ/2 f∗
)2(g′ − g)2dσdvdv∗
+
$
b(cos θ) f 2∗
(
〈v〉γ/2 − 〈v′〉γ/2
)2|g|2dσdvdv∗
= A1 + A2 + A3 .
Noticing that ∣∣∣∣〈v〉γ/2 − 〈v′〉γ/2∣∣∣∣ ≤ Cγ ∫ 1
0
〈v′ + τ(v − v′)〉(γ/2−1)+dτ|v − v∗|θ
≤ C′γ
(
〈v〉(γ/2−1)+ + 〈v∗〉(γ/2−1)+
)
〈v − v∗〉θ,
we have
A3 .
"
f 2∗ |g|2
{(
〈v〉(γ/2−1)+ + 〈v∗〉(γ/2−1)+
)2
×
( ∫ 〈v−v∗〉−1
0
θ−1−2s
(
〈v − v∗〉θ
)2
dθ
)
+
∫ π/2
〈v−v∗〉−1
(
〈v〉γ/2 + 〈v∗〉γ/2
)2
θ−1−2sdθ
}
dvdv∗
.
" (
〈v〉2s+γ + 〈v∗〉2s+γ
)
f 2∗ |g|2dvdv∗
.
(
‖ f ‖2L2
s+γ/2
‖g‖2L2 + ‖ f ‖2L2 ‖g‖2L2
s+γ/2
)
.
Applying Corollary 2.18 to A1 and A2, it follows that
A1 + A2 . ‖ f ‖2L2s |||〈v〉
γ/2g|||2Φ0 + ‖〈v〉γ/2 f ‖2L2s |||g|||
2
Φ0
. ‖ f ‖2L2
s+γ/2
|||g|||2Φγ ,
where we have used Proposition 2.4 in the last inequality. 
Proposition 3.3. For all 0 < s < 1 and γ > −3, one has∣∣∣(Γ( f , g), h)L2 ∣∣∣ .|||h|||Φγ{‖ f ‖L2s+γ/2 |||g|||Φγ + ‖g‖L2s+γ/2 ||| f |||Φγ
+ min
(
‖ f ‖L2 ‖g‖L2
s+γ/2
, ‖ f ‖L2
s+γ/2
‖g‖L2
)
+ ‖µ1/40 f ‖L2 ‖µ1/60 g‖Hmax(−γ/2, 1) + |||µ1/40 f |||Φγ‖µ1/40 g‖2L∞
}
.
Proof. We will use the decomposition
Φγ(z) = |z|γ1{|z|≥1} + |z|γ1{|z|≤1} = ΦA(z) + ΦB(z).
We denote by ΓA(·, ·), ΓB(·, ·) the collision operators with the kinetic factor in the cross
section given by ΦA and ΦB respectively. Similarly to the proof of Proposition 3.1, we
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have ∣∣∣∣(ΓA( f , g), h)∣∣∣∣ . ($ bΦAµ1/2∗ ( f ′∗g′ − f∗g)2dσdvdv∗)1/2 |||h|||Φγ
=A1/2 |||h|||Φγ .
Since ΦA ≤ 2|γ| ˜Φγ, we have
A .
$
b ˜Φγµ1/4∗
((
µ1/8 f )′∗ − (µ1/8 f )∗)2g2dσdvdv∗
+
$
b ˜Φγµ1/8∗
((
µ1/8 f )′∗)2(g′ − g)2dσdvdv∗
+
$
b ˜Φγµ1/4∗
(
µ1/8∗ − µ′∗1/8
)2( f ′∗g′)2dσdvdv∗
= A1 + A2 + A3 .
In order to estimate A1, we make use of Lemma 3.2. Since ˜Φγ(|v − v∗|)µ1/4∗ . 〈v〉γ, we
have by putting f = µ1/8 f and g = 〈v〉γ/2g,
A1 .
$
b(〈v〉γ/2g)2((µ1/8 f )′∗ − (µ1/8 f )∗)2dσdvdv∗
. ‖〈v〉γ/2g‖2L2s |||µ
1/8 f |||2Φ0 . ‖g‖2L2
s+γ/2
||| f |||2Φγ .
We decompose the estimation on A2 as
A2 .
$
b
((
µ1/8 f )′∗)2((〈v〉γ/2g)′ − (〈v〉γ/2g))2dσdvdv∗
+
$
b
(
〈v〉γ/2 − 〈v′〉γ/2
)2((
µ1/8 f )′∗)2g′2dσdvdv∗
= A2,1 + A2,2 .
Applying again Lemma 3.2 to A2,1, we get
A2,1 . ‖µ1/8 f ‖2L2s |||〈v〉
γ/2g|||2Φ0 . ‖ f ‖2L2
s+γ/2
|||g|||2Φγ .
For A2,2, we note that if vτ = v′ + τ(v − v′) for τ ∈ [0, 1], then
〈v〉 ≤ 〈v − v∗〉 + 〈v∗〉 ≤
√
2〈vτ − v∗〉 + 〈v∗〉 ≤ (1 +
√
2)〈vτ〉〈v∗〉,
and 〈vτ〉 ≤ (1 +
√
2)〈v〉〈v∗〉. Thus, 〈vτ〉β ≤ Cβ〈v〉β〈v∗〉|β| for any β ∈ R. Since it follows that∣∣∣∣〈v〉γ/2 − 〈v′〉γ/2∣∣∣∣ ≤ Cγ ∫ 1
0
〈v′ + τ(v − v′)〉(γ/2−1)dτ|v − v∗|θ
≤ C′γ
(
〈v〉(γ/2−1)〈v∗〉|γ/2−1|
)
〈v − v∗〉θ,
we have, by using the change of variables (v′, v′∗) → (v, v∗),
A2,2 .
" (
µ1/8 f )2∗
〈v∗〉|γ|
|g|2
{(
〈v〉(γ−2)〈v∗〉|γ−2|
)2( ∫ 〈v−v∗〉−1
0
θ−1−2s
(
〈v − v∗〉θ
)2
dθ
)
+
∫ π/2
〈v−v∗〉−1
(
〈v〉γ + 〈v〉γ〈v∗〉|γ|
)
θ−1−2sdθ
}
dvdv∗
.
" (
〈v〉2s+γ〈v∗〉2s+max(|γ−2|−|γ|,0)
)(
µ1/8 f )2∗ |g|2dvdv∗ . ‖µ1/10 f ‖2L2 ‖g‖2L2
s+γ/2
.
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Noticing that
(
µ
1/8
∗ − µ′∗1/8
)2
. min(|v − v∗|2θ2, 1), we have
A3 .
"
˜Φγ
( ∫
S S 2
b(cos θ) min(|v − v∗|2θ2, 1)dσ
)
f 2∗ g2dvdv∗
.
"
〈v − v∗〉γ+2s f 2∗ g2dvdv∗
.
"
〈v∗〉γ+2s f 2∗ 〈v〉γ+2sg2dvdv∗ . ‖ f ‖2L2
s+γ/2
‖g‖2L2
s+γ/2
,
when γ + 2s ≥ 0 because 〈v − v∗〉γ+2s ≤ 〈v∗〉γ+2s〈v〉γ+2s.
To consider the case γ + 2s < 0, we divide the space R3v × R3v∗ into three parts
U1 = {|v − v∗| ≤ |v∗|/8} , U2 = {|v − v∗| > |v∗|/8} ∩ {|v∗| ≤ 1} ,
U3 = {|v − v∗| > |v∗|/8} ∩ {|v∗| > 1} .
Then we have
1
3 A3 =
$
b ˜Φγµ′1/4∗
(
µ′1/8∗ − µ1/8∗
)2( f∗g)2dσdvdv∗
=
"
U1
∫
dσdvdv∗ +
"
U2
∫
dσdvdv∗ +
"
U3
∫
dσdvdv∗
= A3,1 + A3,2 + A3,3 .
Since |v′ − v∗| ≤ |v− v∗| ≤ |v∗|/8, we have 7|v∗|/8 ≤ |v′|, |v| ≤ 9|v∗|/8 and |v′∗|2 = |v|2 + |v∗|2 −
|v′|2 ≥ |v∗|2/2 in U1. Hence, in this region, we have µ′1/4∗ ≤ Cµ1/8∗ ≤ C(µ∗µ)1/20, and this to
A3,1 .
"
(µµ∗)1/20〈v − v∗〉γ+2s f 2∗ g2dvdv∗ . ‖ f ‖2L2
s+γ/2
‖g‖2L2
s+γ/2
.
Furthermore, we have
A3,2 .
"
U2
〈v − v∗〉γ+2s f 2∗ g2dvdv∗ . ‖ f ‖2L2
s+γ/2
‖g‖2L2
s+γ/2
,
because 〈v − v∗〉−1 ≤ 〈v〉−1〈v∗〉−1〈v∗〉2 ≤ 2〈v〉−1〈v∗〉−1 in U2. Since 〈v − v∗〉−1 ≤ 8|v∗|−1 ≤
16〈v∗〉−1 in U3, we get
A3,3 . ‖ f ‖2L2
s+γ/2
‖g‖2L2 .
Therefore, we have, when γ + 2s ≤ 0
A3 . ‖ f ‖2L2
s+γ/2
‖g‖2L2 .
By considering another partition in R6v,v∗ with v and v∗ exchanged, the estimate A3 .
‖ f ‖2L2 ‖g‖2L2
s+γ/2
holds, because |v′∗ − v| ≤ |v∗ − v| ≤ |v|/8 implies 7|v|/8 ≤ |v′∗|, |v∗| ≤ 9|v|/8.
As a conclusion, we have in summary that∣∣∣∣(ΓA( f , g), h)∣∣∣∣ . {‖ f ‖L2
s+γ/2
|||g|||Φγ + ‖g‖L2
s+γ/2
||| f |||Φγ
+ min
(‖ f ‖L2 ‖g‖L2
s+γ/2
, ‖ f ‖L2
s+γ/2
‖g‖L2
)}|||h|||Φγ .
We now turn to ΓB. For this, firstly, it holds that∣∣∣∣(ΓB( f , g), h)∣∣∣∣ . ($ bΦBµ1/2∗ ( f ′∗g′ − f∗g)2dσdvdv∗)1/2 |||h|||Φγ
=B1/2 |||h|||Φγ .
28 R. ALEXANDRE, Y. MORIMOTO, S. UKAI, C.-J. XU, AND T. YANG
Since |v − v∗| ≤ 1 implies |v|2 ≤ 2 + 2|v∗|2 and then µ∗ ≤ eµ1/2, we have
B .
$
{|v−v∗|≤1}
bΦγµ1/10∗ µ1/10
((
µ1/8 f )′∗ − (µ1/8 f )∗)2g2dσdvdv∗
+
$
{|v−v∗|≤1}
bΦγµ1/10∗ µ1/10
((
µ1/8 f )′∗)2(g′ − g)2dσdvdv∗
+
$
{|v−v∗|≤1}
bΦγµ1/10∗ µ1/10
(
µ1/8∗ − µ′∗1/8
)2( f ′∗g′)2dσdvdv∗
= B1 + B2 + B3 .
Obviously,
B1 . ‖µ1/20g‖2L∞ |||µ1/8 f |||Φγ . ‖µ1/20g‖2L∞ ||| f |||Φγ .
Since |µ1/8∗ − µ′∗1/8| . |v − v∗|θ, we see that by the change of variables (v′, v′∗),→ (v, v∗)
B3 .
$
{|v−v∗|≤1}
bΦγµ1/10∗ µ1/10
(
µ′1/8∗ − µ∗1/8
)2( f∗g)2dσdvdv∗
.
"
{|v−v∗|≤1}
(
µ1/20∗ f∗
)2(
µ1/20g
)2|v − v∗|γ+2( ∫ b(cos θ)θ2dσ)dvdv∗
.
∫ (
µ1/20∗ f∗
)2(
sup
v∗
∫ (
µ1/20g
)2
|v − v∗|(−γ−2)+ dv
)
dv∗
. ‖µ1/20 f ‖2L2
s+γ/2
‖|Dv|(−γ/2−1)+µ1/20g‖2L2 ,
where we have used the Hardy inequality if γ + 2 < 0, cf. [34]. If one writes
B2 .
$
{|v−v∗|≤1}
bΦγµ1/10∗ µ1/20
((
µ1/8 f )′∗)2((µ1/40g)′ − (µ1/40g))2dσdvdv∗
+
$
{|v−v∗|≤1}
bΦγµ1/10∗ µ1/20
((
µ1/8 f )′∗)2g′2(µ1/40 − µ′1/40)2dσdvdv∗
= B2,1 + B2,2 ,
then the second term B2,2 has a similar upper bound as B3. It remains to estimate
B2,1 =
$
{|v−v∗|≤1}
bΦγµ1/10∗ µ1/20
((
µ1/8 f )∗)2((µ1/40g) − (µ1/40g)′)2dσdvdv∗,
by the change of variables (v′, v′∗) → (v, v∗). By firstly putting F = µ1/8 f and G = µ1/40g,
and denoting by vτ = v′ + τ(v − v′) for τ ∈ [0, 1], then by using
|G(v) −G(v′)|2 =
∣∣∣∣ ∫ 1
0
∇G(vτ) · (v − v′)dτ
∣∣∣∣2 ≤ |v − v∗|2(sin2 θ/2)( ∫ 1
0
|∇G(vτ)|2dτ
)
,
we have
B2,1 .
∫ 1
0
{$
b|v − v∗|γ+2 sin2 θ2 F
2
∗ |∇G(vτ)|2dvdv∗dσ
}
dτ .
To estimate this term, we need the change of variables
v → vτ = 1 + τ2 v +
1 − τ
2
(|v − v∗|σ + v∗).
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The Jacobian of this transform is bounded from below uniformly in v∗, σ and τ, because
∣∣∣∣∂(vτ)
∂(v)
∣∣∣∣ = ∣∣∣∣det(1 + τ2 I + 1 − τ2 σ ⊗ k
)∣∣∣∣ (k = v − v∗|v − v∗| )
=
(1 + τ)3
23
∣∣∣∣1 + 1 − τ1 + τk · σ
∣∣∣∣ = (1 + τ)323
∣∣∣∣ 2τ1 + τ + 2 1 − τ1 + τ cos2 θ2
∣∣∣∣
≥ (1 + τ)
3
23
∣∣∣∣ 2τ1 + τ + 1 − τ1 + τ
∣∣∣∣ = (1 + τ)323 ≥ 123 .
If we set ˜b = b
(
k · σ
)(
1 − k · σ
)
, then we have
∫
S S 2
˜bdσ < ∞. Therefore,
B2,1 .
∫ 1
0
∫
F2∗
{ ∫
S S 2
˜b
∫ |∇G(vτ)|2
|vτ − v∗|−γ−2
dvτdσ
}
dv∗dτ
.
∫ 1
0
∫
< v∗ >(γ/2+1)
+
F2∗
{ ∫
S S 2
˜b
∫
< vτ >
(γ/2+1)+ |∇G(vτ)|2
|vτ − v∗|(−γ−2)+
dvτdσ
}
dv∗dτ
. ‖F‖2L2(γ/2+1)+ ‖ |D|
(−γ/2−1)+∇G‖2L2(γ/2+1)+ . ‖F‖
2
L2(γ/2+1)+
‖G‖2
Hmax(−γ/2, 1)(γ/2+1)+
,
where we have used |v − v∗| ∼ |vτ − v∗|. Finally we obtain
B . |||µ1/40 f |||Φγ‖µ1/40g‖L∞ + ‖µ1/40 f ‖L2 ‖µ1/60g‖Hmax(−γ/2, 1) .
This concludes the proof of Proposition 3.3. 
Note that the above estimation is good enough for proving the local existence for the
general case. However, the above upper bound related to B is given in Sobolev space with
positive index and this can not be controlled by the non-isotropic norm. Hence, it is not
sufficient for the proof of global existence.
3.2. A simple proof of Theorem 1.2 for γ > −3/2. We first give a simple proof of upper
bound estimates on the Boltzmann nonlinear operator when γ > − 32 . We state it as
Proposition 3.4. Assume that 0 < s < 1 and γ > −3/2. Then∣∣∣∣(Γ( f , g), h)∣∣∣∣ . {‖ f ‖L2
s+γ/2
|||g|||Φγ + ‖g‖L2s+γ/2 ||| f |||Φγ
+min
(
‖ f ‖L2 ‖g‖L2
s+γ/2
, ‖ f ‖L2
s+γ/2
‖g‖L2
)}
|||h|||Φγ .
Furthermore, together with γ ≥ −3s, one has∣∣∣∣(Γ( f , g), h)∣∣∣∣ . {‖ f ‖L2
s+γ/2
|||g|||Φγ + ‖g‖L2
s+γ/2
||| f |||Φγ
}
|||h|||Φγ .
Let us note that the first statement deals with general values of γ > −3/2, that is not
necessarily linked with the value of s. For the second statement, note that the condition
γ ≥ −3s is always true in the physical cases mentioned above. Indeed recall here that
γ = 1 − 4s, and that 0 < s < 1. Therefore, we can conclude that together with the
constraint γ > −3/2, the physical range 0 < s < 5/8 is allowed.
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Proof. The case when γ ≥ 0. Note that(
Γ( f , g), h
)
L2
=
(
µ−1/2Q(µ1/2 f , µ1/2g), h
)
L2
(3.1)
=
$
Φγb(cos θ)µ1/2∗
(
f ′∗g′ − f∗g
)
h
=
1
2
$
Φγb(cos θ)
(
f ′∗g′ − f∗g
)(
µ1/2∗ h − µ1/2
′
∗ h′
)
≤ 1
2
($
Φγb(cos θ)
(
f ′∗g′ − f∗g
)2)1/2
×
($
Φγb(cos θ)
(
(µ∗)1/2h − (µ′∗)1/2h′
)2)1/2
≤ 1
2
A1/2 × B1/2.
For B, we have
B =
$
Φγb(cos θ)
(
(µ′∗)1/2(h′ − h) + h
((µ′∗)1/2 − (µ∗)1/2))2
≤ 2
$
Φγb(cos θ)
{
µ′∗(h′ − h)2 + h2
(
(µ′∗)1/2 − (µ∗)1/2
)2}
≤ 2
$
Φγb(cos θ)µ∗(h′ − h)2 + 2
$
Φγb(cos θ)h2∗
(
(µ′)1/2 − µ1/2
)2
= 2|||h|||2Φγ,
where we have used the change of variables (v, v∗) → (v′, v′∗) for the first term and (v, v∗) →
(v∗, v) for the second term. Similarly,
A =
$
Φγb(cos θ)
(
f ′∗ (g′ − g) + g( f ′∗ − f∗)
)2
≤ 2
$
Φγb(cos θ)
{
f ′∗ 2(g′ − g)2 + g2( f ′∗ − f∗)2
}
≤ 2
$
Φγb(cos θ) f∗2(g′ − g)2 + 2
$
Φγb(cos θ)g∗2( f ′ − f )2.
Then (3.2) implies that
A . || f ||2L2
s+γ/2
|||g|||2Φγ + ||g||2L2
s+γ/2
||| f |||2Φγ ,
which completes the proof in the case when γ ≥ 0.
The case when −3/2 < γ < 0. As in Subsection 2.3, it is easy to check that for any fixed
ρ > 0,
|||g|||2Φγ ∼ J
Φγ
1,ρ(g) + J
Φγ
2,ρ(g) ∼ J
Φγ
1,ρ(g) + ‖g‖2L2
s+γ/2
(3.2)
∼
$
Φ2γ
˜Φγ
bµρ,∗(g′ − g)2 +
$
Φ2γ
˜Φγ
bg2∗
(√
µ′ρ −
√
µρ
)2
,
where the assumption 2γ > −3 is required for the existence of the above integral, and more
precisely for ∫
|v∗|2γ〈v∗〉2s−γµρ(v + v∗)dv∗ ∼ 〈v〉γ+2s .
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Instead of (3.1), we write(
Γ( f , g), h
)
=
$
bΦγµ1/2∗
(
f ′∗g′ − f∗g
)
hdvdv∗dσ
=
1
2
$ (
b ˜Φγ
)1/2( f ′∗g′ − f∗g)(bΦ2γ
˜Φγ
)1/2
µ′∗
1/4(
µ∗1/4h − µ′∗1/4h′
)
+
1
2
$ (
b ˜Φγ
)1/2( f ′∗g′ − f∗g)(bΦ2γ
˜Φγ
)1/2
µ∗1/4
(
µ∗1/4 − µ′∗1/4
)
h .
Noticing that
µ∗1/4h − µ′∗1/4h′ = µ′∗1/4
(
h − h′
)
+
(
µ∗1/4 − µ′∗1/4
)
h ,
by Cauchy-Schwarz’s inequality and (3.2), we have∣∣∣∣(Γ( f , g), h)∣∣∣∣ . ($ b ˜Φγµ1/2∗ ( f ′∗g′ − f∗g)2dσdvdv∗)1/2 |||h|||Φγ
=A1/2 |||h|||Φγ .
We estimate
A ≤ 3
($
b ˜Φγµ1/4∗
((
µ1/8 f )′∗ − (µ1/8 f )∗)2g2dσdvdv∗
+
$
b ˜Φγµ1/8∗
((
µ1/8 f )′∗)2(g′ − g)2dσdvdv∗
+
$
b ˜Φγµ1/4∗
(
µ1/8∗ − µ′∗1/8
)2( f ′∗g′)2dσdvdv∗)
= A1 + A2 + A3 .
Since ˜Φγ(|v − v∗|)µ1/4∗ . 〈v〉γ, we have by means of Corollary 2.18
A1 .
$
b(〈v〉γ/2g)2((µ1/8 f )′∗ − (µ1/8 f )∗)2dσdvdv∗
. ‖〈v〉γ/2g‖2L2s |||µ
1/8 f |||2Φ0 . ‖g‖2L2
s+γ/2
||| f |||2Φγ ,
where we have used Propositions 2.2 and 2.4 in the last inequality. As for A2, we decom-
pose it as follows :
A2 .
$
b
((
µ1/8 f )′∗)2((〈v〉γ/2g)′ − (〈v〉γ/2g))2dσdvdv∗
+
$
b
(
〈v〉γ/2 − 〈v′〉γ/2
)2((
µ1/8 f )′∗)2g′2dσdvdv∗
= A2,1 + A2,2 .
Apply Corollary 2.18 again to A2,1. Then
A2,1 . ‖µ1/8 f ‖2L2s |||〈v〉
γ/2g|||2Φ0 . ‖ f ‖2L2
s+γ/2
|||g|||2Φγ .
The estimation for A2,2 is the same as the one for A2 in the proof of Lemma 2.12. By using
the change of variables (v′, v′∗) → (v, v∗), we obtain
A2,2 .
" (
〈v〉2s+γ〈v∗〉2s+2
)(
µ1/8 f )2∗ |g|2dvdv∗ . ‖µ1/10 f ‖2L2 ‖g‖2L2
s+γ/2
.
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Noticing that
(
µ
1/8
∗ − µ′∗1/8
)2
. min(|v − v∗|2θ2, 1), we have
A3 .
"
˜Φγ
( ∫
S S 2
b(cos θ) min(|v − v∗|2θ2, 1)dσ
)
f 2∗ g2dvdv∗
.
"
〈v − v∗〉γ+2s f 2∗ g2dvdv∗
.
"
〈v∗〉γ+2s f 2∗ 〈v〉γ+2sg2dvdv∗ . ‖ f ‖2L2
s+γ/2
‖g‖2L2
s+γ/2
,
if γ + 2s ≥ 0 because of 〈v − v∗〉γ+2s ≤ 〈v∗〉γ+2s〈v〉γ+2s.
To consider the case γ + 2s < 0, we divide R3v × R3v∗ into three parts
U1 = {|v − v∗| ≤ |v∗|/8} , U2 = {|v − v∗| > |v∗|/8} ∩ {|v∗| ≤ 1} ,
U3 = {|v − v∗| > |v∗|/8} ∩ {|v∗| > 1} .
Then we have
1
3 A3 =
$
b ˜Φγµ′1/4∗
(
µ′1/8∗ − µ1/8∗
)2( f∗g)2dσdvdv∗
=
"
U1
∫
dσdvdv∗ +
"
U2
∫
dσdvdv∗ +
"
U3
∫
dσdvdv∗
= A3,1 + A3,2 + A3,3 .
Since |v′ − v∗| ≤ |v − v∗| ≤ |v∗|/8 implies 7|v∗|/8 ≤ |v′|, |v| ≤ 9|v∗|/8 and |v′∗|2 = |v|2 + |v∗|2 −
|v′|2 ≥ |v∗|2/2. Hence, we have µ′1/4∗ ≤ Cµ1/8∗ ≤ C(µ∗µ)1/20 on U1, which leads to
A3,1 .
"
(µµ∗)1/20〈v − v∗〉γ+2s f 2∗ g2dvdv∗ ≤ C‖ f ‖2L2
s+γ/2
‖g‖2L2
s+γ/2
.
Furthermore, we have
A3,2 .
"
U2
〈v − v∗〉γ+2s f 2∗ g2dvdv∗ . ‖ f ‖2L2
s+γ/2
‖g‖2L2
s+γ/2
,
because 〈v − v∗〉−1 ≤ 〈v〉−1〈v∗〉−1〈v∗〉2 ≤ 2〈v〉−1〈v∗〉−1 on U2. Since 〈v − v∗〉−1 ≤ 8|v∗|−1 ≤
16〈v∗〉−1 on U3, we get
A3,3 . ‖ f ‖2L2
s+γ/2
‖g‖2L2 .
Therefore, we have in the case when γ + 2s < 0
A3 . ‖ f ‖2L2
s+γ/2
‖g‖2L2 .
If one considers another partition in R6v,v∗ with v and v∗ exchanged, then the estimate
A3 . ‖ f ‖2L2 ‖g‖2L2
s+γ/2
holds, because |v′∗ − v| ≤ |v∗ − v| ≤ |v|/8 implies 7|v|/8 ≤ |v′∗|, |v∗| ≤ 9|v|/8.
As a conclusion, when γ > −3/2 and γ + 2s ≤ 0 we have∣∣∣∣(Γ( f , g), h)∣∣∣∣ . {‖ f ‖L2
s+γ/2
|||g|||Φγ + ‖g‖L2s+γ/2 ||| f |||Φγ
+ min
(
‖ f ‖L2 ‖g‖L2
s+γ/2
, ‖ f ‖L2
s+γ/2
‖g‖L2
)}
|||h|||Φγ .
which concludes the proof of the first statement of Proposition 3.4.
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The case γ + 2s < 0, γ ≥ −3s. We go back to the definition of A3, that is (we have
performed the usual change of variables)
A3 ∼
$
b ˜Φγµ′1/4∗
(
µ′1/8∗ − µ1/8∗
)2 f 2∗ g2dσdvdv∗
.
$
b ˜Φγ
(
µ′1/8∗ − µ1/8∗
)2 f 2∗ g2dσdvdv∗ .
We estimate the spherical integral as usual, that is over the sets
|v′∗ − v∗| ≤
1
2
< v∗ > and |v′∗ − v∗| ≥
1
2
< v∗ >
It follows by Taylor formula that, on the first set (which is the singular part), one has, for
another non important and non negative constant c
(µ1/8′∗ − µ1/8∗ )2 . θ2|v − v∗|2µc∗.
On the other set, we just estimate the square by 1. Note that on the second set we have,
|v − v∗| &< v∗ >.
Then we find, by now standard computations, that
A3 .
"
< v − v∗ >γ µc∗|v − v∗|2s < v∗ >2−2s f 2∗ g2
+
"
< v − v∗ >γ |v − v∗|2s < v∗ >−2s f 2∗ g2
= ˜A3,1 + ˜A3,2
Now, for ˜A3,1, we write < v − v∗ >γ+2s.< v >γ+2s< v∗ >−γ−2s and we see that we may
absorb all the powers of < v∗ > with the maxwellian, to get, for another non negative
constant d
˜A3,1 . ||µd f ||2L2 ||g||2L2
γ/2+s
.
For ˜A3,2, we write
< v − v∗ >γ+2s< v∗ >−2s.< v >γ+2s< v∗ >−γ−2s< v∗ >−2s=< v >γ+2s< v∗ >−γ−4s .
Note that the power −γ − 4s which enters the power over < v∗ > can be written
−γ − 4s = −(γ + 2s) − 2s
the first term being positive. Of course −γ − 4s ≤ 0 iff γ ≥ −4s, and this is true since
we have assumed that γ ≥ −3s. Furthermore γ + 4s ≥ −γ − 2s again because γ ≥ −3s.
Therefore we obtained
˜A3,2 . || f ||2L2
γ/2+s
||g||2L2
γ/2+s
,
concluding the proof of the second statement. 
Let us note that the proof of Proposition 3.4 gives the following corollary.
Corollary 3.5. With the regularized potential, together with assumptions (1.2), 0 < s < 1
and γ ≥ −3s, one has∣∣∣∣(Γ ˜Φ( f , g), h)∣∣∣∣ . {‖ f ‖L2
s+γ/2
|||g|||Φγ + ‖g‖L2s+γ/2 ||| f |||Φγ
}
|||h|||Φγ .
Note carefully that in this last result, the constraint γ > −3/2 is removed, and we have
retained the constraint γ ≥ −3s, which is always true for physical cases, as we saw above.
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3.3. Proof of Theorem 1.2. The general case is long and will be divided into several
steps. One of the key ingredients in the proof is to split the term (Γ( f , g); h) into two parts.
In this way, one part can be dealt with the method introduced in the previous subsection,
while the other one will be analyzed by direct Fourier transform.
Lemma 3.6. For any integer k ≥ 2 we can write
µ1/2∗ =
(
µa
1 − µa1∗
)k k+2∑
i=1
α2i µ
a2i∗ µ
b2i +
k∑
i=1
α3i µ
a3i∗ µ
b3i
=
def
µ(v, v∗) +
k∑
i=1
α3i µ
a3i∗ µ
b3i .
In the above, α ji are real numbers for all i and j, and the other exponents are strictly
positive, at the exception of b2i = 0, with b3i > a3i .
Proof. Differentiating k − 1 times the identity
2k∑
j=0
x j =
1 − x2k+1
1 − x we have
2k∑
j=k−1
j!
( j − k + 1)! x
j−k+1 =
(
1
1 − x
)(k−1)
−
k−1∑
j=0
(
k − 1
j
) (
1
1 − x
)( j) (
x2k+1
)(k−1− j)
=
(k − 1)!
(1 − x)k
1 −
k−1∑
j=0
(2k + 1)!
j!

k− j−1∑
n=0
(−1)n
n!(2k − j − n + 1)!
 x2k− j+1
 .
By setting x = B/A and multiplying the above identity by A2k+2
(
1 − B/A
)k
/(k − 1)!, we
obtain
A2k+2 = (A − B)k
2k∑
j=k−1
j!
( j − k + 1)! A
2k− j+1B j−k+1
+
k−1∑
j=0
(2k + 1)!
j!

k− j−1∑
n=0
(−1)n
n!(2k − j − n + 1)!
 A j+1B2k− j+1 ,
which gives the desired formula. 
With the help of Lemma 3.6, we can analyze (Γ( f , g); h) as follows. Write
(Γ( f , g), h) = (Γµ( f , g), h) + (Γrest( f , g), h),
with
(3.3) (Γµ( f , g), h) =
$
b
( v − v∗
|v − v∗| · σ
)
Φγ(v − v∗)µ(v, v∗)( f ′∗g′ − f∗g)hdvdv∗dσ,
and (Γrest( f , g); h) is a finite linear combination of terms in the form of
(Γmod,i( f , g), h) =
$
b
( v − v∗
|v − v∗| · σ
)
Φγ(v − v∗)( f ′∗g′ − f∗g)µci∗ µciµdi hdvdv∗dσ(3.4)
= (Q(µci f , µci g)) , µdi h),
with di > 0, ci > 0, for 1 ≤ i ≤ 3.
The following two propositions give estimates on each of these scalar products, and all
together imply Theorem 1.2.
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Proposition 3.7. For all 0 < s < 1 and γ > −3, one has
|(Γµ( f , g); h)| .
{
‖ f ‖L2
s+γ/2
|||g|||Φγ + ‖g‖L2
s+γ/2
||| f |||Φγ
+ min{|| f ||L2 ||g||L2
s+γ/2
, || f ||L2
s+γ/2
||g||L2}
}
|||h|||Φγ .
Proof. Since µ(v, v∗) is a finite sum of (µa − µa∗)kµ2b∗ µc with a, b > 0 and c ≥ 0, by setting
H = µch, we can write
(Γµ( f , g), h) =
$
bΦγ(µa − µa∗)kµb∗
( f ′∗g′ − f∗g)µb∗Hdσdvdv∗
=
1
2
$
bΦγ(µa − µa∗)kµb∗
( f ′∗g′ − f∗g)(µb∗H − µ′b∗H′)dσdvdv∗
+
1
2
$
bΦγ
( f ′∗g′ − f∗g){(µ′a − µ′a∗)kµ′b∗ − (µa − µa∗)kµb∗}µ′b∗H′dσdvdv∗ .
By setting Φγ = ˜Φ1/2γ
(
Φγ ˜Φ
−1/2
γ
)
, the Cauchy-Schwarz inequality gives∣∣∣(Γµ( f , g), h)∣∣∣ ≤ 12 A1/2
(
D1/2 + E1/2
)
,
where
A =
$
b ˜Φγµ2b∗
(
f ′∗g′ − f∗g
)2
dσdvdv∗ ,
D =
$
b(Φγ ˜Φ−1/2γ (µa − µa∗)k)2(µb∗H − µ′b∗H′)2dσdvdv∗ ,
E =
$
b
(
Φγ ˜Φ
−1/2
γ
{
(µ′a − µ′a∗)kµ′b∗ − (µa − µa∗)kµb∗
})2
H2dσdvdv∗ .
It is easy to see D + E . |||H|||2
Φγ
because (Φγ ˜Φ−1/2γ (µa − µa∗)k)2 . Φγ, and(
Φγ ˜Φ
−1/2
γ
{
(µ′a − µ′a∗)kµ′b∗ − (µa − µa∗)kµb∗
})2
. Φγ
(
µb∗ + µ
′
∗
b)
min{|v − v∗|2θ2 , 1} .
The estimation on A is just the same as the one in the proof of Proposition 3.3. And this
completes the proof of the proposition. 
To estimate the last term in (3.4), we have the following proposition.
Proposition 3.8. For all 0 < s < 1 and γ > max{−3,−3/2 − 2s}, one has
|(Γmod,i( f , g), h)| .
{
‖ fµci‖L2
s+γ/2
|||gµci |||Φγ + ‖gµci‖L2
s+γ/2
||| fµci |||Φγ
}
|||hµdi |||Φγ .
For this, we consider
(Γmod,i( f , g), h) = (Q(µci f , µci g), µdih).
We therefore consider (Q(F,G), H) with
(3.5) F = fµc1 , G = gµc2 , H = hµc3 ,
for some positive constants c1, c2 and c3.
Let 0 ≤ φ(v) ≤ 1 be a smooth radial function with value 1 for v close to 0, and 0 for
large values of v. Set
Φγ(v) = Φγ(v)φ(v) + Φγ(v)(1 − φ(v)) = Φc(v) + Φc¯(v).
And then correspondingly we can write
Q(F,G) = Qc(F,G) + Qc¯(F,G),
36 R. ALEXANDRE, Y. MORIMOTO, S. UKAI, C.-J. XU, AND T. YANG
where the kinetic factor in the collision operator is defined according to the decomposition
respectively. To prove Proposition 3.8, it suffices to prove the following two lemmas, by
taking m = −s in the statements. The general form below for any real m will be needed in
Part II.
Lemma 3.9. For all 0 < s < 1 and γ > −3, one has∣∣∣∣(Qc¯(F,G), H)∣∣∣∣ ≤ C{‖F‖L2
s+γ/2
|||G|||Φγ + ‖G‖L2
s+γ/2
|||F |||Φγ
}
|||H|||Φγ .
Proof. One has for some positive constant β
|(Qc¯(F,G); H) = |
$
bΦc¯(v − v∗)µβ∗µβ[F′∗G′ − F∗G]Hdvdv∗dσ|
=
1
2
|
$
bΦc¯(v − v∗)[F′∗G′ − F∗G]µβ∗µβ[H′ − H]dvdv∗dσ|
. A1/2 B1/2,
where
A =
$
b Φc¯(v − v∗)[F′∗G′ − F∗G]2µβ∗µβdvdv∗dσ,
and
B =
$
bΦc¯(v − v∗)µβ∗µβ[H′ − H]2dvdv∗dσ.
B is clearly estimated from above by the dissipative norm of H, while for A, we note that
Φc¯ . ˜Φγ. The proof of Proposition 3.3 in Subsection 3.1 can then be applied to A. And
this gives the desired estimate and then completes the proof of the lemma. 
Next, let us note that, from the Appendix, | ˆΦc(ξ)| .< ξ >−3−γ . We shall prove
Lemma 3.10. Let m ∈ R. For all 0 < s < 1 and γ > max{−3,− 32 − 2s}, one has
|(Qc(F,G); H)| .
(
||F |L2 ||G||H(m+2s)+ + ||F ||H s+(m+s)+ ||G||L2 + ||F ||H s ||G||H(m+s)+
)
||H||H−m .
It is important to note that even though the statement of Lemma 3.10 is not as sharp as
the one of Lemma 3.9, by recalling (3.5), we have all the needed weights because we are
dealing with functions of the form F, G and H that contain Gaussians. Hence, these two
lemmas together imply Proposition 3.8.
For the proof of Lemma 3.10, first of all, by using the formula from the Appendix of
[3], we have
F (Qc(F,G))(ξ) =
"
R
3
ξ∗×S S 2
b
( ξ
|ξ| · σ
)
ˆΦc(ξ∗) ˆF(ξ− + ξ∗) ˆG(ξ+ − ξ∗)
−
"
R
3
ξ∗×S S 2
b
( ξ
|ξ| · σ
)
ˆΦc(ξ∗) ˆF(ξ∗) ˆG(ξ − ξ∗).
We change variables in ξ∗ in the first integral to obtain
(Qc(F,G); H) =
$
b
( ξ
|ξ| · σ
)
[ ˆΦc(ξ∗ − ξ−) − ˆΦc(ξ∗)] ˆF(ξ∗) ˆG(ξ − ξ∗) ˆH(ξ)dξdξ∗dσ.
=
$
|ξ− |≤ 12 〈ξ∗〉
· · · dξdξ∗dσ +
$
|ξ− |≥ 12 〈ξ∗〉
· · ·dξdξ∗dσ
=A1(F,G, H) + A2(F,G, H) .
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A2(F,G, H) can be naturally decomposed into
A2 =
$
b
( ξ
|ξ| · σ
)
1|ξ−|≥ 12 〈ξ∗〉
ˆΦc(ξ∗ − ξ−) ˆF(ξ∗) ˆG(ξ − ξ∗) ˆH(ξ)dξdξ∗dσ.
−
$
b
( ξ
|ξ| · σ
)
1|ξ−|≥ 12 〈ξ∗〉
ˆΦc(ξ∗) ˆF(ξ∗) ˆG(ξ − ξ∗) ˆH(ξ)dξdξ∗dσ
= A2,1(F,G, H) − A2,2(F,G, H) .
For A1, we use the Taylor expansion of ˆΦc at order 2 to have
A1 = A1,1(F,G, H) + A1,2(F,G, H)
where
A1,1 =
$
b ξ− · (∇ ˆΦc)(ξ∗)1|ξ−|≤ 12 〈ξ∗〉 ˆF(ξ∗) ˆG(ξ − ξ∗)
¯
ˆH(ξ)dξdξ∗dσ,
and A1,2(F,G, H) is the remaining term corresponding to the second order term in the
Taylor expansion of ˆΦc. The Ai, j with i, j = 1, 2 are estimated by the following lemmas.
Lemma 3.11. Let m ∈ R. For all γ > max(−3,− 32 − 2s), one has
|A1, j| .
(
||F |L2 ||G||H(m+2s)+ + ||F ||H s+(m+s)+ ||G||L2 + ||F ||H s ||G||H(m+s)+
)
||H||H−m , j = 1, 2 .
Proof. We first consider A1,1. By writing
ξ− =
|ξ|
2
(( ξ
|ξ| · σ
) ξ
|ξ| − σ
)
+
(
1 −
( ξ
|ξ| · σ
)) ξ
2
,
we see that the integral corresponding to the first term on the right hand side vanishes
because of the symmetry on S S 2. Hence, we have
A1,1 =
"
R6
K(ξ, ξ∗) ˆF(ξ∗) ˆG(ξ − ξ∗) ¯ˆH(ξ)dξdξ∗ ,
where
K(ξ, ξ∗) =
∫
S S 2
b
( ξ
|ξ| · σ
) (
1 −
( ξ
|ξ| · σ
)) ξ
2
· (∇ ˆΦc)(ξ∗)1|ξ−|≤ 12 〈ξ∗〉dσ .
Note that |∇ ˆΦc(ξ∗)| . 1〈ξ∗〉3+γ+1 , from the Appendix. If
√
2|ξ| ≤ 〈ξ∗〉, then |ξ− | ≤ 〈ξ∗〉/2 and
this implies that for 0 ≤ θ ≤ π/2,
|K(ξ, ξ∗)| .
∫ π/2
0
θ1−2sdθ 〈ξ〉〈ξ∗〉3+γ+1
.
〈ξ〉s〈ξ∗〉s
〈ξ∗〉3+γ+2s
( 〈ξ〉
〈ξ∗〉
)1−s
.
〈ξ〉m+s〈ξ∗〉s
〈ξ∗〉3+γ+2s
〈ξ〉−m . 〈ξ∗〉s 〈ξ∗〉
(m+s)+ + 〈ξ − ξ∗〉(m+s)+
〈ξ∗〉3+γ+2s
〈ξ〉−m
On the other hand, if
√
2|ξ| ≥ 〈ξ∗〉, then
|K(ξ, ξ∗)| .
∫ π〈ξ∗〉/(2|ξ|)
0
θ1−2sdθ 〈ξ〉〈ξ∗〉3+γ+1
.
〈ξ〉2s
〈ξ∗〉3+γ+2s
〈ξ∗〉
〈ξ〉
.
(
〈ξ − ξ∗〉(m+2s)+ + 〈ξ∗〉(m+2s)+
)
〈ξ∗〉3+γ+2s
〈ξ〉−m .
Since 〈ξ∗〉−(3+γ+2s) ∈ L2 when γ > −3/2 − 2s, we obtain the desired estimate for A1,1.
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Now we turn to A1,2(F,G, H), which comes from the second order term of the Taylor
expansion. Note that
A1,2 =
$
b
( ξ
|ξ| · σ
) ∫ 1
0
dτ(∇2 ˆΦc)(ξ∗ − τξ−) · ξ− · ξ− ˆF(ξ∗) ˆG(ξ − ξ∗) ¯ˆH(ξ)dσdξdξ∗ .
¿From the Appendix, we have
|(∇2 ˆΦc)(ξ∗ − τξ−)| . 1〈ξ∗ − τξ−〉3+γ+2
.
1
〈ξ∗〉3+γ+2
,
because |ξ− | ≤ 〈ξ∗〉/2. Similar to A1,1, we can obtain
|A1,2| .
"
R6
˜K(ξ, ξ∗) ˆF(ξ∗) ˆG(ξ − ξ∗) ¯ˆH(ξ)dξdξ∗ ,
where ˜K(ξ, ξ∗) has the following upper bound
˜K(ξ, ξ∗) .
∫ min(π/2, π〈ξ∗〉/(2|ξ|))
0
θ1−2sdθ 〈ξ〉
2
〈ξ∗〉3+γ+2
.
〈ξ〉2s
〈ξ∗〉3+γ+2s
,
which yields the desired estimate for A1,2. And this completes the proof of the lemma. 
Lemma 3.12. Let m ∈ R. For all 0 < s < 1 and γ > max(−3,− 32 − 2s), one has
|A2,1| + |A2,2| . (||F |L2 ||G||H(m+2s)+ + ||F ||H(m+2s)+ ||G||L2)||H||H−m .
Proof. In view of the definition of A2,2, Since we assume that θ ≥ 1/2|ξ∗||ξ|−1, we also have
1/2〈ξ∗〉|ξ|−1 ≤ π2 , that is, 〈ξ∗〉 . |ξ|. We can then directly compute the spherical integral
appearing inside A2,2 together with Φ by using the inequality
1
〈ξ∗〉3+γ
〈ξ〉2s
〈ξ∗〉2s
.
1
〈ξ∗〉3+γ+2s
〈ξ〉−m
(
〈ξ∗〉(m+2s)+ + 〈ξ − ξ∗〉(m+2s)+
)
,
to obtain the estimate for A2,2.
We now turn to
A2,1 =
$
b 1|ξ−|≥ 12 〈ξ∗〉
ˆΦc(ξ∗ − ξ−) ˆF(ξ∗) ˆG(ξ − ξ∗) ¯ˆH(ξ)dσdξdξ∗.
Firstly, note that we can work on the set |ξ∗ · ξ− | ≥ 12 |ξ− |2. In fact, on the complementary of
this set, we have |ξ∗ · ξ− | ≤ 12 |ξ−|2 so that |ξ∗ − ξ− | & |ξ∗|, and in this case, we can proceed
in the same way as for A2,2. Therefore, it suffices to estimate
A2,1,p =
$
b 1|ξ− |≥ 12 〈ξ∗〉1|ξ∗ · ξ− |≥ 12 |ξ− |2
ˆΦc(ξ∗ − ξ−) ˆF(ξ∗) ˆG(ξ − ξ∗) ˆH(ξ)dσdξdξ∗.
=
$
b
1|ξ− |≥ 12 〈ξ∗〉1|ξ∗ · ξ− |≥ 12 |ξ− |2(
〈ξ∗〉(m+2s)+ + 〈ξ − ξ∗〉(m+2s)+
) ˆΦc(ξ∗ − ξ−)
× ˆH(ξ)
2∑
j=1
ˆF j(ξ∗) ˆG j(ξ − ξ∗)dσdξdξ∗ ,
where ˆF1 = 〈ξ〉(m+2s)+ ˆF , ˆG1 = ˆG and ˆF2 = ˆF, ˆG2 = 〈ξ〉(m+2s)+ ˆG. On the set for the above
integral, we have 〈ξ∗−ξ−〉2s . 〈ξ∗〉2s, because |ξ− | . |ξ∗| that follows from |ξ−|2 ≤ 2|ξ∗ ·ξ| .
|ξ−| |ξ∗|. By the Cauchy-Shwarz inequality, we have
|A2,1,p| ≤
2∑
j=1
D1/2D1/2j ,
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where
D =
∫
R3
("
R3×S S 2
b
( ξ
|ξ| · σ
)
1|ξ− |≥ 12 〈ξ∗〉
| ˆΦc(ξ∗ − ξ−)|2
〈ξ〉2s+2m〈ξ∗ − ξ−〉2s
dσdξ∗
)
| ˆH(ξ)|2dξ
and
D j =
$
R6×S S 2
b
( ξ
|ξ| · σ
) 1|ξ− |≥ 12 〈ξ∗〉〈ξ〉2s+2m〈ξ∗〉2s(
〈ξ∗〉(m+2s)+ + 〈ξ − ξ∗〉(m+2s)+
)2 | ˆF j(ξ∗)|2| ˆG j(ξ − ξ∗)|2dσdξ∗dξ.
Since
∫
S S 2 b
(
ξ
|ξ| · σ
)
1|ξ− |≥ 12 〈ξ∗〉dσ . |ξ|
2s〈ξ∗〉−2s, we obtain
D j . ‖F j‖2L2‖G j‖2L2 .
For D, we use the change of variables in ξ∗, u = ξ∗ − ξ− to get
D =
∫
R3
("
R3×S S 2
b
( ξ
|ξ| · σ
)
1|ξ− |≥ 12 〈u+ξ−〉
| ˆΦc(u)|2
〈ξ〉2s+2m〈u〉2s dσdu
)
| ˆH(ξ)|2dξ .
By noting that |ξ− | ≥ 12 〈u + ξ−〉 implies |ξ−| ≥ 〈u〉/
√
10, we have
D .
∫
R6
( |ξ|
〈u〉
)2s | ˆΦc(u)|2
〈ξ〉2s+2m〈u〉2s |
ˆH(ξ)|2dξdu . ‖H‖2H−m ,
because 2(γ + 3) + 4s > 3. And this completes the proof of the lemma. 
3.4. Estimation of commutators. By using the arguments similar to those used in previ-
ous subsections, we now prove the following estimation on commutators.
Proposition 3.13. Assume that 0 < s < 1 and γ > −3. Then, for any l ≥ 1, one has∣∣∣∣(WlΓ( f , g) − Γ( f ,Wlg), h)L2
∣∣∣∣
.
(
|| f ||L2
s+γ/2
||Wl−sg||L2
s+γ/2
+ ||g||L2
s+γ/2
||Wl−s f ||L2
s+γ/2
+ min{|| f ||L2 ||Wl−sg||L2
s+γ/2
, || f ||L2
s+γ/2
||Wl−sg||L2}(3.6)
+ min{||g||L2 ||Wl−s f ||L2
s+γ/2
, ||g||L2
s+γ/2
||Wl−s f ||L2 }
)
|||h|||Φγ ;
and for any 0 < l < 1, one has∣∣∣∣(WlΓ( f , g) − Γ( f ,Wlg), h)L2
∣∣∣∣
.
(
|| f ||L2
s+γ/2
||Wl−slg||L2
s+γ/2
+ ||g||L2
s+γ/2
||Wl−sl f ||L2
s+γ/2
+ min{|| f ||L2 ||Wl−slg||L2
s+γ/2
, || f ||L2
s+γ/2
||Wl−slg||L2 }(3.7)
+ min{||g||L2 ||Wl−sl f ||L2
s+γ/2
, ||g||L2
s+γ/2
||Wl−sl f ||L2 }
)
|||h|||Φγ .
Remark 3.14. Assume that 0 < s < 1 and γ > −3. Then, for any l ≥ 0, one has∣∣∣∣( ˜WlΓ( f , g) − Γ( f , ˜Wlg), h)L2
∣∣∣∣
.
(
|| f ||L2
s+γ/2
|| ˜Wlg||L2
s+γ/2
+ ||g||L2
s+γ/2
|| ˜Wl f ||L2
s+γ/2
+ min{|| f ||L2 || ˜Wlg||L2
s+γ/2
, || f ||L2
s+γ/2
|| ˜Wlg||L2 }
+ min{||g||L2 || ˜Wl f ||L2
s+γ/2
, ||g||L2
s+γ/2
|| ˜Wl f ||L2 }
)
|||h|||Φγ ,
where we use (3.6) if l |γ/2 + s| ≥ 1 and (3.7) if l |γ/2 + s| < 1.
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Proof. In view of the decomposition given for Γ, it is enough to consider (3.3) with
µ(v, v∗) = (µc − µc∗)2µa∗ ,
for some constants a, c > 0. Indeed, all the other terms have compensation by some Gauss-
ian function so that any algebraic weight is not a problem. For this term, the commutator
is then given by∣∣∣∣(WlΓµ( f , g) − Γµ( f ,Wlg), h)L2
∣∣∣∣ =$ bΦγ(v − v∗)µ(v, v∗) f ′∗g′(Wl − W′l )hdvdv∗dσ,
which can be written as$
bΦγ(v − v∗)µ(v, v∗) f ′∗g′(Wl − W′l )hdvdv∗dσ
=
$
bΦγ(v − v∗)µ(v, v∗) f ′∗g′(Wl − W′l )(h − h′)dvdv∗dσ
+
$
bΦγ(v − v∗)[µ(v′, v′∗) − µ(v, v∗)] f∗g(W′l − Wl)hdvdv∗dσ
+
$
bΦγ(v − v∗)µ(v, v∗) f∗g(W′l − Wl)hdvdv∗dσ
= A + B +C,
by the usual change of variables. For A, we use the Cauchy-Schwarz inequality to get
A =
$
bΦγ(v − v∗)µ(v, v∗) f ′∗g′(Wl − W′l )[h − h′]dvdv∗dσ
.
($
bΦγ(v − v∗)(µc − µc∗)4µa∗ | f ′∗ |2|g′|2|Wl − W′l |2dvdv∗dσ
)1/2|||h|||Φγ
. U1/2|||h|||Φγ ,
where
U =
$
b < v − v∗ >γ µa′∗ | f∗|2|g|2|W′l − Wl|2dvdv∗dσ.
If l ≥ 1, by using the Taylor’s formula, we have
|W′l − Wl|2 . min{θ2|v − v∗|2, (< v > + < v∗ >)2} (< v∗ >l−1 + < v >l−1)2 ,
and then ∫
S S 2
b |W′l − Wl|2dσ . |v − v∗|2s(< v >2l−2s + < v∗ >2l−2s).
Then we note immediately that U is similar to the term A3 in the proof of Proposition 3.3,
because we have a Gaussian inside the definition of U. Taking into account the weights
here gives
U . || f ||L2
s+γ/2
||Wl−sg||L2
s+γ/2
+ min{|| f ||L2 ||Wl−sg||L2
s+γ/2
, || f ||L2
s+γ/2
||Wl−sg||L2 }
+ ||g||L2
s+γ/2
||Wl−s f ||L2
s+γ/2
+ min{||g||L2 ||Wl−s f ||L2
s+γ/2
, ||g||L2
s+γ/2
||Wl−s f ||L2 }.
If 0 < l ≤ 1, then we note that
|W′l − Wl|2 .< v >2l + < v∗ >2l and |W′l − Wl|2 . θ2|v − v∗|2,
so that
|W′l − Wl|2 . min{θ2 |v − v∗|2, < v >2l + < v∗ >2l}.
Then we obtain
(3.8)
∫
S S 2
b |W′l − Wl|2dσ . |v − v∗|2s(< v >2(1−s)l + < v∗ >2(1−s)l),
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and therefore the same argument gives
U . || f ||L2
s+γ/2
||Wl−slg||L2
s+γ/2
+ min{|| f ||L2 ||Wl−slg||L2
s+γ/2
, || f ||L2
s+γ/2
||Wl−slg||L2 }
+ ||g||L2
s+γ/2
||Wl−sl f ||L2
s+γ/2
+ min{||g||L2 ||Wl−sl f ||L2
s+γ/2
, ||g||L2
s+γ/2
||Wl−sl f ||L2 },
which gives the final conclusion, for γ > −3. Terms B and C can be dealt with similarly so
that we omit the details for brevity. And this completes the proof of the proposition. 
4. Functional estimates in full space
In this section, we prove the estimations on the collision operators in some weighted
function space of variables (x, v) ∈ R6. Together with the essential coercivity estimates
proved in Section 2, we give coercivity results for the linear operator in some weighted
spaces. These tools are crucial for the proofs of the existence results, both in the local and
global cases. Recall the assumption γ + 2s ≤ 0.
Let N ∈ N, l ∈ R, we define the weighted function spaces
BNℓ (R6) =
{
g ∈ S′(R6x,v) ; ‖g‖2BN
ℓ
(R6) =
∑
|α|+|β|≤N
∫
R
3
x
|||Wℓ−|β| ∂αβg(x, · )|||2Φγdx < +∞
}
,
B˜ Nℓ (R6) =
{
g ∈ S′(R6); ||g||2
B˜Nℓ (R6)
=
∑
|α|+|β|≤N
∫
R
3
x
||| ˜Wℓ−|β| ∂αβg(x, · )|||2Φγdx < +∞
}
,
and also
XN (R6) =
{
g ∈ S′(R6); ||g||2XN(R6) =
∑
|α|≤N
∫
R
3
x
|||∂αxg|||2Φγdx < +∞
}
.
4.1. Estimations without weight. First of all, one has
Lemma 4.1. For all 0 < s < 1, γ > −3, and for any α, β ∈ N3,
(4.1) ||∂αβ Pg||X0(R6) + ||P(∂αβ g)||X0(R6) ≤ Cβ||∂αxg||2L2(R6),
(4.2) η0
2
||g||2X0(R6) −C||g||2L2(R6) ≤
(
Lg , g
)
L2(R6) ≤ 2
(
L1g, g
)
L2(R6) . ||g||
2
X0(R6),
and
(4.3) ||g||2L2
s+
γ
2
(R6) + ||g||2L2(R3x;H sγ
2
(R3v )) . ||g||
2
X0(R6) . ||g||2L2(R3x;H s
s+
γ
2
(R3v )).
Proof. From [20], one has
Pg =
(
ag(t, x) + v.bg(t, x) + |v|2cg(t, x)
)
µ1/2,
where
ag(t, x) =
∫
R3
(
2 − |v|
2
2
)
g((t, x, v)µ1/2(v)dv,
bg(t, x) =
∫
R3
g(t, x, v)vµ1/2(v)dv,
and
cg(t, x) =
∫
R3
( |v|2
6 −
1
2
)
g(t, x, v)µ1/2(v)dv.
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Thus, (4.1) can be obtained by using integration by parts. To get (4.2), we use the results
from Section 2 to obtain
||g||2X0(R6) &
(
Lg, g
)
L2(R6) ≥ η0||(I − P)g||
2
X0(R6)
≥ η0
2
||g||2X0(R6) −C||Pg||2X0(R6) ≥
η0
2
||g||2X0(R6) − C||g||2L2(R6).
Finally, (4.3) follows directly from Section 2. 
The following Lemma is an application of the Sobolev embedding for functions with
values in a Hilbert space.
Lemma 4.2.
sup
x∈R3
‖| f (x, · )‖|Φγ . ‖ f ‖X 2(R6).
Proof. It follows from the definition that(
sup
x∈R3
‖| f (x, · )‖|Φγ
)2 ≤$ B µ∗ ( sup
x∈R3
( f (x, v′) − f (x, v) )2)dvdv∗dσ
+
$
B
(
sup
x∈R3
f (x, v∗)2
)( √
µ′ − √µ )2dvdv∗dσ
.
$
B µ∗
(∑
|α|≤2
∫ (
∂αx f (x, v′) − ∂αx f (x, v)
)2dx)dvdv∗dσ
+
$
B
(∑
|α|≤2
∫
f (x, v∗)2dx
)( √
µ′ − √µ )2dvdv∗dσ
.
∑
|α|≤2
∫
|||∂αx f (x, ·)|||2Φγdx .

Proposition 4.3. Under the assumption of Theorem 1.4, for any N ≥ 3, we have, for all
α ∈ N3, |α| ≤ N,∣∣∣∣(∂αxΓ( f , g ), h)L2(R6)
∣∣∣∣ . {|| f ||HN (R3x;L2(R3v )) ||g||XN(R6)
+ || f ||XN (R6) ||g||HN(R3x;L2(R3v ))
}
||h||X0(R6).
Proof. Firstly, if |α1| ≤ N − 2, we get from Theorem 1.2, Lemma 4.2, and usual Sobolev
embedding, replacing the ”min” term by the corresponding terms without the weights that∣∣∣∣(Γ(∂α1 f , ∂α2 g), h)L2(R6)
∣∣∣∣
.
(∫
R
3
x
(
‖∂α1 f ‖2L2 |||∂α2g|||2Φγ + ‖|∂α1 f ‖|2Φγ‖∂α2 g||2L2+||∂α1 f ||2L2 ||∂α2 g||2L2
)
dx
)1/2
||h||X 0(R6)
.
(
‖ f ‖H |α1 |+3/2+ǫ (R3x;L2(R3v ))||g||X|α2|(R6) + || f ||X|α1 |+2(R6)||g||H |α2|(R3x;L2(R3v ))
)
||h||X0(R6) .
If |α1| = N − 1, N, then |α2| + 2 ≤ N, we get in a similar way, again from Theorem 1.2 that∣∣∣∣(Γ(∂α1 f , ∂α2 g), h)L2(R6)
∣∣∣∣
.
(∫
R
3
x
(
‖∂α1 f ‖2L2 |||∂α2g|||2Φγ + ‖|∂α1 f ‖|2Φγ‖∂α2 g||2L2+||∂α1 f ||2L2 ||∂α2 g||2L2
)
dx
)1/2
||h||X 0(R6)
.
(
‖ f ‖H |α1 |(R3x;L2(R3v ))||g||X|α2|+2(R6) + || f ||X|α1 |(R6)||g||H |α2|+3/2+ǫ (R3x;L2(R3v ))
)
||h||X0(R6) .
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The proof of the proposition is then completed by recalling the Leibniz formula
∂αxΓ( f , g) =
∑
α1+α2=α
Cα1 ,α2Γ(∂α1x f , ∂α2x g) .

Remark 4.4. The above proof shows that, for |α1| < N,∣∣∣∣(Γ(∂α1 f , ∂α2 g ), h)L2(R6)
∣∣∣∣ . ‖ f ‖HN (R3x;L2(R3v )) ||h||X0(R6)(||g||XN(R6) + ||g||HN(R3x;L2(R3v ))) .
Finally, the estimate on the linear operatorL2 can be given as follows, which in fact can
be deduced from Section 2.
Proposition 4.5. For all 0 < s < 1, γ > −3 and any α ∈ N3, we have∣∣∣∣(∂αxL2( f ), h)L2(R6)
∣∣∣∣ ≤ C|α| || f ||H |α|(R3x;L2(R3v )) ||µ1/103h||L2(R6) .
4.2. Estimation with weight. We now prove the following upper bound with weights.
Proposition 4.6. For all 0 < s < 1, γ > −3, and for any N ≥ 6, ℓ ≥ N, |α| + |β| ≤ N, we
have ∣∣∣(Wℓ−|β|∂αβ Γ( f , g), h)L2(R6)∣∣∣ . ||h||B00(R6)(‖ f ‖HNℓ (R6)‖g‖HNℓ (R6)
+ ‖ f ‖HN
ℓ
(R6)‖g‖B Nℓ (R6) + ‖g‖H Nℓ (R6)‖ f ‖B Nℓ (R6)
)
.
Proof. By using Leibniz formula, we have
(Wℓ−|β|∂αβ Γ( f , g), h) =
∑
Cα1 ,β1
α2 ,β2,β3
(Wℓ−|β| T (∂α1β1 f , ∂
α2
β2
g, µβ3), h)
=
∑
Cα1 ,β1
α2 ,β2,β3
(Wℓ−|β| T (∂α1β1 f , ∂
α2
β2
g, µβ3) − T (∂α1β1 f , Wℓ−|β| ∂
α2
β2
g, µβ3), h)
+
∑
Cα1 ,β1
α2 ,β2,β3
(T (∂α1
β1
f , Wℓ−|β| ∂α2β2 g, µβ3), h) .
Note thatT shares the same upper bound properties as Γ given in the previous propositions.
In fact, by using Proposition 3.13
A =
∣∣∣(Wℓ−|β| T (∂α1β1 f , ∂α2β2 g, µβ3) − T (∂α1β1 f , Wℓ−|β| ∂α2β2 g, µβ3), h)L2(R6)∣∣∣
. ||h||B00(R6)
{ ∫
R3
(
‖Wℓ−|β|+γ/2∂α1β1 f (x, · )‖2L2(R3v )‖∂
α2
β2
g(x, · )‖2L2
γ/2+s(R3v )
+ ‖∂α1
β1
f (x, · )‖2L2
γ/2+s(R3v )
‖Wℓ−|β|+γ/2∂α2β2 g(x, · )‖
2
L2(R3v )
+ min
{
‖∂α1
β1
f (x, · )‖2L2(R3v )‖Wl−|β|+γ/2∂
α2
β2
g(x, · )‖2L2(R3v ) ,
‖∂α1
β1
f (x, · )‖2L2
γ/2+s(R3v )
‖Wl−s∂α2β2 g(x, · )‖2L2(R3v )
}
+ min
{
‖∂α2
β2
g(x, · )‖2L2(R3v )‖Wl−|β|+γ/2∂
α1
β1
f (x, · )‖2L2(R3v ),
‖∂α2
β2
g(x, · )‖2L2
γ/2+s(R3v )
‖Wl−|β|−s∂α1β1 f (x, · )‖2L2(R3v )
})
dx
}1/2
.
For this, we divide the discussion into two cases.
Case 1: |α1| + |β1| ≤ N − 2. We have, by using H2(R3x) ⊂ L∞(R3x), and γ + 2s ≤ 0 that
A .||h||B00(R6)
(
‖Wℓ−|β|+γ/2∇2x∂α1β1 f ‖L2 (R6)‖∂
α2
β2
g‖L2(R6)
+ ‖∇2x∂α1β1 f ‖L2 (R6)‖Wℓ−|β|+γ/2∂
α2
β2
g‖L2(R6)
)
. ||h||B00(R6)‖ f ‖HNℓ (R6)‖g‖HNℓ (R6).
44 R. ALEXANDRE, Y. MORIMOTO, S. UKAI, C.-J. XU, AND T. YANG
Case 2: |α1| + |β1| > N − 2. Then |α2| + |β2| ≤ 1 and |α2| + |β2| + 5 ≤ N, and we have
A .||h||B00(R6)
(
‖Wℓ−|β|+γ/2∂α1β1 f ‖L2(R6)‖∇2x∂
α2
β2
g‖L2(R6)
+ ‖∂α1
β1
f ‖L2 (R6)‖Wℓ−|β|+γ/2∇2x∂α2β2 g‖L2(R6)
)
. ||h||B00(R6)‖ f ‖HHℓ (R6)‖g‖HNℓ (R6).
Therefore, we get∑
Cα1,β1
α2 ,β2,β3
∣∣∣(Wℓ−|β| T (∂α1β1 f , ∂α2β2 g, µβ3) − T (∂α1β1 f , Wℓ−|β| ∂α2β2 g, µβ3), h)∣∣∣(4.4)
≤ C||h||B00(R6)‖ f ‖HNℓ (R6)‖g‖HNℓ (R6) .
Next, we deal with the following term and the discussion is also divided into several steps:∑
Cα1 ,β1
α2 ,β2,β3
(T (∂α1
β1
f , Wℓ−|β| ∂α2β2 g, µβ3), h) .
Case I: |α1| + |β1| ≤ 1. From Proposition 3.1, we get
B =
∣∣∣(T (∂α1
β1
f , Wℓ−|β| ∂α2β2 g, µβ3), h
)
L2(R6)
∣∣∣
. ||h||B00
{
‖ f ‖H5(R6)||Wℓ−|β| ∂α2β2 g||B00(R6) + ‖ f ‖H6 (R6)‖Wℓ−|β| ∂
α2
β2
g‖L2
s+γ/2(R6)
}
. ||h||B00‖ f ‖H Nℓ (R6)||g||B Nℓ (R6) .
Case II: 2 ≤ |α1| + |β1| ≤ 3. Again from Proposition 3.1, one has
B . ||h||B00
{
‖ f ‖H5(R6)||Wℓ−|β|∇2x ∂α2β2 g||B00(R6) + ‖ f ‖H6(R6)‖Wℓ−|β| ∇
2
x∂
α2
β2
g‖L2
s+γ/2(R6)
}
. ||h||B00‖ f ‖H Nℓ (R6)||g||B Nℓ (R6) .
Case III: 4 ≤ |α1| + |β1| ≤ N − 1. Then |α2| + |β2| ≤ N − 4, and from Proposition 3.3,
we get
B . ||h||B00
{
‖∂α1
β1
f ‖L2
γ/2+s(R6)||Wℓ−|β|∇
2
x ∂
α2
β2
g||B00(R6) + ‖∂
α1
β1
f ‖B00(R6)‖Wℓ−|β| ∇
2
x∂
α2
β2
g‖L2
s+γ/2(R6)
}
+ ‖∂α1
β1
f ‖L2(R6)||Wℓ−|β|∇2x ∂α2β2 g||L2γ/2+s(R6) + ‖µ
1/60∂α1
β1
f ‖L2(R6)||µ1/60Wℓ−|β| ∂α2β2 g||H3/2+ǫ (R3x;H3/2−ǫ (R3v ))
+ ‖µ1/60∂α1
β1
f ‖H s(R6)||µ1/60Wℓ−|β| ∂α2β2 g||H3+ǫ (R6) . ||h||B00‖ f ‖H Nℓ (R6)||g||H Nℓ (R6) .
Case IV: |α1| + |β1| = |α| + |β| ≤ N. Again from Proposition 3.3, we have
B =
∣∣∣(Γ(∂αβ f , Wℓ−|β|g), h)L2(R6)∣∣∣ . ||h||B00(R6){‖∂αβ f ‖L2s+γ/2 (R6)||Wℓ−|β∇2xg||B00(R6)
+ ‖Wℓ−|β|∇2xg‖L2
s+γ/2(R6)||∂
α
β f ||B00(R6) + ‖∂
α
β f ‖L2s+γ/2(R6)‖Wℓ−|β∇
2
xg‖L2(R6)
+ ‖µ1/40∂αβ f ‖L2s+γ/2 (R6)‖µ
1/40 Wℓ−|β|g‖H3/2+ǫ (R3x;Hmax(−γ/2, 1)(R3v ))
+ ||µ1/40∂αβ f ||B00(R6)‖µ
1/40 Wℓ−|β|g‖2L∞(R6)
}
. ||h||B00(R6)‖g‖H Nℓ (R6)‖ f ‖B Nℓ (R6) .
Finally, the proof of the proposition is completed. 
4.3. Estimation with modified weight. In the sequel, we shall often use the inequalities
(4.5) ‖ f ‖L2
s+γ/2
≤ ‖ f ‖L2 , ‖ f ‖L2
s+γ/2
≤ ||| f |||.
The first inequality is valid since we are assuming that γ + 2s ≤ 0, while the second one
comes from Section 2.
To obtain the global existence, the upper bound given in Proposition 4.6 for the general
case is not enough because this bound can not be controlled by the coercivity estimate
of the linearized operator that contains loss of weight in the case of soft potential. To
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overcome this, we now prove the following upper bound under the conditions of Theorem
1.5.
Proposition 4.7. Under the assumptions of Theorem 1.5 on the parameters γ and s, for
any N ≥ 6, ℓ ≥ N, |α| + |β| ≤ N, one has
|( ˜Wl−|β|∂αβΓ( f , g), ˜Wl−|β|∂αβh)L2(R6)| ≤
(
‖ f ‖
˜HNl (R6) ||g|| ˜BNl (R6)(4.6)
+ ‖g‖
˜HNl (R6) || f || ˜BNl (R6)
)
||h||
˜BNl (R6).
Proof. First, notice that from Remark 3.14 and (4.5), we have for γ > −3,
|( ˜WlΓ( f , g) − Γ( f , ˜Wlg), h)L2(R3v )| ≤
(
‖ f ‖L2 (R3v )||| ˜Wlg|||Φγ + ||| ˜Wl f |||Φγ ‖g‖L2(R3v )||
)
|||h|||Φγ .(4.7)
Recall the definition of T to deduce that
|( ˜Wl∂βΓ( f , g), ˜Wl∂βh)L2(R3v )| ≤
∑
β1+β2+β3=β
|( ˜WlT (∂β1 f , ∂β2g, ∂β3µ1/2), ˜Wl∂βh)|L2(R3v )|
=
∑{
|(T (∂β1 f , ˜Wl∂β2g, ∂β3µ1/2), ˜Wl∂βh)L2(R3v )|
+ |( ˜WlT (∂β1 f , ∂β2g, ∂β3µ1/2) − (T (∂β1 f , ˜Wl∂β2 g, ∂β3µ1/2), ˜Wl∂βh)L2(R3v )|
}
.
By using Theorem 1.2, we obtain
|(Γ(∂β1 f , ˜Wl∂β2g), ˜Wl∂βh)|L2(R3v )
≤
(
‖∂β1 f ‖L2 (R3v ) ||| ˜Wl∂β2g|||Φγ + |||∂β1 f |||Φγ ‖ ˜Wl∂β2g‖L2(R3v )
)
||| ˜Wl∂βh|||Φγ .
Moreover, (4.7) implies that
|( ˜WlΓ(∂β1 f , ∂β2g) − Γ(∂β1 f , ˜Wl∂β2g), ˜Wl∂βh)L2(R3v )|
≤
(
‖∂β1 f ‖L2 (R3v )||| ˜Wl∂β2g|||Φγ + ||| ˜Wl∂β1 f |||Φγ ‖∂β2g‖L2(R3v )
)
||| ˜Wl∂βh|||Φγ .
As a consequence,
|( ˜Wl∂βΓ( f , g), ˜Wl∂βh)L2(R3v )| ≤
∑(
‖∂β1 f ‖L2 (R3v ) ||| ˜Wl∂β2g|||Φγ(4.8)
+ |||∂β1 f |||Φγ ‖ ˜Wl∂β2g‖L2(R3v ) + ||| ˜Wl∂β f |||Φγ ‖∂β2 g‖L2(R3v )
)
||| ˜Wl∂βh|||Φγ .
By the Leibniz rule in x variable, one has
|( ˜Wl−|β|∂αβΓ( f , g), ˜Wl−|β|∂αβh)L2(R6)|
≤
∑
α1+α2=α
|( ˜Wl−|β|∂βΓ(∂α1 f , ∂α2 g), ˜Wl−|β|∂αβh)L2(R6)|
≤
∑∫
R3
(
‖∂α1
β1
f ‖L2 (R3v ) ||| ˜Wl−|β|∂α2β2 g|||Φγ + |||∂
α1
β1
f |||Φγ ‖ ˜Wl−|β|∂α2β2 g‖L2(R3v )
+ ||| ˜Wl−|β|∂α1β1 f |||Φγ ‖∂
α2
β2
g‖L2(R3v )
)
||| ˜Wl−|β|∂αβh|||Φγdx
≤
∑∫
R3
(
‖ ˜Wl−β1∂α1β1 f ‖L2(R3v ) ||| ˜Wl−β2∂
α2
β2
g|||Φγ + ||| ˜Wl−β1∂α1β1 f |||Φγ ‖ ˜Wl−β2∂
α2
β2
g‖L2(R3v )
+ ||| ˜Wl−β1∂α1β1 f |||Φγ ‖ ˜Wl−β2∂
α2
β2
g‖L2(R3v )
)
||| ˜Wl−|β|∂αβh|||Φγdx
≤
∑∫
R3
(
‖ ˜Wl−β1∂α1β1 f ‖L2(R3v ) ||| ˜Wl−β2∂
α2
β2
g|||Φγ
+ ||| ˜Wl−β1∂α1β1 f |||Φγ ‖ ˜Wl−β2∂
α2
β2
g‖L2(R3v )
)
||| ˜Wl−|β|∂αβh|||Φγdx
=
∑(
G1α1,β1,β2 +G
2
α1,β1,β2
)
.
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Now these terms are discussed in the following two cases.
• When |α1| + |β1| ≤ N/2, we have
G1α1,β1,β2 ≤‖ ˜Wl−β1∂α1β1 f ‖L∞ (R3x;L2(R3v ))
∫
R3
||| ˜Wl−β2∂α2β2 g|||Φγ ||| ˜W
l−|β|∂αβh|||Φγdx
≤ || f ||
˜HNl (R6)||g|| ˜BNl (R6)||h|| ˜BNl (R6).
G2α1,β1,β2 ≤‖ ||| ˜Wl−β1∂α1β1 f |||Φγ ‖L∞(R3x)
∫
R3
‖ ˜Wl−β2∂α2β2 g‖L2v ||| ˜W
l−|β|∂αβh|||Φγdx
≤ || f ||
˜BNl (R6)||g|| ˜HNl (R6)||h‖ ˜BNl (R6).
• When |α1| + |β1| ≥ N/2, we have
G1α1,β1,β2 ≤‖ ||| ˜Wl−β2∂
α2
β2
g|||Φγ ‖L∞(R3x)
∫
R3
‖ ˜Wl−β1∂α1β1 f ‖L2v ||| ˜W l−|β|∂αβh|||Φγdx
≤ || f ||
˜HNl (R6)‖g‖ ˜BNl (R6)||h|| ˜BNl (R6).
G2α1,β1,β2 ≤‖ ˜Wl−β2∂
α2
β2
g‖L∞x (L2v )
∫
R3
||| ˜Wl−β1∂α1β1 f |||Φγ ||| ˜W l−|β|∂αβh|||Φγdx
≤ || f ||
˜BNl (R6)||g|| ˜HNl (R6)||h‖ ˜BNl (R6).
Here, we have used Lemma 4.2 to get
‖ ||| ˜Wl−β1∂α1β1 f |||Φγ ‖L∞(R3x) ≤ ‖ f ‖ ˜BN (R6),
for |α1| + |β1| ≤ N/2. Therefore, we complete the proof of the proposition. 
4.4. Weighted coercivity of the linearized operator. We turn to the weighted lower esti-
mates, more precisely, the lower bound for (WlLg,Wlg)L2(R3v ). Let us recall that in Section
2 it was shown that, if γ > −3, then there exists a constant C > 0 such that
(4.9) |||g|||2Φγ ≥
(
L1g, g
)
L2(R3v )
≥ η0|||g|||2Φγ −C‖g‖2L2
γ/2(R3v )
.
In the estimation on the weighted linearized collisional operatorL1, we need to consider
the commutator estimate of the weight and the linearized operator. However, we can not
apply the Proposition 3.13 directly because the error term then will have the weight of the
order of s + γ/2. The purpose of the following proposition is to show that the error term
coming from this commutator has the weight of order γ/2 only.
Proposition 4.8. For all 0 < s < 1, γ > −3, and for any l ≥ 0, there exists a positive
constant C such that
(4.10) (WlL1g,Wlg)L2(R3v ) ≥
η0
2
|||Wlg|||2Φγ −C||Wlg||2L2
γ/2(R3v )
.
Moreover, for any β ∈ N3 \ {0}, one has
(Wl∂βL1(g),Wl∂βg)L2(R3v ) ≥
η0
2
|||Wl∂βg|||2Φγ −C||Wl∂βg||2L2
γ/2(R3v )
−C
(∑
β1<β
|||Wl∂β1g|||Φγ
)
|||Wl∂βg|||Φγ .
Proof. According to (4.9), it is enough to show that
|([Wl,L1]g,Wlg)L2 | ≤ Cδ||Wlg||2L2
γ/2
+ δ||Wlg||2L2
s+γ/2
,
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where δ > 0 can be arbitrarily small. By using the above expression, one has
(WlL1g,Wlg)L2 = −
$
bΦγ
(
(µ′∗)1/2g′ − (µ∗)1/2g
)
µ1/2∗ WlWlgdv∗dσdv
= −
$
bΦγ
(
(µ′∗)1/2Wlg′ − (µ∗)1/2Wlg
)
µ1/2∗ Wlgdv∗dσdv
= −
$
bΦγ
(
[(µ′∗)1/2W′l g′ − (µ∗)1/2Wlg] + (µ′∗)1/2g′(Wl − W′l )
)
µ1/2∗ Wlg
= 1/2
$
bΦγ
(
(µ′∗)1/2W′l g′ − (µ∗)1/2Wlg
)2
dv∗dσdv
−
$
bΦγ
(
(µ′∗)1/2g′(Wl − W′l )
)
µ1/2∗ Wlgdv∗dσdv
= (L1(Wlg), (Wlg))L2 + I ,
where
I = ([Wl,L1]g,Wlg)L2 = −
$
bΦγ(µ′∗)1/2g′µ1/2∗ Wlg(Wl − W′l )dv∗dσdv.
Changing variables yields
I = −
$
bΦγ(µ∗)1/2gµ1/2′∗ W′l g′(W′l − Wl)dv∗dσdv.
Adding the above two equations gives
2I = −
$
bΦγ(µ∗)1/2gµ1/2′∗ g′(W′l − Wl)2dv∗dσdv.
Then, by using the Cauchy-Schwarz inequality with respect to full variables, we find
|I| .
$
bΦγ(µ∗)1/2g2(W′l − Wl)2dv∗dσdv.
When l ≥ 1, since∫
S S 2
b (W′l − Wl)2dσ . |v − v∗|2s[< v > + < v∗ >]2l−2s
.< v >2s< v∗ >2s (< v >2l−2s + < v∗ >2l−2s)
. < v∗ >2s< v >2l + < v >2s< v∗ >2l. < v∗ >2l< v >2l ,
by using Section 2, we have
|I| . ||Wlg||2L2
γ/2
.
When 0 < l ≤ 1, by (3.8), we have∫
S S 2
b |W′l − Wl|2dσ .< v >2l(1−s)< v∗ >2l(1−s) |v − v∗|2s.
Consider
I =
$
|v|≤R
+
$
|v|≥R
= I1 + I2 .
It is obvious that for any fixed R,
|I1| . ||Wlg||2L2
γ/2
.
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For I2, we split
I2 =
"
|v|≥R
∫
θ|v−v∗|≤ 12 |v|
+
"
|v|≥R
∫
θ|v−v∗|≥ 12 |v|
= I2,1 + I2,2,
which are the singular part and the non-singular part respectively. For the singular part I2,1,
note that∫
θ|v−v∗|≤ 12 |v|
b(cos θ)|W′l − Wl|2dσ . |v − v∗|2 < v >2(l−1)
|v|2−2s
|v − v∗|2−2s
. |v − v∗|2s < v >2l−2s.< v >2l< v∗ >2s;
while for the non singular part I2,2, one has∫
θ|v−v∗|≥ 12 |v|
b(cos θ)|W′l − Wl|2dσ . |v − v∗|2s < v >2l< v∗ >2l |v|−2s.
Therefore, we have
I2,1 . ||Wlg||2L2
γ/2
,
and
I2,2 . R−2s||Wlg||2L2
s+γ/2
.
By taking R large enough, we complete the proof of (4.10).
Now we turn to the derivatives in v variable. For β ∈ N3 \ {0}, we have
∂βL1(g) = L1(∂βg) +
∑
β1<β
Cβ1,β2T (∂β2µ, ∂β1g, ∂β3µ).
By (4.10), we have
(Wl∂βL1(g),Wl∂βg) = (WlL1(∂βg),Wl∂βg) +
∑
β1<β
Cβ1,β2(WlT (∂β2µ, ∂β1g, ∂β3µ),Wl∂βg)
≥ η0
2
|||Wl∂βg|||2Φγ − C||Wl∂βg||L2γ/2 + II,
where
II =
∑
β1<β
Cβ1,β2(WlT (∂β2µ, ∂β1g, ∂β3µ); Wl∂βg).
Recall that the operator T shares the same commutator properties as Γ. As in the proofs
given in Section 2, the linearized operator T (∂β2µ, ∂β1g, ∂β3µ) satisfies
|(WlT (∂β2µ, ∂β1g, ∂β3µ); Wl∂βg)| . |||Wl∂β1g|||Φγ |||Wl∂βg|||Φγ .
Hence
|II| .
(∑
β1<β
|||Wl∂β1g|||Φγ
)
|||Wl∂βg|||Φγ .
This completes the proof of the proposition. 
5. Local existence
In the following two subsections, we prove Theorem 1.3 and the local existence of
solutions in the function space considered in Theorem 1.4.
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5.1. Classical solutions. We now proceed to the proof of Theorem 1.3. The restriction of
soft potential γ + 2s ≤ 0 will play an important role.
Consider the following Cauchy problem for a linear Boltzmann equation with a given
function f ,
(5.1) ∂tg + v · ∇xg +L1g = Γ( f , g) − L2 f , g|t=0 = g0 ,
which is equivalent to the problem:
∂tG + v · ∇xG = Q(F, G), G|t=0 = G0,
with F = µ + √µ f and G = µ + √µ g. The proof is based on energy estimates in the
functional space HN
ℓ
(R6).
For N ≥ 6, ℓ ≥ N and α, β ∈ N3, |α| + |β| ≤ N, taking
ϕ(t, x, v) = (−1)|α|+|β|∂αβW2ℓ−|β| ∂αβ g(t, x, v),
as a test function for equation (5.1), we get
1
2
d
dt ‖Wℓ−|β|∂
α
β g‖2L2(R6) +
(
Wℓ−|β|∂αβL1(g), Wℓ−|β|∂αβg
)
L2(R6)
+
(
Wℓ−|β| [∂αβ , v] · ∇xg, Wℓ−|β| ∂αβg
)
L2(R6)
=
(
Wℓ−|β| ∂αβΓ( f , g), Wℓ−|β| ∂αβg
)
L2(R6) −
(
Wℓ−|β| ∂αβL2( f ), Wℓ−|β| ∂αβg
)
L2(R6),
where we have used the fact that(
v · ∇x(Wℓ−|β| ∂αβ g), Wℓ−|β| ∂αβg)L2(R6) = 0 .
We have immediately∣∣∣∣(Wℓ−|β| [∂αβ , v] · ∇xg, Wℓ−|β| ∂αβg)L2(R6)
∣∣∣∣ . ‖ f ‖HN
ℓ
(R6)‖g‖HN
ℓ
(R6).
By Proposition 4.5, one has∣∣∣∣(Wℓ−|β| ∂αβL2( f ), Wℓ−|β| ∂αβg)L2(R6)
∣∣∣∣ . ‖g‖2H |α|+|β|
ℓ
(R6).
Now by using (4.4) with f = µ, we have∣∣∣∣(Wℓ−|β|∂αβL1(g) − L1(Wℓ−|β| ∂αβg) , Wℓ−|β|∂αβg)L2(R6)∣∣∣∣ ≤ Cδ‖g‖2HN
ℓ
(R6) + δ ‖g‖2B Nℓ (R6) .
Applying Proposition 4.6, we get for any |α| + |β| ≤ N,
1
2
d
dt ‖Wℓ−|β| ∂
α
β g‖2L2(R6) +
(
L1
(
Wℓ−|β| ∂αβg
)
, Wℓ−|β| ∂αβg
)
L2(R6)
. ‖ f ‖HN
ℓ
(R6) ||g||2BN
ℓ
(R6) + ‖ f ‖BNℓ (R6) ‖g‖HNℓ (R6)||g||BNℓ (R6)
+ ‖g‖2HN
ℓ
(R6) + ‖ f ‖HNℓ (R6) ||g||BNℓ (R6) + δ||g||
2
BN
ℓ
(R6).
By using now the coercivity estimate from Section 2 and Lemma 4.1, and by taking
summation over |β| ≤ N, the Cauchy-Schwarz inequality and soft potential assumption
imply that
d
dt ‖g‖
2
H Nℓ (R6)
+
η0
2
||g||2BNℓ (R6) ≤ C
{
‖ f ‖H Nℓ (R6) ||g||
2
BNℓ (R6)
(5.2)
+ ‖g‖2H Nℓ (R6) || f ||
2
B Nℓ (R6)
+ ‖g‖2H Nℓ (R6) + ‖ f ‖
2
H Nℓ (R6)
}
.
In conclusion, we are ready to prove the following proposition.
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Proposition 5.1. Assume that 0 < s < 1, γ > −3 and let N ≥ 6, ℓ ≥ N. Suppose that
g0 ∈ H Nℓ (R6) and
f ∈ L∞([0, T ]; H Nℓ (R6)))
⋂
L2([0, T ]; B Nℓ (R6)).
If g ∈ L∞([0, T ]; H Nℓ (R6))
⋂
L2([0, T ]; B Nℓ (R6)) is a solution of the Cauchy problem (5.1),
then there exists ǫ0 > 0 such that if
(5.3) ‖ f ‖2L∞ ([0,T ];H Nℓ (R6)) + ‖ f ‖
2
L2 ([0,T ];B Nℓ (R6))
≤ ǫ20 ,
we have
(5.4) ‖g‖2L∞([0,T ];H Nℓ (R6)) + ||g||
2
L2([0,T ];B Nℓ (R6))
≤ CeC T
(
‖g0‖2H Nℓ (R6) + ǫ
2
0 T
)
,
for a constant C > 0 depending only on N and ℓ.
Proof. From (5.2), we have, for t ∈]0, T [,
‖g(t)‖2H Nℓ (R6) +
η0
2
eC t
∫ t
0
e−C s||g(s)||2BNℓ (R6)ds ≤ e
CT ‖g0‖2H Nℓ (R6)
+ CeC T
{ ∫ T
0
e−C s‖ f (s)‖H Nℓ (R6) ||g(s)||2BNℓ (R6)ds
+
∫ T
0
e−C s‖g(s)‖2H Nℓ (R6) || f (s)||
2
B Nℓ (R6)
ds +
∫ T
0
e−C s‖ f (s)‖2H Nℓ (R6)ds
}
.
Then
‖g‖2
L∞([0,T ];H Nℓ (R6))
+
η0
2
||g||2L2([0,T ];B Nℓ (R6)) ≤ e
C T ‖g0‖2H Nℓ (R6)
+ CeC T
{
‖ f ‖L∞ ([0,T ];H Nℓ (R6)) ||g||
2
L2([0,T ];B Nℓ (R6))
+ ‖g‖2L∞([0,T ];H Nℓ (R6)) || f ||
2
L2([0,T ];B Nℓ (R6))
+ T‖ f ‖2L∞ ([0,T ];H Nℓ (R6))
}
.
Hence, if we choose
CeC T ǫ0 ≤ η04 , Ce
C T ǫ20 ≤
1
2
,
then (5.3) implies that
1
2
‖g‖2L∞([0,T ];H Nℓ (R6)) +
η0
4
||g||2L2([0,T ];B Nℓ (R6))
≤ eC T ‖g0‖2H Nℓ (R6) +Ce
C T T ǫ20 .
And this completes the proof of the proposition. 
From the energy estimate (5.4), one can deduce the local existence as in [7], and we
have proved the following precise version of Theorem 1.3.
Theorem 5.2. Under the assumptions of Theorem 1.3, let N ≥ 6, ℓ ≥ N. There exist
ǫ1, T > 0 such that if g0 ∈ HNℓ (R6) and
‖g0‖HN
ℓ
(R6) ≤ ǫ1 ,
then the Cauchy problem (1.3) admits a solution
g ∈ L∞([0, T ]; HNℓ (R6)) ∩ L2([0, T ]; BNℓ (R6)).
Remark 5.3. By using the Proposition 4.7, we can get the same results as Theorem 5.2 if
we replace H Nℓ (R6),B Nℓ (R6) by ˜H
N
ℓ (R6), ˜B Nℓ (R6) respectively. In other words, Theorem
1.3 holds also in the function space ˜H Nℓ (R6).
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5.2. L2-solutions. Under some more restrictive conditions on the parameters γ and s, we
can prove local existence of solutions with only differentiation in the x variable. That is, we
will deduce the energy estimate for the equation (5.1) in the function space HN(R3x; L2(R3v)).
For N ≥ 3 and β ∈ N3, |β| ≤ N, by taking
ϕ(t, x, v) = (−1)|β|∂βx∂βxg(t, x, v),
as a test function on R3x × R3v , we get
1
2
d
dt ‖∂
β
x g‖2L2(R6) +
(
∂
β
xL1(g), ∂βxg
)
L2(R6)
=
(
∂
β
xΓ( f , g), ∂βxg
)
L2(R6) −
(
∂
β
xL2( f ), ∂βxg
)
L2(R6),
where we have used the fact that
(
v · ∇x
(
∂
β
x g
)
, ∂
β
xg
)
L2(R6) = 0 .
Applying now Proposition 4.3, Proposition 4.5, we get for any N ≥ 3 and |β| ≤ N,
1
2
d
dt ‖∂
β g‖2L2(R6) +
(
L1
(
∂
β
xg
)
, ∂
β
xg
)
L2(R6)
. ‖ f ‖HN (R3x;L2(R3v )) ||g||2XN(R6) + ‖ f ‖XN (R6) ‖g‖HN (R3x;L2(R3v ))||g||XN(R6)
+ ‖g‖2HN (R3x;L2(R3v )) + ‖ f ‖HN (R3x;L2(R3v )) ||g||XN(R6) + ‖g‖HN (R3x;L2(R3v ))||g||XN(R6).
By using now the coercivity estimate (4.2), and by taking summation over |β| ≤ N, the
Cauchy-Schwarz inequality leads to
d
dt ‖g‖
2
HN (R3x;L2(R3v )) +
η0
2
||g||2XN(R6) ≤ C
{
‖ f ‖HN (R3x;L2(R3v )) ||g||2XN(R6)(5.5)
+ ‖g‖2HN (R3x;L2(R3v )) || f ||
2
XN (R6) + ‖g‖2HN (R3x;L2(R3v )) + ‖ f ‖
2
HN (R3x;L2(R3v ))
}
.
We are now ready to prove the following
Proposition 5.4. Under the assumptions of Theorem 1.4, let N ≥ 3, g0 ∈ HN(R3x; L2(R3v))
and
f ∈ L∞([0, T ]; HN(R3x; L2(R3v)))
⋂
L2([0, T ]; XN(R6)).
If g ∈ L∞([0, T ]; HN(R3x; L2(R3v)))
⋂
L2([0, T ]; XN (R6)) is a solution of the Cauchy prob-
lem (5.1), then there exists ǫ0 > 0 such that if
(5.6) ‖ f ‖2L∞([0,T ]; HN (R3x;L2(R3v ))) + ‖ f ‖
2
L2 ([0,T ];XN (R6)) ≤ ǫ20 ,
we have
(5.7) ‖g‖2L∞([0,T ]; HN (R3x;L2(R3v ))) + ||g||
2
L2([0,T ];XN (R6)) ≤ CeC T
(
‖g0‖2HN (R3x;L2(R3v )) + ǫ
2
0 T
)
,
for a constant C > 0 depending only on N .
Proof. From (5.5), we have, for t ∈]0, T [,
‖g(t)‖2HN (R3x;L2(R3v )) +
η0
2
eCt
∫ t
0
e−Cs||g(s)||2XN(R6)ds ≤ eCT ‖g0‖2HN (R3x;L2(R3v ))
+CeCT
{ ∫ T
0
e−Cs‖ f (s)‖HN (R3x;L2(R3v )) ||g(s)||2XN(R6)ds
+
∫ T
0
e−Cs‖g(s)‖2HN (R3x;L2(R3v )) || f (s)||
2
XN(R6)ds +
∫ T
0
e−Cs‖ f (s)‖2HN (R3x;L2(R3v ))ds
}
.
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Then
‖g‖2L∞([0,T ];HN (R3x;L2(R3v ))) +
η0
2
||g||2L2([0,T ];XN (R6)) ≤ eCT ‖g0‖2HN (R3x;L2(R3v ))
+CeCT
{
‖ f ‖L∞ ([0,T ];HN (R3x;L2(R3v ))) ||g||2L2([0,T ];XN (R6))
+ ‖g‖2L∞([0,T ];HN (R3x;L2(R3v ))) || f ||
2
L2([0,T ];XN (R6)) + T‖ f ‖2L∞ ([0,T ];HN (R3x;L2(R3v )))
}
.
By choosing T small as in Proposition 5.1, we complete the proof. 
As in [7], the energy estimate (5.7) yields
Theorem 5.5. Under the assumptions of Theorem 1.4, for N ≥ 3, there exist ǫ1, T > 0
such that if g0 ∈ HN(R3x; L2(R3v)) and
‖g0‖HN (R3x;L2(R3v )) ≤ ǫ1 ,
then the Cauchy problem (1.3) admits a solution
g ∈ L∞([0, T ]; HN(R3x; L2(R3v))) ∩ L2([0, T ]; XN (R6)).
6. Global solutions
We are now ready to prove the global existence of weak and classical solutions in the
following two subsections.
6.1. L2-solutions. We now conclude for the global existence issue in Theorem 1.4. We
already gave the macro-micro decomposition of solutions introduced in [20]:
g = Pg + (I − P)g = g1 + g2,
g1 = (a + v · b + |v|2c)√µ, A = (a, b, c) .
Notice that
||g||2HN(R3x;L2(R3v )) ∼ ‖A‖
2
HN (R3) + ‖g2‖2HN (R3x;L2(R3v )),
||g||2XN(R6) ∼ ‖A‖2HN (R3) + ‖g2‖2XN (R6).
The temporal energy functional and dissipation integral of solutions are defined by
EN = ‖g‖2HN (R3x;L2(R3v )) = ‖g1‖
2
HN (R3x;L2(R3v )) + ‖g2‖
2
HN (R3x;L2(R3v ))
∼ ‖A‖2HN (R3) + ‖g2‖2HN (R3x;L2(R3v )),
DN = ‖∇xg1‖2HN−1(R3x;L2(R3v )) + ‖g2‖
2
XN (R6) ∼ ‖∇xA‖2HN−1(R3) + ‖g2‖2XN (R6),
respectively. Let g = g(t, x, v) be a solution to
(6.1) gt + v · ∇xg + Lg = Γ(g, g) , g|t=0 = g0.
We start with the macroscopic energy estimate. It is well-known that the macroscopic
component g1 = Pg ∼ A = (a, b, c), satisfies the following set of equations
(6.2)

vi|v|2µ1/2 : ∇xc = −∂trc + lc + hc,
v2i µ
1/2 : ∂tc + ∂ibi = −∂tri + li + hi,
viv jµ1/2 : ∂ib j + ∂ jbi = −∂tri j + li j + hi j, i , j,
viµ
1/2 : ∂tbi + ∂ia = −∂trbi + lbi + hbi,
µ1/2 : ∂ta = −∂tra + la + ha,
where
r = (g2, e)L2(R3v ), l = −(v · ∇xg2 +Lg2, e)L2(R3v ), h = (Γ(g, g), e)L2(R3v ),
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stand for rc, · · · , ha, while
e ∈ span{vi|v|2µ1/2, v2i µ1/2, viv jµ1/2, viµ1/2, µ1/2}.
Lemma 6.1. Assume N ≥ 3 and let ∂α = ∂αx , α ∈ N3, |α| ≤ N. Then,
‖∂αA2‖L2(R3x) ≤ ‖∇xA‖HN−1(R3x)‖A‖HN−1 (R3x).
Proof. Firstly, one has, for |α| = 0
‖A2‖L2(R3x) ≤ ‖A‖L6 (R3x)‖A‖L3 (R3x) ≤ ‖∇xA‖L2 (R3x)‖A‖H1(R3x).
Also for |α| = 1, we have
‖∂A2‖L2(R3x) ≤ ‖A∂A‖L2(R3x) ≤ ‖A‖L∞(R3x)‖∇xA‖L2(R3x)
≤ ‖A‖HN−1(R3x)‖∇xA‖L2(R3x),
and for 2 ≤ |α| ≤ N,
‖∂αA2‖L2(R3x) ≤
∑
k′≤ N2
‖∂k′x A∂k−k
′
x A‖L2(R3x)
≤
∑
‖∂k′x A‖L∞(R3x)‖∂k−k
′
x A‖L2(R3x) ≤ ‖A‖HN−1(R3x)‖∇xA‖HN−1(R3x).
This completes the proof of the lemma. 
Lemma 6.2. Assume γ > −3, N ≥ 3. Let ∂α = ∂αx , ∂i = ∂xi , |α| ≤ N − 1. Then, one has
‖∂i∂αr ‖L2(R3x) + ‖∂αl ‖L2(R3x) ≤ ‖g2‖XN (R6) ≡ A1,(6.3)
‖∂αh‖L2(R3x) ≤ ‖∇xA‖HN−2(R3x)‖A‖HN−1(R3x)(6.4)
+ ‖A‖HN−1(R3x)‖g2‖XN (R6) + ‖g2‖HN (R3x;L2(R3v ))‖g2‖XN (R6) ≡ A2.
Proof. (6.3) follows from
‖∂i∂αr ‖L2(R3x) = ‖(∂i∂αg2, e)L2(R3v )‖L2(R3x) = ‖( ˜W−1∂i∂αg2, ˜We)L2(R3v )‖L2(R3x)
≤ ‖ ‖∂i∂αg2‖L2
s+γ/2
‖L2(R3x) ≤ ‖∇g2‖XN−1(R6),
and
‖∂αl ‖L2x ≤ ‖( ˜W−1∇x∂αg2, ˜W v e)L2(R3v )‖L2(R3x) + ‖( ˜W−1∂αg2, ˜WL∗e)L2(R3v )‖L2(R3x)
≤ ‖∇x∂αg2‖L2
s+γ/2(R6) + ‖∂
αg2‖L2
s+γ/2(R6) ≤ ‖g2‖XN (R6).
Here, we have used (4.5).
We prove (6.4) as follows. Firstly, set
H( f , g) = (Γ( f , g), e)L2(R3v )
=
$
b(cos θ)|v − v∗|γ f∗g
(
(µ1/2)′∗e′ − µ1/2∗ e
)
dvdv∗dσ
=
$
b(cos θ)|v − v∗|γ(µ1/2 f )∗(µ1/2g)
(
q(v′) − q(v)
)
dvdv∗dσ,
where q(v) is a polynomial. Of course, h = H(g, g). We now write the Taylor expansion of
the second order of the function q(v) as
q(v) − q(v′) = (∇q)(v) · (v′ − v) + 1
2
∫ 1
0
∇2q(v + τ(v′ − v′)dτ(v′ − v)2.
54 R. ALEXANDRE, Y. MORIMOTO, S. UKAI, C.-J. XU, AND T. YANG
Setting k = v−v∗|v−v∗| , we recall
v′ − v = 1
2
|v − v∗|
(
σ − (σ · k)k
)
+
1
2
((σ · k) − 1)(v − v∗),
and notice that by virtue of the symmetry∫
S S 2
b(σ · k)
(
σ − (σ · k)k
)
dσ = 0.
Therefore, we have
H( f , g) = 1
2
"
(µ1/2 f )(µ1/2g)∗|v − v∗|γ
{ ∫
S S
b(cos θ)(cos θ − 1)dσ
}
(∇q)(v) · (v − v∗)dvdv∗
+
1
2
∫ 1
0
($
(µ1/2 f )(µ1/2g)∗|v − v∗|γb(cos θ)∇2q(v + τ(v′ − v′)dτ(v′ − v)2 dσdvdv∗
)
dτ
= H1( f , g) + H2( f , g).
For H1, clearly, the integral in σ is bounded for 0 < s < 1. By the Cauchy-Schwarz
inequality, since γ + 1 > −3,
|H1( f , g)| ≤
"
(|∇q(v)|µ1/2| f |)(µ1/2|g|)∗|v − v∗|γ+1dvdv∗
≤
"
µ1/8∗ (µ1/8| f |)(µ1/8|g|)∗µ1/8|v − v∗|γ+1dv∗dv
≤
("
(µ1/4|g|2)∗µ1/4|v − v∗|γ+1dv∗dv
)1/2(" (µ1/4| f |2)µ1/4∗ |v − v∗|γ+1dv∗dv)1/2
≤ ‖〈v〉(γ+1)/2µ1/8 f ‖L2v ‖〈v〉(γ+1)/2µ1/8g‖L2v ≤ ‖ f ‖L2l (R3v )‖g‖L2m(R3v ),
for any l,m ∈ R. Similarly, γ + 2 > −3 implies,
|H2( f , g)| ≤
$
b(cos θ)θ2(µ1/2| f |)(µ1/2|g|)∗|v − v∗|γ+2(|∇2q(v)| + |∇2q(v′)|)dσdvdv∗
≤ ‖〈v〉(γ+2)/2µ1/8 f ‖L1v ‖〈v〉(γ+2)/2µ1/8g‖L2v ≤ ‖ f ‖L2l (R3v )‖g‖L2m(R3v ).
Combining these two estimates yields
|H( f , g)| ≤ ‖ f ‖L2l (R3v )‖g‖L2m(R3v ).(6.5)
Now h is computed as follows.
h = H(g, g) =
∑
i, j=1,2
H(gi, g j) =
∑
i, j=1,2
H(i j).
Firstly, we have
H(11) ∼ A2H(ϕk, ϕm),
where ϕk ∈ N . Applying (6.5) for l = m = 0, we get by virtue of Lemma 6.1 and for
|α| ≤ N − 1 that
‖∂αH(11)‖L2(R3x) ≤ ‖∂αA2‖L2(R3x) ≤ ‖∇xA‖HN−2(R3x)‖A‖HN−1 (R3x);
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while taking l,m to be 0 or s + γ/2 in (6.5) and by the Leibniz rule and by (4.5),
‖∂αH(12)‖L2(R3x) ≤
∑
α1+α2=α
‖∂α1A‖L2 (R3x)‖∂α2 g2‖L2s+γ/2(R6x,v) ≤ ‖A‖HN−1(R3x)‖g2‖XN (R6),
‖∂αH(21)‖L2(R3x) ≤
∑
α1+α2=α
‖∂α1 g2‖L2
s+γ/2(R6x,v)‖∂
α2A‖L2 (R3x) ≤ ‖g2‖XN (R6)‖A‖HN−1(R3x),
‖∂αH(22)‖L2(R3x) ≤
∑
α1+α2=α
‖∂α1 g2‖2L2(R6x,v)‖∂
α2 g2‖L2
s+γ/2(R6x,v) ≤ ‖g2‖HN (R3x;L2(R3v ))‖g2‖XN (R6).
Now the proof of Lemma 6.2 is completed. 
Next, we shall prove
Lemma 6.3. Assume γ > −3. Let |α| ≤ N − 1. Then,
‖∇x∂αA‖2L2(R3x) ≤ −
d
dt
{
(∂αr,∇x∂α(a,−b, c))L2(R3x) + (∂αb,∇x∂αa)L2(R3x)
}
(6.6)
+ ‖g2‖2XN (R6) + ‖g2‖HN (R3x;L2(R3v ))DN .
Proof. (a) Estimate of ∇x∂αa. Let A1, A2 be as in Lemma 6.2. From (6.2),
‖∇x∂αa‖2L2(R3x) = (∇x∂
αa,∇x∂αa)L2(R3x)
= (∂α(−∂tb − ∂tr + l + h),∇x∂αa)L2(R3x)
≤ R1 +Cη(A21 + A22) + η‖∇x∂αa‖2L2(R3x).
Here,
R1 = −(∂α∂tb + ∂α∂tr,∇x∂αa)L2(R3x)
= − ddt (∂
α(b + r),∇x∂αa)L2(R3x) + (∇x∂α(b + r), ∂t∂αa)L2(R3x)
≤ − ddt (∂
α(b + r),∇x∂αa)L2(R3x) +Cη(‖∇x∂αb‖2L2(R3x) + A
2
1) + η‖∂t∂αa‖2L2(R3x).
(b) Estimate of ∇x∂αb. From (6.2) ,
∆x∂
αbi + ∂2i ∂αbi =
∑
j,i
∂ j∂α(∂ jbi + ∂ib j) + ∂i∂α(2∂ibi −
∑
j,i
∂ib j)
= ∂i∂
α(−∂tr + l + h),
‖∇x∂αb‖2L2(R3x) + ‖∂i∂
αb‖2L2(R3x) = −(∆x∂
αbi + ∂2i ∂αbi, ∂αb)L2(R3x) = R2 + R3 + R4,
where
R2 = (∂t∂αr, ∂i∂αb)L2(R3x) =
d
dt (∂
αr, ∂i∂
αb)L2(R3x) + (∂i∂αr, ∂t∂αb)L2(R3x)
≤ ddt (∂
αr, ∂i∂
αb)L2(R3x) + CηA21 + η‖∂t∂αb‖2L2(R3x),
R3 = −(∂αl, ∂i∂αb)L2(R3x) ≤ CηA21 + η‖∂i∂αb‖2L2(R3x),
R4 = −(∂αh, ∂i∂αb)L2(R3x) ≤ CηA22 + η‖∂i∂αb‖2L2(R3x).
(c) Estimate of ∇x∂αc. From (6.2) ,
‖∇x∂αc‖2L2(R3x) = (∇x∂
αc,∇x∂αc)L2(R3x) = (∂α(−∂tr + l + h),∇x∂αc)L2(R3x)
≤ R5 +Cη(A21 + A22) + η‖∇x∂αc‖2L2(R3x),
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where
R5 = −(∂α∂tr,∇x∂αc)L2(R3x) = −
d
dt (∂
αr,∇x∂αc)L2(R3x) + (∇x∂αr, ∂t∂αc)L2(R3x)
≤ − ddt (∂
αr,∇x∂αc)L2(R3x) +CηA21 + η‖∂t∂αc‖2L2(R3x).
(d) Estimate of ∂t∂α(a, b, c).
‖∂t∂αA‖L2(R3x) = ‖∂α∂tPg‖L2(R6x,v)
= ‖∂αP
(
− v · ∇xg − Lg + Γ(g, g)
)
‖L2(R6x,v) = ‖∂αP(v · ∇xg)‖L2(R6x,v)
≤ ‖∇x∂αA‖L2(R3x) + ‖∇x∂αP(vw−1wg2)‖L2(R6x,v)
≤ ‖∇x∂α(a, b, c)‖L2(R3x) + ‖∇x∂αg2‖L2s+γ/2(R6x,v).
By combining the above estimates and taking η > 0 sufficiently small, we deduce
‖∇x∂αA‖2L2(R3x) ≤ −
d
dt
{
(∂αr,∇x∂α(a,−b, c))L2(R3x) + (∂αb,∇x∂αa)L2(R3x)
}
+ A21 + A
2
2 + η‖∇x∂αg2‖L2s+γ/2(R6x,v).
Finally, by choosing |α| ≤ N − 1, and using Lemma 6.2, we obtain
A21 + A
2
2 + η‖∇x∂αg2‖2L2
s+γ/2(R6x,v)
≤ DN‖g‖HN (R3x;L2(R3v )) + η‖g‖2XN (R3),
which completes the proof of Lemma 6.3. 
We now turn to the estimation on the microscopic component g2 in the function space
HN(R3x; L2(R3v)). Actually, we shall establish
Lemma 6.4. Under the assumptions of Theorem 1.4, for N ≥ 3,
(6.7) ddtEN + ‖g2‖
2
XN (R6) . E1/2N DN .
Proof. We apply ∂αx to (6.1) and take the L2(R6) inner product with ∂αx g. Since the inner
product including v · ∇xg vanishes by integration by parts, we get
1
2
d
dt ‖∂
α
x g‖2N + (L∂αx g, ∂αxg)L2(R6) = (∂αxΓ(g, g), ∂αxg)L2(R6).(6.8)
In view of Section 2 , we have, for all γ > −3,∑
|α|≤N
(L∂αx g, ∂αxg)L2(R6) ≥ η0
∑
|α|≤N
∫
R
3
x
|||∂αx(I − P)g|||2dx = η0‖g2‖2XN (R6),
while we shall show below that for |α| ≤ N, N ≥ 3,∣∣∣∣(∂αxΓ(g, g), ∂αxg)L2(R6)∣∣∣∣ . E1/2N DN .(6.9)
Lemma 6.4 can then be concluded by plugging these two estimates into (6.8).
Proof of (6.9): Write
(∂αxΓ(g,g), ∂αxg)L2(R6) = J11 + J12 + J21 + J22,
Ji j = (∂αxΓ(gi, g j), ∂αxg2)L2(R6).
Estimation of J11. We shall estimate
J11 ∼
∫
R
3
x
(∂α1x A)(∂α2x A)(Γ(ϕk, ϕm), ∂αx g2)L2(R3v )dx.
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Firstly, for any function φ, ψ ∈ N , set
Ψ1 = (Γ(φ, ψ), h)L2(R3).
We shall prove that for γ > −3,
|Ψ1| ≤ ‖h‖L2m(R3),(6.10)
holds for any m ∈ R.
Proof of (6.10). Notice that
Ψ1 =
$
b(cos θ)|v − v∗|γ(µ∗)1/2
(
(φ∗)′ψ′ − φ∗ψ
)
h dvdv∗dσ
=
$
b(cos θ)|v − v∗|γ(µ∗)1/2(µ∗)1/2(µ)1/2
(
q′∗r
′ − q∗r
)
hdvdv∗dσ,
where q = q(v) and r = r(v) are some polynomials. First, write
q′∗r
′ − q∗r = (q′∗ − q∗)(r′ − r) + (q′∗ − q∗)r + q∗(r′ − r) = S 1 + S 2 + S 3,
and make a decomposition
Ψ1 =
3∑
i=1
$
b(cos θ)|v − v∗|γ(µ∗)1/2(µ∗)1/2(µ)1/2 S i hdvdv∗dσ
= Ψ11 + Ψ
2
1 + Ψ
3
1.
Since |S 1| ≤ R1(v, v∗)|v − v∗|2θ2 where R1(v, v∗) is a polynomial of v, v∗, it holds that
|Ψ11| .
"
|v − v∗|γ+2
[ ∫
S S 2
b(cos θ)θ2dσ
]
(µ∗)1/2(µ∗)1/2(µ)1/2|R1(v, v∗)| |h|dvdv∗
.
∫
〈v〉γ+2µ1/4|h|dv . ‖h‖L2m(R3),
for any m ∈ R.
On the other hand, the Taylor expansion of the second order gives
q(v′∗) − q(v∗) = (∇q)(v∗) · (v′∗ − v∗) +
1
2
∫ 1
0
∇2q(v∗ + τ(v′∗ − v∗))dτ(v′∗ − v∗)2 .
Since ∣∣∣∣ ∫ 1
0
∇2q(v∗ + τ(v′∗ − v∗))dτ(v′∗ − v∗)2
∣∣∣∣ . |R2(v, v∗)||v − v∗|2θ2,
where R2 is a polynomial of v, v∗, by symmetry, we have
|Ψ21| .
"
|v − v∗|γ+1(µ∗)1/2(µ∗)1/2(µ)1/2
(
|∇q(v∗)| + |R2(v, v∗)||v − v∗|
)
|r(v)h|dvdv∗
.
∫
(〈v〉γ+1 + 〈v〉γ+2)µ1/4|r(v)h|dv . ‖h‖L2m(R3),
for any m ∈ R.
The estimation on Ψ31 can be carried out exactly in the same way to have
|Ψ31| .
∫
(〈v〉γ+1 + 〈v〉γ+2)µ1/4|h|dv . ‖h‖L2m(R3),
for any m ∈ R. This completes the proof of (6.10).
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Take m = s + γ/2 in (6.10) and use (4.5) to obtain |Ψ1| . |||h|||. Set h = ∂αg2. Now by
the Sobolev embedding theorem, for α1 + α2 = α, 1 ≤ |α| ≤ N, we have
|J11| .
∫
R
3
x
|∂α1x A| |∂α2x A| |||∂αxg2|||Φγdx
.

‖∂α1x A‖L∞x ‖∂α2x A‖L2x ||∂αxg2||X0(R6) . ‖A‖HNx ‖∇xA‖HN−1x ‖g2‖XN (R6), |α1| ≤ N − 2,
‖∂α1x A‖L2x‖∂α2x A‖L∞x ||∂αxg2||X0(R6) . ‖∇xA‖HN−1x ‖A‖HNx ‖g2‖XN (R6), |α2| < 1,
. ‖A‖HNx (‖∇xA‖2HN−1x + ‖g2‖
2
XN (R6)) = E1/2N DN ,
and for |α1 + α2| = 0, we have∫
R
3
x
|A|2 |||g2|||dx . ‖A‖L6x ‖A‖L3x ‖g2‖XN (R6)
. ‖∇xA‖L2x‖A‖H1x ‖g2‖XN (R6) . E1/2N DN .
Estimation of J12: First, notice
J12 ∼
∫
R
3
x
(∂α1x A)(Γ(ϕk, ∂α2x g2), ∂αx g2)L2(R3v )dx.
For some φ ∈ N , set
Ψ2 = (Γ(φ, g), h)L2(R3).
By virtue of Theorem 1.2, we get
|Ψ2| .
(
‖φ‖L2
s+γ/2(R3) |||g|||Φγ + |||φ|||Φγ ‖g‖L2s+γ/2(R3)
+ min{‖φ‖L2(R3)‖g‖L2
s+γ/2(R3), ‖g‖L2‖φ‖L2s+γ/2(R3)}
)
|||h|||Φγ
.
(
‖φ‖L2
s+γ/2(R3) |||g|||Φγ + |||φ|||Φγ ‖g‖L2s+γ/2(R3) + ‖φ‖L2(R3)‖g‖L2s+γ/2(R3)
)
|||h|||Φγ
.
(
|||g|||Φγ + ‖g‖L2s+γ/2(R3)
)
|||h|||Φγ . |||g|||Φγ |||h|||Φγ ,
where we have chosen the first factor in the min term.
Now we have
|J12| .
∫
R
3
x
‖∂α1x A| |||∂α2x g2|||Φγ |||∂αxg2|||Φγdx
.

‖∂α1x A‖L∞x
∫
R3
|||∂α2x g2|||Φγ |||∂αxg2|||Φγdx . ‖A‖HN (R3)‖g2‖2XN (R6), |α1| ≤ N − 2,
‖ |||∂α2x g2|||Φγ ‖L∞x
∫
R3
|∂α1x A| |||∂αxg2|||Φγdx . ‖A‖HN (R3)‖g2‖2XN (R6), |α2| ≤ 1.
Estimation of J21: A similar argument applies to
J21 ∼
∫
R
3
x
(∂α2x A)(Γ(∂α1x g2, ϕk), ∂αx g2)L2(R3v )dx.
In fact, for φ ∈ N , set
Ψ3 = (Γ( f , φ), h).
Again by virtue of Theorem 1.2 and taking the second factor in the min term, (4.5) gives
|Ψ3| . ||| f |||Φγ |||h|||Φγ .
Thus, proceeding as for J12 yields
|J21| . ‖A‖HN (R3)‖g2‖2XN (R6).
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Estimation on J22: It follows from the Leibniz rule that
|J22| .
∫
|(Γ(∂α1x g2, ∂α2x g2), ∂αxg2)L2(R3)|dx.
Different from the above, we now use Theorem 1.2 and (4.5) in the following way.
|(Γ( f ,g), h)L2(R3)| .
(
‖ f ‖L2
s+γ/2 (R3) |||g|||Φγ + ||| f |||Φγ ‖g‖L2s+γ/2(R3)
+ min
{
‖ f ‖L2 (R3)‖g‖L2
s+γ/2(R3), ‖g‖L2‖ f ‖L2s+γ/2 (R3)
})
|||h|||Φγ
.
(
‖ f ‖L2 (R3)|||g|||Φγ + ||| f |||Φγ ‖g‖L2(R3)
)
|||h|||Φγ .
This is valid for the assumptions imposed on γ and s from Theorem 1.4. Then,
|J22| .
∫ (
‖∂α1 g2‖L2(R3)|||∂α2g2|||Φγ + |||∂α1g2|||Φγ ‖∂α2 g2‖L2(R3)
)
|||∂αg2|||Φγdx.
Suppose |α1| ≤ N − 2. Then, by the Sobolev embedding theorem,
|J22| . ‖∂α1x g2‖L∞(R3x;L2(R3v ))
∫
R3
|||∂α2x g2|||Φγ |||∂αxg2|||Φγdx
+ ‖ |||∂α1x g2|||Φγ ‖L∞(R3x)
∫
R3
||∂α2x g2||L2(R3v ) |||∂αxg2|||Φγdx
. ‖g2‖HN (R3x;L2(R3v ))‖g2‖2XN (R3) . E1/2N DN .
Similarly, when |α1| > N − 2 then |α2| ≤ 1, we get
|J22| . ‖∂α2x g2‖L∞x (L2v )
∫
R3
|||∂α1x g2|||Φγ |||∂αxg2|||Φγdx
+ ‖ |||∂α2x g2|||Φγ ‖L∞x
∫
R3
||∂α1x g2||L2v |||∂αxg2|||Φγdx
. E1/2N DN .
Now, combining the above estimates yields the estimate (6.9) and this completes the
proof of the Lemma 6.4. 
Taking a suitable linear combination of (6.6) and (6.7) gives the
Proposition 6.5. (Global Energy Estimate without Weight) Under the assumptions of
Theorem 1.4, for N ≥ 3, there exists a constant C > 0 such that
d
dtEN +DN ≤ CE
1/2
N DN
holds as far as g exists.
This proposition assures that a usual continuation argument of local solutions can be
carried out under the smallness assumption of initial data. Thus, we established the exis-
tence of global solutions in the space HN(R3x; L2(R3v)).
6.2. Classical solutions. We now turn to the energy estimates involving also v derivatives
of solutions. To close this type of energy estimate, we then need to use the weighted norms
in the v variable, cf. also Guo [19], with the weight function ˜W. Recall that we assume
s + γ/2 ≤ 0. Set
EN,ℓ = EN + ‖g‖2H˜N
ℓ
(R6) ∼ ‖g1‖
2
HN (R6) + ‖g‖2H˜N
ℓ
(R6) ∼ ‖A‖
2
HN (R3) + ‖g2‖2˜HN
ℓ
(R6),
DN,ℓ = DN + ‖g2‖2B˜N
ℓ
(R6) ∼ ‖∇g1‖HN−1(R3) + ‖g2‖
2
B˜N
ℓ
(R6) ∼ ‖∇xA‖HN−1(R3) + ‖g2‖
2
B˜N
ℓ
(R6).
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Recall
∂αβ = ∂
α
x∂
β
v , |α| + |β| ≤ N, β , 0, N ≥ 6,
and apply ˜Wℓ−|β|∂αβ to (6.1) to get
∂t( ˜Wℓ−|β|∂αβg2) + v · ∇x( ˜Wℓ−|β|∂αβg2) + L1( ˜Wℓ−|β|∂αβg2)
= ˜Wℓ−|β|∂αβΓ(g, g) + [v · ∇x, ˜Wℓ−|β|∂αβ ]g2 − ˜Wℓ−|β|∂αβ [P, v · ∇]g
+ [L1, ˜Wℓ−|β|∂αβ ]g2 − ˜Wℓ−|β|∂αβL2(g2).
Then take the L2(R6) inner product with ˜Wℓ−|β|∂αβg2 to get
(6.11) 1
2
d
dt ‖
˜Wℓ−|β|∂αβg2‖2L2(R6) + D ≤ K.
Here, D is a dissipation rate given by
D = (L1( ˜Wℓ−|β|∂αβg2), ˜Wℓ−|β|∂αβg2)L2(R6).
Due to the coercivity inequality from Section 2, which holds true for γ > −3, we get
D ≥ η0
∫
R3
|||(I − P) ˜Wℓ−|β|∂αβg2|||2dx
≥ η0‖ ||| ˜Wℓ−|β|∂αβg2||| ‖2L2(R3x) −C ||∂
αg2||2L2
s+γ/2(R6)
,
where we have used, with ψ ∈ N and m ∈ N,
|||P ˜Wℓ−|β|∂αβg2|||2 = |||∂αx(ψ, ˜Wℓ−|β|∂βvg2)L2(R3v )ψ|||2
= |( ˜ψ, ˜W−m∂αx g2)L2v | |||ψ|||2 . ||∂αxg2||2L2−m(R6x,v).
Note that we will use the above estimate later by choosing m = −|s + γ/2|. On the other
hand, K is given by
K =( ˜Wℓ−|β|∂αβΓ(g, g), ˜Wℓ−|β|∂αβg2)L2(R6) + ([v · ∇x, ˜Wℓ−|β|∂αβ ]g2, ˜Wℓ−|β|∂αβg2)L2(R6)
− ( ˜Wℓ−|β|∂αβ [P, v · ∇]g, ˜Wℓ−|β|∂αβg2)L2(R6) + ([L1, ˜Wℓ−|β|∂αβ ]g2, ˜Wℓ−|β|∂αβg2)L2(R6)
− ( ˜Wℓ−|β|∂αβL2(g2), ˜Wℓ−|β|∂αβg2)L2(R6)
=K1 + K2 + K3 + K4 + K5.
(I) Estimation of K1: First, we show that
(6.12) |K1| . E1/2N,ℓDN,ℓ.
For the proof, write
K1 =
2∑
i, j=1
( ˜Wℓ−|β|∂αβΓ(gi, g j), ˜Wℓ−|β|∂αβg2)L2(R6)
= K111 + K112 + K121 + K122.
(1) Estimation on K111: Proceeding as in the computation for Ψ1 in (6.10), we get for
γ > −3,
|( ˜Wℓ−|β|∂βΓ(ϕk, ϕm), ˜Wℓ−|β|∂βg2)L2(R3v )| . ‖ ˜Wℓ−|β|∂βg2‖L2(R3v ),
GLOBAL EXISTENCE FOR SOFT POTENTIAL 61
which leads to
K111 ∼
∑
α1+α2=α
∫
R
3
x
|(∂α1x A)(∂α2x A)‖ ˜Wℓ−|β|∂αβg2‖L2(R3v )dx
.
∑
α1+α2=α
‖(∂α1x A)(∂α2x A)‖L2(R3x)‖g2‖ ˜BNℓ (R6)
. ‖A‖HNx (‖∇xA‖2HN−1x + ‖g2‖
2
˜BN
ℓ
(R6)) . E
1/2
N,ℓDN,ℓ.
Here, we used that for α1 = α2 = 0,
‖(A)2‖L2(R3x) . ‖A‖L3 (R3x)‖A‖L6 (R3x) . ‖A‖H1(R3x)‖∇A‖L2 (R3x).
(2) Estimation on K112: Since g1 ∼ Aϕ, Proposition 4.7 implies
|K112| .
∑
α1+α2=α
β1+β2≤β
∫
R3
||| ˜Wℓ−|β|∂α1β1 g1|||Φγ ||| ˜Wℓ−|β|∂
α2
β2
g2|||Φγ ||| ˜Wℓ−|β|∂αβg2|||Φγdx
.
∑
α1+α2=α
β1+β2≤β
∫
R3
|∂α1A| ||| ˜Wℓ−|β|∂α2β2 g2|||Φγ ||| ˜Wℓ−|β|∂
α
βg2|||Φγdx =
∑
α1+α2=α
β1+β2≤β
Lα1 ,α2
β1,β2
.
We have, for |α1| < N/2
Lα1 ,α2
β1,β2
.‖∂α1A‖L∞(R3)
∫
R3
||| ˜Wℓ−|β2|∂α2
β2
g2|||Φγ ||| ˜Wℓ−|β|∂αβg2|||Φγdx
. ‖∂α1A‖H3/2+ǫ (R3) ‖g2‖2B˜N
ℓ
(R6) . ‖A‖HN (R3) ‖g2‖
2
B˜N
ℓ
(R6);
while for |α2| ≤ N/2
Lα1 ,α2
β1,β2
.‖ ||| ˜Wℓ−|β2|∂α2
β2
g2|||Φγ ‖L∞(R3)
∫
R3
|∂α1A| ||| ˜Wℓ−|β|∂αβg2|||Φγdx
.‖ ||| ˜Wℓ−|β2|∂α2
β2
g2|||Φγ ‖H3/2+ǫ (R3)‖∂α1A‖L2(R3) ‖g2‖B˜N
ℓ
(R6)
.‖A‖HN (R3) ‖g2‖2B˜N
ℓ
(R6).
Consequently,
|K112| . E1/2N,l DN.ℓ.
(3) Estimation on K121: As for K112, we get
|K121| ≤
∑
α1+α2=α
β1+β2≤β
∫
R3
|∂α2A| ||| ˜Wℓ−|β|∂α1β1 g2|||Φγ ||| ˜Wℓ−|β|∂
α
βg2|||Φγdx
≤E1/2N,ℓDN,ℓ.
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(4) Estimation on K122: We shall re-use (4.6) in the form,
|K122| =|( ˜Wℓ−|β|∂αβΓ(g2, g2), ˜Wℓ−|β|∂αβg2)L2(R6)|
.
∑
α1+α2=α
|( ˜Wℓ−|β|∂βΓ(∂α1 g2, ∂α2 g2), ˜Wℓ−|β|∂αβg2)L2(R6)|
.
∑
α1+α2=α
β1+β2≤β
∫
R3
(
‖ ˜Wℓ−|β|∂α1β1 g2‖L2s+γ/2(R3)||| ˜Wℓ−|β|∂
α2
β2
g2|||Φγ
+ ||| ˜Wℓ−|β|∂α1β1 g2|||Φγ ‖ ˜Wℓ−|β|∂
α2
β2
g2‖L2
s+γ/2(R3)
)
||| ˜Wℓ−|β|∂βg2|||Φγdx
.
∑
α1+α2=α
β1+β2≤β
∫
R3
(
‖ ˜Wℓ−|β1 |∂α1
β1
g2‖L2(R3)||| ˜Wℓ−|β2|∂α2β2 g2|||Φγ
+ ||| ˜Wℓ−|β1|∂α1
β1
g2|||Φγ ‖ ˜Wℓ−|β2 |∂α2β2 g2‖L2(R3)
)
||| ˜Wℓ−|β|∂βg2|||Φγdx.
Suppose |α1| ≤ N − 2. Then,∫
R3
‖ ˜Wℓ−|β1 |∂α1
β1
g2‖L2(R3)||| ˜Wℓ−|β2|∂α2β2 g2|||Φγ ||| ˜Wℓ−|β|∂βg2|||Φγdx
. ‖ ˜Wℓ−|β1 |∂α1
β1
g2‖L∞(R3;L2(R3))
∫
R3
||| ˜Wℓ−|β2|∂α2
β2
g2|||Φγ ||| ˜Wℓ−|β|∂βg2|||Φγdx
. ‖g2‖ ˜HN (R6)‖g2‖2˜BN (R6).
The case |α2| ≤ 1 can be computed similarly, we finally conclude
|K122| . ‖g2‖H˜N
ℓ
(R6)‖g2‖2B˜N
ℓ
(R6) . E
1/2
N,ℓDN,ℓ,
and therefore the estimate (6.12) holds.
(II) Estimation of K2: On the other hand, we have, for |α| + |β| ≤ N, β , 0,
|K2| =
∣∣∣([v · ∇x, ˜Wℓ−|β|∂αβ ]g2, ˜Wℓ−|β|∂αβg2)L2(R6)∣∣∣
. ‖ ˜Wℓ−(|β|−1)−1/2∂α+1x ∂β−1v g2‖L2(R6)‖ ˜Wℓ−|β|−1/2∂αβg2‖L2(R6)
. Cδ‖ ˜Wℓ−(|β|−1)−1/2∂α+1x ∂β−1v g2‖2L2(R6) + δ‖ ˜Wℓ−|β|−1/2∂αβg2‖2L2(R6).
= Cδ‖ ˜Wℓ−(|β|−1)∂α+1x ∂β−1v g2‖2L2
s+γ/2(R6)
+ δ‖ ˜Wℓ−|β|∂αβg2‖2L2
s+γ/2(R6)
. Cδ‖ ||| ˜Wℓ−(|β|−1)∂α+1x ∂β−1v g2|||Φγ ‖2L2(R3x) + δ‖g2‖
2
B˜N
ℓ
(R6).
(III) Estimation of K3: Again we assume β , 0 or |α| ≤ N − 1.
|K3| =|( ˜Wℓ−|β|∂αβ [P, v · ∇]g, ˜Wℓ−|β|∂αβg2)L2(R6)
. |(∂β
{
˜W2(ℓ−|β|)∂αβ [P, v · ∇]g
}
, ∂αg2)L2(R6)|
. ‖∇x∂αg1‖2L2(R3x) + δ‖ ˜W
−1∇x∂αg2‖2L2(R6x,v) + δ‖ ˜W
−1∂αg2‖2L2(R6x,v)
. ‖∇x∂αA‖2L2(R3x) + δ||∇x∂
αg2||B00 + δ||∂
αg2||B00
. ‖∇xA‖2HN−1(R3x) + δ‖g2‖
2
BN (R6),
where DN is the dissipation integral with only x derivatives.
(IV) Estimation of K4: The main ingredients of the estimation are the commutator
estimates I and II established in the proof of Proposition 4.8 that are valid for γ > −3. We
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re-produce them here.
|I| = |([ ˜Wl,L1]g, ˜Wlg)L2(R3)| . ‖ ˜Wlg‖2L2
γ/2(R3)
.
|II| = |( ˜Wl[∂β,L1]g, ˜Wl∂βg)L2(R3)
.
∑
β1+β2+β3=β, β2,0
|( ˜WlT (∂β1µ1/2, ∂β2g, ∂β3µ1/2); ˜Wl∂βg)L2(R3)|
.
( ∑
β1+β2=β, β2,0
||| ˜Wl∂β1g|||Φγ
)
||| ˜Wl∂βg|||Φγ .
We also need the interpolation inequality
(6.13) ‖ ˜W l∂βh‖L2
γ/2
. Cδ‖ ˜W l∂|β|−1h‖L2
γ/2
+ δ‖ ˜W l∂βh‖H s
γ/2
. Cδ‖ ˜W l∂β−1h‖L2 + δ||| ˜W l∂βh|||Φγ .
We shall prove
(6.14) |K4| . Cδ‖g2‖2B˜N−1
ℓ
(R6) + δ‖g2‖
2
B˜N
ℓ
(R6).
To this end, first, notice that
K4 = ([ ˜Wℓ−|β|∂β, L1]∂αg2, ˜Wℓ−|β|∂αβg2)L2(R6)
= ([ ˜Wℓ−|β|, L1]∂αβg2, ˜Wℓ−|β|∂αβg2)L2(R6)
+ ( ˜Wℓ−|β|[∂β, L1]∂αg2, ˜Wℓ−|β|∂αβg2)L2(R6) = K41 + K42.
Then, by virtue of the estimate for |I| and the interpolation inequality (6.13),
|K41| . ‖ ˜Wℓ−|β|∂αβg2‖2L2
γ/2(R6)
. Cδ‖ ˜Wℓ−|β|∂αβ−1g2‖2L2(R3x;L2γ/2(R3v )) + δ‖
˜Wℓ−|β|∂αβg2‖2L2(R3x;H sγ/2(R3v ))
. Cδ‖ ˜Wℓ−(|β|−1)∂αβ−1g2‖2L2(R3x;L2s+γ/2(R3)) + δ‖ |||
˜Wℓ−|β|∂αβg2|||Φγ ‖2L2(R3x)
. Cδ‖g2‖2B˜N−1
ℓ
(R6) + δ‖g2‖
2
B˜N
ℓ
(R6).
On the other hand, the estimate for |II| leads to
|K42| .
∑
β1+β2=β, β2,0
∫
R3
||| ˜Wℓ−|β1|∂αβ1g2|||Φγ ||| ˜Wℓ−|β|∂αβg2|||dx
. ‖g2‖B˜N−1
ℓ
(R6)‖g2‖B˜N
ℓ
(R6)
. Cδ‖g2‖2B˜N−1
ℓ
(R6) + δ‖g2‖
2
B˜N
ℓ
(R6).
This completes the proof of (6.14).
(V) Estimation of K5: Further, by Proposition 4.5 that holds for γ > −3, we can proceed
as in the computation for K41 to obtain
|K5| . ‖µmin(a,b) ˜Wℓ−|β|∂αβg2‖2L2(R6) . ‖ ˜Wℓ−|β|∂αβg2‖2L2
γ/2(R6)
. Cδ‖ ˜Wℓ−(|β|−1)∂αβ−1g2‖2L2(R6) + δ‖ ||| ˜Wℓ−|β|∂αβg2|||Φγ ‖2L2(R3x)
. Cδ‖g2‖2B˜N−1
ℓ
(R6) + δ‖g2‖
2
B˜N
ℓ
(R6).
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Conclusion: Plug the above estimates into (6.11) to deduce, for |α + β| ≤ N, |β| ≥ 1,
d
dt
(
‖∂αβg2‖L2ℓ−|β|(R6) + (∂
αr,∇x∂α(a,−b, c))L2(R3x) + (∂αb,∇x∂αa)L2(R3x)
)
(6.15)
+
1
2
‖ ||| ˜Wℓ−|β|∂αβg2|||Φγ ‖2L2(R3x)
. ||∂αg2||2L2
s+γ/2(R6)
+ E1/2N,ℓDN,ℓ
+ ‖ ||| ˜Wℓ−(|β|−1)∂α+1x ∂β−1v g2|||Φγ ‖2L2(R3x) + δ‖g2‖
2
B˜N
ℓ
(R6) +DN
+ ‖g2‖2B˜N−1
ℓ
(R6) + δ‖g2‖
2
B˜N
ℓ
(R6).
We can then make a suitable linear combination of (6.3),(6.7), and (6.15) to deduce the
following energy estimate.
Proposition 6.6. (Global Energy Estimate with Weight) Under the assumptions of
Theorem 1.5, for N ≥ 6, ℓ ≥ N,
d
dtEN,ℓ +DN,ℓ . E
1/2
N,ℓDN,ℓ
holds as far as g exists.
We can now conclude in a standard way that the global classical solutions exist for small
initial data in the weighted space H˜N
ℓ
, and this completes the proof of Theorem 1.5.
7. Appendix
Let us recall that Φγ = |v|γ. Let φ be a smooth, positive radial function that takes value
1 for small value and 0 for large value of |v|. Set Φc(v) = |v|γφ(v). We shall show the
following
Lemma 7.1. Assume γ > −3. Then, for all integer k, one has
|Dk ˆΦc(ξ)| .< ξ >−3−γ−k, for all ξ ∈ R3.
Proof. SinceΦc is bounded and compactly supported, clearly, for any integer k, |Dk ˆΦc(ξ)| .
1 so we can only consider the case when |ξ| >> 1.
We first consider the case : −3 < γ < 0. We use the fact that the Fourier transform of
|v|γ is (up to constant) |ξ|−3−γ, see Page 243 of [34].
Let ψ = ψ(ξ) a smooth positive function supported on |ξ| ≤ 1, and is equal to 1 for on
|ξ| ≤ 1/2. Write
ˆΦc(ξ) =
∫
η
1
|ξ − η|3+γ
ˆφ(η)dη = J1 + J2,
where
J1 =
∫
η
1
|ξ − η|3+γψ(ξ − η)
ˆφ(η)dη, and J2 =
∫
η
1
|ξ − η|3+γ [1 − ψ(ξ − η)]
ˆφ(η)dη.
For J1, the support is on |ξ − η| ≤ 1. This means that |η| ≥ |ξ| − 1 ≥ c|ξ|, for some constant
c and because we have assumed |ξ| >> 1. Then, we can use the decay of ˆφ to get, for any
m positive
J1 .
∫
η,|ξ−η|≤1
1
|ξ − η|3+γ < η >
−m dη .< ξ >−m .
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For J2, the integration is over |ξ − η| ≥ 1/2. So we can replace |ξ − η| by < ξ − η > to get
J2 =
∫
η,|ξ−η|≥1/2
1
< ξ − η >3+γ < η >
−m dη.
Choose m = M + 3 + γ with M large enough. Then
J2 =
∫
η,|ξ−η|≥1/2
1
< ξ − η >3+γ < η >
−M< η >−3−γ dη
.< ξ >−3−γ
∫
η,|ξ−η|≥1/2
< η >−M dη.
Thus, we have shown that | ˆΦc(ξ)| .< ξ >−3−γ, which proves the Lemma in the case when
k = 0.
This proof works well for derivatives. For example, consider the case when k = 1. First
note that
∇ ˆΦc(ξ) =
∫
η
1
|ξ − η|3+γ∇
ˆφ(η)dη = K1 + K2,
where
K1 =
∫
η
1
|ξ − η|3+γψ(ξ − η)∇
ˆφ(η)dη and K2 =
∫
η
1
|ξ − η|3+γ [1 − ψ(ξ − η)]∇
ˆφ(η)dη.
K1 is estimated directly as for J1, with all the decay.
For K2, integration by parts gives
K2 = −
∫
η
∇[ 1|ξ − η|3+γ ][1 − ψ(ξ − η)]
ˆφ(η)dη
+
∫
η
1
|ξ − η|3+γ∇ψ(ξ − η)∇
ˆφ(η)dη.
Here, the first term has the good decay in −3 − γ − 1, while the second one has all the
decay.
We now consider the case γ ≥ 0. Of course, for γ = 0, the result is clear, because then
ˆΦc is in S.
For 2 > γ > 0 we have
|v|γϕ(|v|) =
∫ (
− ∆ξeiv·ξ
)
Fv→ξ
(
|v|γ−2ϕ(v)
)
(ξ)dξ/(2π3)
= −
∫
eiv·ξ∆ξFv→ξ
(
|v|γ−2ϕ(v)
)
(ξ)dξ/(2π3) ,
which gives ∣∣∣∣∂αξF (|v|γϕ(|v|))(ξ)∣∣∣∣ = ∣∣∣∣∂αξ∆ξF (|v|γ−2ϕ(|v|))(ξ)∣∣∣∣ ≤ Cα〈ξ〉−3−γ−|α| ,
by using the previous negative case since γ − 2 < 0. The remaining cases are similar and
this completes the proof of the lemma. 
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