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Abstract
Using the standard ETAS model of triggered seismicity, we present
a rigorous theoretical analysis of the main statistical properties of tem-
poral clusters, defined as the group of events triggered by a given main
shock of fixed magnitude m that occurred at the origin of time, at
times larger than some present time t. Using the technology of gen-
erating probability function (GPF), we derive the explicit expressions
for the GPF of the number of future offsprings in a given temporal
seismic cluster, defining, in particular, the statistics of the cluster’s du-
ration and the cluster’s offsprings maximal magnitudes. We find the
remarkable result that the magnitude difference between the largest
and second largest event in the future temporal cluster is distributed
according to the regular Gutenberg-Richer law that controls the un-
conditional distribution of earthquake magnitudes. For earthquakes
obeying the Omori-Utsu law for the distribution of waiting times be-
tween triggering and triggered events, we show that the distribution
of the durations of temporal clusters of events of magnitudes above
some detection threshold ν has a power law tail that is fatter in the
non-critical regime n < 1 than in the critical case n = 1. This para-
doxical behavior can be rationalised from the fact that generations of
all orders cascade very fast in the critical regime and accelerate the
temporal decay of the cluster dynamics.
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1 Introduction
The present article is the last in a series [9,10,18–26,30,31,33,34] devoted
to the analysis of various statistical properties of the aftershocks triggering
process of the ETAS model [13, 14, 16, 17, 29]), which serves as a standard
benchmark in statistical seismology. Here, we present derivations and re-
sults concerning statistical properties of the temporal seismic clusters, made
of future events triggered after the current time t by some main shock of
magnitude m that occurred as some previous instant taken as the origin of
time.
We mostly investigate the statistical properties of the durations of tem-
poral seismic clusters and of the maximal magnitude over all events in the
clusters. Specifically, we derive the dependence of the probability density
function (pdf) of the duration of seismic clusters as a function of the main
shock magnitude m, of a magnitude threshold ν of earthquake detection and
of the branching ratio n. In addition, we study the characteristic properties
of the maximal magnitudes of future offsprings triggered after the current
time t.
The results obtained here have a broader domain of application than sta-
tistical seismology, and can be used for any system that can be described by
the class of self-excited conditional Poisson process of the Hawkes family [5–7]
and its extension and more generally to branching processes. For instance,
some of the stochastic processes in financial markets can be well represented
by this class of models, for which the triggering and branching processes cap-
ture the herding nature of market participants. The Hawkes process has been
successfully involved in issues as diverse as estimating the volatility at the
level of transaction data, estimating the market stability [3,4], accounting for
systemic risk contagion, devising optimal execution strategies or capturing
the dynamics of the full order book [1].
The article is organised as follows. Section 2 presents the formulation
of the version of the Hawkes model, known at the ETAS model of triggered
seismicity, with particular emphasis on statistics of temporal seismic clus-
ters statistics. Section 2 also introduces the fractional exponential model as
a convenient parameterisation of the distribution of waiting times between
triggering and triggered events (also known as the bare Omori law). The
fractional exponential model provides a rather accurate approximation of
the well-known modified Omori-Utsu law. Section 3 derives the explicit and
approximate expressions for the generating probability function (GPF) of the
number of future offsprings in a given temporal seismic cluster, defining, in
particular, the statistics of the cluster’s duration and the cluster’s offsprings
maximal magnitudes. Section 4 presents a detailed statistical analysis of
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the seismic cluster’s duration statistics and the statistics of the maximal off-
springs magnitude. It is shown in particular that, in the subcritical case,
one may use, without significant error, the so-called one-daughter approxi-
mation in which each event can trigger not more than one first-generation
aftershock. All proofs of our four main results, presented in the form of four
propositions, are given in appendices. Section 5 conclude.
2 Statistical description of the future offsprings
in the framework of the ETAS model
Let us consider a main shock occurring at time t = 0 with magnitude
m. To make precise our investigation of the statistical properties of the
aftershocks triggered by the main shock (consisting of the main shock’s direct
aftershocks, the direct aftershocks of the first generation aftershocks and so
on), we use the ETAS model [13, 14, 16], whose main assumption is that
all earthquakes obey the same laws governing the generation of triggered
earthquakes. Each earthquake is thus potentially the “mother” of triggered
events, which themselves can trigger their own “daughters” and so on. In the
ETAS model, there are two categories of earthquakes: (i) the main shocks
that are supposed to be “immigrants”, i.e. they are not triggered by previous
earthquakes, and (ii) all the other earthquakes that are triggered by some
previous event, be it a main shock or one of the event it has triggered either
directly or indirectly through a cascade.
2.1 The ETAS model and its laws
The cornerstones of the ETAS model are based on three well-known sta-
tistical laws that govern the process of earthquake triggering. The follow-
ing subsections 2.1.1-2.1.4 enunciate the four fundamental definitions of the
ETAS model, which describe the properties shared by all earthquakes.
2.1.1 The Gutenberg-Richter law in the ETAS model
The well-known Gutenberg-Richter law (GR) states that earthquakes oc-
cur with magnitudes distributed according to the complementary cumulative
distribution function
p(m) := Pr {m′ > m} = 10−bm , (1)
where the b-value is often found empirically close to 1 [15].
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In the ETAS model, the GR law is assumed to apply both for the main
shocks and for their aftershocks, as well as for subsequent aftershocks of af-
tershocks over all generations. Moreover, the ETAS model posits that the
magnitudes are independent random variables, i.e. there is no (uncondi-
tional) dependence between the magnitudes of any earthquake in a given
seismic catalog. The magnitudes are thus i.i.d. random variables distributed
according to (1).
2.1.2 The fertility law in the ETAS model
The fertility law states that the mean number Rd(m) of direct (first gen-
eration) aftershocks triggered by a given earthquake of magnitude m is ex-
ponentially large in the magnitude of the mother earthquake [8]:
Rd(m) = κµ, µ := 10
αm , (2)
where α is in general found to be smaller than b, with typical values close
to 0.8. The parameters κ as well as α may depend on regional properties of
seismicity.
For simplicity of notations, we assume that all magnitudes are positive
and all events with a positive magnitude has the ability to trigger future
events. In the standard ETAS model, one introduces a characteristic cut-
off magnitude m0, below which events are sterile, i.e. do not trigger other
events. This cut-off magnitude is needed to ensure that the ETAS model
is well-defined, otherwise, the swarms of arbitrary small earthquakes make
the seismic activity divergent and ill-defined [31]. Our parameterisation thus
amounts to take m0 = 0, which is nothing but a translation in the magnitude
scale that has no impact on the calculations and results.
2.1.3 The modified Omori-Utsu law in the ETAS model
The modified Omori-Utsu law specifies the distribution f(t) of waiting
times {Tk} between a mother earthquake and its direct (first-generation)
offsprings [35]:
f(t) =
θcθ
(c+ t)θ+1
, θ ∈ (0, 1), c > 0. (3)
By construction, it gives the dependence of the rate of first-generation after-
shocks as a function of time t counted since the mother earthquake.
The ETAS model assumes further that the modified Omori-Utsu law ap-
plies for all earthquakes, whatever their rank in the generation ordering.
Thus, all earthquakes have the potential to trigger their aftershocks with
delays given by expression (3).
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2.1.4 Poisson statistics in the ETAS model
Combining the assumptions stated in subsections 2.1.1-2.1.3 that all earth-
quakes are treated equally in the sense that they all possess the same propen-
sity for triggering earthquakes with the same time dependence given by the
Omori-Utsu law and with i.i.d. magnitudes, it derives that the total number
Rd(m) of first-generation daughters triggered by the mainshock of magnitude
m obeys the Poisson statistics. This means that the probability qd(r|m) that
the number Rd(m) of first-generation daughters takes the value r is given by
qd(r|m) := Pr {Rd(m) = r} =
(κµ)r
r!
e−κµ. (4)
Accordingly, the Generating Probability Function (GPF) of the total number
of first-generation daughters is given by
Gd(z|m) := E
[
zRd(m)
]
=
∞∑
r=0
qd(r|m) z
r = eκµ(z−1). (5)
As a consequence of the number Rd(m) of first-generation daughters obey-
ing Poissonian statistics (5), and given that their occurrence times {Tk} are
statistical independent, we can state that
Proposition 1 Given a fixed observation time t, the random numbers of
first-generation daughters of the main shock that occurred in the past (before
t) and that will come in the future (after t) are statistically independent and
obey to the Poissonian statistics.
The proof of Proposition 1 is given in the Appendix.
2.2 Statistics of the offsprings magnitudes in the frame-
work of the algebraic GPF approximation
For the known and fixed main shock magnitudem, the GPF of the number
of its first-generation daughters is given by expression (5). In contrast, the
GPF of the number of first-generation events of an arbitrary first-generation
daughter (i.e. the number of grand-daughters of the main shock via the fil-
iation of one of its daughters) is given by the average of (5) over the GR
distribution of magnitudes (1), since the first-generation daughters have ran-
dom iid magnitudes:
Gd(z) = −
∫
∞
0
Gd(z|m)dp(m) . (6)
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This yields
Gd(z) = γκ
γ(1− z)γΓ(−γ, κ(1− z)), γ = b
/
α , (7)
where Γ(a, z) is the incomplete gamma function.
For real aftershock sequences, the parameter γ belongs to the interval:
γ ∈ (1, 2) (see more detailed discussion in [18]). In particular, for (b = 1, α =
0.8), we have γ = 1.25. For such a value, for the convenience of future
analytical derivations, we may replace the exact expression (7) by the first
three power terms of its Taylor expansion in the variable (1− z):
Gd(z) := 1− n(1 − z) + ρ(1− z)
γ , 0 < γ < 2 , (8)
where
n :=
κγ
γ − 1
, ρ = κγγΓ(−γ). (9)
Parameter n is the so-called “branching ratio”, which quantifies how many
first-generation daughters are triggered per mother. A value close to 1 corre-
sponds to the approach to the critical regime [9]. n has also the meaning of
being the average fraction of triggered events in the whole population [11].
Parameter n will play a crucial role in the following analysis of the statistical
properties of seismic clusters, in particular in the two fundamental regimes,
the subcritical (n < 1) and critical (n = 1) regimes, which are relevant to
real seismic activity.
Plots of the GPF Gd(z) (7) and its algebraic approximation Gd(z) (8) for
the typical values (b = 1, α = 0.8) and for κ = 0.2 (that is, for γ = 1.25 and
n = 1) are depicted in figure 1.
Parameter γ controls the asymptotic decay for r →∞ of the probability
qd(r) =
1
r!
drGd(z)
dzr
∣∣∣∣
z=0
(10)
that an arbitrary daughter has r first-generation offsprings. One can show
(see, for instance, [18]), using either the exact Gd(z) (7) and its algebraic
approximation Gd(z) (8), that qd(r) has the following asymptotic tail
qd(r) ≃
ρ
Γ(−γ)
·
1
r1+γ
, r ≫ 1 . (11)
Since 1 ≤ γ < 2, the mean number of descendants of first-generation exists,
but not its variance.
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Figure 1: The lower solid line shows the exact GPF Gd(z) (7) as a function of
the variable z. The upper solid line is its algebraic approximation Gd(z) (8).
The dashed line is the ratio of the former to the later, which quantifies the
accuracy of the algebraic approximation. The parameters are b = 1, α = 0.8
and κ = 0.2, corresponding to γ = 1.25 and n = 1. One can notice that
the algebraic approximation becomes excellent as 1 − z → 0, and the two
expressions are undistinguishable for 1− z < 0.2.
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2.3 The modified Omori-Utsu law and its fractional
exponential approximation
The modified Omori-Utsu law (3) used in the ETAS specification fol-
lows Ogata’s formulation of the ETAS model [16]. Earlier, Kagan and
Knopoff [13, 14] introduced a version of ETAS (under a different name),
which had essentially all its ingredients, except for the expression of the
function f(t) controlling the distribution of waiting times between a mother
earthquake and its first-generation offsprings. Kagan and Knopoff [13, 14]
used a pure power law f(t) ∼ 1/t1+θ truncated to zero for t < c for some
positive characteristic time c. The difference between Ogata’s and Kagan
and Knopoff’s specifications of the memory kernel f(t) amounts to a change
in “ultraviolet” cut-off, which was shown in Ref. [28] to have no significant
impact on the dynamics and overall generating process.
Here, we propose to use another ultra-violet cut-off, which has significant
advantages for the analytical computations that we develop below, without
significant impact on the main characteristic of the model, namely its heavy
tail power law asymptotics
f(t) ∼ t−θ−1, t→∞ . (12)
We thus propose to use the so-called fractional exponential distribution, which
has the same power law asymptotics (12), as the modified Omori-Utsu law.
To motivate the fractional exponential distribution, let us consider Laplace
transform fˆ(u) of the probability density function (pdf) f(t):
fˆ(u) :=
∫
∞
0
f(t)e−utdt . (13)
It is well-known that the two following power law asymptotics are equivalent:
f(t) ≃ ǫ
Γ(−θ)
· t−θ−1, t→∞ ⇔ 1− fˆ(u) ≃ ǫ · uθ, u→ 0 , for θ ∈ (0, 1).
(14)
Definition 1 The fractional exponential distribution, denoted fθ(t), is de-
fined by its Laplace transform
fˆθ(u) :=
1
1 + uθ
. (15)
Remark 1 The fractional exponential distribution, with Laplace image
(15), corresponds to the canonical case where the factor ǫ in the above asymp-
totics (14) is equal to 1. The modified Omori-Utsu law (3) gives the same
asymptotic power law with the correspondence
cθ = Γ−1(1− θ) ⇒ c = Γ−1/θ(1− θ) . (16)
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One can show that the fractional exponential distribution, defined by the
Laplace image (15), is given by
fθ(t) = t
θ−1 · Eθ,θ(−t
θ), θ ∈ (0, 1) , (17)
where Eα,β(z) is the generalized Mittag-Leffler function
Eα,β(z) :=
∞∑
j=0
zj
Γ(αj + β)
. (18)
The fractional exponential distribution is characterised by two power law
asymptotics, one for short times and the other for long times:
fθ(t) ≃


−
t−θ−1
Γ(−θ)
, t≫ 1,
tθ−1
Γ(θ)
, t≪ 1,
θ ∈ (0, 1). (19)
By construction, it has the same power law asymptotics as the modified
Omori-Utsu law (3) at long times, with the matching (16) of the prefactors
as already mentioned.
Figure 2 compares in log-log scales the modified Omori-Utsu law (3) and
the corresponding fractional exponential distribution fθ(t) (17), for four dif-
ferent values of the exponent θ. These plots illustrate the closeness of these
two pdf’s at large times, both embodying the long memory property of the
aftershocks triggering process. One can also observe the transition from the
slope −1− θ at large times to the slope −1 + θ at small times predicting by
(19). In contrast with Kagan and Knopoff who assumed that no daughters
can be triggered between times 0 and c after the mother event occurred, or
with Ogata who assumed an asymptotic constant rate of triggering at small
times after the mother event occurred, the fractional exponential distribution
amounts to assuming a diverging triggering rate as one looks closer and closer
to the main event. But, given the value of the exponent −1 + θ > −1, the
total number of daughters triggered at short is finite (the pdf is integrable).
From the fractional exponential pdf, we define the survival function
Φθ(t) =
∫
∞
t
fθ(t
′)dt′. (20)
Its Laplace image and explicit expression are given by
Φˆθ(u) =
uθ−1
1 + uθ
⇔ Φθ(t) = Eθ
(
−tθ
)
, (21)
9
10−2 100 102 104
10−5
100
τ
f
(τ
)
10−2 100 102 104
10−5
100
τ
f
(τ
)
10−2 100 102 104
10−5
100
τ
f
(τ
)
10−2 100 102 104
10−5
100
τ
f
(τ
)
 
 
θ = 0.1 θ = 0.2
θ = 0.3 θ = 0.4
Figure 2: Plots in double logarithm scales, for four different θ values, of the
modified Omori-Utsu law pdf f(t) (3) (solid lines) and the corresponding
fractional exponential distributions fθ(t) (17) (dashed lines). To make the
two pdf’s comparable, we use the scale parameter c given by (16). For
θ = 0.4, one can observe best the transition from the slope −1 − θ at large
times to the slope −1 + θ at small times.
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where Eα(z) = Eα,1(z) is the Mittag-Leffler function obtained as the special
case β = 1 of the generalized Mittag-Leffler function (18). The following
properties hold
Φˆθ(u) ≃
{
uθ−1, u≪ 1,
u−1, u≫ 1.
⇔ Φθ(t) ≃


1−
tθ
Γ(1 + θ)
, τ ≪ 1,
t−θ
Γ(1− θ)
, t≫ 1.
(22)
In the limiting case θ = 1, the fractional exponential distribution reduces
to the pure exponential pdf:
f1(t) = Φ1(t) = e
−t ⇔ fˆ1(u) = Φˆ1(u) =
1
1 + u
. (23)
Below, we will analyze in details the statistics of seismic clusters both
for the cases when the pdf of waiting times is described by the fractional
exponential distribution fθ(t) (0 < θ < 1) and by the exponential case θ = 1
(23).
2.4 Statistical descriptions of the aftershocks that make
up a seismic cluster
Consider a mother event (an “immigrant” in the language of branching
processes) occurring at time 0. At the current time τ > 0, we distinguish the
triggered events of first-generation (direct daughters) represented as empty
and full circles in figure 3 and the triggered events of second and higher gen-
erations (grand-daughters, grand-grand-daughters, and so on) represented
by empty and full squares in figure 3. Moreover, we separate the events in
the past (empty symbols) from the events that will occur in the future (full
symbols).
Let us defined the GPF Ω(z; t) of the number R(t) of the future events
of all generations. By Proposition 1, Ω(z; t) can be represented as a product
of two GPFs:
Ω(z; t) := E
[
zR(t)
]
= Ωout(z; t) · Ωin(z; t) , (24)
where Ωout(z; t) is the GPF of the number of future events triggered after the
current instant t by the past daughters of first-generation, and Ωin(z; t) is the
GPF of the total number of future daughters and all their higher-generation
aftershocks. In other words, the seismic activity in the future (at times after
the present time t) can be decomposed as due to two sources: (i) the set of all
11
t = 0 t = τ
Figure 3: Given a fixed current time τ , we give an illustration of the def-
initions of past and future direct and indirect aftershocks triggered by a
main shock that occurred at time 0, depicted by the bold vertical arrow
at the origin of time. The circles represent directly triggered events, i.e.
first-generation daughters. The squares represent triggered events of sec-
ond and higher generations (grand-daughters, grand-grand-daughters, and
so on). Empty (resp. full) symbols correspond to events in the past, i.e.
that occurred at times t < τ (resp. in the future, i.e that occurred at times
t > τ).
the first-generation daughters that were born up to the current time t, which
is represented by Ωout(z; t); (ii) the mother event that occurred at time 0,
which continues to trigger direct daughters and all their grand-daughters and
higher generation events in the future, and which is represented by Ωin(z; t).
Using proposition 1, Ωout(z; t) and Ωin(z; t) are given by
Ωout(z; t) = exp
(
−κµ
∫ t
0
[1−G(z; t− s)] f(s)ds
)
,
Ωin(z; t) = exp
(
−κµ [1− zG(z)]
∫
∞
t
f(s)ds
)
,
(25)
where G(z) = G(z; t = 0), and G(z; t) is the GPF of the number of after-
shocks of all generations that are triggered by an event of arbitrary magnitude
that occurred at time 0.
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Proposition 2 The GPF G(z; t) is determined by the two coupled equa-
tions
G(z; t) = Q [H(z; t)] ,
H(z; t) = 1− zG(z)Φ(t) −G(z; t)⊗ f(t) .
(26)
where the symbol ⊗ represents the convolution operation, Φ(t) is the survival
function
Φ(t) =
∫
∞
τ
f(t′)dt′ (27)
corresponding to the pdf f(t) of waiting times, and the auxiliary function
Q(y) is defined by
Q(y) = Gd(1− y) . (28)
with Gd defined by (5) and (7) and given approximately by (8).
The proof of Proposition 2 is given in the Appendix.
It follows from the equations (26) that the GPF G(z), of the total number
of aftershock of all generations triggered by some event, satisfies the well-
known transcendent equation
G(z) = Gd [zG(z)] . (29)
Remark 2 For the feasibility of analytical calculations, we replace the exact
expression (7) of the GPF Gd(z) of the number of direct aftershocks by its
algebraic expansion Gd(z) (8). After substitution in (28), we obtain
Q(y) = Gd(1− y) = 1− ny + ρy
γ . (30)
In the following, we will use this expression for the function Q(y) in all our
calculations, offering when needed quantitative assessment of the quality of
the approximation provided by this expansion.
Remark 3 To make explicit the dependence on the magnitude m of the
main shock and the importance of the branching ratio n, in the following, we
replace the notation H(z; t) in equation (26) by H(z; t, n) and the function
Ω(z; t) (24) by Ω(z; t, n,m).
Proposition 3 The GPF Ω(z; t, n,m) (24) of the number of future off-
springs of all generations triggered by the mainshock of magnitude m is
given by
Ω(z; t, n,m) = e−κµ·H[zG(z);t,n,m], (31)
where H(z; t, n) satisfies to the nonlinear integral equation
H(z; t, n)− n ·H(z; t, n)⊗ f(t) + ρ ·Hγ(z; t, n)⊗ f(t) = (1− z)Φ(t). (32)
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The proof of Proposition 3 is given in the Appendix.
For t = 0, the following relation derives from (31) and (32):
Ω(z;n,m) := Ω(z; t = 0, n,m) = eκµ·(zG(z)−1), (33)
where G(z) is the solution of the transcendent equation (29).
2.5 Statistics of triggered events of magnitudes above
a threshold
As mentioned in section 2.1.2, the fertility law (2) holds for all earthquakes
with non-negative magnitudes. To account for the fact that real seismicity
is only detected above a magnitude threshold determined by instrumental
sensitivity and motivated by the fact that one may be interested only in
earthquakes of large magnitudes, we introduce the threshold magnitude ν >
0. We can thus count the subset of triggered events whose magnitudes {mj}
satisfy the inequality mj > ν > 0. The magnitude ν can thus be considered
to be an observational magnitude threshold, such as only earthquakes with
magnitudes larger than ν are observed. The existence of such a threshold can
be shown to renormalise the parameters (branching ratio n and background
seismicity rate or immigrant rate) of the ETAS model when applied to or
calibrated on the observed earthquakes [22, 32].
Definition 2 We denote ν-cluster the set of offsprings of all generations
whose magnitudes exceed the given magnitude threshold ν. We call future
ν-cluster the subset of the ν-cluster of future offsprings, i.e. which occur after
the current time t. Figure 4 illustrates the notion of the future ν-cluster.
Proposition 4 Given the GPF Ω(z; t, n,m) of the number of future off-
springs of any positive magnitude of a mother event of fixed magnitude m,
the GPF Ω(z; t, n,m, ν) of the number of future offsprings of magnitude larger
than ν is given by the following relation:
Ω(z; t, n,m, ν) = Ω (1 + p(ν)(z − 1); t, n,m) . (34)
where p(m) is of the GR law (1).
The proof of Proposition 4 is given in the Appendix.
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ν
Figure 4: Schematic representation of the offsprings of a given immigrant
mother. Along the vertical axis is the offsprings magnitudes. The horizontal
dashed line corresponds to the threshold magnitude ν. The current time t is
indicated by the vertical dashed line. The dotted circles show the offsprings
whose magnitudes are below ν and thus do not belong to the ν-cluster. The
hollow solid circles are the offsprings that belong to the ν-cluster, but do
not belong to the future ν-cluster. The bold solid circles are the offsprings,
which belong to the future ν-cluster.
15
2.6 Probability of absence of offsprings, cluster dura-
tions, maximummagnitude and function P(t, n,m, ν)
Let us introduce the new function
P(t, n,m, ν) := Ω(z = 0; t, n,m, ν) = Ω (1− p(ν); t, n,m) . (35)
Our motivation for proposing this function P(t, n,m, ν) is that it has three
interesting probabilistic interpretations.
2.6.1 First interpretation of P(t, n,m, ν)
It follows from the first equality (35) and from the statistical meaning of
the GPF Ω(z; t, n,m, ν) that the function P(t, n,m, ν) (35) is equal to the
probability that the future ν-cluster is empty, i.e. that the number Rν(t) of
future offsprings is equal to zero:
P(t, n,m, ν) = Pr {Rν(t) = 0} . (36)
Defining Rν := Rν(t = 0), the function
P(n,m, ν) := Pr {Rν = 0} = Ω(z; t = 0, n,m, ν) (37)
is the probability that the mainshock of magnitude m does not trigger off-
springs of magnitudes larger than ν. Below, it will be convenient to define
the complementary probability
P(n,m, ν) := 1− P(n,m, ν) , (38)
that the mainshock triggers at least one observable offspring of magnitude
larger than ν. Figure 5 shows the dependence of the probabilities P(n,m, ν)
as a function of the threshold magnitude ν, for different values of the branch-
ing ratio n, for a main shock magnitude equal to m = 9.
2.6.2 Second interpretation of P(t, n,m, ν)
Let us introduce T (ν) as the random duration of the ν-cluster:
T (ν) := max{Tj(ν)} , (39)
where {Tj(ν)} is the set of occurrence times of all the events that make
up the ν-cluster. Then, the second probabilistic meaning of the function
P(t, n,m, ν) is expressed by
P(t, n,m, ν) = Pr {T (ν) < t} , (40)
16
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Figure 5: Dependence of the probability P(n,m, ν) that the main shock
triggers at least one offspring of magnitude larger than ν as a function of ν.
For all curves, m = 9, b = 1 and α = 0.8 (γ = 1.25). From right to left:
n = 1, 0.9, 0.8, ..., 0.2, 0.1.
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i.e., it is the probability that the total duration of the ν-cluster be less than
t. Note that this relation (40) does not exclude the possibility that the main
shock does not trigger any offspring.
Considering only the ν-clusters that contain at least one offspring, relation
(40) has to be replaced by a conditional one, expressing the condition that the
ν-cluster contains at least one offspring. Using the law of total probability,
the corresponding conditional counterpart of relation (40) reads
Pr {T (ν) < t|Rν > 0} = [P(t, n,m, ν)− P(n,m, ν)]
/
P(n,m, ν) , (41)
where Rν := Rν(t = 0) is the total number of offsprings in the ν-cluster.
Denoting ϕ(t;n,m) as the pdf of the total duration of the ν-clusters that
contain at least one offspring, expression (41) yields
ϕ(t;n,m, ν) = C ·
∂P(t, n,m, ν)
∂t
, C := 1
/
P(n,m, ν) . (42)
2.6.3 Third interpretation of P(t, n,m, ν)
Let us define M(t, n,m) as the largest magnitude among all those of
future offsprings triggered after time t by a given main shock of magnitude
m that occurred at time 0:
M(t, n,m) := max{mj(t)}, (43)
where {mj(t)} is the set of the magnitudes of all future offsprings triggered
after time t.
Analogous to relation (41), we have
Pr {M(t, n,m) < ν|R(t) > 0} =
P(t, n,m, ν)− P(t, n,m)
P(t, n,m)
, (44)
where R(t) = Rν=0(t) is the total number of future offsprings, P(t, n,m) :=
Pr {R(t) = 0} = Ω(z = 0; t, n,m) and P(t, n,m) defined by (38) is the prob-
ability that there is at least one triggered future event.
Let ψ(ν; t, n,m) be the pdf of the maximal magnitude over all future
offsprings. It follows from relation (44) that
ψ(ν; t, n,m) =
1
P(t, n,m)
·
∂P(t, n,m, ν)
∂ν
. (45)
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2.6.4 Properties of the second largest offspring
Equalities (44) and (45) are simple consequences of the theory of order
statistics applied to the offsprings magnitudes. Here, we provide some addi-
tional order statistics relations that are relevant to the understanding of the
ν-cluster’s statistics. These relations derive by using elementary facts of the
theory of order statistics (see for instance Ref. [2]).
Let M1(t, n,m) be the second largest magnitude in the set of future off-
springs. By definition, it is smaller than the largest magnitudeM (M1 < M),
but is larger than the magnitudes of all other future offsprings. Then, the
pdf ψ1(ν; t, n,m) of the second largest magnitude M1(t, n,m) is given by
ψ1(ν; t, n,m) =
1
2
·
dp2(ν)
dν
·
Q(t, n,m, ν)
P1(t, n,m)
, (46)
where
Q(t, n,m, ν) =
∂2Ω(z; t, n,m)
∂z2
∣∣∣∣
z=1−p(ν)
, (47)
with the GPF Ω(z; t, n,m) of the total number of future offsprings number
given by expression (31). In addition, we have defined
P1(t, n,m) := Pr {R(t) > 1} = 1− P1(t, n,m) (48)
as the probability that the number R(t) of all future offsprings be larger than
one. One can then show that
P1(t, n,m) = P(t, n,m) +
∂Ω(z; t, n,m)
∂z
∣∣∣∣
z=0
. (49)
There is another remarkable fact that derives from the structure of the
GR law (1) and the ETAS model, which can be called the extremal GR law.
The random difference
δM = M(t, n,m)−M1(t, n,m) (50)
between the largest and second-largest magnitudes is distributed according
to the same regular GR law (1), for any n and m.
3 Expression of function H(z; t, n) defining the
statistics of the number of future offsprings
In this section, we provide an exact expression for the function H(z; t, n)
that obeys the nonlinear integral equation (32), and which determines the
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GPF Ω(z; t, n,m) (31) of the number of future offsprings, in the case of the
exponential pdf f1(t) (23). Using the insights obtained from this exact solu-
tion together with the properties of the function H(z; t, n), we then formulate
a conjecture for its general structure for an arbitrary pdf f(t).
3.1 Structure of the function H(z; τ, n)
Let us first consider the case where the pdf of waiting times is the expo-
nential function f1(τ) (23). In this case, the nonlinear integral equation (32)
reduces to an initial value problem for the ordinary differential equation:
dH(z; t, n)
dt
+ (1− n)H(z; t, n) + ρHγ(z; t, n) = 0,
H(z; 0, n) = 1− z.
(51)
Its solution is
H(z; t, n) = D(z;φ) · H (z;φ, ρ, n) , (52)
where
D(z;φ) := (1− z) · φ,
H(z;φ, ρ, n) :=
(
1 +
ρ
1− n
·
(
1− φγ−1
)
· (1− z)γ−1
) 1
1−γ
,
(53)
and
φ := Φ1
(
t
/
t1
)
= e(n−1)t, t1 := 1
/
(1− n). (54)
Two important properties of the function H(z; t, n) can be derived from
this solution (52).
Property 1 The functionH(z; t, n) (52) is the product of two factors, which
have a clear physical meaning. The function D(z;φ) corresponds to the one-
daughter approximation, where each offspring triggers not more than one
first-generation aftershock. In contrast, the function H(z;φ, ρ, n) takes into
account that each offspring can trigger more than one first-generation after-
shock. Mathematically, this is responsible for the factor ρ in the power law
asymptotics (11) of the probability of first-generation aftershock numbers. If
ρ = 0, i.e. if each offspring triggers no more than one first-generation after-
shock, then the second factor in the right-hand side of (52) becomes H ≡ 1
and thus H(z; t, n) reduces to D(z;φ).
Property 2 Both functions D and H in expression (52) depend on the
current time t only via the function φ (54).
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3.2 Conjecture for the structure of function H(z; t, n)
Based on the physical meaning of the decomposition (52) of the function
H(z; t, n) (52), we propose the following overall structure of the function
H(z; t, n) for arbitrary waiting time distributions f(t).
Conjecture 1 We suggest that the structure of the functionH(z; t, n) takes
the form of a product of D and H as given by expression (52), independently
of the waiting time distribution f(t), where D(z;φ) corresponds to the one-
daughter approximation and H takes into account that each offspring can
trigger more than one first-generation aftershock. Thus, in order to get the
general form of the function H(z; t, n), one just needs to find the generalisa-
tion of the time-dependent function φ = Φ(t, n), contained in the functions
D(z;φ) and H. In practice, φ can be determined from the calculation of D.
From a mathematical point of view, the one-daughter approximation cor-
responds to neglecting the parameter ρ in the nonlinear integral equation
(32), which amounts to linearise it. The function φ = Φ(t, n) can be ob-
tained from
H(z; t, n)− n ·H(z; t, n)⊗ f(t) = (1− z) · Φ(t) , (55)
which derives by linearising the nonlinear integral equation (32).
To solve (55), we apply the Laplace transform with respect to t to equation
(55) term by term. The corresponding algebraic equation for the Laplace
image
Hˆ(z; u, n) :=
∫
∞
0
H(z; t, n)e−utdt (56)
reads
Hˆ(z; u, n)− nHˆ(z; u, n)fˆ(u) = (1− z)Φˆ(u) , (57)
where fˆ(u) is the Laplace image of the pdf f(t), and Φˆ(u) is the Laplace
image of the corresponding survival function Φ(t) (20). Using relation (20)
and the standard properties of the Laplace transform, we obtain
Φˆ(u) =
1
u
(
1− fˆ(u)
)
. (58)
Using (57) and (58) yields
Hˆ(z; u, n) = (1− z) · Φˆ(u, n), Φˆ(u, n) :=
1
u
1− fˆ(u)
1− nfˆ(u)
. (59)
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Accordingly, the solution of equation (55) is described by the first equation of
(53), where now φ = Φ(t, n), where Φ(t, n) is the inverse Laplace transform
of the function Φˆ(u, n) (59):
Φ(t;n) =
1
2πi
∫ i∞
−i∞
eut
1− fˆ(u)
1− nfˆ(u)
du. (60)
According to our conjecture, the correct function H(z; t, n) for an arbitrary
pdf f(t) is obtained by substituting the function φ = Φ(t, n) (60) into the
expressions (52), (53).
Remark 4 We will show below that, in the subcritical case n . 0.9 and/or
for sufficiently large threshold magnitudes ν & 6 (compared to the main shock
magnitude usually taken equal to 8 or 9 in our discussion), the statistics of
the ν-clusters is rather well described by the one-daughter approximation,
i.e. by replacing the exact equality (52) by the approximation
H(z; t, n) ≃ D(z;φ) = (1− z) · Φ(t, n) . (61)
This may be interpreted by the fact that the one-daughter approximation
gives accurate expressions for the ν-cluster’s statistics, not only for the ex-
ponential pdf f1(t), but also for arbitrary pdf f(t).
3.3 Application to the fractional exponential case
In the case where f(t) is the fractional exponential distribution fθ(t) (17),
we substitute its Laplace image fˆθ(u) (15) in expression (59) to obtain
Φˆθ(u, n) =
uθ−1
1− n + uθ
. (62)
Obviously, the inverse Laplace transform of Φˆθ(u, n) is equal to the fractional
exponential survival function itself up to a rescaling of time:
φ = Φθ(t, n) := Φθ
(
t
/
tθ
)
, tθ = (1− n)
−1/θ, (63)
where Φθ(t) (21) is the fractional exponential survival function.
Using conjecture 1 and relations (63), (52), the function Hθ(z; t, n) in the
case where f(t) is the fractional exponential distribution (17) is obtained by
replacing φ by Φθ(t, n) in the right-hand side of expressions (52) and (53):
Hθ(z; t, n) = (1− z) · Φθ(t, n) · H [z; Φθ(t, n), ρ, n] . (64)
In the particular case θ = 1, where the fractional exponential survival func-
tion Φθ(t) (21) reduces to the exponential one Φ1(t) = e
−t, expression (64)
becomes the exact solution of the initial value problem (51).
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4 Statistical properties of ν-clusters
In section 2, we have derived the general relations (42), (45) and (46)
describing the statistics of the duration of ν-clusters and of the magnitudes of
the largest events in the ν-cluster. In section 3, we have obtained the explicit
formulas needed to calculate the statistical characteristics of ν-clusters, and
their dependence on the branching ratio n, magnitude m of the main shock
and observation magnitude threshold ν. In the present section, we exploit
these formulas to present detailed results on the statistical properties of ν-
clusters. We perform our analysis for the fractional exponential case, for
which the waiting time distribution of triggered aftershocks is described by
the fractional exponential pdf fθ(t) (17), which is asymptotically equivalent
(for large t≫ 1) to the modified Omori-Utsu law (3).
4.1 Properties of the intermediate function η(t, n, ζ)
Consider expression (35) for the probability P(t, n,m, ν) of absence of
future offsprings (i.e. the probability that the future ν-cluster is empty).
According to the relations (31), (52), (53), we can write P(t, n,m, ν) as
P(t, n,m, ν) = e−χ·φ·η(φ,n,ζ), φ = Φθ(t, n), (65)
where
η(φ, n, ζ) :=
(
1 + S ·
[
1− φγ−1
]) 1
1−γ , (66)
and
χ := κ · µ · ζ, S :=
ρ · ζγ−1
1− n
, ρ = κγγΓ(−γ),
κ = n(γ − 1)
/
γ, ζ := 1− (1− p) ·G(1− p).
(67)
It is useful to study the properties of the function η(t, n, ζ) (66), for our
subsequent analysis of the ν-clusters statistics. The dependence of η(t, n, ζ)
as a function of the argument φ changes qualitatively depending on whether
the factor S (67) is small or large. Figure 6 shows the dependence of S as
a function of the magnitude threshold ν. For large ν (most events cannot
be observed), S becomes smaller than 1, while for small ν (most events are
observable), S is of the order of 1 or larger. Large values of S are also
obtained near criticality, i.e. for n→ 1.
For S (67) small (S ≪ 1), then for any φ, the function η(φ, n, ζ), which
quantifies the contribution of the multiple generations of offsprings, is almost
constant:
S ≪ 1 ⇒ η(φ, n, ζ) ≃ 1 ∀ φ ∈ (0, 1) (68)
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Figure 6: Dependence of the factor S (67) as the function of the threshold
magnitude ν, for (b = 1, α = 0.8) (γ = 1.25). From top to the bottom:
n = 0.9, 0.8, 0.7, 0.6, 0.5, 0.4, 0.3.
which ensures the validity of the one-daughter approximation.
In the opposite case S & 1, the dependence of η(φ, n, ζ) (66) as a function
of φ is strongly nonlinear. Figure 7 shows η(φ, n, ζ) as a function of φ for
several values of n, and thus S. One can see that, for n . 0.5, the linear
approximation (68) holds for any threshold magnitude ν.
Let us study separately the critical case n = 1. Taking into account
relations (67), (63) and the asymptotics (22) for the survival function Φθ(t),
one get:
lim
n→1
Φθ(t, n) ≡ 1, lim
n→1
S ·
[
1− Φγ−1θ (t, n)
]
= λ · tθ,
λ :=
ρ · ζγ−1 · (γ − 1)
Γ(1 + θ)
.
(69)
As a result, we obtain
η(t, ν) := lim
n→1
η [Φθ(t, n), n, ζ ] =
(
1 + λ · tθ
) 1
1−γ . (70)
In the critical case (n = 1), the function η(t, ζ) has thus the power law
asymptotics
η(t, ζ) ≃ λ
1
1−γ · t−̺, ̺ :=
θ
γ − 1
, λ · tθ ≫ 1 , (71)
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Figure 7: Factor η(φ, n, ζ) (66) as a function of φ for γ = 1.25 and ν = 6.
From top to the bottom: n = 0.5, 0.6, 0.7, 0.8, 0.9. The corresponding values
of S (67) are: 0.14; 0.23; 0.39; 0.72; 1.77.
with a tail exponent ̺ that renormalises the waiting time distribution kernel
via the exponent γ quantifying the relative importance of different magnitude
ranges in the generation of offsprings.
4.2 Statistics of durations of ν-clusters
We are now armed to obtain the statistical distribution of the durations
of future ν-clusters, whose contributing events have magnitudes larger the
threshold ν. After substituting equalities (65), (66) into relation (42), we
obtain the following explicit expression for the pdf ϕθ(t;n,m, ν) of the dura-
tions of ν-clusters:
ϕθ(t;n,m, ν) =
C · χ · (1 + S) · fθ(t, n) · η
γ(φ, n, ζ) · e−χ·φ·η(φ,n,ζ) ,
(72)
where
φ = Φθ(t, n), fθ(t, n) :=
dΦθ(t, n)
dt
=
1
tθ
fθ
(
t
tθ
)
. (73)
Three limiting cases of the pdf (72) of the ν-cluster durations are worth
discussing.
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Figure 8: Log-log plots of the exact pdf ϕ1(t;n,m, ν) given by expression
(72) of the durations of ν-clusters in the pure exponential case θ = 1 7→
f(t) = e−t for m = 9, α = 0.8, b = 1 (γ = 1.25) and ν = 6. The different
curves correspond to n = 0.99; 0.9; 0.7; 0.5 respectively. The dotted line
corresponds to the limiting pdf ϕ1(t;m, ν) (76), obtained for the critical
regime n = 1. The dashed lines show the pdf ϕ1(t;n,m, ν) (74) in the one-
daughter approximation, for the following values of the branching ratio: n =
0.9; 0.7; 0.5. One can observe the validity of the one-daughter approximation.
In the critical regime n = 1, expression (71) predicts a tail exponent ̺ :=
θ
γ−1
= 4 for θ = 1 and γ = 1.25, which explain the asymtotics 1/t1+̺ = 1/t5
shown in the figure.
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1. One-daughter limit S → 0 and η → 1: then, expression (72) reduces
to
ϕθ(t;n,m, ν) = C · χ · fθ(t, n) · e
−χ·Φθ(t,n). (74)
2. Large time limit t→∞ for which φ→ 0: then, the asymptotics of
the pdf ϕθ (72) is defined by the asymptotics (19) of the original pdf
fθ(t) (17). Remembering that, for θ = 1, the pdf f1(t) (23) reduces to
the pure exponential, we have
ϕθ(t;n,m, ν) ≃ C · (1 + S)
1
1−γ · (1− n)×
×


−
t−θ−1
Γ(−θ)
, θ ∈ (0, 1),
e(n−1)t, θ = 1,
t≫ (1− n)−1/θ.
(75)
3. Critical case n = 1: In this case, using the second limit in (69), we
obtain the following expression for the pdf of the ν-cluster’s durations:
ϕθ(t;m, ν) = C · χ ·
θ
(γ − 1) · t
·
λ · tθ
(1 + λ · tθ)
γ
γ−1
· e−χ·(1+λ·t
θ)
1
1−γ
, (76)
which has the following power law asymptotics
ϕθ(t;m, ν) ≃ ξ · t
−̺−1, ξ := C · χ · ̺ · λ
1
1−γ , t→∞, (77)
where the exponent ̺ is defined in (71).
The following figures illustrate how the pdf ϕθ(t;n,m, ν) (72) changes its
shape upon variations of the main shock magnitude m, magnitude threshold
ν, branching ratio n. The figures also provide a check on the validity of the
above asymptotic relations (74)–(77).
Figure 8 shows ϕ1(t;n,m, ν) as a function of duration t for a great main
shock (m = 9), a significant magnitude threshold(ν = 6) for the pure expo-
nential case (θ = 1) and several values of the branching ratio.
Figure 9 shows ϕ1(t;n,m, ν) as a function of duration t in the pure ex-
ponential case θ = 1 7→ f(t) = e−t for n = 0.9 and for different magnitude
thresholds ν. Note that, for all n < 1, ϕ1(t;n,m, ν) tends to zero exponen-
tially fast at large time t≫ 1. One can observe that ν substantially influences
the shape of ϕ1(t;n,m, ν) only at small times t . 1. For large enough ν’s, the
exact pdf of the durations of the ν-cluster’s approaches closely at all times t
the corresponding one-daughter limit pdf (74).
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Figure 9: Solid lines: plots of the pdf ϕ1(t;n,m, ν) of the durations of ν-
clusters in the pure exponential case θ = 1, for m = 9, α = 0.8, b = 1 (γ =
1.25), for n = 0.9 and for different ν = 0; 3; 5; 7. The dotted line corresponds
to the limiting pdf ϕ1(t;m, ν) (76), obtained for the critical regime n = 1
and ν = 0. The dashed lines are the one-daughter approximations for the
pdf of the durations of the ν-clusters, for θ = 1, n = 0.9 and ν = 5; 7.
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Figure 10: Solid lines: plots of the pdf ϕθ(t;n,m, ν) of the durations of ν-
clusters in the fractional exponential case θ = 0.3, for m = 9, α = 0.8, b = 1
(γ = 1.25), for n = 0.9 and for ν = 0; 3; 5; 7. The dotted line is the pdf
ϕθ(t;n,m, ν) of the durations of ν-clusters in the critical case n = 1 and
for ν = 0. The dashed lines show the pdf ϕθ(t;n,m, ν) of the durations of
ν-clusters in the one-daughter limit for θ = 0.3, n = 0.9 and ν = 5; 7.
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Figure 10 shows the pdf ϕθ(t;n,m, ν) of the durations of ν-clusters in the
fractional exponential case θ = 0.3. One can observe that the key properties
and shapes of ϕθ(t;n,m, ν) differ dramatically from those of ϕ1(t;n,m, ν).
In the later exponential case θ = 1, and for n < 1, ν > 0, ϕ1 tends to
zero exponentially fast for t ≫ 1. It is only in the critical case n = 1, that
ϕ1(t;n,m, ν) develops a power law tail, albeit with a rather large exponent
̺ (71). In the fractional exponential case (θ < 1), it is remarkable that the
duration dependence of ϕθ is significantly slower than in the critical case
n = 1 at large t. For n < 1 and for any ν > 0, ϕθ tends to zero, at t ≫ 1,
following the “one-daughter law” ϕθ ∼ t
−θ−1 (75), which decays to zero much
more slowly than the dependence in the critical regime given by ϕθ ∼ t
−̺−1
(where ̺ > θ is given by (71)).
Remark 5 The pdf ϕθ(t;n,m, ν) of the durations of ν-clusters for the frac-
tional exponential and the pdf ϕ1(t;n,m, ν) for the exponential case, both
determined from expression (72), share one important property. In the sub-
critical case (for n . 0.9) and for sufficiently large magnitude thresholds
ν (for figures 8, 9 and 10, for ν & 6), the two pdf’s ϕθ(t;n,m, ν) and
ϕ1(t;n,m, ν) (72) are both very well approximated by their corresponding
one-daughter limit (74). Since the solution1 of the integral equation (32)
in the one-daughter limit (ρ = 0) is exact, we conjecture that this provides
the almost exact expression for the pdf of the durations of ν-clusters for all
θ ∈ (0, 1] in these regimes n . 0.9 and ν & 6.
4.3 Statistics of the maximum magnitude in ν-clusters
In this section, we study in detail the statistics of the maximal magnitude
of future offsprings of a main shock of fixed magnitude m that occurred at
time 0. The pdf ψ(ν; t, n,m) of the maximal magnitude ν is given by ex-
pression (45). As a result of the equalities (65)-(67), ψ(ν; t, n,m) depends on
time t only through the function Φθ(t, n). For definiteness, we take the func-
tion Φ(t, n) to be the fractional exponential, which includes as a special case
the exponential function: θ = 1 7→ Φ(t, n) = e(n−1)t. Thus, for convenience,
we rename ψ as the function of the argument φ: ψ = ψ(ν;φ, n,m) and will
discuss its time dependence via the auxiliary argument φ. If one wish to
recover the explicit time dependence of the pdf of the maximum magnitude
of future offsprings, one just has to solve the equation φ = Φθ(t, n) for the
time t. In the pure exponential case θ = 1, this correspondence has a simple
1It is equal to the inverse Laplace transform, with respect to argument u, of the ex-
pression (59)
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explicit form t = ln(φ)
/
(n− 1), which maps the unit interval φ ∈ [0, 1] onto
the time axis t ∈ (0,∞).
Using relations (45), (65)-(67), we obtain the explicit expression
ψ(ν;φ, n,m) =
κµφp′(ν)
e−κµφη(φ,n) − 1
· ζ ′ [p(ν)] · ηγ(φ, n, ζ) · e−κµ·ζ·φ·η(φ,n,ζ) , (78)
where
η(φ, n) := η[φ, n, 1) =
[
1 +
ρ
1− n
(
1− φγ−1
)] 11−γ
,
ζ ′(p) :=
dζ
dp
, p′(ν) :=
dp(ν)
dν
, p = 10−bν ,
(79)
and ζ = ζ(p) is defined in (67).
Below, we will compare the exact expression (78) for ψ(ν;φ, n,m) with
its one-daughter approximation
ψ1daughter(ν;φ, n,m) =
κµφ
e−κµφ − 1
· ζ ′ [p(ν)] · p′(ν) · e−κµ·ζ·φ·, (80)
where ζ and ζ ′ are given by the following relations:
ζ(p) =
p
1− n(1− p)
, ζ ′(p) =
1− n
(1− n(1− p))2
. (81)
Figure 11 shows the pdf ψ(ν;φ, n,m) (78) of the maximal magnitude of
future offspring for different values of the effective time φ. As time increases,
the pdf shifts to the left, indicating a decrease of the typical magnitude of
the largest future offspring.
Figure 12 compares the exact expression (78) with its one-daughter ap-
proximation (80) of the pdf ψ(ν;n,m) := ψ(ν;φ = 1, n,m) at the effective
“time” φ = 1 as a function of the maximal magnitude ν among all offsprings
triggered by the mainshock for different values of the branching ratio n. One
can observe that the one-daughter expression (80) provides a good approx-
imation to the exact expression (78) , the better the approximation, the
smaller the branching ratio.
LetM(t, n,m) be the maximal magnitude of all future offsprings triggered
by a main shock of magnitude m that occurred at time 0, as defined by (43).
Its mean value at the current time t = t(φ) reads
M(φ, n,m) :=
∫
∞
0
νψ(ν;φ, n,m)dν . (82)
At the specific time t1 = t(φ = 1), this reduces to
M(n,m) := M(φ = 1, n,m) =
∫
∞
0
νψ(ν;n,m)dν . (83)
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Figure 11: Plots of the pdf ψ(ν;φ, n,m) (78) of the maximal magnitude of
future offsprings for m = 8, γ = 1.25 and for n = 0.9. From left to right,
the effective time is φ = 0.2, 0.4, 0.6, 0.8, 1, which corresponds to a real time
increasing from right to left.
We use this expression to construct figure 13, which shows the difference
between the main shock magnitude m and the average magnitude M(n,m)
of its largest offspring:
∆(n,m) := m−M(n,m) (84)
for different values of the branching ratio n. One can observe that ∆(n,m)
monotonically increases with the main shock magnitude m. The dependence
as a function of m and n is sufficiently slow and smooth that the so-called
B˚ath law, represented in figure 13 by the dashed straight line, if not correct,
provides a rough estimate of ∆(n,m) [12, 20].
Another property of interest is that the shapes of the pdf’s ψ (78) are
almost identical for a wide range of main shock magnitude m and values of
the branching ratio n. By centering the pdf’s according to
ψ˜(δ;n,m) := ψ
(
δ +M ;n,m
)
(85)
where the distance from the mean is
δ = M(n,m)−M(n,m) , (86)
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Figure 12: Plots of the pdf ψ(ν;φ = 1, n,m) of the maximal magnitude
over all offsprings triggered by a main shock of magnitude m = 8, with
α = 0.8, b = 1 (γ = 1.25). Solid lines: plots of the exact pdf (78). Dashed
lines: plots of the one-daughter approximation (80). From right to left:
n = 0.9, 0.7, 0.7.0.5.0.3, 0.1.
33
1 2 3 4 5 6 7 8 9
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
2.2
2.4
m
∆
(n
,m
)
Figure 13: Plot of the difference ∆(n,m) (84) between the main shock mag-
nitude m and the average magnitude M(n,m) of its largest offspring as a
function of the mainshock magnitude m, for α = 0.8, b = 1 (γ = 1.25).
From top to bottom: n = 0.4, 0.5.0.6, 0.7, 0.8, 0.9. The dashed straight line
corresponds to the B˚ath law: ∆(n,m) ≃ 1.2.
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Figure 14: Plots of the pdf ψ˜(δ;n,m) (85) of the distance from the mean de-
fined by expression (86) of the maximum magnitude of the future offprings of
a main shock of magnitude m = 8, for γ = 1.25 and n = 0.1, 0.3, 0.5, 0.7, 0.9.
figure 14 shows an almost perfect collapse for the different values of the
branching ratio n.
In figures 12 and 14, one can observe that the pdf’s exhibit rather sharp
decay to the left, so that one can define a low quantile maximum magnitude
Mq=0.05(t, n,m) of the maximum magnitude of the offsprings in a ν-cluster,
such that
Pr {M(t, n,m) > Mq=0.05(t, n,m)} = 0.95 , (87)
whereM(t, n,m) is defined by equality (43). This definition (87) means that,
typically in only one in twenty clusters, the maximum magnitude among all
offsprings is smaller than Mq=0.05(t, n,m). Figure 15 shows the dependence
of Mq=0.05(t, n,m) as a function of the effective increasing time 1 − φ (since
φ is a decreasing function of time). Mq=0.05(t, n,m) is a decreasing function
of time, as the triggering activity decays progressively.
5 Conclusion
Using the standard ETAS model of triggered seismicity, we have presented
a rigorous theoretical analysis of the main statistical properties of temporal
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Figure 15: Plots of the low quantile maximum magnitude Mq=0.05(t, n,m)
as a function of 1 − φ, for m = 8 and γ = 1.25. From top to bottom, n =
0.9, 0.8, 0.7, 0.6, 0.5, 0.4. The curves shows that Mq=0.05(t, n,m) decreases
with increasing of time (that is, with decreasing φ).
clusters, defined as the group of events triggered by a given main shock of
fixed magnitude m that occurred at the origin of time, at times larger than
some present time t. The most general and powerful tool to derive analyti-
cally rigorously the statistical properties of the numbers of events triggered
by some main shock as a function of time is the technology of generating
probability function (GPF), of which we have recalled the main properties
and that we have applied to our problem. We have derived the explicit and
approximate expressions for the GPF of the number of future offsprings in
a given temporal seismic cluster, defining, in particular, the statistics of the
cluster’s duration and the cluster’s offsprings maximal magnitudes. Our main
results have been presented in the form of four propositions, whose proofs
have been given in appendices.
We introduced the probability P(t, n,m, ν) that the future cluster of
events of magnitudes above some detection threshold ν is empty. This
probability becomes the workhorse for the derivation of our main results.
P(t, n,m, ν) can also be interpreted in its time dependence as the probabil-
ity that the total duration of the cluster of triggered events is less than t.
A third interesting interpretation relates the derivative of P(t, n,m, ν) with
respect to ν to the probability density function of the maximal magnitude
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over all events within the temporal cluster. We used P(t, n,m, ν) to derive
the remarkable result that the magnitude difference between the largest and
second largest event in the future temporal cluster is distributed according
to the regular Gutenberg-Richer law that controls the unconditional distri-
bution of earthquake magnitudes.
The distribution ϕθ(t;n,m, ν) of the durations of temporal clusters of
events of magnitudes above some detection threshold ν was obtained in exact
analytical form, and investigated in three limits: (i) the one-daughter limit
for n < 1 in which each event can trigger not more than one first-generation
aftershock, (ii) the large time regime and (iii) the critical case when the
branching ratio n is equal to its critical value 1. For earthquakes obeying
the Omori-Utsu law for the distribution of waiting times between triggering
and triggered events, we show that ϕθ(t;n,m, ν) has a power law tail that is
fatter in the non-critical regime n < 1 than in the critical case n = 1. This
paradoxical behavior is similar to the one explained in Ref. [27], and results
from the fact that generations of all orders cascade very fast in the critical
regime and accelerate the temporal decay of the cluster dynamics. We also
derive the detailed shape of the distribution of the maximal magnitude over
all events in the future cluster triggered by some main shock. We show that
the so-called B˚ath law, stating that the difference between the main shock
magnitude and the average magnitude of its largest offspring is equal to 1.2,
is only roughly relevant, given the fact that we document a non-trivial main
shock magnitude dependence as well as the influence of the branching ratio.
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A Proofs of propositions 1-4
A.1 Proof of Proposition 1
Let {Tk} be the occurrence times of the triggered tdaughters, while Rd(m)
is the total number of daughters. Let us introduce the number Rd([t1, t2];m)
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of daughters triggered within a time interval
[t1, t2], ∀ (t1, t2) : 0 < t1 < t2 <∞.
One may represent Rd([t1, t2];m) in the form:
Rd([t1, t2];m) =
Rd(m)∑
k=1
Π (Tk, [t1, t2]) , (88)
where
Π (t, [t1, t2]) :=
{
1, t ∈ [t1, t2],
0, t /∈ [t1, t2],
is the indicator of the time interval [t1, t2].
Consider the GPF of the random number Rd([t1, t2];m)
Gd(z; [t1, t2]) := E
[
zRd([t1,t2];m)
]
. (89)
Taking into account the identity
zΠ(t,[t1,t2]) ≡ 1 + (z − 1)Π (t, [t1, t2]) (90)
and keeping in mind that {Tk} are iid random variables, we can rewrite the
GPF (89) in the form:
Gd(z; [t1, t2]) = E
[
(1 + (z − 1)E [Π])Rd(m)
]
. (91)
We have used here the short notation Π = Π (T, [t1, t2]). The outer expecta-
tion E [· · · ] at (91) represents the statistical average over the total number
Rd(m) of daughters total number. The inner expectation E [Π] corresponds
to averaging over the random instant T , distributed according to the pdf
f(t). The inner expectation is equal to
E [Π] = E [Π (T, [t1, t2])] =
∫ t2
t1
f(t)dt . (92)
Using this last relation and the Poissonian statistics (4) of the random num-
ber Rd(m), the equality (91) transforms into the Poissonian GPF:
Gd(z; [t1, t2]) = exp
(
κµ · (z − 1)
∫ t2
t1
f(t)dt
)
. (93)
In particular, if t1 < t , t2 > t, then one may rewrite (93) as
Gd(z; [t1, t2]) = Gd(z; [t1, t]) ·Gd(z; [t, t2]), (94)
which is equivalent to the proposition.
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A.2 Proof of Proposition 2
Before deriving equations (26), it is useful to recall some properties of
the total number of aftershocks that are triggered by some shock, in the
framework of the theory of (unmarked) branching processes. Each event
triggers daughters (its first generation aftershocks), whose total number Rd
is described statistically by the following GPF,
Gd(z) := E
[
zRd
]
=
∞∑
r=0
qd(r) · z
r , (95)
where the {qd(r)} are the probabilities that the number Rd of first-generation
aftershocks is equal to a given integer r. In the framework of branching pro-
cesses, all daughters trigger, independently of each other, their own daugh-
ters, whose numbers are iid random integers, possessing the same GPF Gd(z),
and so on.
Let Gk(z) be the GPF of the number Rk of the aftershocks of the first
k generations. Given the iid property of all numbers of any aftershock’s
daughters, we have
Gk+1(z) = Gd [zGk(z)] , k = 1, 2, . . . (96)
The product zGk(z) means that each daughter of the initial event triggers in-
dependently aftershocks belonging to the first k generations, whose numbers
are described by the same GPF Gk(z).
A well-known result in the theory of branching processes states that, for
n ∈ (0, 1] where n is the branching ratio defined as the average number of
daughters of first-generation per mother,
n := E [Rd] =
dGd(z)
dz
∣∣∣∣
z=1
, (97)
then the following limit exists
lim
k→∞
Gk(z) = G(z) , (98)
where G(z) is the GPF of the total number of aftershocks of all generations
that are triggered by the initial shock. Using the recurrent relation (96) and
the limit (98), G(z) is solution of the transcendent equation:
G(z) = Gd [zG(z)] . (99)
We can now derive the equation analogous to (99), which determines the
GPF G(z; t) of the number R(t) of future aftershocks of all generations. By
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future, we recall that this refers to aftershocks that occur after the current
time t, where the origin of time is the time of occurrence of the main initial
shock. Recall that the time intervals between a given event and any of its
directly triggered daughter are iid random variables with the same pdf f(t).
We start with the derivation, similar to (96), of the recurrent equation for
the GPF Gk(z; t) of the number Rk(t) of triggered aftershocks of the first k
generations. Let us discuss first the simplest case, where the shock has only
one daughter (that is, Gd(z) = z), which is triggered at the random time
T . Consider the conditional GPF Gk+1(z; t|T ) under the condition that T is
equal to the some given value. In this case, the following relation holds
Gk+1(z; t|T ) =
{
zGk(z), T > t,
Gk(z; t− T ), T < t.
(100)
Similarly to the right-hand side of equality (96), the first line means that the
GPF of the number of aftershocks of the first k + 1 generations, including
the shock’s daughter and its aftershocks of the first k generations, is equal to
zGk(z), This is because, if T > t, then the daughter and all its aftershocks
are in the future (i.e. after t). In contrast, the second line of (100) means
that, if T < t, then the shock’s daughter is not a future offspring, while we
should only consider the future aftershocks of the daughter.
Let rewrite relation (100) in the more convenient form for future analytical
calculations:
Gk+1(z; t|T ) = zGd(z) · 1(T − t) +Gk(z; t− T ) · 1(t− T ) . (101)
Averaging both sides of this equality with respect to the statistics of the
random time T with pdf f(t), we obtain
Gk+1(z; t) = zGk(z)Φ(t) +
∫ t
0
f(τ)Gk(z; t− τ)dτ . (102)
Let us now get the sought recurrent equation in the general case where the
GPF Gd(z) of the number of daughters is arbitrary. Since the time durations
{Tk} between any shock and its first-generation daughters are iid variables,
in order to obtain the recurrent equation, one needs to replace in (96) the
GPF Gk+1(z) by Gk+1(z; t), and zGk(z) by the right-hand side of the equality
(102), that is to say
Gk+1(z) = Gd [zGk(z) · Φ(t) + f(t)⊗Gk(z; t)] , k = 1, 2, . . . (103)
For n ∈ (0, 1], then a limit similar to (98) holds
lim
k→∞
Gk(z; t) = G(z; t) . (104)
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In this limit, we obtain from (103) the sought equation for the GPF G(z; t)
of the number of future aftershocks of all generations:
G(z; t) = Gd [zG(z)Φ(t) + f(t)⊗G(z; t)] . (105)
It is easy to check that this equation (105) is equivalent to (26).
A.3 Proof of proposition 3
After substitution relations (25) into the right-hand side of equality (24),
we obtain expression (31) for the GPF Ω(z; t, n,m) of the number of fu-
ture aftershocks of all generations. In turn, taking into account the second
equation in (26) and equality (30), we obtain equation (32).
A.4 Proof of proposition 4
By definition, the GPF Ω(z; t, n) of the number of future aftershocks of
all generations is equal to
Ω(z; t, n,m) := E
[
zR(t)
]
=
∞∑
r=0
q(r; t, n,m) · zr, (106)
where R(t) is the random number of the future aftershocks of all generations,
while {q(r; t, n,m)} are the probabilities that the random number R(t) is
equal to the given integer r.
Let Rν(t) be the random number of future offsprings whose magnitudes
exceed the threshold ν,
R(t; ν) =
R(t)∑
j=1
1(mj − ν), (107)
where {mj} are the magnitudes of the future offsprings.
Using the law of total probability, we can represent the GPF of the ran-
dom number Rν(t) in analogy with equality (106) under the form:
Ω(z; t, n,m, ν) := E
[
zR(t;ν)
]
=
∞∑
r=0
q(r; t, n,m) · E
[
zRν (t)|r
]
, (108)
where E [· · · |r] is the conditioned expectation, under the condition that the
number of future offsprings is equal to the given integer r: R(t) = r.
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Taking into account that, in the framework of the ETAS model, all off-
springs have iid random magnitudes that are statistically independent of the
number R(t) of future aftershocks, we obtain
E
[
zRν (t)|r
]
= Λr(z, ν), Λ(z, ν) := E
[
z1(m
′
−ν)
]
, (109)
where m′ is the random magnitude of some offspring distributed according
to the GR law (1). Using the identity
z1(m−ν) ≡ 1 + (z − 1) · 1(m− ν) , (110)
similar to (90), we obtain
Λ(z, ν) = 1+ (z− 1) · p(ν) ⇒ E
[
zRν(t)|r
]
= [1 + (z − 1) · p(ν)]r , (111)
After substitution the last relation into (108), and after performed the sum-
mation of the series, we obtain the sought relation (34).
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