Abstract. We show that it is possible to deduce the "Calogero-Moser partition" of the irreducible representations of the complex reflection groups G(m, d, n) from the corresponding partition for G(m, 1, n). This confirms, in the case W = G(m, d, n), a conjecture of Gordon and Martino relating the Calogero-Moser partition to Rouquier families for the corresponding cyclotomic Hecke algebra.
1. Introduction 1.1. Let W be a finite complex reflection group. Associated to W is a family of noncommutative algebras, the rational Cherednik algebras. These algebras depend on a pair of parameters, t and c (precise definitions are given in section 2.1). At t = 0 the algebras are finite modules over their centres. The aim of this paper is to continue the study of a certain finite dimensional quotient of the rational Cherednik algebra at t = 0, the restricted rational Cherednik algebra. The blocks of the restricted rational Cherednik algebra induce a partitioning of the set Irr(W ) of irreducible W -modules, called the Calogero-Moser partition. Using the geometry of certain quiver varieties, Gordon and Martino [GM] have given an explicit combinatorial description of the Calogero-Moser partition when W = C m ≀ S n . We show that Clifford theoretic arguments can be use to extend this result to the normal subgroups G(m, d, n) of C m ≀ S n . In their paper [GM] , Gordon and Martino conjecture that the Calogero-Moser partition should be related, in some precise way, to the Rouquier blocks of a particular Hecke algebra associated to the same complex reflection group W . This conjecture is refined in [M] and, by comparing the combinatorial description of these partitions, is shown to be true when W = C m ≀ S n . A consequence of the main result of this paper is that the conjecture as stated in [M, Conjecture 2.7 (i)] , is true for all G(m, d, n). However it is important to note here that, when n = 2 and d is even, there are certain "unequal parameter" cases where our methods fail (see (5.3) for details). In these cases it is not known what the Calogero-Moser partition is. 1 2. The rational Cherednik algebra at t = 0 2.1. Definitions and notation. Let W be a complex reflection group, h its reflection representation over C with rank h = n, and S(W ) the set of all complex reflections in W . Let (·, ·) : h × h * → C be the natural pairing defined by (y, x) = x(y). For s ∈ S(W ), fix α s ∈ h * to be a basis of the one dimensional space Im (s − 1)| h * and α ∨ s ∈ h a basis of the one dimensional space Im (s − 1)| h , normalised so that α s (α ∨ s ) = 2. Choose c : S(W ) → C to be a W -equivariant function and t a complex number. The rational Cherednik algebra, H t,c (W ), as introduced by Etingof and Ginzburg [EG, page 250] , is the quotient of the skew group algebra of the tensor algebra, T (h ⊕ h * ) ⋊ W , by the ideal generated by the relations 
for all x 1 , x 2 ∈ h * and y 1 , y 2 ∈ h.
For any ν ∈ C\{0}, the algebras H νt,νc (W ) and H t,c (W ) are isomorphic. In this article we will only consider the case t = 0, therefore we are free to rescale c by ν whenever this is convenient.
A fundamental result for rational Cherednik algebras, proved by Etingof and Ginzburg [EG, Theorem 1.3] , is that the PBW property holds for all t, c. That is, there is a vector space isomorphism
2.2. The restricted rational Cherednik algebra. Let us now concentrate on the case t = 0, and we omit t from the notation. In this case the algebra H c (W ) is a finite module over its centre Z c (W it by Irr(W ). Following [GM] we define the Calogero-Moser partition of IrrH c (W ) to be the set of equivalence classes of IrrH c (W ) under the equivalence relation L ∼ M if and only if L and M belong to the same block ofH c (W ). The set of equivalence classes will be denoted CM c (W ). It has been shown, [G1, Proposition 4.3] , that IrrH c (W ) can be naturally identified with Irr(W ). Thus the Calogero-Moser partition CM c (W )
will be thought of a partition of Irr(W ) throughout this article. Given λ, µ ∈ Irr(W ) we say that λ, µ belong to the same partition of CM c (W ) if they are in the same equivalence class.
Blocks of normal subgroups
3.1. Throughout this section we fix an irreducible complex reflection group W with reflection representation h. Moreover we assume that there exists a normal subgroup K ⊳ W such that K acts, via inclusion in W , on h as a complex reflection group (though h need not be irreducible as a K-module) and that W/K ∼ = C d , the cyclic group of order d. Since K is normal in W , the group W acts on S(K) by conjugation. Let us fix a W -equivariant function c : S(K) → C. We extend this to a W -equivariant function c : S(W ) → C by setting c(s) = 0 for s ∈ S(W )\S(K). Note that the partition of S(K) into K-orbits can be finer than the corresponding partition into W -orbits. Thus a K-equivariant function on S(K) is not always W -equivariant.
However, as will be shown below, this problem does not occur in the cases we consider. For our choice of parameter c, the defining relations (1) show that the natural map 
where the horizontal arrows are inclusions. To be precise,
W and A + the ideal of polynomials with constant term zero. The PBW property (2) implies
coW and hence has dimension |K| · |W | 2 . The idea is to relate the block partition of H c (K) to CM c (W ) via the formalism of twisted symmetric algebras. The Proposition below
shows that this allows us to deduce information about the partition CM c (K).
3.3. As noted in (2.3), the set {L(λ) | λ ∈ Irr(K)} is a complete set of non-isomorphic simple modules for
There is a natural surjective map H c (K) ։H c (K) and the kernel of this map is generated by certain central nilpotent elements of H c (K). Therefore the kernel is contained in the radical of H c (K). This implies that {L(λ) | λ ∈ Irr(K)} is also a complete set of non-isomorphic simple modules for H c (K) and the block partition of H c (K) corresponds to a partition of the set Irr(K). In particular, the space L(λ) is both a simpleH c (K) and H c (K)-module. However when we wish to consider L(λ) as a H c (K)-module we will denote it byL(λ).
are equal because the blocks of H c (K) are the preimages of the blocks ofH c (K) under the natural map
Proof. Let us again denote by A the algebra
. The Proposition will follow from an application of a result of B.
Müller; the version which we use here is stated in [BG, Proposition 2.7] . Recall that A + is the maximal ideal of elements with constant term zero in A. Let B + be the maximal ideal of elements with constant term zero in B. Fix Z := Z(H c (K)) and H := H c (K). Müller's Theorem says that the primitive central idempotents of H/A + · H are the images of the primitive idempotents of Z/A + · Z, and similarly the primitive central polynomial ring, the Chevalley-Shephard-Todd Theorem, [Co, Theorem 1.2] , says that C d acts on U * as a complex reflection group. Therefore we can decompose U into a direct sum of one-dimensional, homogeneous
C·f i , and Remark. For W = G(m, 1, n) and K = G(m, d, n) (as defined in Section 5) we can make an explicit choice of invariant polynomials as described in Lemma 3.4. Let e i (x 1 , . . . , x n ) denote the i th elementary symmetric polynomial in x 1 , . . . , x n . By [Co, page 387] , the following are a choice of algebraically independent, homogeneous generators for C[h] W :
In Lemma 3.4 we take f n to be (x 1 . . . x n ) nm d and f i = e i (x m 1 , . . . , x m n ) for 1 ≤ i < n so that a i = 1 for 1 ≤ i < n and a n = d.
Automorphisms of rational Cherednik algebras
4.1. The group W is a finite subgroup of GL(h). Let us choose an element σ ∈ N GL(h) (W ) ⊂ GL(h). Then σ is an automorphism of W and we can regard it as an algebra automorphism of CW by making σ act trivially on C. Moreover σ acts naturally on h * as (σ · x)(y) = x(σ −1 · y) for x ∈ h * and y ∈ h. Therefore σ also acts on C[h * ] and C[h]. Let us explicitly write S(W ) = {C 1 , . . . , C k } for the set of conjugacy classes of reflections in W . Then σ permutes the C i 's and regarding σ as an element of the symmetric group S k we write σ · C i = C σ(i) . It can be checked from the defining relations (1) that the maps 
The following lemma is standard.
4.3. Clifford theory. We now define an action of
Note that the action of C d is only well-defined up to isomorphism, therefore C d can be considered as acting on the isomorphism classes of the objects in H c (K)-mod. Given µ ∈ Irr(K), the stabilizer subgroup of C d with respect to µ will be denoted 
This action does not depend on the choice of coset representatives and one can define δ as a functor on H c (W )-mod, though we will not require this level of generality. [CR, Chapter 7] for details. When the quotient group is cyclic it is possible to deduce the following result (the proof of which can be found in [Ste, Proposition 6 .1]).
Let Res
Proposition. Fix λ ∈ Irr(W ) and write Res
where each µ i is nonzero and irreducible. Then 
are equivalences of categories with E W (λ) = L(λ) and E K (µ) =L(µ) for λ ∈ Irr(W ) and µ ∈ Irr(K).
Lemma. The following diagram commutes up to natural equivalences.
We begin by showing that the functors
and thus
The required equivalence now follows from the general fact that if A 1 and A 2 are algebras, B, C isomorphic A 1 -A 2 -bimodules then fixing an isomorphism B → C defines an equivalence
The fact that the functors E K •Res 
Proof. We prove that E W (δ · λ) = δ · E W (λ), the argument for E K being similar. Consider the space
. This proves the result.
4.7. Combining Proposition 4.4, the commutativity of diagram (3) and Lemma 4.6 we can conclude that 
Lemma. The action of C
Proof. Let δ be a generator of C 
, g commutes with the elements h ⊂H c (W ). Therefore the required map exists and is uniquely defined by 1
4.9. Twisted symmetric algebras. We shall show thatH c (W ) is an example of a twisted symmetric algebra with respect to the group C d . We follow the exposition given in [CH2, Section 1] (see also [CH3] ).
Although we do not use the properties ofH c (W ) derived from the fact that it is a symmetric algebra we recall the relevant definitions for completeness. Let A be a finite dimensional C-algebra.
Definition. A trace function on A is a linear map t : A → C such that t(ab) = t(ba) for all a, b ∈ A. It is called a symmetrizing form on A, and A itself is said to be a symmetric algebra, if the morphism
is an isomorphism of (A, A)-bimodules. Definition. Following [CH2, Definition 1.10] we say that the symmetric algebra (A, t) is a twisted symmetric algebra of a finite group G over the subalgebra B if B is a symmetric subalgebra of A and there is a family of vector subspaces {A g |g ∈ G} of A such that the following conditions hold:
Proposition. The symmetric algebraH c (W ) is a twisted symmetric group algebra of the group C d over the subalgebra H c (K).
Proof. As in Lemma 4.10, let w 1 , . . . , w d be left coset representatives of K in W and assume (3) and (5) are clear.
Since conjugation by w i defines an automorphism of H c (K), condition (2) is also clear. Finally condition (4) follows from the definition of the symmetrizing form Φ given in [BGS, (3.5) ].
4.11. We are now in a situation where we can apply [CH3, Proposition 2.3.18] .
Theorem. For S ⊂ Irr(W ), let Γ(S) be the set of all µ ∈ Irr(K) occurring as a summand of Res
there is a bijection
Therefore it suffices to show that theorem holds but with CM c (K) replaced by {blocks of H c (K)}. In [CH3] Chlouveraki makes use of the existence of a field extension of the base field of the twisted symmetric algebra A such that the extended symmetric algebra is split-semisimple. This fact is used to prove [CH3, Proposition 2.3.15] . Such an extension does not exist forH c (W ) but Proposition 4.7 is our substitute result. Now [CH3, Proposition 2.3.18 ] is applicable, with A =H c (W ) andĀ = H c (K) since its proof does not explicitly rely on the existence of a "splitting field extension". This result says that the rule C 4.12. Let us note a particular situation where we can give a more precise result.
Proof. Again, since Proposition 3.3 tells us that {blocks of H c (K)} = CM c (K) it suffice to show the statement holds with CM c (K) replaced by {blocks of H c (K)}. Proposition 4.4 tells us that Res
Comparing the dimension of both sides gives
Thus e = d and r = |K|. Again, by [G1, (5. 3)], dimL(µ i ) = |K| implies that {µ i } is a block of H c (K).
Remark. In this article we focus on the particular case of W = G(m, 1, n) and K = G(m, d, n) (details are given in section 5). However, we believe that it is advantageous to present Theorem 4.11 in the level of generality that we have done here since there are many examples among the 34 exceptional irreducible complex reflection groups of pairs (W, K). Therefore in order to calculate the Calogero-Moser partition for all exceptional groups it would suffice to consider only certain groups. We refer the reader to the appendix of [CH3] for a list of many such pairs (W, K).
The imprimitive groups G(m, d, n)
5.1. The irreducible complex reflection groups are divided into two classes, the primitive complex reflection groups and the imprimitive complex reflection groups. The groups were classified by Shephard and Todd in [ST] . There are 34 primitive complex reflection groups, which in the classification of [ST] are labelled G 4 , . . . , G 37 . They are also known as the exceptional complex reflection groups. In this section we will consider instead the imprimitive complex reflection groups. These belong to one infinite family G(m, d, n),
where m, d, n ∈ N and d divides m. Let S n be the symmetric group on n elements, considered as the group of all n × n permutation matrices. Let A(m, d, n) be the group of all diagonal matrices whose diagonal entries are powers of a certain (fixed) m th root of unity and whose determinant is a (m/d) th root of unity. The group S n normalizes A(m, d, n) and G(m, d, n) is defined to be the semidirect product of A(m, d, n) by S n .
Note that G(m, 1, n) is the wreath product group C m ≀ S n . Fix p = m/d.
5.2.
The conjugacy classes of reflections. Fix ζ a primitive m th root of unity. Let s (i,j) ∈ S n denote the transposition swapping i and j and let ε k i be the matrix in A(m, 1, n) which has ones all along the diagonal except in the i th position where its entry is ζ k . The conjugacy classes of reflections in G(m, 1, n) are
The following is an application of [Re, Theorem 3] . 
an important example of this behaviour is G(m, m, n) ⊳ G(m, 1, n). In such situations there exists an algebra isomorphism
A specific example of this is H t,(c,0) (B n ) ∼ = H t,c (D n ) ⋊ C 2 , where B n and D n are the Weyl groups of type B and D respectively (they correspond to G(2, 1, n) and G(2, 2, n)). 
We call k the length of λ. The simple S n -modules are parameterized by partitions of n. Let V λ denote the simple S n -module labelled by the partition λ. The simple C m -modules will
such that ε = ε 1 ). Now let U be any C m -module and V a S n -module. The wreath product U ≀ V is the G(m, 1, n)-module, which as a vector space is U ⊗n ⊗ V and whose module structure is uniquely defined by
and for σ ∈ S n :
If U and V are simple modules then U ≀ V is a simple G(m, 1, n)-module. However not every simple G(m, 1, n)-module can be written in this way. A complete set of simple modules was originally constructed by Specht [Sp] . The precise result is stated below, and a proof can be found in [JK, Theorem 4.3.34 ]. An m-multipartition λ of n is an ordered m-tuple of partitions (λ 0 , . . . , λ m−1 ) such that |λ
Let P(m, n) denote the set of all m-multipartitions of n. To each m-tuple n 0 + · · · + n m−1 = n there is a
Theorem. To each λ in P(m, n) we can associate the G(m, 1, n)-module
where G (n) is the Young subgroup corresponding to the m-tuple |λ
V λ ≃ V µ for λ = µ and every simple G(m, 1, n)-module is isomorphic to V λ for some λ.
5.5. Note that in the case n i = 0, the module ω i ≀ V λ i should be regarded as the one-dimensional trivial
module. An element of G(m, 1, n) can be thought of as a permutation matrix but with the unique 1 in each row replaced by an element of C m . The rule that takes each such matrix to the product of its non-zero entries defines a character δ ′ : G(m, 1, n) → C * (this is not the determinant of the matrix). 
6. Combinatorics 6.1. In this section we apply Theorem 4.11 to the combinatorial description of the partition CM c (G(m, 1, n))
given in [GM] and deduce a similar description of the partition CM c (G(m, d, n)). First we must introduce some combinatorial objects.
6.2. Young diagrams and β-numbers. Let λ be a partition of n of length k. The Young diagram of λ is defined to be the subset For r ∈ Z, the r-shifted residue of λ is defined to be Res 6.4. In order to use the combinatorics described in [GM] and [M] we must change the basis of our parameter space. Recall that we have labelled the conjugacy classes of complex reflections in G(m, 1, n) as R and S i .
We fix c(R) = k and c(S i ) = c i . The parameters of the rational Cherednik algebra H c (G(m, 1, n)) as used in [GM] are h = (h, H 0 , . . . , H m−1 ). We wish to find an expression for these parameters in terms of k and c 1 , . . . , c m−1 . For the remainder of this section we make the assumption that k = 0. Without loss of generality k = −1. The parameter H 0 is chosen so that
primitive m th root of unity. By [G2, (2.7)] we know that h = k and
Noting that
we have for 1 ≤ r ≤ m − 1:
Thus for 1 ≤ r ≤ m − 1:
6.5. The Calogero-Moser partition for C m ≀ S n . The results in [GM] and [M] are only valid for rational values of h. Therefore, for the remainder of this chapter, we restrict to those parameters c for G(m, 1, n)
Combining [GM, Theorem 2.5] with the wonderful, but difficult combinatorial result [M, Theorem 3.13] gives: Proof. First assume that c i = 0 for all i ≡ 0 mod d. Then
The result now follows from
6.7. We will say that the parameter h = (−1, H 
Lemma. Let c be a parameter for
where λ ∈ P(m, n), σ ∈ S d and s is defined in (6.5).
Proof. If h is p-cyclic then the corresponding parameter s has the form
Since the action of S d simply reorders this sum, the result is clear.
6.8. The following technical result will be needed later.
Lemma. Let h be a p-cyclic parameter and choose λ ∈ P(m, n) to be a non d-stuttering m-multipartition Proof. We follow the argument given in [Ki, Lemma 3.5 ]. Since λ is not d-stuttering, there exists an i > 0 such that λ i = λ 0 . If d = q there is nothing to prove so assume d > q and set l = d/q, l > 1. Let σ be the transposition in S d that swaps λ i and λ l−1 in λ. We set λ(q) = σ · λ. Then λ(q) is not fixed by any of the generators of the unique subgroup of C ∨ d of order q and hence the stablizer subgroup of λ(q) has order co-prime to q. Since λ and λ(q) are in the same S d -orbit, Lemma 6.7 says that they are in the same partition of CM c (G(m, 1, n) ).
6.9. We will also require the following result.
Lemma. Let c be a parameter for G(m, 1, n) such that h ∈ Q m+1 is p-cyclic and choose λ ∈ P(m, n) to be d-
stuttering. If {λ} is not a partition of CM c (G(m, 1, n)) then there exists a non d-stuttering m-multipartition
µ that is in the same partition as λ.
Proof. Since {λ} is not partition of CM c (G(m, 1, n)) there must exist an m-multipartition λ ′ = λ that is in the same partition as λ. If λ ′ is not d-stuttering then we are done. Therefore we assume that λ ′ is d-stuttering. As noted in the proof of Lemma 6.7, h being p-cyclic implies that
Hence Res
(x e ) and Res
. It follows from Theorem 6.5 that , 1, n) ).
6.10. The main result. Recall that for P ∈ CM c (W ), Γ(P) was defined to be the set of all µ ∈ Irr(K)
occurring as a summand of Res K W λ for each λ ∈ P. In the case W = G(m, 1, n) and
Proof. Rescaling if necessary, we may assume that k = −1. It is clear that the sets described in (1) and (2) of the theorem define a partition of the set Irr (G(m, d, n) ). Therefore we just have to show that the sets describe the blocks ofH c (G(m, d, n) ). Proposition 3.3 says that it is sufficient to prove that (1) and (2) describe the equivalence classes of Irr (G(m, d, n)) with respect to the blocks ofH c (G(m, d, n) ). Lemma 4.12 shows that the sets described in (1) are indeed blocks ofH c (G(m, d, n) ). So let us assume that Q is not of the form described in (1). The group C d acts on the set Γ(Q) and Theorem 4.11 says that there exists
To show that Stab C d B = C d we will show that for every prime q dividing d there exists aL ∈ B such that the highest power of q dividing d also divides |Stab C dL (µ)|. This will imply
Let L(λ) ∈ Q and letL(µ) be a summand of Res
L(λ), it will suffice to show that, for every prime q dividing d, there exists a L(λ) ∈ Q such that the highest power of q dividing d also divides |Stab C dL (µ)| for some summandL(µ) of Res
Proposition 4.7 (1) says that
Therefore it suffices to show that we can find
{λ} for some d-stuttering multipartition λ, Lemma 6.9 says that there exists a non d-stuttering multipartition in Q. Lemma 6.8 now says that the module L(λ) we require exists in Q.
• if λ = µ is a d-stuttering partition and Res
and ({λ}, η) are in the same partition of CM c (G(m, d, n)) if and only if ǫ = η;
• otherwise ({λ}, ǫ) and ({λ}, η) are in the same partition of CM c (G(m, d, n)).
6.11. It was shown by the author in [B] that the partition CM c (G(m, d, n)) is never trivial, even for generic values of c. Here we describe CM c (G(m, d, n)) for generic c.
Lemma. Let c be a generic parameter for
• otherwise ({λ}, ǫ) and ({µ}, η) are in the same partition of CM c (G(m, d, n)) if and only if
Note that the expressions in (4) are independent of the choice of representatives λ ∈ {λ} and µ ∈ {µ}.
Proof. Since h is cyclic, we note once again that the vector s as defined in (6.5) has the form
and thus the genericity of c implies that
Res µ j+pi (x e ) then µ j+pi = λ j for all i. Therefore each d-stuttering partition forms a singleton partition in CM c (G(m, 1, n) ).
Now the Lemma follows from Corollary 6.10.
7. Relation to Rouquier families 7.1. Generic Hecke algebras. In this section we show that Theorem 6.10 confirms Martino's conjecture when W = G(m, d, n). To each complex reflection group it is possible to associate a generic Hecke algebra.
We recall the definition as given in [M] (see also [BMR] ). Denote by K the set of all hyperplanes in h that are the fixed point sets of the complex reflections in W . The group W acts on K. Given H ∈ K, the parabolic subgroup of W that fixes H pointwise is a rank one complex reflection group and thus isomorphic to the cyclic group C e for some e. Therefore an orbit of hyperplanes C ∈ K corresponds to a conjugacy class of rank one parabolic subgroups, all isomorphic to C eC . Let e C := |C eC | be the order of these parabolic subgroups.
and let µ d be the group of all d th roots of unity in C. If µ ∞ is the group of all roots of unity in C then we choose K to be some finite field extension of Q contained in Q(µ ∞ ) such that K contains µ eC for all C ∈ K/W . The group of roots of unity in K is denoted µ(K) and the ring of integers in
7.2. Fix a point x 0 ∈ h reg := h\ H∈K H and denote byx 0 its image in h reg /W . Let B denote the 
where C ∈ K/W and s runs over the set of monodromy generators around the images in h reg /W of the hyperplane orbit C. The following properties are known to hold for all but finitely many complex reflection groups (it is conjectured that they hold for all complex reflection groups). In particular, they hold for the infinite series G(m, d, n).
• H W is a free Z[u, u −1 ]-module of rank |W |.
• H W has a symmetrizing form t : H W → Z[u, u −1 ] that coincides with the standard symmetrizing
Note that Tits' deformation theorem, [GP, Theorem 7.2] , implies that the specialization v C,j → 1 induces a
Remark. When W = G(m, 1, n) the set K/W is {R, S} where R is the orbit of hyperplanes that define the reflections in the conjugacy class R and S is the orbit of hyperplanes defining the reflections in the conjugacy classes S 0 , . . . , S m−1 . Therefore e R = 2 and e S = m. Similarly, when W = G(m, d, n) and n = 2 or n = 2 and p odd the set K/W is {R, S} where R is the orbit of hyperplanes that define the reflections in the conjugacy class R and S is the orbit of hyperplanes defining the reflections in the conjugacy classes
. Therefore e R = 2 and e S = p. However, when W = G(m, d, 2) with d even, the set K/W is {R 1 , R 2 , S}, where R 1 , R 2 are the orbits of the hyperplanes that define the reflections in the conjugacy classes R 1 and R 2 . Here e R1 = e R2 = 2 and e S = p. 
where the tuple n := {(n C,j ∈ Z) : C ∈ K/W, 0 ≤ j ≤ e C − 1} is chosen such that the following property holds. Set x := y |µ(K)| and let z be an indeterminate. Then the element of
is required to be invariant under Gal (K(y)/K(x)) for all C ∈ K/W . In other words, Γ C (y, z) is contained in
The cyclotomic Hecke algebra corresponding to n is denoted H W (n).
The symmetric form t on H W induces a symmetrizing form on K(y)H W (n) and this algebra is split semisimple by [CH3, (4. 3)]. Therefore Tits' deformation theorem implies that we have bijections
7.4. Rouquier families. The Rouquier ring is defined to be
is also free of rank |W |. We define an equivalence relation on Irr K(y)H W (n) = Irr(W ) by saying that λ ∼ µ if and only if λ and µ belong to the same block of R(y)H W (n). The equivalence classes of this relation are called Rouquier families.
7.5. Fix a parameter c for G(m, d, n) that extends to a parameter c for G(m, 1, n), translated into the form h = (h, H 0 , . . . , H m−1 ) as described in (6.4). Again we make the assumption that h = −1 and h ∈ Q m+1 .
Choose e ∈ N such that eh and eH i ∈ Z for all 0 ≤ i ≤ m − 1. Then n = (n R,0 , n R,1 , n S,0 , . . . , n S,m−1 ) is fixed to be n R,0 = e, n R,1 = 0 and n S,j = e
Conjecture (Martino, [M] , (2.7)). Let c, h and n be as above. 
7.6. The Rouquier families for G(m, 1, n) are calculated by Chlouveraki [CH1] using the idea of essential hyperplanes. The essential hyperplanes for G(m, 1, n) in Z m+1 are of the form (kn R,0 + n S,i − n S,j = 0) for 0 ≤ i < j ≤ m − 1 and −m < k < m, and (n R,0 = 0).
• The hyperplane (kn R,0 + n S,i − n S,j = 0) is said to be essential if there exists a prime ideal p of
The hyperplane (n R,0 = 0) is always assumed to be essential.
• If n does not belong to any essential hyperplane then n is said to be generic.
• If n belongs to the essential hyperplane (kn R,0 + n S,i − n S,j = 0) and n does not belong to any other essential hyperplane then n is said to be a generic element of (kn R,0 + n S,i − n S,j = 0). 7.7. If n ∈ Z m+1 does not belong to any essential hyperplane then the corresponding Rouquier families are independent of the choice of n. Similarly, if n is a generic element in some essential hyperplane then the Rouquier families for n are independent of the choice of n. A general element n ∈ Z m+1 will belong to a collection of essential hyperplanes H 1 , . . . , H k = 0. It has been shown by Chlouveraki [CH3] that Rouquier families have the property of semi-continuity. This means that the partition of Irr G(m, 1, n) into Rouquier families for n is the finest partition of Irr G(m, 1, n) that is refined by the Rouquier families partition of Irr G(m, 1, n) associated to each of the essential hyperplanes H i = 0. Therefore if λ and µ are in the same Rouquier family for some essential hyperplane H i = 0 then they are in the same Rouquier family for n.
Proposition ( [CH1] , Proposition 3.15). Let (n S,i − n S,j = 0) be an essential hyperplane and choose n to be a generic element of (n S,i − n S,j = 0). Then λ, µ ∈ P(n, m) are in the same Rouquier family of
and only if
(1) λ a = µ a for all a = s, t; and
Proof. The result [CH1, Proposition 3.15 ] is stated in terms of weighted content but [BK, Proposition 3.4] shows that we can reformulate the result in terms of residues. The weighting is (0, k), which in our case becomes (0, 0) since k = 0.
Now choose n to be a generic parameter for H G(m,d,n) . Then the partition of Irr G(m, 1, n) into Rouquier families for R(y)H G(m,1,n) (n) is the set of equivalence classes in Irr G(m, 1, n) under the transitive closure of ∼.
Proof. Since n is generic for H G(m,d,n) , the parameter h satisfies H i+p = H i for all i and no other linear relations. Therefore it follows from (7.5) that the only hyperplanes that might be essential for n (now considered a parameter for H G(m,1,n) ) are of the form (n S,i+jp − n S,i+kp = 0) for 0 ≤ i ≤ p − 1 and
However not all of these hyperplanes will be essential. Let us say that the m-multipartition λ is linked to the m-multi-partition µ if there exists an essential hyperplane (n S,i+jp − n S,i+kp = 0) containing n such that
Then, by Proposition 7.7 and the principal of semi-continuity, the Rouquier families for R(y)H G(m,1,n) (n)
are the set of equivalence classes in Irr G(m, 1, n) under the transitive closure of "linked". Since λ linked µ implies that λ ∼ µ, the Rouquier families refine the partition defined by ∼. Therefore we must show that if λ ∼ µ (via i + jp, i + kp say) then there exists a chain of m-multi-partitions λ = λ 1 , . . . , λ q = µ such that λ α is linked to λ α+1 for all 1 ≤ α ≤ q − 1. For each 0 ≤ i ≤ p − 1 and 0 ≤ j ≤ d − 1, the result [CH2, Lemma 3.6] says that the multi-partitions λ and (i, i + jp) · λ belong to the same Rouquier family for R(y)H G(m,1,n) (n), where (i, i+jp) is the transposition swapping the partitions λ i and λ i+jp . In particular, this result (assuming that d > 1) shows that there exists some l = 0 such that the hyperplane (n S,i − n S,i+lp = 0) is essential.
Applying the result [CH2, Lemma 3.6], we see that λ is in the same Rouquier family as Since the hyperplane (n S,i − n S,i+lp = 0) is essential, this implies that λ ′ is linked to µ ′ and there must be a chain from λ to µ as required.
7.8. We will require the following combinatorial result. The proof uses the representation theory of cyclotomic Hecke algebras, it would be interesting to have a direct combinatorial proof.
Lemma. Let λ and µ be two m-multi-partitions of n. Then Res λ (x) = Res µ (x) if and only if there exists a sequence of multipartitions λ = λ(1), . . . , λ(k) = µ ∈ P(m, n) and s(i) = t(i) ∈ {1, . . . , m}, 1 < i ≤ k, such that (1) λ(i − 1) a = λ(i) a for all a = s(i), t(i); and (2) Res (λ(i−1) s(i) ,λ(i−1) t(i) ) (x) = Res (λ(i−1) s(i) ,λ(i−1) t(i) ) (x), ∀ 1 < i ≤ k.
Proof. Let us fix n = (n R,0 , n R,1 , n S,0 , . . . , n S,m−1 ) with n R,0 = 1 ,n R,1 = 0 and n S,i = 0 for all 0 ≤ i ≤ m − 1. Then the Lemma is the result [CH1, Proposition 3.19] for our special parameter n, noting once again that [BK, Proposition 3.4 ] allows us to rephrase [CH1, Proposition 3.19] , which is stated in terms of weighted content, in language of residues. 7.9. We can now confirm the first part of Martino's conjecture for G(m, d, n).
Theorem. Let c : S(G(m, d, n)) → C be a G(m, 1, n)-equivariant function such that k = −1 and h ∈ Q m+1 .
Choose e ∈ N such that eh and eH i ∈ Z for all 0 ≤ i ≤ m − 1. Fix n R,0 = e, n R,1 = 0 and n S,j = e Proof. It is shown in [CH2, Theorem 3.10 ] that if λ is a d-stuttering m-multi-partition of n such that {λ} is a Rouquier family for R(y)H G(m,1,n) (n) then the sets {(λ, ǫ)}, ǫ ∈ C ∨ d , are Rouquier families for R(y)H G(m,1,n) (n). This agrees with Theorem 6.10 (1). The second part of [CH2, Theorem 3.10] shows that if P is a Rouquier family for R(y)H G(m,1,n) (n) not of the type just described then, in the notation of Theorem 4.11, Γ(P) is a Rouquier family for R(y)H G(m,d,n) (n). The result [M, Corollary 3.13] shows that the partition of Irr G(m, 1, n) into Rouquier families associated to H G(m,1,n) (n) refines the CM c (G(m, 1, n)) partition. Therefore there exists a CM c (G(m, 1, n))-partition Q such that P ⊆ Q. By Theorem 6.10 (2), Res µ i+pj (x e ) ∀ 0 ≤ i ≤ p − 1.
Combining the results Lemma 7.7 and Lemma 7.8 shows that λ, µ ∈ P(m, n) are in the same Rouquier family of R(y)H G(m,1,n) (n) if and only if the same condition holds. 
