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resumen
El uso de sistemas inteligentes en el registro de la propiedad industrial por parte de 
la ompi y oficinas nacionales competentes de diferentes países viene contribuyendo 
a la sustanciación de solicitudes, procesos de búsqueda y clasificación. Igualmen-
te, existen desarrollos de empresas privadas que facilitan la gestión del registro y 
seguimiento a través de diferentes aplicaciones. En particular, nos referimos a la 
experiencia de la Superintendencia de Industria y Comercio de Colombia en el 
desarrollo de un sistema basado en ia, que permitirá a los usuarios tomar decisiones 
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relacionadas con el registro, oposiciones, clasificación y sectorización de la solicitud 
basados en la Clasificación Internacional de Patentes (cip). 
Palabras clave: Inteligencia artificial; Registro de la Propiedad Industrial; Búsquedas 
automatizadas; Clasificación de marcas; Sectorización patentes. 
use of intelligent systems (ai) for ip registrer office 
abstract
The use of intelligent systems in the registration of industrial property by wipo 
and competent national offices from different countries, with a view to facilitate 
the conduct of applications and the search and classification proceedings. There 
are also interesting developments by private companies which facilitate the ma-
nagement of the registry and monitoring through different applications, created 
from artificial intelligence algorithms. In particular, we refer to the experience of 
the Superintendency of Industry and Commerce of Colombia (sic), in the deve-
lopment of a system based on ai, which allows users to make decisions related to 
the registration and eventual opposition to the registration of a trademark.
Keywords: Artificial Intelligence; Industrial Property Registration; Automated 
Searches; Trademark Classification; Patent Sectorization.
“La ia es una frontera digital nueva que tendrá una 
profunda incidencia en el mundo” 
Francis Gurry, Director General de la ompi (2018). 
introducción
La Inteligencia Artificial (ia) viene siendo utilizada por varias oficinas nacionales 
competentes para apoyar a usuarios en la búsqueda de antecedentes marcarios, clasi-
ficación de patentes, búsqueda de estado de la técnica, entre otras aplicaciones útiles, 
y tiene un enorme potencial en la gestión de registro de la propiedad industrial para 
apoyar el examen de las solicitudes mediante toma de decisiones automatizadas. 
En efecto, a través de sistemas de machine learning1 (aprendizaje automático) que 
aplican algoritmos a la información contenida en bases de datos, se logran obtener 
patrones y se infiere información para arrojar puntajes, clasificaciones o cálculos 
de riesgo que resultan útiles tanto para usuarios como examinadores. 
1 Machine learning es el estudio de algoritmos y modelos estadísticos utilizados por 
sistemas computacionales para llevar a cabo una tarea específica de forma efectiva sin 
instrucciones explícitas, apoyándose en patrones e inferencias.
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La utilización de estos sistemas favorece no solo la eficiencia sino que mejora 
la calidad de las decisiones al permitir superar la subjetividad en los exámenes 
de registrabilidad, que se logra cuando se adelanta un proceso de entrenamiento 
adecuado que evite sesgos que influyen en la decisión propuesta, por dos aspectos: 
en primer lugar, por no tomar una muestra aleatoria estadísticamente válida y, en 
segundo lugar, porque se alimenta con un historial de decisiones anteriores que 
utilizan criterios que debieron ser revaluados. 
Este artículo tiene como propósito analizar la manera en que ha contribuido 
la ia a la gestión de la propiedad industrial.  
i. concepto de inteligencia artificial 
La Inteligencia Artificial (ia) es una disciplina de las ciencias informáticas cuyo 
objeto es elaborar máquinas y sistemas que puedan llevar a cabo tareas que requie-
ren inteligencia humana, con una intervención humana limitada o nula. La ocde 
ha adoptado la siguiente definición sobre ia:, “un sistema basado en la máquina 
que puede, para un determinado conjunto de objetivos definidos por humanos, 
hacer predicciones, recomendaciones o decisiones que influyen en entornos reales 
o virtuales”2. 
El aprendizaje automático y el aprendizaje profundo son dos ramas de la ia3. 
Una de dichas técnicas de aprendizaje automático es el deep learning, que utiliza 
“redes neuronales” (Navas, 2017)4, a través de las cuales la máquina actúa como 
una red neuronal que imita el funcionamiento del cerebro, y otras técnicas son la 
ingeniería del conocimiento, sistemas basados en reglas, razonamiento basado en 
casos, sistemas expertos, técnicas de representación de conocimiento, procesamiento 
del lenguaje natural y minería de datos.
Así entendida, la inteligencia artificial (ia) está impulsando desarrollos en tec-
nología de todo orden: vehículos autónomos, diagnósticos médicos y manufactura 
avanzada, pronóstico del tiempo, rendimiento de los cultivos, detección de cáncer, 
productividad industrial, entre otros,  cuyo crecimiento se impulsa gracias a la 
potencia de procesamiento computacional que permite detectar patrones entre 
millones de datos que con apoyo en la ia se relacionan para mejorar procesos, 
ingeniería del conocimiento, sistemas basados en reglas, razonamiento basado en 
casos, sistemas expertos, técnicas de representación de conocimiento, procesamiento 
del lenguaje natural y minería de datos
2 Estado de la Técnica en el uso de tecnologías emergentes en el sector público. ocde. 2019. 
3 Ob, cit. supra, p. 4.
4 Navas Navarro, S., “Derecho e inteligencia artificial desde el diseño”, en Navas 
Navarro, Susana (coord.), Inteligencia artificial: tecnología, derecho, Valencia, Tirant Lo 
Blanch, 2017, p. 52. 
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ii. la tecnología utilizada
El algoritmo constituye una secuencia de operaciones lógicas que se traducen en 
instrucciones para que un sistema adopte decisiones automáticamente5 utilizando 
como insumo importantes volúmenes de datos (Big Data) que sirven en este caso 
para proponer soluciones a decisiones administrativas y en el ámbito privado para 
variados fines; a modo de ejemplo, que los usuarios de un servicio de registro de la 
propiedad industrial puedan adoptar decisiones relativas a trámites que adelantan6. 
Los resultados que se obtengan se basan en entradas de datos y parámetros inferidos 
de una muestra independiente de datos, generando como ventajas su fiabilidad 
y precisión, ya que efectúan la toma de decisiones pertinente sin ambigüedades. 
Una de las técnicas de aprendizaje automático es el deep learning (aprendizaje 
profundo) (LeCun, 2015) que utiliza redes neuronales7 y tiene como objetivo imitar 
el principio de funcionamiento de un cerebro humano compuesto por millones 
de neuronas. El objetivo principal consiste en entrenar un modelo matemático lo 
suficientemente complejo y con un volumen de información elevado, de modo 
que sea capaz de resolver tareas complejas a partir del mismo principio de funcio-
namiento de una red de neuronas biológica, en el que cada neurona es experta en 
una tarea muy específica.
Este tipo de modelo matemático utilizado para representar el comportamiento 
de las neuronas biológicas es conocido como redes neuronales artificiales o, sim-
plemente, redes neuronales. Aunque el concepto fue desarrollado desde la década 
de 1960 (Ivakhnenkom 1970), solo fue hasta los 2000 en que fueron finalmente 
utilizadas gracias al elevado desarrollo a nivel de hardware que permitió reducir el 
tiempo de cálculo de las operaciones matemáticas en los computadores.
El principio de funcionamiento de las redes de neuronas artificiales está fun-
damentado en la capacidad de cada neurona para “aprender” a activarse, o no, a 
partir de las entradas que recibe, o estímulos. La salida de cada neurona puede 
estar conectada a otras neuronas, de modo que la activación de una neurona afecta 
directamente la información que reciben las neuronas que le siguen. Lo anterior 
implica que el proceso de aprendizaje de una red de neuronas para ejecutar ope-
5 Moschovakis, Y., “What is an algorithm?”, en Engquist, B., & Schmid, W. (Eds.) 
Mathematics Unlimited — 2001 and beyond, Part ii, Springer, 2001, pp. 919-936; Buss, 
S., Alexander, S., Pillay, A., & Shore, R., “The Prospects for Mathematical Logic in 
the Twenty-First Century”, en The Bulletin of Symbolic Logic, 7, 2, 2001, pp. 169-196; 
Blass, A., & Gurevich, Y., “Algorithms: A Quest for Absolute Definitions”, p. Bulletin 
of the European Association for Theoretical Computer Science, 81, 2003, pp. 195-225; 
Gurevich, Y., “What is an Algorithm? (Revised)”, en A. Olszewski et al. (Eds.) Church’s 
Thesis: Logic, Mind and Nature, Copernicus Center Press, 2014, pp. 1-15. 
6 De La Sierra, S., “Inteligencia artificial y justicia administrativa: una aproximación 
desde la teoría del control de la administración pública”, en Revista General de Derecho 
Administrativo, 53, 2020, pp. 1-19. 
7 Navas Navarro, S., “Derecho e inteligencia artificial desde el diseño”, en Navas 
Navarro, Susana (coord.), Inteligencia artificial: tecnología, derecho, Valencia, Tirant Lo 
Blanch, 2017, p. 52. 
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raciones complejas, tales como la detección de objetos o el reconocimiento de 
texto, requieren de modelos compuestos por miles de millones de parámetros, 
volúmenes de información muy elevados y recursos de cómputo potentes, que 
permitan entrenar correctamente los modelos.
iii. la ia y su aplicación en la gestión de registros de la pi
En el mundo se presentan cada año aproximadamente 3,2 millones de solicitudes 
de patente, 7 millones de solicitudes de registro de marca y 1 millón de solicitu-
des de registro de diseños industriales, lo que supera en gran medida la capacidad 
del recurso humano disponible en las oficinas competentes para el registro de la 
propiedad industrial, según datos de la ompi. 
Consciente del desafío que ello implica, la ompi desarrolló una herramienta 
basada en inteligencia artificial para buscar imágenes de marcas (wipo Brand 
Image Search), incorporada a la Base Mundial de Datos sobre Marcas de la orga-
nización y elaboró una herramienta avanzada de traducción automática neuronal 
que lleva el nombre de wipo Translate, que se comparte con 14 organizaciones 
intergubernamentales y diversas oficinas de patentes de todo el mundo y presentó 
en mayo de 2018 una herramienta que utiliza tecnología de redes neuronales para 
la clasificación automática de patentes en el marco del sistema de la Clasificación 
Internacional de Patentes (cip), conocida como  ipccat-neural, que viene siendo 
perfeccionada utilizando información actualizada contenida en las patentes para 
facilitar el acceso y las búsquedas sobre el estado de la técnica por parte de los 
examinadores. 
En el tema de marcas, el algoritmo de similitud de imagen basado en ia de la 
ompi se puede utilizar con diversos criterios de búsqueda; a manera de ejemplo, 
limitando la lista de resultados a un determinado conjunto de territorios o a una o 
varias partes de la Clasificación Marcaria Internacional de Niza, de manera que los 
usuarios pueden buscar una imagen compleja o compuesta obteniendo imágenes 
similares con resultados más pertinentes. 
Igualmente, diversas oficinas de pi del mundo han desarrollado y empleado 
otras aplicaciones de ia8. Por su parte, varias empresas privadas, como Clarivate, 
han desarrollado plataformas como CompuMark, que permite la búsqueda de 
marcas en varios países del mundo en forma simultánea, así como Corsearch con 
su herramienta TrademarkNow permite búsquedas de marcas y ofrece servicios 
para empresas, bufetes de abogados o agencias de marcas procedimientos de ob-
servación u oposición. 
En este contexto, la ia se presenta entonces como un elemento importante 
en la gestión de la propiedad industrial tanto privada como pública para facilitar 
8 Diálogo de la ompi sobre propiedad intelectual (pi) e inteligencia artificial (ia). wipo/
ip/ai/2/ge/20/1. 21 de mayo de 2020. 
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la búsqueda de antecedentes marcarios, facilitar el examen de patentes e incluso 
ampliar su uso en la búsqueda y comparación de secuencias genéticas relacionadas 
con determinadas solicitudes de patentes como lo señala igualmente el director 
de la ompi. 
iv. un caso de estudio: el desarrollo basado en ia para la sic
A finales del año 2019, el gobierno colombiano aprobó la Política Nacional para 
la Transformación Digital e ia, cuyo objetivo, de acuerdo con el Mintic, es pro-
mover el uso estratégico de tecnologías digitales en los sectores público y privado. 
Esta política busca crear alianzas internacionales para la innovación, el diseño y 
ejecución de iniciativas que fomenten el emprendimiento y la transformación di-
gital. Sus prioridades son la creación de un mercado de ia en el país y la atracción 
de talento internacional9. 
Conforme a los lineamientos generales y las políticas de Gobierno Digital 
recogidas en el Decreto n.° 1078 de 2015 y en el Decreto n.° 1008 de 2018, a 
través de los cuales se promueve el uso y aprovechamiento de las tecnologías de la 
información y las comunicaciones, la Superintendencia de Industria y Comercio 
identificó la necesidad de contar con nuevas herramientas inteligentes para dar 
soluciones a procesos repetitivos, disposición de datos de calidad, estructurados 
y obtener rendimiento de dichos datos para la toma de decisiones de calidad en 
tiempo real, aplicando sistemas de tecnología de la información que copien com-
portamientos humanos que permitan aprender y resolver problemas de manera 
ágil y eficaz, evitando errores y obtener resultados predictivos y estandarizados para 
mejorar los indicadores claves.  
En este contexto, la sic suscribió con la Universidad Sergio Arboleda un 
Convenio de Cooperación para desarrollar un sistema inteligente que permita 
a los titulares o solicitantes de signos distintivos tomar decisiones informadas 
sobre solicitudes de registro, a través de búsquedas de información contenida en 
las Gacetas de Propiedad Industrial activas, para analizar si un signo distintivo 
puede estar incurso en alguna de las causales de irregistrabilidad contenidas en 
el artículo 136 de la Decisión 486 de la Comunidad Andina, al compararlo con 
posibles marcas similares. De igual manera, un sistema inteligente con la capacidad 
de realizar procesos de clasificación automática de patentes. A continuación, se 
realiza el proceso de descripción de ambos sistemas.
9 bid, “La inteligencia artificial al servicio del bien social en América Latina y el Ca-
ribe”, 2020. 
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1. consig (Sistema desarrollado para la sic) 
Solución propuesta
Se desarrolló una herramienta denominada consig para la evaluar si un signo 
distintivo puede estar incurso en alguna de las causales de irregistrabilidad. La 
evaluación se realiza mediante el análisis de la marca desde dos perspectivas: a 
nivel gráfico y a nivel de texto. En ambos casos, se utilizan técnicas de Aprendizaje 
Automático y modelos de Aprendizaje Profundo, los cuales ejecutan un análisis 
complementario 100% automático. 
Algunos de los trabajos previos que se han desarrollado en el área de Content 
Based Image Retrieval (Rehman, 2012) ejecutan el análisis a partir de características 
hand-crafted, tales como eigenvectores, colores, texturas y gradientes. Sin embargo, 
luego de los resultados obtenidos a partir de 2010 en diferentes áreas del conoci-
miento con metodologías basadas en modelos de Aprendizaje Profundo (Lecun, 
2015), se ha demostrado que la representación de los datos mediante enfoques 
jerárquicos permite obtener resultados notablemente mejores que los obtenidos con 
las características de bajo nivel, como lo son las hand-crafted. Adicionalmente, una 
de las principales ventajas de los modelos Deep es que pueden ser adaptados para 
ser utilizados en aplicaciones similares a las que inicialmente fueron concebidos. Por 
ejemplo, un modelo entrenado con millones de imágenes para detectar la presencia 
de peatones en fotografías puede ser adaptado para aprender a detectar el logo 
dentro de una imagen, como se realizó en la solución desarrollada. Esta técnica se 
denomina Transfer Learning (Torrey, 2010) y ha demostrado buenos resultados en 
un amplio número de aplicaciones que requieren modelos de aprendizaje profundo.
Como se describe en los siguientes apartados, la herramienta desarrollada in-
tegra múltiples conceptos y modelos estadísticos en diferentes etapas del proceso 
de evaluación de similitud: análisis espectral, identificación de la región de interés, 
análisis de características jerárquicas, análisis fonético y léxico. Lo anterior permite 
que la respuesta retornada al usuario esté compuesta por análisis interpretables. 
Esto último es en general uno de los principales problemas que limita el uso de 
modelos de Aprendizaje Profundo (Gao, 2018) en aplicaciones industriales.
Descripción de la solución
El análisis de la similitud es realizado entre una marca cargada por el usuario, a 
través de un interfaz gráfico y un conjunto de marcas ya registradas en la base de 
datos de la sic.  La respuesta para el usuario es un conjunto de scores entre 0% y 
100%, que indican el grado de similitud entre la imagen de entrada y cada una de 
las marcas activas, siendo 0% nada parecido y 100%, idéntico. Cabe resaltar que 
el score total está compuesto por varios análisis independientes con el objetivo de 
incrementar la robustez del algoritmo: color, formas, sintáctico y léxico. 
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El servicio ia desarrollado está compuesto por dos módulos principales: extrac-
ción de características y evaluación de similaridad, como se presenta en la Figura 1. 
Con el objetivo de reducir el tiempo de respuesta al usuario, la solución propuesta 
ejecuta el análisis de las marcas activas en la base de datos offline (mediante un job, 
como se explicará más adelante) y únicamente hace la extracción de características 
de la marca cargada por el usuario online. 
Figura 1. Módulos del servicio ia de consig
A continuación, se describirán los dos módulos principales que componen con-
sig, teniendo en cuenta que la extracción de las características es una etapa que se 
ejecuta en dos momentos diferentes: el primero, con las marcas activas en la base 
de datos y el segundo, con la nueva marca cargada por el usuario.
A. Extracción de características
E l primer módulo del sistema ia extrae las características más relevantes de una 
marca a través del análisis independiente de color, forma y texto. El primero de 
estos análisis busca identificar la información espectral más importante que está 
contenida en una imagen, mediante la evaluación de los histogramas de color. 
Así mismo, incluye la identificación de los colores Pantone presentes, en caso de 
que la marca reivindique un color. El segundo análisis fue desarrollado a través de 
un enfoque de Deep Learning (en adelante dl), con el objetivo de identificar la 
distribución espacial de los diferentes componentes en la imagen, así como reco-
nocer representaciones más abstractas, imposibles de describir solo a partir de la 
información color. Finalmente, el tercer análisis implica extraer las características 
léxicas del texto ingresado por el usuario.
Es importante resaltar que la extracción de características de color y forma son 
calculadas para las marcas figurativas o mixtas, es decir, las que incluyen una imagen 
de la marca y las características del texto son extraídas para las marcas nominativas 
o mixtas, a partir de las palabras ingresadas por el usuario.
Características de color
Una imagen en el espacio de color rgb (Red, Green, Blue) está representada como 
la combinación de 3 imágenes, conocidas como canales, en escala de grises. Esto 
A continuación, se describirán los dos módulos principales que componen CONSIG, 
teniendo en cuenta que la extracción de las características es una etapa que se 
ejecuta en dos momentos diferentes: el primero, con las marcas activas en la base 
de datos y el segundo, con la nueva marca cargada por el usuario.
A. Extracción de características
El primer módulo del sistema IA extrae las características más relevantes de una 
marca a través del análisis independiente de color, forma y texto. El primero de estos 
análisis busca identificar la información espectral más importante que está 
cont nida en una imagen, mediante l  ev luación de los histogramas de color. Así
mismo, incluye la identificación de los colores Pantone presentes, en caso de que 
la marca reivindique un color. El segundo análisis fue desarrollado a través de un 
enfoque de Deep Learning (en adelante DL), con el objetivo de identificar la 
distribución espacial de los diferentes componentes en la imagen, así como 
reconocer representaciones más abstractas, imposibles de describir solo a partir de 
la informa ión color. Finalmente, el tercer análisis implica extraer las racterísticas 
léxicas del texto ingresado por el usuario.
Es importante resaltar que la extracción de características de color y forma son 
calculadas para las marcas figurativas o mixtas, es decir, las que incluyen una 
imagen de la marca y las características del texto son extraídas para las marcas 
nominativas o mixtas, a partir de las palabras ingresadas por el usuario.
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quiere decir que, para cada color existente, hay una combinación posible de los 
3 colores primarios rojo, verde y azul que lo representa fielmente. Cabe resaltar 
que cada uno de estos canales es completamente independiente de los otros dos.
Un histograma es una representación gráfica que permite representar la fre-
cuencia de los colores en una imagen. Las características de color calculadas fueron 
extraídas de manera independiente por canal a partir de los histogramas. En la 
Figura 2 se presentan los histogramas extraídos para una imagen de la base de datos 
lld (Large Scale Logo Dataset). 
En esta imagen, por ejemplo, se puede observar un elevado número de pixeles 
con valores de intensidad alrededor 200 en el canal rojo y de alrededor de 140 en el 
canal azul. Esto se explica porque el color fucsia de la imagen se construye a partir 
de la combinación de rojo y azul. Por otra parte, se puede observar que el canal 
verde tiene la gran mayoría de pixeles con valores inferiores a 50. Esto indica que 
la imagen no tiene colores ni combinaciones que requieren del canal verde. Final-
mente, se puede observar también que en todos los canales hay pixeles con valores 
cercanos a 255 (que es el valor máximo). Esto se explica porque el color blanco 
se construye en el espacio rgb como la combinación de 255 en todos los canales.
Figura 2. Histogramas por canal de una imagen
El cálculo de las características de color se realiza a partir de los histogramas por 
canal de cada imagen. Se tomaron los primeros tres momentos estadísticos por 
canal: media, desviación estándar y skew. De modo que en total se calcularon 9 
características de color por imagen. Las características de color calculadas están 
basadas únicamente en la información espectral identificada a partir de los histo-
gramas por canal. De manera experimental, así como en la bibliografía disponible, 
se encontró que los seres humanos utilizan este tipo de características para evaluar 
de manera rápida la similitud entre diferentes imágenes.
Por otra parte, se desarrolló un módulo para identificar los colores de la escala 
Pantone presentes en la imagen. La escala Pantone solid coated está compuesta 
por 1.860 colores rgb y es muy común en el ámbito del marketing y la impresión 
digital. Sin embargo, no puede ser directamente utilizada para la extracción de 
características debido a que el número total de colores en el espacio rgb es con-
siderablemente más grande (2.553 = 16,7 millones). A partir de lo anterior, el 
módulo de análisis Pantone desarrollado identifica automáticamente los colores 
Características de color
Una imagen en el espacio de color RGB (Red, Green, Blue) está representada como 
la combinación de 3 imágenes, conocidas como canales, en escala de grises. Esto 
quiere decir que, para cada color existente, hay una combinación posible de los 3 
colores primarios rojo, verde y azul que lo representa fielmente. Cabe resaltar que 
cada uno de estos canales es completamente independiente de los otros dos.
Un histograma es una representación gráfica que permite representar la frecuencia 
de los colores en una imagen. Las características de color calculadas fueron 
extraídas de manera independi nt por canal a partir de los histogramas. En la 
Figura 2 se presentan lo  histogramas extraídos para una imagen de la base de 
datos LLD (Large Scale Logo Dataset). 
En esta imagen, por ejemplo, se puede observar un elevado número de pixeles con 
valores de intensidad alrededor 200 en el canal rojo y de alrededor de 140 en el 
canal azul. Esto se explica porque el color fucsia de la imagen se construye a partir 
de la combinación de rojo y azul. Por otra parte, se puede observar que el canal 
verde tiene la gran mayoría de pixeles con valores inferiores a 50. Esto indica que 
la imagen no tiene colores ni combinaciones que requieren del canal verde. 
Finalmente, se puede observar también que en todos los canales hay pixeles con 
valores cercanos a 255 (que es el valor máximo). Esto se explica porque el color 
blanco se construye en el espacio RGB como la combinación de 255 en todos los 
canales.
Figura 2. Histogramas por canal de una imagen
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Pantone presentes en la imagen cargada por el usuario y, en caso de haberlos, los 
incluye en la respuesta que es retornada.
Características de forma
La extracción de características de forma está dividida en dos etapas dl: identifica-
ción automática de la región de interés y cálculo de características. Lo anterior, se 
realizó con el objetivo de obtener las características lo más discriminantes posibles 
a partir de la imagen de entrada.
Ex tracción de región de interés
La región de interés, también conocida como roi (Region of Interest), es el área de 
la imagen que contiene suficiente información para identificar la imagen completa. 
En el caso particular de la evaluación de similitud de marcas, fue necesario agregar 
esta etapa debido a la falta de homogeneidad de las imágenes en la proporción del 
tamaño del logo y el tamaño total. Particularmente, se encontraron un gran número 
de imágenes en las que el logo ocupaba una región muy pequeña del total, por lo 
que las técnicas clásicas de extracción de características no arrojaban características 
lo suficientemente discriminantes. En la Figura 3 se presentan dos de las imágenes 
presentes en la base de datos que ocupan una región muy pequeña de la imagen.
Figura 3. Ejemplos de marca con logos pequeños
La etapa de extracción de la roi está fundamentada sobre una arquitectura dl co-
nocida como Faster r-cnn (Ren et al., 2015), la cual permite identificar y clasificar 
automáticamente objetos en diferentes escenarios. Sin embargo, su funcionamiento 
no es el correcto para la detección de la roi en imágenes tan particulares, como 
lo son las marcas.
Fue por esto que se llevó a cabo una etapa de entrenamiento utilizando imágenes 
de marcas disponibles en el dataset Flickr logos 27 (Kalantidis, 2011), compuesto 
por cerca de 5 mil imágenes. Una de las características más importantes de este 
la imagen que contiene suficiente información para identificar la imagen completa. 
En el caso particular de la evaluación de similitud de marcas, fue necesario 
agregar esta etapa debido a la falta de homogeneidad de las imágenes en la 
proporción del tamaño del logo y el tamaño total. Particularmente, se encontraron 
un gran número de imágenes en las que el logo ocupaba una región muy pequeña 
del total, por lo que las técnicas clásicas de extracción de características no 
arrojaban características lo suficientemente discriminantes. En la Figura 3 se 
presentan dos de las imágenes presentes en la b se de datos que ocupan un  
región muy p queña de la imagen.
Figura 3. Ejemplos de marca con logos pequeños
la imagen que contiene suficiente información para identificar la imagen completa. 
En el caso particular de la evaluación de similitud de marcas, fue necesario 
agregar esta etapa debido a la falta de homogeneidad de las imágenes en la 
proporción del tamaño del logo y el tamaño total. Particularmente, se encontraron 
un gran número de imág nes en las que el logo ocupaba una región muy pequeña 
del total, por lo que las técnicas clásicas de extracción de características no 
arrojaban características lo suficientemente discriminantes. En la Figura 3 se 
presentan dos de las imágenes presentes en la base de datos que ocupan una 
región muy pequeña de la imagen.
Figura 3. Ejemplos de marca con logos pequeños
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dataset es que cuenta con las roi de cada imagen ya etiquetadas. Esto último, per-
mitió realizar lo que se conoce como transfer learning y lograr adaptar el modelo 
inicial de Faster r-cnn e identificar de manera confiable la región de interés en 
las imágenes de marcas.
Transfer learning
El transfer learning (Torrey, 2010) es una estrategia muy utilizada en Deep Lear-
ning que ha demostrado buenos resultados en múltiples aplicaciones, incluyendo 
el procesamiento de imágenes: detección de objetos, segmentación, clasificación, 
entre otras. La idea de base del transfer learning consiste en tomar un modelo dl
desarrollado para una aplicación y adaptarlo a otra aplicación relacionada.
En el caso en particular del sistema consig, la extracción de la región de interés 
consiste en la identificación del área de la imagen que con mayor probabilidad 
contiene el logo. Por ejemplo, en el caso de Faster rcnn, el modelo fue entrenado 
originalmente para identificar hasta 1.000 objetos diferentes en un amplio número 
de escenarios. Sin embargo, su funcionamiento no es el correcto al identificar la 
ubicación del logo. En la Figura 4 se presenta un ejemplo de las predicciones de 
la roi, utilizando el modelo original de Faster rcnn.
Figura 4. Regiones de interés con modelo original de Faster rcnn
Como se puede observar, las regiones que predice corresponden únicamente a bg
(background o fondo) y no encuentra en ninguno de los casos, las regiones donde 
están localizados los logos. Es por esto que fue necesario adaptar el modelo para 
resolver el problema de identificación de la roi en imágenes de marcas.
La adaptación del modelo inicial para que aprenda a resolver el problema de 
la identificación del logo depende en gran medida de disponer de un conjunto de 
imágenes de entrenamiento adecuado. Lo anterior implica tener una base de datos 
con imágenes de logos en los que se encuentren anotadas la roi de cada imagen. 
Sin embargo, a pesar de disponer de miles de imágenes en la base de datos de la 
sic, estas no fueron utilizadas en el entrenamiento porque no cuentan con las 
anotaciones que indiquen dónde se encuentra la roi de cada marca.
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Luego de realizar una revisión bibliográfica extensa, se identificó un dataset 
con imágenes de marcas con las roi anotadas: Flickr 27 dataset. Sin embargo, la 
mayoría de las imágenes corresponden a fotos del mundo real en las que aparece 
un logo rodeado de otros objetos, como por ejemplo una valla publicitaria con 
texto y un logo de una marca de ropa. En la Figura 5 se presentan algunas de las 
imágenes disponibles en el dataset.
Figura 5. Ejemplos de imágenes de Flickr 27
Por esto, fue necesario seleccionar manualmente las imágenes con características 
similares a aquellas marcas registradas en la sic para realizar el entrenamiento. El 
conjunto de marcas seleccionado está compuesto por 156 imágenes y en la Figura 
6 se presentan tres de las marcas seleccionadas de Flickr 27.
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similares a aquellas marcas registradas en la SIC para realizar el entrenamiento. El 
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Figura 6. Tres imágenes de Flickr 27 seleccionadas para el entrenamiento 
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Figura 6. Tres imágenes de Flickr 27 
seleccionadas para el entrenamiento
El siguiente paso consistió en entrenar el modelo inicial de Faster rcnn con el 
conjunto de imágenes seleccionado y se dividió así: 70% para entrenamiento, 
20% para validación y 10% para test. Después, se siguió una estrategia clásica 
para adaptar la red neuronal al problema de identificación de logos: “congelar” los 
pesos de las neuronas que codifican la imagen y únicamente actualizar los pesos 
de las últimas capas de decodificación. Se ejecutaron 20 épocas de entrenamiento 
y al final se tomó el modelo con mejor rendimiento en el conjunto de prueba.
Luego de obtener un modelo adaptado al problema de detección de logos, 
su funcionamiento fue evaluado en marcas de la sic. En la Figura 7 se presentan 
los resultados al predecir la roi en algunas de las marcas registradas en la base de 
datos de la sic en el año 2020.
Figura 7. Regiones de interés de algunas marcas
El siguiente paso consistió en entrenar el modelo inicial de Faster RCNN con el 
conjunto de imágenes sel ccion do y s  dividió así: 70% para entrenamiento, 20% 
para validación y 10% para test. Después, se siguió una estrategia clásica para 
adaptar l  red neuronal al problema de identificación de log s: “cong lar” los pesos 
de las neuronas que codifican la imagen y únicamente actualizar los pesos de las 
últimas capas de decodificación. Se ejecutaron 20 épocas de entrenamiento y al 
final se tomó el modelo con mejor rendimiento en el conjunto de prueba.
Luego de obtener un modelo adaptado al problema de detección de logos, su 
funcionamiento fue evaluado en marcas de la SIC. En la Figura 7 se presentan los 
resultados al predecir la ROI en algunas de las marcas registradas en la base de 
datos de la SIC en el año 2020.
Figura 7. Regiones de interés de algunas marcas
Finalmente, graci s a la adaptación del modelo de Faster RCNN para la detección de 
los logos, se utiliza para la predicción de la ROI de las marcas tanto de las 
registradas, como para las imágenes que son cargadas por los usuarios. Cabe 
resaltar que, en caso de que el algoritmo no encuentre una ROI válida, se asigna 
como ROI la imagen completa. Esto último puede ocurrir cuando los logos ocupan 
toda la imagen, por ejemplo.
Extracción de características de forma
La extracción de las características de forma está fundamentada en un modelo DL
denominado R-MAC (Regional Maximum Activation of Convolutions) (Tolias, 2016), 
el cual permite representar una imagen como un vector de n-elementos. Esta 
arquitectura ha sido implementada en diferentes escenarios de detección de objetos 
y ha demostrado ser lo suficientemente robusta para representar las características 
más importantes de una imagen.
En el caso de CONSIG, se adaptó el modelo de RMAC para representar cada imagen 
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Finalmente, gracias a la adaptación del modelo de Faster rcnn para la detec-
ción de los logos, se utiliza para la predicción de la roi de las marcas tanto de las 
registradas, como para las imágenes que son cargadas por los usuarios. Cabe resaltar 
que, en caso de que el algoritmo no encuentre una roi válida, se asigna como roi 
la imagen completa. Esto último puede ocurrir cuando los logos ocupan toda la 
imagen, por ejemplo.
Extracción de características de forma
La extracción de las características de forma está fundamentada en un modelo dl 
denominado r-mac (Regional Maximum Activation of Convolutions) (Tolias, 
2016), el cual permite representar una imagen como un vector de n-elementos. 
Esta arquitectura ha sido implementada en diferentes escenarios de detección de 
objetos y ha demostrado ser lo suficientemente robusta para representar las carac-
terísticas más importantes de una imagen. 
En el caso de consig, se adaptó el modelo de rmac para representar cada 
imagen de entrada por un vector de 512 características, con valores decimales en 
el rango entre 0 y 1. Cabe resaltar que las características son extraídas únicamente 
en la roi identificada en la sección anterior.
Características de texto
A nivel de las características del texto que compone una marca, extraemos como 
características las palabras que componen el texto y sus representaciones fonéticas.
Eliminamos de la representación textual de una marca todas aquellas palabras 
que carecen de valor dentro del análisis, como artículos, pronombres y preposicio-
nes. Nuestro modelo acepta palabras tanto en español como en inglés, ya que estos 
dos lenguajes explican el 93% de las marcas existentes en la base de datos nacional. 
A partir de las palabras filtradas y su composición a nivel de caracteres, calculare-
mos la similitud léxica entre dos marcas, como se explicará en la siguiente sección.
Para cada palabra filtrada, además, construimos una representación que nos 
permitirá saber si estas palabras comparten pronunciaciones similares. Estas re-
presentaciones se logran aplicando algoritmos fonéticos que dividen de manera 
aproximada la palabra por el sonido que produce cada una de las sílabas que la 
componen e identifican incluso las sílabas de mayor peso tónico.
Para ser más precisos, cada uno de estos algoritmos crea una representación 
fonética específica de una sola palabra. Por lo general, dicha representación es una 
cadena de longitud fija o de longitud variable que consta solo de letras o una com-
binación de letras y dígitos. La estructura detallada de la representación depende 
del algoritmo. Si dos representaciones, calculadas con el mismo algoritmo, son 
similares, las dos palabras originales se pronuncian de la misma manera sin importar 
cómo se escriban o los caracteres que las componen. Esto ayuda a detectar palabras 
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que suenan similares incluso si se escriben de manera diferente, sin importar si se 
hacen a propósito o por accidente.
Los algoritmos se diseñan con un determinado lenguaje o propósito en mente, 
y no encajan en los demás idiomas exactamente de la misma manera. El algoritmo 
original de Soundex (Pinto, 2012) se centra en el idioma inglés, mientras que Köl-
ner Phonetik (Jokisch, 2017) se centra en el idioma alemán, que contiene diéresis 
y otros caracteres especiales. Dado que nuestro foco con marcas registradas en 
Colombia diseñamos algoritmos enfocados a español a partir de algunos existentes 
para inglés. Específicamente se usaron las versiones originales de los algoritmos 
Soundex y Metaphone y sus variantes para el lenguaje español. Las variantes fueron 
diseñadas específicamente para el sistema de ia de la sic y contiene jerga e incluso 
regionalismos colombianos.
B. Cálculo de similitud
La evaluación de la similitud entre una marca cargada por un usuario y otro 
conjunto de marcas existente se realiza a partir de las características descritas en 
la sección anterior. Esto implica que el análisis de similitud se realiza desde tres 
ángulos diferentes y complementarios: color, forma y texto. Las primeras dos son 
exclusivas de imágenes y la tercera, únicamente en el texto. En consecuencia, el 
cálculo de la similitud se realiza desde las tres mismas perspectivas, y al final son 
integrados en un score total, el cual también es presentado al usuario.
Coseno como medida de similitud
En este punto del proceso, cada imagen, tanto las de la base de datos como la 
cargada por el usuario, se encuentra representada como dos vectores de caracte-
rísticas: el primero, que representa las características de color, de 9 elementos; y el 
segundo, de las características de forma, de 512 elementos. Lo anterior, implica 
que la evaluación de la similitud entre la marca cargada por el usuario y cada una 
de las marcas vigentes en la base de datos debe ser realizada mediante un cálculo 
de una métrica. Cabe resaltar que este cálculo se realiza entre cada vector de ca-
racterísticas de la imagen de entrada y los vectores de características de todas las 
imágenes vigentes en la base de datos.
Durante el desarrollo de consig, se evaluaron varias métricas para calcular la 
similitud entre vectores de alta dimensión, tales como: distancia euclídea, distan-
cia Mahalanobis, distancia Manhattan y el coseno. Los mejores resultados fueron 
obtenidos a través del coseno, el cual es calculado como el producto punto entre 
los dos vectores. En la Figura 8 se presenta un ejemplo de la similitud entre los 
vectores A y B a partir del coseno.
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Figura 8. Similitud de dos vectores a partir  
del coseno (Similar, No relacionado, Opuesto)
A partir de lo anterior, la evaluación de la similitud de los vectores de características 
(color y forma) de la imagen de entrada y los de las marcas activas en la base de 
datos, se realiza de manera independiente a partir del coseno. Esto quiere decir 
que tanto el vector de características de color como el vector de características de 
forma son comparados contra los vectores de las n imágenes activas. A partir de 
lo anterior si, por ejemplo, hay 10 marcas activas en la base de datos, en total se 
calcularán 20 valores de similitud: 10 para las características de color y 10 para las 
características de forma.
Con respecto a los valores retornados por el coseno, corresponde a valores 
decimales en el rango entre -1 y 1, en donde 1 implica total similitud y -1 es 
total disimilaridad. En el caso de consig, se mapean los valores de coseno para 
retornar un valor decimal entre 0.0 y 1.0, en donde 0.0 es nada parecido y 1.0 es 
idéntico. El cálculo del coseno fue vectorizado con el objetivo de reducir el costo 
computacional de esta operación.
Similitud de contenido textual
Para marcas nominativas (i.e. puramente textuales) se implementaron en consig 
modelos fonéticos que permiten establecer similitud por pronunciaciones equi-
valentes o cercanas y un modelo sintáctico/léxico que analiza el texto a nivel de 
caracteres y palabras.  
Similitud sintáctica/léxica: la similitud entre componentes nominativos de marca 
es un análisis que requiere contemplar equivalencias no exactas. Así por ejemplo, 
palabras como Amor y @mor pueden tener una alta similitud aun cuando no existe 
un match exacto entre los caracteres/lexemas que las componen. La existencia de 
equivalencias formales a nivel de caracteres en los lenguajes hace necesario el uso 
de medidas de patrones aproximados. 
Fuzzy string matching (fsm): es la técnica de encontrar cadenas que coincidan 
aproximadamente con un patrón (en lugar de exactamente) (Wu, 2016). En otras 
palabras, la concordancia de cadenas aproximadas es un tipo de búsqueda que 
usuario y cada una de las marcas vigentes en la base de datos debe ser realizada 
mediante un cálculo de una métrica. Cabe resaltar que este cálculo se realiza entre 
cada vector de características de la imagen de entrada y los vectores de 
características de todas las imágenes vigentes en la base de datos. 
 
Durante el desarrollo de CONSIG, se evaluaron varias métricas para calcular la 
similitud entre vectores de alta dimensión, tales como: distancia euclídea, distancia 
Mahalanobis, distancia Manhattan y el coseno. Los mejores resultados fueron 
obtenidos a través del coseno, el cual es calculado como el producto punto entre 
los dos vectores. En la Figura 8 se presenta un ejemplo de la similitud entre los 
vectores A y B a partir del coseno. 
 





A partir de l  anterior, la valu ción de l  similitud de los ve tores de c racterísticas 
(color y forma) de la imagen de entrada y los de las marcas activas en la base de 
datos, se realiza de manera independiente a partir del coseno. Esto quiere decir que 
tanto el vector de características de color como el vector de características de forma 
son comparados contra los vectores de las n imágenes activas. A partir de lo anterior 
si, por ejemplo, hay 10 marcas activas n la base de datos, en total se calcularán 
20 valores de similitud: 10 para las características de color y 10 para las 
características de forma. 
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encontrará coincidencias incluso cuando los usuarios escriban mal las palabras, 
ingresen palabras parciales, o existan equivalencias a nivel de caracteres. fsm ha sido 
ampliamente usado en interfaces de sistemas de búsqueda para identificar posibles 
errores ortográficos. Los buscadores Google, Bing y Yahoo lo usan, por ejemplo. 
Nuestro enfoque fsm se basa en la aplicación de la distancia Levenshtein, que 
es una métrica para medir qué tan separadas están dos secuencias de caracteres. 
En otras palabras, mide la cantidad mínima de ediciones que debe realizar para 
cambiar una secuencia de una palabra por otra. Estas ediciones pueden ser inser-
ciones, eliminaciones o sustituciones. El análisis incluye además un diccionario de 
equivalencias propias de los lexemas en lenguajes que usan el alfabeto latino. Para 
cada palabra filtrada en el proceso de extracción de características, aplicamos fsm 
para identificar su similaridad con palabras de otras marcas.
Similitud fonética: usando las representaciones fonéticas de los algoritmos espe-
cificados en la sección anterior y aplicando nuevamente la distancia Levenshtein, 
calculamos qué tan distantes o cercanas son las pronunciaciones de las palabras 
que componen las marcas. Si bien esta estrategia puede ser aplicada para lexemas 
en lenguajes que usan el alfabeto latino, pueden ser no tan fieles para lenguajes 
diferentes del inglés o español. 
Integración de scores
Los valores calculados en la sección anterior indican la similitud entre la marca de 
entrada y cada una de las marcas vigentes a través de cuatro scores: color, forma, 
fonético y léxico. Los primeros dos indican la similitud a nivel de imagen y las úl-
timas dos, a nivel textual. A partir de los requerimientos del proyecto, la evaluación 
de la similitud se realiza en función del tipo de marca ingresado por el usuario:
1. Marca nominativa: análisis textual.
2. Marca figurativa: análisis de imagen.
3. Marca mixta: análisis textual + análisis de imagen.
A partir de lo anterior, se observa que el cálculo del score total depende del tipo 
de marca ingresado por el usuario. Por esto, se definieron los siguientes valores 
para ponderar la incidencia de cada score individual:
1. Nominativa: Stotal = 0.5*Sfonetico + 0.5*Slexico
2. Figurativa: score total = 0.5*Scolor + 0.5*Sforma
3. Marca mixta: score total = 0.25*Sfonetico + 0.25*Slexico + 0.2*Scolor + 
0.3*Sforma
Job de características
La solución propuesta para la evaluación de similitud de marcas tiene como 
principio la ejecución de los cálculos más costosos computacionalmente offline, 
es decir, en un instante de tiempo previo a que el usuario realice la solicitud. Se 
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implementó un job para calcular las características de las marcas vigentes para un 
rango de fecha determinado. Esta operación está compuesta por:
1. Identificación de marcas vigentes: se construyó una vista de la base de datos 
a partir de las cuales se identifican las marcas vigentes en un intervalo de tiempo 
(últimos 30 días).
2. Extracción de características: mediante el módulo de extracción de caracte-
rísticas, se calculan los vectores de color, forma y texto, a partir de la información 
disponible en la base de datos.
3. Guardar características: los vectores de características (color, forma y texto) 
son almacenados y serán utilizados en la evaluación de similitud realizadas por el 
usuario.
Nueva evaluación de similitud
La evaluación de similitud de una marca cargada por el usuario se realiza con las 
características calculadas en el job. El proceso para evaluar la similitud de una nueva 
marca se realiza en dos etapas, como se presenta en la Figura 1. La primera es la 
extracción de las características según el tipo de marca seleccionada por el usuario. 
Y la segunda es la evaluación de similitud entre la marca del usuario y cada una de 
las marcas vigentes en la base de datos.
Como se presentó en la sección de Evaluación de Similitud, el servicio ia
calcula hasta cuatro scores, en función del tipo de marca ingresada por el usuario: 
nominativa, figurativa o mixta. Lo anterior implica que la salida del servicio ia es 
un conjunto de scores que indica la similitud entre la marca del usuario y las marcas 
vigentes en la base de datos. A continuación, se presenta un ejemplo de evaluación 
de similitud para una nueva marca.
Figura 9. Interfaz de usuario
Como se presentó en la se ción d  Evaluación de Similitud, el s rvicio IA calcul  
hasta cu tro scores, en función del tip  de marca ingresada por el usuario: 
nominativa, figurativa o mixta. Lo anterior implica que l  salida del servicio IA es un 
conjunto de scores que indica la similitud entre la marca del usuario y las marcas 
vigentes en la base de datos. A continuación, se presenta un ejemplo de evaluación 
de similitud para una nueva marca.
Figura 9. Interfaz de usuario
En el caso de la Figura 9 se evalúa la similitud de una marca de tipo mixto (imagen 
y texto) con un nombre de marca red y un archivo de imagen ejemplo.jpeg. Se 
evaluará la similitud con las marcas con similitud entre 60% y 100% en las gacetas 
seleccionadas por el usuario (129, en este caso). En la Figura 10 se presenta un 
ejemplo de la respuesta retornada al usuario por parte del sistema.
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En el caso de la Figura 9 se evalúa la similitud de una marca de tipo mixto 
(imagen y texto) con un nombre de marca red y un archivo de imagen ejemplo.
jpeg. Se evaluará la similitud con las marcas con similitud entre 60% y 100% en las 
gacetas seleccionadas por el usuario (129, en este caso). En la Figura 10 se presenta 
un ejemplo de la respuesta retornada al usuario por parte del sistema.
Figura 10. Ejemplo de resultados retornados al usuario
Adicionalmente, y como se mencionó en secciones anteriores, la evaluación de la 
similitud está compuesta por el análisis desde 4 perspectivas: color, forma, sinta-
xis y fonética. En la Figura 11 se presenta un ejemplo de los scores para la marca 
ingresada por el usuario, que corresponde exactamente a la misma imagen, pero 
con diferente nombre.
Figura 11. Scores detallados para la marca ingresada
Figura 10. Ejemplo de resultados retornados al usuario
Adicionalmente, y como se mencionó en secciones anteriores, la evaluación de la 
similitud está compuesta por el análisis desde 4 perspectivas: color, forma, sintaxis 
y fonética. En la Figura 11 se presenta un ejemplo de los scores para la marca 
ingresada por el usuario, que corresponde exactamente a la misma imagen, pero 
con diferente nombre.
Figura 11. Scores detallados para la marca ingresada
De los resultados obtenidos en este ejemplo, se evidencia que la marca ingresada 
por el usuario presenta un score de similitud elevado en color y profundidad (forma), 
ya que corresponde a una marca ya registrada en la base de datos. Sin embargo, 
el nombre de la marca ingresada (red), no corresponde exactamente al nombre ya 
registrado pero si presenta cierto grado de similitud (léxico y fonético). 
2. CLASEPA (Sistema de Clasificación de Patentes)
Las patentes proveen un exclusivo mecanismo para la protección legal de las 
invenciones e igualmente juegan un rol importante para registrar los avances y 
realizar procesos de difusión tecnológica. Al momento de realizar el proceso de 
registro de una invención en alguna oficina de patentes a lo largo del mundo, estas 
deben realizar una revisión con el fin de aceptarla o rechazarla y asignar la patente 
a una o varias categorías de acuerdo con el sistema estandarizado de clasificación 
internacional IPC (International Patent Classification) mantenido por la WIPO (World 
Intellectual Property Organization) (Gomez, 2012).
Para realizar el proceso de aceptación y categorización de una patente, 
examinadores con diferentes niveles de conocimiento deben hacer un proceso de 
clasificación de forma manual. Dependiendo de la taxonomía usada y el nivel de 
clasificación adoptado, una patente podría ser clasificada en una o más de los 
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De los resultados obtenidos en este ejemplo, se evidencia que la marca ingresada 
por el usuario presenta un score de similitud elevado en color y profundidad (forma), 
ya que corresponde a una marca ya registrada en la base de datos. Sin embargo, 
el nombre de la marca ingresada (red), no corresponde exactamente al nombre ya 
registrado pero si presenta cierto grado de similitud (léxico y fonético). 
2. clasepa (Sistema de Clasificación de Patentes)
Las patentes proveen un exclusivo mecanismo para la protección legal de las inven-
ciones e igualmente juegan un rol importante para registrar los avances y realizar 
procesos de difusión tecnológica. Al momento de realizar el proceso de registro 
de una invención en alguna oficina de patentes a lo largo del mundo, estas deben 
realizar una revisión con el fin de aceptarla o rechazarla y asignar la patente a una 
o varias categorías de acuerdo con el sistema estandarizado de clasificación inter-
nacional ipc (International Patent Classification) mantenido por la wipo (World 
Intellectual Property Organization) (Gomez, 2012).
Para realizar el proceso de aceptación y categorización de una patente, exa-
minadores con diferentes niveles de conocimiento deben hacer un proceso de 
clasificación de forma manual. Dependiendo de la taxonomía usada y el nivel 
de clasificación adoptado, una patente podría ser clasificada en una o más de los 
70.000 diferentes subgrupos (nivel 5) existentes en ipc, lo cual hace que no sea 
un proceso sencillo.
Dado que una patente es un documento textual, clasepa, como lo denomina-
remos de ahora en adelante, consiste en un sistema de clasificación automática de 
texto en español, el cual tiene como objetivo asignar un documento a un conjunto 
de categorías existentes. Es decir, dada una patente el sistema tendrá la capacidad 
de asignarla a una categoría a nivel subclase respecto al sistema de clasificación 
internacional de patentes ipc. Para los procesos de entrenamiento se toma en 
consideración la información del título, resumen, descripción y reclamaciones 
(Gómez, 2012).
Para afrontar la solución al sistema de clasificación de patentes se toma la 
aproximación de utilizar un sistema de clasificación jerárquico plano (Hernández 
J., 2012), (D’hondt E. et al., 2017). Esta aproximación considera realizar el en-
trenamiento de un único clasificador multiclase. 
En la Figura 12 se muestra cómo el clasificador omite la jerarquía y solo 
considera la información del último nivel.  En el caso, el sistema de clasificación 
de patentes bajo este tipo consiste en entrenar un clasificador cuyas etiquetas de 
clase considera las subclases (A). Al momento de realizar un proceso de predicción 
o categorización de una nueva patente, el modelo pone a competir las diferentes 
categorías a nivel de subclase con el fin de presentar como resultado la o las que 
tenga una aproximación más cercana (B).
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Figura 12. Sistema de Clasificación Jerárquico Plano
Para explicar más detalladamente el proceso de clasificación, considere que dada 
una patente debe clasificarla en las categorías A61K, B60R, C12N y H05K. Para tal 
caso, debe tener ejemplos de patentes para cada categoría que fueran previamente 
clasificadas. Esto con el fin de entrenar una herramienta de Inteligencia Artificial 
bajo un enfoque de aprendizaje supervisado que tenga la capacidad de aprender 
las características de las patentes de cada categoría. 
Con un modelo de Inteligencia Artificial definido, nuevas patentes pueden ser 
clasificadas de forma automática, es decir, podrá decidir en qué categoría (A61K, 
B60R, C12N y H05K) podrá ser ubicada con cierto porcentaje de probabilidad. 
A continuación, se realiza una explicación detallada de los pasos requeridos 
para realizar el proceso de entrenamiento del clasificador (Figura 13).
Figura 13. Arquitectura del Clasificador Jerárquico Plano
Carga de información: esta fase consiste en obtener patentes de diferentes fuen-
tes de información con el fin de utilizarlas como ejemplos para los procesos de 
entrenamiento y prueba en el diseño del clasificador. Específicamente, se utilizó 
la información del repositorio de patentes disponibles en la base de datos de la 
Superintendencia de Industria y Comercio (sic); también se utilizaron las patentes 
disponibles en la oficina española de patentes y marcas y, por último, con el fin de 
Para explicar más detalladamente el proce o de clasificación, considere que dada 
una patente debe clasificarla en las categorías A61K, B60R, C12N y H05K. Para tal 
caso, debe te r ejemplos d  patentes par  cada categorí  que fueran previamente 
clasificadas. Esto con el fin de entrenar una herramienta de Inteligencia Artificial 
bajo un enfoque  aprendizaje supervisado que tenga la capacidad de aprender 
las características de las patentes de cada categoría. 
Con un modelo de Inteligencia Artificial definido, nuevas patentes pueden ser 
clasificadas de forma automática, es decir, podrá decidir en qué categoría (A61K, 
B60R, C12N y H05K) podrá ser ubicada con cierto porcentaje de probabilidad. 
A continuación, se realiza una explicación detallada de los pasos requeridos para 
realizar el proceso de entrenamiento del clasificador (Figura 13).
Figura 13. Arquitectura del Clasificador Jerárquico Plano
Carga de información: esta fase consiste en obtener patentes de diferentes fuentes 
de información con el fin de utilizarlas como ejemplos para los procesos de 
entrenamiento y prueba en el diseño del clasificador. Específicamente, se utilizó la 
información del repositorio de patentes di ponibles en la base de d tos de la 
Superintendencia de Industria y Comercio (SIC); también se utilizaron las patentes 
disponibles en la oficina española de patentes y marcas y, por último, con el fin de 
completar subclases en las cuales se tuviera un número reducido de ejemplos, se 
realizaron procesos de extracción de información desde el sistema de información 
Latipat-Espacenet.
Preprocesamiento: durante el trabajo se realizaron las siguientes tareas en las fases 
de preprocesamiento: normalización del texto (letras minúsculas, procesos de 
tokenización), eliminación de palabras con poco significado semántico (stopWords) 
y obtención de los sustantivos nominativos a partir de la utilización de técnicas de 
POS (Part Of Speech).  Como resultado de la fase de preprocesamiento se obtiene 
una base de patentes normalizada y preparada para realizar las tareas de 
entrenamiento del sistema de clasificación.  De la misma manera, para realizar la 
representación de los documentos se utilizó el esquema de representación vectorial 
y como estrategia ponderación se utilizó TF-IDF.
316     .º 30 -  ju -cb  2020 -  .  295 -  326
Emilio García Rodríguez, David Duque Arias, Rubén Manrique y Fabian Giraldo
completar subclases en las cuales se tuviera un número reducido de ejemplos, se 
realizaron procesos de extracción de información desde el sistema de información 
Latipat-Espacenet.
Preprocesamiento: durante el trabajo se realizaron las siguientes tareas en las 
fases de preprocesamiento: normalización del texto (letras minúsculas, procesos 
de tokenización), eliminación de palabras con poco significado semántico (sto-
pWords) y obtención de los sustantivos nominativos a partir de la utilización de 
técnicas de pos (Part Of Speech).  Como resultado de la fase de preprocesamiento 
se obtiene una base de patentes normalizada y preparada para realizar las tareas de 
entrenamiento del sistema de clasificación.  De la misma manera, para realizar la 
representación de los documentos se utilizó el esquema de representación vectorial 
y como estrategia ponderación se utilizó tf-idf. 
tf-idf representa la frecuencia de palabras en el documento normalizada por 
la frecuencia de aparición de dicha palabra en una colección de documentos. En 
general, la importancia de una palabra clave depende de dos factores. La Frecuencia 
Relativa (tf ) de aparición de la palabra clave en el documento, mientras que la 
Frecuencia de Documento (df ) mide el número de documentos que contienen la 
palabra. Si la frecuencia de una palabra clave es menor en todos los demás docu-
mentos que en el documento actual, esta palabra clave representa el documento 
actual mejor que otros documentos; por lo tanto, su poder discriminatorio es 
mucho mayor.
Modelo: el modelo construido para realizar los procesos de entrenamientos 
tiene como base modelos de regresión logística (Al-Tahraw, 2015). El modelo de 
regresión logística (lr) realiza la clasificación determinando el impacto de múlti-
ples variables independientes (características) presentadas simultáneamente para 
predecir una de dos categorías (clasificación binaria). Para el caso de clasificación 
multiclase se usó la aproximación One vr Rest (OvR) (Rifkin, 2004). 
Una vez que converge el algoritmo de optimización se calculan la precisión 
Top 1 y Top N. Donde N indica que las N categorías principales predichas por 
el clasificador se comparan con la clase principal de ipc en el cual se encuentra 
clasificada la patente en el proceso de pruebas. Si se encuentra coincidencia, la 
categorización se considera correcta.  Los resultados obtenidos indican que se tiene 
una precisión del 78% para el caso del Top 1 y de un 88% para el Top 3.  
En la Figura 14 se presenta la interfaz construida para realizar el proceso de 
clasificación. Específicamente, los examinadores pueden cargar documentos en 
formato pdf, doc y a través de procesos de ocr en caso de ser requerido extraer la 
información. Dicha información se envía al clasificador el cual predice: la sección, 
la clase y la subclase, así como el sector y subsector tecnológico al cual pertenece 
la patente (Figura 15).
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Figura 14. Interfaz de consulta clasepa
Figura 15. Interfaz de resultados clasepa
v. algunas de las reglas jurídicas aplicables en el entrenamiento 
o aprendizaje del sistema: el caso de registro de marcas
Tal como subyace a la explicación del acápite anterior, el desarrollo del sistema 
inteligente consig y su entrenamiento parten de distinguir las marcas según el 
signo que las conforman, en marcas de texto (nominativas), formas (figurativas 
o mixtas) y el análisis de color cuando este ha sido reivindicado como una carac-
terística distintiva de la marca. En este contexto, el resultado obtenido (score) es 
el resultado de la aplicación de reglas jurídicas que permiten concluir si el signo 
Figura 14. Interfaz de consulta CLASEPA
Figura 15. Interfaz de resultados CLASEPA
Figura 14. Interfaz de consulta CLASEPA
Figura 15. Interfaz de resultados CLASEPA
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analizado resulta suficientemente distintivo al no generar riesgo de confusión o 
asociación con otras marcas previamente registradas.
En efecto, conforme a la normativa Comunitaria Andina no es registrable un 
signo que no posea fuerza distintiva (extrínseca en este caso en el cual se compara 
con otros signos registrados) porque de permitirse su registro se atentaría contra el 
interés del titular de la marca anteriormente registrada y el de los consumidores 
que podrían incurrir en error al realizar la elección de los productos o servicios 
que desean adquirir10.
En consecuencia, constituyendo la identidad o semejanza de los signos el 
fundamento de la prohibición de registro, el análisis que realiza el sistema consig 
se traduciría jurídicamente en determinar la presencia de uno de los siguientes 
supuestos: (i) que exista identidad entre los signos en disputa y también entre 
los productos o servicios distinguidos por ellos, (ii) o identidad entre los signos 
y semejanza entre los productos o servicios, (iii) o semejanza entre los signos e 
identidad entre los productos y servicios (iv) o semejanza entre aquellos y también 
semejanza entre estos11. 
En efecto, la doctrina y la jurisprudencia diferencian la confusión directa, 
indirecta y el riesgo de asociación. La confusión directa se da por la presencia del 
mismo término en los signos distintivos comparados, induciendo al comprador a 
adquirir el producto de la marca solicitada creyendo que está comprando el que 
protege la marca registrada12,  lo que de suyo implica también la existencia de un 
cierto nexo entre los productos o servicios13. En efecto, el principio de especialidad 
marcaria implicaría que, aun siendo las marcas iguales, si los productos o servicios 
protegidos son diferentes, ese riesgo de confusión no se presenta.
La confusión indirecta se configura cuando la marca solicitada reproduce 
parte de la marca registrada con elementos adicionales que no le otorgan mayor 
diferenciación14, dado que la presencia del mismo término en los signos distintivos 
comparados causa una idea de asociación entre los productos que se distinguen 
con una y otra marca, ya que el signo solicitado al reproducir en parte a la marca 
registrada15 genera que el consumidor o adquirente de los productos distinguidos 
con una marca confunda el origen empresarial de los mismos, es decir, los asocie 
por su procedencia o nacimiento, creyendo erróneamente que cierto producto 
proviene de una empresa, cuando ello no es así.  
10 Tribunal de Justicia de la Comunidad Andina, Proceso 30-ip-2011. Marca: u.s. 
Polo assn since 1989, 18 de mayo de 2011.
11 Proceso 82-ip-2002, de 29 de enero de 2003, tjca. 
12 Superintendencia de Industria y Comercio. Delegatura de Propiedad Industrial. 
Resolución n.°02047, 30 de enero de 2004.
13 Proceso 109-ip-2002, 1 de abril de 2003, tjca. 
14 Proceso 13-ip-2011. tjca. 
15 Proceso 7-ip-98 de 7 de abril de 1998, marca Palma Frit: “(…) se deben distinguir 
dos clases de confusión: la directa y la indirecta. (...) “Por la segunda, el consumidor cree 
que el producto o servicio que está adquiriendo o solicitando pertenece a una misma 
línea de productos o servicios de una empresa o persona distinta de quien realmente los 
ofrece en el mercado”.
 319    .º 30 -  ju -cb  2020 -  .  295 -  326
el uso de sistemas inteligentes (ia) en el registro de la propiedad industrial
En conclusión, las reglas aplicables al entrenamiento o aprendizaje del desarrollo 
consig mediante ia, pasan por dos aspectos: de un lado, determinar aquellas reglas 
relativas a establecer la identidad o semejanza de los signos comparados según su 
naturaleza (nominativos, mixtos o figurativos y de color) y, de otro lado, establecer 
el riesgo de confusión o asociación entre los productos o servicios que protege, 
para lo cual se utilizan los denominados criterios de conexidad competitiva, con 
lo cual pasamos a desarrollar las dos doctrinas aplicables a la determinación de 
esos dos aspectos. 
a. La doctrina de la similitud o semejanza entre dos signos
Por el primer aspecto, las reglas para establecer la identidad o semejanza de los 
signos denominativos se parten de los siguientes cuatro principios básicos: 
1. Analizar cada signo en su conjunto sin descomponer su unidad fonética. 
2. Tener en cuenta la sílaba tónica de los signos a comparar, ya que, si ocupa 
la misma posición, es idéntica o muy difícil de distinguir, la semejanza entre los 
signos podría ser evidente.
3. Se debe tener en cuenta el orden de las vocales, con lo cual se indica la 
sonoridad de la denominación.
4.Se debe determinar el elemento que impacta de una manera más fuerte en la 
mente del consumidor, lo cual mostraría cómo es captada la marca en el mercado”16.
Para determinar la identidad o el grado de semejanza entre los signos siguiendo 
las reglas antes mencionadas, deben tenerse en cuenta aspectos de orden gramatical 
o léxicas, fonéticas y conceptuales (marcas nominativas) y visuales (para las marcas 
figurativas o mixtas)17. 
Queda visto que el sistema consig, para el caso de marcas nominativas, analiza 
la similitud léxica y las representaciones fonéticas.
Por su parte, en cuanto a las marcas compuestas por elementos denominativos 
y figurativos (mixtas), las reglas indican que se deben analizar como una unidad en 
la cual el elemento denominativo de la marca mixta suele ser el más característico 
o determinante, teniendo en cuenta la fuerza expresiva propia de las palabras; 
lo que no obsta para que en algunos casos se le reconozca prioridad al elemento 
gráfico, teniendo en cuenta su tamaño, color y colocación, que en un momento 
dado pueden ser definitivos. “El elemento gráfico suele ser de mayor importancia 
cuando es figurativo o evocador de conceptos, que cuando consiste simplemente 
en un dibujo abstracto”18. 
Ahora bien, si el elemento determinante en un signo mixto es el denomina-
tivo y en el otro el gráfico, en principio, no habría riesgo de confusión. Si, por el 
16 Proceso 56 – ip-2011,1 de septiembre de 2011. tjca. 
17 Proceso 113-ip-2007. tjca. 
18 Proceso 26-ip-98, 24 de febrero de 1999) y Proceso N° 129-IP-2004. 17 de no-
viembre de 2004, 
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contrario, en ambos signos mixtos el elemento determinante resulta ser el gráfico, 
el cotejo habrá que hacerse a partir de los rasgos, dibujos e imágenes de cada uno 
de ellos, o del concepto que evoca en cada caso este elemento (…)”19.
Si las marcas comparadas tienen ambos elementos figurativos se requiere de 
un examen más elaborado, ya que, en este caso, debe ofrecerse protección tanto 
al aspecto gráfico, como al ideológico. En el análisis deberá efectuarse una com-
paración gráfica y conceptual, ya que la posibilidad de confusión puede generarse 
no solamente en la identidad de los trazos del dibujo o similitud de ellos, sino 
también en la idea o concepto que la marca figurativa suscite en la mente de quien 
la observe. Para determinar la existencia de confundibilidad en esta clase de marcas, 
la Jurisprudencia del Tribunal Andino ha expresado que entre los dos elementos 
de la marca gráfica figurativa -el trazado y el concepto-, la parte conceptual o 
ideológica suele prevalecer; por lo que, a pesar de que puedan existir diferencias en 
los rasgos, en su conjunto pueden suscitar una misma idea o concepto e incurrir 
en el riesgo de confusión.
La doctrina agrega que, en el caso de marcas figurativas, el riesgo de confusión 
puede darse no solamente por la presencia de identidad o semejanza gráfica de las 
marcas, sino por razón de identidad o semejanza de los conceptos que ellas evocan20. 
La semejanza de las marcas de forma en el plano gráfico deberá efectuarse de 
acuerdo con los criterios establecidos para comparar las marcas puramente gráfi-
cas21, que en el caso de consig parte de un entrenamiento utilizando imágenes 
disponibles en la base de datos.  No sobra señalar que, si la comparación de las 
marcas figurativas arroja un saldo negativo, ello no permite concluir, sin más, 
que no existe riesgo de confusión entre marcas figurativas comparadas, porque el 
riesgo de confusión puede existir cuando los signos gráficamente dispares evocan, 
sin embargo, el mismo concepto concreto22.
Por otro lado, debe tenerse en cuenta también que, en cuanto a la similitud 
gráfica de las marcas, la doctrina tiende a dar importancia a la idea o impresión 
que ellas puedan despertar en el consumidor, más que a la forma particular que 
ellas puedan tener, de manera que es importante que el usuario que recibe un score 
o resultado del sistema tenga en cuenta estos elementos. 
b. La doctrina del riesgo de confusión o asociación por la similitud de 
productos o servicios
Por otro aspecto, se encuentran las reglas de conexidad de productos o servicios 
que se aplican para establecer el riesgo de confusión o asociación. En una primera 
19 Proceso 52-ip-2011, 1 de septiembre de 2011. tjca. 
20 Fernández-Novoa, Carlos, Fundamentos Derecho de Marcas, Editorial Montecorvo, 
1984, p. 227.
21 Proceso 52-ip-2011, marca Benzaclin, 1 de septiembre de 2011. tjca
22 Proceso 4-ip-1997, marca Katts, 20 de enero de 1998. tjca.
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etapa, el tjca consideraba criterios como los canales de comercialización, finalidades 
y características de los productos23.  
No obstante, hoy esas reglas se han precisado a propósito de la ip100 - 100 - 
2019 del Tribunal de Justicia de la Comunidad Andina y dividido en dos grupos: 
por una parte, se establecen tres criterios sustanciales para determinar conexión, 
vinculación o relación competitiva a saber: i. sustituibilidad, ii. complementariedad 
y iii. razonabilidad, y, por otro lado, criterios subsidiarios analizados a la luz de 
los anteriores, tales como la identidad de clases, canales de distribución, medios 
publicitarios, finalidad o identidad de género, que por sí solos son insuficientes 
para el análisis24.
Los criterios principales se explican en los siguientes términos: 
a) El grado de sustitución (intercambiabilidad) entre los productos o servicios: 
conforme a este criterio, existe conexidad cuando los productos o servicios en 
cuestión resultan sustitutos razonables para el consumidor; es decir, este podría 
decidir adquirir uno u otro sin problema alguno, al ser intercambiables entre sí. 
En términos económicos, la sustitución se presenta cuando un ligero incremento 
en el precio de un producto (o servicio) origina una mayor demanda en el otro. En 
términos concretos, para apreciar la sustituibilidad entre productos o servicios en 
el análisis marcario se debe tener en consideración la finalidad y características de 
los productos o servicios, el rango de precios, los canales de aprovisionamiento o de 
distribución o de comercialización; en fin, elementos que permitan determinar si los 
consumidores los consideran razonablemente intercambiables para la satisfacción 
de las mismas necesidades. A manera de ejemplo se indica que las infusiones en 
bolsas filtrantes (anís, cidrón, manzanilla) suelen ser productos sustitutos entre sí. 
b) La complementariedad entre productos o servicios: criterio según el cual existe 
conexidad o vinculación cuando el consumo de un producto genera la necesidad 
de consumir otro, porque el uso de un producto supone el de otro producto o 
servicio. Así, por ejemplo, la crema o pasta dental o de dientes (dentífrico) se 
complementa con el cepillo dental y con el hilo dental. Un ejemplo de comple-
mentariedad entre un servicio y un producto puede ser el servicio educativo con 
el material de enseñanza. 
c) La posibilidad de considerar que los productos o servicios provienen del mismo 
empresario (razonabilidad): existe conexión cuando el consumidor, considerando la 
realidad del mercado, podría asumir como razonable que los productos o servicios 
en cuestión provienen del mismo empresario. Así, por ejemplo, en determinados 
mercados quien fabrica cerveza o bebidas también expende agua embotellada.
Por otra parte, existen criterios subsidiarios para determinar conexión com-
petitiva25 que se consideran por sí mismos insuficientes para acreditar relación, 
vinculación o conexión entre productos y/o servicios, habida cuenta de que estos 
23 Ob. cit, supra, Fernández Novoa, pp. 362,363 y 364.   
24 Proceso n.° 236-ip-2017 del 7 de septiembre de 2018. tjca.
25 Proceso n.° 236-ip-2017 del 7 de septiembre de 2018. 
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necesariamente tienen que ser analizados a la luz de cualquiera de los tres criterios 
sustanciales principales antes referidos, a saber: 
a) La pertenencia a una misma clase de los productos o servicios de la Clasificación 
Internacional de Niza: la inclusión de productos o servicios en una misma clase no 
resulta determinante para efectos de establecer la conexión competitiva entre los 
productos o servicios objeto de análisis. En efecto, podría darse el caso de que los 
signos comparados distingan productos o servicios pertenecientes a categorías o 
subcategorías disímiles, aunque pertenecientes a una misma clase de la Clasificación 
Internacional de Niza.
b) Los canales de aprovisionamiento, distribución o de comercialización; los medios 
de publicidad empleados; la tecnología empleada; la finalidad o función; el mismo 
género, o la misma naturaleza de los productos o servicios: estos criterios considerados 
aisladamente no acreditan la existencia de conexión competitiva. Así, por ejemplo, 
dos productos pueden tener la misma naturaleza o género, pero si los consumidores 
comprenden con relativa facilidad que los productores de uno no son los produc-
tores del otro, no habrá conexión competitiva entre ellos. Dos productos comple-
tamente disímiles (v.g., candados e insecticidas) pueden tener el mismo canal de 
comercialización (v.g., ferreterías) y compartir el mismo medio de publicidad (v.g., 
un panel publicitario rotatorio), sin que ello evidencie la existencia de conexión 
competitiva entre ambos. De allí que estos criterios deben analizarse juntamente 
con los criterios intrínsecos para observar la existencia de conexión competitiva. 
Asimismo, si los productos o servicios se dirigen a destinatarios diferentes, como 
regla general, no existirá conexión competitiva. 
conclusiones
Fortalecer las capacidades de las oficinas de propiedad industrial en materia de ia 
es un reto fundamental para superar las dificultades asociadas al bajo número de 
profesionales con la formación requerida y con el volumen de registros que deben 
analizar.  En este contexto, tanto la ompi como oficinas nacionales competentes 
han entendido que el uso de tecnologías y desarrollos en la gestión de la propie-
dad industrial es una herramienta poderosa y útil para auxiliar en sus funciones 
misionales. 
Dichos sistemas de ia dependen por supuesto de los datos (y de los algoritmos) 
y en el mundo de la pi se acepta de manera generalizada una política de acceso 
abierto a la información relacionada con las solicitudes de registro para patentes, 
marcas y diseños. Teniendo en cuenta lo anterior, la ompi ha desarrollado sistemas 
de búsqueda de información que faciliten una interoperabilidad funcional a través 
de la cooperación multilateral de las diferentes oficinas nacionales, en beneficio 
de los usuarios del sistema. 
Los desarrollos privados en la materia, así como las aplicaciones basadas en 
ia por parte de la ompi y algunas oficinas nacionales competentes en la gestión 
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de registro de la pi, han beneficiado no solo la agilidad de los trámites a su cargo, 
minimizando la subjetividad del examinador en las decisiones y auxiliando a los 
interesados para utilizar la información disponible en las bases de datos en forma 
eficiente. 
Colombia no se ha quedado atrás en estos retos y la Superintendencia de 
Industria y Comercio tiene aplicaciones basadas en ia, ofreciendo servicios a sus 
usuarios para la búsqueda de antecedentes marcarios y clasificación de patentes, 
desarrollados a través de convenios de cooperación con una universidad pionera 
en el país.  
El sistema de evaluación de similitud de marcas desarrollado (consig) evalúa 
desde diferentes perspectivas el grado de semejanza entre la marca cargada por el 
usuario frente a todas las marcas activas a la fecha de la consulta. Lo anterior permite 
comprender la similitud existente entre las marcas e identificar posibles escenarios 
de plagio de la propiedad intelectual. Cabe resaltar que el algoritmo desarrollado 
funciona de manera automática y es capaz de evaluar la similitud con tiempos de 
procesamiento entre 10 y 20 segundos.
Poder realizar procesos de predicción automática de la categoría de una patente 
entre 628 subclases, aproximadamente, permite agilizar el trabajo desarrollado por 
los examinadores por varias razones: se indica la categoría principal a la cual podría 
pertenecer y brinda adicionalmente un top N de posibles categorías. Lo anterior 
es relevante, dado que una patente puede ser asignada a varias subclases al mismo 
tiempo. A pesar de que se tienen resultados con una precisión competitiva (88%) 
con respecto a las soluciones existentes, actualmente se están adelantando procesos 
de refinamiento de los datos de entrenamiento con el fin de incluir documentos 
procesados a partir de la aplicación de técnicas de ocr (Reconocimiento óptico 
de caracteres) con el fin de tener más información para realizar los procesos de 
entrenamiento.
La extensión del proceso de clasificación de patentes a nivel subgrupo (Nivel 
5 ipc) es un requerimiento fundamental para los examinadores. Por ende, se está 
realizando la extensión mediante la utilización de sistemas jerárquicos locales o 
top-down encadenado, en el cual primero se predice la subclase y, posteriormente, 
se invoca un clasificador local por nodo padre para predecir el subgrupo al cual 
podría pertenecer. Los resultados parciales indican que es una solución prometedora, 
dado que se tiene para los niveles inferiores precisión hasta del 90%. Actualmente 
se está trabajando en completar subgrupos en los cuales se tiene ausencia de datos, 
con el fin de aumentar la cobertura del clasificador.
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