A data adaptive scheme for selecting thresholds for wavelet shrinkage-based noise removal is developed. The method involves a statistical test of hypotheses based on a two-dimensional cumulative sum of wavelet coe cients, which takes into account the coe cients' magnitudes and their relative positions. The amount of smoothing performed during noise removal is controlled by , the usersupplied con dence level of the tests. Simulated critical points for the statistical test are tabulated for a wide range of signal sizes and con dence levels. Results are shown which indicate the scheme performs well on a variety of signals.
A discrete wavelet transform W is a linear operation which decomposes a signal f into a weighted sum of basis functions ;k f(x) = X X k c ;k ;k (x) ; k 2 Z:
The ;k are generated from a single mother wavelet by dilations and translations ;k (x) = 2 ? =2 (2 ? (x ? k)) where is the dilation scale index and k is the translation index. The empirical wavelet coe cients c ;k are found by projecting the signal f onto the wavelet basis set ;k ; this projection can be e ciently implemented by convolution of f with a pair of appropriately designed quadrature mirror lters 7] .
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The wavelet transform can be generalized to two dimensions in a straightforward way by letting the twodimensional basis functions 1;k1; 2;k2 be the tensor product functions generated by two one-dimensional bases 7]. The two-dimensional wavelet transform can be implemented by a separable ltering along each dimension. to the empirical wavelet coe cients.
III. Data analytic threshold selection Ogden and Parzen 11] note that since signi cant wavelet coe cients are clustered in space, the relative position of the coe cients is of interest and they develop a data analytical method for threshold selection in one-dimensional function estimation. This method is summarized here and extended to two dimensions in Section III-B.
A. One-dimensional threshold selection
In one dimension, denote the \true" wavelet coe cients at a single scale by 1 ; . . .; d . These are estimated by the corresponding empirical coe cients, denoted here by X 1 ; X 2 ; . . .; X d . Threshold selection at each scale is based on a recursive hypothesis testing procedure, with the null hypothesis specifying no signi cant coe cients, and the alternative allowing one or more coe cients to be non-zero:
H a : there exists at least one i in f1; . . .; dg such that i 6 = 0
The general steps of the recursive scheme are as follows: 1. Test the hypotheses in (2).
If the test statistic in
Step 1 is signi cant, remove the coe cient with the largest absolute value from the dataset, set d to d ? 1, and return to Step 1.
Step 1 is not signi cant, set the threshold for the scale equal to the largest (in absolute value) of the coe cients in the current dataset. In essence, this scheme \throws out" large coe cients until the remaining dataset behaves like white noise. When it does, all the coe cients in the remaining set are shrunk to zero, and the \large" coe cients are shrunk by the same amount.
The test statistic for the hypotheses in (2) is based on a Brownian bridge stochastic process. Its de nition on the points 1=d; . . .; (d ? 1)=d; 1 is
where is the standard deviation of the noise, and X 2 denotes the mean of all the squared X i 's. Extend the de nition of B~to have support on 0; 1] by setting B~(0) = 0 and linearly interpolating between points. Thus formed, the process fB~(u); 0 u 1g behaves asymptotically as a Brownian bridge stochastic process, a continuous Gaussian process with zero mean and covariance kernel min(u; v)?uv which has value zero at 0 and 1 (see 12]). Once the sample Brownian bridge process has been formed, any of a number of functionals of it can be used as the test statistic. The one used in 11] is the supremum functional, corresponding to the KolmogorovSmirnov goodness-of-t test statistic. Asymptotic critical points of the K-S statistic are tabulated in 13], among many other sources.
Typically, the true value of the noise standard deviation is not known, so in (4) is often replaced bŷ = MAD=0:6745, where MAD is the median absolute value of the nest scale wavelet coe cients 14].
B. Two-dimensional threshold selection
The three-step procedure can be adapted to the twodimensional case in a fairly straightforward manner. Denote the set of \true" wavelet coe cients at a particular scale by f i;j : 1 i; j dg with the corresponding empirical coe cients fX i;j : 1 i; j dg.
As in Section III-A, form the cumulative sum process
The process (5), viewed as the realization of a continuous function on an equally-spaced grid, behaves asymptotically as a Brownian sheet stochastic process, which is a Gaussian process with mean zero and covariance kernel min(u 1 ; u 2 ) min(v 1 ; v 2 ) ? u 1 v 1 u 2 v 2 . This process is pinned down on two sides and the opposite corner, since BS~(u; 0) = BS~(0; v) = BS~(1; 1) = 0. The threshold selection procedure follows a twodimensional analogue of the three-step procedure of Section III-A. The test statistic in this (the two-dimensional) case is K d = max
; which is compared with the appropriate critical value to determine if the coe cients in the current dataset behave as white noise. Simulated critical points for this squared coe cient process under the null hypothesis are tabulated in Table I . The size of the square grids range along powers of two from 4 4 to 512 512, and the values of range from 0.999 to 0.001.
One modi cation of the three-step procedure in Section III-A is necessary: if it is determined that there is signi cant signal present, the largest coe cient should be removed from the current dataset. In one dimension, there is no problem with removing a single coe cient from a vector and \collapsing" the other coe cients around it. In two dimensions, that is not possible. To remove the largest coe cient from consideration for the time being, it must be replaced with a \place-holder." In the examples in this paper, removed coe cients are replaced with the value 1, which is the expected value of each squared coe cient under the null hypothesis. (Another reasonable possibility is to replace signi cant coe cients by zero, but among the set of squared coe cients, zero is not a \neutral" value, since it will be smaller than any other coe cient. In practice, there is very little di erence in the two approaches.)
IV. Experimental Results
The threshold selection method of Section III-B was implemented and tested on a variety of two-dimensional signals corrupted by additive white Gaussian noise. Figures  1, 2 , and 3 present the results of our algorithm and compare them to the SureShrink and VisuShrink algorithms of Donoho and Johnstone 2], 14]. Daubechies' six coe cient orthonormal wavelet 15] was used as the wavelet basis for the examples in Figures 1 and 3 ; the Haar wavelet was used in Figure 2 . In all cases, only the three nest scales of the wavelet decomposition were de-noised and the standard deviation of the noise was estimated by^ as described in Section III-A.
SureShrink 2] is a data analytic technique that choses a threshold for each detail signal by minimizing the Stein Unbiased Estimate of Risk 16] for threshold estimates. SureShrink automatically adapts to the underlying smoothness of the signal being estimated in a way that is near-optimal in the minimax mean-squared-error (MSE) sense. In an attempt to minimize MSE, SureShrink allows some noise to remain in the reconstruction, as is apparent from Figure 2 . The VisuShrink algorithm 14], on the other hand, eschews minimizing MSE in an attempt to achieve improved \visual quality" by removing essentially all of the empirical wavelet coe cients that could (statistically) be attributed solely to noise. This is done by uniformlyapplying a threshold of = p 2 log(n), where n is the sample size. By varying the level of signi cance , the data analytic method presented in Section III-B can behave either like SureShrink or like VisuShrink, or anywhere in between. This is illustrated in Figures 1, 2 , and 3: in Figure 1 , is large (0.999) and our method behaves like SureShrink; in Figure 2 , is small (0.05) and our method behaves like VisuShrink; Figure 3 shows the e ect increasing has on our method. When the two Donoho-Johnstone threshold selectors are considered in the context of statistical test of hypotheses, it is apparent that the VisuShrink method makes it relatively di cult for a coe cient to be declared signi cant and the SureShrink method makes is relatively easy. The ability to use an easily-interpretable user-supplied value like to control the smoothness of the reconstructed signal makes this procedure quite versatile for a wide range of applications. Figure 2 with the Brownian sheet technique for various con dence levels.
