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ABSTRACT
THE EFFECT OF OXYGEN ON PROPERTIES OF
ZIRCONIUM METAL
FEBRUARY,2020
JIE ZHAO
B.S., UNIVERSITY OF SCIENCE AND TECHNOLOGY, BEIJING
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Robert Hyers
The influence of oxygen on the thermophysical properties of zirconium has been
investigated using MSL-EML (Material Science Laboratory Electromagnetic Levitator)
on ISS (International Space Station) in collaboration with NASA (National Aeronautics
and Space Administration), ESA (European Space Agency), and DLR (German
Aerospace Center). Zirconium samples with different oxygen concentrations was
subjected to multiple melt cycles during which the thermophysical properties, such as
density, viscosity and surface tension, have been measured at various undercooled and
superheated temperatures. Also, there are melt cycles for verifying the solidification
mechanism. Similar samples were found to show anomalous nucleation of the solid
for certain ranges of stirring and undercooling. The facility check-out for MSL-EML
and the first set of melting experiments were successfully performed in 2015. The
first zirconium sample has been tested at the end of 2015. As part of ground support
v
activities, the thermophysical properties of zirconium and Zr−O (57 at. ppm - 5
at.%) were measured using a ground-based electrostatic levitator located at the NASA
Marshall Space Flight Center. The influence of oxygen on the measured density,
surface tension and viscosity were evaluated. The surface tension change from 1%/%
O to 21%/% O. The noise of viscosity measurement makes the analysis difficult. No
statistical difference values for density measurement. The results of this research
served as inputs for planning measurements in MSL-EML experiments.
vi
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CHAPTER 1
INTRODUCTION
Accurate thermophysical properties of metals, such as density, surface tension,
viscosity, heat capacity, share significant influence on both academic interests and
industrial operations. In metallurgy, including casting, welding, and additive manu-
facturing, accurate measurement of thermophysical properties above is required. To
improve the measurement of thermophysical properties of metals in high temperature,
non-contact measurement methods like electromagnetic levitation and electrostatic
levitation have been adopted by several groups [21][26][30][42][62][69][73][80][96]. Prior
work is reviewed and methods explained in Chapter 2. The industrially important
metal, zirconium, has being tested and analyzed in current work (Chapter 3 and 4).
During some measurements of zirconium, anomalous nucleation of the solid phase
was observed for a limited range of parameters [39] (see Chapter 5). A more detailed
investigation of this phenomenon may provide fundamental insights into anomalous
nucleation in liquid metals. This fundamental understanding may improve control of
structure and properties in industrial castings.
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CHAPTER 2
BACKGROUND
2.1 Measurement methods
2.1.1 Electromagnetic Levitation
In experiments measuring thermophysical properties like density, surface tension,
and viscosity, the interaction between sample and devices cannot be neglected. To
obtain more precise measurements, eliminating the interference created by the experi-
mental facilities themselves is one of the best choices. For molten metals, containerless
measurements can be obtained by electromagnetic levitation (EML). This noninvasive
technique has been applied in many areas, such as processing reactive metals and
undercooled melts.
The conventional ground-based electromagnetic levitation facility (EML) is com-
posed of one coil system, as shown in Figure 2.1, providing positioning force and
heating power through a combination of currents at two different frequencies. The
Lorentz force, which is used to levitate the sample, is generated by the interaction of
induced current and external magnetic field. Meanwhile, sample is heated to melt and
sustain as liquid phase during the experiments.
To characterize and measure the internal convection of the opaque sample, tracer
particles have been applied in some EML experiments. Some aspects of the internal
flow can be inferred from the motion and patterns of tracer particles on the droplet
surface extracted from experimental record.
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Figure 2.1: Ground-based electromagnetic levitation technique adopted by German
Aerospace Center (DLR). The right pattern is the cross-sectional view of the coil
system. The dot and cross indicate the current direction in coils. The sample is
levitated in the center of the coil system and deformed due to gravity. [59]
On Earth, the electromagnetic force required to levitate an EML sample is so large
that it drives strong internal flow in the liquid sample. The fluid flow tends to become
turbulent and may influence nucleation kinetics, phase selection and interfere with
thermophysical property measurements [46]. Therefore, in order to reduce the effect
of electromagnetic forces, the experiments may be performed in microgravity such
that where the positioning forces required to counteract gravity are much smaller than
those on Earth. The ISS - EML facility was designed for operation in reduced gravity
(also known as MSL-EML [67]). It has been used during space missions for thermal
physical measurements like viscosity, surface tension and specific heat, and has also
been used in processing undercooled states.However, both the power input to the
sample and positioning force were decreased for the interaction between coils systems.
This efficiency shortage can be avoided by a new superposition levitation method–
SUPOS, designed by the German Aerospace Center. The SUPOS employs only one
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coil system to generate both positioning force and heating power in microgravity
[67]. In the SUPOS, the coils and condensers have been rearranged to create two
independent oscillatory circuits to levitate and heat the sample at the same time [67].
To minimize the thermal effect of the positioning current and the electromagnetic
force generated by the heating current, two coil arrangements have been designed:
one of them is applied in this work. (Figure 2.2)
Figure 2.2: Cutaway of SUPOS coil system with the sample in the center. The arrow
indicates the equilibrium position of the droplet. Copper tubes containing flowing
water cover the coils to cool them down. [67]
Between the sample and coils is the sample holder made out of a combination of
high performance ceramics and refractory alloys. There were two kinds of sample
holders: A wire cage of W-Re with SiC pedestal, and a cup-type holder of SiC. The
sample holder not only serves as a sample transport container but it also provides
protection to the coil system and facility chamber in case the liquid sample gets out
of the control of the positioning force.The cup holder (Figure 2.3) acted as a shield to
protect the levitated coils from being exposed to the strong evaporation sample.
4
Figure 2.3: Sample holder. The arrow indicates the launch position of the sample.
[67]
Both the Lorentz force used to levitate the sample and induced heating power are
related to the density of the magnetic field:
B(x, t) = B0(x) sin(ωt) (2.1)
FL ∝ −∇B2 ∝ I2 (2.2)
Pi ∝ B20 ∝ I2 (2.3)
Where B is magnetic field density; F is Lorentz force; I is current in coil set; and
P is induced power.
In addition, to counteract the residual gravity, this Lorentz force also prevents the
droplet from escaping out of the sample holder. The sample is kept in the center of
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the coil system, where the magnetic density is weakest by the repulsion between the
applied and induced positioning current.
2.1.2 Electrostatic levitation
Electrostatic levitation (ESL) is a containerless method for processing materials
including metallic-glass, quasicrystal-forming alloys and industrial alloys (eg. Steels,
semiconductors and refractory metals). Compared with samples used by EML, samples
in ESL experiments are smaller, 1-3mm [45] vs. 6-10 mm diameter. To accomplish
contactless processing, the sample is charged by induction and levitated by an electric
field, which is generated by three sets of electrodes.
In addition to the measurement of thermophysical properties in liquid alloys, the
ESL facility has other applications too, like synthesizing new materials and the study
of corrosive solids. For example, the tests of some materials (e.g. niobium, which has
a very high melting temperature) can be accomplished by capitalizing on ESL for its
containerless features.
Figure 2.4 shows a levitated sample during measurement and Figure 2.5 gives the
schematic ESL system [45]. The sample’s position is maintained by the cooperation
of two dual-axis position detectors and a feedback system. The charge on samples can
be controlled by an UV source via the photoelectric effect. Samples can be levitated
as long as charge is maintained. To achieve the desired temperatures for this study,
the sample is heated by a laser (CO2 or YAG lasers) and the temperature of sample
is measured by optical pyrometry. A radial camera recorded the processing video of
sample. There are also many other contactless diagnostics which depends on particular
experiments.
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Figure 2.4: Sample levitated between electrodes and heated by laser.[45]
Figure 2.5: Schematic of ESL system.[45]
Electrostatic levitation (ESL), as one kind of containerless method, has been used
by several groups [43][73] to measure the thermophysical properties of molten alloys. By
electrostatic levitation furnace, the sample can be heated and melted by multiple laser
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heating beams without contacting any walls or gases, which eliminates contamination.
This is an important advantage in testing corrosive materials, especially in liquid
phase. It also means that the sample can be made stable enough to accomplish the
measurement. Since the sample is positioned and heated by two independent systems
and the electrostatic system does not generate any heat, a wide temperature range
can be achieved. The levitated sample can be undercooled or superheated and sustain
the state long enough to complete the measurement.
2.1.3 Optical pyrometers
The optical pyrometers are adopted by both EML and ESL experiments as non-
contact method for measuring temperature. They are used to measure the temperature
of samples remotely from the amount of the thermal radiation samples emit. EML and
ESL are used to conduct several classes of experiments which include: thermophys-
ical properties measurement, solidification, phase selection, structural studies, and
mechanical properties. The spectral emisivities of a few materials can be measured
directly at a common wavelength in NASA MSFC (Marshall Space Flight Center)
ESL [45]. Another famous assumption is that the changes of spectral emissivity with
temperature are negligible, which means, one single calibration point (for example,
melting point of the sample) allows evaluation of conditions at any temperature. This
assumption is not always strictly valid but often is close enough in liquid sample. Even
when the temperature dependence of emissivity cannot be neglected, the temperature
measured by pyrometer is reproducible as long as the surface condition of the sample
can be reproduced, so the pyrometer is still useful in temperature measurement.
Calibration is to correct for losses occurred during experiments, such as thermal
transmission through ports, gas flow and filters. According to Hyers [45], in the
calibration of pyrometers used by MSFC ESL laboratory, a Mikron M390S blackbody
source (working temperature: 900− 3000 K) is adopted. The unit gives an emissivity
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of 0.995 and temperature accuracy is ±0.25%. In the case of temperature below 900K,
there are alternative lower temperature blackbody sources at MSFC.
There are two multi-wavelength spectropyrometers, which measures temperature
optically as a more recent method, are used by MSFC ESL laboratory [45]: One
is a FAR Associates FMP2X Expert System Multi-wavelength Pyrometer (working
temperature: 1100− 4300 K) and the other one is a FAR Associates FMP1 (working
temperature: 600− 2300 K). No operator input is required by spectropyrometers, even
when the surface condition of the sample changes during temperature measurement.
A desktop computer records the temperature measured by spectropyrometers. In
the calibration of spectropyrometer device, a standard lamp or a blackbody at a
single, well defined temperature is used. After that, the device will be checked over
temperature range of interest [45]. The spectropyrometers can also be used in the
measurement of the light intensity, which is emitted by the sample, over a narrow
(≤ 25nm) wavelength band. The relationship between intensity and wavelength can
be corrected for the response of detectors, also a mathematical fit is applied to derive
the true temperature of the sample with two-color ratios. Certain algorithms detect
and correct for emissivity and absorption (or emission) of the atmosphere filled in
chamber, which may lead to slow measurements.
2.2 Thermophysical property measurements
2.2.1 Measurement pyrofile
In ESL and EML experiments, a pyrofile is adopted to record parameters covering
the whole process. In data processing, pyrofiles are always significant for synchronizing
data. A pyrofile includes the elapse time of experiment, sample temperature and other
facility parameters, such as pulse for camera and oxygen pressure in chamber. For
example, one pyrofile is composed of thousands of lines or more even for a 200 second
density measurement in EML density measurement with recording step 0.01s. Since
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the temperature gradient can approach to 90 centigrade per second, shorter step get
more accurate data.
The sample temperature and elapse time can be shown clearly by using a pyrofile,
which can be opened by Microsoft EXCEL spreadsheet. The temperature-time curve
gives the sample temperature from measurement start, went through a melt-solidify
cycle, to the end. Each point on the curve has a time as x axis and sample temperature
as y axis. Details see section 3.4.
The sample was heated as a levitated solid sphere from the beginning. The blue line
represents sample temperature. After been melted around melting point (1852 degrees
centigrade for pure zirconium), the liquid sample was heated continuously to about
2500 degrees centigrade. Then the sample was kept cooling to below the melting point
but remained in the phase, a condition called undercooling. At various undercooling
temperatures, the liquid sample was excited by external force to oscillate at its natural
frequency. Each oscillation was recorded by camera and there were at least 3 sets
of oscillations for each undercooling level. When the test was completed, the liquid
sample was cooled to solidify with recalescence. Recalescence can be observed as a
sharp temperature rise. Sometimes, an unexpected recalescence interrupted the test,
and whether or not to melt the sample again was up to the sample conditions case by
case.
2.2.2 Density
Containerless techniques allow the study of highly reactive materials by avoiding
the contamination by contact with the experimental apparatus. An optical method,
which provides the ability to measure properties by analyzing images of the sample, is
used by this work to measure the surface tension, viscosity and density.
The containerless optical method was first used to measure density in 1960s [25]
[86] with electromagnetic levitator (EML). The sample was photographed with 35 mm
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film and enlarged to be analyzed by hand. The sample images were divided into many
small trapezoids so that the volume was derived by the numerical integration, instead
of being regarded as perfect sphere or printed, cut out, and aligned. Later, the analog
video was used to capture the images of sample in containerless experiments [76] that
the images can be analyzed by computer software. The thresholding methods and
convolution maskes, which requiring the sample edges within resolution of one pixel,
were used by early software to measure sample volume [36]. By modern techniques,
each image of the sample needs to be analyzed so that the immediate volume of
the sample is measured frame by frame, which is extremely important in density
measurement. On each image, the volume is measured from 2D silhouettes of the
sample for the measurement of density, in which the accurate detection of the sample
edge is particularly important [10].
Recent computer software processes the images of the sample in pixel intensities,
which changing continuously at the edge of the sample, instead of steep discontinuity
caught by eye. However, the edge of the sample is smeared by the continuous
intensities. An advanced numerical method was adopted by Bradshaw [10] that the
pixels surrounding the sample edge is examined also by sub-pixel edge determination
to refine the detection.
The digital cameras are used by current techniques that the images of the sample
were analyzed by using sub-pixel edge detection in works [12][17][18]. There are two
types of sub-pixel detection, one is based on gradient and the other is half-height
technique. The gradient based one is to search for the maximum gradient of the pixel
intensities across the image and regard them as the location of the sample edge. Both
radial and Cartesian coordinate systems can be used by the gradient based schemes
[12][17][36]. The search in radial coordinate system set out from an approximate center
of the sample and moves along the vectors outward, in which the number vectors can
be adjusted case by case. The search in Cartesian system is throughout the whole
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image in various directions (horizontal and vertical). The half-height scheme locate
the edge of the sample on the half value of pixel intensities of difference between
background and sample gray scale. There is a function fitted the intensity values of
pixels by a sharp change in profile to present the edge locations.
Bradshaw, et al., [10] used the radial edge searching and then the cubic polynomial
fitting edge. After that, the center of the sample silhouettes is fixed to align the best
possible symmetry axis that certain adjustment of radial function of sample edge is
made. An optimized polynomial fitting of the sample edge is presented by [10] too.
The images analyzation can be divided into three sections: coarse determination
of sample edges, subpixel edge detection and polynomial fitting edge values. The first
section is to detect the sample edge by using a coarse manner as a candidate area
within one pixel. Then, the second section is to perform an subpixel edge detection
by using the coarse edge values in the candidate area generated by the first section.
Since the pixel intensities of sample edge tend to smear in processing, this second
section is crucial for image analyzation. The third section is to fit the subpixel edge
points by using a sixth order Legendre polynomial in the polar coordinate system.
The polynomial not only represents the shape of the 2D silhouette in images but also
can be used to calculate the volume of the sample.
The details of image analysis technique were introduced briefly in following sections.
The coarse edge detection started from thresholding the image. Lin, et al., [66]
gave the thresholding values as the half of the pixel intensities difference between
sample and background. The image was examined along a vertical slice through the
center of image in pixel intensities to get the first derivative along the slice so that the
sample and background pixels can be segregated based on the largest absolute gradient
values [15]. The pixel intensities located between the largest positive and negative
gradient values were taken as sample pixels and others as background pixels. Then
the average values for sample and background pixels were determined respectively.
12
The largest positive and negative gradient values, which changes continuously rather
than sharply, were considered as approximate sample edges. The Figure 2.6 gives a
profile of intensity and a plot of first derivative along a slice through the center of
image. After this step, the threshold value was calculated and stored by analyzing
each image for future subpixel edge detection.
Figure 2.6: Intensity profile (Lower one) and intensity gradient plots (Higher one)
along the vertical slice through the sample center. The pixels located between two
largest absolute gradient value depict the sample position. [10]
Figure 2.7: Edge points sought by coarse edge detection. [10]
13
Figure 2.8: Candidate area sought coarse detected points for subpixel edge detection.
[10]
Based on the threshold value, the image was examined horizontally on each pixel
row. The horizontal edge detection performed from both sides inwardly at the same
time and the pixel intensity on each row was checked until it equal or less than the
threshold value. There were at most two points detected on each row that all points
built up the sample silhouette. Figure 2.7 shows a plot of edge points sought by
horizontal edge detection completed by Bradshaw, et al., [10]. A filtering algorithm
used by the software lead to fewer points on top and bottom edge areas, which were
detected by few rows. This algorithm determined a minimum distanced between two
points on horizontal edge detection to prevent extraneous points from being identified.
After the horizontal edge detection, a candidate area was formed like a ring of pixels
surrounding the sample silhouette (Figure 2.8 [10]).
The subpixel edge detection was performed in polar coordinates along certain
number individual vectors which from the approximate centroid of the sample pointing
outwardly. Chung, et al., [17] used 400 vectors and Bradshaw [10] used almost three
times that many.
To determine the initial centroid of the sample, from which the subpixel edge
detection started, two Equations 2.4 and 2.5 were used based on the coarsely detected
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edge points. Since the initial centroid was the starting point of the vectors, all the
edge points coarsely determined were transformed to polar coordinates regarding the
centroid as origin. Then a 6-order Legendre polynomial was fitted to the edge points
in polar coordinates by least-squares technique, which was discussed in reference
[15]. The analytical radius of the sample can be expressed by Equation 2.6, where
R (θ) is the radius of the sample, θ is the rotation angle, Pi [cos θ] and ai is the
respective coefficient. It should also be noted that both the polynomial fitting and
search directions were based on an assumption, in which the rotation angle started
from the sample’s 12 o’clock position to rotate in clockwise directions.
X =
∑n
i=1 xiAi∑n
i=1Ai
(2.4)
Y =
∑n
i=1 yiAi∑n
i=1Ai
(2.5)
R (θ) =
6∑
i=0
aiPi [cos (θ)] (2.6)
The number of vectors varies due to samples in different sizes, in general, based on
the circumference of the sample silhouette. The zero-order coefficient of the Legendre
polynomial was used to calculate the zero-order approximation of the sample radius in
order to get the circumference of the sample. When the sample silhouette was sought
in whole with no disturbance, the number of vectors and the rotation step of angle
were dependent on the size of the sample, larger circumference needs more vectors. If
there are noise show on the sample silhouette, such as bad spot or shadows of facilities,
the number of vectors and rotation step of angle need to be fixed case by case.
The subpixel edge detection started from the centroid point of the sample and
searched along the directions outwardly, which were provided by the vectors, with
increment step as one pixel. In other words, the vector head was calculated in each
step and transformed to Cartesian coordinates. The vector was incremented until the
vector head reached up to equal or greater than the threshold value in candidate area
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for edge detection. After that, both the pixel vector head located on and three pixels
reached up ahead on the same directions were stored for future analyzation.
There were various cubic polynomials used to fit the pixels selected by subpixel
edge detections, which means, for each search direction, there was a specific cubic
polynomial fitting the edge profile. To reduce the noise, two vectors surrounding
the selected vector were also used by cubic polynomial fitting since the noise was
mainly show as the variabilities in pixel intensities of adjacent vectors. Thus, 12 pixel
intensities in total were used to smooth the noise for each vector, which gave more
information about the effect of surrounding vectors also. Figure 2.9 gives these three
vectors used for a cubic polynomial fitting along the middle vector and Figure 2.10
shows how the 12 pixels in total were fitted by a cubic polynomial. The subpixel
edge detection value was also considered as the half one between the sample and
background pixel intensities by using closed bisection to determine the root [9], also
show in Figure 2.10. To increase the accuracy of the technique, the centroid of the
sample was recalculated based on the edge values which have been sought already
and then the subpixel edge detection was performed again for the radial edge point
calculation was very sensitive to the origin point [10] [17].
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Figure 2.9: Three vectors were used to fit the cubic polynomial for each edge point
along the middle one as well as reduce image noise. [10]
Figure 2.10: Cubic polynomial fitting edge points by using three vectors. The right
and left bracket were used by the closed bisection technique to find subpixel edge
points. [10]
Once the edge points were fitted by Legendre polynomial, in which the edge was
expressed as a function of rotation angle, the volume can be calculated by the Equation
2.7. There were also some optimization on the polynomial can be adopted before
the volume calculation. One is to optimize the origin point to locate within the edge
points for the Legendre polynomials fitting may put the origin point out of the area
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encircled by edge points under the condition of sample deforming symmetrically. The
other one is to optimize the Legendre polynomial fitting angle.
V olume =
2
3
pi
∫ pi
0
R (θ)3 sin (θ) dθ (2.7)
In ESL experiments, sample is levitated along the vertical axis upwardly which is
shared with the zero rotation angle by the Legendre polynomial fitting as axis of
symmetry. In some cases the symmetric axis of the sample may not coincide with
the levitation vertical axis, then the polynomial fitting axis needs to be aligned with
the axis of symmetry of the sample. In the program, a coordinate transformation is
necessary and the rotation angle from the vertical axis is termed as declination angle.
To optimize the polynomial fit, the norm of L2 needs to be minimized. The norm
was comprised of two parts, origin location and declination angle, and can be expressed
by Equation 2.8 [35]. The minimization can be achieved by using three Golden Ration
Searches [15]. The first one was used to find the optimal declination angle by testing
each declination angle until the minimum L2 converged. The second and third one
were used to locate the origin point on the symmetry axis of the sample and optimal
the location by evaluating the L2 norm each time. The Figure 2.11 [10] provides
directions of the second and third searches that the second one is perpendicular to the
symmetry axis while the third one is parallel or along the symmetry axis. The sample
shown in Figure 2.11 was deformed symmetrically and the silhouette was fitted by the
Legendre polynomial. However, Bradshaw believed that the distinct improvement of
fitting quality cannot be achieved by iterating the Golden Ratio searches.
L2 =
(∑
[R (θ)− Rfit]2
) 1
2
(2.8)
Bradshaw, et al., provided plots (Figure 2.12 and Figure 2.13[10]) to show the
importance of optimization on centroid and declination angle. In Figure 2.12, the
detected edge points were compared with polynomial fitted points in the form of
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radius difference with the average one. The significant distinction was obvious that
occurred on not only phase but also amplitude. While in Figure 2.13, by using the
same image the radius differences show much better overlap.
Figure 2.11: Three directions of Golden Ratio search. (1) is the optimization of
declination angle; (2) and (3) are perpendicular and parallel the symmetry axis. [10]
Figure 2.12: The radius difference in length with rotation angle from nonoptimized
analyzation. Circle is the detected edge point and triangle is polynomial fitted points.
[10]
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Figure 2.13: The radius difference in length with rotation angle from optimized
analyzation. [10]
Further optimizations of image analysis was reported by Bradashaw [10], including
a collection of best practices of interpolation and numerical optimization, both on
constants of polynomial fitting and coordinate system. The improvement of the
precision and accuracy was over an order of magnitude vs. competing methods.
Figure 2.14 gives the volume for a calibration sample on room temperature, which
was high-precision solid sphere. The calibration sample with known volume was used
as a reference. The volumes of tested samples can be derived from the volume of
calibration sample. The precision is better than 0.03% and accuracy is better than
0.01%. Figure 2.15 gives the density measurement of titanium alloy in undercooling
experiment that the precision is of 0.04%. The high precision and accuracy means the
density measurement in ESL can be accomplished in the condition of undercooling
liquid metals.
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Figure 2.14: An independent measurement of the calibration sphere.[10]
Figure 2.15: Density plot of Ti39.5Zr39.5Ni21.[10]
2.2.3 Surface tension and viscosity
The surface tension is defined in two ways which share the same physical phe-
nomenon. One is the force required to break the interface between a liquid and vapor
with the units of N/m. Another one is the same with the surface energy of the
interface with units of J/m2. The surface tension of an interface area between two
liquids can be expressed by force as
γ =
1
2
F
L
(2.9)
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Where F is the force responsible for the movable side of the liquid and L is the length
of the movable side. F is required to stop the interface from moving on one side. This
ratio is independent of the geometry of the liquids. The surface tension can be derived
by energy too (Equation 2.10):
γ =
W
∆A
(2.10)
where W is the change of the liquid energy and ∆A is the change of the surface
area. The surface tension is dependent of temperature linearly. At certain temperature,
the surface tension achieve zero, which is named as critical temperature Tc.
Viscosity is the ability of fluid to resist the shear stress or tensile stress of defor-
mation. Particles next to each other in fluids may move with different velocities and
the friction due to the movement is the leading cause of resistance. External force
(e.g. pressure difference) is required to overcome the friction, and to keep the fluid
moving. Because liquids consist of small molecules, the relationship between shear
rate and shear stress can be expressed linearly by Equation 2.11 [7].
τzx = −µdvx
dz
(2.11)
Where τzx is shear stress and
dvx
dz
is velocity gradient. All metals are regarded
as Newtonian, so the relations above can be adopted. More complicated relations
between shear stress and shear rate should be considered for large polymers and fluid
mixtures.
It is difficult to measure the surface tension and viscosity of molten metals or alloys
by traditional measurement techniques due to the high temperature. Another difficulty
is that the sample in liquid phase tends to be contaminated easily. Electrostatic
levitation (ESL), as one kind of containerless method, has been used by several groups
[43][73] to measure the thermophysical properties of molten alloys. By electrostatic
levitation furnace, the sample can be heated and melted by multiple laser heating
beams without contacting any walls or gases, which eliminates contamination. This is
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an important advantage in testing corrosive materials, especially in liquid phase. It also
means that the sample can be made stable enough to accomplish the measurement.
Since the sample is positioned and heated by two independent systems and the
electrostatic system does not generate any heat, a wide temperature range can be
achieved. The levitated sample can be undercooled or superheated and sustain the
state long enough to complete the measurement.
There are a few factors may affect the measurement. Under this condition, the
corrections of effect of surface charge, electric field gradients and even viscosity on
surface tension measurement are offsetting and of the order of 1%. The surface tension
measurement is affected by the internal fluid flow in the liquid sample too, for the
internal convection can also cause flow-excited oscillations. While weak Marangoni
convection may only cause laminar flow due to the small diameter of the ESL samples,
it can also lead to self-excited oscillations. The amplitude of the surface oscillations
may be increased or decreased by the self-excited oscillations when the period of
recirculation of internal convection is comparable to that of surface oscillations.
Another possible disturbance of the surface oscillation is from the levitation control
loop on certain resonant frequencies [49], such effect are not observed in the NASA
MSFC ESL [45]. The interactions among is particularly important in the measurement
of samples with low surface tension (e.g. TiFeSiO quasicrystal forming alloys [45]).
Measurements of surface tension and viscosity share the same oscillating drop
method of containerless processing. In this work, the oscillating droplet technique was
adopted to measure the surface tension and viscosity of liquid zirconium. The levitated
sample can be melted and oscillated in a force-free environment as a high-quality
mechanical oscillator. The surface tension is related to the resonant frequency of
the oscillation. The resonant frequency of the liquid metal sphere is related to the
surface tension of the liquid metal sphere, which can be evaluated by Equation 2.12
Rayleigh[77]:
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ω2l =
l(l − 1)(l + 2)γ
ρR30
(2.12)
where ωl is the angular frequency of oscillation mode l; γ is the surface tension of
the metal droplet; ρ is the droplet density and R0 is the radius of the droplet sphere.
The equation is written in another way commonly Equation 2.13:
fl =
√
l(l − 1)(l + 2)γ
3pim
(2.13)
where fl is the cycle frequency and M is the mass of the liquid sample.
The measurement of viscosity is based on the theory from Lamb’s work about the
oscillations of viscous drops [55]. The viscosity µ can be calculated from Equation
2.14:
τl =
ρR20
(l − 1)(2l + 1)µ (2.14)
where µ is viscosity; ρ is liquid density; R20 is radius of the sample; and τl is
damping constant.
This Equation 2.14 can be applied only for spherical droplets without the effect
of external fields.The damping time is determined by the viscosity of sample [56].
This method allows samples of even corrosive materials to be tested in a metastable
undercooled state.
In this method, an oscillation of the molten sample to its equilibrium state is
required. In ESL experiments, the levitated liquid sample is excited to oscillate by
electrostatic field and then allowed to dampen freely. The damping time is determined
by the viscosity of sample [56]. This method allows samples of even corrosive materials
to be tested in a metastable undercooled state.
In EML experiments, when the sample is positioned in the holder stably, it can
be melted and overheated. Then the heating process is stopped by turning off the
heating fields so that the sample can cool down by radiation. During the cooling
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cycle, the excitation current pulses in the heating coils generates a force to compress
the sample laterally that the droplet is excited to oscillate. In the Pd76Cu6Si8 case
[22], the excitation force was generated every 50K until solidification completed. The
radius of the sample can be observed by analyzing the video tape specifically. It turns
out that the radius of the sample changes as a function of time as the sample cools
and contracts. Both the damping constant and frequency can be obtained from the
signal.
The oscillating drop method has also been applied in electromagnetic levitation
(EML), including ground-based testing [19], parabolic flights [48][27], and on the space
[47][20]. The Figure 2.16 shows simulations of the oscillation of a molten silver sample
in the TEMPUS device under microgravity [62].
Figure 2.16: The simulations of the oscillation process of silver measured by micro-
gravity TEMPUS. [62]
Then the oscillation and free damping process is recorded by a side-view camera.
The high-speed video is analyzed to show the free damping process in Figure 2.17.
The green line represents the amplitude of the droplet oscillation. The horizontal
axis is the frequency and vertical axis is the amplitude. The amplitude of oscillation
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can be expressed by Equation 2.15. where τ is damping ratio; t is damping time; T
is temperature. “Nonlinear” effects give a different dependence. For example, the
amplitude, A(t), may fall faster for large A than for small A, even relative to the
theoretical dependence above [97]. For small amplitudes, the droplet behaves as a
linear oscillator and the small-amplitude regime can be regarded as a “linear regime”.
“Nonlinear” and “linear” refer to the classification of the differential equation.
Figure 2.17: Sample oscillation and free damping for ESL excitation.
A = A0exp(− t
τ
) sin(ω(T ) · t) (2.15a)
τ = τ(T ) (2.15b)
In Figure 2.17, at the beginning, the wave shape shown in the top and bottom
indicate that there were more than one oscillations, which was called as “mixed
oscillations”. The different frequencies were caused by the excitation force, natural
frequency and maybe internal convection. Between the 2 red lines is the damping
with decreasing amplitude, which is mixed with some noise. On the first vertical line,
the force was removed and the free damping started. The amplitude of the oscillation
decreased smoothly so that the processing tools obtained the oscillation frequency
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and damping constant by curve-fitting. After the second vertical line, there is wave
observed, which is the noise for processing. Thus, the oscillation between two vertical
lines was used in analysis.
For large initial amplitudes, the damping is not purely exponential, but is faster
when the amplitude is large [97]. When non-constant damping is observed, the smaller
amplitude part is better representative of the conditions in the linearized analysis of
Rayleigh [77]. If so, later part is more accurate, so long as the amplitude is above the
noise. The resonant frequency f can be derived from the free damping graph of the
liquid sample.
This technique allow liquid metals can be conducted under undercooled and
superheated conditions without contamination from containers. The limitation for
1-g EML is that the internal fluid flow in all droplets are turbulent, unless damped
by large magnetic field. The magnetic field also will damp oscillations. The viscosity
measurement of droplet cannot be accomplished by 1-g EML. Because the damping
due to turbulence overwhelms the damping due to viscosity.
The measurement of surface tension and viscosity is affected by the internal fluid
flow too. For example, an extra oscillation can be excited by the internal turbulence,
which may reach such a large amplitude that a non-linear effect leads to the reduction
of the measurement’s precision. Moreover, the high velocity laminar flow causes extra
oscillation too. For example, in ESL experiments, when the period of recirculation of
the flow loops is comparable to that of oscillation, the amplitude can be enlarged due
to the interaction of both flows. Therefore, internal convection in measurements of
surface tension should be understood and under control.
In present work, the convection should be kept as laminar to eliminate turbulent
damping at droplet oscillations. The parameter setting that allow laminar flow often
result in an inability to maintain the sample temperature, result in a decreasing
temperature various 50 to 100 centigrade per second. If the flow is laminar, but the
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temperature is changing during the oscillations, then the instantaneous damping rate
will change also. The damping process is also affected by sample spin. That means
that the damping will follow a slightly different from Equation 2.15.
2.3 Crystal structures
2.3.1 Introduction
Crystals are symmetric and periodic arrangements of atoms, with long-range order.
The fundamental unit of a crystal is the unit cell. The size and shape of the unit cell
can change with the addition of elements in solution. In the case of oxygen dissolved
in crystalline zirconium metal, the changes in the unit cell were measured by[65],[98].
The following sections review the relevant crystallography, so the lattice changes can
be related to measurements of molar volume.
There are plenty of various crystal structures exist in crystalline materials and all
of them show a long-range atomic order in three-dimension. In general, the crystal
structure of metals is simpler than ceramic and polymeric materials. The crystalline
structures can be described by solid spheres with various diameters which indicate
different atoms or ions. The term lattice is used to indicate sites of atoms and bonds
between them by points and lines. The crystalline structure also can be divided into
smaller entities which sustain all the characters of the structure and represent them in
three-dimension such as geometrical symmetry and repeatability. The smallest entities
named as unit cells.
The crystalline structures can be classified as 7 primitive lattices which are com-
posed of only corner atoms to indicate unit cells. They are Cubic, Hexagonal,
Tetragonal, Rhombohedral, Orthorhombic, Monoclinic and Triclinic and the unit cell
geometries of these crystalline structures are shown in the first and fourth column of
Figure 2.18.
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Figure 2.18: Lattice parameters and unit cell geometries for the 7 primitive crystal
systems. [13]
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2.3.2 Crystal structures of metal materials
The crystal structures of most metal-materials, including zirconium studied in this
thesis, are Face-Centered Cubic Structure (FCC), Body-Centered Cubic Structure
(BCC) and Hexagonal Close Paced Structure (HCP). These 3 unit cells are shown in
Figure 2.19, from left to right, they are FCC, BCC and HCP.
Figure 2.19: From left to right, the crustal structures of most metal-materials are
Face-Centered Cubic Structure (FCC), Body-Centered Cubic Structure (BCC) and
Hexagonal Close Paced Structure (HCP).
2.3.3 Hexagonal Close Paced Structure (hcp) and unit cell volume
The atoms in Hexagonal Close Paced Structure (hcp) situated in 3 layers as
A+B+A style, which build up a hexagonal prisms (Figure 2.20). The top and bottom
A layers share the same atomic arrangement and the B layer located in the middle of
the hexagonal prisms. The frame of the hexagonal prisms, which is shown in Figure
2.20, gives the relative positions of atoms more clearly. The lattice parameters of hcp
are shown in Figure 2.21.
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Figure 2.20: The Hexagonal Close Paced Structure (hcp). (Left) The atoms in hcp
situated in 3 layers as A+B+A style, which build up a hexagonal prisms. The top
and bottom A layers share the same atomic arrangement and the B layer located in
the middle of the hexagonal prisms. (Right) The frame of the hexagonal prisms gives
the relative positions of atoms more clearly. (Resource: http://findyou.info/imagehdb-
hexagonal-close-packed-unit-cell.shtml)
Figure 2.21: The lattice parameters of hcp.
The hcp unit cell can be considered as a regular hexagonal prism to calculate the
volume. The necessary dimensions are derived from the lattice parameters of hcp unit
31
cell, and c. The expression of volume is Equation 2.16 ([13]). The volume of hcp unit
cell is the product of the area of top or bottom section and the height. The density of
unit cell can be derived from the volume straightforwardly and expressed by Equation
2.17 ([13]).
Vhcp.unit.cell = 6 ∗ 1
2
∗ a ∗ a ∗ sin 60◦ ∗ c = 3a2c sin 60◦ (2.16)
unit.cell.Density = ρ =
unit.cell.Mass
unit.cell.V olume
=
n · A
NA
Vhcp.unit.cell
=
n ·A
NA ·Vhcp.unit.cell
(2.17)
Where n is the number of effective atoms in the unit cell; A is the atomic mass;
NA is Avagoadros number.
2.3.4 Number of atoms per unit cell
To calculate the number of atoms per hcp unit cell, the unit cell can be draw in a
different way in Figure 2.22. Since each corner atom at top/bottom plane is shared
by 6 cells, it was cut into 1/6 atom and there are 12 corner atoms in total in each
hcp unit cell. Each center atom at top/bottom plane is shared by 2 cells, it was cut
into 1/2 atom and there are 2 center atoms in total in each hcp unit cell. There are 3
atoms located in the mid plane and all of them were accounted as full atoms. Thus,
the number of atoms per hcp unit cell was summed to 6.The calculation of atom
numbers per hcp unit cell is shown in the Table 2.1.
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Table 2.1: Atom numbers per hcp unit cell.
Atom location Shared by unit cells Number of positions Calculation Result
Top/Bottom Center 6 12 1/6 ∗ 12 = 2 2
Top/Bottom Center 2 2 1/2 ∗ 2 = 1 1
Mid Plane 1 3 1 ∗ 3 = 3 3
Atoms per unit 2 + 1 + 3 = 6 6
Figure 2.22: Hcp unit cell. Each corner atom at top/bottom plane is shared by 6
cells, it was cut into 1/6 atom and there are 12 corner atoms in total in each hcp unit
cell. Each center atom at top/bottom plane is shared by 2 cells, it was cut into 1/2
atom and there are 2 center atoms in total in each hcp unit cell. There are 3 atoms
located in the mid plane and all of them were accounted as full atoms. Therefore, the
number of effective atoms in hcp unit cell is 6.( https://www.shutterstock.com/image-
illustration/bodycentered-cubic-unit-cell-crystal-lattice-347363216)
2.3.5 Partial molar volume
The partial molar volume of component A in a two components mixture was
defined as the Equation 2.18:
VA =
(
∂V
∂nA
)
nB
(2.18)
That means the volume of mixture changes caused by concentration changes of
component A. The total differential volume for this two component mixture is Equation
2.19. The Eula equation 2.20 is the integrated from differential volume statement.
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dV = VAdnA + VBdnB (2.19)
V = nAVA + nBVB (2.20)
All accurate specific partial molar volumes of components are required to apply
the Eula equation, which is a big challenge for experiments. Thus, the partial molar
volume is always estimated by approximate calculation as Equation 2.21
VA =
(
∂V
∂nA
)
nB
≈
(
∆V
∆nA
)
nB
(2.21)
That means the partial molar volume of component A in mixture is the total
volume change caused by adding 1 mole A. This measurement is made with small
changes in total composition.
2.4 Solid Zr-O system structure and volume
2.4.1 Introduction
Samples tested by present work can be regarded as a solid mixture of zirconium
and oxygen, where oxygen dissolved into zirconium. The α−Zr has an unusually high
solubility for oxygen while remaining metallic. This leads to a Zr−O solid solution
that is stable with more than 40 atomic %O, rather than reacting to Zr−O compound.
The structure of solid solution Zirconium Oxygen system is indicated by the Zr−O
phase diagram at 1 bar (Figure 2.23, [2]).
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Figure 2.23: Zr-O phase diagram at 1 bar.[2]
The lattice parameters data of Zr-O system were provided by Lichter [65] and
consistent with data from reference ([98]). Equation 2.22 give the values of a, b and
c which are dependent on the compositions of zirconium sample. Where x0 is the
oxygen atomic fraction and in the range of 0 to 0.05.
a = b = 0.32317 + 0.01099 ∗m (2.22a)
c = 0.51476 + 0.02077 ∗m (2.22b)
m =
x0
1− x0 (2.22c)
x0 = mole fraction oxygen (2.22d)
Thus, the unit cell volume of the zirconium-oxygen solid solution can be derived
by Equation 2.16 and expressed as Equation 2.23:
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Vhcp.unit.cell = 6 ∗ 1
2
∗ a ∗ a ∗ sin 60◦ ∗ c = 3a2c sin 60◦
= 3 ∗ (0.32317 + 0.01099 ∗m)2 ∗ (0.51476 + 0.02077 ∗m) ∗ sin 60◦
(2.23)
2.4.2 Calculation of partial molar volume of oxygen
For ZrO solid solution study in present work, the zirconium atoms build the
hexagonal close paced structure (hcp) with few oxygen atoms inserted. The existence
of oxygen atoms resulted in enlargement of zirconium unit cell. The lattice parameters
of the hcp structure were estimated by [65].
The calculation of molar volume of zirconium-oxygen solid solution can be expressed
by the sum of components partial molar volume as Equation 2.24, where x0 is the
partial molar fraction of oxygen. x0 is also equal to the atomic percentage of oxygen
in value.
Vmolar.ZrO = (1− x0) ∗ Vpartial.molar.Zr + x0 ∗ Vpartial.molar.O (2.24)
Here, the partial molar volume of zirconium is estimated as molar volume of pure
zirconium (Equation 2.25). The molar volume of pure zirconium is calculated with the
hcp unit cell volume Vhcp.unit.cell.Zr. NA is the Avagadro’s number, 6.023 ∗ 1023/mol.
Vpartial.molar.Zr ≈ Vpure.molar.Zr = Vhcp.unit.cell.Zr ∗ 1.mole.Zr ∗NA
Zr.atoms.per.unit.cell
= Vhcp.unit.cell.Zr ∗ NA
6
(2.25)
To estimate the partial molar volume of oxygen atom O, an assumption was applied
that there is 1 mole oxygen atoms in Zr−O system. Then, the number of moles of
zirconium can be derived according to various oxygen concentration x0. By using
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the unit cell volume Vunit.cell.ZrO of Zr−O solid solution, which is enlarged by oxygen
atoms, the bulk volume is shown as Equation 2.26. The term in
(
1
x0
− 1
)
is the
calculation for zirconium mole in Zr−O solid solution.
VZrO.solid.solution = Vunit.cell.ZrO ∗ Cell.numbers.in.solid.solution
= Vunit.cell.ZrO ∗ Zr.mole.in.ZrO.solid.solution ∗NA
Zr.atoms.per.unit.cell
= Vunit.cell.ZrO ∗
(
1
x0
− 1
)
∗ NA
6
(2.26)
The volume of pure zirconium, which has the same number of Zr atoms as in ZrO
solid solution, is also calculated by using the zirconium hcp unit cell volume VunitcellZr
as Equation 2.27:
VZr = Vhcp.unit.cell.Zr ∗ Zr.cell.numbers
= Vhcp.unit.cell.Zr ∗ Zr.mole ∗NA
Zr.atoms.per.unit.cell
= Vhcp.unit.cell.Zr ∗
(
1
x0
− 1
)
∗ NA
6
(2.27)
Therefore, the partial molar volume of oxygen is calculated as the difference
between VZrO.solid.solution and VZr (Equation 2.28).
VPartial.molar.volume.O =
VZrO.solid.solution − VZr
1mole
= VZrO.solid.solution − VZr
(2.28)
The calculation result for volume of ZrO solid solution is shown in Table 2.2:
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Table 2.2: Calculation volume of ZrO solid solution.
Oxygen concentration
x0
Volume partial
molar Zr (m3 ×
10−5)
Volume partial
molar O (m3 ×
10−6)
Volume molar
ZrO (m3 × 10−5)
Pure Zirconium 1.40210
57 atomic ppm 1.51936 1.40203
580 atomic ppm 1.51939 1.40138
1.5 at.% 1.52019 1.38335
2.42 at.% 1.52071 1.37185
5 at.% 1.52224 1.33961
2.5 Oxygen in passivation layer
On expose to oxygen, Zr reacts vigorously to form an oxide layer. However, at room
temperature, that layer has a small enough permeability for oxygen and zirconium
that the reaction essentially stops after a few nanometer of oxide are formed. This
impermeable oxide is called a passivating layer.
This section is presenting a calculation of how much oxygen is in the passivation
layer on zirconium surface. The result will be compared with that of sample containing
least oxygen, 57 ppm. Zirconium is a grey white metal and very reactive chemical
with oxygen. It is observed that the zirconium metal reacts with the oxygen in media
in an extremely fast way. Meanwhile, zirconium show a great corrosion resistance
to oxygen due to surface passivation [99]. The passivation means once the passive
film formed on metals surface, it will prevent the further oxidation reaction of the
inner zirconium with oxygen in the atmosphere. There are many investigation into the
passivation of zirconium metal and indicated the significant character of the passive
film: rapid oxidation process, sluggish oxidation rate once the oxide film formed, very
thin but contributing excellent corrosion resistance behavior [14] [51] [54] [64] [71] [83]
[99] [92]. Furthermore, the main composition of the passive film is ZrO2, which is
accompanied by few suboxides [71].
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The thickness of oxide film, which tightly adherent the whole bulk of zirconium
metal, is observed very thin that in nano-scale [54] [71] [83]. In other words, only the
zirconium atoms on the surface layers have the opportunity to react with the oxygen
from ambient environment to generate the passive oxide film. Moreover, the bulk
metal will be protected by the surface oxide layers nicely. Thus, the zirconium metal
can be stored in ordinary atmosphere. Details of this calculation are given for specific
samples in section 3.2.3.
2.6 Anomalous nucleation of crystalline phase
2.6.1 Solidification process and convection
In material processing, solidification is a transformation of molten metals from a
liquid to solid state. For example, in casting, molten metal is poured into the mold
to cool and solidify into a certain shape. For pure metals, solidification occurs at a
constant temperature, which is called the freezing point or melting point. The Figure
2.24 shows how the process occurs over time. This is called a cooling curve. The
plateau gives the solidification time from when freezing begins to when freezing is
completed. Before and after the plateau the curves show the cooling process as a
liquid and as a solid. During cooling and solidification, the latent heat of the molten
metals is released to the surrounding environment. Over the curve, the cooling and
solidification rate depends on the heat transfer and the thermal properties of metal.
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Figure 2.24: Cooling curve of a pure metal in casting. The mold provides sufficient
nucleation sites to prevent undercooling, allowing freezing to proceed under local
equilibrium. [37]
Dendritic growth occurs during the freezing process. In solidification, the metallic
grain is formed continuously and grows in a direction away from the heat transfer.
Needles of solid metal are formed by the growth of grains, and then enlarged to form
lateral branches, each growing at right angles to the previous one. The dendritic
structure is just like a tree; new solid metal is deposited onto the dendrites to fill in the
structure continually until the freezing process complete. Due to the dendritic growth,
the preferred orientation of grains is coarse and toward the center of the casting. The
Figure 2.25 illustrates the grains clearly.
Figure 2.25: The grain structure of pure metal during casting. Small grains grow
randomly near the wall while large columnar grains grow towards the center of the
casting. [37]
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Instead of starting solidification at melting point, liquid metals may instead go
through undercooling under certain conditions. This means the molten metals/alloys
have the ability to sustain liquid phase even while cooling below the melting point.
When the liquid metal is undercooled below its melting point, the solidification of
metastable solids can be accessed owing to excess Gibbs energy under non-equilibrium
conditions [38], under these conditions, there is a competition among possible phases for
both nucleation and growth. In the process of crystallization, the heat is released and
result in rising temperature at the beginning of solidification. When the solidification
starts in undercooled sample, the beginning of crystallization occurs and releases
heat rapidly. The heat produced by crystallization is much faster than the heat
transformation from sample to environment. So that the undercooled liquid metal
acts as a heat sink. Rdcalescence is used to refer to the difference of temperature
in phase transformation, under cooling to solid, with rapid heat release. To analyze
the non-equilibrium process of crystallization directly, the recalesence profile may be
investigated.
2.6.2 Convection in non-contact methods
In present work, numerical models have been used to evaluate the fluid flow velocity
in zirconium droplet. Containerless method has been applied in experiments studying
internal convection. The techniques include both electromagnetic levitation (EML)
and electrostatic levitation (ESL).
Previous work [44] show that only high-velocity turbulent flow can be obtained
from ground-based EML. The strong convection observed in samples is induced by
the strong positioning force required to counteract gravity. However, in ground-based
ESL, only low-velocity laminar flow is found, as a result of the Marangoni convection.
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2.6.3 Cavitation phenomena
Cavitation is the process of the formation of vapor phase in a liquid due to low
pressure on certain temperature. It is another type of boiling of a liquid result
in reduced pressure rather than being heated. The vapor bubbles are created by
vaporization of liquid and may grow or collapse later.
Cavitating flow, which is composed of a liquid and its vapor, may be generated by
a hydrodynamic pressure change. The Bernoulli’s equation show that the pressure
reduction happened where fluid flowed with high rates. For example, the liquid in
throat with sufficiently high flow rates, which result in enough low pressure, starts
to boil. The bubbles may filled with steam or gases diffused from the liquid (Figure
2.26). Cavitation phenomena are also found on marine propellers at high rotation
rates, which cause region with enough low pressure (Figure 2.27). Cavitation caused
by marine propellers is one of the largest concerns for performance and efficiency in
industry.
Figure 2.26: Developed Cavitation in a Venturi tube. [31]
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Figure 2.27: Cavitation occurred in the tip vortices from the blades of a marine
propeller and forms a helical pattern. The marine propeller cavitation phenomenon is
one of the largest concerns for performance and efficiency in industry. [95]
During the collapse of cavitation bubble, the high energy associated with the
collapse has the ability to damage even metals. The Figure 2.28 shows a propeller
damaged by cavitation for operating under cavitating conditions. The cavitation also
damages the pipe with fluid flow at high speed. The shocking destructive force of
cavitation is shown in Figure 2.29, which may influence millions of people. Another
character of cavitation damage should be noticed is that the damage can be occurred
in a very short time.
Figure 2.28: Propeller damaged under cavitation condition. [93]
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Figure 2.29: The Arizona spillway of Hoover Dam was damaged by cavitation on
concrete wall in 15.2m diameter. The hole caused by cavitation was 35m long, 9m
wide and 13.7m deep.[11]
The transient bubbles grow in low pressure and collapse when pressure increased.
The life time of small transient bubble is very short that can be measured in milliseconds.
If the cavitation bubble with spherical shape, the collapse of them would develop
extremely high pressures, which may reach up to thousands of atmospheres [24]. Under
the condition of unsymmetrical pressure field caused by external force or fluid flow,
the bubble collapse as a result. An internal jet can be formed in this case much like
the water entering cavity (Figure 2.30). At the same time, a high stress is caused due
to the jet hit against the surface of the bubble with high velocity (Figure 2.31).
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Figure 2.30: An internal jet is formed due to unsymmetrical pressure field. The image
from University of Washington, Applied Physics Laboratory (Lawrence Crum, Ph.D.)
The bubble diameter approximately 1mm.
Figure 2.31: A high stress is caused due to the jet hit against the surface of the bubble
with high velocity. [94]
The possibility of vaporization of internal fluid, the indication of cavitation, can
be described by the cavitation number as Equation 2.29:
σ =
Pa − Pc
1
2
ρU2
(2.29)
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where Pa is the ambient absolute pressure (reference pressure); Pc is the vapor
pressure of the fluid; ρ is the density and U is the velocity of the fluid [24]. The
Equation 2.29 provides the ratio between the static pressure and the vaporization
pressure of the fluid. The cavitation number is used to scale the cavitation and design
experiments. The critical cavitation number is the one above which, no cavitation
occurs. While below it indicates that cavitation occurs. Based on the Equation 2.29, it
can be noticed that a cavity is formed by the fluid flow with at high velocity under low
pressure. Large cavitation region is produced due to operations at high speed which
give low cavitation numbers. For example, two phase fluid flow of one component give
the cavity pressure same as vapor pressure. The cavity pressure of multi-component
flow is comprised of partial pressures of multi liquids and gases diffused into cavity.
The inception of cavitation requires nuclei which may include vapor and gas to set
off. If the nuclei are subject to continuously decreasing pressure, then the nuclei will
grow to generate cavitation. A spherical nucleus under static equilibrium conditions
can be used to analysis the nuclei growth (Figure 2.32). To sustain the shape, the
internal pressure on the surface of the nucleus is balanced by sum of external pressure
and the surface tension of the nucleus.
Figure 2.32: A spherical nucleus under static equilibrium conditions [24].
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As long as the static equilibrium is sustained, the nucleus is stable and the radius
of the bubble tends to reach up an equilibrium value. If the external pressure decreases
to less than critical point, the equilibrium is broken up and the nucleus grows up.
2.6.4 Hypothesis of cavitation on nucleation in metals
The nucleation process is believed to be affected by fluid flow in some circumstances
[33] [32], usually related to the perturbation of thermal and solutal gradients; however,
the direct observation of nucleation with fluid flow is difficult for current techniques.
For the conditions of the experiments described here, the effect of fluid flow on
nucleation by these mechanisms is negligible.
The effects of cavitation in engineering are caused by the collapse of cavitation
bubbles, which results in extreme high local pressure instantly. This effect is used
industrially with ultrasound to promote grain refining and degassing.
That high local pressure was theorized to trigger the nucleation of metals during
undercooling process by Hofmeister, et al., [39]. Based on the Clausius-Clapeyron
Equation [40], the melting point temperature is elevated under the condition of high
pressure, which means even at the same temperature, the tiny amount of material
surrounding the high pressure point is subjected to a much deeper undercooling.
Equation 2.30 gives the relation between the vapor pressure and temperature as
Clausius-Clapeyron Equation, where P1 and P2 are the pressure at temperatures of T1
and T2. R is gas constant and ∆Hvap is enthalpy of vaporization.
ln
(
P1
P2
)
=
∆Hvap
P
(
1
T2
− 1
T1
)
(2.30)
Hofmeister, et al., tested a sample of pure zirconium in 7 mm diameter to study
nucleation process on Spacelab mission [39]. The experiment completed over 115
melt cycles on two samples, using a containerless technique (TEMPUS) to reduce
the contamination from facility. Each sample was melted, cooled to solidify and then
47
melted again to re- peat certain numbers of melt cycles during levitation. There was
fluid flow occurred in the liquid sample and driven by electromagnetic force. The fluid
flow rate was kept in controlled by modulating the heating and positioning voltage.
In the velocity range between 5cm/s and 43cm/s, when the heating was turned
off and the convection in the liquid sample was driven by positioning field, the effect
of fluid flow on nucleation was not found. Figure 2.33 gives the maximum flow rates
and corresponding undercooling levels. It can be noticed that there is no obvious
difference between undercooling temperatures within the flow rate range.
When the interior fluid flow at rates above 50cm/s, the effect of convection on
nucleation was observed. To accelerate the fluid flow, the positioning voltage was held
constant and the heating field was applied. A limitation of the undercooling level
was found that the nucleation occurred with less undercooling under the condition
of convection greater than 50cm/s. Two samples were tested in undercooling and
their performances were given as a function of applied heater voltage. The pressure
difference within the liquid calculated by magnetohydrodynamic (MHD) models was
shown in Figure 2.33. The convection in the liquid sample was assumed to be laminar
in these simulations, although contemporary work showed that this sample was surely
turbulent [42]. That means, different simulations of convection gave different velocity
of convection. It can be noticed that when the pressure difference increased rapidly,
the undercooling level was limited to a small range. The dynamic pressure of interior
fluid flow was believed exceed the static pressure of the liquid sample so that cavitation
was favored, the details see [39]. Then the collapse of the cavitation bubbles generated
sufficient high local pressure to trigger the nucleation start.
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Figure 2.33: Undercooling as a function of holding conditions for Zr processed in EML
in vacuum in reduced gravity [39].
Homogeneous bubble nucleation means the nucleation starts in a liquid without
pre-existing bubble nuclei. The classical theory of homogeneous bubble nucleation
provides a definition of critical radius of bubble, rc [57]. If the radius of this bubble
nucleus is larger than the critical size rc, the bubble nucleus will grow freely with
decreasing free energy. If the radius of a bubble nucleus is less than rc, this nucleus
needs more energy for growth. These sub-critical bubbles are on average shrinking.
Fisher [29] believed that cavitation is the fracture of liquids and determined the
negative pressure in liquid when the first cavitation bubble appears. Blander and
Katz [8] provided an estimation of critical cavitation bubble size for certain liquid
pressure, with radius rc Equation 2.31.
rc ∼= 2σ
(P ∗ − P )δ (2.31)
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Where σ is surface tension; P ∗ is the saturation pressure at given temperature;
P is the bulk phase pressure; and δ is the correction factor which is expressed as
Equation 2.32.
δ ∼= 1− ρV
ρL
+
1
2
(
ρV
ρL
)2
(2.32)
Where ρV is the density of the vapor and ρL is the density of the liquid. Note
that rc in equation 2.31 is for the radius of bubbles in local equilibrium with the
surrounding liquid, in the absence of the transient dynamic effects during excitation
or collapse. These dynamic effects enable the large pressure rise on collapse of the
void, and as mentioned above, are governed by the Rayleigh-Plesset equation.
Instead of water as considered by Fisher, the present work calculated the negative
pressure required to form the first cavitation bubble in zirconium. The negative
pressure needed for homogeneous nucleation of first bubble is negative 1 GPa.
Based on the MHD/CFD simulation (see Chapter 5), the pressure in the droplet
is around 200 Pa. By using the Equation 2.31, the size of the critical bubble nucleus
is estimated and to be 3 cm, which is 5 times the droplet size. In this estimation, the
value of surface tension adopted 1.48N/m which from the experimental measurements
by our group, and the correction factor is 1. It means, any bubble nuclei appear in
the droplet must be smaller than the critical size and, therefore, according to the
classical cavitation homogeneous nucleation, they usually disappear or collapse instead
of growing bigger to cavitation.
Another hypothesis for the formation of bubbles in the zirconium droplet is that
the formation is driven by turbulent eddies. At the center of an eddy, the pressure
is further reduced, beyond the time-average pressure. The additional pressure drop
may contribute to the excitation of bubbles, but is still of the order Pascals, not
Megapascals. If voids are present in the liquid, they are not nucleated homogeneously
due to the negative hydrostatic pressure.
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2.6.5 Heterogeneous nucleation of cavities in liquids
Most liquids have many pre-existing bubbles, like defects in a crystal. Several
attempts have been made to obtain the distribution of pre-existing bubble nuclei
in liquids. Gavrilov [34] reported that the numbers of bubble/cavitation nuclei is
related to the nuclei size. Then Ahmed and Hammitt [3] and Shima [85] described the
distribution of bubble nuclei in water respectively in 1972 and 1985. Later, Shima and
Sakai [84] gave a more general equation in 1987, which can be expressed by Equation
2.33. In short, the relation between bubble nuclei numbers and size is
[number of bubble nuclei] ∗ [size of bubble nuclei]n = constant
This equation shows good agreement with experimental results obtained by Ahmed
and Hammitt [3], Ben-Yosef, et al., [5] and Klaestrup-Kristenen, et al., [53].
N(r) =
M
rn
e−
nK
2
(ln r−lnα)2 (2.33)
where r is nuclei radius and M , n, K and α are constants. In Chapter 5, this
theory will be extrapolated to liquid metals, allowing a first estimate of number of
bubble nuclei to be made. The results will indicate whether the possibility of bubble
nuclei existing in zirconium droplet is large or small.
2.7 Turbulent eddies
2.7.1 Introduction to Turbulent eddies
Turbulence is a process that produces very large convective transport of mass,
energy and momentum. Also, the level of molecular mixing in fluid is elevated. The
turbulent flow is characterized by the velocity fluctuation in all directions and the
obvious vorticity of eddies. The velocity of turbulent flow can be expressed by sum of
a time-average part and a fluctuating part. [74]
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The eddy is a kind of motion which can be observed in turbulent flows: Eddies
are characterized by localized rotation and mixing of the flow. Eddies with various
sizes may be located in the same region of turbulence and interact with each other.
In general, there are three characteristic scales of eddies: length scale l, timescale τ(l)
and velocity scale u(l). The Reynolds number of eddies can be expressed by Equation
2.34:
Re =
ul
v
(2.34)
Where Re is eddy Reynolds number and v is viscosity of liquid.
The turbulent kinetic energy k is defined as Equation 2.35:
k¯ =
1
2
u¯′2 =
1
2
(u¯′21 + u¯
′2
2 + u¯
′2
3 ) (2.35)
Where k is the turbulent kinetic energy; the over bar indicates time average; u is
velocity fluctuation part and the subscript gives the directions of fluctuation.
The length scale, velocity and Reynolds number of large eddies can be estimated
as Equations 2.36:
L =
k
3
2
ε
(2.36a)
V = k
1
2 (2.36b)
ReL =
k2
ε · v
(2.36c)
Where L is the length of big eddies; V is the velocity of big eddies; k is the kinetic
energy and  is the turbulent dissipation rate.
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2.7.2 Introduction to Richardson theory
Pope [75] gave a discussion about the energy distribution in various scales of
turbulent motions, which range from the fluid dimensions to much smaller ones. An
important concept is the energy cascade (Figure 2.34), which was introduced by
Richardson ([79]) in 1922. Richardson’s theory stated that the turbulent fluid was
composed of eddies with various sizes. The size of the largest eddy can be comparable
to the flow scale; however, large eddies are in general not stable. Therefore, large
eddies break up to smaller ones, causing a transfer of kinetic energy from larger
eddies to smaller ones. Then, those small eddies break up to smaller and smaller ones
successively. The kinetic energy is dissipated by viscous flow in the smallest eddies,
where the energy transfer stops. The momentum equation (Equation 2.37) gives
the relationship between the convective term u∗ · 5∗ u∗ and viscous term 1
Re
5∗2 u∗.
The other terms often do not vary on the eddy length scale. It also indicates that
the viscous term is in inverse proportion of Reynolds number. Thus, the viscosity
dominates in small eddies for small Re and convection dominates in large eddies for
large Re.
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Figure 2.34: Energy cascade [74]. In turbulent flow, big eddies transfer energy to
small eddies. There is almost no energy carried by smallest eddies.
∂u∗
∂t∗
+ u∗ · 5∗ u∗ − 1
Re
5∗2 u∗ = −5∗ P ∗ + F ∗ (2.37)
2.7.3 Introduction of Kolmogorov hypothesis
In year 1944, Kolmogorov ([75]) quantified the Richardson’s theory of energy
cascade and the Kolmogorov hypothesis give the estimation of smallest turbulent
motion which still contains significant energy.
Statistically homogeneous turbulence means the all fluctuation quantities are in-
variant statistically ([74]) upon translating coordinate systems. When the fluctuating
quantities are invariant statistically by translating, rotating, and reflecting the coordi-
nate system, this simplification allows the motions of turbulence can be considered as
isotropic on small scale (Figure 2.35), which is known as Kolmogorov hypotheses.
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Figure 2.35: Statistically homogeneous in small scale of turbulence. [74]
The First Kolmogorov Hypothesis points out that, when the Reynolds number of
turbulent flow reach a high enough value, the eddies in small scale can be expressed
universally by two parameters: Dissipation  and kinematic viscosity ν. (Equations
2.38 [75])
η =
(
ν3
ε¯
) 1
4
(2.38a)
τη =
(ν
ε¯
) 1
2
(2.38b)
uη =
η
τη
= (νε¯)
1
4 (2.38c)
Where η is length; τη is time; uη is velocity; ν is kinematic viscosity and ¯ is mean
turbulent dissipation. The ¯ is defined by Equation 2.39. In practice, both k¯ and ¯
can be estimated from CFD turbulent model just like the one described below.
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¯ = ν
(
∂u
′
j
∂xi
+
∂u
′
i
∂xj
)
∂u
′
j
∂xi
(2.39)
2.8 CFD/MHD models description
In many applications of containerless levitation, (e.g. measurements of viscosity in
ESL) the stability of the internal flow is more important than the absolute magnitude
of the flow velocity. On the other hand, the accurate magnitude of convective velocity
is crucial in solidification. The numerical models tested by this work can be used to
evaluate the fluid flow velocity and pressure field in metal droplets.
In order to ensure the accuracy of the thermophysical properties measurements, the
fluid flow in the sample should be controlled in a certain flow condition. Containerless
methods eliminate any chance of chemical reaction between the sample and test
facilities. However, even in containerless methods results are often critically affected
by the internal convection of the samples. For example, in measurements of viscosity,
the test droplet is excited by an oscillating force field near the natural frequency of
the sample which then dampens out freely. The viscosity can be estimated using the
measured decay time. If the internal flow is turbulent, a considerable portion of the
energy of the oscillating droplet should be dissipated by the turbulent eddies so that
the decay time becomes much shorter, resulting in a measurement that is a property
of the flow not of the fluid. On the other hand, in measurements of heat capacity,
turbulent mixing reduces the temperature gradient in the sample. This means the
heat capacity can be measured more effectively, especially when a material has a low
thermal conductivity, which would otherwise result in a high Biot number. In short,
the status of the internal convection can either facilitate or jeopardize the property
measurements. Therefore, it is important to identify the convection state during the
measurements of thermophysical properties of molten metals and alloys.
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The convection in molten metals is governed by Navier-Stokes equations (Equation
2.40, 2.41), just like other viscous fluid motion. The Navier-Stokes equations can
produce a velocity field, providing the velocity of the fluid at a given point in space
and time. Other quantities such as flow rate can be found with the velocity field. The
velocity field plays a more important role than particle positions or trajectories in
classical mechanics. To apply Navier-Stokes equations, the internal fluid flow has been
assumed as an incompressible flow which simplifies the solution process.
5∗ ·u∗ = 0 (2.40)
∂u∗
∂t∗
+ u∗ · 5∗ u∗ = −5∗ P∗ + 1
Re
5∗2 u∗ + F ∗ (2.41)
where u is velocity field; t is time; P is pressure; F is forces; Re is Reynolds number.
The nonlinear quantity u∗ · 5∗ u∗is the dimensionless convective acceleration, which
is independent of time and coordinate system. The terms 5∗P∗and 1
Re
5∗2 u∗which
are gradients of surface forces, give the effect of stress in the fluid.
The magnetohydrodynamic flow in EML droplets is driven by Lorentz forces and
governed by the Navier-Stokes Equations 2.40 and 2.41 with the boundary conditions
Equation 2.42 for laminar flow; turbulent flow requires both Equation 2.42 and
Equation 2.43.
u∗r |r∗=1 = 0 (2.42a)
τ ∗ · it |r∗=1 = 0 (2.42b)
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∂k∗
∂r∗
|r∗=1 = 0 (2.43a)
∂ε∗
∂r∗
|r∗=1 = 0 (2.43b)
Where k is turbulent kinetic energy; ε is turbulent dissipation.
The Reynolds number can be expressed by Equation 2.44:
Re =
ρuD
µ
(2.44)
Where Re is Reynolds number; ρ is density; u is velocity; D is diameter and µ is
viscosity.
The magnetic force is generated by the interaction of inducted current and the posi-
tioning electromagnetic field [44]. A commercial finite element code has been adopted
by the simulations of numerical modelling. The geometry is a 2-D axisymmetric sphere
and the force which drives the flow is calculated by a subroutine separately.
The results show that the modelling of flows near the laminar-turbulent transition
is pretty difficult. According to Hyers, et al.,[46], the laminar-turbulent transition
occurs when the Reynolds number reaches up to 600 in the molten sample of EML
experiments. Berry, et al., shows that the renormalization group method (RNG)
variation of k −  performs best on the modelling of turbulent internal flow in EML
droplets [59].
For the TEMPUS coil set, the simulation results by Hyers, et al., provided two
typical flow patterns of 72Fe12Cr16Ni alloy positioner-dominated (Figure 2.36) and
heater-dominated internal convection (Figure 2.37). Both patterns are mirror symmet-
ric and axisymmetric. There are four loops on the pattern of positioner-dominated flow
in droplets with low Reynolds numbers. The two loops near the poles keep shrinking
as the Reynolds number increases and disappears finally. The heater-dominated flow
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pattern is different from the positioner-dominated one, consisting of only two loops. As
a result of opposite flow directions, the equatorial loops driven by positioning field can
be weakened by the ones driven by the heating field. Therefore, the minimum velocity
of flow can be obtained when the forces generated by the two fields are balanced.
Figure 2.36: Positioner-dominated flow patterns of 72Fe12Cr16Ni alloy: streamline
(Left) and velocity field (Right). Positioner current is 150A and heater current is
0A.[44]
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Figure 2.37: Heater-dominated flow patterns of 72Fe12Cr16Ni alloy: streamline (Left)
and velocity field (Right). Positioner current is 150A and heater current is 40A.[44]
The convections from EML (Electromagnetically levitated) and ESL (Electrostati-
cally levitated) droplets share the same governing equations and boundary conditions.
In addition to the heater-dominated flow, the positioning force of EML can drive the
flow dominantly too. In contrast, the Marangoni convection in ESL droplets is driven
by the temperature gradient provided by the heating laser, which is independent of
the positioning facility. Moreover, the ESL droplet problems share the same numerical
solution method with EML ones. FIDAP had been adopted to solve the problems on
a 2-D axisymmetric spherical geometry and the heating process can be expressed by a
boundary condition subroutine. The Figure 2.38 shows the simulation results of flow
velocity for a 72Fe12Cr16Ni case.
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Figure 2.38: The velocity field and streamlines obtained from a 1g ESL 72Fe12Cr16Ni
droplet. The maximum velocity is 5.6 cm/s.[43]
Since electrostatic levitation is applied in a vacuum, no current flows from the
electrodes through the sample, and there is no component tangential to the electric
field of the levitated sample. Therefore, no electrohydrodynamic flow exists like the
EML droplets. The Marangoni convection is the main internal convection in ESL
droplets, which is caused by gradients in surface tension. The laser heating effect
has been taken into account by computer modeling, which includes heat distribution
and thermal radiation. Since the droplet was levitated in a vacuum, the heat loss
due to conduction or convection in the environment can be neglected. The thermal
gradients on the droplet’s free surface are the main cause of surface tension gradients.
The Figure 2.39 shows the thermal profile of two droplets, with and without rotation.
61
Figure 2.39: Temperature profiles in non-rotating (Left) and rotating (Right) samples
of 72Fe12Cr16Ni system. The maximum temperature difference is 29K (Left) and 6K
(Right) respectively.[43]
Temperature gradients on droplets are directly related to the droplet rotation.
If the sample is heated without rotation, the power absorbed by the droplet will
concentrate in a very small area of droplet surface, which is the main cause of a large
gradient of temperature. The large Marangoni convection is directly related to the
large temperature gradient. When the droplet rotates slowly, the laser power can be
distributed along the track, which will indeed reduce both the temperature gradient
on the droplet surface and Marangoni convection.
Marangoni convection in ESL droplets has been modelled by many groups. For
analytical models of creeping flow, see Bauer and Eidel [4] and for numerical models
see Hyers [44] and Li and Song [63]. The numerical one is more commonly adopted.
The ESL droplets of 72Fe12Cr16Ni system have been numerical modeled by Hyers,
et al., [43], in order to study the convection. The Figure 2.40 shows the calculation
results.
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Figure 2.40: The velocity field and streamlines of non-rotating (Left) and rotating
72Fe12Cr16Ni alloy droplet (Right). The maximum convective velocities are 13 cm/s
(Left) and 5.6 cm/s (Right) respectively. [43]
In short, since the velocity and temperature distributions cannot be measured
directly from the droplets in EML or ESL experiments, the numerical modelling
method is necessary for the quantification of convection and thermal conditions. The
simulation results (Figures 2.41 and 2.42) provide a clear description of the velocity
range covered by various systems. The range of convective velocity accessible by
ground-based experiments is very narrow. The Reynolds number that can be achieved
by 1g ESL is less than 110, with a velocity of 4.4 cm/s, which does not reach up
to the laminar-turbulent transition. Meanwhile, ground EML results in too big a
Reynolds number, 2800, in which turbulence has already developed. The line segments
corresponding to various sample sizes (6, 7 and 8mm in diameter) indicate the velocity
ranges obtained in microgravity EML. It is observably wider than that in ground-based
testing [44].
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Figure 2.41: Convection range obtained from 1-g EML, ESL and microgravity EML
in terms of convective velocity. The circles show the convection accessible through 1g
EML and MSL-1 EML. [44]
Figure 2.42: The Reynolds number obtained from 1-g EML, ESL and microgravity
EML. The circle gives the convection of ground EML and MSL-1 experiments. [44]
In ground-based EML tests, the range of sample size is narrowed by the operating
conditions in order to ensure a stable levitation. As a result, a limitation of convective
velocity cannot be avoided. In ESL tests, the dominating Marangoni convection is
driven by the surface tension gradients caused by the temperature gradients, which
are independent of operating conditions. The Marangoni convection in the ESL
can reach up to 6 cm/sec and almost disappear when the heating laser is turned
off. In microgravity EML testing, the convective velocity is downwardly limited by
the positioning force required to counteract gravity and control the sample in the
equilibrium position, and upwardly limited by the heating-induced convection in the
sample.
In the measurements of surface tension and viscosity, the levitated sample can
be melted and oscillated in a force-free environment as a high-quality mechanical
oscillator. When measuring viscosity, the internal flow affects the results’ accuracy.
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Internal turbulence can ruin the measurements completely by consuming the energy
necessary for sustaining oscillation. Turbulence eddies are the main cause of energy
dissipation, causing the droplet to stop oscillating earlier for lack of enough energy.
The surface tension is related to the resonant frequency of the oscillation so that the
measurement of surface tension is affected by the internal fluid flow too. For example,
an extra oscillation can be excited by the internal turbulence, which may reach such a
large amplitude that a non-linear effect leads to the reduction of the measurement’s
precision. Moreover, the high velocity laminar flow causes extra oscillation. For
example, in ESL experiments, when the period of recirculation of the flow loops is
comparable to that of oscillation, the amplitude can be enlarged due to the interaction
of both flows. Therefore, internal convection in measurements of surface tension should
be understood and under control.
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CHAPTER 3
THE OXYGEN EFFECT ON LIQUID ZIRCONIUM
THERMOPHYSICAL PROPERTIES USING
ELECTROSTATIC LEVITATED (ESL)
3.1 Experiments using electrostatic levitation (ESL)
3.1.1 Introduction
Two sets of ground-based experiments using ESL have been completed at NASA
Marshall space flight center in 2015 and 2016. In ESL experiments, the influence of
oxygen on density, surface tension and viscosity can be obtained from zirconium sample
with various oxygen concentrations, including 57 at. ppm, 580 at. ppm, 1560 at. ppm,
1.5 at.%, 2.42 at.% and 5 at.%. Also the measurement results are compared with other
works ([52][73][78]) and show good agreement on zirconium samples containing 57 at.
ppm oxygen. Although the EML experiment used only one zirconium sample (285 at.
ppm, 49 wt. ppm), the measurement results of surface tension and viscosity can be
compared with ESL experiments, which is one of the motivation of ESL experiments.
In density measurement the method described in section 2.3 was used, the volume
of liquid zirconium samples was obtained from the videos by fitting the perimeter
of the droplet. Computer tools were adopted to process the videos frame by frame.
The mass of samples was scaled before and after the experiments with very small
difference. Thus, the density of liquid zirconium sample were derived from the mass
over droplet volume, without the need to correct for evaporation.
The surface tension and viscosity of zirconium samples with different oxygen
concentrations were measured by the oscillating droplet method (see section 2.3).
After being melted, the sample was excited by electrostatic field to oscillate and then
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free damping. The damping frequency and constant can be extracted from oscillations
to calculate the surface tension and viscosity of the liquid sample.
3.1.2 ESL facility
In ESL processing, the sample can be levitated stably by electrostatic field and
heated by laser. The ESL system used in present work is located in NASA Marshall
Space Flight Center, Huntsville, AL [82]. The optical hardware includes Redlake
Motion Pro 10000 camera, Infinity K2 telecentric lens and filter array. The filter array
is used with camera to block out extraneous light from the sample, such as the heating
laser, so that the disturbance of the heating laser show up as bright spots on sample
surface in video record can be avoided. In addition, the camera is protected by the
filter array from being damaged by reflected laser light. The temperature is measured
by a single color IGA-100 ImpacGmbH pyrometer. The video is recorded at 25 frames
per second and comprised of 8-bit gray scale images within 512× 512 resolution.
3.1.3 Oxygen in chamber
The experiments were conducted under a vacuum of approximately 2 ∗ 10−6 to
2 ∗ 10−8 Torr. Even at this vacuum level, a small amount of residual gas remains. The
components of residual gas in vacuum chamber were not identified. There are two
hypotheses for residual gas: air or 5N argon. Argon gas would remain after cycles
of purging and pumping. Air would come from “virtual leaks”, which consist of gas
escaping from closed volumes, such as blind bolt holes. Air could also come from
actual leaks in the vacuum chamber and seals. If it were the air leaking into chamber,
then the oxygen partial pressure would be 21% of total pressure, for the component
percentage of residual gas was the same as air. Or, the residual gas may be the inert
gas, which helped to pump air out before measurement. Then the component would
be 5N argon, which means 99.999% residual gas was argon. It can be assumed that
all the other unknown gas was oxygen. Therefore, the oxygen partial pressure was
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about 4.2 ∗ 10−7 to 2 ∗ 10−13 Torr. The mean free path of oxygen atom in ESL vacuum
chamber was estimated by [72] to more than 2000 kilometers, which is far larger
than the chamber size. That means oxygen atoms were just bouncing around in the
chamber without collision with other oxygen atoms. The oxygen was too rarefied to
be continuum gas. The net flux of oxygen can be estimated by impingement Rate,
which is expressed by Equation 3.1 [50]. where Φ is the number of molecules striking
unit surface per unit time; P is partial pressure of oxygen in Torr ; T is temperature
and m is mass of particle. The net flux of oxygen atoms in vacuum chamber was
estimated to be of order atoms 1013/cm2 · s.
Φ = 3.5× 1022 × P√
mT
= 6.2× 1013/cm2 · s (3.1)
3.2 ESL Samples
3.2.1 Sample preparation
In the ESL experiments completed in 2015, three oxygen concentrations of zirco-
nium samples includes: zirconium with 57 ppm oxygen, zirconium with 1560 ppm
oxygen, and zirconium with 2.42 atomic percent oxygen. In 2016, zirconium sample
with oxygen concentrations 57 ppm, 580 ppm, 1.5 atomic percent and 5 atomic percent
have been tested.
There are 2 ways to prepare sample in ESL experiments. The raw materials were
bought from Alfa Aesar. One way is cutting pieces from raw materials and arc melting
into sample masses in range 30-50 mg. The samples with oxygen concentration 57 ppm
and 580 ppm were prepared by this way for the raw materials met the requirement
already. The other way is a combination of a big zirconium slug, a small zirconium
slug and zirconia powders as shown in Figure 3.1. In a 6.35 mm diameter * 12.7 mm
length zirconium slug was drilled a hole by electric drill, zirconia powder was loaded in
the hole and capped by 3.175 mm diameter * 3.175 mm length zirconium slug. Then
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the assembly was arc melted into an ingot. In 2015 ESL experiment, the ingot was
cut into two parts, half and half. One of them went for elemental analysis (Method:
Inert gas fusion ASTM E 1019-11, by Luvak Inc. Boylston, MA). The other one was
cut into 30-50 mg pieces. The pieces were arc melted again to form spherical shape of
samples (Figure 3.1). In 2016, the ingot was cut into pieces and arc melted to samples,
which were sent to do the elemental analysis with or without processing in ESL.
Figure 3.1: Sample preparation process
The temperature difference was reported by Hyers, et. al, [44] that in range 0.1 to
3.2 K. The temperature difference was weakly influenced by sample size.
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Table 3.1: Sample mass loss in ESL 2015
Composition Sample number Pre-test(mg) Post-test(test) Mass loss (%)
57 ppm 062 44.514 44.459 0.124
57 ppm 069 44.511 44.492 0.043
57 ppm 067 43.288 43.273 0.035
1560 ppm 073 43.266 43.256 0.023
1560 ppm 071 48.769 48.753 0.033
1560 ppm 044 47.263 47.226 0.078
2.42 at.% 048 44.427 44.398 0.065
2.42 at.% 050 46.964 44.930 0.072
2.42 at.% 058 46.101 46.069 0.069
3.2.2 Sample mass loss
During the ESL experiments, the mass loss of samples was less than 0.26% and
the average less than 0.086% (Table 3.1 and Table 3.2), due to the low evaporation
rate of liquid zirconium. It is an advantage of zirconium materials not only for density
measurement, which were derived from mass over volume, but also for the facility that
the chamber did not have to be cleaned up after each sample, as is needed with same
high-evaporation materials such as iron.
3.2.3 Oxide film and influence on composition
The influence of passive film on the zirconium samples has been derived in this
work. The oxygen from the thin oxide film affected the composition of whole sample
slightly. The atomic percentage of oxygen from oxide film is expressed by Equation
3.2.
Atomic.percentage.of.O =
Density.of.ZrO2 × oxide.film.volume
Zirconium.sample.mass
=
Density.of.ZrO2 × sample.surface.area× oxide.film.thickness
Zirconium.sample.mass
(3.2)
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Table 3.2: Sample mass loss in ESL 2016
Composition Samples Pre-test (mg) Post-test (mg) Mass Loss (%)
57 ppm #094 41.575 41.553 0.053
57 ppm #095 44.035 44.022 0.030
57 ppm #096 41.468 41.449 0.046
57 ppm #098 37.798 37.784 0.037
580 ppm #076 48.877 48.859 0.037
580 ppm #078 37.983 37.971 0.032
580 ppm #080 39.812 39.796 0.040
580 ppm #099 40.628 40.602 0.064
580 ppm #100 37.789 37.769 0.053
580 ppm #102 47.821 47.807 0.029
580 ppm #103 40.154 40.128 0.065
580 ppm #104 42.081 42.055 0.062
1.5 at.% #082 58.393 58.363 0.051
1.5 at.% #083 36.478 36.452 0.071
1.5 at.% #084 50.156 50.123 0.066
1.5 at.% #085 42.568 42.544 0.056
1.5 at.% #086 35.924 35.888 0.100
5 at.% #087 47.807 47.728 0.165
5 at.% #088 52.085 52.015 0.134
5 at.% #089 42.345 42.235 0.260
5 at.% #090 39.432 39.367 0.165
5 at.% #091 44.685 44.613 0.161
5 at.% #092 51.402 51.302 0.195
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Table 3.3: Calculation of extra oxygen content introduced by the oxide film: 3.7 at.
ppm for raw zirconium slug, 15.5 at. ppm for max sample and 18.2 ppm for small
sample.
Raw
Zirconium
metal
Shape
Bottom Radius
mm
Height
mm
Zr Mass
mg
Oxide film
ZrO2 mass
ng
O atomic content
from oxide film
ppm
Small Zr
Slug
Cylinder 3.175 3.175 160 399 3.7
Processed
Zirconium
sample
Diameter mm
Zr Sample
max
Sphere 0.249 53 555 15.5
Zr Sample
min
Sphere 0.213 33 405 18.2
Since the surface oxide film was observed as several atomic layers, [83] [54], less
than 5 nm. Therefore, the oxygen content and atomic percentage due to the oxide
film can be estimated according to the sample size. The result shows that the extra
oxygen content introduced by the oxide film is 3.7 at, ppm for raw zirconium slug,
15.5 at. ppm for max sample and 18.2 at. ppm for small sample. That means, the
actual oxygen content of the sample should be the sum of the oxygen added manually
and oxygen from the passive film. In all cases except the purest Zr, the contribution
from the surface film is negligible. The calculation is shown in the Table 3.3.
3.2.4 LECO test result
Luvak’s LECO test is to define the oxygen content in the zirconium samples. The
strategy is, for big slugs of raw materials, it was cut into tiny pieces and some of them
are melted to release oxygen. The oxygen released is collected by Luvak to obtain the
weight. Thus, the oxygen content of the specimen can be derived as weight percentage.
For small ESL samples, which in 2-2.5 mm diameter, they were combined into a
bigger LECO specimen for accuracy. Some specimens are merged by post processed
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Table 3.4: After ESL 2015, Luvak LECO result provided the oxygen content of slugs
left by sample preparation. Raw materials were bought from Alfa Aesar with certificate
of oxygen content.
Slugs left Goal O content LECO Result Precision
A1 580 ppm 1560 ppm 285 ppm
A3 3 at.% 2.42 at.% 285 ppm
samples and some without processing. The raw zirconium slugs were sent to do the
combination and LECO tested also.
The zirconium samples and raw material slugs have been sent to do the LECO
test after experiments in 2015 and 2016, respectively. For ESL 2015, slugs, which were
left after sample preparation and share the same compositions with samples, were
sent to do the test. Samples processed in ESL 2016 and other materials left were
all tested in 2016. The test result is shown in Table 3.4 and Table 3.5. One thing
needs to be pointed out first that the “Accuracy” given by Luvak has been corrected
as “Precision” in this work. Accuracy gives the difference between measured data
and standard or known value. Precision gives the differences between measured data.
Since the real oxygen concentrations were unknown, the last column of LECO result
should be “Precision” rather than “Accuracy”.
It is obvious that the LECO results from 2016 are not consistent with the certificate
of analysis from Alfa Aesar on materials which were not processed. S1, S2 are slugs
bought with certificate of analysis 580 ppm, Luvak report gives 5731 atomic ppm
(0.101 wt.%) and 4657 atomic ppm (0.082 wt%). C3 were pieces cut from zirconium
slugs with certificate of analysis 57 atomic ppm, Luvak report gives 4148 ppm (0.073
wt.%).
The experimental results on material processed are consistent with Alfa Aesar’s
certificates, but not with Luvak’s report of oxygen. Higher oxygen concentration
will decrease the surface tension of liquid zirconium. Sample W gave same similar
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surface tension with M and V, but Luvak report showed 10 times difference in oxygen
concentration.
Therefore, the LECO results from Luvak for the 2016 campaign were rejected due
to the discrepancies between its results and the other data sets. The reason for the
discrepancy is unknown. Since the samples were consumed in the LECO analysis,
re-testing is not possible. Therefore, the goal oxygen contents have been adopted
instead of analysis of the 2016 campaign.
3.3 Temperature correction
Thermophysical properties of materials depend on temperature. To improve our
measurements, the temperature measured by experiments need to be corrected in data
processing based on the phase diagram of zirconium - oxygen (Figure 2.23). Based
on level rule, the recalescence point may give a temperature on a mixture of liquid
and solid, which relied on the fracture of solid or liquid. However, it is much easier
to figure out the recalescence point than Tliquid or Tsolid from pyrofile. They always
lost in the scatter of neighboring points. Samples with multiple melt cycles gave large
difference in values of Tliquid and Tsolid. In Table 3.6, for UMA-088, the difference is
up to 70 ℃. Relatively, recalescence points show better stability. The recalescence
point show more close to Tsolid rather than Tliquid, except for the first cycle. In Table
3.7 and Table 3.8, it was also confirmed that the recalescence point is a better choice
to do the temperature corrections base on Tsolid capture from the Zr-O phase diagram
[2]. The values of Tsolid were shown in Table 3.9. It can be indicated from Table 3.7,
Table 3.8 and Table 3.9, that the pyrometer temperature far off the real one. For
UMA-088, the temperature corrections are of the order of 80 degrees.
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Table 3.6: Tliquid (℃), Tsolid (℃) and Trecalescence (℃) in UMA-088
UMA-088 Tliq Tsol Trecal Tliq-Tsol Tliq-Trecal Tsol-Trecal
1st Melt - Rec 2049 1991.8 1953.6 57.2 95.4 38.2
2nd Melt - Rec 1977 1960.1 1963.3 16.9 13.7 -3.2
3rd Melt - Rec 1978 1946.9 1938.8 31.1 39.2 8.1
Table 3.7: Tliquid (℃), Tsolid (℃) and Trecalescence (℃) in ESL 2015
2015 ESL Sample Tliq Tsol Trecal
57 ppm 62 1901.1 1866.6 1857.9
57 ppm 67 1914.3 1847.3 1826.7
57 ppm 69 1902.7 1895.5 /
1560 ppm 44 1899.3 1854.4 1874.1
1560 ppm 71 1911.7 1845.1 1840.5
1560 ppm 73 1898.4 1856.3 1856.3
2.42 at.% 48 1944.4 1915 1928
2.42 at.% 50 1989.3 1950 1929.5
2.42 at.% 58 1955.4 1911.5 1908.3
3.4 Density
3.4.1 Experiment
The densities of zirconium samples have been measured by ground ESL in Marshall
Space and Flight Center (MSFC). The experiments were executed in 2015 and 2016
with samples containing 57 ppm to 5 at.% oxygen. The samples went through melted,
undercooled and solidified. The undercooled regime of the droplet was recorded for
volume analysis by processing tools.
The Figure 3.2 give a Temperature-Time profile for Zr+1.5 at.% O of density
measurement. The sample was heated to melt and reached the maximum temperature
2117.8 ℃. Then the sample went through a free cooling and solidified at 1597.5 ℃.
The sample continued to cool down as solid sphere. The red line means the start of
camera that the free cooling process was recorded to analysis. Recording began on
the falling edge of the red step.
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Table 3.8: Tliquid (℃), Tsolid (℃) and Trecalescence (℃) in ESL 2016
2016 ESL Sample Tliq Tsol Trecal
57 ppm 94 1940 1878.6 1878.2
57 ppm 95 1932.9 1884.3 1863
57 ppm 96 1923.3 1880.3 1876.8
57 ppm 98 1929.4 1873.4 1846
580 ppm 76 1942.8 1909.9 1852.1
580 ppm 78 1956.5 1888.4 1864.1
580 ppm 80 1932 1887.1 1860.9
580 ppm 99 1963 1891.1 1879.8
580 ppm 100 1921.4 1879.8 1846.2
580 ppm 102 1944.7 1924.8 1860.1
580 ppm 103 1954.8 1897.2 1892.5
580 ppm 104 1943.8 1896.7 1878.8
1.50 at.% 82 1986.7 1968.4 1879
1.50 at.% 83 1961.9 1910.4 1892.4
1.50 at.% 84 2010.2 1925.5 1881.3
1.50 at.% 85 1934.6 1897.7 1889.3
1.50 at.% 86 1923.5 1897.5 1881.2
5 at.% 87 2040.8 1967.6 1939
5 at.% 88 2049.7 1991.8 1953.6
5 at.% 89 1983.7 1959.3 1938
5 at.% 90 1989.2 1968.7 1937.7
5 at.% 91 2063.7 2009.6 1959.7
5 at.% 92 2033.7 1953.4 1929.2
Table 3.9: Tliquid (℃) and Tsolid (℃) in Zr-O phase diagram [2]
Concentrations Phase diagram Tliq Phase diagram Tsol
57 ppm 1852 1852
580 ppm 1853 1853
1560 ppm 1855 1855
1.5 at. % 1893 1858
2.42 at. % 1918 1860
5 at. % 1948 1880
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Figure 3.2: Temperature-Time pyrofile for density measurement by ground ESL. The
blue line is the temperature of the sample and red vertical line shows the start of
recording video.
3.4.2 Data and analysis
The ESL density data of liquid zirconium with various oxygen concentrations were
show in Figure 3.3, including (a) Zr + 57 ppm O; (b) Zr + 580 ppm O; (c) Zr + 1.5
at.% O; (d) Zr + 5 at.% O. For each concentration, density data can be fitted by a
linear equation. The density of zirconium decreases with temperature increaasing. In
(a), the density data of zirconium with 57 ppm oxygen was compared with density of
pure zirconium, which is expected by Steinberg [90] in 1974. The gap between them
shows a 2.5 % difference.
Steinberg adopted the assumption that for liquid metals, the thermal expansion
coefficient between 0 K and boiling point does not change [90]. It was stated that the
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density of zirconium was dependent on temperature and gave linear relation expressed
by Equation 3.3:
D = DM − Λ(T − TM) (3.3)
Where D is the density at temperature T; DM is the density at temperature on
melting point and measured by Lucas, et al,. [68] in 1970; Λ is the slope and derived
by empirical Equation 3.4:
Λ =
DM
CTB − TM (3.4)
Where C is a constant and TB is the boiling temperature. The above 2 equations,
Equation 3.3 and Equation 3.4 have been confirmed by Steinberg [90] by using density
data of liquid metals except Groups VIII and IIB.
The fitted lines from experimental data were compared with literature density
estimations [90] for various oxygen concentrations and shown in Figure 3.4. Solid
lines in colors are experimental fitted equations and dot lines in corresponding colors
are estimation by Steinberg [90]. Error bars for measured data are also provided.
The experimental density data are larger than values expected by Steinberg in 1974
and show a 2.5 % difference. Both the experimental data and Steinberg estimation
show that adding oxygen increases the density of zirconium samples. In present work,
zirconium with highest oxygen concentration, 5 at.%, show highest density. In other
words, at specific temperature and same mass, the volume of zirconium droplet with
lower oxygen concentrations is larger than that with higher oxygen concentrations. In
Steinberg’s estimation, the densities of zirconium with 57 ppm O and 580 ppm is not
much different. However, for the experimental data, the corresponding concentrations
give rise to a statistically significant difference, as determined by a t-test, although
still within the error bars for each series.
79
(a) (b)
(c) (d)
Figure 3.3: ESL density data. (a) Zr + 57 ppm O; (b) Zr + 580 ppm O; (c) Zr + 1.5
at.% O; (d) Zr + 5 at.% O.
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Figure 3.4: Solid lines in colors are experimental fitted equations and dot lines in
corresponding colors are estimation by Steinberg [90]. Error bars for measured data
are also provided. The experimental density data are larger than values expected
by Steinberg in 1974 and show a 2.5 at.% difference. Both the experimental data
and Steinberg estimation show that adding oxygen increase the density of zirconium
samples. In present work, zirconium with highest oxygen concentration, 5 at.%, show
highest density. In other words, at specific temperature and same mass, the volume of
zirconium droplet with lower oxygen concentrations is larger than that with higher
oxygen concentrations. In Steinberg’s estimation, the densities of zirconium with 57
ppm O and 580 ppm is not much different. However, for the experimental data, the
corresponding concentrations give rise to a distinct difference, although still within
the error bars for each series.
3.4.3 Notice for future measurement
In this work, both metal zirconium and zirconium-oxygen alloy have been tested
for the measurement of thermophysical properties by ground ESL. Two lots of oxygen
concentrations of the zirconium-oxygen alloys tested range from 57 atomic ppm to 5
at.%. Zirconium metal provided by company Alfa Aesar containing 57 atomic ppm
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and 580 atomic ppm oxygen, respectively, were used to prepare the samples. The
samples with higher oxygen concentrations were prepared from raw zirconium metal
and zirconia (ZrO2). The thermophysical properties, density, surface tension and
viscosity of the zirconium samples were measured in this work by using advanced
computer fitting analysis and containerless oscillation method. The result of the
ground ESL experiments is the important resource for the space EML experiment.
More than 48 samples were tested in this work. Some experimental difficulties can
be addressed in future measurements. Firstly, the facility calibration is required before
the sample calibrations for each test. That would correct the start time difference
which may exist in various instruments. Secondly, better synchronization of the
different instruments is needed to correlate the results after the test. Thirdly, in
addition to the element certificate provided by Alfa Aesar, the sample should be sent
for oxygen concentration measurement by at least 2 more companies. Thus, the result
provided by 3 companies would be all used to improve the precision on the oxygen
concentration. If one of them showed a large deviation or offset, the other two would
give a justification to reject that measurement.
3.4.4 Partial molar volume
The zirconium samples tested in this work are in the range of 57 ppm to 5 % O.
The fitted equation for density data, which in various concentrations, were shown in
Equation 3.5 and Table 3.10. T is temperature. The samples with oxygen concentration
57 ppm were regarded as the purest ones in the test. To estimate the molar volume of
zirconium samples, the samples with 57 ppm oxygen were used to calculate the molar
volume of zirconium. The other Zr-O solid solutions in higher oxygen concentrations
used corresponding density equations to calculate the total volumes. The expansion
in volume was assumed to be caused by the additional oxygen in the sample.
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Table 3.10: Fitted density equations for zirconium with various oxygen concentrations.
T is temperature.
Compositions a (kg/m3) b (kg/m3 ·K) Tm (K) Precision (kg/m3)
57 ppm (UMA-094) 6053.9292 0.36655 2125 13.6
580 ppm (UMA-103) 6099.09889 0.31787 2126 11.7
1.5at.% (UMA-084) 6092.57566 0.30133 2131 12.1
5at.% (UMA-092) 6074.1828 0.25096 2153 12.8
DFitted = a− b× (T − TM) (3.5)
The calculation process is shown in Figure 3.5. An assumption was applied by the
calculation for partial molar volume of oxygen O that there is 1 mole oxygen atoms
added into zirconium according to various concentrations x. Then the number of
moles and the mass of zirconium necessary for the Zr-O system can be derived from
the oxygen concentration. The volume of zirconium was calculated with the mass of
zirconium in Zr-O solution over density from 57 ppm density equations. By using
the corresponding fitted equation of density, the volumes of Zr-O solid solution were
calculated on certain temperatures. The volume difference between them gives the
partial molar volume of oxygen for each oxygen concentration.
Figure 3.5: Partial molar volume calculation process.
The assumption is there is 1 mole oxygen, nO:
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nO = 1mole
The quantity of zirconium nZr can be derived from oxygen concentrations xO and
nO:
nZr =
nO
xO
− nO = 1
xO
− 1
The masses can be derived by quantities:
mO = nO ∗ 16 g/mol O
mZr = nZr ∗ 91.224 g/mol O
mtotal = mZr +mO
At specific temperature T, the partial molar volume VO of oxygen concentration
xO was derived by Equations 3.6.
VO = VZrO − VZr
=
mtotal
Fitted x0 denisty at T
− mZr
Fitted 57ppm denisty at T
(3.6)
The calculation result for experimental partial molar volume is shown in Table 3.11
The experimental density of zirconium with 57 ppm O was considered as the purest
one. Thus, the volume difference between it and all other concentrations samples were
considered as the partial molar volume of oxygen. There are zeros in the first row
for no values. However, the error bars of various concentrations, shown in Figure 3.4,
give severe overlap. It indicates that the differences between various concentrations
was smaller than the measurement errors. In other words, the calculation of partial
molar volume was lost in the uncertainties. Therefore, the negative values in Table
3.11 make no sense so that cannot be accounted for the oxygen partial molar volume
in zirconium. No discernible difference that is statistically valid. In general, to obtain
84
the effective difference between samples with various concentrations, the difference
should be larger than the uncertainties of each sample.
In section 2.4.5, the partial molar volume of O in Zr solid solution was calculated
as 1.52∗ 10−6(m3/mol). To determine this partial molar volume with greater accuracy,
the measurement on samples with 1 at.% difference of oxygen concentration is needed.
The accuracy required on sample mass and volume can be estimated by Equation 3.7
and Equation 3.8 to be 2.5 ppm and 89 ppm.
fractional uncertainty of mass =
100ng
40mg
= 2.5ppm (3.7)
VZrO = (1− x0) ·VZr + x0 ·VO (3.8a)
∆V = VZrO − VZr = x0 · (VO − VZr) (3.8b)
∆V
V
=
x0 · (VO − VZr)
VZr
= x0 ·
(
VO
VZr
− 1
)
(3.8c)
forx0 = 1%, ifVO < 0 :
∆V
V
= 1% ·
(−1.5 · 10−6m3/mol
1.4 · 10−5m3/mol
− 1
)
= −1.11% (3.8d)
ifVO > 0 :
∆V
V
= 1% ·
(
1.5 · 10−6m3/mol
1.4 · 10−5m3/mol
− 1
)
= −0.89% (3.8e)
where 100 ng is the precision in measuring the sample mass and 40 mg is an
approximate sample mass. Where VZro and VZr are molar volume of zirconium sample
with oxygen and pure zirconium. The calculation of VZr and VO see details in section
2.5.2.
To measure
∆V
V
to 1% accuracy requires a measurement accuracy of 8.9 · 10−5 or
89 ppm. The present measurement should allow
∆V
V
to be determined to about 10%
accuracy. Table 3.11 shows that the experimentally measured partial molar volume of
oxygen is slightly negative and near zero with a variation larger than the measured
value.
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The current precision in measuring the sample mass is about 100 ng. While the
method has been demonstrated to measure volume to about 260 ppm precision and
100 ppm accuracy [10], the measurements reported here have a precision of about 900
ppm. Therefore, we conclude that further improvements in precision and accuracy are
needed to allow accurate determination of the partial molar volume of O in Zr.
3.5 Surface tension and viscosity
3.5.1 Experiment and Analysis method
The zirconium samples with different oxygen concentrations were put into multiple
melt cycles to measure the surface tension and viscosity. Figure 3.6 shows one melt cycle
for a sample as Temperature-Time graph. The red line gives the sample temperature
changing in time. After been levitated, the sample was heated by laser and melted
around the melting point. There may or may not be a uniform temperature for melting
process for each sample, but that did not affect the following measurement. When
the sample reached up to the maximum temperature, the sample was approached
multiple undercooled and superheated temperatures by controlling the heating laser.
Then the liquid sample completed many oscillations excited by electrostatic field at
various temperatures. After been excited, the sample damped freely and the free
damping process were recorded by camera for further analysis. The excitation were
conducted at least 4 times at each temperature so that the oscillation frequency and
damping constant can be extracted more accurately. In Figure 3.6, each straight
blue lines means the start of the camera to record one free damping of the liquid
sample. The temperature sequence, which includes undercooled and superheated the
liquid sample went through, was randomized for each sample to separate the effect
of temperature from processing time (evaporation, contamination, etc.) One of the
temperature sequence is shown in Figure 3.6. Details of equations used for surface
tension and viscosity are given in section 2.3.2.
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Figure 3.6: Temperature vs. Time in one melt cycle. The blue straight lines give the
number of oscillations the sample completed.
3.5.2 Surface tension Data and analysis
The surface tension of 2015 and 2016 ESL is shown in Table 3.12 and Figure 3.7.
There are 6 concentrations of oxygen in these zirconium samples: 57 atomic ppm,
580 atomic ppm, 1560 atomic ppm, 1.5at.%, 2.42% and 5at.% oxygen, with 3 to 8
samples for each concentration. The zirconium samples with 57 atomic ppm oxygen,
which was the purest zirconium available for this work, were tested both in 2015 and
2016 by ESL. The data from same composition show consistent results. The difference
between Zr+57 ppm and Zr+1560 ppm oxygen was within the standard error of the
measurement, 0.87%, but was determined by a t-test (p of the order 10−8) to be
statistically significant anyway. The surface tension of samples with 1.5at.%, 2.42%
and 5at.% oxygen were decreased by 6%, 9% and 13%. A linear interpolation between
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Table 3.12: Surface tension in ESL 2015 and 2016.
Composition Standard error Average
Standard error
(%)
Sample
number
2015 ESL 57 ppm 0.013 1.477 0.846 3
2016 ESL 57 ppm 0.008 1.468 0.548 4
2016 ESL 580 ppm 0.007 1.455 0.515 8
2015 ESL 1560 ppm 0.013 1.466 0.871 3
2016 ESL 1.5 at.% 0.014 1.392 0.978 5
2015 ESL 2.42 at.% 0.011 1.339 0.830 3
2016 ESL 5 at.% 0.008 1.285 0.591 6
the 57 ppm and high oxygen results would give a change in surface tension of 0.58%
at 1560 ppm, consistent with the observation that the change is less than 0.87%.
Figure 3.7: Surface tension of Zr + 57atomicppmO, Zr + 580atomicppmO, Zr +
1560ppmO, Zr + 1.5at.%O Zr + 2.42at.%O and Zr + 5at.%O). The theoretical melting
point of pure zirconium is at 1852 ℃
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Table 3.13: At 1852 ℃,the surface tension of all concentrations measured in present
work. Purest samples (57 ppm oxygen), although tested in 2015 and 2016 ESL
respectively, give very similar values of surface tension with 0.5 % difference. They
are also close to the values from literature of pure zirconium and show difference 1.7
%. The measured surface tension of higher oxygen concentrations is dependent on
oxygen content, changing from 1.02 % / at.% O to 21.033% / at.% O. The values of
successive change on surface tension were derived by subtract the one next to it with
smaller oxygen concentration. In calculation, the values of purest zirconium sample,
which contained 57 ppm oxygen, was considered as the average of measurement in
2015 and 2016 ESL, 1.454 N/m.
Compositions Surface Tension at Tm (N/m) Successive Change per O%
57 ppm 2015 ESL 1.458 /
57 ppm 2016 ESL 1.450 /
580 ppm ESL 1.443 -21.033
1560 ppm ESL 1.442 -1.020
1.5 at.% ESL 1.385 -4.241
2.42 at.% ESL 1.332 -5.761
5 at.% ESL 1.286 -1.783
At 1852 ℃, which is the melting point for pure zirconium, the surface tension of all
concentrations measured in present work are shown in Table 3.13 and Figure 3.8. It
indicates that purest samples (57 ppm oxygen), although tested in 2015 and 2016 ESL
respectively, give very similar values of surface tension with 0.5 % difference. They are
also close to the values from literature of pure zirconium and show difference 1.7 %.
The measured surface tension of higher oxygen concentrations is dependent on oxygen
content, changing from 1.02 % / at.% O to 21.033% / at.% O with uncertainty 0.01
N/m. The values of successive change on surface tension were derived by subtract the
one next to it with smaller oxygen concentration. In calculation, the values of purest
zirconium sample, which contained 57 ppm oxygen, was considered as the average of
measurement in 2015 and 2016 ESL, 1.454 N/m.
90
Figure 3.8: The successive change of surface tension measured by ESL. The values
of successive change on surface tension were derived from the differences between
successive samples with smaller oxygen concentration.
Figure 3.9 gives the surface tension vs. oxygen atomic concentrations. For each
concentration, surface tension decrease with increasing temperature. Surface tension
decreases with increasing oxygen concentrations. For samples containing higher O
concentration, the effect of temperature become smaller. Figure 3.10 gives the error
bar of the present surface tension measurement with measurements literature data
[52]. The Figure 3.11 shows the present surface tension data of zirconium sample
with 57 ppm O was compared with works from Iida [52], Rhim [78] and Paradis [73]
respectively and show a good agreement. The Figure 3.12 gives the comparison with
Iida [52] and Ro¨sner-Kuhn [81] with the error bar of the present surface tension. Our
data do not show the same dependence on temperature or oxygen as reported by
91
Ro¨sner-Kuhn, despite the larger range of oxygen in our data. From RKs experiments,
samples contained relatively high nitrogen that may affected the performance on
surface tension and also cause the variability.
Figure 3.9: Surface tension vs. oxygen atomic concentration. For each concentration,
surface tension decrease with increasing temperature. Surface tension decreases with
increasing oxygen concentrations. For samples containing higher O concentration, the
effect of temperature become smaller.
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Figure 3.10: Surface tension precision and compared with data from Iida [52]. Tm is
the temperature at the melting point of purest zirconium.
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Figure 3.11: Surface tension of Zr with 57 ppm O compared with Rhim [78], Paradis
[73] and Iida [52]. Tm is the temperature at the melting point of purest zirconium.
Figure 3.12: Surface tension of Surface tension of Zr + 57atomicppmO, Zr +
580atomicppmO, Zr + 1560ppmO, Zr + 1.5at.%O Zr + 2.42at.%O compared with
EML experiment by Ro¨sner-Kuhn’s [81]
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3.5.3 Viscosity data and analysis
The viscosity of 2015 and 2016 ESL is shown in Table 3.14 and Figure 3.13 There
are 6 concentrations of zirconium samples: 57 atomic ppm, 580 atomic ppm, 1560
atomic ppm, 1.5 at.%, 2.42 at.% and 5 at.% oxygen, with 3 to 8 samples for each
concentration. For zirconium samples with 57 atomic ppm oxygen, which was the
purest zirconium available for this work, were tested both by 2015 and 2016 ESL.
The scattered data give higher standard error than surface tension. The data show
agreement with Arrhenius and VFT equations. The measured viscosity data are higher
than literature values and that was affected by the position control system.
Table 3.14: Viscosity in ESL 2015 and 2016.
Composition Average
Standard error
(%)
Sample
number
2015 ESL 57 ppm 8.659 14.566 3
2016 ESL 57 ppm 8.578 35.125 4
2016 ESL 580 ppm 8.315 39.097 8
2015 ESL 1560 ppm 9.070 15.431 3
2016 ESL 1.5 at.% 7.862 21.291 5
2015 ESL 2.42 at.% 9.733 10.920 3
2016 ESL 5 at.% 8.289 22.113 6
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Figure 3.13: Viscosity of Zr + 57atomicppmO, Zr + 580atomicppmO, Zr + 1560ppmO,
Zr + 1.5at.%O Zr + 2.42at.%O and Zr + 5at.%O). The theoretical melting point of
pure zirconium is at 1852 ℃).
Figure 3.14 gives the error bar of viscosity data with 57 ppm oxygen in ESL 2015.
The samples with higher oxygen concentrations show larger standard error. Figure
3.15 gives the present viscosity measurement with measurements literature data Rhim
[78] and Paradis [73] respectively. The range of Rhim is 1850 to 2200 K, Paradis
from1800 to 2300 K and present work from 1830 to 2250 K. The present work shows
60 % higher than literature measurement, but not due to oxygen. Because the plot
contains only samples of purest zirconium.
In the viscosity measurement of Ishikawa, et al., [49], a severe discrepancy between
experimental data and literature values was found. It was stated that the interaction
between ESL position control and sample oscillation was responsible for that discrep-
ancy. Various position control parameters, including proportional-integral-derivative
(PID) values and feedback control frequency, were applied on the same zirconium
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sample but the difference between measured viscosity data was up to be of 3 times.
It was stated that higher PID parameters resulted in higher measured viscosity data
while Bessel low pass filters reduce it. The sample oscillations, which were at the
natural frequency and therefore dependent on sample mass, overlapped with feedback
control frequency and that disturbance cannot be neglected. It was concluded that to
improve the accuracy of viscosity measurement by ESL, both sample size and position
control parameters should be selected carefully to minimize the impact from position
control system. This influence has been confirmed by work at the DLR for some ESLs
for samples with a viscosity below about 4 mPa*s [70]. In present work, measured
viscosity data is higher than literature value and scattered. The samples mass is in
range of 30 to 50 mg with natural frequencies 150 to 190 Hz, which is slower than the
position control frequency of 1000 Hz, allowing the control loop to make adjustments
based on the oscillation signal. Thus, overlapped frequencies were recorded and leaded
to relatively higher values. Additional work on control loop interactions with sample
oscillations is continuing at University of Massachusetts Amherst, NASA MSFC, Iowa
State University/Ames Lab, and DLR.
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Figure 3.14: Viscosity data with error bar of Zr + 57 ppm oxygen in ESL 2015
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Figure 3.15: The present viscosity measurement with measurements literature data
Rhim [78] and Paradis [73] respectively. The range of Rhim is 1850 to 2200 K, Paradis
from 1800 to 2300 K and present work from 1830 to 2250 K. The present work show
60 % higher than literature measurement, but not due to oxygen. Because the plot
contains only samples of purest zirconium.
3.5.4 Conclusion
The surface tension and viscosity of Zr−O alloys was measured by a non-contact
method at NASA MSFC. There was excellent agreement with literature data for Zr
with 57 atomic ppm O, confirming the accuracy of our measurements. The purest
samples (57 ppm oxygen), although tested in 2015 and 2016 ESL respectively, give
very similar values of surface tension with 0.5 % difference. They are also pretty close
to the values from literature of pure zirconium and show difference 1.7 %. The samples
of Zr + 57 ppm and Zr + 1560 ppm O show statistically significant change in surface
tension within the resolution of our experiment, 0.87 %. This result is consistent with
the measurement at higher oxygen content. The measured surface tension of higher
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oxygen concentrations is dependent on oxygen content, changing from 3.364 % / at.%
O to 21.033% / at.% O.
The scattered viscosity data give higher standard error than surface tension. The
data of Zr+57 ppm O show 60 % higher than values from Rhim and Paradis and that
was affected by the position control system. Data show agreement with Arrhenius
and VFT equations. To improve the accuracy of viscosity measurement by ESL, both
sample size and position control parameters should be selected carefully to minimize
the impact from position control system.
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CHAPTER 4
THE OXYGEN EFFECT ON LIQUID ZIRCONIUM
THERMOPHYSICAL PROPERTIES USING
ELECTROMAGNETICALLY LEVITATION (EML) IN
REDUCED GRAVITY
4.1 Experiments using electromagnetically levitation (EML)
4.1.1 Introduction
The space experiment of scientific and technical interested on zirconium samples
has been conducted with ThermoLab/ThermoProp using Material Science Laboratory
Electromagnetic Levitator (MSL-EML). The whole plan for space experiment includes
6 batches of samples to be tested over time. Zirconium samples containing increasing
oxygen concentrations will be tested in these 6 batches.
The study of zirconium sample in 6.7046796± 0.000610 mm diameter with 285 at.
ppm oxygen will be provided by the present work. In batch 1, the thermophysical
properties including density, surface tension and viscosity have been measured and
anomalous nucleation has been observed in 2016. The measurement results were used
to investigate the oxygen influence on the thermophysical properties of zirconium.
In addition, with reliance on magnetohydrodynamic modeling, the observation of
anomalous nucleation can be used to study the mechanism of nucleation in undercooled
liquid zirconium. Also, the zirconium sample has been used for check-out of the MSL-
EML facility.
Two ground Electrostatic Levitation (ESL) experiments have been conducted at
Marshall Space Flight Center (MSFC) in 2015 and 2016. The experimental results are
applied to obtain data which can be compared with MSL-EML experiments. Zirconium
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samples with various oxygen concentrations have been used for thermopysical property
measurements including density, surface tension and viscosity. The range of oxygen in
ESL zirconium samples studied so far is from 57 at. ppm to 5 at.%. The influence of
oxygen on density, surface tension and viscosity of liquid zirconium sample will be
presented in this work. The ESL zirconium samples share smaller size than that of
EML experiment, from 1 mm to 3 mm in diameter vs. 6.7 mm for EML.
In both EML and ESL experiments, the zirconium sample was levitated and heated
through multiple melt cycles for the measurement of thermophysical properties.
The density of liquid zirconium sample can be derived by the sample mass over
volume, which was measured in this work. The sample went through melting, under-
cooling and solidification processes to be recorded by using EML in space. The data
were recorded and analyzed by computer tools to obtain the liquid sample volume.
In EML density measurement, two cameras have been adopted to record the sample.
The video from the horizontal camera has been used to analyzed to derive the volume
of the sample in liquid phase. As the EML samples deform to prolate spheroids with
a vertical axis, the top-view camera is not useful for measuring density. Only one
camera was used for ESL to record the side view of the sample to run the density
analysis. Since the evaporation of liquid zirconium is small (the mass loss is less
0.06%), the density can be calculated directly from the mass divided by the volume.
The video recorded from ESL experiments can be analyzed by using the same method.
But there is a difficult challenge in analyzing the present EML video: the cage shadow
on the sample disturbs the analysis process. The process analyzing samples with a
cage shadow is discussed in section 4.2.1.
In the measurement of surface tension and viscosity, the Zr sample was processed
through multiple cycles of the melting-undercooling-solidification process. During
undercooling, the liquid sample was excited to oscillate by a pulse twice for each melt
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cycle. After excitation, the free damping of the liquid sample was recorded to be
analyzed for surface tension and viscosity measurements.
The measurement of surface tension and viscosity share the same oscillation method
[62] in both EML and ESL experiments. The oscillation method is described in section
2.2.2.
In present experiments, the sample approached undercooled and superheated
temperatures after been melted to complete many excited free damping process.
The temperature sequence was randomized for each sample to separate the effect of
temperature from processing time (evaporation, contamination, etc.).
The experimental results were used to verify and improve the magnetohydrody-
namic (MHD) modelling. In addition, the experiments provide an investigation into
the anomalous nucleation of the sample Zr (see Chapter 5).
This work is composed of 56 individual melt cycles. Table 4.1 gives the experiment
goals of cycles. Our density measurements include the cycles with IDs 1 to 6. The
goals were arranged to measure the density, surface tension, viscosity in cycle groups
5. Anomalous nucleation was observed in cycles of group 4. The various durations of
melt cycles is dependent of the experiment objectives. Table 4.1 and Figure 4.1 give
the process flow of experiment.
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Table 4.1: EML Experiment process flow.[1]
ID Cycle Description
1 1-2 Density calibration with unmelted sample (1 cycle under vacuum
another under gas)
2 3-6 Density and thermal expansion of the liquid (vacuum)
2 cycles 1950 ℃to recalescence and 2 cycles from Tmax (2150 ℃) to
recalescence
3 7-10 Calibration of modulation calorimetry (solid phase, vacuum)
2 different modulation frequencies ω1 = 0.1Hz, ω2 = 0.2Hz applied at
each one of the 2 isothermal holds
4 11-19 Modulation calorimetry (liquid phase, 6 under vacuum, 3 under gas)
3 isothermal holds per cycle
4 cycle in oscillation mode for additional density measurement
5 20-31 Surface tension and viscosity measurements (9 under vacuum and 3
under gas)
Tmax = 2000
6 32-56 Measurement of solidification velocities (5 in free cooling, 5 cycles
triggered by UH , 15 with triggered solidification by use of trigger
needle) (vacuum)
Tmax = 1950
Figure 4.1: Zr EML Process flow.[1]
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The temperature sequences of measurement plan depend on specific goals. Figure
4.2 is the cycle for calibration. Figure 4.3 is the prediction of sample temperature vs.
time for density measurement. Figure 4.4 gives the Temperature-Time relation for
the measurement of surface tension and viscosity. Figure 4.5 shows the cycles which
were used to study the anomalous nucleation (see Chapter 5).
Figure 4.2: In the measurement of density (Cycle 1-2), the prediction of the sample
temperature vs. time.[1]
Figure 4.3: In the measurement of density (Cycle 3-6), the prediction of the sample
temperature vs. time.[1]
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Figure 4.4: In the measurement of surface tension and viscosity (Cycle 20-31), the
prediction of the sample temperature vs. time.[1]
Figure 4.5: In the modulation calorimetry group (Cycle 11-19), which were used for
the anomalous nucleation, the prediction of the sample temperature vs. time.[1]
4.1.2 EML facility
As the successor of the TEMPUS (Tiegelfreies Elecktromagnetisches Prozessieren
Unter Schwerelosigkeit), the MSL-EML facility (Materials Science Laboratory Elec-
tromagnetic Levitator), now called ISS-EML, is adopted for materials science research
onboard the International Space Station. The facility approaches a containerless
environment to perform studies in meta-stable states and phases for measurement of
thermophysical properties. In addition to be operated by the ground support, the
EML facility is able to complete experiments automatically too. The interaction from
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the ground operator can be modified by telescience as other parameters defined, as
was used by TEMPUS also. A ultraclean (ultrahigh vacuum or high purity noble
gas atmosphere) environment conducted by EML allows measurements of thermal
physical properties (heat capacity, surface tension, viscosity) and physical mechanisms
driving the complex process of undercooled metals.
There is a sample holder which is used for placing the sample but any contact
between the levitated sample and the facility is prevented to assure the containerless
environment. A gas pump is adopted by EML facility to enable a closed-loop gas
circulation to introduce a smooth gas flow onto the sample (for cooling) or to clean
the experimental chamber. There are two digital cameras working in EML facility in
orthogonal views: axial and radial. The temperature of the sample in processing is
measured by a pyrometer which is sensitive in the wavelength band ranging from 1.45
to 1.8 m and integrated with the imaging camera of axial view.
4.2 EML sample
The zirconium sample used by the MSL-EML Batch 1 was produced by R. Wun-
derlich (University of Ulm) and University of Massachusetts according to the Sample
Preparation Procedure EML-SSP-18-1-1 in 2013. The sample is ground to a high
precision sphere by Kaydon Industrial Tectonics, Inc. of Dexter, MI. to a precision
of 10−5 nm. The raw materials were high purity such that the typically metallic
impurities were less than 100 ppm. The analysis of oxygen was performed by LECO
on raw zirconium ingots that were arc melted and cast into rods in 5mm diameter.
Slices cut from the rods were used to do the composition analysis that the oxygen
concentration turned out to be 49± 1 weight ppm (285 atomic ppm) and the purity
of the sample is better than 99.9 at.%. The sample was stored and shipped in 5N
argon atmosphere, which contain O2 and H2O concentration less than 10 ppm. The
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Table 4.2: List of sample characteristics
Sample composition Zirconium
Sample size 6.7046796± 0.000610 mm diameter
Sphericity 0.000813 mm
Sample mass 1.02211 g
Oxygen content 285 atomic ppm
Maximum temperature for sample damping 1000 ℃
Phase transitions 863 ℃
Process atmosphere Vacuum/Ar 350 mbar
Levitation behavior Spacelab mission MSL-1
characteristics of the sample to be tested by the present work are listed by the Table
4.2.
4.3 Density
4.3.1 Experiment and analysis
Density is an important property of pure metal zirconium which can be used as
reference in academic and industrial areas. The zirconium sample went through 4
cycles for density measurement on MSL-EML Batch 1 in 2016. The experiment was
executed in vacuum. The Figure 4.3 gives the expected Temperature-Time pyrofile
of the cycle # 3-6 for density measurement. The sample was heated to melt and
reach up to the maximum temperature Tmax first. Then the positioner was reduced
and the heater was turned off to cool down the sample. The liquid sample solidified
when it reached the undercooling limitation. The record of liquid sample was used to
analyze the density of zirconium in liquid phase, starting from the melting process to
the recalescence point. Table 4.3 gives the expected values of Tmax for Cycle # 3-6.
Figure 4.6 gives an experimental pyrofile of Cycle # 06, where the blue line is the
sample temperature and the red line is heating voltage. The experimental maximum
temperature is up to 2036.3 centigrade. The liquid cooling region was analyzed by
processing tools. The sample cooled down after solidification.
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Table 4.3: Value of Tmax for Cycle # 3-6.
Cycle # 3 4 5 6
Tmax[ ℃] 1950 1950 2150 2150
Figure 4.6: The experimental pyrofile of Cycle # 06, where the blue line is the
sample temperature and the red line is heating voltage. The experimental maximum
temperature is up to 2036.3 centigrade. The liquid cooling region was analyzed by
processing tools. The sample cooled down after solidification.
The liquid sample was observed as unsteady and deeply deformed in the video,
which caused more errors in the sample volume calculation. There were wires between
the camera and the sample also, which made the analysis even more difficult. The
light grey sample silhouette was cut apart into a few light grey pieces and lost a lot
of pixels along the edge of the sample, which were detected as black background. It
is not possible to calculate the volume of liquid sample by the analysis method (R.
Bradshaw et al., [10]) straightforwardly under this condition. Because the algorithm
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cannot distinguish between the edge of the sample and the shadow from the wire. One
object of this work is to fill the incomplete sample silhouette into a whole cycle and
then run Bradshaws processing tools. The shortcoming of this tool is that the edge of
the silhouette which were fixed by extra method were not sufficient smooth, which
leads to errors in volume calculation. The work on a better tool is ongoing.
4.3.2 Processing tools
The shadow of wires on the sample makes it even worse that the sample silhouette
was cut into a few pieces that cannot be detected as a whole. Because the boundaries
of wires were probed as the edge of the droplet, even they show up in deep inside of
the silhouette. The silhouette on the first row of Figure 4.8 gives two frames of the
record. It is obvious that the silhouette was not contiguous for parts of the surface of
the drop were hidden by the wires of the sample cage. Only a rough outline of the
droplet can be figured out by eye, but not by the current density processing tools.
To run the density calculation tools, the edge pixels of the silhouette should be
connected. A method was developed to fill in the area covered by wires so that the
edge would be detected as a full cycle. Then the tools can be applied to analyze the
EML video to get the volume of the liquid sample.
Firstly, all the edge pixels of the silhouette could be detected. Because the
intensities of edge pixels were greater than the average intensity got form the whole
frame, all the edge pixels have at least one background pixel adjacent.
Secondly, a roughly-filling was performed on each edge pixels. For each one, there
are 4 directions to scan for another edge pixel-top, bottom, left and right. The points
along the ways of scanning would be stored and their intensities would be modified
as larger than the threshold value. This roughly-filling was performed twice for each
frame.
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Thirdly, the circular-filling was performed on each edge pixels. The algorithm
is similar to the roughly-filling. For each edge pixel, all directions in 360 degrees
could be scanned to search for another edge pixel. The background pixels would be
checked first, and then the directions on the background pixels would be scanned. For
example, the directions between 67 to 202 degrees would be searched for other edge
pixels (Figure 4.7).
The Figure 4.8 gives the result of 2 frames fixed by filling algorithm. The first row
shows the original 2 frames. The left one is the solid sphere sample covered by the
wires. The right one is a deformed sample in liquid phase with wires too. The second
row gives the edges of 2 frames after the first step. The intensities of pixels belong to
the samples were reinforced by the first step, so that the 2 frames became clear black
and white. The last row gives the result of the filling algorithm. The area covered by
wired were filled, but the outmost edges shielded by wires are more like a straight line
rather than a curve, which leads to some errors for the volume calculations. There are
not enough sufficient filling pixels at the left down corner of the silhouette so that the
volume of the sample would be underestimated. Work is ongoing on another method
to address this problem.
Figure 4.7: Circular-filling performed on each edge pixels.
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Figure 4.8: (First row): 2 original frames. Left: solid sphere sample covered by the
wires. Right: a deformed liquid sample covered by wires. (Second row): Edges after
the first step. Reinforced intensities to black and white. (Third row): Result of the
filling algorithm.
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4.3.3 Conclusion
In microgravity EML, the surface of droplet was not quiet, but kept deforming and
moving due to the turbulent interior convection. That is a significant disturbance for
the analysis tools. Instead, the tools require a steady and symmetric sample silhouette
to generate a more precise measurement of the density. Obstruction of the view of
parts of the sample surface is as expected, an issue for this measurement as well.
4.4 Surface tension and viscosity
The experimental data of viscosity obtained by ground ESL (see Chapter 3) show
a scattered pattern due to the very small value of viscosity in liquid zirconium. Team
TEMPUS [91] processed metals Au and Au-Cu alloy on the International Microgravity
Laboratory Mission 1 and 2 (IML-1, IML-2) planed by Egry and Szekely. It shows
that even good oscillations approached, the data analysis indicated the oscillation
were drive by the fluid flow. Oscillation method was adopted by the measurements of
surface tension and viscosity. However, the calculation gave a significant discrepancy
between measured viscosity and accepted value of the AuCa alloy-nearly 10 times
larger [91]. The same result was obtained also for Au [41]. It was concluded that, in
addition to the oscillation, there were more complicated mechanism for the droplet
damping, which overwhelmed the damping by the viscosity. To confirm this point, a
zirconium sample went through 12 cycles on MSL- EML Batch 1 in 2016.
4.4.1 Experiment
In the experiment, the oscillation method was adopted to measure the surface
tension and viscosity of liquid zirconium using EML. The cycles were executed in
vacuum or argon. In each cycle, the zirconium sample was heated to melt and reach
up to the maximum temperature Tmax first. Then temperature of the liquid sample
decreased to undercool by turning off the heater. In undercooling, 2 pulses were
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used to excite the oscillation, one is 5 seconds after Tmax and another one followed
in 6 seconds. The liquid sample solidified somewhere after 2 pulses finished. The
Temperature-Time profile for each cycle is shown in Figure 4.4. The values of Tmax
and atmosphere of experiment executed are shown Figure 4.9.
Figure 4.9: The Tmax and atmosphere for each cycle (cycle 20-31).
4.4.2 Data and analysis
The zirconium sample was tested by the EML system in Batch 1 for 12 cycles in
thermophysical properties measurement. The Figure 4.10 gives a Temperature-Time
profile for the Cycle # 24, where the blue line is the sample temperature and the
red line is heating voltage. The sample was heated to melt and reached up to the
maximum temperature 2043.3 centigrade. The heater power is decreased to undercool
the sample. There were 2 pulses applied by the heater to excite oscillations in the
undercooling liquid sample. The oscillations caused by the pulses were analyzed to
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give the amplitude and frequencies of the damping process. The sample cooled down
after solidification.
Figure 4.10: The Temperature-Time profile for the Cycle # 24. The blue line is the
sample temperature and the red line is the heater voltage.
In the analysis of surface tension and viscosity, it turned out to be very hard to
get the frequencies and damping constant from the oscillations by processing tools.
The frequencies and amplitude of oscillations of Cycle #24 are shown in Figure 4.11.
There are many peaks at different frequencies, which indicate the response of the
droplet is not like the theory - there were multiple modes excited. Short damping
time confirms that turbulence is providing additional damping. Thus, the mechanism
is more complicated for the damping of the oscillations and is more like a mix of
turbulent convections and noises.
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Figure 4.11: (Top): FFT of Cycle #24. (Bottom): Amplitude Time of oscillations.
There are many peaks at different frequencies, which indicate the response of the
droplet is not like the theory. Short damping time confirms that turbulence is providing
additional damping.
4.4.3 Conclusion
The oscillations under free cooling were still ugly. It’s impossible for the droplet to
keep isothermal under free cooling. Our measurement confirm that the viscosity of Zr
is not possible by the oscillating drop method in EML, even in reduced gravity due to
the stirring caused by the electromagnetic field. Calculations show a Reynolds number
of 2370 for this condition. This result is consistent with turbulent flow reported prior
work on turbulent transition [46].
The viscosity of Zr is very small so that the oscillations of the liquid sample are
more driven by internal turbulent rather than surface tension. So, surface tension of Zr
is hard to measure also. Many metals can be tested by EML. The requirement is some
combination of high enough viscosity and low enough stirring under the measurement
condition that the flow will be laminar.
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CHAPTER 5
CFD/MHD MODELING CONVECTION IN LIQUID
METALS
5.1 Experiment motivation
5.1.1 Motivation
Anomalously small undercooling on solidification was observed in MSL-1 TEMPUS
experiments on zirconium [39]. Hofmeister, et al., showed rough calculations to
show cavitation phenomena of liquid zirconium may be an explanation for the small
undercooling level. To confirm the anomalous nucleation observed, the experiments
of zirconium sample has been conducted on International Space Station with new
equipment. The internal convection of the liquid sample has been modeled to estimate
the interior pressure caused by the convection. Compared with the bubble size required
by cavitation [8][29][34][57], it turned out that the pressure in liquid zirconium is not
low enough to generate cavitation bubbles. Therefore, the homogeneous nucleation of
bubble is not responsible for the anomalous nucleation of liquid zirconium. Meanwhile,
the pre-existing bubbles in the liquid zirconium may lead to the anomalous nucleation
and this hypothesis will be verified by further experiments of zirconium, which are
going to be conducted in Batch 2 and Batch 3. The experiment on Batch 2 adopt
the same zirconium sample as in Batch 1, which was tested in this work, to complete
25 more melt cycles. The parameters for anomalous nucleation in this work will
be repeated in 10 melt cycles and another 15 cycles adopt temperatures with little
changes. There are 2 zirconium samples used on Batch 3 which contain more oxygen
and other metals as zirkaloy.
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5.1.2 Introduction
In the experiment conducted by Hofmeister, et al., [39], anomalous nucleation
was observed in a pure zirconium sample in 7 diameter by using the containerless
technique TEMPUS. In multiple melt solidify cycles, a limitation of undercooling level
was found that the nucleation occurred with less undercooling under the condition of
convection greater than 50cm · s−1. The convection will be evaluated again in section
5.2 since previous simulation made unrealistic assumptions. Anomalous nucleation was
also observed by TEMPUS Team [91] in a ZrNi sample on International Microgravity
Laboratory Mission 2 (IML-2). In the measurement of surface tension and viscosity, the
liquid sample went through multiple undercooling process and completed oscillations
which were excited by heat pulse. However, the undercooling was limited by anomalous
nucleation at T = 40K in one cycle, versus the repeatable value measured at T = 70K
for free cooling.
The anomalous nucleation during undercooling was observed in many experiments
and its mechanism interested scientists also. A hypothesis is that the turbulent
convection in liquid sample give rise to sufficient interior low pressure, which leads
to cavitation bubbles. Meanwhile, the localized high pressure released by the bubble
collapse could cause an anomalous nucleation to stop the undercooling process. In
this work, a zirconium sample in 6.7 mm diameter was tested on Space mission to
confirm the observation of anomalous nucleation. The sample went through multiple
melt cycles in MSL-EML. The cycle # 11-19 were conducted to finish the modulation
calorimetry in the liquid phase, in the meantime, the anomalous nucleation can be
studied during the undercooling periods.
Hofmeister, et al., [39] provided rough calculations to show cavitation phenomena
of liquid zirconium may be an explanation for the small undercooling level.
The pressure in liquid sample which is required for homogeneous nucleation of
bubbles, was estimated by Fisher [29]. It was pointed out that the sufficient negative
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Table 5.1: Parameters used by Equation 5.1 for Pressure-Time calculation in liquid
zirconium.
Parameters Name Value
Pt Pressure required for bubble nucleation
σ Surface tension at T=Tm-∆T 1.487 N/m
k Boltzmann constant 1.38 · 10−23 m2kg/(s2 ·K)
N Avogadro’s number 6.02 · 10−23 /mol
h Planck’s constant 6.63 · 10−34 m2kg/s
∆f Free energy of vaporization of zirconium −342.09 kJ/mole
T Temperature T=Tm −∆T
t Elapsed time
∆T Undercooling level 175 ℃
pressure in the liquid leads to formation vapor bubbles by fracture of the liquid. The
collapse of bubbles gives rise to large pressure waves, which result in large changes in
the melting point, causing solidification. The pressure in liquids can be expressed by
Equation 5.1:
Pt = −
[
16pi
3
∗ σ
3
kT ln NkTt
h
−∆f ∗0
] 1
2
(5.1)
The mechanism of anomalous nucleation of zirconium materials was studied in
this work. The relationship between the negative pressure required for homogeneous
nucleation of cavities in liquid zirconium and time was estimated before the experiments,
according to Equation 5.1 provided by Fisher [29]. For zirconium materials, the
parameters are shown in Table 5.1 and the calculation result is shown in Table 5.2
and Figure 5.1. Data are solid cycles and red line is fitted curve. It shows that the
time depends on the pressure of convection and give a sharp increase from order of
10−10 to 1010 seconds. The data also gives an intersection with x axis which means
when the pressure approached to about −4.35 GPa, the homogeneous nucleation of
cavities will last for 1 second. The data was fitted by a quadratic from −5 to −4 GPa
and expressed by Equation 5.2. Time t is in seconds and p is pressure in GPa.
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Table 5.2: Calculation result for Pressure vs. Time for homogeneous nucleation of
cavities in liquid zirconium. The time depends on the pressure and gives a sharp
increase from order of 10−10 to 1010 seconds with pressure from −5 GPa to −4 GPa.
This table gives a wider range of pressure from −6 GPa to −3 GPa with the order of
time from 10−22 to 1052 seconds. When the pressure approached to −4.35 GPa, the
homogeneous nucleation of cavities will last for 1 second.
Pressure (GPa) Time t (s) Log(t)
-6.00 1.37E-22 -21.86
-5.00 9.99E-12 -11.00
-4.95 5.26E-11 -10.28
-4.90 2.92E-10 -9.53
-4.85 1.71E-09 -8.77
-4.75 6.92E-08 -7.16
-4.65 3.57E-06 -5.45
-4.60 2.83E-05 -4.55
-4.50 2.18E-03 -2.66
-4.40 2.27E-01 -0.64
-4.35 2.62E+00 0.42
-4.30 3.28E+01 1.52
-4.25 4.51E+02 2.65
-4.20 6.80E+03 3.83
-4.00 9.93E+08 9.00
-3.00 1.59E+52 52.20
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Figure 5.1: Pressure-Time (log(t)) for homogeneous nucleation of cavities in liquid
zirconium. Date are solid cycles and red line is fitted curve. It shows that the time
depends on the pressure of convection and gives a sharp increase from order of 10−10
to 1010 seconds. The data also gives an intersection with x axis which means when
the pressure approached to about −4.35 GPa, the homogeneous nucleation of cavities
will last for 1 second. The data was fitted by a quadratic from −5 to −4 GPa and
expressed by Equation 5.2.
log(t) = 6.6548 · p2 + 79.738 · p+ 221.39 (5.2)
The calculation result indicates that it is not possible to generate cavitation bubbles
in liquid zirconium sample due to insufficient negative pressure. Bubbles cannot be
nucleated homogeneously [39].
The convection of liquid zirconium sample was also simulated by MHD models
in this work. The simulation result gives the interior pressures of the droplet under
various conditions of possible position and heat voltages. It turns out that the orders
of magnitude of the minimum pressure approached by the convection is too low,
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compared with required negative pressure. That means there were no cavitation
bubbles nucleated homogeneously by high-velocity fluid flow during the test. In cycles
of 11-19, the sample approached at most 175 ℃ undercooling. Therefore, the sample
is clean, free from more than minimal heterogeneous nuclei.
5.2 Pre-experiment analysis
5.2.1 Analysis method
The fluid flow in the EML droplet is simulated with magnetohydrodynamic models
to calculate the velocity and pressure fields for zirconium sample. The internal
convection is governed by the Navier-Stokes Equations (2.40 and 2.41) with boundary
conditions in Equations 2.42 and 2.43. Details of convection of EML droplet in
previous work is described in section 2.9.
The MHD model used by current simulation was developed by using ANSYS
Fluent and has been experimentally validated by Lee, et al., [60]. The model simulates
the fluid flow in metal droplet from EML experiment (Lee, et al., [60], [61] and Hyers,
et al., [46]). The zirconium droplet was defined as a sphere in 6.705 mm diameter and
modeled as a semi-circle in simulation. The turbulent flow is approached by k- models
using the renormalization Group (RNG) method. The thermophysical properties used
in modeling are listed in Table 5.5.
The flow in the droplet is assumed to be turbulent and axisymmetric. Two more
equations about turbulent kinetic energy (k) and the turbulent dissipation () are
added to the RNG k- to solve Reynolds stress term caused by turbulent mixing [58].
The current model has been validated to simulate EML flows in Berry, et al. [6].
As in [46], the modelling of present work adopts a spherical geometry to analysis
the convection condition in liquid zirconium sample in EML. A 2-D axi-symmetric
geometry has been adopted by the numerical modeling of EML zirconium droplet.
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Figure 5.2 shows the geometry applied by the simulation which is an ideal sphere. As
in previous simulations, the zirconium droplet is retained shape over the experiment.
Figure 5.2: Mesh for Spherical sample
In EML, the electric current in the coil set is composed of two different frequencies
for heating and positioning the samples. The electromagnetic force used to levitate the
sample is generated by the interaction of the induced current and the electromagnetic
field, which is called Lorentz force F and can be written as Equation 5.3, where J is
the induced eddy current and B is the magnetic flux density [46].
~F = ~J × ~B (5.3)
In this EML system, the induced current of the droplet is very responsive to the
electromagnetic field generated by coils. Thus it can be considered as a magnetoqua-
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sistatic system with reduced Maxwell’s Equations 5.4,where ~E is the electric field, ~H
is the magnetic field.
5× ~B = 0 (5.4a)
5× ~E = −∂
~B
∂t
(5.4b)
5× ~H = ~J (5.4c)
The mutual inductance method has been applied to solve Maxwell’s equations.
The sample was assumed to be axisymmetric and discretized. Maxwell’s equations
were solved based on each mesh to obtain the induced currents in the sample. With
the coil currents the density of the magnetic field was calculated. Then the Lorentz
force used to levitate the sample was derived [42]. The calculation process was coded
[46] and applied as a subroutine to provide the momentum source in the fluid model.
The skin depth as Equation 5.5 quantifies the distance that applied electromagnetic
field has the ability to diffuse into the conducting material of zirconium. Where ω is
angular frequency; λ is magnetic diffusion coefficient; δ is electrical conductivity.
δ =
(
λ
ω
)1/2
(5.5)
Since the magnetic Reynolds number (Equation 2.44) is estimated to be small
enough that the influence on convection by electromagnetic field can be neglected, the
calculation of the electromagnetic field can be computed independently ahead of the
fluid flow field [59].
The Figure 5.3 shows the force distribution on the spherical sample. Both the
magnitude and the direction of the force are expressed by the arrows. It is obvious
that the region around the equator of the sample has more electromagnetic force than
the poles.
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Figure 5.3: The electromagnetic force distribution on the spherical sample in EML.
In modeling of present work, the free surface of the droplet is modeled with a “slip”
boundary condition (Figure 5.4), which means both the normal component of velocity
and shear stress on the surface are equal to zero, because the sample was believed
to have been fully molten. The equations for free surface of internal flow refer to
Equation 2.42.
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Figure 5.4: The boundary condition was defined as free surfaceSlip.
Since all the model is 2-D axis-symmetrical, the condition on the axis was pretty
similar to the surface (Figure 5.5) -both the normal component of velocity on the axis
and the derivative of velocity perpendicular to the axis are equal to zero (Equation
5.6).
∂µz
∂rcyl
|rcyl = 0, (5.6a)
u · ircyl |rcyl = 0, (5.6b)
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Figure 5.5: Symmetric axis in spherical geometry.
5.2.2 MHD models and predicted result
Hofmeister, et al., [39] reported anomalous crystal nucleation in undercooled
zirconium droplet. They theorized that the interior fluid flow with high stirring, as in
turbulent flow, may give rise to low enough pressure at some points in liquid sample
to cause cavitation. The collapse of bubbles formed by cavitation would lead to a high
enough energy release to trigger the nucleation.
MHD/CFD models have been built to simulate the fluid flow in liquid zirconium
samples in previous work [46] [44] [42] [43] [45] [59]. In present work, similar math-
ematical models are applied to simulate the velocity field in the undercooled liquid
zirconium sample. The parameters, such as positioning voltage and heating voltage of
EML cycles, and thermophysical properties of the sample, will be used to evaluate
the internal convection.
To approach the simulation of fluid flow with fast enough stirring in liquid zirconium
sample, there are two essential aspects need to be considered. Firstly, it is necessary
to ensure the undercooled sample can reach thermal equilibrium as liquid. Secondly,
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the velocity of the fluid flow is required to reach up to high enough value to cause a
sufficiently negative pressure for cavitation in the liquid. Therefore, simulation ahead
of the experiments is very important. The pre-experiment MHD/CFD models have
been built in present work to predict the undercooling level and evaluate the velocity
field of fluid flow in the liquid zirconium sample. In the models, the fluid flow is
considered as turbulence to achieve the fast stirring.
The samples used by electromagnetic levitation experiments (EML) have been
simulated by mathematical models in order to investigate the fluid flow in liquid sample.
In present work, a zirconium sample will be used in the space EML experiment operated
by MSL-EML batch 1 in 2016 and the simulation result is used for designing and
optimizing the EML experiments.
In simulation, the experiment parameters including the time profile of the control
voltage for the currents generating the electromagnetic field were tested by the MUSC
simulator to give the time-temperature prediction of the sample. Figure 5.6 gives a
prediction of the sample phase and temperature. The melting point of the zirconium
sample is 1852 ℃ [16]. There are three steps to levitate, melt and undercool zirconium
sample. Firstly, the positioning voltage was applied for 3 seconds at 7 V to levitate
the sample with no power to the heater (Light blue line, solid phase). Secondly,
the positioning and heating fields were all applied at the maximum value, 10V for
9 seconds. The temperature of the sample kept increasing and melted at 1852 ℃
around 10s second (dark blue line, melting process). The temperature was predicted
to reach up to 2000 ℃ at 12s second (red line, liquid phase). Thirdly, the positioning
voltage decreased to 7 V and the heating voltage down to 4.5 V, the temperature of
the sample was predicted to decrease and reach equilibrium at 1690 ℃ (red line, liquid
phase).The duration of third step was set to 60s to ensure the sample has enough
time to reach thermal equilibrium of the target temperature. At 1690 ℃, the sample
sustains liquid phase under the condition of 160 ℃ undercooling.
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Table 5.3: EML coil voltage
EML coil Final step
Position Voltage 7− 10 V
Heat Voltage 4− 5.5 V
Figure 5.6: A prediction of the sample phase and temperature: The melting point
of the zirconium sample is 1852 ℃ [16]. There are three steps to levitate, melt and
undercool zirconium sample. Firstly, the positioning voltage was applied for 3 seconds
at 7 V to levitate the sample with no power to the heater (Light blue line, solid
phase). Secondly, the positioning and heating fields were all applied at the maximum
value, 10V for 9 seconds. The temperature of the sample kept increasing and melted
at 1852 ℃ around 10s second (dark blue line, melting process). The temperature
was predicted to reach up to 2000 ℃ at 12s second (red line, liquid phase). Thirdly,
the positioning voltage decreased to 7 V and the heating voltage down to 4.5 V, the
temperature of the sample was predicted to decrease and reach equilibrium at 1690
℃ (red line, liquid phase). The duration of third step was set to 60s to ensure the
sample has enough time to reach thermal equilibrium of the target temperature. At
1690 ℃, the sample sustains liquid phase under the condition of 160 ℃ undercooling.
The equilibrium conditions of the undercooled liquid sample are affected much
more by the final settings than melting steps. The conditions shown in Table 5.3 was
achieved by the cycle 11-19.
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Table 5.4: The prediction of the heating voltage of third step which will be required
by different undercooling level ∆T = Tm − T .
Model No. Position Volt-
age (V)
Heat Voltage
(V)
Temperature T
(℃)
Undercooling
level ∆T
(∆T = Tm−T );
Zr pre 1 7 4 1676.9 178.1
Zr pre 2 7 4.5 1663.2 191.8
Zr pre 3 7 5 1749 106
Zr pre 4 7 5.5 1831.8 23.2
Zr pre 5 8 4 1586 269
Zr pre 6 8 4.5 1673.5 181.5
Zr pre 7 8 5 1758.2 96.8
Zr pre 8 8 5.5 1840 15
Zr pre 9 9 4 1600 255
Zr pre 10 9 4.5 1685.5 169.5
Zr pre 11 9 5 1768.5 86.5
Zr pre 12 9 5.5 1849 6
Zr pre 13 10 4 1614 241
Zr pre 14 10 4.5 1699 156
Zr pre 15 10 5 1780.5 74.5
In the space EML experiment, the zirconium sample will be controlled to sustain
the liquid phase under the condition of various undercooling levels. Table 5.4 lists
the prediction of the heating voltage of third step which will be required by different
undercooling level ∆T = Tm − T .
To control the sample temperature, the simulation result would be used as reference.
At certain temperature, thermophysical properties like density and viscosity can be
derived and adopted by mathematical models, which were built to simulate the fluid
flow in the liquid zirconium sample in undercooling. In this simulation, the fluid flow
in the liquid zirconium sample was assumed as turbulent. In the range of positioning
voltage from 7 to 10 V and heating voltage from 4 to 5.5 V, Table 5.5 gives the
thermophysical properties at various temperature and simulation result of maximum
velocity and Reynolds number. Figure 5.7 shows the velocity field derived from
simulation result of Model No. Zr pre 1 (Position voltage: 7 V, Heat Voltage: 4
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V; Temperature: 1574 ℃; Maximum velocity 0.192m/s; Reynolds number 1326.35.),
which will be used to calculate the pressure at the points through the fastest fluid
flow.
Figure 5.7: The velocity field derived from simulation result of Model No. Zr pre 1
(Position voltage: 7 V, Heat Voltage: 4 V, Temperature: 1574 ℃). The maximum
velocity reached up to 0.192m/s and the Reynolds number 1326.35.
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5.3 Experiment
5.3.1 Cycles # 11-19
To confirm and investigate more about the anomalous nucleation in zirconium
observed by Hofmeister, et al., [39], there were 9 melt cycles of a zirconium sample in
MSL-EML Batch 1 in 2016 for the study of anomalous nucleation.It is cycle # 11-19.
These cycles were overlaid on cycles for modulation calorimetry, which was expected
to have a small effect, if any on anomalous nucleation. The experiments were executed
in the condition of vacuum or argon. After being melted, the liquid sample was kept
heating to a peak value, 1920 ℃. Then, the sample went through 3 undercooling
periods due to the decreasing heating current. The temperatures of sample at the
undercooling periods can be defined as T1, T2 and T3. In the condition of being
undercooling, the temperature of liquid sample was modulated. A cycle was ended by
turning off the heating current, which leaded to the solidification. While, anomalous
nucleation can be observed and end the cycle also during undercooling periods. The
elapse time to the anomalous nucleation was recorded to analysis. The Figure 5.8
shows a Temperature Time view with position and heat current. The Table 5.6 gives
values of 3 undercooling temperatures with atmosphere.
Figure 5.8: Cycles # 11-19 Temperature Time view with position and heat current.
T1, T2 and T3 are undercooling periods in which the modulations were conducted.
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Table 5.6: Temperature of undercooling, T1, T2 and T3 with the atmosphere of cycle
execution. The anomalous nucleation was found from Cycle # 12, 16 and 17 while
others no record.
Cycle # T1 ℃ T2 ℃ T3 ℃ Atmosphere Anomalous
nucleation
11 1820 1780 1740 Vacuum No record
12 1780 1740 1700 Vacuum ∆T = 175.6 ℃
13 1880 1860 1800 Vacuum No record
14 1920 1860 1750 Vacuum No record
15 1760 1700 1650 Vacuum No record
16
Cooling with UH=4V
2 modulation frequencies superimposed
∆T = 65.9 ℃
17 1820 1780 1740 Ar ∆T = 64.6 ℃
18 1780 1740 1700 Ar No record
19 1880 1860 1800 Ar No record
5.3.2 Experiment result
The anomalous nucleation was found from Cycle # 12, 16 and 17, which limit the
undercooling level of zirconium sample.
Figure 5.9 gives the pyrofile of cycle #12 from EML. Blue line gives the sample
temperature. The heating and position voltage can be obtained from the red and
green lines. When held isothermally in the undercooled range in vacuum, the sample
remained liquid up to 4.31 seconds. It was possible for liquid zirconium to keep
undercooling for hours at 1677 ℃, but it solidified in seconds.
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Figure 5.9: Pyrofile of Cycle #12. Blue line gives the sample temperature. The
heating and position voltage can be obtained from the red and green lines. When held
isothermally in the undercooled range in vacuum, the sample remained liquid up to
4.31 seconds. It was possible for liquid zirconium to keep undercooling for hours at
1677 ℃, but it solidified in seconds.
5.4 Simulation result
In order to estimate the velocity and pressure in liquid zirconium sample which
was tested by MSL-EML Batch 1, the convection of the droplet has been simulated
with magnetohydrodynamic models (MHD). The details of models are described in
section 5.2.1.
By applying the parameters of heating and position voltages, the convection
velocity field and pressure were calculated and shown in Figure 5.10 and Figure 5.11.
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The velocity field and interior pressure filed were calculated from simulation result of
MHD model with parameters on anomalous nucleation occurred. (Position voltage:
7V, Heat voltage: 4V, Temperature: 1676.9 ℃). The maximum velocity reached up
to 0.191 m/s and the minimum pressure was -162 Pa. Since the pressure required by
homogeneous nucleation of cavities in liquid zirconium is of the order 1 GPa Pascal,
the value of minimum pressure is not low enough to cause the homogeneous nucleation
of bubbles in the zirconium droplet. That is not consistent with the experiments
result.
Figure 5.10: The velocity field calculated from simulation result of MHD model with
parameters under anomalous nucleation occurred. (Position voltage: 7V, Heat voltage:
4V, Temperature: 1676.9 ℃). The maximum velocity reached 0.191 m/s.
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Figure 5.11: The interior pressure field calculated from simulation result of MHD
model with parameters on anomalous nucleation occurred. (Position voltage: 7V, Heat
voltage: 4V, Temperature: 1676.9 ℃). The minimum pressure was negative: -162 Pa.
5.5 Eddies scale in droplet
The turbulent flow in EML sample is approached by RNG k −  model by using
ANSYS Fluent. The kinetic energy and turbulent dissipation of convection in liquid
zirconium sample were estimated and shown in Figure 5.12, Figure 5.13 and Table
5.7. The kinetic energy k is in range 5.2 · 10−4 to 5.75 · 10−3 m2/s2 but almost all
of the sample is in the range of 3 to 6 m2/s2. The turbulent dissipation rate  is in
range 8.37 · 10−2 to 2.52 m2/s3 while almost all of the sample has a dissipation rate of
8.37 · 10−2 m2/s3 . Note that the calculated turbulent kinetic energy and turbulent
dissipation are both roughly constant in almost all of the interior of the droplet.
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Figure 5.12: Turbulent kinetic energy field from CFD model. Almost all of the sample
is in the range of 3 to 6 m2/s2
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Table 5.7: Simulation results of kinematic viscosity, kinetic energy and turbulent
dissipation rate.
Density kg/m3 6291
Dynamic viscosity kg/(ms) 0.0056
kinematic viscosity m2/s 8.9 · 10−7
kinetic energy Max m2/s2 0.00575
kinetic energy Min m2/s2 0.00052
Turbulent dissipation Max m2/s3 2.52
Turbulent dissipation Min m2/s3 0.0837
Velocity Max m/s 0.191
Figure 5.13: Turbulent dissipation from CFD model. Almost all of the sample has a
dissipation rate of 8.37 · 10−2 m2/s3
Thus, the length scale and velocity scale of eddies in droplet were calculated by
using Equation 2.36 and Equations 2.38, and the result is shown in Table 5.8 and
Table 5.9 .
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Table 5.8: Length scale, velocity scale and Reynolds number of large eddies in droplet.
Droplet
Diameter
m
Large eddies from Richardson’s theory (see section 2.8.1)
L Length m V Velocity m/s Re of eddies
Max Min Max Min Max Min
6.705 · 10−3 5.21 · 10−3 4.71 · 10−6 7.58 · 10−2 2.28 · 10−2 442 1.20 · 10−1
Table 5.9: Length scale, velocity scale and Reynolds number of small eddies in droplet.
Droplet
Diameter
m
Small eddies from Kolmogorov’s hypothesis (see section 2.8.3)
L Length m V Velocity m/s Re of eddies
Max Min Max Min Max Min
6.705 · 10−3 5.40 · 10−5 2.31 · 10−5 3.87 · 10−2 1.65 · 10−2 3.27 · 10−3 5.96 · 10−4
The Figure 5.12 and Figure 5.13 indicates that kinetic energy near the center of the
droplet reached up to maximum with low turbulent dissipation. If there were eddies
in maximum length scale and velocity scale, then the maximum Reynolds number of
big eddies was estimated as 442.
5.6 Heterogeneous nucleation of bubbles
The work about the anomalous solidification of zirconium sample observed on
MSL-EML experiments proved that homogeneous nucleation of bubbles is not the
reason for the limitation undercooling. But there may be pre-existing bubbles in
liquid zirconium that the collapses of bubbles result in the solidification. Pre-existing
bubbles was found very common in liquids, like water. Most liquids have pre-existing
bubbles just like the defects in a crystal. The bubbles in Zr will not be full of air, but
rather will be empty voids, or voids with a little bit of Zr vapor. When bubbles grow
from existing defects in the liquid, and then collapse, the resulting pressure wave can
cause homogeneous nucleation of the crystal, as described in Chapter 2. Shima, et
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al., [84] provided the relation between the numbers and size of bubble nuclei in water,
which showed good agreement with experimental results obtained by Ahmed et al.,
[3]. The numbers of bubble nuclei can be related to the bubble size as Equation 5.7:
N(r) =
M
rn
· e−
nK
2 (ln r − lnα)2 (5.7)
Where N(r) is the numbers of bubbles with radius r; M, n, k and α are constants.
We hypothesize that such pre-existing bubbles also exist in metallic metals, such as
liquid Zr. Further experiments will be conducted in Batch 2 and Batch 3.
5.7 Conclusion
The experiment has confirmed the observation of anomalous nucleation in zirconium
materials. The simulation result indicates that the pressure in liquid zirconium is not
low enough to generate cavitation bubbles by homogeneous nucleation, which meets the
expectation of experiment. The homogeneous nucleation of bubble is not responsible
for the anomalous nucleation in liquid zirconium. The experiment provided significant
data about anomalous nucleation in zirconium by 4 melt cycles and excluded one of
important hypothesis about the mechanism. Thus, the bubbles must be nucleated
heterogeneously. Pre-existing bubbles in liquid zirconium is another one of important
hypothesis for anomalous nucleation. Bubbles may grow from existing voids and
collapse. The study of anomalous nucleation is being continued and followed by more
melt cycles in Batch 1.3 and 2 and more compositions on Batch 3.
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CHAPTER 6
CONCLUSIONS
• Chapter 3: The oxygen effect on liquid zirconium thermophysical prop-
erties using ESL
– Density, surface tension and viscosity were measured for zirconium with
different oxygen concentrations: 57 at. ppm, 580 at. ppm, 1560 at. ppm,
1.5 at.%, 2.42 at.% and 5 at.%. Containerless oscillation method and
advanced computer fitting analysis were adopted by present work.
– The partial molar volume of oxygen in zirconium was calculated as 1.52 · 10−6
m3/mol. For measurement of density vs. temperature, data are consistent
with initial estimate of partial molar volume of oxygen in zirconium. More
accurate determination of partial molar volume requires improvement in
precision of density measurement to 2.5 ppm for sample mass and 89 ppm
for volume.
– For measurements of surface tension, data for zirconium with 57 ppm
oxygen show excellent agreement with literature data and show difference
1.7 %. The sample with 57 ppm oxygen were also the purest materials
available for our measurement. These sample were tested in 2015 and
2016 respectively but give very similar values of surface tension with 0.5 %
difference. That confirms the accuracy of our measurement. The measured
surface tension of higher oxygen concentrations is dependent on oxygen
content, changing from 1 %/at.%O to 21.033 %/at.%O.
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– For the measurement of viscosity, the scattered data give higher standard
error than surface tension. The measured viscosity data are 60% higher
than literature values and this difference may be due to an experimental
artifact. Work is ongoing to address this discrepancy. The data show
agreement with Arrhenius and VFT equations.
• Recommendation for future measurement of density:
– The facility calibration is required before the sample calibrations for each
test.
– Better synchronization of the different instruments is needed to correlate
the results after the test.
– In addition to the element certificate provided by Alfa Aesa, the sample
should be sent for oxygen concentration measurement by at least 2 more
companies. Thus, the result provided by 3 companies would be all used to
improve the precision on the oxygen concentration. If one of them showed
a large deviation or offset, the other two would give a justification to reject
that measurement.
• Chapter 4: The oxygen effect on liquid zirconium thermophysical prop-
erties using EML in reduced gravity
– There were difficulty observed in density measurement. One is the significant
disturbance for analysis tools: the sample kept deforming and moving in
experiment due to turbulent interior convection. Our analysis tools need
more updates for that unsteady and deformed droplet. Another challenge
is the obstruction of the view of the sample. The sample was shielded by
some wires from facility so that the estimation of volume turned out to be
inaccurate. That situation may be fixed in future experiments.
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– The oscillations under free cooling were still ugly. It’s impossible for the
droplet to keep isothermal under free cooling. Our measurement confirm
that the viscosity of Zr is not possible by oscillating drop method in EML.
The turbulent interior convection, which was caused by the electromagnetic
field, result in significant disturbance as expected.
– It’s hard to measure the surface tension of zirconium sample also. The
viscosity of zirconium is too small so that the oscillation of the sample
were more driven by turbulent interior convection rather than surface
tension. The requirement for metals, which can be tested by EML, is some
combination of high enough viscosity and low enough stirring under the
measurement condition that the flow is laminar.
• Chapter 5: CFD/MHD Modeling convection in liquid metals
– The anomalous nucleation in zirconium was confirmed by our experiments.
– Our experiment provided significant data about anomalous nucleation in
liquid zirconium and excluded one of important hypothesis: the collapse
of homogeneous cavitation bubbles may lead to anomalous nucleation in
liquid zirconium. Simulation of convection in liquid zirconium gave the
pressure in liquid zirconium during experiments about 200 Pa, which is not
low enough to generate cavitation bubbles by homogeneous nucleation as
expected. Since the negative pressure required by first cavitation bubble
forms is in order of 1 GPa, the homogeneous nucleation of bubble is not
responsible for the anomalous nucleation in liquid zirconium.
– The Reynolds number of eddies was less than 442 so that turbulent eddies
contribute some negative pressure in the same order of 100 Pa flow, not in
order of 1 Gpa. .
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– Pre-existing bubbles in liquid zirconium is another important hypothesis for
anomalous nucleation. Bubbles may grow from existing voids and collapse.
The study of anomalous nucleation is being continued and followed by more
melt cycles in following batches.
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CHAPTER 7
FUTURE WORK
1. In July 2018 Batch 1.3, the same sample from Batch 1 were tested again with
cycles similar to those described in Chapter 5. Analysis is ongoing by my
successor.
2. In Batch 2, there were 25 more cycles scheduled to explore the anomalous
nucleation in the fall of 2018. The sample was lost due to an experimental
anomaly on the first melt cycle. The zirconium sample containing 1000 ppm
O, typical of industrial zirconium, was to executed with parameters for which
the anomalous nucleation occurred. A proposal for additional cycles on antoher
sample is under evaluation by ESA.
3. According to the document SCI-ESA-HRE-ESR-EML3, there are 2 commercial
reactor-grade zirconium alloy Zircaloy-4 and Zr2.5Nb in Batch 3 for thermophysi-
cal properties measurement, including density, surface tension and viscosity. The
anomalous nucleation will be studied also. The compositions of two samples are
ZrSn1.3Fe0.2Cr0.1O0.13 (Zircaloy) and ZrNb2.5O0.11 in 6.5 mm diameter sphere.
The projects are proposed by THERMOLAB.
4. On Batch 3, there are 6 cycles for each sample on density measurement in liquid
phase, 4 would be conducted in vacuum and 2 in argon atmosphere. The sample
would be recorded so that the computer tools will process it to get the density
of liquid zircaloy.
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5. On Batch 3, there are 12 cycles for each sample on surface tension and viscosity
measurement in vacuum. The oscillation method is adopted for the measurement,
the sample will be excited to oscillations at various undercooling temperatures,
so that the surface tension and viscosity of liquid zircaloy can be derived from
the oscillation frequency and damping constant.
6. On Batch 3, there are 7 cycles for each sample for modulation calorimetry in
liquid phase in vacuum. In the undercooling process, the anomalous nucleation
can be observed and studied in the future.
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APPENDIX A
INERT GAS FUSION TEST
The significant effects of oxygen content on thermophysical properties and me-
chanical behaviors of metals and alloys always attract much attention from academic
and industrial area. Several techniques have been developed to determine oxygen
concentration of metals and alloys, which was named as oxygen analysis. Inert gas
fusion method was introduced by Singer in 1940 ([87]) and improved by Smiley in 1955
([89]), which complete oxygen analysis rapidly and accurately. In general, the method
is to reduce the oxygen in molten metals/alloys by using carbon to generate carbon
monoxide or dioxide at high temperature. The oxygen reduction is processed in inert
gas atmosphere and in certain cases, inert gas flow can help the oxygen released from
molten metals/alloys. The method has been evaluated and used for oxygen analysis
on metal zirconium and zircaloy by Elbling et al., and the details is shown in reference
[23]. The standard method of inert gas fusion for determination of Oxygen in titanium
is similar with that of zirconium. In present work, the reaction can be expressed by
equation A.1.
Zr +OZr + C → ZrC + CO (A.1)
A furnace with copper electrodes is adopted by inert gas technique. The met-
als/alloys are melted fused in the furnace and held by a graphite crucible in inert
gas atmosphere. The crucible is made by high purity graphite that provides a large
excess carbon to react with oxygen in molten metals/alloys. It also works as a good
resistor to heat and melt the metals/alloys in it. After the carbon monoxide or dioxide
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generated, they can be detected by infrared facilities. According to the amount of
carbon monoxide or dioxide, the oxygen concentration in tested metals/alloys can be
derived. Argon is a common option for inert gas.
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APPENDIX B
FRACTURE PRESSURE
The formation of a cavity in liquid can be considered as bubbles in liquid [29]. The
net work required to generate a bubble in volume V with vapor of pressure pr and
interface area A can be expressed by Equation B.1:
W = σA+ pV − prV
= 4pir2σ + (4/3)pir3(p− pr)
(B.1)
where σ is liquid-vapor interficial tension; A is interficial area; p is liquid pressure;r
is the radius of spherical bubble.
For molten zirconium with a vapor pressure pr in order of 10
−4 Pa at 1882 ℃, the
vapor pressure is negligible compared with liquid pressure p in order of 109 Pa [29]
[88]. The work can be simplified as Equation B.2:
W = 4pir2σ + (4/3)pir3p (B.2)
Fisher’s work [29] states that the maximum work and corresponding critical radius
can be expressed by Equations B.3:
Wmax = 16piσ
3/3p2 (B.3a)
r∗ = −2σ/p (B.3b)
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The rate of bubble formation was pointed to be proportional to the maximum net
work [28] [29] as Equation B.4:
dn
dt
∼ exp(−Wmax
kT
) (B.4)
where n is molecules in liquid; k is the Boltzmann constant and T is temperature.
The proportionality factor was stated to be (nkT/h)exp(−∆f ∗0 /kT ) by Fisher et.
al.[28]. ∆f ∗0 is the free energy of activation for the movement of a single molecule go
through the liquid-vapor interface.
Therefore, the rate of bubble formation can be expressed by Equation B.5 [29] in
one mole liquid:
dn
dt
=
NkT
h
exp[−(∆f ∗0 +Wmax)/kT ]
=
NkT
h
exp[−(∆f ∗0 + 16piσ3/3p2)/kT ]
(B.5)
where N is Avogadro’s number and h is Planck’s constant.
Since the liquid is considered as fractured by the formation of first bubble, the
fracture pressure should be equal to the negative pressure give rise to the first bubble
in time t seconds. Thus, the rate of bubble formation can be expressed as
dn
dt
=
1
t
.The
fracture pressured pt can be derived from Equation B.5 as Equation B.6 [29]:
Pt = −
[
16pi
3
∗ σ
3
kT ln Nkt
n
−∆f ∗0
] 1
2
(B.6)
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