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English Summary
This thesis presents a study of low-temperature atmospheric pressure plasma
jets and the application for the inactivation of Biofilms. It is a cross-
disciplinary study where plasma physics and microbiology merge together.
The first part of the summary deals with plasma characterization and the
second with the application aspects.
The plasma under study works in open air which makes it easy to op-
erate. The plasma is created in an argon flow between two electrodes, in
the so-called active zone. Despite the low gas temperature, a relative high
electron temperature is achieved in the active zone which leads to a rich
chemical plasma composition. However, the plasma is not confined to the
region in between the electrodes. By means of an imposed convective flow
the plasma is pushed towards the outside region, the afterglow. The plasma
chemistry is further enriched in the afterglow due to the entrainment of
air molecules into the feed gas, argon. This two-fold structure makes the
plasma jets very favorable for surface treatment; especially for heat sensi-
tive materials. Moreover, the plasma has small dimensions and it can easily
penetrate into narrow gaps and porous structures. This makes the plasma
particularly valuable for the treatment of objects with complex geometries.
One of the main pillars of this study is plasma characterization; i.e.
the determination of the essential plasma properties: the electron density
and electron temperature, the density of excited species and the rates at
which reactive species are created. For the plasma characterization we used
electrical and optical diagnostics.
By means of electrical measurements, we study plasma properties like
the power, power density, the electron density and the length of the after-
glow as functions of plasma control parameters such as the applied voltage,
the distance between the electrodes, the feed gas flow and the oxygen ad-
mixture ratio. The results are used later-on for the interpretation and cross-
validation of optical diagnostics.
For the optical diagnostics we used absolute Optical Emissions
Spectrometry (OES). This choice was made since the widely used methods
such as Thomson scattering and Hβ-broadening are not applicable for our
plasma since it is too small in radial size and too high in gas density. More-
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over, the indirect method, using the current density, is only applicable in
the active zone.
The absolute OES method is based on a broadband-survey-approach by
which in each measurement-stroke the spectral bandwidth of 280− 800 nm
is investigated in a pick-up time of less than 10 ms. In each stroke we get the
spectrum of a continuum on which lines and bands are superimposed. All
these three spectral constituents are useful and are determined absolutely;
meaning that they are calibrated with a standard light source. From the
absolute intensities we can deduce plasma properties as a function of axial
position but as the plasma is far from equilibrium we can not use classical
methods.
The most dominant lines are those created in the 4 p −−→ 4 s transi-
tions in argon; the interpretation of their absolute intensities is done using a
collisional radiative model which gives the electron temperature. With this
method, we found for the electron temperature in the active zone of a pure
argon plasma the value of 1.27 eV, which is significantly higher than the
experimental values reported by others. An error analysis shows that the
random error in the electron temperature obtained in this way is less than
5%. In the afterglow, the temperature decreases gradually to about 0.88 eV.
Control parameters that were found to be important are the O2 concentra-
tion and the distance between the electrodes. Enlarging the distance be-
tween the electrodes has almost no effect on the active zone. However, it
is found that downstream the plasma created by a large distance remains
higher in electron temperature. By adding 2% of O2 we see that this leads
to a reduction of electron temperature, even in the active zone.
The continuum being created by elastic electron-atom interactions is,
after calibration, used to determine the electron density ne . In the active
zone ne is found to be around 7× 1019 m−3, which is in good agreement
with the electrical measurements. Moreover, we were able to determine
the electron density in the afterglow as a function of the distance from the
ground electrode. Values down to 5× 1017 m−3 could be detected. This is
far below the detection limits that can be reached by other methods.
The molecular bands are investigated to get insight in the Absolute
Emission Rates (AERs). This AER method was applied to band radiation
of OH and N2 which were found to behave completely differently. Espe-
cially the N2 bands show interesting features. It is found that most of the
detectable transitions in the afterglow, the region close the plasma applica-
tion zone, are related to the creation of reactive nitrogen species.
Therefore, the non-expensive method of absolute OES is much faster
and simpler than other more expensive methods (e.g. Thomson scattering).
In some aspects it is even better.
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The second pillar of this study, the application features of the plasmas,
is inspired by the recent statement of the World Health Organization
declaring antibiotic resistance as "one of the greatest threats to human health
today". We may expect that the use of classical medicines will on the long
term no longer be able to give adequate protection against diseases.
A solution of this threat might be offered by the plasma state, the 4th
state of matter. Using high-tech methods, this ionized medium can be tai-
lored to generate an enormous variety in cocktails of fields, heat, photons
and radicals. Fluxes of such cocktails can be directed to surfaces where they
can, under appropriate conditions, be employed for sterilization, disinfec-
tion and wound healing. They are all related to the inactivation of bacterial
cells. That is the field where our plasma application is performed.
Herein we have to make an important distinction between the colonial
living-form of the microorganisms. Most of the plasma studies performed
were devoted to the planktonic living-form in which microorganisms exist
as single entities that flow or swim independently in a liquid. Being
independent they are vulnerable and relative easy to destroy. However,
the microorganisms can be organized in biofilms, an extracellular matrix in
which they are embedded such that it is more difficult to eliminate. On the
other hand, the inactivation of Biofilms is much more needed that plank-
tonic since biofilms represent the prevalent mode of microbial life in natu-
ral, industrial and hospital settings where they may be formed on living or
non-living surfaces.
Our study is devoted to the inactivation of three types of biofilms; those
formed by Staphylococcus aureus, Pseudomonas aeruginosa and Candida
albicans. The treatment of Staphylococcus aureus biofilms was found to
be the most effective; 78% population reduction was reached within 3 min.
Higher reduction rates were found for smaller plasma-sample distances and
for longer exposure times. Employing a pre-treatment of the samples with
ascorbic acid suggests that oxygen radicals might play a role in the inacti-
vation process. However, adding oxygen to the feeding gas which results
in shortening the after-glow was found to decrease the anti-biofilm effect.
A quantitative analysis of the spectrum using the methods presented
above, points towards an important role of entrained nitrogen. It was found
that excited nitrogen species are created in large abundances. These species
can be important carriers of internal energy to the biofilms or may function
as important intermediate species. This study suggests that reactive nitro-
gen species created during the plasma treatment form one of the important
agents.
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Nederlandse samenvatting
Dit doctoraatsonderzoek is een studie van een lage temperatuur atmos-
ferische plasmastraal en de toepassing van deze plasmabron voor de vernie-
tiging van biofilms. Het is een multidisciplinair onderzoek op het vlak waar
plasmafysica en microbiologie samenkomen. Het eerste deel van dit onder-
zoek behandelt de karakterisering van het plasma het tweede deel heeft
betrekking op de toepassing. Deze samenvatting volgt dezelfde indeling.
Het plasma werkt in de omgevingslucht en is daardoor eenvoudig te ge-
bruiken. Het wordt opgewekt in een argon stroom in een ruimte tussen twee
elektroden, de zogenaamde actieve zone. Ondanks het feit dat de gastem-
peratuur laag blijft, wordt een hoge elektronentemperatuur bereikt in de
actieve zone. Dit bevordert plasmachemische reacties. Echter, het plasma
blijft niet beperkt tussen de elektrodes: Door een geforceerde gasstroom
wordt het plasma naar buiten geblazen. Door de diffusie van lucht in het
gas van de uitstromende plasmastraal wordt de plasmachemie verder ver-
sterkt. Door deze ruimtelijke tweedeling zijn dit soort atmosferische plas-
mastralen uiterst geschikt voor oppervlaktebehandeling, in het bijzonder
van hittegevoelige materialen. Het plasma heeft bovendien kleine afmetin-
gen en kan daardoor doordringen in nauwe kanalen en poreuze structuren.
Dit maakt de plasmastraal geschikt voor de behandeling van voorwerpen
met een complexe geometrie.
Een van de hoofdpijlers van dit onderzoek is plasma-karakterisering;
dat wil zeggen het bepalen van essentiele plasma
-eigenschappen zoals de elektronendichtheid en elektronentemperatuur, de
dichtheid van aangeslagen deeltjes en de reactiesnelheden waarmee reac-
tieve deeltjes geproduceerd worden. Voor de plasmakarakterisering ge-
bruiken we Elektrische en Optische diagnostieken. In het kader van de
elektrische metingen bestuderen we het vermogen, de vermogensdichtheid,
elektronendichtheid en de lengte van de uitstroomzone als functie van pro-
cesparameters zoals de spanning, gasstroom, de zuurstofconcentratie in
het gasmengsel en de afstand tussen de elektrodes. De resultaten van de
elektrische metingen worden onder andere gebruikt voor de validatie van
de optische metingen. Voor de optische diagnostiek gebruiken we abso-
lute Optische Emissie-Spectrosmetrie (OES). Daar is voor gekozen om-
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dat klassieke methodes zoals Thomson-verstrooiing en Hβ-verbreding voor
deze atmosferische plasmastraal niet bruikbaar zijn wegens de kleine afmetin-
gen en de hoge gasdichtheid. Daarbij komt dat de indirecte methode via de
stroomdichtheid alleen toepasbaar is in de actieve zone.
De absolute OES methode is gebaseerd op een breedband-survey
-methode waarin in meettijden van minder dan 10 ms de spectrale band-
breedte van het golflengte interval 280 nm< λ < 800 nm in een actie kan
worden vastgelegd. We verkrijgen hiermee in die korte meettijd een spec-
trum van een continuüm waarop spectraallijnen en -banden zijn gesuper-
poneerd. Al deze drie bestanddelen zijn bruikbaar en worden op absolute
wijze bepaald, dat wil zeggen dat er kalibratie met een standaard lichtbron
plaatsvindt. Uit deze absolute intensiteiten kunnen we plasma-eigenschappen
bepalen als functie van de axiale positie maar omdat het plasma ver uit
evenwicht is, kunnen we geen gebruik maken van klassieke methoden.
De meest dominante spectraallijnen zijn die welke ontstaan door de
4p-> 4s overgangen in argon. De interpretatie van de bijbehorende abso-
lute intensiteiten wordt uitgevoerd middels een botsing-straling model. Dit
leidt tot de elektronentemperatuur. Met deze methode is een elektronen-
temperatuur van 1, 27 eV gevonden in de actieve zone van een zuiver argon
plasma. Deze waarde ligt beduidend hoger dan de waarden gerapporteerd
door andere onderzoekers. Een foutenanalyse toont dat de statistische fout
in onze bepaling minder dan 5% bedraagt. In de uitstroomzone daalt de
elektronentemperatuur geleidelijk tot 0,88 eV. Procesparameters die hier-
bij van invloed zijn, zijn de zuurstofconcentratie en de afstand tussen de
elektrodes. Een grotere afstand tussen de elektrodes heeft geen invloed op
de actieve zone, maar resulteert in een hogere elektronentemperatuur in de
uitstroomzone. Een toevoeging van 2% zuurstof leidt tot een daling van de
elektronentemperatuur, ook in de actieve zone.
De continuüm straling, die voornamelijk gegenereerd wordt door botsin-
gen tussen vrije elektronen en atomen, wordt, na calibratie, gebruikt ter
bepaling van de elektronendichtheid.
In de actieve zone is een elektronendichtheid gevonden van
7× 1019 m−3. Dit is in goede overeenstemming met bovengenoemde elek-
trische metingen. Bovendien kan met onze methode de elektronendichtheid
tot ver in de uitstroomzone worden gemeten als functie van axiale positie.
Waarden tot 5× 1017 m−3 kunnen worden gedetecteerd. Dit is ver beneden
de detectielimiet van de meeste andere methoden. Dus, ondanks het feit dat
de methode van absolute OES niet kostbaar is, is ze veel sneller en een-
voudiger dan meer geavanceerde methodes zoals bijvoorbeeld Thomson-
verstrooiing. In bepaalde opzichten is ze zelfs beter.
De spektrale banden zijn onderzocht ten einde inzicht te verkrijgen in
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de Absolute Emissie Reactie snelheden (AERs). Deze AER-methode is
toegepast op de banden van OH en N2 welke zich compleet verschillend
blijken te gedragen. Vooral de N2 band laat een interessant gedrag zien. Het
blijkt dat het grootste deel van de detecteerbare straling in het uitstroomge-
bied gerelateerd is aan de productie van reactieve stikstofdeeltjes.
De tweede pijler van deze studie is toepassingsgericht en geïnspireerd
door de recente uitspraak van de Wereld Gezondheid Organizatie dat de
opkomende resistentie tegen antibiotica een van de grootste bedreigingen
vormt voor de wereld volksgezondheid. We mogen verwachten dat de
klassieke medicijnen op niet al te lange termijn niet meer in staat zullen
zijn om ons adequaat tegen nieuwe ziekten te beschermen.
Het is de verwachting dat een oplossing van deze bedreiging geboden
kan worden door de plasma toestand, de vierde aggregatie toestand der
materie. Met behulp van high-tech methoden biedt dit medium de mo-
gelijkheid om een rijke variëteit in composities te genereren van velden,
warmte, fotonen en radikalen. Het is de uitdaging om fluxen van de juiste
samenstelling te maken en deze vervolgens naar oppervlakten te leiden
waar ze ingezet kunnen worden voor sterilisatie, desinfectie en/of chirurgie.
Het laatste veld van plasma-chirurgie handelt over de zachte behandel-
ing van menselijk weefsel. De eerste twee, sterilisatie en desinfectie hebben
betrekking op de inactivatie van bacterie-cellen. Het is het veld waar onze
plasmatoepassing uitgevoerd wordt waarbij we onderscheid moeten maken
in de leefstruktuur van de bacteriekolonies. Het merendeel van voorgaande
plasmastudies heeft betrekking op de planktonische koloniestruktuur. Daar-
bij zwemmen de microorganismen onafhankelijk van elkaar door elkaar en
zijn daarom betrekkelijk makkelijk te vernietigen. Echter, in de praktijk
zijn micro-organismen meestal georganiseerd in zogenaamde biofilms: een
matrix die goede bescherming biedt aan de individuele microben. De verni-
etiging van biofilms is dus meer relevant.
In het toepassingsgericht deel van het onderzoek wordt de vernietig-
ing van microbiële biofilms met een atmosferische plasmastraal bestudeerd.
Drie types biofilm worden behandeld, respectievelijk gevormd door Staphy-
lococcus aureus, Pseudomonas aeruginosa en Candida albicans. De be-
handeling van de Staphylococcus aureus biofilm is het meest effectief; in
een behandelingstijd van 3 minuten wordt een 78% reductie van de popu-
latie verkregen. Hogere reductietempo’s worden gevonden voor kleinere af-
standen tussen het plasma en het monster en bij langere behandelingstijden.
Uit een voorbehandeling van de monsters met ascorbeïnezuur kan worden
afgeleid dat zuurstofradicalen een rol spelen in het vernietigingsmecha-
nisme.
Anderszijds resulteert de toevoeging van zuurstof aan het plasmagas in
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een kortere uitstroomzone en een vermindering van het anti-biofilm-effect.
Een kwantitatieve analyse van het emissiespectrum duidt op een belangrijke
rol van stikstofmoleculen die in de plasmastraal diffunderen. Geëxciteerde
stikstofmoleculen worden in grote hoeveelheden aangemaakt. Deze deel-
tjes kunnen een belangrijke energiedrager zijn naar de biofilm of kunnen
als intermediaire deeltjes fungeren. Deze studie suggereert dat reactieve
stikstofdeeltjes geproduceerd gedurende de plasma behandeling, een be-
langrijke factor vormen in het vernietigingsmechanisme.
1
Introduction
This thesis reports on a study of low-temperature atmospheric pressure
plasma jets in the application for the inactivation of biofilms. Placing our
plasma in the field demands for plasma characterization and thus diagnos-
tics. This introduction aims to bring the thesis subject in a broader per-
spective and to relate "the inactivation of biofilms" to other plasma appli-
cations. This is done in the context of plasma classification. We present a
new method based on optical emission spectroscopy (OES) to interpret the
spectra of the plasma considering the non-equilibrium state of the plasma.
1.1 Plasma, the Fourth State of Matter
The word "plasma" to refer to ionized gases was first used by the Nobel
prize winner Irving Langmuir. The way in which electrons and ions are
transported in electrified fluids reminded him of blood plasmas carrying red
and white corpuscles. Plasmas formed by ionized gases consist of approx-
imately equal numbers of positively charged ions and negatively charged
electrons. The presence of these charges makes the plasma state special
since charges can be accelerated by electrical fields and guided by mag-
netic fields. Especially the electrons are important in the plasma-field in-
teraction as they, being low in mass, can promptly respond to the presence
of fields. This implies that electrons can be easily heated. The resulting
high electron temperature leads to excitation and ionization processes and
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multi-component cocktails can be made. The fact that the characteristics
of plasmas are significantly different from those of ordinary neutral gases
makes that the plasma state is considered a distinct "fourth state of matter",
completing the series of the solid, liquid and gas states of matter. This is a
very abundant state as more the 99.9% of the visual matter in the universe
is in the plasma state. Therefore it is not a surprise that the plasma state
comes with a large diversity.
The plasma state manifests itself in the cosmos in an enormous rich
variety. The galaxies are conglomerations of virtually countless numbers
of stars, each being different from the others in mass, brightness, magnetic
field internal density and so on. What stars have in common is that they are
composed of huge masses of ionized material packed in high densities. The
space in between the stars is also enriched by plasmas, the so-called nebu-
lae. But unlike stars, interstellar or intergalactic nebulae are characterized
by extremely low mass densities. The cosmos clearly shows that the fourth
state of matter offers an enormous rich variety.
A comparable richness is found in man-made or technological plas-
mas. Changing operational settings such as the driving frequency, power,
sizes, flow-rate, pressure and chemical composition gives another (type of)
plasma. This makes the classification of plasma difficult. Nevertheless we
try to give in the next section (1.2) a global classification so that the posi-
tion of the plasma under study; the atmospheric dielectric barrier discharge
(DBD) argon jet, can be put in perspective. This classification will go along
with the energy-nature/driving frequency, power/power density, pressure/-
size and chemistry. Section 1.3 gives a classification of plasma applications
which is followed by section 1.4 devoted to plasma characterization. To de-
termine the plasma character experimentally we need plasma diagnostics.
It will be shown in section 1.5 that for our plasma source absolute OES is
the most suitable diagnostic tool. The interpretation of the resulting spectra
demands for methods that take account of the non-equilibrium state of the
plasma. This together with the results on plasma steering and the cell- cul-
ture treatments has led to several interesting results and insights. These are
outlined in section 1.6 "state of the art". This chapter concludes by giving
in section 1.7 the organization of the thesis.
1.2 Classification of Plasmas
As a plasma emits light and generates effluxes of radicals, it will continu-
ously lose energy. Therefore, there must be an energy source that sustains
the plasma. In stars and galaxies the driving energy is gravitational or nu-
clear in nature. For plasmas created during the re-entry of space-vehicles it
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Figure 1.1: Classification of the plasmas based on driving frequency
is the kinetic energy of the space-craft and in flames the nature is chemical.
However, in most laboratory plasmas the energy source is electromagnetic
(EM). There are many modes to couple EM energy to plasmas and the most
important classification parameter is the frequency of the driving EM field.
1.2.1 The Driving Frequency
For a frequency equal to zero we find plasmas that are DC driven such
as cascaded arcs used for deposition purposes or spectral lamps used for
calibration purposes. Another important group is that of the coronas used
for gas cleaning that are operated in pulsed DC. Many lamps are driven
by low frequency AC; the low pressure energy saving (compact fluores-
cence) lamps and the high pressure high intensity discharge lamps can be
found in this family. In this frequency range, the electrodes inserted into the
plasma play an essential role. By increasing the frequency, we meet sub-
sequently with capacitively coupled plasmas (CCP), inductively coupled
plasmas (ICP) and microwave induced plasmas (MIP). In the latter class
we find the plasmas created by the famous kitchen frequency of 2.45 GHz.
The sequence of rising frequency continues (to more than 105 GHz) and
leads to plasmas created by light in which laser-induced plasmas (LIP) take
a special position.
Our plasma, the atmospheric DBD argon jet, is driven by an AC volt-
age source that delivers sinusoidal voltages of a frequency of 61 kHz with
amplitudes in the order of 5 kV. Although the dielectric barrier results in
unsteady currents, it is needed to prevent the formation of the high temper-
ature arcs.
1.2.2 Power, Power Density
Power and power density are useful characterization parameters, especially
with respect to classification of non equilibrium aspects. If the power den-
sity is high we deal with plasmas that are close to local thermal equilib-
rium (LTE), meaning that the temperature of heavy particles approximately
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equals that of the electrons: Th ≈ Te, while the distribution functions
of bound and free electron states are close to the equilibrium functions as
given by Boltzmann, Saha and Maxwell. Examples of high power-density
plasmas, also denoted by thermal or hot plasmas, are those for which gas
heating is essential such as the plasmas made for welding and cutting.
These can be DC (or AC) driven torches or inductively coupled plasmas
used for powder treatment and spectrochemical analyses. At lower power
density we meet with non-thermal plasmas where the temperature inequal-
ity is large, Th/Te < 10−2, while the electron density might be much
smaller than the value predicted by Saha’s law: ne/nse < 10
−3. This is
typical for our plasma: it is a non-thermal or cool plasma for which large
deviation from LTE can be found. The main task of non-thermal plasmas is
the generation of photons and reactive species. This type of plasma can be
used for gas cleaning or soft surface treatments e.g. for polymer treatment
and wound healing.
For the plasma under study, the power is low; typically 3− 5 W. Com-
pared to other atmospheric pressure plasmas operated at several kW this is
low.
1.2.3 Pressure and Size
The field of high-tech plasmas presents a wide range of pressure condi-
tions; from below 1 Pa as found in plasmas used for sputtering to above the
200 bar (2× 107 Pa) of the ultra high pressure lamps used in beamer pro-
jectors. Complementary to the pressure increase, we see often a reduction
of the plasma size D. The size of a sputter device can be larger than 50 cm
whereas the ultra high pressure lamps can be as small as 100µm. This com-
plementarity reminds to the theories of Paschen and Franklin where plasma
properties are cast as a function of the product pD. Our plasma works in
open air, meaning that the pressure is around 1 bar. This "working in the
open" is advantageous since the plasma can be operated without an expen-
sive vacuum system. Our plasma is found to be filamentary with the typical
diameter of 0.2 mm.
1.2.4 Chemistry
The beginning of this introduction gives a reference to the richness of the
plasma state as found in the universe; in stars and nebulae. Indeed there is a
wide variety in many aspects of celestial plasma object suggesting that the
diversity of cosmic plasmas will beat that of the man-made devices. This
is indeed true for many aspects like sizes, powers, masses, field strengths;
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but it is certainly not true for the chemical composition. There is some
variation in cosmic abundances of the chemical elements but in most cases
we deal with compositions of around 70% H, 28% He while the remaining
2% is left for the rest of the periodic system. We will never find a star of
(pure) argon, xenon or mercury although this is well possible for man-made
plasmas. In the field of high-tech plasmas there is virtually no limitations on
the chemical composition, e.g. Cl and F are used widely in chip fabrication
and Ar, Xe, Hg and various rare earth elements are used for lighting.
In our plasma we use argon as feed gas which is popular and frequently
used for academic and technological plasmas. The basic reason is that it is
the cheapest noble gas that makes it possible to create an atomic plasma (i.e.
without molecules). As a consequence the spectroscopic features are well
known and that facilitates spectral studies. Part of the radiative properties
of the ArI systems is given in the tables and figures of appendix A.
1.3 Plasma Application
The plasma state has an enormous broad application field ranging from
lighting to material processing, the cleaning of air and water and destruction
of chemical waste. All the different application fields demand for different
types of plasma sources. They can differ from each other in e.g. power,
feed-chemistry, size and pressure. In view of our application it is useful
to distinguish between plasmas working under a controlled pressure versus
those operated in open air.
Atmospheric pressure plasmas overcome the disadvantages of the cum-
bersome vacuum systems that are needed for low pressure plasmas, there-
fore, they are easy to operate. Driven by pulsed power sources atmospheric
pressure plasmas have been used for gas cleaning [1–5]. Corona and DBD
discharge APPs are in use as ozone generators and a wide range of appli-
cations can be found in material processing [6]. In the subfield of surface
treatment we find surface cleaning [7–11], surface activation [12–15], etch-
ing [16–18], coating [7,19–21], etc. APPs have also been used for bulk ma-
terial treatment including powder treatment [22–24], machining [25,26]and
toxic waste treatment [24, 25, 27]. Besides they are in use for elemental
analysis for instance as inductive coupled or microwave induced plasmas.
This thesis deals with inactivation of micro-organisms. The topic be-
longs to a much broader research-field usually described as plasma medicine.
Herein we find among others plasmas for disinfection, decontamination and
wound healing. Plasmas have been used for a long time for sterilization of
medical tools, packaging in food industry, implants etc. This can be per-
formed under relative high power and low pressure conditions for which
6 CHAPTER 1
a desirable destruction rates can be achieved. On the other hand, we find
nowadays much interest in the field of plasma medicine that is dedicated to
the treatment of heat- and radiation sensitive surfaces; for instance human
tissues.
In order to understand the interaction between plasma and cells, lots
of investigations have been carried out on micro-organisms. An important
type of micro-organisms which are responsible for infections and shows
high resistance against antibodies are biofilms. Together with the Pharma-
ceutical Microbiology laboratory of Ghent University, we studied inactiva-
tion of biofilms by plasma treatment.
1.4 Plasma Characterization
The previous subsections on plasma classification and application clearly
show the huge diversity of plasmas. The by-coming disadvantage of such
a big diversity is that theory formation is complicated and lacking behind.
Most of the applications have been discovered and improved by trial and
error; that is by turning the knobs and recording the changes in the plasma
product. However, to avoid excessive empiricism we need a better approach
and to investigate in detail what happens between the knobs and products.
To obtain the best performance of a plasma application we need an in-
depth understanding of what is going on during plasma creation and plasma
application. It is important to understand how the internal plasma proper-
ties like electron temperature and density result from the setting of control
parameters but also how these in turn determine the plasma application.
The discussion of the various aspects is guided by the following figure:
Input
Control parameters
Φ,V,feed gas
Internal
Plasma properties
ne,Te,n(r), n
∗(r)
Output
Plasma application
Biofilm inactivation
shwoing that the plasma features are matched in between input (control
parameters) and output (plasma application). The input formed by the con-
trol parameters, e.g. flow (Φ), voltage (V) and the feed gas, determine the
internal plasma properties such as the electron temperature and density (Te
and ne) and the distribution of radicals (n(r)) and radiating species (n∗(r)).
The plasma properties finally lead to the output, the application.
The characterization of the plasma control parameters will be studied
in chapter 2. The electrical characterization will show that the sinusoidal
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input voltage leads to a non-harmonic current. The time-average of the re-
sulting current density can be used to estimate the electron density of the
active zone of the plasma. Most of the attention in this study will be ad-
dressed to the characterization of the internal plasma parameters (the topic
of chapter 3 and 4). The application (output) is in our case the treatment
of biofilms. Lots of studies can be found on plasma treatment of micro-
organisms. However, they are mainly dealing with the planktonic structure;
not the biofilm. As in biofilm structure, micro-organisms organize them-
selves effectively against invaders, killing them is much more difficult than
when they remain solitaire, in the planktonic living form.
1.5 Plasma Diagnostics
An important part of this thesis is devoted to the experimental characteri-
zation of plasmas. Plasma diagnostics is a broad field that can roughly be
divided into mass spectrometry, electrical measurements and optical diag-
nostics.
The first category is mainly devoted to the determination of the fluxes
of dominant species. Since these are collected at the plasma periphery we
can not expect that these methods give direct insight into the active plasma
zone. In fact these methods deal with regions close the plasma application
zone. This is out of the scope of the thesis.
The second comprises the various (single, double electrical) probe tech-
niques. In most cases these probes or electrodes are, for the sake of mea-
surements, introduced into the plasma so that the important question arises
in how far they will disturb the plasma. However, in electrode-powered
plasmas, which is the case in this study also, the electrodes are already
present and from the electrode coupling global plasma features can be
found.
The last category, optical spectroscopy, can be subdivided into active
and passive spectroscopy. Active spectroscopy is mostly based on the
use of an external light source, usually a laser to perform laser absorp-
tion measurements and laser induced fluorescence (LIF). These methods
can give insight into the state occupation of lower lying excited species
such as metastables and can be used to study plasma reaction kinetics
[28,29]. Another sub-category is formed by scattering experiments: Thom-
son, Rayleigh and Raman scattering. Thomson scattering, for example, is
extremely valuable but is expensive and not easy to perform. However, the
results are usually easy to interpret, do not depend on the plasma state of
equilibrium departure and straightforwardly lead to the simultaneous deter-
mination of the main plasma parameters, ne and Te.
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mass spectrometry
electrical measurements Probe techniques single, double
optical diagnostics
Active Scattering, LIF
Passive OES
Table 1.1: Examples of plasma diagnostic techniques
With passive spectroscopy, also known as OES, the properties of the
electron and gas is deduced by studying one of the main actions of electron
excitation kinetics: the generation of light. This is a different situation as
in the case of Thomson scattering; the experimental costs are low but the
results are not easy to interpret. The measurement of line intensities leads
to the densities of excited species, and thus the atomic state distribution
function (ASDF). However, the classical way to deduce ne and Te out of
the ASDF using relative measurements is in most cases based on doubtful
equilibrium assumptions. The value of OES can be improved by using the
absolute instead of relative measurements.
In this study, a new method based on the absolute emission spectroscopy
is developed to determine the electron density and temperature in argon
plasmas. It is a combination of the interpretation of the lines, bands and
continuum radiation.
1.6 State of the Art
Compared to other atmospheric pressure plasma sources, plasma jets have
the advantage that they are able to transport the plasma with various re-
active species to a separate region for treatment applications. The spatial
separation between the plasma generation and the processed surface avoids
the limitation of the geometrical size of the treated object. This special fea-
ture enables the jet discharges to receive high interest in applications in the
biomedical field and in material science. In order to have a good under-
standing of the fundamental property of this type of micro-discharge and
optimize its processing efficiency, various jet devices have been developed
and studied in the past two decades [30–34].
The main achievements of this studies will be explained using the figure
of section 1.4 which shows that the plasma properties play a central role:
they result from the input (control settings) and lead to the output (the ap-
plication: micro-organisms inactivation). Therefore most of the attention in
this study is addressed to the characterization of the internal plasma param-
eters for which we use absolute optical emissions spectrometry (AOES).
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This choice was made since other methods like Thomson scattering and
Hβ-broadening are not applicable for our plasmas; they are too small in
radial size and too high in gas density.
The AOES method developed in this study is based on the axially re-
solved broadband-survey-approach by which in measurement-strokes of
less than 10 ms the spectral bandwidth of 200− 900 nm is recorded. Each
stroke gives for each relevant axial position the spectrum of a continuum
on which lines and bands are superimposed. All these three spectral con-
stituents are useful and are determined absolutely; i.e. calibrated with a
standard light source. In the transformation of these spectral data into es-
sential internal plasma parameters we used methods developed for non-
equilibrium plasmas. In this way the axially resolved broadband-survey
delivers the axial evolution of essential plasma features like the densities
of electrons and excited species, the electron temperature and the abso-
lute emission rate of molecular band radiation. The dependence of these
maps as functions of plasma control settings can easily and accurately be
established; this facilitates in-depth studies in the causal sequence: plasma
steering, plasma properties and the treatment of biofilms.
The AOES method, giving a fast axial mapping of essential plasma
parameters, is not expensive. Nevertheless it is fast, reaches low detection
limits and gives several plasma features at once. In certain aspects it is
superior to more sophisticated tools and is therefore indispensable for the
understanding of the control of plasma parameters in the application of the
inactivation of biofilms.
In addition, we present the result of the biofilm treatment with a well-
controlled and well-diagnosed plasmas. The role of reactive nitrogen species
in inactivation of biofilm will be proved by the AOES method.
1.7 Thesis Organization
The aim of this thesis is to use diagnostic techniques (electrical and optical)
to get insight in atmospheric pressure plasma produced by a DBD jet. The
study is organized as follows: the electrical characterization techniques ap-
plied to determine plasma control parameters are presented in Chapter 2.
A detailed description of the methods to determine the plasma parameters
by analyzing the data from OES given in Chapter 3. In chapter 4, the setup
and the results of OES measurement are presented. The plasma parameters
are calculated from emission spectra. Chapter 5 provides an introduction
to cell biology and a short literature overview of treating micro-organisms
with different plasma sources. The antibiofilm effect of our plasma source
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are discussed in Chapter 6. Chapter 7 gives a short summary and recom-
mendations for future study.
2
Electrical Characterization
2.1 Introduction
As plasmas emit light and generate effluxes of radicals they will continu-
ously lose energy. Therefore, there must be an energy source to produce
and sustain a plasma. The plasma under study is driven by an electric
power. The plasma source and the electrical circuit which couples the en-
ergy source to plasma source will be presented in section 2.2. The measured
average current and current density will be given in section 2.3. This data
are used to estimate the electron density ne, which will be done in section
2.4. It is followed by section 2.5 that is devoted to the behavior of the av-
erage power and power density and section 2.6 in which the length of the
afterglow is discussed.
2.2 The Electronic Arrangement
A schematic representation of the plasma source is given in Figure 2.1.
The atmospheric pressure plasma jet is generated in a quartz capillary with
inside and outside diameters of 1.3 and 3.0 mm, respectively. Two elec-
trodes are included; the high voltage electrode is formed by a tungsten rod
of 0.5 mm diameter with a half spherical shape as a tip; it is placed inside
the tube. The ground electrode has the form of a ring with length of 10 mm
and is placed outside and around the capillary. This makes it insulated from
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Figure 2.1: Structure of the plasma source; the region between the elec-
trodes is the active zone AZ, just behind the grounded electrode we have
the internal AfterGlow (iAG) and the region of the afterglow in open air is
denoted by the external AfterGlow (eAG)
the plasma by dielectric material and as such it is responsible for the DBD
feature of the plasma source. In the region in between the electrodes, the
so-called active zone (AZ), the plasma is created. From there it is pushed
outside by a convective flow to the afterglow region (AG). From the inter-
nal afterglow (iAG), it merges into the region where the application takes
place, the so-called external AG: (eAG).
A picture of the plasma and a schematic of the measurement setup is
presented in Figure 2.2. The primary external control parameter for creating
the plasma is the applied voltage. It is a sinusoidal voltage and the value is
given as an analogue value by the power supply. This peak-to-peak value
(Vpp) is in our experiments varied in the range 7− 11 kV. With the high
voltage probe we measure the voltage over the plasma; it is displayed on
the oscilloscope from which it can be read out digitally. This sinusoidal
voltage will be specified by its amplitude Vˆ . The corresponding range is
3.5− 5 kV. Hereafter, for the applied voltage we use V which refers to the
amplitude.
For a V of less than 3.5 kV only a weak glowing zone is observed on
the edge of the high voltage electrode. The increase of V leads to a com-
plete breakdown of the inter-electrode gap and results in the formation of
a bright plasma region between the electrodes; this is denoted by the ac-
tive zone (AZ). The plasma region beyond the grounded electrode is named
the Afterglow (AG); herein we distinguish between the internal afterglow,
iAG, and external afterglow, eAG. The iAG is formed in the tube and thus
protected for air entrainment while in the eAG the plasma is flushing into
the open air. Depending of the settings one can create an afterglow with
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Figure 2.2: A picture of the plasma (right) and the schematic of the mea-
surement setup (left). The voltage and current are measured by HV and
current probe, respectively. They are displayed by the oscilloscope. Note
that the color regions are only indicative. The plasma is much smaller than
the diameter of the quartz capillary
Vpp (kV) Vˆ (kV) del (mm) Φ (slm) O2/Ar(%)
Range 7-11 3.5-4.9 10-50 0.2-2 0-2
Standard 10 4.6 20 1 0
Table 2.1: The ranges over which the plasma control parameters were
changed; Vpp is the peak-to-peak voltage shown on the display of power
supply, Vˆ is the amplitude of the voltage measured by oscilloscope, del
is the distance between the electrodes and Φ is the flow of feed gas. The
second row gives the standard condition.
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14mm length up to 27mm (see section 2.6). The voltage amplitude above
which the plasma structure is settled is denoted by the breakdown voltage
Vbd. For a pure Ar plasma this was found to be around Vbd = 3 kV. The
addition of O2 (1% and 2%) to the feed gases does not change the break-
down voltage much. The same applies to a change in the flow rate. In all
experiments we ignited the plasma with a sufficiently high voltage; that is
V > Vbd. After that the voltage is set back to the voltage settings for which
the plasma is studied. The current through the plasma is measured with a
current transformer Ion Physics model CM-100L with the sensitivity of 1
V/A. It gives the primary results of the electronical measurements. The re-
sults of V and I measurements are displayed by an oscilloscope Tektronik
TDS 1002 with a high voltage probe P6015A.
2.3 The Current and Current Density
As an example the voltage-current waveform for the standard conditions
that is V = 4.6 kV, del = 20 mm, and Φ = 1 slm of pure argon (Air Liquid
- Alphagaz 1, 99.999%) is given in Figures 2.3. It is seen that the voltage
is almost perfectly sinusoidal. The current waveform on the other hand
is much more capricious. Imposed on a rough sinusoidal waveform we
find in each half-period two current peaks. The first peak is sharp with a
duration of about 0.4µs. The second one has a duration of 2.8µs and is
characterized by a smaller current maximum. The horizontal line segments
in the graph depict the value of average currents; I+ave for the positive half
cycle while I−ave for the negative one. As an example we give the definition
of the first
I+ave = (2/T)
∫ 1/2T
0
I(t) dt (2.1)
where T is the voltage period (16 µs). The I−ave is defined in the same way.
No significant difference was found between the absolute values of I+ave and
I−ave so that we can define Iave = |I−ave| = I+ave as
Iave = τ
−1
∫ τ
0
|I(t)|dt (2.2)
where τ is any time duration significantly larger than the period, T.
The I-V graphs were investigated for a series of setting changing the
V, del, Φ and oxygen concentration in the ranges given in Table 2.1. The
results can be characterized by giving the corresponding Iave and Imax, the
maximum of the current peaks. For Iave, a typical value is found to be
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Figure 2.3: Voltage and current waveforms as a function of time for pure
argon. del = 20 mm, V = 4.6 kV and Φ = 1 slm.
4 mA whereas the Imax ranges from 30− 38 mA. Realizing that the time
duration τpeak corresponding to Imax is about 0.4µs, whereas the complete
cycle lasts τcycl = 20µs, we may state that during a current peak not more
than of 40% of the charge is transported.
Now we can compute the average current density Jave using the expres-
sion
Jave = Iave/A (2.3)
with A = 1/4piD2 the cross sectional area of the plasma. For the diameter
we took the value of D = 0.2 mm which is based on iCCD pictures. In the
same way we can define Jmax.
Figure 2.4 gives Iave as a function of V; the other plasma settings are
the standard values; thus del = 20 mm, Φ = 1 slm and 0% O2. It is seen
that Iave increases monotonically as a function of V. The Imax, given as
a illustration, is about a factor of 10 larger. However, the corresponding
time duration is about 50 times smaller so that in this case about 20% of
the charge is transported during the Imax. Figure 2.5 and 2.6 give Iamx and
Iave as a function of inter-electrode distance and flow rate, the other setting-
parameters are kept at their standard values. In both cases a slight decrease
is seen. No clear trend could be found in the Imax. The dependence of the
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Figure 2.4: Maximum of current Imax and average of current Iave as a func-
tion of voltage, del = 20 mm, Φ = 1 slm of pure argon.
current on O2 addition does not give a clear trend. Therefore we do not
present it in a Figure.
2.4 The Electron Density
From the current density we can get an estimate for the electron density.
We follow [35] and for current density apply the formula
J = neeµE (2.4)
where e is the elementary charge. For the electron mobility we use
µ = 3× 10−2 m2/V [36]; the strength of the electric field E = ∆V/del is
calculated by taking ∆V = V, i.e. the voltage drop equals the amplitude.
For del we take the distance between the electrodes. Inserting these values
in equation 2.4 transforms J into ne.
Figure 2.7 gives the electron density as a function of V for two cases,
one corresponding to Jmax the other to Jave. The other control parameters
remain at standard values. The Figure shows that the voltage has not much
influence. Figure 2.8 gives the dependence of ne on the inter-electrode
distance del. It shows that the del has effect on the ne. Increasing del leads
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Figure 2.5: Maximum of current Imax and average of current Iave as a func-
tion of distance between the electrodes del, V = 4.6 kV and Φ = 1 slm of
pure argon.
Figure 2.6: Maximum of current Imax and average of current Iave as a func-
tion of flow, del = 20 mm, V = 4.6 kV, the gas is pure argon.
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Figure 2.7: Electron density calculated via the maximum of current
ne(Imax) and average of current ne(Iave) as a function of voltage,where
del = 20 mm, Φ = 1 slm of pure argon.
to higher ne values. However, Figure 2.9 shows that the electron density is
not dependent on the flow rate Φ.
2.5 The Power and Power Density
The electrical power consumed by the plasma is a periodic function of time
dramatically changing over a period. In this section we will study how the
period-averaged power will change as function of the control parameters;
this average power is defined as
Pave = T
−1
∫ T
0
P(t)dt = T−1
∫ T
0
I(t)V(t)dt (2.5)
There are two methods to determine Pave. The first one is based on a prod-
uct of the applied voltage and current given directly by the oscilloscope
and using equation 2.5; the second is based on a Lissajous figure using the
applied voltage, integrating the discharge current through a capacitor and
determining the area of the graph,
Pave = 1/T
∫ T
0
P(t)dt = 1/T
∫ T
0
CV(t)dV (2.6)
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Figure 2.8: Electron density calculated via the maximum of current
ne(Imax) and average of current ne(Iave) as a function of distance between
the electrodes, where V = 4.6 kV and Φ = 1 slm of pure argon.
Figure 2.9: Electron density calculated via the maximum of the current
ne(Imax) and average of current ne(Iave) as a function of flow, where
del = 20 mm, V = 4.6 kV and the gas is pure argon.
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Figure 2.10: An example of a Lissajous figure of a pure argon DBD dis-
charge
where C = dQ(t)/dV(t). We will use the integral method but before to
do so we discuss the Lissajous method and investigate whether both meth-
ods lead to the same result. The Lissajous figure of a pure argon DBD-jet
plasma is presented in Figure 2.10. The total area corresponds to energy
input per cycle. The areas in the 2nd and 4th quadrant give negative energy
values. They represent time intervals in which capacitive energy is given
back to the power supply. These areas are relatively small. Furthermore we
find in this Lissajous figure that the power dissipation during the positive
half-period (the 1st quadrant) of the applied voltage is higher than during
the negative cycle. Comparing the Lissajous method with the straightfor-
ward integration gives the same results. Also there we find the asymmetry
between the half-periods and the intervals of negative power coupling.
Based on the Pave, we can compute the average power density ave. It
is defined as
ave = Pave/(AdAZ) (2.7)
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Figure 2.11: The average power and power density as functions of voltage,
when del = 20 mm and Φ = 1 slm of pure argon.
where A is the same area as used in equation 2.3 whereas dAZ is the length
of the active zone. It is defined as dAZ = del + 10, where 10 mm is length
of the grounded electrode.
Figure 2.11 gives the average power and power density as a function of
voltage, keeping the other control parameters at standard values. It is seen
that increasing the voltage leads to higher powers. Especially for higher
voltages, the function grows more than linearly. Figure 2.12 gives the
power as a function of the inter-electrode distance. The power increases
but the function is rather moderate. An increase in del of a factor 5 gives
an increase in P of only a factor 1.6. The dependency on flow rate, given
in Figure 2.13, is found to be rather weak. An increase in Φ with a fac-
tor 4 gives a change in the power with less than a factor 1.2. Nevertheless
the influence is significant. Thus at higher flow rate there is more power
dissipation into the plasma.
2.6 The Length of the Plasma (afterglow)
An important characteristic of the plasma, especially in view of its appli-
cation, is the length of the afterglow which is known as the length of the
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Figure 2.12: The average power and power density as functions of distance
between the electrodes when V = 4.6 kV and Φ = 1 slm of pure argon.
Figure 2.13: The average power and power density as functions of flow,
when del = 20 mm, V = 4.6 kV and the gas is pure argon.
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plasma, L. Basically we can say that the longer the plasma the better it will
perform. If we can create long plasmas we apparently succeed in making
plasmas for which a large amount of radicals and electron-ion pairs can
survive over large distances. This implies that the distance to the substrate,
where the application takes place, is not that critical if L is large. Moreover
a large L-value points toward a plasma that is not easily affected by the
entrainment of air molecules.
Figure 2.14-2.17 give the plasma length as a function of V, del, Φ and
the oxygen admixture fraction, respectively. It is found that both the in-
crease of V and del have positive effects. Increasing the flow Φ does not
give a clear trend. We see an increase in L up to the flow of 1.5 slm, after
which a decrease sets in. This presence of an optimum length attained at
Φ ≈ 1.5 slm was found in other studies before [35]. The dependence on the
O2 admixture ratio is negative. It is clear that the higher the O2 concentra-
tion, the shorter the plasma will be. The reason is that adding O2 will offer
more loss channels for excitation via rotation and vibration. Moreover O2 is
known as an electron consumer due to attachment processes. This confronts
us with a dilemma. On the one hand most scientist expect that especial oxy-
gen radicals are very effective in soft-surface modifications which suggest
that the higher the O2 admixture ratio the better the plasma will perform.
On the other hand we see that O2 has a dramatic effect on the plasma size
and therefore, most likely on the plasma activity.
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Figure 2.14: The length of the afterglow as a function of voltage when
del = 20 mm and Φ = 1 slm of pure argon.
Figure 2.15: The length of the afterglow as a function of distance between
the electrodes, when V = 4.6 kV and Φ = 1 slm of pure argon.
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Figure 2.16: The length of the afterglow as a function of flow when
del = 20 mm, V = 4.6 kV and the gas is pure argon.
Figure 2.17: The length of the afterglow as a function of oxygen percentage
when del = 20 mm, V = 4.6 kV and Φ = 1 slm.
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2.7 Conclusion
In this chapter the electronic circuit and the electrical characterization of
the plasma are presented. A single power electrode probe is used for the
electrical diagnostics. The applied voltage (V), distance between the elec-
trodes (del), flux of the feed gas (Φ) and the addition of oxygen to argon
are considered as plasma parameters. The Effect of these parameters on
the maximum and average of the current (Imax and Iave), electron density
calculated from maximum and mean of current (ne(Imax) and ne(Imean)),
power and power density (P and Pave) and length of the plasma (L) are
studied. The results can be summarized as follows:
parameters
V (kV) del (mm) Φ (slm) O2(%)
3.5-4.9 10-50 0.5-2 0-2
Imax (mA) NT NT NT NE
Iave (mA) 2.5-4.5 4-3.5 NE NE
ne(Imax) (m
−3) NE 6− 50(1020) NT NE
ne(Imean) (m
−3) NE 6− 30(1019) NE NE
P (W) 2.5-5 2.3-4.6 3.2-3.6 NE
Pave (Wmm
−3) 2.2-2.4 4.5-2.5 3.4-3.8 NE
L (mm) 17.5-20.8 19-27 NT 20-14
Table 2.2: Plasma specification as a function of plasma parameters. NE and
NT refer to "no effect" and "no trend", respectively.
3
Spectroscopic Methods
3.1 Introduction
This chapter gives the theoretical background of the spectroscopic methods
that will be applied in chapter 4.
The aim of plasma diagnostics is to get maximum information of plasma
properties as function of control parameters in an easy way and in a short
time. Optical Emission Spectrometry (OES) is popular method as it is easy
to perform and non-destructive. It is simple to collect photons and to find
relative intensities as a function of wavelength. However, the deduction
of relevant internal plasma parameters out of the collected photons is not
trivial, especially when the plasma is far from equilibrium. In that case,
the absolute intensity of the collected photons is required and models are
needed to interpret the radiation.
Most popular spectroscopic methods in literature use the relative in-
tensities for the determination of plasma properties as they are easy to
perform [37–46]. They mainly aim to determine the temperature. How-
ever, they are only valid if the Atomic State Distribution Function (ASDF)
obeys the Saha-Boltzmann (SB) relation and the Electron Energy Distribu-
tion Function (EEDF) is Maxwellian. This requires that the plasma is in
Local Thermal Equilibrium (LTE).
In this study we develop a method based on Absolute Line Intensity
(ALI) and Absolute Continuum Intensity (ACI) measurements to get the
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global plasma parameters such as electron temperature (Te) and electron
density (ne). Moreover, we will introduce the novel method of Absolute
Emission Rate (AER), which is based on determination of the absolute ir-
radiance of molecular bands. This gives insight into the nature and rate of
excitation processes via the determination of radiative decay processes.
The difference between our method and those used in [47] and [48] is
that we use a broad-band-survey-approach by which several plasma fea-
tures can be obtained in one go. In addition, we get the axial evolution of
essential plasma features like the densities of electrons and excited species,
the electron temperature and the absolute emission rate of molecular band
radiation.
This chapter is organized as follows. Section 3.2 presents the ASDF
in LTE and non-LTE conditions. It is shown that for plasmas in LTE, ne
and Te can be determined from the relative spectroscopic measurements by
taking ratios of line intensities. Then it is shown why the deviation from
LTE makes the method with relative measurements no longer applicable.
Section 3.3 is devoted to the generation and transport of radiation. Two ra-
diation quantities will be dealt with: radiance Rλ(λ) and irradiance Iλ(λ).
The differences between these quantities and the reason to use Iλ(λ) will
be discussed. The calibration of spectral continuum, bands and lines to get
the ALI, ACI and AER are explained in section 3.4. The use of the ASDF
to determine the electron temperature is given in 3.5. The determination
of electron density from continuum is discussed in section 3.6. Section 3.7
introduces the novel method of AER. The chapter ends with conclusions.
3.2 Atomic State Distribution Function
Spectroscopic measurements enable the construction of the atomic state
distribution function which determines the distribution of the atoms over
the internal states. The shape of the ASDF and accordingly the method to
deduce plasma parameters are different for LTE and non-LTE plasmas. In
this section, the ASDF in LTE (3.2.1) and non-LTE (3.2.2) plasmas will be
discussed.
3.2.1 ASDF in LTE
For a plasma in LTE, all the elementary processes are in detailed balance.
This means that the number of forward processes equals that of the corre-
sponding backward processes which implies that the kinetic energy of all
material particles are the same. More specifically, the electrons and heavy
particles have the same temperature: Te = Th.
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In principle, photons can escape from a plasma region in LTE; emis-
sion does not necessarily have to be compensated by the inverse process of
absorption as long as the resulting leak of radiation does not disturb col-
lisional detailed balance. For an atomic plasma in LTE, the ASDF of the
systems is described by the Saha-Boltzmann relation.
The Saha balance is in equilibrium when the rate of electron induced
ionization processes equals that of two electron recombination:
e + Ap ←−→ e + A+l + e (3.1)
The state density of level p (η(p)) in relation with the ionized adjacent state
population (η+(1)) can be described by the Saha relation:
ηs(p) = ηeη
+(1)(
h2
2pimekBTe
)3/2 exp (Ip/kBTe) (3.2)
where η(p) = n(p)/g(p) is the population density, n(p), divided by statis-
tical weight, g(p), of an atomic excited level p with ionization energy Ip.
me, kB and Te, are the mass of the electron, the Boltzmann constant and the
electron temperature, respectively. ηe = ne/ge and η+(1) = n+(1)/g+(1)
are the density of the free electrons and the ionic ground state. Note that
ge = 2 is the number of spin states of the free electron. Ip is the ionization
energy of the atom in state p. The index s expresses that the state p is in
Saha equilibrium.
Two atomic levels that are in Saha equilibrium with the adjacent ionic
ground state are related to each other by Boltzmann’s law. This can be
proven by calculating the relative population of the two atomic states, p
and q that are in Saha equilibrium which results in:
ηs(q)
ηs(p)
= exp (−Epq/kBTe) (3.3)
where Epq = Iq − Ip.
By taking the natural logarithm of equation 3.2, the following expres-
sion is obtained:
ln η(p) =
Ip
kBTe
+ ln η∞ (3.4)
in which η∞ is the near-continuum value of the atomic state density and is
defined as
η∞ = ηeη+(1)(
h2
2pimekBTe
)3/2 (3.5)
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Figure 3.1: A schematic representation of the atomic distribution function
in two adjacent systems under equilibrium conditions. It can be seen that
the slopes in the atomic and ionic systems are the same and proportional to
1/kBTe. The so-called Saha jump (ηeh3/(2pimekBTe)3/2) gives the tran-
sition between the two systems and the dashed extrapolation of the Boltz-
mann line refers to the Maxwellian energy distribution of the free electrons,
which determines the intensity of free-free and free-bound transitions (con-
tinuum radiation).
The value ηeh3/(2pimekBTe)3/2, which is called Saha jump, gives the tran-
sition between the atomic and ionic system.
By plotting ln η(p) versus Ip, the ASDF can be constructed. The slope
is related to the temperature and the electron density can be determined by
extrapolating the ASDF to the ionic system. The ASDF for an atomic and
adjacent ionic system is shown in Figure 3.1.
From an ASDF in LTE, the following plasma properties can be de-
duced:
• the electron temperature (which due to LTE is Te = Th = Texc )
from the slope of the ASDF both in the atomic and the adjacent ionic
system(s),
• the value of η∞ by extrapolating the line in the atomic system to-
wards the continuum (that is Ip = 0),
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• the value of the ionic ground state, η+(1), by extrapolating the line
in the ionic system toward the continuum,
• the electron density ne from the Saha jump, i.e. the ratio of η∞ and
the ionic ground state η+(1),
• the radiation distribution that is generated by free-free and free-bound
transitions which is mainly ruled by a Maxwellian EEDF.
The above makes clear that the ASDF can be used to determine ne and
Te provided that the plasma is in LTE and that the population of excited
states follows the SB relation. By a smart selection of two spectral lines,
one emitted by the atom and the other by the ion, together with the combi-
nation of a line with the adjacent continuum we can determine ne and Te
with relative intensities. However, in the plasmas under study large devia-
tions from SB can be expected due to a large efflux of electron-ion pairs out
of the plasma. As we will show below, this implies that we can no longer
rely upon the relative intensities methods: Absolute intensities have to be
used instead.
3.2.2 ASDF in Non-LTE
If the rates of electron induced transitions are large enough, the escape of ra-
diation from plasma will not seriously affect the ASDF. However, this does
not imply that the ASDF will attain its equilibrium shape. An important
condition that also has to be fulfilled for presence of the Saha equilibrium
is that outward transport of electron-ion (ei) pairs is small enough.
Figure 3.2 depicts the impact of the escape of ei pairs on the ASDF.
It shows how the efflux of ei pairs changes the ratio between two excited
levels and the ratio between the line and continuum. Due to the ei efflux,
the slopes of ASDF will become steeper, meaning that the excitation tem-
perature Texc will be lower than the electron temperature, Te. This figure
shows that the slope is variable, so that a single temperature can no longer
be defined. Therefore, it is common to define the excitation temperatures
corresponding to various parts of the ASDF. However, a collision Radiative
Model (CRM) has to be applied in order to deduce plasma properties from
the ASDF.
The continuous loss of ei-pairs demands for ladder-like (step-wise) ion-
ization processes. The population of excited levels is ruled by an improper
balance, the so-called excitation saturation balance (ESB) [28]. This can be
depicted as figure 3.3.
In this case, the population of a state p mainly comes from electron
induced stepwise excitation processes from the adjacent lower level (p-1)
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Figure 3.2: A schematic of the effect of the efflux of electron-ion (ei) pairs
on the ASDF. As shown, the continuum is pushed down relative to the
ground state (η(1)). As a consequence the slopes will be steeper compared
to the equilibrium situation which results in a lower excitation temperature.
The ηequil∞ and ηefflux∞ are the values of the near continuum state occupations
for the case that the system is in equilibrium and the case that the efflux of
ei pairs drives the system out of the equilibrium, respectively.
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p-1 p p+1
Figure 3.3: Ladder-like or step-wise ionization processes ruled by the exci-
tation saturation balance.
whereas the depopulation of p is done by the e-induced transition to the
adjacent higher level (p+1). A comparison between the proper balances1 of
Boltzmann and Saha with the improper balance of ESB is given in figure
3.4.
Boltzmann balance
+
exc de-exc
Saha balance
+
ion rec
ESB
+
ex
c
ex
c
io
n
Figure 3.4: A comparison between the Boltzmann and Saha balances,
known as proper balance, and the excitation saturation balance (ESB), a
so-called improper balance. The following notation is used: exc:excitation,
de-exc:de-excitation, ion:ionization, rec:recombination
3.3 The Generation and Transport of Radiation
Optical Emission Spectroscopy measurements collect photons emitted by
a plasma source. To describe the generation and transport of photons in-
side and outside the plasma, one can use the spectral radiance Rλ(λ) ( in
W nm−1m−2sr−1). Rλ(λ) value of a beam changes along its path through
1A proper balance consists of forward and backward processes that are each other re-
verse process in the sense of detailed balancing. For a level ruled by an improper balance,
the population and depopulation processes are not each other reverse process.
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the plasma due to the emission (source) and absorption (sink) processes.
This is described with the radiation transport equation,
dRλ(λ)
ds
= jλ(λ)− k(λ)Rλ(λ) (3.6)
The importance of the spectral sources and sinks is determined by the ab-
sorption coefficient k(λ) (in m−1) and the emission coefficient jλ(λ) (in
W nm−1m−3sr−1).
Notes:
• In the notation we make a difference between the functional
-dependence on λ and the differentiation with respect to λ. In the
former case, such as for k(λ), we put λ between brackets; in the
latter case e.g. for jλ, the λ appears as a subscript. For instance jλ(λ)
refers to the emission per λ generated at a certain λ-value. For the
sake of brevity we will sometimes omit λ in the notation if this does
not lead to confusion.
• The quantity Rλ(λ), the monochromatic or spectral radiance, is the
most fundamental radiation quantity. It is defined as the power of
radiation per unit of area, solid angle and wavelength interval of the
radiation emitted by, or transported through, a surface placed perpen-
dicular to the beam (see appendix C). The adjective monochromatic
(or spectral) refers to the per wavelength (or per frequency))2feature
of the quantity.
• We will only consider radiation for which the plasma is optically thin.
This means that the second term at the rhs of the radiation transport
equation (3.6) can be neglected so that
dRλ(λ)/ds = jλ(λ) (3.7)
Performing the integration along the line-of-sight gives:
Rλ(λ) =< jλ(λ) >D D (3.8)
where < jλ(λ) >D is the average emission coefficient:
< jλ(λ) >D= D
−1
∫ D
0
jλ(λ) ds
2In a more fundamental approach it is better to use the per frequency rather than the
per wavelength approach but in the laboratory practice working with wavelength is more
practical.
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More precisely: < jλ(λ) >D is the emission coefficient averaged over the
line segment of lengthD formed by the intersection of the line-of-sight and
the plasma. Stated differently, this equation shows that plasma properties
as hidden in the emission coefficient can be determined by measuring the
radiance Rλ(λ); thus
< jλ(λ) >D= Rλ(λ)/D (3.9)
In case of cylindrical plasmas with not too small diameter, the average
densities of the emitting species can be determined from < jλ(λ) >D by
using Abel inversion [49]. If the plasma is not cylindrical symmetric, one
can apply tomography by viewing the plasma in various directions. The
procedures of Abel inversion and tomography will not be applied in this
thesis; the plasma radius is far too small for that.
However, using Rλ(λ) only makes sense if the plasma is stable in posi-
tion and if the image of the plasma on entrance slit of the monochromator
is much larger than the slit-width. If the plasma is filamentary, irradiance3
Iλ (in W nm−1m−2) rather than the radiance Rλ(in W nm−1m−2sr−1)
should be used. Irradiance requires a volume-average rather than a line-
average over the emission coefficient. More details about the radiance and
irradiance cab be found in appendix C. It is defined as the flux density cre-
ated by the spectral power (Pλ(λ) = 4pi
∫
V jλ(λ)dV) emitted by a plasma
volume V at a surface placed at a distance d:
Iλ(λ) =< jλ(λ) >V V/d
2 (3.10)
where < jλ(λ) >V is the volume-average of the emission coefficient de-
fined as:
< jλ(λ) >V= V
−1
∫
V
jλ(λ)dV
Note that:
• In contrast to Rλ(λ), the irradiance Iλ(λ) is distance dependent.
• This expression is only valid if the distance d is large compared to
plasma dimension (d >> D).
By comparing the irradiance as created by the plasma with that created
by a known light source, placed at the same distance, we can determine the
volume-average of the emission coefficient of the plasma which leads to
3Basically the (spectral) irradiance is a flux density as it gives the flux per area per
wavelength interval
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volume-averages of rates of radiation processes and densities of radiating
species (see section 3.4).
As this study is devoted to filamentary plasmas that are small in diame-
ter and not stable in position (turbulences), it is not possible to measure the
radiance. Therefore, we must work with the irradiance [50] and the volume
average4 of the emission coefficient.
3.4 Calibration of Spectral Sources:
Continuum, Bands and Lines
Figure 3.5 gives an overview of the spectrum from 200 to 900 nm after
dark current subtraction. The spectrum is obtained with an ocean optics
spectrometer (S2000) from the active zone on the DBD jet operated un-
der standard condition: V = 4.6 kV, del = 20 mm and Φ = 1 slm of pure
argon. It consists of lines and bands and continuum.
The lines and bands emission usually arises from electronic transitions
between bound states. However the continuum is created by interactions of
free electrons with atoms (ea, free-free) or ions (ei, free-free) or free-bound
(ei,free-bound) transition. For clarity we give two insets of the OH band
(309 nm) and the line of Ar (697 nm) and the two insets for the continuum:
zoomed-in for the interval 450− 500 nm and 550− 600 nm.
All the three spectral constituents, continuum, bands and lines will be
used to determine plasma properties. However, as explained before, the
plasma is in non-LTE and therefore absolute measurements are required.
To obtain the absolute value for the continuum, lines and bands emission,
the spectrum needs to be calibrated with a known source. The method will
be discussed for continuum in 3.4.1 and in 3.4.2 for lines and bands.
3.4.1 Calibration of the Continuum
The basic quantity in the calibration procedure is the spectral irradiance.
For calibration of the continuum, we compare the irradiance from two con-
tinuum sources with each other. Figure 3.6 compares the irradiance Ipλ(λ)
created by the plasma with that of a standard source, Isλ(λ). This compar-
ison is done via the (λ−dependent) count rate collected by a CCD array
placed in the focal plane of a monochromator. Note, that this must be done
by using the same detection system and the same optical path (composed
by e.g. lenses, mirror and/or diaphragms).
4Where it is not confusing, jλ(λ) or j is used instead of < jλ(λ) >V.
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Figure 3.5: The central figure is the spectrum ranging from 200 to 900
nm obtained from the active zone for the standard condition; that is
V = 4.6 kV, del = 20 mm, and Φ = 1 slm of pure argon. After dark cur-
rent subtraction, the spectrum clearly shows several lines and bands super-
imposed on a continuum (up and bottom inset figures).
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λ
h˙
.
Figure 3.6: A sketch of hp/tp ≡ h˙p created by the plasma and hs/ts ≡ h˙s
(resulting from the lamp) as a function of λ. In a proper arrangement the
ratio h˙p(λ)/h˙s(λ) gives the ratio of the irradiation I
p
λ(λ)/I
s
λ(λ) which can
be studied for various λ-values. To find proper values of h˙p(λ), that is
h˙cont(λ) for the continuum we have to work in spectral regions that are free
from lines and bands(atomic and molecular transitions)
Let us suppose that the detection system collects, during the integration-
time, τ , in a certain pixel a number of N photon-electrons which leads to
a signal with "height" h. Then the count-rate is proportional to h/τ ≡ h˙.
If this is created by the irradiation of the standard source we denote the
corresponding h˙ with h˙s = hs/τs. If the plasma creates in the same pixel,
in the integration time τp a signal with height of hp: h˙p ≡ hp/τp.
In this case, the plasma irradiation at the detector equals
Ipλ = I
s
λh˙p/h˙s (3.11)
Arranging all quantities related to the source equation 3.11 leads to
Ipλ = h˙pχλ(λ) (3.12)
where χλ(λ) is the inverse sensitivity and is defined as:
χλ(λ) = I
s
λ/h˙s (3.13)
Ipλ will be used later to determine the electron density (cf. section 3.6).
3.4.2 Calibration of Band and Line Radiation
For calibration of the irradiation of a line/band, one should calibrate the
irradiation for several λ-values in the corresponding line/band after that in-
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Figure 3.7: The bandwidth, ∆λpix, of the CCD pixels which was found to
vary about 10% over the λ range 200− 900 nm.
tegration over the spectral line/band must be performed. Due to the discrete
nature of the detection system, integration will be replaced by a summation
of the signals collected by pixels irradiated by the transition. This proce-
dure can be formulated as:
IT = ΣTh˙p(λ)[I
s
λ(λ)/h˙s(λ)]∆λpix (3.14)
which can be written as
IT = H˙Tχ(λ0) (3.15)
where H˙T is the count rate summed over the spectral width of the band or
line,
H˙T = τ
−1
p ΣThp(λ)∆λpix (3.16)
and χ(λ0) is the inverse sensitivity of the system (cf. equation 3.13). The
λ0 refers to the central wavelength of the transition and by using the no-
tation χ(λ0) we implicitly assume that χ(λ) is constant over the spectral
line-profile, i.e. over the transition. The same applies to ∆λpix, the band-
width of the CCD pixel which was found to vary about 10% over the λ
range 200− 900 nm. Therefore, it can be taken constant over the band-
width of the transition (see Figure 3.7).
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Figure 3.8: The inverse sensitivity of the system as a function of wavelength
Comparing the determination of the absolute intensity of line emission
with that of the continuum we see that in the last case the calibration is rel-
atively easy as two continuum sources are compared with each others. For
the line radiation, we would have to determine the ratio for several λ-values
in the line and to repeat that for different lines or band (read atomic/molec-
ular transitions). Therefore, it is more practical to first determine χ(λ) as
a function of λ and subsequently, apply equation 3.15 for each individual
transition. Fig 3.8 shows the χ(λ) of the system as a function of λ.
3.5 Line Radiation: Electron Temperature
The method of Absolute Line Intensity measurements is employed to de-
termine absolute densities of atomic states from the absolutely measured
intensities of lines. In section 3.5.1 the method to construct ASDF will
be explained. The determination of excitation temperature from ASDF is
given in 3.5.2. To calculate the electron temperature, a CR-model has to be
applied which is explained in 3.5.3
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3.5.1 Constructing the ASDF for argon
For the spontaneous decay of an atom in an upper level to a lower level
Au −−→ Al + hνul
the spectral emission coefficient jul,λ(λ) (in W nm−1m−3sr−1) is given by
jul,λ(λ) = (4pi)
−1A(u, l)Elun(u)φλ(λ) (3.17)
where Elu = hν is the energy distance between the lower and upper level
while φλ(λ) is the line shape of the transition. This function is normalized;
meaning that ∫
T
φλ(λ) dλ = 1 (3.18)
Here the subscript T refers to the fact that the integral is carried out over
the complete spectral line (the whole Transition). Based on the equation
3.10 and 3.17, the relation between the spectral irradiance and emission
coefficient can be written as
Iul,λ(λ) = (4pi)
−1A(u, l) Elu n(u) (V/d2)φλ(λ) (3.19)
While the transition integrated irradiance can be defined as
Iul =
∫
T
Iul,λ(λ) dλ = (4pi)
−1A(u, l) Elu n(u)(V/d2) (3.20)
where we used normalization of φλ(λ). Equation 3.20 shows that the state
occupation density can be found using the irradiation through the following
equation
η(u) = n(u)/g(u) = (4pi)[g(u)A(u, l)Elu]
−1(Iuld2/V) (3.21)
Using equation 3.15, the state occupation density can be written as:
η(u) = (4pi)[g(u)A(u, l)Elu]
−1(H˙Tχ(λ0)d2/V) (3.22)
For argon the transition probabilities A(u, l) are fairly well known so
that we can use the above expression to find η(u) for several upper levels.
One can construct the ASDF by plotting the η(u)-values as a function of
excitation energy. A CRM has to be applied in order to deduce the plasma
properties out of ASDF. T13 is related to the ratio of the density of atoms in
level "3" to the atom in ground state "1". For argon, the level "3" correspond
to the 4p-group. The electron temperature can be obtained then using the
result of the ALI measurements in combination with a CRM.
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3.5.2 Determination of Excitation Temperature
The occupation of the 4p levels can be used to determine the electron tem-
perature Te by applying the ALI method given in [47, 48]. This method
uses the absolute value of η(4p) ≡ η(3)5 together with the density of the
ground state, n(1). This is the same as the atom density because more than
99% of the pressure in the ground level is realized by atoms. Moreover
argon is a noble gas, therefore, g(1) = 1. The density of the ground state
can be determined by the ideal gas law:
n(1) = na = P/kBTg = η(1) (3.23)
Tg can be derived using the power balance depending on the electrical
power, P, delivered to the system and the mass flow rate, M˙,:
Tg = Tenv + P/(M˙cp) (3.24)
where cp is the specific heat for constant pressure.
The ALI method can be seen as a 2 step method. First we determine
the excitation temperature T13 where "1" refers to the ground state and "3"
to the 4p-group. This T13 is determined by the expression
η(3) = η(1)exp(−E13/kBT13) (3.25)
so that
kBT13 = E13/ ln (p/(kBTgη(3)) (3.26)
where we employed equation 3.23. Since η(3), P and kBTg are experi-
mentally known, by inserting the value of E13, the temperature T13 can be
determined. In case the system is in equilibrium (LTE), this temperature
is equal to the electron temperature: i.e. T13 = Te. However, the plasma
under study is strongly ionizing so that the ASDF will deviate from the
equilibrium value as given by the Saha-Boltzmann formula.
3.5.3 Determination of Electron Temperature:
The Task of CRM
A CRM solves a set of coupled particle balance equations. The corre-
sponding balance equation for the level "p" describes the population and
depopulation processes of that level p. It thus includes all relevant transport
5In most cases, we refer to the level group 4p with block #3. In the same ordering "1"
stands for the ground state, "2" for the 4s group and "4" for the 5p group.
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phenomena and elementary collisional and radiative processes that effectu-
ate the direct and stepwise transitions between p and the other levels. The
CRM results for atomic plasmas are often given by presenting the number
density of the states in level p as a sum of two contributions, one originat-
ing from atomic ground level η1(p) the other from the ionic ground level
η+(p) i.e [28, 51, 52]
η(p) = η1(p) + η+(p) (3.27)
The two contributions can be related to the Boltzmann, ηB(p), and Saha,
ηs(p), populations densities via the relative population coefficient r(p)
η1(p) = r1(p)ηB(p)
η+(p) = r+(p)ηs(p) (3.28)
In the case of a strongly ionizing plasma, for lower excited states, the ion
contribution is negligible (η+(p) << η1(p)). Therefore, equation 3.27 re-
duces to
η(p) = r1(p)ηB(p)
where r1(p) is known as the Boltzmann decrement. The density of the
states in the 4p level block can be determined as:
η(3) = r1(3)η(1) exp (−E13/kBTe) (3.29)
which gives
kBTe = E13[ln (r
1(3)η(1)/η(3))]−1 (3.30)
Combining equation 3.30 with 3.25 gives the following relation between
Te and T13:
Te = T13[1 + (kBT13/E13) ln r
1(3)]−1 (3.31)
Thus, if r1(3) is known, T13 can be transferred to Te.
r1(4p) coefficient, delivered by the CRM, depends in general on Te
and ne and varies in the range 10−4 < r1(4p) < 10−3. Due to this ne−
and Te− dependency we should apply an iteration procedure to improve
accuracy.
3.6 Continuum Radiation: Electron Density
Continuum radiation is generated by collisions of free remaining electrons
with atoms (ea, free-free), free remaining electrons with ions (ei, free-free)
and free-bound radiation (ei, free-bound). In the latter case, the initially
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free electrons are captured by ions. These three contributions result in the
following expression of the emission coefficient [44, 53–55]
jcontλ (λ) = j
ea,ff
λ (λ) + j
ei,ff
λ (λ) + j
ei,fb
λ (λ) (3.32)
using the formulas given in [48] it can be found that for our conditions,
for which the ionization ratio ne/na is small (ne/na < 10−5 m−3), the
ea free-free gives by far the most dominant contribution. So, by taking
jcontλ (λ) = j
ea,ff
λ (λ), we get following:
jcontλ (λ) = nenaF(λ, Tˆe) (3.33)
with
F(λ, Tˆe) = ceaTˆ
3/2
e λ
−2QAr(Tˆe)G(λ, Tˆe) (3.34)
where cea is a constant:
cea = 12.81× 10−29 [C3/2kg−1/2m] (3.35)
and G(λ,Te) is defined as:
G(λ,Te) = exp(−hν/kBTe)[1 + (1 + hν/kBTe)2] (3.36)
QAr(Te) is a energy-weighted cross section depending on the electron tem-
perature [56, 57]:
QAr(Te) = Q0 exp(5.31Tˆe − 2.55Tˆ2e + 0.46Tˆ3e) (3.37)
with Q0 = 2.29× 10−21 m2 and Tˆe is the electron temperature in eV.
It is claimed in [48] that this fit gives a reproduction of 2% for the
temperature in the range 0.5 < Tˆe < 2 eV. Figure 3.9 gives F(λ, Tˆe) as a
function of λ for 3 different values of the electron temperature.6
The above makes clear that ne can be deduced from the emission coef-
ficients jcontλ (λ) provided Tˆe and na are known. For Tˆe, we use the value
given by [35] and na can be determined using the equation 3.23 and 3.24.
Using equation 3.33, ne can be determined for several λ-values from
ne = j
cont
λ (λ)[naF(Tˆe, λ)]
−1 (3.38)
6The constants and function given in equation 3.34-3.37 are based on the work of [55]
as treated in [48] with the difference that in our formulas the electron temperature Tˆe is
everywhere given in eV while in [48] a mixture of the temperature units K and eV was
used. Moreover, it should be noted that in the original equation 3.37 given in [48], a 10 log
was forgotten.
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Figure 3.9: The dependence of F on λ for 3 different temperature values. It
is found that F is a strong function on Te especially for low Te values.
It should be noted that the corresponding λ-range should be free from other
spectral features like bands and lines; in other words, the continuum must
be pure.
The jcontλ (λ), hereafter shortly denoted by jλ(λ) can be measured and
calibrated using the spectral irradiation Icontλ (λ) as the radiometric quantity.
The volume-average of jλ that leads to the volume-average of the electron
density gives:
< ne >V=< jλ > [naF(Tˆe, λ)]
−1 (3.39)
By using equation 3.12, ne can be determined as:
ne = (d
2/V)h˙cont(λ)χλ(λ)[naF(Tˆe, λ)]
−1 (3.40)
3.7 Band Radiation; the AER
A molecular transition gives band emission. If the transition probabili-
ties and partition functions are known and the spectral resolution is good
enough, one can get information on the densities of various rotational-
vibrational sub-levels of the molecular electronic manifold by analyzing
this band. Here we will not follow that route but discuss a method that
gives information on the (de-)population rates of molecular excited man-
ifolds. This means that information on the rotational-vibrational distribu-
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tion is lost; however, the method gives insight in rates that (de-)populate
the electronic manifold.
Assume that the power density (W m−3) associated to the band emis-
sion equals T and that the photon energy7 equals hν, then we can deter-
mine the emission rate using the expression
N˙T = T/hν (3.41)
N˙T is the number of processes per unit of volume and time for which pho-
tons with energy hν are emitted. This is of course the same as the rate at
which the emitting species is depopulated due to the emission of radiation.
Moreover, if N˙T is known, we also have information on the population
rates of the radiative molecular state. For that we need to know the relevant
population/depopulation balance.
For instance if we have a simple corona-like balance of the collisional
excitation (population) with the radiative decay (depopulation), one can, by
measuring the rate of the latter, determine or estimate the former. This ex-
M (ground) M∗
citation might be performed by electrons but if these are absent (if ne ≈ 0)
the emission must be the result of Heavy particle Excitation Kinetics; e.g.
by Excitation Transfer.
To make a quantitative link to population rates, we have to measure the
absolute emission rate. This can be done by measuring the flux density
(irradiance) of the emission at a surface at distance d which equals
IT = TV/4pid
2 (3.42)
where V is the volume of the plasma. Combining this with equation 3.41,
the Absolute Emission Rate (AER) can be written as:
N˙T = 4pi(ITd
2/V)(hν)−1 (3.43)
3.8 Conclusion
In order to get insight in the relation between the plasma control parame-
ters and the resulting plasma properties, we studied the applicability of op-
tical emission spectrometry. The OES method is very popular for plasma
7We assume that the band is not too broad so that hν can be considered constant.
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experimentalists since it is simple to perform and easily delivers big data
streams. Normally OES is used for relative measurements. Well-known is
line-ratio method but also the ratio of a line with the adjacent continuum is
often applied. In LTE, all these ratios give the same results: the electron
temperature.
However, the plasma under study is far from LTE; especially the large
efflux of energetic and charge particles will have a large impact on the
atomic state distribution function. Two steps have to been taken to make
OES more applicable to our study: first, the intensities have to be measured
in an absolute way, i.e. calibrated with a standard light source. Second, we
need non-equilibrium theories to interpret spectral results. Since the plasma
is small in size we can not use radiance as the radiometric quantity, in stead
the irradiance method has to be used.
The most important contribution of the continuum is generated by
electron-atom collisions, meaning that the absolute continuum measure-
ments can give the electron density.
The lines of argon, especially those emitted by the decay of 4p states,
can be used to determine the electron temperature. For that, a CRM model
is required to take the effect of the departure from equilibrium into account.
By measuring the absolute emission rates of molecular bands we get
information on the radiative destruction rates of exited molecules. By us-
ing production/destruction models this can be used to get insight into the
formation of the light emitting species.
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4
Spectroscopic Results
4.1 Introduction
The spectrum produced by the DBD jet consists of a continuum on which
lines and bands are superimposed. In this chapter, all these constituents
will be treated absolutely. By applying the methods described in chapter 3,
the electrons temperature, Te, and density, ne, are determined. The electron
temperature is deduced from the atomic state distribution function (ASDF)
of argon. The electron density is derived from the continuum emission. The
dependency of Te and ne on plasma control parameters will be discussed.
The Absolute Emission Rate (AER) method is applied to the band radia-
tion of OH and N2 to get more insight in the production rates of reactive
molecular species.
The most dominant constituent of the spectrum is formed by the argon
line emission created in 4 p −−→ 4 s transitions. By measuring these, we
can determine the densities of the emitting species. In the active zone,
it was possible to detect 5 p −−→ 4 s transitions and thus to determine
the 5p occupation. 4p, 5p and the ground state densities are combined to
construct ASDF of argon. This is found to have the shape which is typical
for strongly ionizing plasmas. We can use the excitation temperature, T13,
that is determined by the density ratio of the ground state (the 1st "group")
and 4p states (the 3rd "group") to find the electron temperature. For this
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conversion T13 −−→ Te we need the results of a Collisional Radiative
Model (CRM) valid for ionizing argon plasmas.
The continuum is produced by electron atom collisions. Therefore, if
the atom density (na) and Te are known, we can use the continuum to
determine ne.
Apart from the continuum and the line radiation we can also make use
of the band radiation emitted by e.g. OH and N2. Due to the poor resolution
of the spectrum, the partition functions of the emitting molecules are not
well known. Therefore, it is not possible to determine the densities but we
can determine the AER which gives insight in rates of other processes.
This chapter is organized as follows. In section 4.2, the spectroscopic
setup is given. A general exploration of the spectrum and its dependence
on axial position and oxygen admixture percentage is discussed. In section
4.3, the electron temperature is derived by constructing the ASDF and using
the CRM. Section 4.4 will be devoted to the treatment of the continuum and
determination of ne. In section 4.5, the AER-method is used to understand
the behavior of molecular band emission.
4.2 General Exploration
The electronic setup was explained in chapter 2. The plasma is produced in
the active zone (AZ) and it flows outward to the afterglow (AG). In the AG,
we make a distinction between the internal and external afterglow region,
iAG and eAG. This is because the plasma may behave differently inside a
quartz tube (iAG) and open air (eAG). For instance the chemical plasma
composition will change in the transition iAG −−→ eAG due to the en-
trainment of air. The position is given by the axial coordinate z and z = 0
is define at the outer edge of the grounded electrode. This implies that the
positions in the AZ have negative z-values, for iAG z is between 0− 9 mm
and the eAG starts at z = 9 mm.
The spectroscopic arrangements are given in 4.2.1. After that, the spec-
trum and its dependence on axial position and oxygen admixture is pre-
sented in 4.2.2.
4.2.1 The Spectroscopic Arrangements
As stated in chapter 3, the filamentary nature of the plasma forces us to
work with the irradiance method. Therefore, the distance between plasma
source and detector must be large so that the plasma is seen by the de-
tector as a quasi point source. However, in this way information on the
axial plasma structure is lost. If the goal is to get axial information, we
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need to work with a setup that collects light close to the plasma. This in
return makes calibration impossible. To solve this dilemma we need two
types of spectroscopic arrangements; one for the calibration and the other
to study the axial structure of the plasma (see Figure 4.1). These two se-
tups will be denoted by the calibration and axial-resolution setup. In the
axial-resolution arrangement, the horizontal distance between the fiber and
the capillary is 3 mm. The fiber is mounted on a rail which can be moved
parallel to the plasma axis. In the absolute calibration measurement, the
position of the fiber is fixed at 850 mm from the capillary. Due to the pres-
ence of two diaphragms, it collects the light from a volume with the length
of 10 mm. This volume is marked by a dashed rectangle in figure 4.1.
4.2.2 General Exploration of the Spectrum
The information obtained by the axial-resolution setup can be used to get
insight in the axial distribution of spectral constituents.
Table 4.1 gives an overview of atomic lines and molecular bands that
have been detected. The measured λ-values, the corresponding
λ-identification obtained from NIST and the underlying transition are pre-
sented in the first, second and third column, respectively. For atomic tran-
sitions the product of the statistical weight of the upper level, g(u), and
the radiative decay probability from upper to lower level, A(u, l), is pro-
vided in column four. These values are essential for the determination of
the densities of the emitting states. When they are not known or the spec-
tral resolution is not good enough, such as for molecular radiation, we can
still use absolute spectroscopy to determine the Absolute Emission Rate
(AER). More information on transitions in argon can be found in the Table
and Figures placed in the appendix A.
A sketch of the presence and absence (crossed-out) of detected species
as a function of the axial postion is given in Fig 4.2. It is found that Ar(4p)
and OH are omni-present, Ar(5p) is only found in the AZ whereas N2 is
only seen in the eAG.
The importance and strengths of the lines is axial dependent. This is de-
picted in Figure 4.3 where an indication is given of the presence of lines and
bands in three regions: AZ, iAG and eAG. This is supported by three sub-
figures that give insight into the axial dependence of the spectral features.
It is seen that Ar(4p) lines are detectable in three regions but their domi-
nance is partly lost in the AZ −−→ iAG transition. The intensities of the
lines are further reduced by entering the eAG. Ar(5p) lines are only present
in the AZ. The presence of OI lines and OH bands in the AZ is somewhat
surprising. Since the AZ is about 30 mm from the end of the quartz tube it
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Figure 4.1: Two spectroscopic arrangements for (a) axial-resolution and
(b) absolute calibration measurements (note that the dimensions are not to
scale). In the absolute calibration measurement, the fiber collects the light
from a volume with the length of 10 mm. This volume is marked by a
dashed rectangle in (a) and by a block in (b).
SPECTROSCOPIC RESULTS 53
measured λ λ(nm) transition g(u)×A(106s−1)
308.86 309.86 OH: A - X AER
337.26 337.26 N2: C - B, 0-0 AER
357.77 357.77 N2: C - B, 0-1 AER
380.36 380.36 N2: C - B, 0-2 AER
416.13 415.8 ArI: 3p6 - 1s5 5× 1.4
420.08 419.8 ArI: 3p5 - 1s4 1× 2.57
426.89 425.9 ArI: 3p1 - 1s2 1× 3.98
696.7 696.54 ArI: 2p2 - 1s5 3× 6.39
707.06 706.87 ArI: 2p3 - 1s5 5× 3.80
715.11 714.70 ArI: 2p4 - 1s5 3× 0.625
727.62 727.29 ArI: 2p2 - 1s4 3× 1.83
738.78 738.39 ArI: 2p3 - 1s4 5× 8.47
750.83 750.39 ArI: 2p1 - 1s2 1× 44.5
763.76 763.51 ArI: 2p6 - 1s5 5× 24.5
772.84 772.376 ArI: 2p7 - 1s5 5× 5.18
777.84 777.53 OI: 3p - 3s 7× 36.9
795.23 794.818 ArI: 2p4 - 1s3 3× 18.6
801.7 801.479 ArI: 2p8 - 1s5 5× 9.28
811.84 811.531 ArI: 2p9 - 1s5 7× 33.1
826.78 826.452 ArI: 2p2 - 1s2 3× 15.3
841.3 840.821 ArI: 2p3 - 1s2 5× 22.3
842.8 842.465 ArI: 2p8 - 1s4 5× 21.5
844.9 844.64 OI: 3p - 3s 5× 32.2
852.7 852.144 ArI: 2p4 - 1s2 3× 13.9
Table 4.1: Overview of the detected atomic lines and molecular bands:
the first column gives the measured λ-value, the second corresponds to the
identification obtained from NIST while the third gives the underlying tran-
sition in Racah notation. The last column provides the g-factor of the upper
level times the transition probability. AER referes to the Absolute Emission
Rate method that is applied to the molecular bands.
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ground electrode
end of capillary
N2 N2 N2
Ar(5p) Ar(5p) Ar(5p)
Ar(4p) Ar(4p) Ar(4p)
OH OH OH
OI OI OI
Figure 4.2: A sketch of the presence of the detected species in the active
zone (AZ), internal after glow (iAG) and external after glow (eAG)
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is not likely that mixing with the (humid) ambient air will take place in AZ.
These species might enter the plasma by the impurity of the argon bottle or
the humidity in the pipes. In the eAG, N2 lines are present and the density
increase in the first few mm of the eAG. As this happens in a region where
the electron density and temperature are low, this rise of N2 can not be cre-
ated by electron excitation kinetics but must be caused by the conversion
of the internal energy of the Ar atoms towards N2 molecules due to heavy
particle excitation kinetics; e.g. due to excitation- and charge transfer:
Ar* + N2 −−→ Ar + N*2
Ar+ + N2 −−→ Ar + N+2
Figure 4.4 presents the dependence of the spectrum on the addition of
O2 by comparing the AZ of a plasma created in a pure Ar flow with that of
an admixture of Ar with 2%O2. Atomic oxygen lines at 777.8 and 844.9 nm
become more pronounced whereas the OH band emission decreases about
50%. However, the Ar(4p) lines are not affected much; they loose about
10% in intensity.
The effect of addition of O2 on spectrum in iAG and eAG are shown
in Figure 4.5 and 4.6. The OH band radiation decreases while the OI lines
increase. The presence of 844.9 nm is more clear in the iAG and eAG. The
N2 band emissions which are present only in the eAG increases by adding
O2.
4.3 Determination of the Electron Temperature
We will now proceed to the measurements done with the calibrated setup.
Figure 4.3 shows that the lines emitted by the 4 p −−→ 4 s transitions form
the most dominant part of the spectrum. This especially holds for the AZ. In
the AZ spectra, the lines formed by 5 p −−→ 4 s transitions are also found.
The line emission from both transition-series will now be calibrated using a
standard light source and by applying the irradiance method given in chap-
ter 3. The standard light source used in the calibration procedure was a
quartz tungsten halogen lamps of ORIEL (model no. 7 ∼ 1730), operating
at a power of 208 W. More information about the lamp, calibration and
the spectral distribution is placed in appendix B. The results will be used
to determine the absolute densities of 4p and 5p. These will be combined
with the density of the ground state to construct the Ar-ASDF. We will see
that the ASDF structure clearly reveals that the plasma is strongly ionizing
and that the excitation is governed by the so-called Excitation Saturation
Balance (ESB). This justifies the application of the ALI-CRM method that
uses the combination of the densities of 4p and the ground state to derive
the electron temperature. This method is based on the application of a
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Figure 4.3: The non-calibrated spectrum of the plasma as a function of
axial position. The spectrum from the active zone is multiplied by a factor
of 0.2. The insets give the OH and N2 bands and the OI lines of 777 nm
and 845 nm.
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Figure 4.4: The spectrum emitted by the active zone AZ in dependence
on O2 addition: the addition of 2% of O2 leads to a decrease of the OH
and Ar(4p) emission and an increase of OI lines. There is almost no N2
observed in this region.
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Figure 4.5: The spectrum emitted by the iAG in dependence on O2 addition;
the addition of 2% of O2 leads to a decrease of the OH emission and Ar(4p)
and an increase of OI lines. Almost no band of N2 is detected in the iAG.
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Figure 4.6: The spectrum emitted by the eAG in dependence on O2 addi-
tion; the addition of 2% of O2 to the feed gas leads to a decrease of OH,
Ar(4p) and N2(C) emission and increase of OI bands.
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collisional radiative model (CRM) constructed for ionizing argon plasmas
and applied to densities derived by Absolute Line Intensity (ALI) measure-
ments.
4.3.1 Constructing the ASDF
Using the procedure given in Chapter 3, we apply the following steps:
• Select the lines that are reliable, i.e. those that are clearly detectable
with known gA-factors.
• Determine the density of states in the 4p ("3rd" level) and 5p ("4th"
level) levels: η(3) and η(4).
• Determine the ground state density, η(1), using the gas law and a
value of the gas temperature Tg.
• Determine the excitation temperature, T13, from the ratio η(1)/η(3)
and the energy different between these two levels.
• Convert T13 into the electron temperature, Te, with the help of a
CRM.
For the sake of clarity we repeat here the terminology and symbols: The
density of an excited atomic level labeled with p is denoted with n(p); the
statistical weight (degeneracy) of that level, g(p), is the number of states in
that level. A state is a level with g = 1, while in general η(p) = n(p)/g(p)
gives the (mean) number density of the states in level p; shortly denoted
by the state occupation. The ground level is labeled by "1". For the noble
gas argon, g(1) = 1, so that η(1) = n(1). The lowest excited level in the
4s group will be denoted by levels "2"; they are not easy to detect. The
first easily observable levels, the levels of the 4p group, are denoted by "3".
This group contains 10 levels, in total 36 states. In the AZ we could also
detect radiation emitted by 5p levels, denoted by the level group "4". 5p
levels also contains 10 levels and 36 states. More information about the
levels and states in group "1", "2", "3" and "4" of argon can be found in
appendix A.
Selection of the Lines
In order to construct the ASDF, first, we have to make a selection of lines
that are reliable. Criteria are that they should be free of overlap and the
wavelength is situated in the part of the spectrum that is calibrated. Within
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level energy weight A(106 s−1) measured λ(nm) η (m−3)
3p6 14.529 5 1.4 416.1 0.81e+16
3p1 14.738 1 3.98 426.9 0.88e+16
2p2 13.328 3 6.39 696.7 1.84e+17
2p2 13.328 3 1.83 727.62 1.73e+17
Table 4.2: The level and lines that are used to construct the ASDF in the
AZ; from left to right are the name of emitting level in Racah notation, the
energy of that level, the statistical weight g(u), the transition probability
A(u, l), the measured wavelength of the lines and the calculated occupa-
tions.
the detected lines presented in Table 4.1, the lines 416.1, 426.9, 696.7 and
727.6 nm are reliable, they are listed in Table 4.2.
Determination of the Density of States
The determination of states in the 4p level, η(4p) ≡ η(3), goes along the
procedure given in chapter 3. It is based on the detection of line radiation
emitted by the 4p levels. The radiation of the transition from one particular
level in 4p to one of the levels in the 4s group of argon;
Ar(3 ) −−→ Ar(2 ) + hν32
generates photons with energy hν32 spread around the energy distance E23
between the lower and higher level. The corresponding frequency and thus
wavelength distribution is described by the line-form function Φλ(λ). This
function is normalized, meaning that∫
T
Φλ(λ)dλ = 1 (4.1)
Here the subscript "T" indicates that the integral is carried out over the
complete spectral line (the whole transition). The spontaneous transitions
will contribute to line radiation with spectral irradiance
I32,λ(λ) = (4pi)
−1A(3, 2)E23 n(3)Φλ(λ)(V/d2) (4.2)
where V is the plasma volume and d the distance between plasma and de-
tector. The value of I32,λ(λ) is measured absolutely by comparing it with
the irradiance of a standard source. The transition integrated irradiance is
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defined as
I32 =
∫
I32,λ(λ)dλ = (4pi)
−1A(3, 2)E23 n(3)(V/d2) (4.3)
where we used the normalization of the line profile. I32 is determined ex-
perimentally, i.e. calculated from detector signal using
I32 = H˙T(3)χ(λ0) (4.4)
where H˙T(3) = τ−1p ΣTh32(λ)∆λpix is the count rate summed over the
bandwidth of the line while χ(λ0) is the inverse sensitivity of the detection
system determined with a standard light source. With the experimentally
found values of I32 we can determine the state occupation of the emitting
levels using
η(3) = n(3)/g(3) = 4pi[g(3)A(3, 2)E23]
−1I32(V/d2) (4.5)
This method was applied to the selected 4p and 5p lines to determine η(4p)
and η(5p). The individual values are also given in Table 4.2 and Figure 4.7.
The average density of the 4p and 5p group are determined via:
η(4p) = ΣGg(4pi)η(4pi)/ΣGg(4pi)
η(5p) = ΣGg(5pi)η(5pi)/ΣGg(5pi) (4.6)
where G refers to the group over which the averaging is performed. The
energy position of this averaged state is found by
E13 = ΣGg(4pi)E4pi/ΣGg(4pi)
E14 = ΣGg(5pi)E5pi/ΣGg(5pi) (4.7)
where E4pi and E5pi refers to the energy of the individual levels. The den-
sities listed in Table 4.2 lead to an average density of
η(3) = 1.83× 1017 m−3
η(4) = 8.23× 1015 m−3
(4.8)
with an estimated error of 10%. The energy position of the average state
equals
E13 = 13.33 eV
E14 = 14.56 eV (4.9)
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A very important element of the ASDF is the ground state density since
it represents more than 99% of the total Ar density. As the ground state is
not radiating, it can not be determined by spectroscopic means, in stead, we
use the gas law:
η(1) = n(1) = P/kBTg (4.10)
For the determination of Tg we use the thermodynamic considerations, as
described in chapter 3, based on the electrical power P delivered to the
system, the mass flow rate, M˙, and the specific heat cp for constant pressure:
Tg = Tenv + P/(M˙cp) (4.11)
Taking the environment temperature, Tenv = 27◦C = 300 K, the power,
P = 3.35 W, the argon heat capacity cp = 0.52× 103 J/kg.K−1 and the
mass flow rate corresponding to 1 slm; i.e. M˙ = 2.97× 10−5kg/s, we find
Tg = 520 K. Based on this approach, the occupation of the ground level
is found to be η(1) = n(1) = 1.4× 1025m−3. This is put in Table 4.3 to-
gether with the values of η(4p) and η(5p).
Determination of T13
T13 is found by applying the Boltzmann relation on the ratio η(1)/η(3):
η(1)/η(4p) = p/(kBTgη(4p)) = E13/(kBT13) (4.12)
this defines T13 as:
kBT13 = E13/ ln[η(1)/η(4p)] = E13/ ln[p/(kBTgη(4p))] (4.13)
Using the values of the mean energy of the emitting level group, the exci-
tation temperature of 3rd group is found to be 8500 K or 0.73 eV. T34 is
found, in a similar way using η(3) and η(4) and the energy distance E34, to
be 4600 K or 0.40 eV. The values of the mean energy of the emitting level
group and the excitation temperatures T13 and T34 are also given in Table
4.3.
The values of η(1), η(3) and η(4) are used to construct the ASDF for
the AZ of the DBD Jet. The result is given in fig 4.8 showing a shape that
is typical for strongly ionizing plasmas of which the ASDF is governed by
the ESB. Note that the slope of the ASDF is not constant.
4.3.2 Conversion of T13 into Te
As it stated in chapter 3, to determine Te from the excitation temperature
T13, we need a CRM. In the application of the CRM to convert
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plasma parameters value
η(1) 1.4× 1025
E1 0
η(4p) 1.83× 1017
E13 13.33
η(5p) 8.23× 1015
E15 14.56
T13 8500 K(0.73 eV)
T34 4600 K(0.40 eV)
Table 4.3: The elements of the ASDF that were used to construct fig 4.7.
Figure 4.7: A part of the ASDF of the ArI system as found experimentally.
The slope of the ASDF as formed by the 4p and 5p densities point to a
temperature of 8500K; see also Table 4.3.
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r1
T13 = 8500K
T34 = 4600K
Figure 4.8: The ASDF of the AZ of the DBD jet working in standard con-
ditions. We denote the lower excitation temperature by T13; the excitation
temperature corresponding to the next ASDF branch is given by T34. To
determine T13, we need absolute densities of the states in the first easy ob-
servable levels (denoted by "3") since these have to be combined with the
ground state density. The latter cannot be determined spectroscopically but
follows from the pressure and gas temperature, Tg. T34 can be determined
by spectroscopic means solely and thus by relative intensities.
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T13 −−→ Te we assume that the contribution of recombination processes
to the 4p density can be neglected so that
η(3) = r1(3)ηB(3) (4.14)
where r1(3), the Boltzmann decrement of the 3rd level group (the 4p group),
follows from the CRM for a purely ionizing plasma. ηB(3) is the density
of the 4p level in Boltzmann equilibrium with the ground state:
ηB(3) = η(1)exp(−E13/kBTe)
For the density of the states in the 4p level group, we get
η(3) = r1(3)η(1) exp(−E13/kBTe) (4.15)
Combining this with equation 4.13, we find the following relation between
Te and T13:
Te = T13/[1 + (kBT13/E13) ln r
1(4p)] (4.16)
r1(4p) coefficient, delivered by the CRM, depends in general on Te and
ne. As shown in Figure 4.9, it varies in the range 2× 10−4 − 2× 10−3.
Taking r1(4p) = 5× 10−4 and applying the above equation, we find that
Te = 1.27 eV.
4.3.3 Error Analysis
To study the accuracy of our method we apply an error analysis of Te on
equation 4.15 rewritten as
kTe/E13 = (ln r
1(3)η(1)/η(3))−1 (4.17)
From this the following expression of the relative error in Te can be deter-
mined
∆Te/Te = (kBTe/E13)∆ ln[η(3)/(r
1(3)η(1))] (4.18)
showing that the relative error in Te equals the absolute error in the loga-
rithm reduced by a factor kBTe/E13 ∼ 0.1. The variation in the argument
of the logarithm in equation 4.18 is determined by that in r1(3), η(3) and
η(1) for which we find
∆ ln[η(3)/(r1(3)η(1))] =
([∆η(3)/η(3)]2 + [∆η(1)/η(1)]2 + [∆r1(3)/r1(3)]2)1/2(4.19)
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Figure 4.9: r1(3) ≡ r1(4p) as a function of ne for different values of Te
obtained from [47, 48]. It is seen that ne dependence is small especially at
the relative high Te values that we expect.
The relative error in η(3) that is ∆η(3)/η(3) is about 0.1. The ∆η(1)/η(1)
equals the relative error in the gas temperature determination for which we
use the findings by A. Sarani et al. [35] giving ∆Tg/Tg < 10%; so that
∆η(1)/η(1) = 0.1. For the error in r1(3), we follow N. de Vries et al. [58]
by taking ∆r1(3)/r1(3) = 0.5. Herewith it is the dominant error source
and leads to an overall uncertainty ∆Te/Te ∼ 0.5%.
As the Te-determination is a 2-step process, the determination of T13
(OES) and the theoretical step of applying the CRM (using r1(3)), it is
useful to decompose the error analysis in the same way. From this we learn
that the error in T13 (determined by ∆η(3)/η(3) and ∆η(1)/η(1)) is only
1.5% whereas the CRM-application induces an error of about 5%. One
should realize that the uncertainty induced by r1(3) is also systematic in
nature. On basis of previous work [58], we can take ∆r1(3)/r1(3) = 0.5
as long as we stay in the AZ. In the external afterglow this uncertainty
might increase as the influence of molecular processes, due to entrained
N2 and O2 molecules, and the deviations of the EEDF from Maxwell may
become important. In any case, in comparison with other OES methods
our approach is very accurate since it is based on using the large energy
gap, E13. Resuming: the principal reason for the good Te-accuracy lies
in the procedure of taking the logarithm of ratios of state densities that are
separated by a large energy distance; E13 = 13.33 eV.
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4.3.4 Effect of Plasma Parameters on Te
The above gives the Te in the active zone, AZ, the region where the plasma
is created. For the control parameters, we applied the standard settings.
The next step is to investigate how Te evolves along the axial position; we
thus have to construct the function Te(z). Figure 4.10 gives the result for
the standard settings which is based on the procedure mentioned before. It
shows how Te(z) decreases in the flow direction where it reaches a value
of 1.1 eV at the exit of the tube. In the external afterglow an even steeper
decrease is observed.
The next step is to find out how Te(z) changes as a function the plasma
control parameters like the voltage, flow, electrode distance and oxygen ad-
mixture. We investigated the influence of the flow (0.5− 2 slm ) and the
voltage (7− 11 kV) on Te(z). These setting-alterations do not give sub-
stantial changes in Te(z). However, a parameter that has noticeable influ-
ence is the electrode distance del. Figure 4.10 compares the axial behaviour
of Te for two different plasma settings, one created with an electrode dis-
tance of del = 20 mm the other with del = 40 mm. All the other settings
are the same. It is seen that in the AZ both plasmas have more or less the
same electron temperature but that in the internal and external afterglow the
del = 40 mm configuration is more successful in keeping Te high.
In Figure 4.11, the axial behaviour of Te(z) for two different values of
O2 admixture, 0% and 2%, is presented. It is seen that adding 2% leads to
a decrease in Te of 0.06 eV in the AZ and that his difference remains more
or less the same in downstream direction.
This change in Te seems moderate but a small changes in Te can have
considerable consequences for the excitation rates that form the basis for
the radical-creation power. Note that the change in Te due to the O2 ad-
dition is with 0.06 eV comparable to the uncertainty induced by the CRM.
However it is larger than the margin induced by the uncertainty introduced
by the OES step of T13-determination.
It is suggested by many investigators [59, 60] that especially the O rad-
icals are important for the surface treatment but what we see is that a small
addition of O2 reduces the excitation rate substantially even in the AZ. It is
subject for further study to investigate whether, despite of the decrease in
Te, the production of O radicals will still be beneficial.
4.4 Determination of Electron Density
The electron density will be calculated based on the continuum radiation in
the AZ. For this, we used 4 wavelength intervals;
SPECTROSCOPIC RESULTS 69
Figure 4.10: electron temperature for two different values of del parameters.
The other parameters are the same as standard condition.
Figure 4.11: Electron temperature as a function of axial position for pure
argon and for the case of a admixture of 2% of O2.
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Figure 4.12: The electron density calculated based on the con-
tinuum for 4 wavelength intervals given by ∆λ1 : 440− 450 nm,
∆λ2 : 460− 470 nm, ∆λ3 : 590− 600 nm and ∆λ4 : 630− 640 nm.
∆λ1 : 440− 450 nm, ∆λ2 : 460− 470 nm, ∆λ3 : 590− 600 nm and
∆λ4 : 630− 640 nm. The spectra are averaged over the corresponding
λ range and the resulting Icontλ values are used to compute the emission
coefficient jcontλ (λ). It is determined by employing the simplified form of
the radiation transport equation briefly denoted by j = Id2/V. The j-value
obtained are subsequently used as input for the calculation of the electron
density
ne(λ) = j
cont
λ (λ)[F(λ, Tˆe)na]
−1 = (d2/V)h˙contχλ(λ)[F(λ, Tˆe)na]−1
(4.20)
where F(λ, Tˆe) is given by equation 3.34-3.37.
Figure 4.12 gives the values of the electron density, ne(λ), correspond-
ing to the different continuum bandwidths as a function of λ where we took
respectively na = 1.4× 1025 m−3 and Te = 1.0 eV.
4.4.1 Effect of Plasma Control Parameters on ne(z)
The next step is to investigate how ne evolves along the axial position. Fig-
ure 4.13 gives the electron density as a function of axial position z. It shows
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how ne(z) slightly decreases in the internal afterglow. However, in the ex-
ternal after-glow a steep decrease is observed. This reduction of ne can
be attributed to the entrainment of air. In addition, Figure 4.13, compares
the axial behavior of ne for two different plasma settings, one created with
an electrode distance of del = 20 mm the other with del = 40 mm. All the
other settings are the same. It is seen that in the AZ both plasmas have more
or less the same electron density but that in the internal and external after-
glow del = 40 mm configuration is more successful in keeping ne high.
The reason is that in the large del case the AZ plasma zone is larger. Thus
more electrons-ion pairs are created in that case and this large population
can more easily survive in the AG.
We also investigated the influence of the flow (0.5− 2 slm) but did not
find a substantial changes in ne(z). Figure 4.14 gives the influence of ad-
dition of O2 on the axial distribution of ne. It is seen that addition of O2
leads to a decrease of ne, specially in the afterglow. The addition of O2 will
remove electrons due to attachment, hereby removing the electron density
ne:
O2 + e −−→ O−2
Another mechanism is that due to the molecular nature of O2, more elec-
tron energy is lost due to radiation and vibration transitions. The resulting
decrease in Te leads to a reduction of the production of electron-ion pairs.
Figure 4.15 shows ne as a function of applied voltage. Values for the
regions AZ, the iAG and eAG are given. For the AZ we also present the
values obtained from the current-density. It is seen that ne in the AZ is
more or less voltage independent; this applies to ne-values obtained for both
methods; thus via the continuum and using the current density. However,
ne in the AG depends on the voltage. The higher the voltage the higher ne
is. The effect is more clear for the eAG.
4.5 The Absolute Emission Rate
In the determination of the state occupation we need to know the gA factor.
However, in some cases this factor is not available with sufficient accuracy.
For instance in the case of molecules the g represents a partition sum that
depends on the rotation and vibration temperatures and these temperatures
are in general not well known. However, we can avoid this difficulty and
still use the band emission of molecules; not to determine state densities
but to calculate the Absolute Emission Rate. This AER gives radiative
destruction rates, i.e. decay rates, from which insight can be gained in
production rates.
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Figure 4.13: Electron density as a function of axial position for two differ-
ent distances between electrodes, del = 20 mm and del = 40 mm
Let us consider as an example the excitation pathway given in the fol-
lowing scheme
Ar∗ −−→ N2(C)
e↑ −>hν ↓
Ar −−→ N2(B)
It depicts the electron excitation of Ar in the AZ creating Ar∗ followed
by excitation transfer from Ar∗ to N2(C) for which a N2(X) molecule is
needed. Subsequently, N2(C) decays to N2(B) under the emission of a pho-
ton hν. The excitation transfer and the radiative decay of N2(C) take place
in the external afterglow. By measuring the emission rate of N2(C)
AER(N2(C)) = (ICB/D)(4pi/hν) = (H˙χ(λ0))D
−1(4pi/hν) (4.21)
we get an idea of the importance and value of the excitation transfer, the
creation of N2(C). The AER concepts can also be used for the OH radiation
and the decay of Ar(4 p) block.
Fig 4.16 compares the AER as measured for N2(C), Ar(4 p) and OH as
a function of axial position. It shows that the AER of Ar(4 p) is dominant
in the AZ but also it looses importance as we move from AZ to eAG. In
the external afterglow region, where air entrainment takes place, the AER
of N2(C) increases at the expense of the Ar(4 p).
SPECTROSCOPIC RESULTS 73
Figure 4.14: Electron density as a function of axial position for two differ-
ent oxygen admixture: 0 and 2%.
This supports the following overall picture of the plasma: In the region
between the electrodes, the large E-field leads to the heating of the elec-
trons. These will get a high mean energy, a high Te-value, that is used for
the ionization and excitation of the main gas Ar. This leads to the produc-
tion of ions (Ar+) and excited Ar atoms (Ar∗) which is manifest in the large
AER value of the Ar(4 p) block. Moving downstream brings the plasma to a
condition that is no longer controlled by Electron Excitation Kinetics since
the electrons decrease in number and lose their energy; i.e. ne and Te de-
crease. The Electron Excitation Kinetics will make place for Heavy particle
Excitation Kinetics. The internal Ar-energy stored in Ar+ and Ar∗ will be
converted into that of other species by means of interactions between heavy
particles such as excitation and charge transfer. For a proper understanding
of the conversion mechanism we need to combine the measured AER with
a production/destruction model.
4.6 Conclusion
The spectrum produced by the plasma consists of a continuum on which
lines and bands are superimposed. All these three ingredients are used to
characterize the plasma. The methods presented and discussed in chapter 3
are assembled to a procedure to get an experimental in-depth plasma char-
acterization. This procedure delivers the (absolute) densities of the elec-
trons and radiative species. Using models, these experimental results can
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Figure 4.15: Electron density as a function of applied voltage calculated
from the current-density method (only applicable for the AZ) and the con-
tinuum. In the active zone, the electron density remains constant and this
trend is the same for both methods. However, in iAG (z = 5 mm) and
eAG (z = 13 mm) the electron density increases with increasing the volt-
age. Note that the current-density method cannot be used in the iAG and
eAG.
be transformed into the production rates of reactive species and the elec-
tron temperature. All the information is obtained as function of axial posi-
tion. The procedure can described as an axially resolved broad band survey
method performed under calibration and analyzed using non-equilibrium
methods.
The method of Te-determination is a 2 steps approach; first the excita-
tion temperature T13 as formed by the density ratio of states in the ground
level and the 4p level group is determined. The fact that levels are sepa-
rated by a large energy distance of 13.33 eV makes the T13 determination
very accurate. Secondly a CRM is employed to translate T13 into Te. In
this chapter, we apply the ALI method to measure the axial profile of the
electron temperature in a DBD jet and to study how Te(z) depends on the
plasma settings. The Te-value we found for the AZ is significantly higher
than that reported in the past for comparable plasmas [35, 61]. Control pa-
rameters that were found to be important are the O2 concentration and the
distance between the electrodes del. Enlarging the inter-electrode distance
has almost no effect on the active zone. However, it is found that the plasma
created by a large del remains downstream higher in electron temperature.
We found that adding 2% of O2 leads to a reduction of Te. However, for a
better understanding of additives further studies are needed using a CRM
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Figure 4.16: The evolution of reaction rates as a function of axial position
for OH and N2 and the combination of all 4 p −−→ 4 s line transitions in Ar.
The left axis shows the reaction rate and the right one shows the density.
that accounts for molecular processes.
Widely used methods for the determination of the electron density in
plasmas such as Thomson scattering and Hβ-broadening are not applicable
for our plasmas because they are small in size and high in gas density. The
indirect method via the current density is applicable but only in the active
zone. We present a method for the determination of the electron density in
non-LTE argon plasmas based on the absolute measurements of the contin-
uum radiation. Due to the filamentary behaviour of the plasma, we must use
the irradiance (in Wm−2nm−1) as the radiometric quantity. The plasma ra-
diation from two different optical arrangements has been recorded to get the
absolute and axial emission information. The electron density in the active
zone is calculated to be 5× 1019 m−3 which is in a good agreement with
the calculation using the electrical characteristics of the plasma. Moreover,
the electron density in the afterglow is determined as a function of the dis-
tance from the ground electrode; values down to 2× 1017 m−3 could be
detected. This method is not expensive and much more simple than other
methods (e.g. Thomson scattering). In addition, it has a low detection limit
and is therefore applicable to a wide range of plasma conditions.
The bands give insight in the production rates of reactive molecular
species. The most important result is the observation that the N2(C) band
becomes dominant in the external after glow. In this region, that is adja-
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cent to the plasma-application zone, the electron density and temperature
are low. Therefore, the production of N2(C) cannot be the result of electron
excitation. The most likely production channel is via the excitation transfer
of argon metastables. This support the overall view that the plasma basi-
cally consists of two zones, the active zone where electron kinetics leads to
the creation of excited argon species and the afterglow where the internal
energy of argon species in converted into that of reactive nitrogen species
(RNS). On the substrate the internal energy of RNS can be employed for
the activation. Reaction rate models are needed in future studies to get more
insight in the various reaction mechanisms.
5
Introduction to Plasma Treatment of
Micro-organisms
5.1 Introduction
Plasma medicine is an innovative research which has been developed in
the last years with the primary focus on the direct application of plasma
as part of therapeutic concepts, therefore, plasma-cell interaction. How-
ever, a huge number of atmospheric pressure plasma sources for biomedi-
cal applications are described in the literature and characterized by in vitro
microbiology and cell biology. Treatment of micro-organisms by plasma
can be taken as a kind of bottom line of present knowledge on plasma-cell
interactions.
Plasmas are generated by ionization of atoms or molecules of gases
that have no direct biological activity (Ar, He, O2, N2, air, or mixtures of
them). It is a primarily physical process generating biologically effective
parameters by secondary processes. The interaction of resulting excited and
ionized atoms /molecules with the surrounded media (atmospheric air, liq-
uids, surfaces) results in the generation of reactive species with biological
potential and in emission of electromagnetic radiation (UV/VUV, visible
light, heat, electric field). Reactive oxygen species and reactive nitrogen
species are considered to be the key players in plasma-induced biological
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effects [62]. Therefore, the biological plasma performance is caused by the
regular physiological components.
This study of biofilm inactivation is an interdisciplinary field between
plasma physics and microbiology. Operating in this field requires some
knowledge of microbiology for physicists and of plasma (specially plasma
source) for (micro)biologist. Therefore, the first section (5.2) is devoted
to identifying the required terms and concepts in microbiology. For more
details we refer to textbooks on cell biology, for example [63, 64]. A brief
overview of different atmospheric pressure plasma sources will be given in
section 5.3. Different groups have investigated the effect of atmospheric
pressure plasma on the inactivation of micro-organisms. They focus on dif-
ferent plasma agents and tried to explain the results, but there are still many
open questions especially on the nature and identity of the plasma agents
that are responsible for inactivation. A short summary of these reports will
be given in section 5.4. The chapter ends with a broader discussion on the
field of plasma medicine.
5.2 Introduction to Cell Biology
In order to understand some of the microbiology terms used in this chap-
ter, this section is devoted to an introduction to cell biology. The content
presented in this section is based on Microbiology: an Introduction [63].
The cell is the smallest structural and functional unit of an organism
which has the property of life. It can grow, reproduce and process infor-
mation, respond to stimuli and carry out chemical reactions. Cells come in
different sizes and shapes; some have fast changing structures and others
are largely stationary and structurally stable. Oxygen can kill some cells
but for others it is an absolute requirement. Although some unicellular or-
ganisms live in isolation, others form colonies or live in our intestines and
help us to digest food.
Despite the numerous differences, we can classify all cells in two main
groups: prokaryotic and eukaryotic cells. The main difference between
this two is that eukaryotic cells have a true nucleus containing their DNA,
whereas prokaryotic cells do not have a nucleus. Prokaryotic cells have
a simpler internal organization than eukaryotic cells. Figure 5.1 gives a
sketch of the differences between these two structures. Eukaryotic cells are
commonly about 10− 100µm. They exist in multicellular and unicellu-
lar forms. Plants, animals and fungi are of this type. However, prokary-
otic cells are strictly unicellular. They have been found 10 km deep in the
ocean and 65 km up in the atmosphere; so, they are quite adaptable. They
are generally much smaller than eukaryotic cells, commonly 1− 2µm in
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Characteristic Prokaryotes Eukaryotes
size of cell 0.2-2.0 µm 10-100 µm
uni/multi always unicellular often multicellular
nucleus no nucleus always have nucleus
cell division binary mitosis
Table 5.1: Some of the differences between Prokaryotic and Eukaryotic
cells
DNA
Cytoplasm
Plasma Membrane
Nucleus
Prokaryotic
cell
Eukaryotes
cell
Figure 5.1: A simplified representation of Prokaryotic and Eukaryotic cells
size but despite their small size and simple architecture, they have a higher
metabolic rate, a higher growth rate and a shorter generation time than eu-
karyotic cells. A summary of the characteristics of eukaryotic and prokary-
otic cells is presented in Table 5.1.
Microbes, also called micro-organisms, are living creatures (organisms)
that are usually too small to be visible to the naked eyes. The group includes
bacteria, fungi (yeast and molds), protozoa, and algae. They can be clas-
sified on basis of their cell type. Our main interest will be addressed to
bacteria and yeast. Figure 5.2 shows the classification of these two groups.
Bacteria Bacteria (singular: bacterium) are the most numerous prokary-
otes. They have three basic shapes: coccus bacteria are typically
rounded, bacilli are rod-shaped and spirilla bacteria are spiral-shaped,
but some of them are star-shaped or square. Most bacteria use organic
chemicals for nutrition, which can be derived from dead or living or-
ganism. Some bacteria can manufacture their own food by photosyn-
thesis. Based on the structural difference of their cell wall, they are
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Micro-organism
Prokaryotes
Bacteria
Gram-negative Gram-positive
Eukaryotes
Fungi
Yeast Molds
Figure 5.2: Classification of micro-organism
divided in two categories; Gram-negative and Gram-positive. Bac-
teria which have a thick layer of peptidoglycan are called Gram-
positive bacteria and those having a double membrane are called
Gram-negative (see Figure 5.3).
Fungi Fungi (singular Fungus) are eukaryotic organisms that have well-
defined nucli. They have various shapes and forms. Organisms in
the Fungi-kingdom may be unicellular or multicellular. The unicel-
lular forms of fungi, yeasts, are oval micro-organisms that are larger
than bacteria. They obtain nourishment by absorbing solutions of or-
ganic material from their environment which can be soil, seawater,
freshwater, or an animal or plant host.
5.2.1 Microbial Growth
Microbial growth refers to the number of cells and not to the size of the
cells. Thus, micro-organisms that are growing are increasing in numbers,
forming colonies (group of cells large enough to be seen without a micro-
scope) of hundreds of thousands of cells or populations of billions of cells.
Bacteria reproduce by dividing into two equal cells; this process is called
binary fission (see Figure 5.4). Yeast reproduces through budding (see Fig-
ure 5.5), it is a process in which a new organism develops from another
one due to cell division at one particular site. The new organism remains
attached to the parent organism as it grows and separates when it is mature.
The new created organism is genetically identical to the parent organism.
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Figure 5.3: Different structures of the membrane of Gram-negative and
Gram-positive bacteria. The figure is taken from [63]
Figure 5.4: Reproduction of bacteria through binary fission. The figure is
taken from [63]
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Figure 5.5: Reproduction of yeast through budding. The figure is taken
from [63]
5.2.2 The Control of Microbial Growth
The membrane is the gate to the cell interior . It regulates the admission of
nutrients into the cell and the removal of wastes from the cell. Damage to
the membrane causes leakage of the cellular contents into the surrounding
medium and interferes with the growth of the cell. Therefore, one of the
effective way to control the microbial growth is the alteration of membrane
permeability. Another key point is to damage the proteins and nucleic acid.
The chemical pathway why these two methods can inhibit bacterial growth
is beyond this chapter. However, an easy and practical way to control the
microbial growth, is to investigate the requirements for the growth. Know-
ing these will direct us to the conditions which can control the growth. The
requirements can be categorized as physical and chemical. The physical
requirements are:
Temperature most microbes grow well at the temperatures that humans
favor. However, certain bacteria are capable of growing at extreme
temperatures for which eukaryotic organisms can definitely not sur-
vive.
pH Most bacteria grow best in a narrow pH range near neutrality, that is
between pH 6.5 and 7.5. For very few bacteria-types this is at an
acidic pH of about 4. Yeast grows over a greater pH range than most
of the bacteria, but the optimum pH of yeasts is generally below that
of bacteria usually about pH 5 to 6.
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Figure 5.6: (left) cell in isotonic solution. Under this condition the solute
concentration in the cell is equivalent to a solute concentration in 0.85%
sodium chloride (NaCl). (right) Plasmolyzed cell in hypertonic solution.
If the concentration of solutes is higher in the surrounding medium than
in the cell (the environment us hypertonic), water tends to leave the cell,
growth of the cell is inhibited. If the osmotic pressure is unusually low
(the environment is hypotonic), water tends to enter the cell rather than
leave it. Some microbes that have relatively weak cell will be lysed by such
treatment. The figure is taken from [63]
Osmotic pressure Micro-organisms obtain almost all their nutrients in so-
lution from the surrounding water. They require water for growth and
their composition is 80 − 90% water. High osmotic pressures have
the effect of removing necessary water from a cell. When a microbial
cell is in a solution with a higher concentration of solutes than in the
cell, the cellular water passes out through the plasma membrane to-
ward the high solute concentration. This osmotic loss of water causes
the shrink of the cell’s cytoplasm. The growth of the cell is inhibited
as the plasma membrane pulls away from the cell walls. (see Figure
5.6)
The Chemical requirements for growth includes carbone, nitrogen, sul-
fur and
Trace elements microbes require a very small amount of other mineral
elements, such as iron, copper, molybdenium and zinc; these are re-
ferred to as trace elements.
Oxygen some microbes use molecular oxygen (aerobes) and others that
do not use oxygen (anaerobes) for respiration. However, organisms
can be harmed by reactive forms of oxygen, such as:
• singlet oxygen (1O2)
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Figure 5.7: Schematic of a corona discharge
• superoxide radicals or superoxide anions (O−2 )
• peroxide anion (O2−2 )
• Hydroxyl radical (OH)
5.3 Classification of Plasma Sources
A common classification of atmospheric non-thermal plasma sources is
based on the electrode configurations. This leads to the following classi-
fication discharges: corona, dielectric barrier discharge (DBD) and plasma
jet.
5.3.1 Corona Discharges
A corona discharge is a gas discharge where the geometry confines the
ionizing process around the high curvature electrode. The coronas may be
considered as positive or negative, depending the polarity of electrode with
strongest curvature. They can be operated in a dc or ac mode. The typical
electrode geometry is a sharp curved electrode placed in front of a plate
(point-to-plate geometry) as shown in figure 5.7. The apparatus consists of
a metal tip, with a radius of few micrometer to mm, and a planar electrode
separated from the tip by a distance of few mm. The plasma usually exists
in a region extending about 0.5 mm out from the metal point [65].
5.3.2 Dielectric Barrier Discharges
Dielectric barrier discharges are also called silent and atmospheric-pressure-
glow discharges [66, 67]. They consist of two electrodes of which at least
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one is covered with a dielectric. The distance of the electrodes ranges from
micrometers up to centimeters depending on the used process gas and ap-
plied voltage. It can be operated with an electric field frequency in the
range of some kV to several MHz. There are different electrode arrange-
ments for DBDs, depending on the application. The most common setup
configuration for DBDs are shown in figure 5.8. It is possible to use pla-
nar or coplanar arrays with different geometries such as curved, coaxial or
twisted electrodes. According to the setup, a volume or surface discharge is
generated. Two discharge modes have to be distinguished, diffuse and fil-
amentary modes. In the filamentary mode many small discharge channels
are generated along the electrode area called microdischarges. However,
the diffuse mode consists of a homogeneous discharge. The main advan-
tage of the DBD is that nearly every combination of gases can be used, from
noble gases over air or water vapor up to special admixtures of precursors.
Another advantages is the adaptability to different electrode geometries.
5.3.3 Plasma Jets
Atmospheric pressure plasma jets (APPJs) are non-thermal capacitively
coupled plasma sources. They are operated in a wide range of frequency,
starting from few kHz to radio frequency range 13.56 or 27.12 MHz. In
general they consist of two electrodes, coaxial and special ring electrode
setups, in different geometries. Different electrode arrangements are shown
in figure 5.9. The distance of the electrode is in the range of some millime-
ters. Depending on the used process gas and electrode gap, typical ignition
voltages of about 100 V up to some kV are required. This can result in a
consumed power in the range of a few mW to several kW. Typical process
gases are noble gases such as helium or argon with gas flow rates up to
some standard liter per minute (slm), but also different ignitable precursor
admixtures can be used. The major advantage of APPJs is the small plasma
dimensions in combination with the ability to penetrate into narrow gaps
with high aspect ratio [68].
5.4 Literature Review
The medical and biological application of non-thermal atmospheric plas-
mas (NAPs) have been extensively investigated in recent years [69–75]. It
has been shown that NAPs can inactivate different micro-organisms includ-
ing bacteria, fungi, viruses and spores. Different NAP sources have been
developed mainly as the plasma jet/plume/needle, the dielectric barrier dis-
charge (DBD) and microwave plasma torch. To optimize the NAP sources
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Figure 5.8: Typical electrode arrangements of DBD configurations: the
gray surfaces are electrodes and the pink ones are dielectric.
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Figure 5.9: Principle designs of APPJs (a) using one powered and one
ground ring electrode, (b) using one powered ring electrode, (c) combi-
nation of two tubes where the inner tube is flushed with a noble gas for
discharge ignition and the outer tube is with a precursor, (d) composed of
two coaxial electrodes with a dielectric in between, (e) consisting of an
inner powered needle electrode and a ground ring electrode, (f) without
ground ring electrode, (g) with a plane ground electrode. in b, e and f, there
must be a virtual ground electrode via environment.
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for heat- and radiation-sensitive targets including human and animal tis-
sues, the bactericidal property of the NAPs has been investigated for differ-
ent micro-organisms, different plasma conditions (frequency and waveform
of the driving signals) and different environmental (humidity, temperature
and gas compositions) and sample (substrate for bacteria deposition) condi-
tions. The roles of different plasma agents were investigated and the effect
of the plasma on the cell damage has been monitored using surface charac-
terization methods. In this overview being far from complete, we focus on
the inactivation of micro-organisms following four themes:
• the NAP sources
• the micro-organisms and reduction rates
• The role of plasma agents
• Plasma diagnostics
• Cell damage control.
Of course there will be overlaps between these topics.
5.4.1 NAP Sources
Many NAP sources with different operation conditions such as frequency
and waveform of the driving power have been developed for the inactivation
of micro-organisms. The most common used sources are jets, DBD, torch
and corona discharges.
Atmospheric pressure plasma jet has been used with a wide range of
frequency from 10 kHz up to 2.5 GHz and broad power range from few W
up to few kW [34,68,76–92]. Argon and helium with admixture of oxygen
were used as the feed gas.
A microwave plasma torch driven by 2.45 GHz frequency in Ar with a
geometry similar to plasma jet but with a larger cross section has been used
by [93–96]. Shimizu et al. [97] used plasma torch in air for the inactivation
of micro-organisms.
DBD sources have been developed driven by frequencies in the range
of 1− 60 kHz. Air is mainly used as input gas [69,98–105]. Some reported
the use of He/O2 [100, 106–108], Ar [109], and He/air [110, 111].
Corona discharge driven by DC signals working in air has been used
by [111–114].
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5.4.2 Micro-organisms and Reduction Rates
Different groups used various micro-organisms to study the inactivation
effect of NAPs. A list of common micro-organisms which are used mainly
in planktonic forms are presented in table 5.2. The samples are mainly
prepared and spread over agar plates before the treatment with the NAPs
takes place. Shimizu et al. [95] and Scholtz et al. [113] treated the sample in
liquid media and Zimmermann et al. [104] investigated the inactivation of
micro-organisms through textiles. Only a few groups reported the treatment
of biofilm by NAPs: Maisch et al. [103] treated the biofilm from C. albicans
and Xiong et al. [88] reported the biofilm of Porphyromonas gingivalis.
The inactivation is determined by comparing the amount of survived and
initial population. If the colony-forming unit (CFU) of cells are counted,
the reduction rate is expressed by
log10NR = log10Ni − log10NS
where NR is the number of reduced cells, Ni is the number of the initial
population and NS is the number of surviving cells after plasma treatment.
The treatment time to achieve the highest reduction rate depends on the
type of the micro-organisms and plasma source. It is in the range of a few
ten seconds to a few minutes.
5.4.3 The Role of Plasma Agents
Some investigations have been made to identify the role of different plasma
agents for the process of the micro-organism inactivation. Among others,
Moisan et al. [116], Laroussi et al. [100], Boudam et al. [117], Gaunt et
a.l [118] and Brandenburg et al. [83] identified UV radiation and reactive
species such as O, OH and NOx as relevant components, whereas heat was
found to play a minor role. Also VUV radiation being dominantly absorbed
in ambient air at atmospheric pressure plays a minor role.
Halfmann et al. [119] used a double inductively coupled plasma for
the inactivation of spores. By using Langmuir probe measurement, they
showed that a homogeneous electron density and temperature are achieved
which thus leads to a homogeneous treatment of the samples. They com-
pared the results of the admixture of argon with nitrogen, hydrogen and
oxygen and found that although VUV/UV photons are lower in the argon-
oxygen mixture, the sterilization efficiency is higher. From the fact that the
reduction of the samples are very fast (less than 60 s), they conclude that the
radiation and active atoms and molecules reach the surface of the sample
after which erosion takes place. However, the SEM pictures confirm that
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name of micro-organism references
gram-positive bacteria
Staphylococcus aureus [68, 83, 109, 114, 115]
[92, 93, 101]
Staphylococcus epidermidis [90, 101, 113]
Enterococcus mundtii [69, 99]
Deinococcus radiodurans [102, 105, 113]
Bacillus atrophaeus [83–86, 105]
Bacillus subtilis [107, 111, 114, 115]
[100, 108, 112]
gram-negative bacteria
Escherichia coli [82, 83, 107, 108, 111, 112, 114, 115]
[68, 69, 90–94, 97, 109]
[89, 99, 101, 104, 113]
Pseudomonas aeruginosa [92, 101, 111]
Pseudomonas fluorescens [110]
Pantoea agglomerans [106]
Fungus
Candida albicans [113]
Table 5.2: Name and classification of the micro-organisms which are used
for plasma treatment by different group.
erosion is first visible after 200 s of the treatment, by that time the sample
is completely deactivated.
Uhm et al. [84, 85] reported sterilization of bacterial endospores by an
improved atmospheric pressure argon plasma jet. They determined that by
adding oxygen to the feed gas first the efficiency increases to a maximum
after which it decreases. They concluded that this is due to the fact that the
electron attachment to oxygen species causes a reduction of the electron
density. They also found that the efficiency of argon-oxygen is higher than
that of helium-oxygen and attribute this to the fact that the electron density
and gas temperature in an argon plasma jet is two or three times higher than
in a helium plasma. The higher electron density allows the argon plasma
to produce more radicals or excited oxygen species. In addition they claim
that oxygen radicals in the jet cannot reach the sample directly due to the
ambient air. However, for an argon plasma this blocking effect is less than
a helium plasma, as argon atoms, being heavier than air molecules can pen-
etrate deep into the air and create the path for oxygen radicals to reach
the samples. Therefore the oxygen reactive species from the argon-oxygen
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plasma can survive over longer distances.
Nosenko et al. [94] studied contribution of different plasma components
to the disinfection of chronic wounds by the irradiation with argon plasma.
They aimed to design a plasma source that can significantly reduce the bac-
terial density in wounds and cause a long-term post-radiation inhibition of
bacterial growth without causing any negative effect on human cell. They
tested the microbial effect on E. coli in two different solutions with differ-
ent UV absorption factors. They found UV radiation as the main short-term
sterilization factor while reactive nitrogen species (RNS) and reactive oxy-
gen species (ROS) cause long-term after-radiation inhibition of bacterial
growth. They demonstrated that at certain concentrations RNS and ROS
cause significant reduction of bacterial density, but have no adverse effect
on human skin cells. They suggest that argon plasma for therapeutic study
should be optimized in the direction of reducing the intensity of UV radia-
tion and increasing the density of non-UV products.
SJ Kim et al. [87] studied the sterilization effect of plasma jets for low
frequency (50 kHz) and RF (13.56 MHz). They found a better sterilization
effect for the RF plasma than the LF plasma jet. They claim that the reason
is the richness of O and OH species in the RF plasma plume. They studied
the effect of different parameters and concluded that the sterilization effi-
ciency increases by reducing the distance between the sample and plasma
source, and by increasing plasma activity by increasing power.
Schneider et al. [89] studied the role of VUV in the inactivation of bac-
teria by atmospheric pressure plasma jet. They used He and He/O2 mixture
to inactivate E. coli. They conclude that the VUV and UV photons gener-
ated in plasma had only a weak effect on E. coli survival. The combined
treatments with VUV, UV and reactive species was approximately twice as
fast as with reactive species only treatment. They explain the mechanism as
the photo-ionization of the water clusters by plasma generated VUV pho-
tons and subsequently interactions of these ions with bacteria. Although,
the addition of O2 into the gas accelerates the inactivation, very limited
photo-ionization of O2 was detected. They conclude that a parallel interac-
tion of water cluster ions and O2 molecules at the surfaces accelerate the
inactivation of bacteria.
5.4.4 Plasma Diagnostics
Weltmann et al. [68] investigated the antimicrobial effect of an RF-driven
atmospheric pressure plasma jets (APPJs). To interpret the effect optical
emission spectroscopy was performed in the wavelength range between
200− 1000 nm. From the plasma jet to the substrate, they observed a
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gradual increase in the emission of molecular bands of NO and N2 which
is due to the mixing of the expanding argon gas with surrounding air cre-
ating products like NO and O3 and thus reactive oxygen species such as
O, OH and singlet oxygen. They stated that the hydrate surface or envi-
ronment of micro-organism can be acidified by reaction with nitric oxides
(NO, NO2, N2O4) and OH-radicals (e.g. formation of nitrous acid HNO2
and nitric acid HNO3). They concluded that apart from the microbial agents
produced in the plasma jet (UV, VUV, ROS and molecular products), sec-
ondary chemical effects has to be considered since micro-organisms always
exist in an environment with a certain humidity.
Shimizu et al. [97] characterized a microwave plasma torch for decon-
tamination. They measured the gas temperature along the torch axis by
small thermocouples. They found out that in the vicinity of the torch, the
gas temperature is relatively high and starts drastically decreasing from
z = 5 mm. They also measured the NO2 concentration by a gas detector
and found a maximum at z = 10 mm. In order to determine the plasma
distribution outside the torch, they measured the floating potential with re-
spect to the ground electrode. Around z = 20 mm, the measured potential
is not 0, which indicates the presents of charged particles. They found UV
radiation to be one major agent responsible for killing bacteria.
5.4.5 Cell Damage Monitoring
Laroussi et al. [111] reported in 2000 on a so-called enhanced corona dis-
charge (ECDAP) working is He/air admixtures. The plasma is driven by
an audio range frequency (17 kHz) and a voltage of a few kV. In order to
determine the role of the medium they tested E. coli and P. aeruginosa on
different media. And concluded that the kill rate not only strongly depends
on the type of the micro-organisms but also of the medium. To explain the
mechanism of killing, they used a scanning electron microscopy (SEM) for
the non-treated cells and cells treated for 30 s. The treated cells appeared
to be in the process of leaking internal matter. They concluded that the
outer membrane of the cells were damaged, therefore, the micro-organisms
became vulnerable to the reactive environment if the discharge.
Laroussi et al. [107, 108] presented in 2003 a study to elucidate the
effects of plasma on biochemical pathways. They used a resistive barrier
discharge (one electrode is covered by a high resistive material) connected
to 16 kV (at 60 Hz) voltage. The electrodes were contained with an enclo-
sure in which a gas mixture of 97% helium and 3% oxygen was introduced.
They exposed E. coli to a sub-lethal dose of cold plasma after which the re-
sulting colonies were seeded into various carbon substrates to evaluate any
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changes in substrate utilization relative to control cells. They showed that
before cell destruction takes place, normal cell functioning can be altered
by plasma exposure. However, they could not confirm whether sub-lethal
effects are reversible, cause irreversible damage (or mutation), or ultimately
lead to cellular death. They also used electron microscopy to investigate
whether any gross morphological changes take place when cells of E. coli
and B. subtilis are exposed to a lethal dose of plasma. They showed that
E. coli were heavily damaged by the plasma, to the point where the mem-
brane was largely lost and the cytoplasm distributed over the substrate. On
the other hand, B subtilis exhibit no morphological change relative to the
control cells.
X Guimin et al. [109] used SEM images of the bacteria before and after
the plasma (DBD; 38 kHz, 2 kV, argon ) treatment. They concluded that
the reactive species in the argon plasma played a major role in the bacterial
inactivation, while the heat, electric field and UV photons had little effect.
Pompl et al. [93] investigated morphological changes of bacteria using
atomic force microscopy before and after plasma treatment. They exam-
ined the height of both gram-negative and gram-positive bacteria after 30,
60, 180 and 300 s of plasma exposure time. They did not observe any major
changes in most of the cases. In few cases, they observed clear indications
of physical destruction. They concluded that bacteria were inactivated be-
fore morphological alteration occurred. Investigating the effect of UV pro-
duced by plasma, they did not see any morphological change in bacteria
after exposure to UV diode emitting light at 255 nm for 2 min.
5.5 Conclusion
Plasma medicine is an innovative and growing field of research and de-
velopment. It combines physics, chemistry, engineering, biology, micro-
biology and medicine into an extensive multidisciplinary research effort.
Current activities are related to the design of the plasma sources to achieve
microbicidal effects. At the same time, optimizing the plasma sources re-
quires understanding the microbicidal process which leads to studying the
role of plasma agents and monitoring the cell damage due to the plasma
treatment. These has been the subject of many studies in the past few years.
Among all plasma sources, the jet and planar DBD are the most com-
mon. The jet is a spot-like plasma source which has the advantage of being
localized. Therefore, the treatment can be limited on the target area, e.g.
the wound area, without touching any neighboring zones that should not
be treated. The disadvantage is that a large-area treatment needs a longer
time. In contrast, the advantage of DBD sources is the possibility to treat
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larger area in a shorter time. In addition, planar DBD sources are normally
operated by ambient air which makes the fabrication easier.
E. coli is the most common micro-organisms that has been reported
by different groups. The reason might be that unlike most of other micro-
organisms it does not require a lab II/III certificate. However, there are
several reports on different types of bacteria and fungi.
Several studies have been devoted to understand the role of plasma
agents. The plasma sources are designed to deliver cold plasma, there-
fore, among all plasma agents heat is not important. UV/VUV photons
are found to be important in the production of reactive species. Reactive
oxygen and reactive nitrogen species are found to be a key parameter in
inactivation of micro-organisms. Effect of humidity and water media has
been also investigated.
In general, a plasma is a complex cocktail (including radicals, ions, re-
active species and radiation) which in this application comes in contact with
the complex structure of a cell (including membrane, cytoplasm, nucleus,
DNA, ...). So far, a huge number of atmospheric pressure plasma sources
for biomedical applications are described in the literature and characterized
by in vitro microbiology and cell biology. However, limited number of in
vivo experiments have been reported with animals or human beings. These
were mainly focused on applications in dermatology and aesthetic surgery.
Although it is still not possible to draw a general conclusion about the
mechanisms of plasma treatment and role of different agents, three clinical
trials with cold atmospheric pressure plasma sources have been carried out.
All three studies are done in Germany. Two cold atmospheric pressure
plasma sources got a CE marking as medical device in 2013. This marks a
very important step to bring plasma medicine into the clinical daily routine
[120]! One of the plasma sources certified as medical devices, kINPen
MED [120] is a jet which is localized and allows a spot-like treatment. The
other one, PlasmaDerm [120] is dielectric barrier discharge with a plane
electrode allowing larger area treatment.
6
Application: Inactivation of Biofilms
6.1 Introduction
We have studied the effect of atmospheric pressure plasmas jet on three
different sample-types of biofilms; these sample-types will be introduced
in section 6.2. The methods, which include the preparation of the sample,
treatment by the plasma and analyzing the results are explained in section
6.3. The results and discussion will be presented in the section 6.4.
6.2 Sample Chosen in Our Experiments
In nature, micro-organisms may exist as single cells that float or swim in-
dependently in a liquid, or they may attach to each other and/or to a nearby
surface. The former living-form is called planktonic and the latter, which
is a more common form, biofilm. Biofilms are not just bacterial layers but
biological systems; the bacteria are organized into a coordinated, functional
community. Like individual micro organisms, biofilms can be beneficial or
harmful. Bacterial biofilms cause chronic infections because they show in-
creasing tolerance to antibiotics and disinfectant chemicals as well as other
components of the body’s defence system [121]. The microbes in biofilms
are kept together by a self-produced matrix. The matrix is important be-
cause it provides protection to the biofilm. Individual microbes can also be
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intrinsically resistant to one or more classes of antimicrobial agents or may
obtain resistance over time [122].
Studies show that there is a tremendous difference between the plank-
tonic and biofilm response to antibiotics [123]. The protective mechanisms
offered by biofilms can be distinct from those that are responsible for an-
tibiotic resistance in individual microbes. In biofilms, poor penetration,
nutrient limitation, slow growth, adaptive stress responses, and formation
of persister cells are hypothesized to constitute a defense [124]. Therefore
to investigate the antibicidal effect of any new method, it is not possible to
perform the experiments on planktonic and extend it to biofilms.
In this study we chose the bioflims based on three types of micro-
organisms: Staphylococcus aureus (S. aureus), Pseudomonas aeruginosa
(P. aeruginosa) and Candida albicans (C. albicans).
S. aureus is a Gram-positive bacteria commonly found on the skin and
hair as well as in the noses and throats of people and animals. These bacte-
ria are present in up to 25% of healthy people and are even more common
among those with skin, eye, nose, or throat infections. Although S. aureus
is not always pathogenic (cause disease), it is a common cause of skin in-
fections (e.g. boils), respiratory disease (e.g. sinusitis), and food poisoning.
It has demonstrated to have a unique ability to quickly respond to each new
antibiotic with the development of a resistance mechanism [125].
P. aeruginosa is a Gram-negative bacteria normally found in moist or
wet areas, like water or soil. It can be found in hot tubs, inadequately
chlorinated swimming pool, sinks, and toilets. It’s also very prevalent in
hospitals. The ability of P. aeruginosa to survive on minimal nutritional
requirements and to tolerate a variety of physical conditions has allowed
this organism to persist in both community and hospital settings. These
bacteria do not usually affect healthy people; rather, they attack those with
a weakened immune system, and can cause infections in any part of the
body. People with cystic fibrosis, diabetes, AIDS, or cancer are especially
at risk for infection with P. aeruginosa. Unfortunately, selection of the most
appropriate antibiotic is complicated by the ability of P. aeruginosa to de-
velop resistance to multiple classes of antibacterial agents, even during the
course of treating an infection. In addition, compared to Gram-positive bac-
teria they are more resistant against antibodies, because of the impenetrable
lipid based membrane [126].
C. albicans is a yeast and belongs to the Eukaryotic cell category. It is
normally present on the skin, the oral cavity, skin and vagina, mostly with-
out causing any harm to the host. A common cause of infection is the use
of antibiotics that destroy beneficial, as well as harmful, micro-organisms
in the body, permitting candida to multiply in their place. Candida biofilms
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seem to be more resistant to the conventional antimicrobial drugs that are
used in clinical practice. However, Candida infections are ranked as the
fourth most common cause of nosocomial or hospital-acquired infections
in the United States [102].
6.3 Experimental Techniques
Experiments are done in three different steps; first the biofilm samples are
prepared, then they are treated by the plasma and finally the number of
surviving micro-organisms is determined and the survival rate is calculated.
6.3.1 The Plasma Setup
Figure 6.1 gives a picture of the plasma and a schematic representation of
the plasma source. An atmospheric pressure plasma jet is generated in a
quartz capillary with inside and outside diameters of 1.3 and 3.0 mm, re-
spectively. The high voltage electrode is a tungsten rod of 0.5 mm diameter
with half spherical shape of the tip; it is placed inside the tube. The ground
electrode has the form of a ring with length of 10 mm and is placed out-
side and around the capillary. This makes it insulated from the plasma by
dielectric material and is responsible for the DBD feature of the plasma
source. In the region in between the electrodes, the so-called active zone
(AZ), the plasma is created. From there, it is pushed outside by a convec-
tive flow to the afterglow region (AG). This merges into the region where
the application takes place, the so-called external AG (eAG). The plasma
runs in low power, 2.5− 3.5 W, by applying a sinusoidal wave voltage at
fixed frequency of 61 kHz and amplitude of 5 kV.
6.3.2 Preparation of the Samples
To prepare the biofilm samples, the bacteria S. aureus and P. aeruginosa
were cultured in Tryptic Soy Broth (TSB) and the yeast C. albicans in a
Sabouraud Dextrose Broth (SDB). An overnight liquid culture has been di-
luted to contain approximately 108 Colony-Forming Units (CFU)/ml for
the bacteria and 107 CFU/ml for the yeast. For each biofilm experiment,
a round-bottomed polystyrene 96-well microtiter plate (TPP, Trasadingen,
Switzerland) is filled with 100µl of the diluted cell suspensions. Follow-
ing 4 h of adhesion, the supernatant (containing non-adhered cells) was
removed from all the wells and the plates were rinsed using 100µl phys-
iological saline (PS). Subsequently, 100µl of fresh culture medium was
added to each well and the plates were further incubated for 24 h at 37 ◦C.
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Figure 6.1: Top: Picture of atmospheric pressure plasma created by the
DBD jet in Ar. Bottom: Schematics of the plasma source; giving the
dimensions of the various structure components; the region between the
electrodes is the active zone (AZ), just behind the grounded electrode we
find the afterglow that can be subdivided in the internal (iAG) and external
afterglow (eAG).
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Figure 6.2: Exposing the samples to the plasma in a well of a 96-well
microtiter plate. The distance between the end of the capillary and the
bottom of the plate, where the biofilm is, is typically 8 mm.
Before plasma treatment, the growth medium is removed and biofilms are
washed with PS.
6.3.3 Exposure to the Plasma
All the experiments were performed under ambient air condition; i.e. a
pressure of 1 atm. The plasma source was mounted in a holder which al-
lowed fixing the distance between the source and the sample. The distance
between the exit of the capillary and the samples was at least 8 mm (see
Figure 6.2), therefore, only long living species can reach the treatment tar-
get; ions and short lifetime radicals are thus excluded. At that position the
gas temperature was found to be below 40 ◦C. Therefore, we do not ex-
pect any substantial thermal effects on the micro-organisms (which have
an optimal growth temperature of around 37 ◦C). No fan or gas circula-
tion system was used. Thus the plasma-born species are simply transported
from the plasma to the sample by diffusion and a flow driven convection.
6.3.4 Calculation of the Reduction Rate
After the exposure to plasma, a resazurin assay [127] is used to quantify the
fraction of the microbial population that survived the treatment. The non-
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fluorescent resazurin is added to the treated samples and the samples are in-
cubated for 30-60 min at 37 ◦C. The resazurin is reduced to the highly flu-
orescent resorufin by dehydrogenase enzymes in metabolically active cells.
This reduction occurs only in living cells. Thus, the amount of resorufin
produced is proportional to the number of viable cells in the sample. The
resorufin formed is quantified by measuring the relative fluorescence units
(RFU) using a fluorometer (λexcitation : 560 nm, λemission : 590 nm). This
quantity is used to calculate the reduction rate:
reductionrate =
FC − FS
FC
× 100
where FC is the fluorescence value of the control minus the blank samples
and FS is the fluorescence value of the survived samples.
6.4 Results and Discussion
The plasma treatments were repeated at least five times for each sample-
type. The standard deviation are calculated for all treated samples and are
shown in the graph as error bar; typical values are around 10%. To get
well defined quantitative results we included in all the experiments, blanks
(wells without any sample) and controls (samples without treatment). An
extra control procedure is applied to determine the biocidal effect of argon
gas only; that is with the plasma switched off. The effect is evaluated by
exposing the samples to different argon flows. First we compare the re-
sults of the plasma treatment on the three different biofilms after which the
influence of the distance, flow and treatment time are studied.
6.4.1 Type of Micro-organisms
The survival rate after plasma exposure of the three different types of micro-
organisms is compared in figure 6.3. The first vertical bar, indicated by
CTRL, stands for the control wells. The corresponding survival rate is
100%, by definition. It is seen that after 3 min plasma exposure at 8 mm
from the capillary, 27% of S. aureus, 39% of C. albicans and 35% of P.
aeuroginosa survived. These results indicate that the effect of the plasma is
significant. In comparing our results with that of other studies one should
realize that we deal with biofilms while most others work with planktonic
cells. [92, 99, 113, 115]
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Figure 6.3: The survival rate of different biofilms after 1 min treatment by
an atmospheric pressure plasma jet at 8 mm distance from the end of the
capillary.
6.4.2 Distance
The same procedure is repeated by placing the samples at different dis-
tances from the exit of the capillary. The results for the distances of 8, 9, 10
and 11 mm are presented in figure 6.4. It is seen that increasing the distance
to the plasma, leads to an increase of the survival rate. This is valid for the
three different types of micro-organisms. For a distance of 11 mm almost
no reduction is observed.
6.4.3 Treatment Time
The inactivation or destruction of a population of micro-organisms is not
a well-defined concept. This is because it is almost impossible to pro-
vide a condition that inactivates all micro-organisms or to determine the
period after which all are destroyed. Therefore, we have to use the time
dependent inactivation rate to measure the microbial destruction. Stud-
ies [91, 93, 95, 97, 107, 113, 116] have shown that the survival curves have
different shapes and that these depend on the type of micro-organisms, the
type of the medium supporting the micro-organisms, the method of expo-
sure (direct or remote exposure), and the exposure time. In our study, the
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Figure 6.4: The survival rate of S. aureus after 1 min treatment by atmo-
spheric pressure plasma jet at different distances to the end of the capillary.
anti-biofilm effect on S. aureus increases by increasing the exposure time,
however, it is not a linear effect. This trend is shown in figure 6.5. A com-
parable trends are observed for C. albicans and P. aeruginosa.
6.4.4 Photons
The effect of photons has been studied on S. aureus by shielding the sam-
ples from the plasma by means of a quartz glass plate with thickness of
2 mm. The quartz glass covers the whole sample and there is no way
for the material particles to penetrate through it. The result of this ex-
periment points to a survival rate of 100%, meaning that the quartz plate
gives an adequate protection. The quartz plate is transparent to visible
and UV photons with λ > 200 nm. In order to get insight into the radi-
ation created by plasma, spectroscopic measurements were conducted us-
ing an Ocean Optics spectrometer (model S2000). The acquisition was
carried out over a period of 10 ms and was accumulated 500 times. The
result for argon is presented in figure 6.6 showing that the contribution to
the spectrum in the afterglow is mainly given by the bands of OH (around
310 nm) and N2 (340 nm) and the lines generated by the decay of Ar(4p)
lines (670− 800 nm).
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Figure 6.5: The survival rate of S. aureus after exposure to atmospheric
pressure plasma jet at 8 mm distance from the end of the capillary for vari-
ous time.
It is known from literature [95, 107, 109, 119] that UV can only inacti-
vate cells if the wavelength is within the "germicidal range" (220− 280 nm)
and if the dose is high enough. However, the spectrum of the afterglow
plasma does not show significant UV emission below 285 nm. Thus the
UV generated by the plasma does not satisfy these conditions and is not
expected to have a significant contribution in the inactivation process. This
is in line with literature sources [107] that report that most gas mixtures
used in atmospheric-pressure cold-plasma experiments simply do not result
in the emission of any appreciable dose of UV radiation at the germicidal
wavelengths. Special attention should be addressed to the radiation pro-
duced by the decay of the Ar(4s) levels for which radiation is generated
with wavelengths around 100 nm. This Vacuum UV radiation, which is ob-
structed by the quartz plate cannot be detected with our set-up. However,
these hard VUV photons will also be obstructed by the air/Ar mixture since
the propagation lengths are very small. Thus they do not reach the surface
even if quartz plate is absent. Concluding we may state that it is not likely
that the inactivation process is caused by photons emitted by the plasma.
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Figure 6.6: A spectral survey of the plasma at three different axial position.
It should be noted the spectrum at 17 mm is multiplied by a factor of 10.
6.4.5 Reactive Oxygen and Nitrogen Species
It is claimed by different groups [81,84,85,128] that discharges containing
oxygen have a strong germicidal effect. This is attributed to the presence
of reactive oxygen species (ROS) such as atomic oxygen, the metastable
singlet states, and ozone. To investigate the role of ROS in the deactivation
of biofilms the effect of the plasma is tested with ascorbic acid (Vitamin C).
This Vitamin C is known as an important cellular antioxidant by making
the oxygen unavailable for further reactions. In a series of experiments the
sample was covered with a small layer (2 mm approximately) of ascorbic
acid prior to the plasma treatment.
The plasma treatment did not show any reduction on biofilms. Now if
we assume that 1) all the ROS are captured by the Vitamin C and that 2)
Vitamin C is "transparent" for all other species we may conclude that the
action is performed by ROS. However, especially the second assumption is
doubtful. It is very well possible that the water layer associated with the
vitamin C protects the sample against other plasma species as well.
Another way to assess the role of ROS is to introduce oxygen into the
feed gas with the expectation that this will increase the anti-bioflm effect.
Results are given in figure 6.7 showing that a small amount of oxygen (2%)
does not have a significant effect on survival rate of the biofilms under
study. Moreover, a further increase to 5% results in a decrease of the anti-
biofilm effect.
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Figure 6.7: Survival rate of S. aureus for different amount of oxygen added
to the feed gas argon
In search for an explanation we present in figure 6.8 the plasma length
as a function of O2-addition which shows that adding O2 reduces the plasma
length. So introducing O2 in the plasma apparently destroys the excitation
power. Two reasons are of importance, one for the electron energy the
other for the electron density. Since O2 is a molecular gas rotation and
vibration loss channels will be offered for the electron energy. This reduces
the electron energy. Moreover oxygen is well-known as electro-negative
species; therefore it reduces the electron density.
We now return to the spectrum given in figure 6.6 for the three axial
positions. From these spectra we could not deduce molecular O2 emission.
This not necessarily means these species are not present. The main contri-
bution to the spectrum is given by the bands of OH (around 310 nm ) and
N2 (around 340 nm) and the lines emitted by Ar(4 p) (670− 820 nm)
In order to study the axial evolution of these spectral contributions
quantitatively, we introduce the concept of the Absolute Emission Rate
(AER), N˙T (in W m−3). It is defined by the power density of a certain
transition, T , divided by the (mean) photon energy, hν:
N˙T = T /hν
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Figure 6.8: Length of the plasma as a function of the addition of oxygen to
the feed gas.
This quantity represents the rate of the radiative destruction and gives
an indication of the rate of the production processes. The values of  for
all relevant transitions are determined in an absolute way, i.e. after cali-
brating the detected radiation with that of a standard source. Figure 6.9
gives the evolution of  as a function of axial position for the OH and N2
band and the combination of all 4 p −−→ 4 s line transitions in Ar. It is
clear that in the active zone (AZ) of the plasma the main part of the radia-
tive transitions points toward the decay of Ar(4 p) levels. The occupation
of these levels must have been created by electron excitation collisions of
the argon ground state. The formation of the Ar(4 p) density is an essential
stage in the formation of the plasma as Ar(4 p) is an important station in the
stepwise formation of electron-ion pairs.
In the afterglow we see that N2(C) becomes more important. While the
(Ar 4 p −−→ 4 s) decreases the (N2(C)) increases and it is evident that the
metastable N2(B) is created more and more. The most likely scenario is that
internal energy of Ar atoms gained in the AZ is converted into N2 molecules
that have entered the plasma afterglow by means of entrainment. So the
overall scheme is the following: the plasma created in the AZ of the plasma
source is an almost pure Ar plasma where electron-ion pairs are created
via step processes in which Ar(4 p) plays an important role as intermediate
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Figure 6.9: The evolution of as a function of axial position for OH and N2
and the combination of all 4 p −−→ 4 sline transitions in Ar.
station. Flowing to the application zone the internal energy of atomic Ar is
converted into internal energy of N2. This is most likely done via excitation
transfer since the electron density and energy will decrease in the AG. The
excited N2 might play an important role in surface processes. At least it will
be an important mediator in creating other metastable species. These will
de-excite through collisions prior to emitting a photon, transferring their
energy to other particles, eventually activating chemicals reactions in the
gas phase of the plasma or on surface exposed to it.
6.5 Conclusion
We investigated the microbicidal effects of a low power, cold atmospheric
pressure plasma jet operating by ac power supply driven at 61 kHz. S. au-
reus, P. aeruginosa as samples for gram-negative, gram-positive bacteria
and C. albicans for yeast were exposed to argon plasma. To identify the
role of plasma parameters and species, we carried out various experiments
by changing the distance to sample, exposure time and gas mixture. Our
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results show that the inactivation of biofilms is inversely proportional to the
distance from the nozzle and is proportional to treatment time. Adding oxy-
gen to the feeding gas which results in shortening the afterglow was found
to decrease the anti-biofilm effect. In order to get insight into role of the
plasma-born agents and to determine the most important one, we used the
method of exclusion. First we excluded the radicals; they are filtered out by
obstructing their access to the biofilm while the photons are admitted. The
result, being that the biocidal effect is reduced completely, suggests that
the radicals are responsible and that photon are not or much less important.
In search for the most effective radical, we used in the next exclusion step
ascorbic acid (Vitamin C), which is known to filter out all reactive oxygen
species. This again reduces the biofilm effect almost completely and sug-
gests that the ROS are responsible for the biofilm effect. However, as both
exclusion actions are not 100% reliable, we also inspected the evolution of
the spectrum of the plasma along its path from the active zone to the after-
glow. It is seen that internal energy initially stored in the argon atoms is
transformed to the entrained N2 molecules.
This study shows clear indication that reactive nitrogen species are cre-
ated in large abundances. These species can be important carriers of plasma
internal energy to the biofilms. They might also act as important interme-
diate species.
7
General Conclusions and
Recommendations
This concluding chapter starts with restating the aim of this study. After that
an overview will be given of the results and insights as gained in chapters
of the thesis. These will be given chapter by chapter. We conclude with
recommendations for future studies.
7.1 Conclusions
The aim of this thesis is to investigate the fundamental aspects of a DBD
plasma jet in the application for the inactivation of biofilms. The plasma
source, based on a DBD, creates a low temperature atmospheric plasma
jet flowing in the open air towards to the bacterial samples. This cross-
disciplinary study operates in the field where plasma physics and microbi-
ology merge together.
More specifically we aim to develop a versatile method that can guide a
systematic search-campaign to find the best plasma cocktail for this appli-
cation. The plasma state offers the possibility to create a myriad of cock-
tail of active agents such as heat-fluxes, EM fields, photons and reactive
species. So there is a strong need for a tool that guides the way through the
many possible plasma settings and the resulting plasma features.
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In our approach we see the plasma and its application as a three-fold
structure of Input, Content, Output; more popular this can be seen as the
Knobs, the Machinery and the Product of a fabrication process. The most
important input feature (knob) is the electrical coupling of the plasma; this
is dealt with in Chapter 2, the machinery, the plasma content or features are
studied in chapter 3 and 4. Chapter 5 and 6 deal with the output aspects;
the plasma product. The main emphasis lies on the machinery.
Chapter 2: The plasma is created by electrical energy coupling in
the zone between two electrodes, the so-called active zone (AZ). From
there it is flushed downstream to the afterglow region where the application
takes place. The electrical characterization primarily deals with the AZ; for
which we can determine the applied voltage, the current and power. From
these we can determine the current density and power density.
The applied voltage has a nice sinusoidal shape with an amplitude in
the order of 5 kV, the current is largely non-harmonic with a mean value
of 3 mA. The power is found to be around 3 W. The current density was
employed to get an estimation of the electron density, ne.
Changing the (electronic) settings has a clear impact on the plasma
length. So the length of the plasma, being relatively simple to measure,
might offer a good way to characterize the performance of the plasma,
globally. A longer plasma plume survives the air entrainment over larger
distances and is thus created by a more robust AZ plasma in which high Te
and ne values are reached.
Chapter 3: Optical emission spectrometry (OES) offers a simple method
to gather information on plasmas; it is based on non- intrusive observations.
Using atomic data, such as transition probabilities, OES can easily be em-
ployed to determine the density of many emitting states. This makes the
method popular. However, normally the method is used to determine rela-
tive intensities from which a temperature, the so-called excitation temper-
ature Texc is determined. Under LTE conditions the Texc should be equal
to the electron temperature Te. However, our plasmas suffer from large ef-
fluxes of energetic and charge particles. This violates the relative intensity
methods. Two steps were taken to make OES more valuable; first the mea-
surements are performed absolutely rather than relatively, second models
were employed to interpret the spectrum under non-equilibrium conditions.
Most studies dealing with absolute spectral measurements use the ra-
diance [in Wm−2nm−1sr−1] as the radiometric quantity. In that case a
ribbon lamp is employed as standard light source. However, due to the
filamentary behaviour of our plasma we could not follow this procedure.
Instead, we used the irradiance [Wm−2nm−1] as quantity and a halogen
lamp as standard light source.
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The absolute measurement of the continuum gives the electron density.
The method we apply is based on the fact that the most important contribu-
tion to the continuum is generated by electron-atom collisions. However,
the method turns out to be quite sensitive to the value of the electron tem-
perature.
The lines of the argon, especially those emitted by the decay of 4p
states, can be used to determine the electron temperature. For that method
we need a CRM model to take the effect of the departure from equilibrium
into account.
By measuring the absolute emission rates of molecular bands we get in-
formation on the radiative destruction rates of exited molecules. By using
production/destruction models this can be used to get insight in the forma-
tion of these light emitting species.
Chapter 4: The spectrum produced by the plasma consist of a contin-
uum on which lines and bands are superimposed. All these three ingredients
are used to characterize the plasma.
The methods presented and discussed in chapter 3 are assembled to a
procedure that enables in-depth characterization of plasmas. This proce-
dure delivers the (absolute) densities of the electrons and radiative species.
Using models, these experimental results can be transformed into the pro-
duction rates of reactive species and the electron temperature. All the in-
formation is obtained as function of axial position. The procedure can de-
scribed in one sentence as An axially resolved broad band survey method
performed under calibration and analyzed using non-equilibrium meth-
ods.
The procedure delivers a versatile tool that can be employed to obtain a
fast mapping of plasma properties; as each measurement-stroke takes only
10ms and delivers the complete visible spectrum. Two spectroscopic ar-
rangements are employed; one for the spectral calibration the second for the
axial resolution. By combining these for the plasma in the so-called cali-
bration control volume, we get for any axial position a calibrated spectrum.
The continuum gives, after calibration and using the appropriate theory, the
electron density. The electron density in the active zone is found to be
around 5× 1019 m−3 which is in a good agreement with the value obtained
via the electrical characteristics of the plasma. Moreover, the electron den-
sity in the afterglow can be determined as a function of the distance from
the ground electrode; values down to 2× 1017 m−3 could be detected. This
method is not expensive and much simpler than other methods (e.g. Thom-
son scattering). In addition, it is has a low detection limit and is therefore
applicable to a wide range of plasma conditions.
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The atomic lines of argon are used for the Te-determination. It is a
two step- approach; first the excitation temperature T13 as formed by the
density ratio of states in the ground level and the 4p level group is deter-
mined. The fact that these levels blocks are separated by a large energy
distance of 13.33 eV makes the T13 determination very accurate. Secondly
a CRM is employed to translate T13 into Te. It is essential that the radia-
tion detected from the decay of Ar(4p) levels is calibrated, i.e. measured
absolutely. With the relative methods, often used in literature, it is not pos-
sible to combine the "relative" densities of emitting atoms with the density
of the ground state of argon. The latter is not radiating and must be derived
from the gas law. The method known as the ALI-CRM method is employed
to measure the axial profile of the electron temperature in a DBD jet and
to study how Te(z) depends on the plasma settings. The determined Te
values are significantly higher than those reported in the past for compa-
rable plasmas. Control parameters that were found to be important are the
O2 concentration and the distance between the electrodes del. Enlarging the
inter-electrode distance has almost no effect on the active zone. However, it
is found that downstream the plasma created by a large del remains higher
in electron temperature. By adding 2% of O2 we see that this leads to a
reduction of Te, even in the active zone.
The bands give insight in the production rates of reactive molecular
species. The most important result is the observation that the N2(C) band
becomes a very important emission source in the external afterglow. In
this region, that is adjacent to the plasma-application zone, the electron
density and temperature are low. Therefore, the production of N2(C) can
not be the result of electron excitation kinetics. The most likely production
channel is via the excitation transfer of argon metastables. This supports
the overall picture that the plasma basically consists of two zones, the active
zone where electron kinetics leads to the creation of excited argon species
and the afterglow where the internal energy of argon species in converted
into that of reactive nitrogen species (RNS). On the substrate the internal
energy of RNS can be employed for the application. Reaction rate models
are needed to get more insight in the various production mechanisms.
Chapter 5: For a proper understanding of the overlap-field of plasma
physics and micro-biology the plasma physicist needs some basic insight
in cell-biology. Most important is to realize that there are two colonial
living forms of micro-organisms. The planktonic form in which the micro-
organisms live more less independent from each others and the biofilm form
in which the micro-organisms are organized in a matrix that gives protec-
tions against invaders. Most of the studies in this overlap field deal with
MO in a planktonic colonies. They are much easier to destroy than the
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micro-organisms in biofilms. Our study is one of the few that deal with the
destruction of biofilms.
An overview is given of the various studies performed in the past. It
shows a huge variety in different types of micro-organisms and myriad of
plasma sources. The latter can be classified in planar structures, corona dis-
charges and jets. The jets can only be driven in noble gases; this in view of
the two-fold structure. In the active zone, electron excitation kinetics leads
to the formation of excited argon species. In the afterglow these are con-
verted into reactive nitrogen and oxygen species; mainly due to excitation
transfer collisions.
Chapter 6: This chapter gives the experimental results of the appli-
cation of the plasma source under study to biofilms based on the micro-
organisms created with the S. aureus, P. aeruginosa and C. albicans. S. au-
reus, P. aeruginosa function as samples for gram-negative, gram-positive
bacteria and C. albicans for yeast. To identify the role of plasma param-
eters and species, various experiments were carried out; among others by
changing the distance to sample the exposure time and gas mixture. The
results show that the inactivation of biofilms is inversely proportional to
the distance from the nozzle and is proportional to treatment time. Adding
oxygen to the feeding gas, which results in shortening the afterglow, was
found to decrease the anti-biofilm effect.
In order to get insight into role of the plasma-born agents and to deter-
mine the most important one, we used the method of exclusion. First we
excluded the radicals; they are filtered out by obstructing their access to the
biofilm while the photons are admitted. The result, being that the biocidal
effect is reduced completely, suggests that the radicals are responsible and
that photons are not or much less important. In search for the most effec-
tive radical we use in the next exclusion step ascorbic acid (Vitamin C),
which is known to filter out all reactive oxygen species (ROS). This again
reduces the biofilm effect almost completely and suggests that the ROS are
responsible for the biofilm effect.
However, as both exclusion actions are not 100% reliable, we also in-
spected the evolution of the spectrum of the plasma along its path from the
active zone to the afterglow. It is seen that internal energy initially stored
in the argon atoms is transformed to the entrained N2 molecules. RNS are
found to be created in large abundances. These species can be important
carriers of plasma internal energy to the biofilms. They might also act as
important intermediate species.
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7.2 Recommendations for Future Studies
The investigations presented in this study have given answer to several
questions. Nevertheless the insight obtained also shows that there are still
various remaining topics. Below they will be treated pointwise.
The electron density from current density: The electrical characteriza-
tion of the plasma deals with a method to deduce the electron density
from the current density. For this, we need the voltage drop over the
quasi neutral part of the plasma. To state it differently; the voltage
drop over the sheaths in front of the electrodes should not be taken
into account. So the question is which part of the supplied voltage
drops over the quasi neutral plasma. Due to the alternating voltage
the plasma will develop periodically in time. The period will consist
of time intervals in which plasma is created and others in which the
plasma decays. It is not obvious in which part of the cycle the sheath
is not important and the applied voltage drops over the quasi neutral
plasma part. To get insight in this topic modeling studies are needed.
Application to oxygen: The study points to the role of reactive nitrogen
species. However, it is suggested in many studies that reactive oxy-
gen species may also be important or even more important. In figures
4.3-4.6 we see that information on excited oxygen atoms can also
easily be deduced from the spectrum. It will be available after each
measurement stroke. Moreover, application of an actinometry model
might give indications on the concentration of ground state oxygen
atoms.
The diameter size: In the calculations of the various plasma quantities
the size of the plasma plays a role. In this study we assumed a fixed
value D = 0.2 mm for the diameter; a value based on iCCD pictures.
To enhance the accuracy of the methods one needs studies on the
diameter and to find out how it depends on the settings of the control
parameters.
The temporal behaviour: We assumed in this thesis that, the plasma is in
a quasi steady state. However, it is likely that the plasma will be tran-
sient and that the plasma emission follows the temporal behaviour of
the applied voltage. In case that the emission is pulsed we can expect
that the Te will be large during the maximum of the emission pulses.
The same might be applicable to ne.
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Deviations from Maxwell: The models applied to interpret the plasma
line spectrum take the non-equilibrium state of the plasma into ac-
count. More specifically: a collisional radiative model (CRM) is used
to describe the influence of transport on the atomic state distribution
function (ASDF). However, the rates used in the CRM assume that
the electron energy distribution function (EEDF) is Maxwellian. In
view of the relative low ionization ratio, this assumption might be
doubtful and a depopulation of the tail of the EEDF can be present.
In that case we can expect that the factual value of the electron tem-
perature (or better the mean electron energy) is larger than what is
found using a CRM based on Maxwellian rates.
Other applications: The methods developed in this thesis for the investi-
gation of the fundamental aspects of a DBD plasma jet has a much
broader application field than the topic for which it was developed
initially; the inactivation of biofilms. The procedure of the axially
resolved broad band survey method performed under calibra-
tion and analyzed using non-equilibrium methods can be applied
to any other argon plasma produced by the DBD jet. It can even be
employed to several other plasma sources. If the plasma is operated
in an other atomic feed gas, e.g. He we have to change the CRM.
In extending the application care should be taken that the underlying
models that account for non-equilibrium aspects are modified accord-
ingly.
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A
Energy and Transition Information for
Argon
An overview of the information for the energy levels and the radiative tran-
sitions of the ArI system used in this study is given in this appendix.
The important levels in ArI system are presented in Table A.1 and A.2
using the Racah, Pachen and orbital notation.
The levels are grouped in blocks. An overview of the most relevant
blocks is given in figure A.1.
The energy distances between the blocks is not to scale. The numbers
along the arrows corresponds to number of transitions. The precise transi-
tion information is given in figure A.5 and A.6.
Precise energy values are given in table A.3 for the 4s, 4p and 5p blocks
(in Pachen notation 1sx, 2py and 3pz.) In our studies denoted by block 2, 3
and 4. This is supported graphically by figure A.2, A.3 and A.4.
Orbital Block
s
4s 5s 6s 7s
1s 2s 3s 4s
p
4p 5p 6p 7p
2p 3p 4p 5p
Table A.1: The blocks in Racah notation (top row) and the corresponding
blocks in Paschen notation (bottom row)
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Orbital Levels
s
[3/2]2 [3/2]1
′[1/2]0 ′[1/2]1
s5 s4 s3 s2
p
[1/2]1 [5/2]3 [5/2]2 [3/2]1 [3/2]2
p10 p9 p8 p7 p6
[1/2]0
′[3/2]1 ′[3/2]2 ′[1/2]1 ′[1/2]0
p5 p4 p3 p2 p1
Table A.2: The orbitals and the levels they contain in Racah notation (top
row) and Paschen notation (bottom row)
ground
4s
5s
4p
5p
3d
4d
5d
4f
2
2 2
21
2
14 19
2
3 14
Figure A.1: The most relevant energy blocks of the ArI system.
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Paschen Racah energy [eV]
4s
1s5 4s[3/2]2 11.584
1s4 4s[3/2]1 11.624
1s3 4s
′[1/2]0 11.723
1s2 4s
′[1/2]1 11.828
4p
2p10 4p[1/2]1 12.907
2p9 4p[5/2]3 13.063
2p8 4p[5/2]2 13.095
2p7 4p[3/2]1 13.153
2p6 4p[3/2]2 13.172
2p5 4p[1/2]0 13.273
2p4 4p
′[3/2]1 13.283
2p3 4p
′[3/2]2 13.302
2p2 4p
′[1/2]1 13.328
2p1 4p
′[1/2]0 13.480
5p
3p10 5p[1/2]1 14.464
3p9 5p[5/2]3 14.499
3p8 5p[5/2]2 14.506
3p7 5p[3/2]1 14.525
3p6 5p[3/2]2 14.529
3p5 5p[1/2]0 14.576
3p4 5p
′[3/2]1 14.681
3p3 5p
′[1/2]1 14.687
3p2 5p
′[3/2]2 14.688
3p1 5p
′[1/2]0 14.738
Table A.3: Atomic levels of Ar 4s, 4p, and 5p in Paschen and Racah nota-
tion and their energy
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Figure A.2: Energy levels of the Ar(1s) block.
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Figure A.3: Energy levels of the Ar(2p) block.
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Figure A.4: Energy levels of the Ar(3p) block.
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Figure A.5: Radiative transitions of 2 p −−→ 1 s.
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Figure A.6: Radiative transitions of 3 p −−→ 1 s.
B
Calibration using a Quartz Halogen,
Tungsten Filament Lamp
For the calibration we used the 208 W, quartz halogen, tungsten filament
lamp from Oriel (Part: 63355, Lamp Serial Number: 7∼1730). The lamp
was pre-treated and calibrated using the equipment in Oriel’s calibration
facility.
The spectral irradiance produced at a distance of 0.5 m when operated
at the calibration current is provided by the Oriel by a fitting formula. The
formula is found using a method suggested by NIST. It is slightly modi-
fied for faster convergence when using commercial algorithms. Irradiance
values, calculated using this formula are used to calibrate our plasma.
Safety consideration
There are three hazards associated with the operation of this lamp:
• Ultraviolet Radiation
• Heat
• Electrical
Ultraviolet radiation These lamps emit low levels of ultraviolet radia-
tion, UVA, UVB and UVC. Since these are potentially hazardous to
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Figure B.1: Spectral irradiance of various Quartz Tungsten Halogen Lamps
given by www.newport.com/oriel.
the eyes and the skin, it is recommend to wear UV goggles and limit
exposure of the skin. Obviously it depends on how close you work
to the lamp, how long you operate the lamp etc.
Heat The surface of the lamp is hot enough to burn skin or ignite com-
bustible materials. Additionally, dark combustible materials close to
the lamp may ignite.
Electrical hazard The lamp operates at 6.5 A and approximately 30 V.
The latter is considered as a hazardous voltage level.
Calibration Results
Spectral irradiance at 0.5 m of various Quartz Tungsten Halogen Lamp as
provided by Oriel is illustrated in fig B.1.
However, specifically for the lamp used in our experiment (Serial No.:
7∼1730), the irradiance (mW/m2nm) is given by the following fitting for-
mula:
λ−5 exp (A + B/λ)(C + D/λ+ E/λ2 + F/λ3 + G/λ4 + H/λ5)
APPENDIX B 127
where
A = 43.0559630337683
B = −4428.78942696038
C = 0.945039798025904
D = 172.640918075937
E = −177869.067938839
F = 72119088.9154368
G = −10284390354.6832
H = 0
We have used these data in the setup explained in chapter 4 to measure
the absolute intensities emitted by our plasma.
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C
Irradiance versus Radiance
Ae
Ωr
Ωr
Ωe
Ωe
d
Ar
Emitter Receiver
In the picture the emitter e is at the lhs and the receiver r is at the rhs.
From the radiation emitted by the emitter a part, with flux Φ (in W), is
collected by the receiver. The flux density at the receiver is given by the
irradiance Ir = Φ/Ar where Ar is the collecting area of the receiver. The
solid angle Ωe at which e is viewed by r is Ωe = Ae/d2. The solid angle at
which r is seen by e is Ωr = Ar/d2.
The radiance of the collected radiation at receiver equals:
Rr = Ir/Ωe = (Φ/Ar)/Ωe = (Φ/Ar)/(Aed
−2) = Φd2/ArAe (C.1)
This is the same as the radiance-value at which the radiation (in Φ) leaves
the emitter.
Re = Ie/Ωe = (Φ/Ae)/Ωr = (Φ/Ae)/(Ard
−2) = Φd2/ArAe (C.2)
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We assume that no radiation is added nor subtracted; thus Φ remains un-
changed.
If we double the distance, this will lead to the reduction of the Φ col-
lected by the receiver r with 22. So that Ir goes down with 22 as well. How-
ever, since the solid angle of the emitter at the receiver-place (Ωe = Ae/d2)
goes down with the same factor, the Rr will remain unaltered.
There is a limitation: the distance can be so large that the solid angle of
the emitter (viewed by the receiver) can no longer be resolved. That is the
case with stars that they are seen as point-like sources.
In astronomy, distinction is made by stars and nebulae. In that sense
the moon and sun are nebulae! The solid angle is resolvable and we can
determine the R-value of the sun here on earth. But for stars that is not
possible.
In the same way, if the plasma is so small that we can not resolve the
solid angle at which it is manifest, we have to work with irradiance.
Note that R is the most essential radiometric quantity. The Planck equa-
tion gives a value of R not of I, as the latter is undefined (distance depen-
dent).
The example above deals with surfaces. In our practice, we observe a
plasma volume V in which the emission coefficient is j. The flux density
(irradiance) received at distance d is than 4pijV/(4pid2) = jV/d2; Herein
assuming isotropy in emission and reception. If j is not homogeneous we
write I =< j >V V/d2. Taking the spectral dependence into account we
have to write Iλ(λ) =< jλ(λ) > V/d2.
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