Abstract. In this paper we study the relationship of hyperbolicity and (Cheeger) isoperimetric inequality in the context of Riemannian manifolds and graphs. We characterize the hyperbolic manifolds and graphs (with bounded local geometry) verifying this isoperimetric inequality, in terms of their Gromov boundary. Furthermore, we characterize the trees with isoperimetric inequality (without any hypothesis). As an application of our results, we obtain the solvability of the Dirichlet problem at infinity for these Riemannian manifolds and graphs, and that the Martin boundary is homeomorphic to the Gromov boundary.
Introduction
In this paper we study the relationship of hyperbolicity and (Cheeger) isoperimetric inequality in the context of Riemannian manifolds and graphs with bounded local geometry. Cao proved in [21] that hyperbolicity with an extra hypothesis on the Gromov boundary implies (Cheeger) isoperimetric inequality (an extra hypothesis is necessary, since there exist hyperbolic graphs without isoperimetric inequality, as the Cayley graph of the group Z). Furthermore, Example 6.5 and [56, Section 4, Example (a)] show that isoperimetric inequality does not imply hyperbolicity for graphs and manifolds, respectively.
It is natural to look for relations between hyperbolicity and Cheeger isoperimetric inequality, since Gromov hyperbolicity can be defined in an alternative way by using a different kind of isoperimetric inequality [3] , [38] .
Isoperimetric inequalities are of interest in pure and applied mathematics (see, e.g., [23] , [53] ). There are close connections between isoperimetric inequality and some conformal invariants of Riemannian manifolds and graphs, namely Poincaré-Sobolev inequalities, the bottom of the spectrum of the Laplace-Beltrami operator, the exponent of convergence, and the Hausdorff dimensions of the sets of both bounded geodesics and escaping geodesics in a negatively curved surface (see [11] , [18, p.228] , [24] , [31] , [32] , [33] , [34] , [35] , [50] , [52] , [60, p.333] ). The Cheeger isoperimetric inequality is closely related to the project of Ancona on the space of positive harmonic functions of Gromov-hyperbolic manifolds and graphs ( [4] , [5] and [6] ). In fact, in the study of the Laplace operator on a hyperbolic manifold or graph X, Ancona obtained in these three last papers interesting results, under the additional assumption that the bottom of the spectrum of the Laplace spectrum λ 1 (X) is positive. The well-known Cheeger inequality λ 1 (X) ≥
4 h(X)
2 , where h(X) is the isoperimetric constant of X, guarantees that λ 1 (X) > 0 when h(X) > 0 (see [17] for a converse inequality). Hence, the results of this paper are useful in order to obtain these Ancona's results.
Given any Riemannian n-manifold M , the Cheeger isoperimetric constant of M is defined as Let X be a metric space. Fix a base point o ∈ X and for x, x ′ ∈ X let (x|x
The number (x|x ′ ) o is non-negative and it is called the Gromov product of x, x ′ with respect to o.
Definition 1.3.
A metric space X is (Gromov) hyperbolic if it satisfies the δ-inequality
for some δ ≥ 0, for every base point o ∈ X and all x, y, z ∈ X.
We denote by δ(X) the sharp hyperbolicity constant of X:
δ(X) = sup min{(x|z) o , (z|y) o } − (x|y) o x, y, z, o ∈ X .
Hence, X is hyperbolic if and only if δ(X) < ∞.
The theory of Gromov hyperbolic spaces was introduced by M. Gromov for the study of finitely generated groups (see [38] ). The concept of Gromov hyperbolicity grasps the essence of negatively curved spaces like the classical hyperbolic space, Riemannian manifolds of negative sectional curvature bounded away from 0, and of discrete spaces like trees and the Cayley graphs of many finitely generated groups. It is remarkable that a simple concept leads to such a rich general theory (see [3, 36, 38] ). This theory has been developed from a geometric point of view to the extent of making hyperbolic spaces an important class of metric spaces to be studied on their own (see, e.g., [12, 16, 19, 36, 62] ). In the last years, Gromov hyperbolicity has been intensely studied in graphs (see, e.g., [9, 10, 13, 41, 42, 48, 55, 57, 58, 59, 63] and the references therein). Gromov hyperbolicity, specially in graphs, has found applications in different areas such as phylogenetics (see [29, 30] ), real networks (see [1, 2, 27, 28, 46, 51] ) or the secure transmission of information and virus propagation on networks (see [41, 42] ).
We want to remark that the main examples of hyperbolic graphs are the trees. In fact, the hyperbolicity constant of a metric space can be viewed as a measure of how "tree-like" the space is, since those spaces X with δ(X) = 0 are precisely the metric trees. This is an interesting subject since, in many applications, one finds that the borderline between tractable and intractable cases may be the tree-like degree of the structure to be dealt with (see, e.g., [25] ).
In this paper we characterize the trees with isoperimetric inequality in Theorem 3.16, in terms of their Gromov boundary. The main idea is that a geometric object is usually much simpler near infinity: if one looks at it on the boundary, then its essential features are captured whereas all the background noise faints. If we consider hyperbolic graphs instead of trees, Theorem 4.15 characterizes the uniform hyperbolic graphs with isoperimetric inequality. In Theorem 5.12, we extend this result for a large class of Riemannian manifolds. Theorems 4.15 and 5.12 generalize Cao's Theorem (see Remark 5.17) . Corollaries 5.18 and 5.19 show that for many manifolds and graphs X, the Dirichlet problem at infinity is solvable on X and the Martin boundary of X is homeomorphic to its Gromov boundary. Finally, in Section 6 we give another sufficient condition for isoperimetric inequality by using local information of the graph. It allows to show that there exists a large class of non-hyperbolic graphs with positive Cheeger isoperimetric constant.
Amenability is an important property in the context of geometric group theory. It is well-known that a finitely generated group is amenable if and only its Cayley graph with respect to any finite generating set is amenable. M. Gromov proved in [38] that a finitely generated infinite hyperbolic group is amenable if and only if it is virtually cyclic, in which case its boundary contains two points. There are many properties which are proved to be equivalent to amenability in different contexts. In the context of connected uniform graphs see, for example, [44] . As it was mentioned by I. Kapovich in this work (see the references therein), non-amenable graphs play an important role in the study of various probabilistic phenomena, such as random walks, harmonic analysis, Brownian motion and percolations, on graphs and manifolds. As it was proved in [22, Theorem 51] , if Γ is a connected uniform graph, then h(Γ) > 0 if and only if Γ is non-amenable. Therefore, the characterization in Theorem 4.15 can be seen as a characterization of amenability on uniform hyperbolic graphs in terms of the boundary.
Some previous results
Given a real-valued function f on the vertex set V of any graph Γ, a discrete version of the gradient can be defined as
for every ordered pair of vertices x, y with xy ∈ E, and ∇ xy f = 0 if xy / ∈ E. The discrete version of the Laplacian can be also defined as follows:
Let us recall the discrete version of Green's formula (see [26] ). If f and g are functions on V and one of them has a finite support, then
Consider g = ℵ A , the characteristic function of A:
Then, Green's formula implies the following, which appears as Proposition 2.3 in [21] . Since there is a slight difference in the notation we include the proof. Furthermore, the argument in this proof gives Corollary 2.2 below, which will be useful in the proof of Lemma 3.11.
Proposition 2.1. Let Γ be a µ-uniform graph. Suppose that there is a function f defined on the vertex set V and satisfying the following:
The argument in the proof of Proposition 2.1 has the following direct consequence.
Corollary 2.2. Let Γ be a graph. Suppose that there is a function f defined on the vertex set V and satisfying the following:
for every finite subset A ⊂ V such that |N (x) ∩ A| = 1 for each x ∈ ∂A.
Trees
The end space of a tree is one of the ways to define a metric on its boundary at infinity. This definition allows to build several categorical equivalences between trees and ultrametric spaces. Let us recall some basic definitions from [39] . See also [40] and [49] .
A rooted tree, (T, v), consists of a tree T and a fixed point v ∈ T , called the root.
Definition 3.2. The end space of a rooted tree (T, v) is given by:
Let F, G ∈ end(T, v).
(1) The Gromov product at infinity is
is a complete ultrametric space of diameter at most 1.
Given a tree T and a fixed point v, for any point x ∈ T let 
Seeking for a contradiction, assume that there is a geodesic ray F emanating from v in (T, v) with
Notice that T ′ is also geodesically complete and T ∞ T ′ ⊆ T leading to contradiction since T ∞ is maximal with this condition. Hence, end(T, v) ⊆ end(T ∞ , v).
Proof. Choose K ∈ N such that (T, v) is K-pseudo-regular. Consider any isometric embedding F 1 : [0, t 0 ] → T with t 0 ∈ N and F 1 (0) = v, and let a 1 = F 1 (t 0 ). Since (T, v) is K-pseudo-regular, there exists a point a 2 in S(v, t 0 + K) ∩ T v a1 and there is an extension of F 1 to a geodesic
Repeating the process we obtain geodesics F n : [0, t 0 + (n − 1)K] → T with F n (t 0 + (n − 1)K) = a n ∈ S(v, t 0 + (n − 1)K) where F n is an extension of F n−1 . Then, let F : [0, ∞) → T be such that F (t) := F n (t) for any n with t 0 + (n − 1)K ≥ t. Trivially, F is an isometric embedding extending F 1 .
Given a graph Γ and A ⊂ V (Γ), we denote by G(A) the subgraph induced by A, i.e., the subgraph of Γ with V (G(A)) = A and E(G(A)) = {xy ∈ E(Γ) | x, y ∈ A}.
Lemma 3.11. Let (T, v) be a 1-pseudo-regular rooted tree, and A ⊂ V (T ) a finite set such that G(A) is connected. Then
Proof. Let f be the function defined on V (T ) such that f (w) = n for every w ∈ S(v, n) and n ≥ 0. Since T is a tree, it is immediate to check that |∇ xy f | = 1 for every xy ∈ E(T ). Also,
Since T is a tree and G(A) is connected, we have |N (x) ∩ A| = 1 for every x ∈ ∂A. Therefore, by Corollary 2.2,
. Given a rooted tree (T, v) and A ⊂ V (T ), we say that w ∈ ∂A is a non-essential vertex in ∂A if d(v, w) < d(v, z) for every z ∈ A, and we denote by ∂ ne A the set of non-essential vertices in ∂A. Since T is a tree, if G(A) is connected, then |∂ ne A| = 1 when v / ∈ A and ∂ ne A = ∅ otherwise. The essential boundary ∂ e A of A is the set ∂ e A = ∂A \ ∂ ne A. Define ∂ 1 e A as the set of vertices in A at distance 1 from ∂ e A, i.e., the set of neighbors of ∂ e A in A. 
We prove now the second inequality. Let ∂ The following fact is elementary.
Lemma 3.13. Let (T, v) be a geodesically complete rooted tree,
Fix a finite set A ⊂ V (T ) with G(A) connected. By simplicity in the notation, assume that v ∈ A. Let us define
We are going to bound |V (T (A))|. If n 0 ≥ 1, then
Let us define a tree T ′ with vertices ∪ n∈N∪{0} S nK and such that given a n ∈ S nK , a n+1 ∈ S (n+1)K , a n a n+1 defines an edge if and only if a n+1 ∈ T v an . Thus, (T ′ , v) is a 1-pseudo-regular rooted tree. If we define the set
and define F (a) = a ′ . Since F is an injective map, we have
Note that |V (T (A))| ≤ 6K|∂ e A| trivially holds if n 0 = 0, since in this case |V (T (A))| = 1 and |∂ e A| ≥ 1. Hence, we conclude in any case
The same argument proves that |A| ≤ 7K|∂ e A| holds for every finite set A ⊂ V (T ) with G(A) connected and v / ∈ A. Fix a finite set A ⊂ V (T ). We can write A = A 1 ∪ · · · ∪ A r , where G(A 1 ), . . . , G(A r ) are the connected components of G(A). We have proved |A j | ≤ 7K|∂ e A j | for 1 ≤ j ≤ r. Since T is a tree, the sets {∂ e A 1 , . . . , ∂ e A r } are pairwise disjoint and ∂ e A 1 ∪ · · · ∪ ∂ e A r ⊆ ∂A, and we conclude
Since A is an arbitrary finite set in V (T ), we conclude h(T ) ≥ Let us assume now that T is not pseudo-regular, this is, for every K ∈ N, there exists a vertex
K for every K ∈ N and we conclude h(T ) = 0.
Remark 3.15. Let T k be the homogeneous k-tree with k ≥ 3 and fix any vertex v in T k . It is immediate to see that (T k , v) is 1-pseudo-regular. Therefore, by Proposition 3.14, h(T k ) ≥ 1 7 > 0. As usual, we say a graph Γ is infinite if |V (Γ)| = ∞, and that it is unbounded if diam Γ = ∞. If Γ is a graph with |N (v)| < ∞ for every v ∈ V (Γ) (in particular, if Γ is uniform), then Γ is unbounded if and only if it is infinite.
Let us consider an unbounded rooted tree (T, v), its maximal geodesically complete subtree (T ∞ , v) and
Notice that this implies that v is a pole. In fact, for uniform trees, being complemented is equivalent to having a pole.
The previous results allow to prove the main result in this section, which characterizes the trees verifying the isoperimetric inequality.
Proof. Let us prove first h(T ∞ ) ≥ h(T ). Fix a finite set
and h(T ∞ ) ≥ h(T ). Assume now that (T ∞ , v) is K-pseudo-regular and (T, v) is C-complemented. Let {T j } j∈J be the connected components of the closure of T \ T ∞ and {v j } = T j ∩ T ∞ for each j ∈ J. Note that {T j } j∈J are pairwise disjoint. Fix a finite set A ⊂ V (T ) and define
We conclude
Finally, assume that h(T ) > 0. Hence, h(T ∞ ) ≥ h(T ) > 0 and Proposition 3.14 gives that (T ∞ , v) is pseudo-regular. Since (T ∞ , v) is the maximal geodesically complete subtree of (T, v), any connected component of the closure of T \ T ∞ is a finite tree. Seeking for a contradiction, assume that (T, v) is not complemented. Given any C ∈ N, there exists a connected component T C of the closure of T \ T ∞ with
Since this inequality holds for every C ∈ N, we have h(T ) = 0, which is a contradiction. Hence, (T, v) is complemented.
Note that, since the condition h(T ) > 0 is independent of v, we can choose any root v.
In the case of uniform unbounded trees, the characterization can be given in terms of the boundary at infinity.
Let us adapt the following definition from [19] where we introduce the constant ε 0 for convenience. Notice that for bounded metric spaces both definitions coincide. Since herein this property will be always applied to compact spaces all the results work as well with the original definition.
Definition 3.17. Given a metric space (X, d) and a constant S > 1, we say that (X, d) is S-uniformly perfect if there exists some ε 0 > 0 such that for every x ∈ X and every 0 < ε ≤ ε 0 there exist a point y ∈ X such that
Lemma 3.18. A metric space (X, d) is uniformly perfect if and only if there is a constant R > 1 and some ε 0 > 0 such that for every x ∈ X and every 0 < ε ≤ ε 0 there exist at least two points y 1 , y 2 ∈ X such that d(x, y i ) ≤ ε for i = 1, 2 and
Proof. The if part is immediate with S = 2R and either y = y 1 or y = y 2 .
Suppose that (X, d) is S-uniformly perfect and consider 0 < ε ≤ ε 0 . Then, there exist y 1 ∈ X such that
It is easy to check that if X is uniformly perfect with constants S and ε 0 , and ε ′ 0 is any positive constant, then X is also uniformly perfect with constants S max 1, Proof. Suppose (T, v) is K-pseudo-regular. Given any point F ∈ end(T, v) and any ε > 0, let a = F (⌈− ln(ε)⌉), where ⌈x⌉ denotes the upper integer part of x, i.e., the smallest integer greater or equal than x. Then, there exist y 1 , y 2 ∈ S(v, ⌈− ln(ε)⌉ + K) ∩ T v a . Since T is geodesically complete, there exist G 1 , G 2 ∈ end(T, v) with G i (⌈− ln(ε)⌉ + K) = y i and at least one of them, let us assume G 1 , satisfies that
. Hence, end(T, v) is e K -uniformly perfect. Suppose that end(T, v) is uniformly perfect and suppose R > 1 satisfying the condition in Lemma 3.18. Consider any a ∈ V (T ). Since T is geodesically complete, there exist some F ∈ end(T, v) and some t 0 ≥ 0 such that F (t 0 ) = a. Thus, a ∈ S(v, t 0 ). Let ε := e −t0 . Then, there exist at least two points
for every t ≥ t 0 and i = 1, 2. Also, since 
Hyperbolic graphs
Let us recall the concepts of geodesic and sequential boundary of a hyperbolic space and some basic properties. For further information and proofs we refer the reader to [12, 19, 36, 38] .
Let X be a hyperbolic space and o ∈ X a base point.
The relative geodesic boundary of X with respect to the base-point o is
In fact, the definition above is independent from the base point. Therefore, the set of classes of geodesic rays is called geodesic boundary of X, ∂ g X. Herein, we do not distinguish between the geodesic ray and its image.
A sequence of points {x i } ⊂ X converges to infinity if
This property is independent of the choice of o since
Using the δ-inequality, we easily see that this defines an equivalence relation for sequences in X converging to infinity. The sequential boundary at infinity ∂ ∞ X of X is defined to be the set of equivalence classes of sequences converging to infinity.
Note that given a geodesic ray γ, the sequence {γ(n)} converges to infinity and two equivalent rays induce equivalent sequences. Thus, in general, ∂ g X ⊆ ∂ ∞ X. We say that a metric space is proper if every closed ball is compact. Every uniform graph and every complete Riemannian manifold are proper geodesic spaces. For every ξ, ξ ′ ∈ ∂ ∞ X, its Gromov product with respect to the base point o ∈ X is defined as
where the infimum is taken over all sequences {x i } ∈ ξ, {x
If X is a δ-hyperbolic geodesic space, then for every pair of geodesic rays σ, σ ′ with σ(0) = x 0 = σ ′ (0) and such that {σ(n)} ∈ ξ and {σ
is defined for any x ∈ X, ξ ∈ ∂ ∞ X, where the infimum is taken over all sequences {x i } ∈ ξ.
A hyperbolic space X is said to be visual, if for some base point o ∈ X there is some constant D > 0 such that for every (1) X is δ-hyperbolic, (2) there exists
Furthermore, if (1) holds, then δ 1 and δ 2 are constants which just depend on δ. Proof. Suppose that there exist v ∈ X and M > 0 such that for any x ∈ X there is a geodesic ray σ with
Since X is δ-hyperbolic for some constant δ ≥ 0, then
Now, suppose that there exist v ∈ X and D > 0 such that for every x ∈ X there is some ξ ∈ ∂ ∞ X with
Let us consider the geodesic triangle ∆ = {v, x, σ(i)} and let
we have for any ε > 0 and i big enough
Remark 4.6. Notice that for any visual metric, ∂ ∞ X is bounded and complete.
Let us recall the following construction from [19] .
Note that if A is maximal with this property, then the union ∪ a∈A B r (a) covers X. A maximal r-separated set A in a metric space X is called an r-approximation of X.
A hyperbolic approximation of a metric space X, H(X), is a graph defined as follows. Fix a positive r ≤ 1 6 which is called the parameter of H(X). For every k ∈ Z, let A k ∈ X be an r k -approximation of X. For every a ∈ A k , consider the ball B(a, 2r k ) ⊂ X. Let us define, for every k, the set V * k := {B(a, 2r k ) | a ∈ A k } and a set V k which has a vertex corresponding to each ball in V * k . Then let V = ∪ k∈Z V k be the set of vertices of the graph H(X). Thus, every vertex v ∈ V corresponds to some ball B(a, 2r k ) with a ∈ A k for some k. Let us denote the corresponding ball to v ∈ V simply by B(v).
There is a natural level function l : V → Z defined by l(v) = k for v ∈ V k . Vertices v, v ′ are connected by an edge if and only if they either belong to the same level, V k , and the closed ballsB(v),B(v ′ ) intersect,B(v) ∩B(v ′ ) = ∅, or they lie on neighboring levels V k , V k+1 and the ball of the upper level, V k+1 , is contained in the ball of the lower level, V k .
Since A k is an r k -approximation of X for any k ∈ Z and r ≤ 1 6 , every vertex in V k has a neighbor in V k+1 . An edge vv ′ ⊂ H(X) is called horizontal if its vertices belong to the same level, v, v ′ ∈ V k for some k ∈ Z. Other edges are called radial. Consider the path metric on X for which every edge has length 1.
Note that any (finite or infinite) sequence {v k } ∈ V such that v k v k+1 is a radial edge for every k and such that the level function l is monotone along {v k }, is the vertex sequence of a geodesic in H(X). Such a geodesic is called radial. Assume now that X is bounded and non-trivial. Then, since r < 1, there is a maximal integer k with diam X < r k and it is denoted by k 0 = k 0 (diam X, r). Then, for every k ≤ k 0 the vertex set V k consists of one point, and therefore contains no essential information about X. Thus, the graph H(X) can be modified making V k = ∅ for every k < k 0 . This modified graph is called the truncated hyperbolic approximation of X, H t (X). The level function l has a unique minimum, v, with l(v) = k 0 . This point v can be considered as the natural base point of the truncated hyperbolic approximation. The following is inspired by the definition of a metric space having bounded geometry in [15] . Definition 4.9. Given a metric space (X, d), we say that X has strongly bounded geometry if for every K > 0 there exists M > 0 such that the following condition is satisfied: for any ε > 0, any ε-approximation of X, A ε , and any x ∈ X, |A ε ∩ B(x, Kε)| < M . Remark 4.10. Note that if ε > diam X, then |A ε | = 1 and |A ε ∩ B(x, Kε)| ≤ |A ε | = 1. Hence, in order to check whether X has strongly bounded geometry or not, it suffices to consider 0 < ε ≤ diam X. Proposition 4.11. If the metric space (X, d) has strongly bounded geometry, then H(X) is uniform.
Proof. Let v be any vertex in H(X). Let r be the parameter of H(X) and suppose that B(v) = B(x, 2r n ) for some x ∈ X and n ∈ N.
For each k ∈ N, let A k be the r k -approximation from the construction of H(X). Since X has strongly bounded geometry, there is some constant M 1 such that |A n ∩ B(x, 5r n )| < M 1 . Thus, there are less than M 1 vertices adjacent to v at level n.
Also, there is a constant M 2 such that |A n+1 ∩ B(x, 2 r · r n+1 )| < M 2 . Therefore, there are less than M 2 vertices adjacent to v at level n + 1.
Finally, there is a constant M 3 such that |A n−1 ∩ B(x, 2 · r n−1 )| < M 3 . Thus, there are less than M 3 vertices adjacent to v at level n − 1.
Hence,
A map f : X → X ′ between metric spaces is said to be a rough similarity if there exist constants a > 0 and
If there is a rough similarity between X and X ′ , then the spaces X and X ′ are called roughly similar to each other.
Theorem 4.12.
[19, Corollary 7.1.6] Visual hyperbolic geodesic spaces X, X ′ with bilipschitz equivalent boundaries at infinity are roughly similar to each other. In particular, every visual hyperbolic space is roughly similar (and therefore, quasi-isometric) to any (truncated) hyperbolic approximation of its boundary at infinity; and any two hyperbolic approximations of a complete bounded metric space Z are roughly similar (and therefore, quasi-isometric) to each other. Proposition 4.14. If Γ is a hyperbolic uniform graph with a pole, then ∂ ∞ Γ with any visual metric has strongly bounded geometry.
Proof. Let x 0 be a pole of Γ and d any metric in ∂ ∞ Γ with
for all ξ, ξ ′ ∈ ∂ ∞ Γ. Since Γ is δ-hyperbolic for some constant δ ≥ 0, Remark 4.2 gives that for every pair of geodesic rays σ, σ ′ with σ(0) = x 0 = σ ′ (0) such that {σ(n)} ∈ ξ and {σ
Consider any K > 0 and any ε > 0. By Remark 4.10, we can assume that 0 < ε ≤ diam ∂ ∞ Γ. Let σ 0 , σ be any two geodesic rays with starting in
Assume first that t 1 := − log a Kε c1 − 2δ ≥ 0, where ⌊s⌋ denotes the lower integer part of s, i.e., the greatest integer less or equal than s. Thus, there exists N big enough so that 
Let A ε be any ε-approximation of ∂ ∞ Γ. Let {γ i } i∈I be a set of geodesic rays with γ i ∼ γ j for every i = j and such that {[
Hence, lim sup
Since the Gromov product is non-negative, 0 < − log a ε c3 and t 2 := − log a ε c3 ≥ 1, where ⌈s⌉ denotes the upper integer part of s (thus, we can consider γ i (t 2 )). Therefore, for N big enough,
Since for every i ∈ I, γ i (t 1 ) must be a vertex in B(σ 0 (t 1 ), δ 1 ) and Γ is µ-uniform for some constant µ ∈ N, then γ i (t 1 ) is contained in a set of at most µ δ1 possible vertices in S(x 0 , t 1 ). Also, since Γ is µ-uniform, if t 2 ≥ t 1 , then for every vertex w ∈ S(x 0 , t 1 ) there exist at most µ t2−t1 vertices w
which only depends on K and some fixed constants (δ, µ, a, c 1 and c 2 ). If t 2 < t 1 , then a similar and simpler argument gives |A ε ∩ B([σ 0 ], Kε)| = |I| ≤ µ δ1 . Finally, consider the case t 1 < 0. Thus, − log a Kε c1 − 2δ < 0 and − log a ε < 2δ + log a K c1 . Since Γ is µ-uniform and γ i (t 2 ) = γ j (t 2 ) for every i = j, we have 
2 > M 1 we are done. Otherwise, we repeat the process. Thus, for every point y i1,i2,...,it−1 , in each ball B(y i1,i2,...,it−1 , 1 3 t−1 R t−1 r k ) there exist two points y i1,i2,...,it−1,1 , y i1,i2,...,it−1,2 such that
. . , i t−1 ) = (j 1 , j 2 , . . . , j t−1 ) and for every i t , j t ∈ {1, 2}. Let us do this until 2 t > M 1 for some t ∈ N.
Since r ≤ 1 6 , there exists s ∈ N such that 3r s < 1 3 t R t . Therefore,
for every (i 1 , i 2 , . . . , i t ) = (j 1 , j 2 , . . . , j t ). Let A k+s be the r k+s -approximation of X in the construction of the hyperbolic approximation Γ ′ . Thus, for every (i 1 , i 2 , . . . , i t ), A k+s ∩ B(y i1,i2,...,it , r k+s ) contains at least one point, z i1,i2,...,it , and z i1,i2,...,it = z j1,j2,...,jt for every (i 1 , i 2 , . . . , i t ) = (j 1 , j 2 , . . . , j t ). Then, we obtain a set of 2 t points, Z = {z 1 , z 2 , . . . , z 2 t } ⊂ A k+s . Let us see that for every (i 1 , i 2 , . . . , i t ), B(z i1,i2,...,it , 2r k+s ) ⊂ B(x, 2r k ). It suffices to see that for every p ∈ B(z i1,i2,...,it , 2r k+s ),
Let us consider the truncated hyperbolic approximation Γ ′′ = H t (∂ ∞ Γ) with parameter r ′ := r s and such that A ′ k := A s·k . Since these are two hyperbolic approximations of the same metric space, by Theorem 4.12, Γ ′′ is quasi-isometric to Γ ′ and by Lemma 1.2, it suffices to check that h(
It is immediate to check that |∇ aiai+1 f | ≤ 1 for every pair of vertices a i , a i+1 ∈ V (Γ ′′ ). Let v be any vertex in Γ ′′ and suppose that
Therefore, it follows that there exist at most M 1 vertices in V ′ k−1 adjacent to v. Also, as we saw above, there exist n ≥ 2
is not uniformly perfect and let Γ ′ be the truncated hyperbolic approximation of (∂ ∞ Γ, d) with parameter r described above. Then, for every n ∈ N there exist 0 < ε < 1 n and x n ∈ ∂ ∞ Γ such thatB(x n , ε)\B(x n , r n+2 ε) = ∅.
Claim: For every k ∈ N such that 2r n+2 ε < r k < rε there is a vertex
Let us prove this claim. Since A k is r k -dense and r k < rε there must be a point a k in A k ∩B(x n , rε). Since, B(x n , ε)\B(x n , r n+2 ε) = ∅, it follows that a k ∈ A k ∩B(x n , r n+2 ε). Therefore, v k with B(v k ) = B(a k , 2r k ) satisfies the first part of the claim. Also, since A k is r k -separated and r k > 2r n+2 ε, then A k ∩B(x n , r n+2 ε) = {a k }. SinceB(x n , ε)\B(x n , r n+2 ε) = ∅, we have A k ∩B(x n , ε) = {a k }. Seeking for a contradiction, assume that there exists
, every vertex in V m has a neighbor in V m+1 for any m. These facts and the claim give
. Thus, |B n | = k 2 − k 1 + 1 ≥ n. Propositions 4.11 and 4.14 give that there exists µ ∈ N such that Γ ′ is µ-uniform. 
Hyperbolic manifolds
Let us recall the following definition from [43] . Let X be a complete Riemannian manifold and denote by d the induced metric. Given any ε-approximation A ε of X, the graph Γ Aε = (V, E) with V = A ε and E := {xy | x, y ∈ A ε with 0 < d(x, y) ≤ 2ε} is called an ε-net. Note that the results in [43] require M to have positive injectivity radius and a lower bound on its Ricci curvature instead of bounded local geometry, but the proofs in [43] just use that there are uniform lower and upper bounds for the volume of the balls B(x, r) which do not depend on x ∈ M for 0 < r < r 0 (and we have these uniform bounds with bounded local geometry). Hence, the results in [43] also hold with the weaker hypothesis of bounded local geometry.
Proposition 5.2. [43, Lemma 2.5] Suppose that X is a complete Riemannian manifold with bounded local geometry and let Γ be an ε-net in X. Then, X and Γ are quasi-isometric. Let us denote by H the Hausdorff distance. Recall that a quasi-geodesic is a quasi-isometric embedding σ : I → X where I is an interval I ⊆ R. If X is a δ-hyperbolic geodesic space, σ is an (α, β)-quasi-geodesic in X and [pq] is a geodesic segment joining the endpoints of σ, then H([pq], σ) ≤ R.
Mario Bonk proved in [14] that geodesic stability is, in fact, equivalent to hyperbolicity in geodesic spaces.
Remark 5.5. If X is proper, then every quasigeodesic ray finishes at a point in ∂ ∞ X and the conclusion of Theorem 5.4 also holds if q ∈ ∂ ∞ X and [pq] is a geodesic ray, by taking the limit. Proof. Consider constants α, β, ε such that f is an ε-full (α, β)-quasi-isometric embedding. Since X has a pole v, there is a constant M such that for every x ∈ X, there is a geodesic ray σ with σ(0) = v and d(x, σ) ≤ M . Also, for every y ∈ Y there is some x 0 ∈ X such that d(y, f (x 0 )) ≤ ε. Let σ 0 be a geodesic ray with σ 0 (0) = v and
Since It is a basic fact of general topology that any homeomorphism g : Z → Z ′ between compact metric spaces is a uniform homeomorphism (i.e., g and g −1 are uniformly continuous). Therefore, the induced map ∂f in Theorem 5.7 is a uniform homeomorphism.
Let us recall the following definition from [19] . A map f : X → Y between metric spaces is called quasi-symmetric if it is not constant and if there is a homeomorphism η :
for any a, b, x ∈ X and all t ≥ 0. The function η is called the control function of f .
A quasi-symmetric map is said to be power quasi-symmetric or PQ-symmetric, if its control function is of the form η(t) = q max{t p , t 1 p } for some p, q ≥ 1. For a characterization of this property, see [47] . ′ is a PQ-symmetric uniform homeomorphism between the metric spaces Z, Z ′ , and Z is uniformly perfect, then Z ′ is uniformly perfect.
Proof. Suppose Z is S-uniformly perfect (with constant ε 0 ). By uniform continuity of
. Since Z is uniformly perfect, there is a point y 2 such that ε0 S 2 < d(x, y 2 ) ≤ ε0 S . In fact, there is a sequence of points (y k ) such that
for any a, b, x ∈ X and all t ≥ 0. Since Theorem 5.12. Let X be a non-compact complete Riemannian manifold with bounded local geometry. Assume that X is hyperbolic and has a pole. Then, h(X) > 0 if and only if ∂ ∞ X is uniformly perfect.
Proof. Let Γ be an ε-net in X. Then, by Proposition 5.1, h(X) > 0 if and only if h(Γ) > 0.
Note that X is a proper geodesic space since it is a complete Riemannian manifold. By Proposition 5.2, X and Γ are quasi-isometric. Thus Γ is hyperbolic by Theorem 5. Let us recall the following definition from [21] . Definition 5.13. A complete manifold (or graph) X is said to have a quasi-pole in a compact subset Ω ⊂ X if there exists C > 0 such that each point of X lies in a C-neighborhood of some geodesic ray emanating from Ω.
The main result in [21] is the following:
Theorem 5.14. Let X be a non-compact complete manifold (or a graph) which admits a quasi-pole and has bounded local geometry. Suppose that X is Gromov-hyperbolic and the diameters of the connected components of ∂ g X have a positive lower bound (with respect to a fixed Gromov metric). Then h(X) > 0.
Let us see that this is a particular case of Theorems 4.15 and 5.12.
Proposition 5.15. A proper hyperbolic geodesic space X has a quasi-pole if and only if it has a pole.
Proof. The if part is immediate. Suppose that X has a quasi-pole in the compact Ω and define D = diam Ω < ∞. Given any pair of points v, w ∈ Ω, consider any pair of geodesic rays γ v , γ w starting at v and w, respectively, with [54, Lemma 2 .14] for a proof). By Remark 5.5, there is a constant R (which just depend on D and the hyperbolicity constant of X) such that
Fix any v ∈ Ω. Since X has a quasi-pole in Ω, there exists some constant C > 0 such that for every x ∈ X, there is a geodesic ray, γ starting at some point w x ∈ Ω and such that d(x, γ) < C. Let γ v be the geodesic ray starting at v such that
Hence, v is a pole. Therefore, Z is S-uniformly perfect for every S > 1 and any ε 0 ≤ r 2 . Remark 5.17. Cao's result (Theorem 5.14) is a particular case of Theorems 4.15 and 5.12. By Proposition 5.15, the existence of a quasi-pole is equivalent to the existence of a pole. Finally, by Proposition 5.16, the condition on the components of the boundary implies that the boundary is uniformly perfect.
We finish this section with two corollaries, following [21] . Let X be any non-compact hyperbolic complete Riemannian manifold or graph. Given any continuous function g on ∂ ∞ X, consider the Dirichlet problem at infinity ∆u = 0 on X, lim x→ξ u(x) = g(ξ)
for ξ ∈ ∂ ∞ X.
Corollary 5.18. Let X be a complete Riemannian manifold or graph. Assume that X is non-compact and hyperbolic, and that it has bounded local geometry and a pole. Then the Dirichlet problem at infinity is solvable on X and, hence, X admits infinitely many linearly independent bounded non-constant harmonic functions.
In order to study the space of normalized minimal positive harmonic functions on X, we need to consider the Martin boundary X (see [8] ). Using Theorems 4.15 and 5.12 and the work of Ancona ([4] , [5] , [6] ), we can extend a theorem of Anderson and Schoen [8] (and the work of Kifer [45] ):
Corollary 5.19. Let X be a complete Riemannian manifold or graph. Assume that X is non-compact and hyperbolic, and that it has bounded local geometry and a pole. Then the Martin boundary of X is homeomorphic to ∂ ∞ X. 
2 ) and bounded local geometry, they are special cases of known results in [5] and [6] .
Using Theorem 3.16, instead of Theorems 4.15 and 5.12, we obtain the following result for trees (with weaker hypotheses).
Corollary 5.20. Let (T, v) be a complemented unbounded rooted tree with (T ∞ , v) pseudo-regular. Then the Dirichlet problem at infinity is solvable on T and the Martin boundary of T is homeomorphic to ∂ ∞ T = end(T, v).
In [21] appear several sufficient conditions in order to guarantee that a Riemannian manifold is hyperbolic. See also [61] in the case of Riemannian surfaces.
Decompositions and isoperimetric inequalities
In this chapter we are interested in the relations between the isoperimetric inequality in a graph and its subgraphs. In this way, we obtain global information from local information.
Given a graph Γ and positive constants R, r, we say that a family of subgraphs {Γ s } s∈S of Γ is an (R, r)-decomposition of Γ if:
(
Γ s ∩ Γ r is either a (finite or not) set of vertices or the empty set and Γ s \ Γ r = ∅ for each s = r,
there is a partition
and {Γ s,j } j∈Js are the connected components of the subgraph of Γ s induced by V (Γ s ) \ W s , then V s = ∅ and h(Γ s,j ) ≥ r for every s ∈ S 2 and every j ∈ J s , whereB Γs denotes the closed ball in Γ s . Theorem 6.1. If a µ-uniform graph Γ has an (R, r)-decomposition, then
.
Proof. Let {Γ s } s∈S be an (R, r)-decomposition of Γ. Fix any non-empty finite subset A of vertices in Γ, and let us define A s := A ∩ Γ s for each s ∈ S. Since A is finite and Γ is a uniform graph, the sets S 
If D is a subset of V (Γ s ), let us denote by ∂ Γs D the boundary of D in the graph Γ s . One can check that ∂ Γs A s ⊆ Γ s ∩ ∂A. Note that it is possible to have ∂ Γs A s = Γ s ∩ ∂A (if Γ s is a finite graph for some s ∈ S 2 and A = ∂ V (Γ s ) = ∅, then A s = ∅, ∂ Γs A s = ∅ and Γ s ∩ ∂A = ∅). We have that ∂ Γs A s is a non-empty set for each s ∈ S 
If we define C := ∪ s∈S2 {v ∈ A s | v * ∈ ∂A} = ∪ s∈S2 {v ∈ A s | v * ∈ ∂ ′ A} and D := ∪ s∈S2 A s \ C, then We say that the (R, r)-decomposition {Γ s } s∈S of Γ is a strong (R, r)-decomposition if V (W s ) = V (Γ s ) for every s ∈ S 2 .
The first part of the argument in the proof of Theorem 6.1 has the following consequence. .
This last result can be used in order to show that the isoperimetric inequality in graphs does not imply hyperbolicity. We just need two additional lemmas. We say that a subgraph Γ of G is isometric if d Γ (u, v) = d G (u, v) for every u, v ∈ V (Γ). Isometric subgraphs are very important in the study of hyperbolic graphs, as the following result shows. Proof. Let {G k } k∈N be a sequence of graphs isometric to G with v k ∈ V (G k ) for each k ∈ N. If V (Γ) = {w k } k∈N , then letΓ be the graph obtained from Γ and {G k } k∈N by identifying v k with w k for each k ∈ N. Since V (Γ) = ∪ k∈N V (G k ), we have that {{G k } k∈N , {Γ}} is a strong (0, h(G))-decomposition ofΓ. Therefore, Corollary 6.2 gives that h(Γ) > 0. If Γ, G are µ-uniform, thenΓ is 2µ-uniform. One can check that Γ is an isometric subgraph ofΓ, and Lemma 6.3 gives δ(Γ) ≥ δ(Γ).
By taking any non-hyperbolic uniform graph Γ, Lemma 6.4 gives the following. Lemma 6.6 has the following consequence, which can be viewed as a kind of converse of Theorem 6.1.
Theorem 6.7. If Γ is a graph with a sequence of subgraphs {Γ n } such that lim n→∞ h i (Γ n ) = 0, then h(Γ) = 0. 
