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1 Einleitung
Ziel der Arbeit ist die Entwicklung und Anwendung von numerischen Verfahren zur Si-
mulation von reaktiven und nichtreaktiven Mehrkomponenenten-Stro¨mungen bei kleinen
Mach-Zahlen. Stro¨mungen bei kleinen Mach-Zahlen sind dadurch gekennzeichnet, dass
der Druck nur schwach oder gar nicht von der Dichte abha¨ngt. Die Kompressibilita¨t p(ρ)
ist somit gering, oder anders ausgedru¨ckt, die Schallgeschwindigkeit a = dp/dρ|s=const. ist
sehr viel gro¨ßer als die Stro¨mungsgeschwindigkeit des Fluides. Nahezu alle im Verha¨ltnis
zu der Schallgeschwindigkeit langsamen Stro¨mungen mit signifikanten Dichteunterschie-
den aufgrund unterschiedlicher Effekte, wie Temperatur, die Zusammensetzung oder
durch Volumenkra¨fte, fallen in die Klasse der Stro¨mung kleiner Mach-Zahlen. Bei homo-
gener Stoffzusammensetzung und konstanter Temperatur und der daraus resultierenden
Abwesenheit von Dichteunterschieden im Stro¨mungsfeld tritt der Grenzfall des inkom-
pressiblen Fluides ein. Die Stro¨mung im Grenzfall kleiner Mach-Zahlen, einschließlich der
Stro¨mung inkompressibler Fluide, deckt ein weites Spektrum technischer und natu¨rli-
cher Anwendungen ab. Das Anwendungsfeld reicht von der Berechnung atmospha¨rischer
Stro¨mungen in Wetter- und Klimaforschung bis zur Stro¨mung in Brennkammern und
chemischen Reaktoren. Der Anwendungsschwerpunkt wurde hier auf die Simulation der
Stro¨mung in chemischen Synthesereaktoren gelegt.
Die Mach-Zahl, das heißt das Verha¨ltnis von Stro¨mungsgeschwindigkeit zu Schallge-
schwindigkeit, hat wesentlichen Einfluss auf die mathematischen Eigenschaften der zu
Grunde liegenden Erhaltungsgleichungen eines Fluides und damit auf die Formulierung
eines numerischen Lo¨sungsverfahrens fu¨r diese Gleichungen. Traditionell haben die nu-
merischen Methoden fu¨r kompressible Stro¨mungen, also fu¨r endliche Machzahlen, ihren
Ursprung in der Aerodynamik und basieren auf den zeitabha¨ngigen Erhaltungsgleichun-
gen fu¨r Masse, Impuls und Energie. Die Dichte ist dabei eine prima¨re Erhaltungsgro¨ße
neben dem spezifischen Impuls und der Gesamtenergie. Die numerischen Lo¨sungsverfah-
ren basieren dabei auf der Existenz endlicher Charakteristiken des Systems hyperboli-
scher, partieller Differentialgleichungen im Orts- und Zeitraum (im Falle reibungsfreier
Stro¨mungen). Zu dieser Klasse von Verfahren geho¨ren sowohl ra¨umlich zentral als auch
advektiv (upwind) diskretisierte Schemata, zum Beispiel [43, 33]. Diese dichte-basierten
2 Einleitung
Methoden ermo¨glichen Lo¨sungen in einem weiten Mach-Zahlenbereich einschließlich ein-
gebetteter Diskontinuita¨ten. Sie versagen aber bei kleinen Mach-Zahlen, da hierbei die
Eigenwerte degenerieren und die Kopplung zwischen Druck und Dichte schwach wird.
Auf der anderen Seite existieren Verfahren zur Lo¨sung von Stro¨mungen inkompressi-
bler Fluide bei konstanter Dichte, das heißt fu¨r Mach-Zahlen gegen Null. Die prima¨re
Lo¨sungsvariable ist dabei in den meisten Fa¨llen der Druck neben den Geschwindigkeiten
als weitere Variable. Der Druck a¨ndert dabei seine physikalische Bedeutung von einer Zu-
standsgro¨ße (thermodynamischer Druck) zu einem skalaren Wert, der die Massenerhal-
tung sichert (hydrodynamischer Druck). Im allgemeinen wird zur Lo¨sung des resultieren-
den Systems der Erhaltungsgleichungen eine Pra¨diktor-Korrektor-Formulierung gewa¨hlt,
die fu¨r die Erhaltung der Masse zu einer elliptschen Poisson-Gleichung fu¨r den Druck
fu¨hrt. Zu dieser Klasse von Verfahren geho¨ren alle Druckkorrekturverfahren, wie sie zum
Beispiel in den nachfolgenden Kapiteln diskutiert werden und die auf A. J. Chorin [7],
V. Patankar [39, 38] und J. B. Bell [2, 1] zuru¨ckgehen. Diese druck-basierten Verfahren
eignen sich deshalb besonders fu¨r verschwindende, beziehungsweise kleine Mach-Zahlen,
versagen aber bei hohen Mach-Zahlen.
Fu¨r die in dieser Arbeit angesprochenen Stro¨mungen bei kleinen Mach-Zahlen bieten
sich damit sofort die druck-basierten Methoden in Form von Druckkorrekturverfahren
an. Da hierbei schwache Kompressibilita¨t als auch variable Dichte infolge Temperatur-
oder Konzentrationsa¨nderungen zugelassen werden, werden zusa¨tzlich zur Druck- und
Impulsgleichung die Energie- und Spezieserhaltungsgleichungen mit erfasst. Beispiel-
haft seien hierzu die asymptotischen Entwicklungen fu¨r kleine Mach-Zahlen genannt,
[29, 21] mit einer Anzahl weiterer Referenzen zu dieser Klasse von Stro¨mungen. Das
Lo¨sungskonzept auf der Basis druck-basierten Methoden bildet die Grundlage der hier
durchgefu¨hrten Verfahrensentwicklungen.
Neben diesem druck-basierten Konzept fu¨r kleine Mach-Zahlen sei zusa¨tzlich der al-
ternative Weg ausgehend von den dichte-basierten Methoden erwa¨hnt. Um hierbei die
Konsequenzen aus degenerierenden Eigenwerten bei kleinen Mach-Zahlen zu umgehen,
wird eine ku¨nstliche Kompressibilita¨t (Schallgeschwindigkeit) eingefu¨hrt und numerisch
u¨ber Vorkonditionierung der Lo¨sungsmatrix implementiert. Beispiele hierzu sind die Ar-
beiten von A. J. Chorin [7], E. Turkel [51] und C. Viozat [52]. Da durch die vera¨nderten
Charakteristiken der Gleichungen die Zeitgenauigkeit nicht gegeben ist, sind weitere
Modfikationen dieser Verfahren notwendig [23].
Ziel dieser Arbeit ist, wie bereits eingangs aufgefu¨hrt, die Modellierung, die Entwick-
lung und die Anwendung numerischer Verfahren zur Simulation von Stro¨mungen bei
kleinen Mach-Zahlen. Die Modellierung der Mehrkomponenenten-Stro¨mung im Grenz-
3fall kleiner Mach-Zahlen ist Inhalt des Kapitels zwei. Dazu geho¨rt die Herleitung der
das System beschreibenden Transport- und Erhaltungsgleichungen mittels einer asymp-
totischen Entwicklung fu¨r den hier betrachteten Grenzfall und die Auswahl geeigneter
Modelle zur Beschreibung des Stoff- und Wa¨rmetransports.
Im darauf folgenden Kapitel drei werden die numerischen Grundlagen zur Lo¨sung
der resultierenden Gleichungen formuliert. Besonders wird auf die Klasse der Projekti-
onsverfahren eingegangen, aus denen das hier eingesetzte Lo¨sungsverfahren der Navier-
Stokes-Gleichungen entwickelt wird. Diskutiert wird in diesem Kapitel weiterhin die
Formulierung der Randbedingungen auf kartesischen Gittern.
Alternativ zu dem Kontinuumsansatz wird im Kapitel vier kurz auf die Formulie-
rung der Lattice-Boltzmann-Methoden eingegangen. Diese bilden eine diskrete Metho-
de zur Lo¨sung der Boltzmann-Gleichung und repra¨sentieren fu¨r kleine Knudsen- und
kleine Mach-Zahlen die Navier-Stokes-Gleichungen eines inkompressiblen Fluides. Er-
gebnisse dieser Methoden werden zum Vergleich mit Lo¨sungen des hier vorgestellten
Druckkorrektur-Verfahrens genutzt.
Im Kapitel fu¨nf wird die Verwendung kartesischer Gitter zur Diskretisierung des Re-
chengebietes diskutiert. Zuna¨chst erscheinen solche Gitter geometrisch unflexibel, ihre
Vorteile sind jedoch die gut kontrollierbare Genauigkeit der Na¨herungslo¨sung und sie
zeichnen sich durch einen geringen algorithmischen Aufwand aus. Um dennoch komple-
xe Geometrien und Stro¨mungsdetails hinreichend genau Auflo¨sen zu ko¨nnen, wurde eine
hierarchische Gitterverfeinerung implementiert, wie sie vielfach fu¨r kartesische Gitter
Verwendung findet, jedoch mit der weniger u¨blichen Mo¨glichkeit auch Verfeinerungsgit-
ter zu verwenden, die nicht punkt-konform auf dem gro¨beren Gitter liegen.
Die hier vorgestellten Verfahren wurden anhand klassischer Stro¨mungsprobleme fu¨r
die inkompressiblen als auch stark temperaturabha¨ngigen Fa¨lle validiert. Zum Vergleich
wurden Lo¨sungen von klassischen und speziell gestellten Stro¨mungsproblemen herange-
zogen. Diese Probleme wurden mit bereits gepru¨ften Verfahren ausfu¨hrlich untersucht,
so dass durch direkten Vergleich Schlu¨sse u¨ber die Gu¨te der hier entwickelten Methoden
gezogen werden konnten. Im Kapitel sechs wird daher ein theoretischer Leistungsver-
gleich zwischen der Lattice-BGK-Methode und dem hier entwickelten Druckkorrektur-
Verfahren gezogen, bevor im Kapitel sieben die Validierungsfa¨lle vorgestellt werden.
Das letzte Kapitel dieser Arbeit widmet sich der Anwendung auf reelle Reaktorgeome-
trien. Die erste Anwendung behandelt einen Reaktor zur Gasphasensynthese von Dia-
mantpartikeln. Gegenstand der Untersuchung war die Reaktorstro¨mung bei unterschied-
lich gestalteten Gaszufu¨hrungen. Im zweiten Fall wurde das hier vorgestellte Verfahren
fu¨r die Auslegung eines Reaktors zur Zu¨chtung von Siliziumkarbid-Kristallen verwendet.
4 Einleitung
Die niedrige Stro¨mungsgeschwindigkeit und die extremen thermischen Verha¨ltnisse in
dem Synthesereaktor stellen eine optimale Anwendung fu¨r die hier entwickelten Verfah-
ren. Ziel der Untersuchung war die Auswahl geeigneter Inertgase fu¨r den Syntheseprozess
und die Gestaltung der Reaktorgeometrie hinsichtlich der Prozessanforderungen.
2 Modellierung
Als Ausgangspunkt der analytischen Betrachtung sollen zuna¨chst die Erhaltungsglei-
chungen fu¨r Masse, Impuls und Energie im kontinuumsmechanischen Ansatz verwendet
werden. Im Fall Newtonscher Fluide resultieren diese in den bekannten Navier-Stokes-
Gleichungen. Folgende Abschnitte widmen sich der Untersuchung ihrer Eigenschaften
bei kleinen Mach-Zahlen, sowie der Herleitung der zu diskretisierenden Gleichungen in
nicht-konservativer Form.
Ein weiterer sehr wichtiger Aspekt der Modellierung von reagierenden
Mehrkomponenten-Stro¨mungen ist der molekulare Wa¨rme- und Stofftransport so-
wie die A¨nderung der Zusammensetzung durch chemische Reaktionen. Die in dieser
Arbeit verwendeten Modelle des diffusiven Transports werden ebenfalls in diesem
Kapitel vorgestellt.
2.1 Navier-Stokes-Gleichungen im Grenzfall kleiner
Mach-Zahlen
2.1.1 Erhaltungsgleichungen
Die Navier-Stokes-Gleichungen in der Erhaltungsform sind Bilanzgleichungen in einem
Gebiet V fu¨r die Masse, Speziesmasse, Impuls und Energie, ausgedru¨ckt durch die Dichte
ρ, die Partialdichten ρα, den spezifischen Impuls ρu und die spezifische totale Energie ρet.
Fu¨r die asymptotische Entwicklung der Gleichungen bezu¨glich kleiner Geschwindigkeiten
werden Quellterme, die aus den Volumenka¨ften und chemischen Reaktionen resultieren,
nicht beru¨cksichtigt. Weiterhin wird von nur einer Fluidspezie ausgegangen, so dass die
Zeitskala des Stofftransportes bei der Betrachtung zuna¨chst unberu¨cksichtigt bleibt. Die
resultierenden Gleichungen sind dann:
∂
∂t
ρ+ div(ρu) = 0 (2.1)
∂
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(ρet) + div(ρhtu) = divSu + div q˙ (2.3)
mit dem Reibungsspannungstensor S, der totalen inneren Energie et, der totalen Ent-









mit der dynamischen Za¨higkeit η und dem Einheitstensor I. Die totale innere Energie




u2 = cvT +
1
2
u2 und ht = h +
1
2




Fu¨r spa¨tere Betrachtungen ist es sinnvoll, an dieser Stelle die innere Energie mit der
Enthalpie wie folgt zu bilden





u2 = ht − p
ρ
. (2.6)
Die Wa¨rmestromdichte q˙ wird durch das Fouriersche Wa¨rmeleitungsgesetz beschrieben
q˙ = λ gradT . (2.7)
Finite-Volumen-Verfahren bauen gewo¨hnlich auf der konservativen Formulierung auf.
Das Volumenintegral u¨ber die Divergenz-Operatoren kann dann mit dem Integralsatz
von Gauß in ein Oberfla¨chenintegral umgewandelt werden. Die Integralform der Erhal-
tungsgleichungen wurde in dieser Arbeit nicht verwendet.
2.1.2 Transportgleichungen
Die Basis der angestrebten Finite-Differenzen-Diskretisierung bildet eine nicht-
konservative Formulierung der Erhaltungsgleichungen. Hierzu wird ein Satz von Feld-
gro¨ßen gewa¨hlt, der das Stro¨mungsfeld hinreichend beschreibt, zum Beispiel [ρ,u, ht]
T .
Diese werden in der Literatur oft unter dem Begriff primitive Variablen gefu¨hrt. Anschlie-
ßend werden aus den konservativen Erhaltungsgleichungen (Bilanzgleichungen der Er-
haltungsgro¨ßen), Gleichungen fu¨r diese Variablen abgeleitet. Das geschieht formal durch
subtrahieren der Massenerhaltungsgleichung (2.1) multipliziert mit dem Geschwindig-
keitsvektor von der Impulserhaltungsgleichung (2.2) und multipliziert mit der totalen
Enthalpie von der Energieerhaltungsgleichung (2.3). Die resultierenden Transportglei-
chungen fu¨r den gewa¨hlten Satz intensiver Feldgro¨ßen sind dann
D
Dt
ρ+ ρ divu = 0 (2.8)


























+ gradϕ · u . (2.11)
2.1.3 Dimensionsanalyse der Navier-Stokes-Gleichungen
Einen ersten Schritt zur Analyse der vorliegenden Gleichungen bildet die Normierung
bezu¨glich der zu untersuchenden Skalen. Im Falle des zu untersuchenden asymptotischen
Verhaltens bei kleinen Mach-Zahlen, sind die Referenzgro¨ßen so zu wa¨hlen, dass die
dimensionslose Geschwindigkeit die Ordnung O(1) bei kleinen Geschwindigkeiten beha¨lt.
Die dimensionsbehafteten Gro¨ßen, vorla¨ufig mit einem Dachˆgekennzeichnet, sind dann:
xˆ = xL , uˆ = uu∞ , tˆ = t
u∞
L
, ρˆ = ρ ρ∞ , ηˆ = η η∞ , λˆ = λ λ∞























Ersetzen der dimensionsbehafteten Gro¨ßen mit den Ausdru¨cken aus Gleichung (2.12)
und sortieren bezu¨glich der dimensionslosen Koeffizienten fu¨hrt zu
∂
∂t
ρ+ div(ρu) = 0 (2.13)
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mit den dimensionslosen Gro¨ßen




und et = ht − p
ρ
.
Der U¨bersicht halber wurde angenommen, dass alle Materialgro¨ßen konstant sind, da dies
keinen Einfluss auf die Entwicklung nach kleinen Mach-Zahlen hat. Die dimensionslosen
Kennzahlen sind
Mach-Zahl Ma = u∞
a∞
,
Reynolds-Zahl Re = ρ∞u∞L
η∞
und





Selbst ohne eine spezielle Untersuchung ist schon zu diesem Zeitpunkt offensichtlich,
dass in der Energieerhaltungsgleichung Koeffizienten von Ma2 bei kleinen Mach-Zahlen
vernachla¨ssigt werden du¨rfen. Weiterhin ist zu bemerken, dass aus diesem Grund Terme
der kinetischen Energie in dieser Formulierung verschwinden, so dass die totale innere











mit dem Wa¨rmestrom als dimensionslosen Gradienten der Enthalpie
q˙ = gradh =
κ
κ− 1 gradT (2.18)
fu¨r konstante Materialkoeffizienten.
2.1.4 Asymptotische Entwicklung fu¨r kleine Mach-Zahlen
Ein genauer Blick auf die Impulserhaltungsgleichung (2.14) verra¨t potentielle Schwierig-
keiten, die bei dem U¨bergang zu kleinen Mach-Zahlen auftreten ko¨nnen. Da die Mach-
zahl vor dem Gradienten des Druckes im Nenner auftritt, werden fu¨r Ma → 0 alle
anderen Terme klein dagegen. Offensichtlich mu¨ssen unterschiedliche Skalen betrachtet
werden. Die Methodik der asymptotischen Entwicklung der Euler-Gleichung bezu¨glich
der Mach-Zahl geht in neuerer Zeit auf Klein [29] und Klein & Munz [21, 44] zuru¨ck und
wird ausfu¨hrlich in [35] erkla¨rt. Dazu wird ein Sto¨ransatz gewa¨hlt und alle Feldgro¨ßen
werden als Potenzreihen von κMa2 entwickelt, da die Gleichungen (2.13), (2.14) und
(2.15) nur diese Kombination enthalten
f = ε0f (0) + ε1f (1) + ε2f (2) + ... mit ε = κMa2 . (2.19)
Diese Entwicklung wird auf die Erhaltungsgro¨ßen angewendet unter Beru¨cksichtigung
der Tatsache, dass zum Beispiel der spezifische Impuls ρu das Produkt aus Dichte mal
Geschwindigkeit ist. Beispielhaft fu¨r den spezifischen Impuls fu¨hrt das zu
ρu = (ρu)(0) + ε(ρu)(1) +O(ε2)
= (ρ(0) + ερ(1) +O(ε2)) (u(0) + εu(1) +O(ε2))
= ρ(0)u(0) + ε(ρ(0)u(1) + ρ(1)u(0)) +O(ε2) .
(2.20)
Einsetzen der so entwickelten Gro¨ßen in die Impulserhaltungsgleichung (2.14) und sor-
tieren nach Potenzen von ε = κMa2 liefert
∂
∂t





grad p(0) + grad p(1) +O(ε) = 0 . (2.21)
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Im Grenzfall kleiner Mach-Zahlen darf gefordert werden, dass Koeffizienten von ε und
Terme der Ordnung O(ε) verschwinden. Damit folgt aus der Gleichung (2.21) fu¨r die
nullte Ordnung
grad p(0) = 0 , (2.22)
was gleichbedeutend mit
p(0) = p(0)(t) (2.23)
ist und fu¨r die erste Ordnung folgt
∂
∂t
(ρu)(0) + div(ρu⊗ u)(0) + grad p(1) = 1
Re
divS(0) . (2.24)
Das Einsetzen der nach Gleichung (2.19) entwickelten Gro¨ßen in die Zustandsgleichung
idealer Gase fu¨hrt zu einem Ausdruck fu¨r den thermodynamischen Druck
p(0) + εp(1) = ρ(0)T (0) +O(ε) (2.25)
und mit dem Ergebniss (2.23) der Gleichung (2.22) ergibt sich
p(x, t) = p(0)(t) + εp(1)(x, t) , (2.26)
so dass schließlich folgt
p(0)(t) = ρ(x, t) · T (x, t) . (2.27)
Das ist ein wichtiger Schluss, besonders fu¨r offene, isobare Systeme, fu¨r die die Annah-
me gilt, dass der thermodynamische Druck p(0) konstant in der Zeit ist. Dort wird die
Energiegleichung in der ρh-Formulierung (2.17) fu¨r kalorisch ideale Gase (cp = const.)











Es ist sofort erkennbar, dass fu¨r isotherme Stro¨mungen mit einer homogenen Zusam-
mensetzung und konstanten thermodynamischen Druck die Gleichung (2.13) sich auf
die Divergenzfreiheit des Geschwindigkeitsfeldes reduziert, wie vom inkompressiblen,
isothermen Fluid zu erwarten wa¨re. Um die Enthalpie zu berechnen, muss auf die nicht-












An dieser Stelle ist zu bemerken, dass fu¨r eine Lo¨sung der konservativen Form der
Impulsgleichung, eine Bedingung fu¨r die Divergenz des spezifischen Impulses beno¨tigt
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wird, um die rechte Seite der Druckgleichung zu bestimmen (siehe Kapitel 3, wo die
Diskretisierung der Gleichungen behandelt wird). Es ist mo¨glich, diese als Zeitableitung
der Dichte ρ(0) aus der Massenerhaltungsgleichung (2.1) zu bestimmen, aber unabha¨ngig
welche Form gewa¨hlt wird – Finite-Differenzen oder Finite-Volumen – die Temperatur-
beziehungsweise die Enthalpietransportgleichung muss in der nicht-konservativen Form
gelo¨st werden.
2.1.5 Physikalische Interpretation des Druckes
Die vorangegangene Untersuchung der Erhaltungsgleichungen eines Fluides resultier-
te in einer Zerlegung des Druckes in eine Potenzreihe (2.19). Die einzelnen Elemente
der Zerlegung erlauben unterschiedliche physikalische Interpretationen. Die resultieren-
de Impulsgleichung (2.24) entspricht dabei in ihrer Form, bis auf die Komponenten des
Reibungsspannungstensors (2.4), der eines inkompressiblen Fluides. Der aus der asym-
ptotischen Betrachtung verbliebene Druckanteil p(0) bedarf nun einer Untersuchung.
Um genauer auf den Druckbegriff in Fluiden einzugehen, ist es zuna¨chst notwendig,
kurz den Cauchyschen Spannungstensor T zu erwa¨hnen. Der Spannungstensor leitet sich
aus der Bilanz der auf die Oberfla¨che eines Kontrollvolumens wirkenden Kra¨fte her. Un-
ter der Annahme eines
”
klassischen“ Kontinuums und der Betrachtung in einem raumfe-
sten Koordinatensystem la¨sst sich zeigen, dass der Spannungstensor T symmetrisch ist.
Dabei entsprechen die Hauptdiagonalkomponenten des Tensors den Normalspannungen
und die anderen den Schubspannungen. Das gilt fu¨r alle Materialien, auf die sich der
Kontinuumsbegriff anwenden la¨sst. Die entsprechenden a¨ußeren Kra¨fte auf ein Kontroll-
volumen berechnen sich aus dem Oberfla¨chenintegral der Spannungstensorkomponenten.
Dieser Spannungstensor ist zuna¨chst unbekannt und um ihn zu bestimmen, mu¨ssen
entsprechende Materialgleichungen, hier fu¨r Fluide, formuliert werden. Fluide werden
dadurch definiert, dass im ruhenden Fluid der Spannungstensor kugelsymmetrisch ist.
Dadurch la¨sst er sich additiv zerlegen in
T = −pI + S , (2.30)
wobei p der Druck ist und S den Anteil der Reibungsspannungen entha¨lt. Fu¨r die Rei-
bungsspannungen findet sich ein Materialgesetz zum Beispiel aus der Annahme eines
Newtonschen Fluides. Der Druckanteil des Spannungstensors kann jedoch unterschied-
lich interpretiert werden. Bei kompressiblen Fluiden, also Gasen, entspricht er dem ther-
modynamischen Druck, der u¨ber eine Zustandsgleichung mit der Dichte und der Tem-
peratur verknu¨pft ist. Bei inkompressiblen Fluiden existiert kein solches Materialgesetz,
doch kann mit der Forderung einer Inkompressibilita¨t eine Zwangsbedingung formuliert
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werden. Der Drucktensor pI fungiert als eine Zwangsspannung, die aus der Bewegung des
Fluides resultiert. Er folgt aus den Bewegungsgleichungen und den Randbedingungen,
sowie der Massenerhaltung divu = 0.
Es bleibt festzuhalten, dass der Druck im inkompressiblen Fluid, beziehungsweise der
Druck p(1) im Grenzfall kleiner Mach-Zahl, nicht aus einer Materialgleichung zu bestim-
men ist, sondern eine Zwangsspannung ist. Diese muss so bestimmt werden, dass das
Geschwindigkeitsfeld die Massenerhaltungsgleichung (2.1) erfu¨llt. Im Fall eines inkom-
pressiblen Fluides ist die Bedingung, die erfu¨llt werden muss, die Divergenzfreiheit des
Geschwindigkeitsfeldes beziehungsweise, die Spur des Reibungsspannungstensors muss
verschwinden. Fu¨r Gasstro¨mungen kleiner Mach-Zahlen mit signifikanten Dichtea¨nde-
rungen hingegen, muss eine Beziehung fu¨r den Druck durch eine Verknu¨pfung der Mas-
senbilanz (2.13) mit dem Enthalpietransport (2.29) gefunden werden. Da dies eng mit
dem numerischen Verfahren zusammenha¨ngt, wird es im Kapitel 3 ausfu¨hrlich behandelt.
Die hier diskutierte asymptotische Entwicklung des Druckes wurde bezu¨glich Ma2
durchgefu¨hrt. Dadurch wurde der Druck in einen thermodynamischen Anteil p(0)
und einen dynamischen Teil p(1) aufgespalten. Die akustischen Effekte, die auf eine
Drucka¨nderung zuru¨ckgehen, wurden hier nicht beru¨cksichtigt, da sie von der Ordnung
Ma1 sind. Eine asymptotische Entwicklung bezu¨glich Ma1 fu¨hrt auf zusa¨tzliche Glei-
chungen fu¨r den akustischen Druck und wird ausfu¨hrlich in den Arbeiten von Klein und
Munz behandelt [29, 44, 21].
2.2 Molekulare Transportvorga¨nge
Die asymptotische Betrachtung hat sich auf die wesentlichen Effekte konzentriert, die
durch die Annahme kleiner Mach-Zahlen beeinflusst werden. Dabei war es zweckma¨ßig,
die Gleichungen zu reduzieren und in dimensionsloser Form zu formulieren. Zu einer
detaillierten Simulation der Stro¨mung mu¨ssen noch weitere Transportmechanismen be-
trachtet werden, die bis jetzt nicht erwa¨hnt wurden beziehungsweise vereinfachenden
Annahmen unterlagen. Diese beziehen sich vorwiegend auf den Transport von Wa¨rme
und Stoffspezies infolge molekularer Bewegung und sind von den bisher getroffenen An-
nahmen bezu¨glich der Stro¨mungs-Mach-Zahlen nicht direkt betroffen. Der Vollsta¨ndig-
keit halber werden an dieser Stelle diese Effekte behandelt und in den resultieren-
den Erhaltungs- und Transportgleichungen zusammengefasst. Welche Transportmodelle
letztlich in einer Simulationsrechnung in Erscheinung treten, ha¨ngt vom einzelnen Fall
ab. Auf eine Formulierung dimensionsloser Kennzahlen wird ab jetzt verzichtet, da diese
sich auf die materialabha¨ngigen Transportkoeffizienten beziehen und bei Auftreten meh-
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rerer Stoffspezies die Wahl von Referenzgro¨ßen zu willku¨rlich wird. Trotzdem ko¨nnen im
Vorfeld einer Simulationsrechnung solche Kennzahlen formuliert werden, um den Bei-
trag, beziehungsweise den Einfluss einzelner Transportmechanismen, abzuscha¨tzen. Sie
dienen dann als Entscheidungshilfe oder Kriterium bei der Modellierung des Problems.
Generell ist bei der Wahl des Modells zur Bestimmung der Transportkoeffizienten zu
beachten, dass die Fehler im Prozentbereich liegen ko¨nnen. Daher ist bei der Interpre-
tation der Simulationsergebnisse immer das gewa¨hlte Modell anzugeben, und wo es sich
anbietet, gegen Alternativmodelle zu vergleichen.
Das ha¨ufigste Anwendungsgebiet fu¨r Simulation von Stro¨mungen kleiner Mach-Zahlen
sind Prozesse der Verfahrenstechnik. Das bedeutet die Modellierung einer breiten Palette
von Effekten und Mechanismen des Wa¨rme- und Stofftransportes, die im Folgenden
besprochen werden.
2.2.1 Reibungsspannungen und Viskosita¨t
Der Reibungsspannungstensor S eines Newtonschen Fluides, wird durch die Beziehung















Der Transportkoeffizient η, die dynamische Za¨higkeit, ha¨ngt von der Zusammensetzung
und der Temperatur des Gases ab. Diese Abha¨ngigkeit ist fu¨r viele Stoffe aus Experi-
menten bekannt und wird in der Form







angegeben [48]. Die Koeffizienten A, B, C und D sind Datenbanken, zum Beispiel der
NASA thermodynamic database [34] oder den GRI-Mech Datenbanken [18], zu entneh-
men.
Alternativ zu dem Polynomansatz zur Beschreibung der Temperaturabha¨ngigkeit,
kann ein Potenzgesetz na¨herungsweise verwendet werden in der Form






Hier werden nur drei Werte beno¨tigt, na¨mlich die Referenzwerte der Viskosita¨t und der
Temperatur, sowie der entsprechende Exponent.
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Bei der Simulation von komplexen chemischen Prozessen kommt es oft vor, dass die
Transportkoeffizienten oder deren Temperaturabha¨ngigkeit, nicht fu¨r alle beteiligten
Stoffe bekannt sind. In diesem Fall ko¨nnen sie mittels kinetischer Gastheorie berech-









berechnet werden [26], die auf die Chapman-Enskog-Theorie zuru¨ckgeht. Hier ist mα die
Moleku¨lmasse, kB ist die Boltzmann-Konstante, σ0 ist der Stoßquerschnitt und Ωη ist
das Kollisionsintegral, berechnet aus den Lennard-Jones-Parametern der entsprechenden















mit dem Molekulargewicht Mα, der universellen Gaskonstanten Rm und der Loschmidt-
Zahl NL [47]. Um die Viskosita¨t auf diese Weise berechnen zu ko¨nnen, mu¨ssen die mole-
kularen Wechselwirkungsparameter σ0 und ǫ/kB bekannt sein. Diese sind fu¨r viele Stoffe
tabelliert [34, 18] oder sie ko¨nnen abgescha¨tzt werden [28].
2.2.2 Diffusiver Stofftransport
Der konvektive Transport ist makroskopischer Natur und von den Stoffeigenschaften
unabha¨ngig. Der diffusive Transport hingegen spielt sich auf der molekularen Ebene ab
und wird in der Kontinuumsmechanik als Bewegung infolge von Temperatur- und Kon-
zentrationsgradienten beschrieben. Der Betrag dieser Bewegung wird durch entsprechen-
de, von der Gaszusammensetzung und Temperatur abha¨ngige Koeffizienten, bestimmt.
Diese Koeffizienten entstammen zum Teil Messungen im Experiment oder ko¨nnen aus
gaskinetischen Modellen abgeleitet werden. Doch zuna¨chst folgen einige Definitionen und
Erkla¨rungen, um die Lesbarkeit nachfolgender Ausfu¨hrungen zu erleichtern.
Die Zusammensetzung des Gases wird je nach Gebrauch unterschiedlich ausgedru¨ckt.
Die spezifische Stoffmenge cα = nα/V der Komponente α in [mol/m
3] wird als Konzen-







ζα = 1 . (2.37)
Dabei ist c =
∑
α cα, die totale Stoffmengenkonzentration des Gemisches. Wird die
Gaszusammensetzung in Massenanteilen mα ausgedru¨ckt, ist die naheliegende dimensi-
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ξα = 1 . (2.38)
Die Gesamtmasse m des Gemisches ist die Summe der partialen Massen aller Kompo-
nenten, m =
∑
α mα. Die partialle Masse berechnet sich aus der Stoffmenge nα und der
molekularen Masse:
mα = nαMα (2.39)










Mit dem so definierten dimensionslosen Molenbruch, la¨sst sich der Partialdruck der Kom-
ponente α berechnen zu:
pα = ζα p
(0) . (2.42)
Der Druck p(0) ist der bereits erwa¨hnte thermodynamische Druck. Die Partialdichte wird
aus der Gemisch-Gesamtdichte u¨ber den Massenbruch berechnet:
ρα = ξα ρ . (2.43)
Die Partialdichte ist in der konservativen Formulierung der Transportgleichungen eine
Erhaltungsgro¨ße.
Der prima¨r durch Konzentrationsgradienten verursachte, gerichtete Transport von
Gasmoleku¨len kann in der Kontinuumsmechanik am einfachsten durch das Ficksche Ge-
setz
m˙α = −ρD grad ξα , (2.44)
beschrieben werden. Dieser Ansatz beschreibt einen gerichteten Massenfluss der Kom-
ponente α mit einer Diffusionsgeschwindigkeit V α
m˙α = −ρ ξα V α . (2.45)
Unter zusa¨tzlicher Beru¨cksichtigung der Thermodiffusion, also Moleku¨ltransport auf-
grund von Temperaturgradienten, la¨sst sich die Diffusionsgeschwindigkeit in einem N -
Komponenten-Gemisch ausdru¨cken als:
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mit dem bina¨ren Diffusionskoeffizienten Dαβ, dem Thermodiffusionskoeffizienten Dα,T
und der mittleren Molmasse M des Gemisches.
Wird diese Berechnungsvorschrift fu¨r Diffusionsgeschwindigkeit in einem Computer-
programm verwendet, besteht die Gefahr der Division durch Null, im Fall verschwinden-
der Konzentrationen einer Komponente oder wenn reine Spezies vorkommen. Alternativ
kann die Gleichung (2.46), mit dem Massenbruch multipliziert werden, so dass unter
Verwendung gemittelter Gro¨ßen die wesentlich handlichere Formel entsteht:









mit Θα, dem Thermodiffusionsverha¨ltnis und dem mittleren Diffusionskoeffizienten Dα,m
der Komponente α, in das Gemisch.
Bei der Bestimmung der Transportkoeffizienten fu¨r Stoffdiffusion wird ausschließlich
auf die kinetische Gastheorie zuru¨ckgegriffen. Wie bereits erwa¨hnt, mu¨ssen zur Berech-
nung des Stoffdiffusionsstroms, der mittlere Diffusionskoeffizient und das Thermodiffu-













mit Dβα, dem bina¨ren Diffusionskoeffizienten der Komponente β in die Komponente α.
Dieser kann z.B. nach [26, 47] berechnet werden:
Dαβ = 5.9543 · 10−24
√
T 3 [(1/Mα) + (1/Mβ)]
p(0) σ2αβ Ωαβ
. (2.49)
Das dimensionslose Stoßintegral Ωαβ ist eine Funktion der Temperatur und der mittleren
Potentialtiefe (ǫ/k)αβ (Lennard-Jones Parameter). Die Stoßdurchmesser σαβ und die













ǫα ǫβ . (2.51)
In den hier pra¨sentierten Fa¨llen wurde der Effekt der Thermodiffusion vernachla¨ssigt,
da die abgescha¨tzten Thermodiffusionsverha¨ltnisse Θα mehrere Gro¨ßenordnungen un-
ter den mittleren Diffusionskoeffizienten Dα,m lagen. Die Berechnugsmethoden fu¨r das
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Thermodiffusionsverha¨ltniss finden sich ausfu¨hrlich beschrieben und fu¨r Rechneranwen-
dungen angepasst in [28]. In der Praxis kann auf externe Programmbibliotheken zuru¨ck-
gegriffen werden, die allerdings meistens Lizenzpflichtig sind. Die in dieser Arbeit ver-
wendete Vorschrift (2.48) zur Berechnung des mittleren Diffusionskoeffizienten hat den
Nachteil, dass sie fu¨r reine Gas-Spezies nicht definiert ist. Dieses Verhalten kann durch
einfu¨hren von
”
Konzentrationsschranken“, also Mindestkonzentrationen, abgestellt wer-
den.
2.2.3 Diffusiver Wa¨rmetransport
Der gerichtete Wa¨rmestrom q˙ setzt sich zusammen aus zwei diffusiven Transportmecha-
nismen, der Wa¨rmeleitung und dem Stofftransport
q˙ = q˙λ + q˙D . (2.52)
Die Wa¨rmeleitung beschreibt den Wa¨rmestrom infolge eines Temperaturgradienten
im Integrationsgebiet und wird durch das Gibbs’sche Gesetz beschrieben
q˙λ = −λ gradT . (2.53)
Dabei ist der Koeffizient λ, die globale Wa¨rmeleitfa¨higkeit, eine Funktion der Tempera-
tur und der Gaszusammensetzung.
Die Wa¨rmeleitfa¨higkeit einer Gasspezies kann a¨hnlich, wie die bereits beschriebene
Viskosita¨t aus experimentell ermittelten Daten stammen. Ihre Temperaturabha¨ngigkeit
wird dann durch eine Na¨herungsfunktion der Art







beschrieben [48]. Die Koeffizienten A, B, C und D finden sich in der Regel, in den
gleichen Datenbanken, wie die Koeffizienten zur Berechnung der Viskosita¨t [34, 18].
Das Potenzgesetz zur Beschreibung der Temperaturabha¨ngigkeit der Wa¨rmeleifa¨hig-
keit la¨sst sich ebenfalls anwenden, so dass gilt






Die zwei Referenzwerte und der Exponent mu¨ssen hier ebenfalls Tabellen entnommen
werden.
Ist die Wa¨rmeleitfa¨higkeit eines Stoffes nicht hinreichend gut durch Experimente be-
kannt, kann sie ebenso wie die Viskosita¨t, anhand der kinetischen Gastheorie berechnet
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werden. Aus der Chapman-Enskog-Theorie folgt fu¨r die Wa¨rmeleitfa¨higkeit monoato-
marer Gase [26, 47]














mit dem Isentropenexponenten κα der Komponente α. Auch an dieser Stelle gilt: um
die Transportkoeffizienten auf diese Weise berechnen zu ko¨nnen, mu¨ssen die molekularen
Wechselwirkungsparameter σ0 und ǫ/kB bekannt sein. Diese sind fu¨r viele Stoffe bekannt
oder sie ko¨nnen abgescha¨tzt werden [28].
Der Wa¨rmestrom in Gasgemischen entha¨lt zusa¨tzlich zu dem Anteil aus der Wa¨rme-
leitung, noch den aus der Stoffdiffusion stammenden Enthalpiestrom q˙D. Dieser wird
mit der Diffusionsgeschwindigkeit V α transportiert und entspricht somit einem mit dem




hα ξαV α . (2.58)
Formal muss der Wa¨rmestrom aufgrund der unterschiedlichen Diffusionsgeschwindig-
keiten der Gasspezies erwa¨hnt werden. Dieser wird in der Literatur als Dufour-Effekt
gefu¨hrt [47]. Er ist in der Regel so klein, dass er vernachla¨ssigt wird, selbst wenn die
Thermodiffusion beru¨cksichtigt werden muss.
2.2.4 Transportgro¨ßen in Gemischen
Die Materialkoeffizienten zur Berechnung des Reibungsspannungstensors S, der Enthal-
pie h und der Wa¨rmestromdichte q˙λ infolge der Wa¨rmeleitung beziehen sich immer auf
das Gasgemisch, sind also zusa¨tzlich zu der Temperaturabha¨ngigkeit von der lokalen
Gaszusammensetzung abha¨ngig. Im einzelnen sind es die dynamische Viskosita¨t η, die
Wa¨rmekapazita¨t cp und die Wa¨rmeleitfa¨higkeit λ. Fu¨r die spezifische Wa¨rmekapazita¨t





mit ξα, der massenbezogenen Konzentration und cp,α(T ), der spezifischen Wa¨rmeka-
pazita¨t des reinen Gases α. Fu¨r die Berechnung der dynamischen Za¨higkeit ηmix und
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ist, mit ϕ als dynamische Za¨higkeit η oder monoatomare Wa¨rmeleitfa¨higkeit λ0.
2.3 Modellierung chemischer Reaktionen
Die A¨nderung der Stoffmengen einzelner Gaskomponenten infolge chemischer Reaktio-
nen muss in den Erhaltungs- beziehungsweise Transportgleichungen als entsprechender
Quellterm modelliert werden. Die Zusammensetzung des Gases ha¨ngt dabei von der ele-
mentaren Zusammensetzung, der Temperatur und allgemein vom zeitlichen Verlauf der
Reaktionen ab.
Eine genaue Betrachtung des Problems beinhaltet folglich, die Bestimmung der zeit-
lichen A¨nderung der Stoffkonzentrationen und somit die Berechnung der Kinetik chemi-
scher Reaktionen. Ein reagierendes System vom L Elementarreaktionen und M Stoffen
kann durch folgenden Formalismus beschrieben werden:
M∑
α=1
ν ′α,γ Bα ⇀↽
M∑
α=1
ν ′′α,γ Bα , γ = 1...L (2.62)
hier sind ν ′α,γ und ν
′′
α,γ die ganzzahligen, positiven sto¨chiometrischen Koeffizienten der
Edukte beziehungsweise der Produkte der Reaktion γ. Das chemische Symbol des be-
teiligten Stoffes α ist Bα. Die Geschwindigkeit Wγ der Reaktion γ ergibt sich mit den



















ν ′α,γ − ν ′′α,γ
)
Wγ . (2.64)
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Die Dimension der Bildungsgeschwindigkeit, beziehungsweise der Reaktionsgeschwin-
digkeit, ist die spezifische Stoffmenge pro Zeit. Um die massebezogene Stoffbildungs-
geschwindigkeit zu bestimmen, muss mit der Molmasse Mα des Stoffes multipliziert
werden:
r˙α =Mα ω˙α . (2.65)
Zur Berechnung der Reaktionsgeschwindigkeit Wγ mu¨ssen die Reaktionskoeffizienten
bekannt sein. In der Regel werden sie experimentell ermittelt, ko¨nnen jedoch unter
Umsta¨nden abgescha¨tzt werden, wenn keine experimentellen Daten vorliegen. Die Reak-
tionskoeffizienten sind von der Stoffkonzentration unabha¨ngig und ha¨ngen hauptsa¨chlich













mit der Aktivierungsenergie Ea und dem Frequenzfaktor A. Typischerweise werden diese
Parameter nur fu¨r die Hinreaktionen angegeben und sind o¨ffentlich zuga¨nglichen Daten-
banken zu entnehmen, zum Beispiel der Datenbank des National Institute of Standarts
and Technology, kurz NIST (http://kinetics.nist.gov). Die Reaktionskoeffizienten




berechnet, der die Gleichgewichtskonstante einer Reaktion beschreibt. Diese wird fu¨r
ideale Gase aus den chemischen Standartpotentialen µ0α der an der Reaktion beteiligten






















(ν ′α − ν ′′α)µ0α . (2.69)
Fu¨r die Berechnung von Bildungsgeschwindigkeiten und zur Analyse der Reaktionskine-
tik existieren umfangreiche Programmbibliotheken. Eine frei verfu¨gbare und die zudem
einer Open-Source-Lizenz unterliegende Bibliothek, ist CANTERA. Einige der Funk-
tionen, die CANTERA bietet, wurden fu¨r die Modellbildung und zur Untersuchung
der Stoffumwandlungsprozesse im Siliziumkarbid-Reaktor verwendet, der im Kapitel 8
behandelt wird. Zudem entha¨lt CANTERA Bibliotheksfunktionen zur Berechnung der
Transportkoeffizienten. Diese Programmroutinen ko¨nnen ebenfalls in die Simulationspro-
gramme eingebunden oder zur Entwicklung von reduzierten Modellen verwendet werden.
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Ob solche Bibliotheken tatsa¨chlich in Stro¨mungssimulationsprogrammen verwendet wer-
den, sollte am Rechenaufwand einer Punktoperation festgemacht werden. Bei umfang-
reichen Problemen, ist es unter Umsta¨nden sehr lohnend die Berechnung von Stoffei-
genschaften und Zusammensetzung zu simplifizieren oder in optimierten, angepassten
Programmroutinen zu implementieren.
Gerade bei langsamen Stro¨mungsprozessen ist es ha¨ufig der Fall, dass die charak-
teristische Stoffumwandlungsgeschwindigkeit sehr viel gro¨ßer ist als die charakteristi-
sche Stro¨mungsgeschwindigkeit. Dadurch wird der Aufwand, die Kinetik der Reaktionen
im Ort und in der Zeit genau zu berechnen, unangemessen hoch. Die hohe Reaktions-
geschwindigkeit kann, zusammen mit entsprechenden Temperaturgradienten, Diskonti-
nuita¨ten in den Stoffkonzentrationen erzeugen. Flammenfronten sind ein typisches Bei-
spiel dafu¨r. Sind solche Schwierigkeit nicht zu erwarten, la¨sst sich die Annahme eines
chemischen Gleichgewichtes zu jeder Zeit an jedem Ort im Integrationsgebiet rechtferti-
gen. Diese Annahme vereinfacht die Modellierung sehr, da die Stoffkonzentrationen jetzt
allein von der Temperatur und der elementaren Zusammensetzung abha¨ngen.
Die Berechnung der Gleichgewichtszusammensetzung ist jedoch ein recht aufwendiger
Prozess. Es empfiehlt sich daher, diese fu¨r eine bestimmte elementare Zusammenset-
zung und eine begrenzte Anzahl von Stoffen, in einem breiten Temperaturbereich zu
berechnen. Das Ergebnis einer solchen Berechnung sind mehrdimensionale Tabellen der
Stoffkonzentrationen als Funktion der Temperatur. Ist die Temperatur an einem Ort be-
stimmt, kann bei der Annahme sehr schneller Reaktionen, die Zusammensetzung durch
Auswertung der Tabelle, bestimmt werden.
2.4 Erhaltungs- und Transportgleichungen von
reaktiven Stro¨mungen
Die Simulation technischer Probleme verlangt, Gleichungen zu verwenden, die das Pro-
blem hinreichend beschreiben. Aus Gru¨nden der Effizienz ist ist es vorteilhaft mo¨glichst
viele Effekte zu vernachla¨ssigen und Vereinfachungen zu treffen und sich ausschließlich
auf die fu¨r das Problem wesentlichen Effekte zu beschra¨nken. Die Annahmen, die dabei
getroffen werden, ko¨nnen sich auf geometrische Besonderheiten der Stro¨mung beziehen
sowie auf der Beitrag einzelner Transportmechanismen. Typische Beispiele dafu¨r sind
die Navier-Stokes-Gleichungen des inkompressiblen Fluides und die Erhaltungsgleichun-
gen fu¨r rotationssymmetrische Geometrien. Den Ausgangspunkt solcher Vereinfachungen
bilden die vollsta¨ndigen Gleichungen, formuliert fu¨r beliebige Koordinatensysteme.
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2.4.1 Gleichungen in konservativer Form
Um die fu¨r das jeweilige Stro¨mungsproblem notwendige Modellierung zu vereinfachen,
empfiehlt es sich, zuna¨chst von einer mo¨glichst vollsta¨ndigen Beschreibung der Stro¨mung
auszugehen. Die Gleichungen, die das zu beschreibende Problem dann wiedergeben, er-
geben sich aus den Annahmen, welche Effekte vernachla¨ssigbar sind. Die vollsta¨ndigen,
dimensionsbehafteten Erhaltungsgleichungen fu¨r Stro¨mung mehrerer miteinander rea-
gierender Gasspezies bei kleinen Mach-Zahlen sind:
∂
∂t
ρ+ div(ρu) = 0 (2.70)
∂
∂t
ρα + div(ραu) = div m˙α + r˙α (2.71)
∂
∂t
(ρu) + div(ρu⊗ u) + grad p(1) = divS + ρk (2.72)
∂
∂t
(ρe) + div(ρhu) = div(q˙λ + q˙D) + Q˙ (2.73)
Der Term ρk in der Impulserhaltungsgleichung (2.72) beschreibt die Volumenkra¨fte auf-
grund der Volumenkraftdichte k, zum Beispiel in einem Schwerefeld. Die Wa¨rmequelle Q˙
in der Energieerhaltungsgleichung (2.73) beschreibt die in chemischen Reaktionen frei-
gesetzte beziehungsweise verbrauchte Wa¨rme, sie kann aber auch punktfo¨rmige Wa¨rme-
quellen enthalten. Ihre Formulierung ha¨ngt sehr stark vom der Problemstellung ab. Die-
se Gleichungen dienen als Ausgangspunkt einer konservativen Diskretisierung, wobei die
Energieerhaltungsgleichung (2.73) in dieser Form fu¨r eine explizite Zeitdiskretisierung
lediglich eingeschra¨nkt verwendbar ist. Wie spa¨ter gezeigt wird, ist die Energieerhal-
tungsgleichung als Transportgleichung der Temperatur oder der Enthalpie, wesentlich
einfacher zu handhaben. Der Vollsta¨ndigkeit halber und weil sie bei der Herleitung der
Divergenzbedingung fu¨r die Geschwindigkeit eine wichtige Rolle spielt, ist sie hier auf-
gefu¨hrt.
2.4.2 Vollsta¨ndige Transportgleichungen
Die Erhaltungsgleichungen fu¨r Gasspezies, Impuls und Energie lassen sich durch Sub-
traktion der Massenerhaltung (2.70) in Transportgleichungen u¨berfu¨hren. Dadurch ent-
steht ein System von Konvektions-Diffusions-Gleichungen fu¨r einen teilweise willku¨rli-
chen Satz von primitiven Feldvariablen, zum Beispiel (ξα,u, h). Diese Gleichungen haben
den Vorteil, einer algorithmisch einfacheren Diskretisierung zuga¨nglich zu sein. Sie sind
allerdings nicht ohne Einschra¨nkungen, als
”
erhaltend“ anzusehen. Die Energiegleichung
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+ gradϕ · u . (2.78)
Fu¨r Systeme von Konvektions-Diffusions-Gleichungen existiert eine Vielzahl gut funktio-
nierender Finite-Differenzen-Verfahren, die mit kleineren Modifikationen zur Anwendung
kamen. Die Gleichung (2.77) wird in dieser Form, selbst innerhalb einer sonst konserva-
tiven Diskretisierung, gelo¨st.
2.4.3 Transportgleichungen des inkompressiblen Fluides
Als Grundlage der Entwicklung numerischer Simulation von Stro¨mung bei kleinen Mach-
Zahlen, dienten Verfahren, die urspru¨nglich zur Berechnung von Stro¨mung inkompres-
sibler Fluide entwickelt wurden. Aus diesem Grund sollte kurz auf die entsprechen-
den Transportgleichungen eingegangen werden. Diese sind zum Teil einfacher als die
vollsta¨ndigen Gleichungen und erlauben bei konstanter Temperatur und Zusammen-
setzung des Fluides weitere vereinfachende Annahmen, wie zum Beispiel die konstante
Dichte und Viskosita¨t. Die daraus resultierenden Gleichungen sind ein Ausgangspunkt
der Diskretisierung. Als Modellgleichungen zur analytischen Untersuchung des Problems
dient die Konvektions-Diffusions-Gleichung.
Die Herleitung der Transportgleichung folgt im einfachsten Fall direkt aus der kon-
stanten Dichte und Viskosita¨t. Zuna¨chst, angewendet auf die Massenerhaltung, zeigt
sich, dass das Geschwindigkeitsfeld divergenzfrei sein muss
divu = 0 . (2.79)
Mit dieser Bedingung und der konstanten Viskosita¨t vereinfacht sich die Divergenz des
Reibungsspannungstensors zu
divS = η (div gradu) . (2.80)
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grad p = ν div gradu . (2.81)
Hierbei ist ν die konstante kinematische Za¨higkeit. Der Druck p in den Navier-Stokes-
Gleichungen des inkompressiblen Fluides entspricht dem dynamischen Druck p(1) aus der
asymptotischen Entwicklung (2.26) und ist hier ein Lagrangescher Multiplikator, der so
gewa¨hlt werden muss, dass die Zwangsbedingung divu = 0 erfu¨llt ist.
2.4.4 Gleichungen fu¨r rotationssymmetrische Probleme
Die ha¨ufigsten Ausfu¨hrungen von Brennkammern und Gasphasensynthese-Reaktoren
enthalten zylindrische Geometrien. Dadurch bietet sich die Verwendung eines zy-
lindrischen Koordinatensystems (r,Θ, z) an, mit den Geschwindigkeitkomponenten
(ur, uΘ, uz). Ist in einem solchen Fall die Stro¨mung laminar, darf auch Achssymme-
trie angenommen werden, und dass die Umfangskomponente der Geschwindigkeit uΘ
verschwindet oder zumindest konstant ist. Die Erhaltungs- beziehungsweise Bewegungs-
gleichungen in zylindrischen Koordinaten folgen aus einer Bilanz am Ringelement oder
einfacher, durch Anwendung der entsprechenden Differentialoperatoren (Anhang B) auf
die allgemeingu¨ltig formulierten Gleichungen (2.74) bis (2.77). Fu¨r die Herleitung der
Gleichungen in rotationssymmetrischen Systemen ko¨nnen alle Ableitungen in Umfangs-
richtung zu Null gesetzt werden, sowie die Umfangskomponente der Geschwindigkeit.
















































































Die Divergenz der Diffusionsmassenstromdichte m˙α und der Wa¨rmestromdichte q˙ erfor-
dert die Bildung eines Laplace-Operators in Zylinderkoordinaten fu¨r eine skalare Funk-
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Letztlich entspricht die Betrachtung des rotationssymmetrischen Systems einer Reduk-
tion des Problems um eine Dimension. Dadurch ko¨nnen zweidimensionale Gitter ohne
weitere Modifikationen verwendet werden. Auch die Lo¨sungsalgorithmen fu¨r kartesische
Gitter sowie die diskreten Differential-Operatoren, ko¨nnen mit geringem Modifikationen
verwendet werden. Es sind jedoch fu¨r alle Fa¨lle die engen Grenzen der Anwendbarkeit
zu beachten. Ein weiterer Aspekt bei der Diskretisierung der Gleichungen rotationssym-
metrischer Stro¨mung, ist der nichtsymmetrische Laplace-Operator, was vor allem die




Probleme der Simulation von Stro¨mungen kleiner Mach-Zahlen betreffen vor allem die
numerische Lo¨sung der Gleichungen. Die Skalenanalyse hat gezeigt, dass der Gradi-
ent des thermodynamischen Druckes p(0) um Gro¨ßenordnungen vom Gradient des dy-
namischen Druckes p(1) abweicht. In der allgemein gu¨ltigen Form der Navier-Stokes-
Gleichungen kompressibler Gase ist die Kopplung zwischen der Impulserhaltung und
Energieerhaltung durch den Druck in Abha¨ngigkeit von der Dichte p(ρ) gewa¨hrleistet.
Diese Abha¨ngigkeit ist bei kleinen Mach-Zahlen schwach oder fehlt ganz, wie in dem
hergeleiteten Grenzfall oder bei Flu¨ssigkeiten. Dies ist zum einen dadurch zu erkla¨ren,
dass der Druck von Gasen eine thermodynamische Gro¨ße ist und sich direkt aus der
molekularen Betrachtung erkla¨ren la¨sst. Bei Flu¨ssigkeiten hingegen ist der Druck, wie
er in den Erhaltungsgleichungen verwendet wird, eine La¨ngsspannung, die aus der De-
formation des Volumenelements herru¨hrt. Der Druckanteil, hier p(1), wird deshalb auch
als hydrodynamischer Druck bezeichnet.
Diese Eigenschaft des hydrodynamischen Druckes erfordert spezielle numerische
Lo¨sungsverfahren, da keine explizite Gleichung fu¨r diesen Druck existiert. Die ge-
bra¨uchlichsten Ansa¨tze zur numerischen Lo¨sung der inkompressiblen Navier-Stokes-
Gleichungen sind:
1. Vorkonditionierung der Navier-Stokes-Gleichungen [7, 51, 52], beziehungsweise das
Verfahren ku¨nstlicher Kompressibilita¨t.
2. Lo¨sung der Gleichungen fu¨r kleine Mach-Zahlen mittels eines Druckkorrektur-
Verfahrens.
3. Lattice-Boltzmann-Verfahren, hier speziell die Lattice-BGK-Methode.
Mit Modifikationen sind alle drei Verfahren auf Stro¨mungen kleiner Mach-Zahlen u¨ber-
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tragbar. Die Familie der Druckkorrektur-Verfahren wird hier besonders ausfu¨hrlich be-
handelt, da sie im Rahmen dieser Arbeit bevorzugt verwendet wurden.
Die Vorkonditionierung wird in der Regel auf die vollsta¨ndigen Navier-Stokes-
Gleichungen (2.1) bis (2.3) angewendet [51]. Urspru¨nglich ist sie abgeleitet aus der Idee
ku¨nstlicher Kompressibilita¨t [7], wo die Transportgleichungen (2.76) des inkompressi-
blen Fluids so manipuliert werden, dass deren Charakteristik sich zum hyperbolischen
Typ hin verschiebt. Die Modifikation wird so angewendet, dass im stationa¨ren Fall die
unvera¨nderten Gleichungen verbleiben. Durch die vera¨nderte Charakteristik zersto¨rt die
Vorkonditionierung die zeitliche Konsistenz der Gleichungen. Wird ein zeitgenaues Ver-
fahren verlangt, werden weitere Modifikationen des numerischen Verfahrens notwendig
[52].
Die zweite Mo¨glichkeit, die Druckkorrektur-Verfahren, beziehen sich in der Regel auf
die Gleichungen fu¨r kleine Mach-Zahlen, wie aus der Skalenanalyse abgeleitet. So ist
es auch nicht verwunderlich, dass diese zuerst fu¨r Stro¨mungen inkompressibler Fluide
entwickelt wurden. Einige Varianten dieser Verfahren werden im Folgenden detaillierter
beschrieben.
3.1 Helmholtz-Hodge-Zerlegung
Bevor detailliert auf die Druckkorrektur-Verfahren eingegangen werden kann, muss die
so genannte Helmholtz-Hodge-Zerlegung kurz erkla¨rt werden, da sie die mathematische
Grundlage dieser Klasse von Algorithmen liefert [9]. Demnach existiert fu¨r ein beliebiges
Vektorfeld u⋆ in dem Gebiet V, mit der Berandung ∂V, eine eindeutige Zerlegung der
Art:
u⋆ = u+ gradϕ (3.1)
mit
divu = 0 in V und u · n = 0 auf ∂V . (3.2)
Fu¨r den Beweis [9] wird zuna¨chst die Orthogonalita¨t∫
V
u · gradϕ dV = 0 , (3.3)
der Vektorfelder u und gradϕ formuliert. Mit der Divergenzfreiheit von u und der
Identita¨t
div(ϕu) = (divu)ϕ+ u · gradϕ , (3.4)
sowie dem Integralsatz von Gauß folgt daraus∫
V






ϕu · n dA = 0 , (3.5)
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wegen der Randbedingung u · n = 0 auf ∂V.
Der Beweis der Eindeutigkeit erfolgt mit der Annahme der Existenz einer weiteren
Zerlegung
u⋆ = u1 + gradϕ1 = u2 + gradϕ2 , (3.6)
so dass gilt
0 = u1 − u2 + grad(ϕ1 − ϕ2) . (3.7)
Skalar multipliziert mit (u1−u2) und eingesetzt in die Bedingung (3.3) fu¨r Orthogona-




[|u1 − u2|2 + (u1 − u2) · grad(ϕ1 − ϕ2)] dV =
∫
V
|u1 − u2|2 dV , (3.8)
woraus mit der Gleichung (3.5) folgt, dass u1 = u2 ist und u¨berdies gradϕ1 = gradϕ2
gilt. Der letzte Ausdruck bedeutet ferner, dass die Skalarfelder ϕ1 und ϕ2 bis auf eine
Konstante gleich sind. Wird nun u⋆ als gegeben vorausgesetzt, kann ϕ als eine Lo¨sung
des Neumann-Problems formuliert werden
div gradϕ = divu⋆ , mit
∂ϕ
∂n
= u⋆ · n auf ∂V . (3.9)
Es la¨sst sich weiterhin zeigen, dass dieses Problem eine, bis auf eine Konstante, eindeutige
Lo¨sung besitzt [10]. Diese kann in der Zerlegung u = u⋆ − gradϕ angewendet werden,
so dass durch Konstruktion von ϕ, das Vektorfeld u mit der angestrebten Eigenschaft
divu = 0 entsteht.
Diese U¨berlegungen bilden die Basis aller Druckkorrektur-Verfahren, die urspru¨ng-
lich zur numerischen Lo¨sung der inkompressiblen Navier-Stokes-Gleichungen entwickelt
wurden [8]. Das Skalarfeld ϕ kann in den meisten Fa¨llen mit dem Druck p(1), bezie-
hungsweise mit einem Korrekturdruck p′, identifiziert werden. Es gilt zu beachten, dass
der so berechnete Druck nicht der thermodynamische Druck p(0) = ρRT ist, sondern
ein Lagrange-Operator, der die Zwangsbedingung der Inkompressibilita¨t zu erfu¨llen hat.
Das hier verwendete Vektorfeld u ist entsprechend mit dem Geschwindigkeitsfeld oder
aber mit dem Vektorfeld des spezifischen Impulses ρu identisch. Somit ist die hier be-
sprochene Zerlegung auch fu¨r die Impulserhaltungsgleichung (2.72) anwendbar. Im Vor-
griff auf die Bestimmung des Druckes p(1) aus den Gleichungen fu¨r Stro¨mungen kleiner
Mach-Zahlen und variabler Dichte ist zu bemerken, dass ein divergenzfreies Vektorfeld
des spezifischen Impulses ρu einzig im stationa¨ren Zustand vorliegt, entsprechend der
Massenerhaltungsgleichung (2.1).
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3.2 Familie der Druckkorrektur-Verfahren
Druckkorrektur-Verfahren bilden eine große Gruppe in den Methoden zur Lo¨sung der
inkompressiblen Navier-Stokes-Gleichungen. Wegen ihrer Eigenschaften sind sie ebenfalls
in den meisten kommerziellen Verfahren zur Stro¨mungssimulation implementiert. Das
allen Verfahren dieser Art gemeinsame Vorgehensprinzip la¨sst sich allgemein wie folgt
formulieren:
1) Beginne mit einer angenommenen Anfangsbedingung fu¨r das Geschwindigkeitsfeld.
2) Berechne entsprechend den Randbedingungen ein neues Geschwindigkeitsfeld zu
einer neuen Zeit, ohne oder mit gena¨hertem Gradienten des Druckes. Dieses Ge-
schwindigkeitsfeld erfu¨llt in der Regel nicht die Massenerhaltung.
3) Finde mit Hilfe der Zwangsbedingung (Helmholtz-Hodge-Zerlegung) ein Druckfeld,
passend zu dem Geschwindigkeitsfeld, das die Massenerhaltung erfu¨llt.
4) Korrigiere mit dem Gradienten des Druckes das in 2) berechnete Geschwindigkeits-
feld.
5) (Fahre bei 2) fort, bis das Geschwindigkeitsfeld divergenzfrei ist.)
Der fu¨nfte Schritt wurde bewusst in Klammern gesetzt, da er nicht fu¨r alle Verfahren for-
mal notwendig ist. Die verschiedenen Implementierungen von Druckkorrektur-Verfahren
unterscheiden sich in erster Linie in der Wahl der Zeitintegrationsmethode. Der Druck
selber ist der Zeitebene des neuen Geschwindigkeitsfeldes zuzuordnen, er sollte so gewa¨hlt
sein, dass die Massenerhaltung zu jeder Zeit erfu¨llt ist. Wie das Geschwindigkeitsfeld aus
dem zweiten Schritt berechnet wird, bestimmt die jeweilige Implementierung. Desweite-
ren wird, je nach Verfahren, bei der Berechnung im zweiten Schritt ein Druckgradient
verwendet und lediglich ein
”
Korrekturdruck“ im dritten Schritt berechnet. Der dritte
Schritt beinhaltet in allen Varianten die Lo¨sung einer elliptischen Gleichung fu¨r den
Druck. Die popula¨rsten Varianten von Druckkorrektur-Verfahren sind
• das SIMPLE-Verfahren (Semi Implicit Method for Pressure Linked Equations)
[39, 38] und
• die Fractional-Step-Methode, auch Projektionsverfahren genannt [8].
Prinzipiell sind beide Verfahren
”
Projektionsverfahren“, da beide das Vektorfeld u⋆ auf
seinen divergenzfreien Anteil u
”
projizieren“. Die Unterschiede bestehen, wie bereits
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erwa¨hnt, in der Formulierung des Korrekturdruckes (der bis auf eine Konstante in beiden
Verfahren gleich ist) und in der Zeitdiskretisierung.
Ein anderer Aspekt der Druckkorrektur-Verfahren ist das verwendete Gitter, bezie-
hungsweise die Lage der diskreten Feldgro¨ßen. Wie in den nachfolgenden Abschnitten
erla¨utert wird, ist die eleganteste numerische Lo¨sung der Gleichungen, nicht auf beliebi-
gen Gittertypen zu implementieren.
3.3 Fractional-Step-Methode – Projektionsverfahren
Das a¨lteste Druckkorrektur-Verfahren ist die von Chorin 1969 vorgestellte Fractional
Step Methode fu¨r inkompressible Fluide [8]. Der urspru¨ngliche Lo¨sungsablauf fu¨r die
inkompressiblen Navier-Stokes-Gleichungen (2.79) und (2.81) la¨sst sich fu¨r eine einfache,
explizite Zeitintegration wie folgt darstellen:
1) Beginne den Zeitschritt ∆t mit der Berechnung des Geschwindigkeitsfeldes u⋆
u⋆ = un −∆t Res(un) ,
das die Massenerhaltung (2.79) nicht erfu¨llt, da der Druckgradient fehlt. Das Resi-
duum Res(un) entspricht hier der diskreten Formulierung der Ortsableitungen der
Geschwindigkeit u des n-ten Zeitschritts in der Impulsgleichung (2.81).
2) Bestimme den Druck des divergenzfreien Geschwindigkeitsfeldes un+1 als Lo¨sung
des Problems (3.9)




3) Berechne das divergenzfreie Geschwindigkeitsfeld un+1 des neuen Zeitschritts
durch Korrektur mit dem Druckgradienten
un+1 = u⋆ −∆t1
ρ
grad p .
Fahre fort im na¨chsten Zeitschritt.
Wie leicht zu sehen ist, ist die Fractional-Step-Methode eine direkte Anwendung der
Helmholtz-Hodge-Zerlegung. Der zweite Schritt, die Formulierung des elliptischen Pro-
blems fu¨r den Druck, entspricht hierbei der Anwendung des Divergenz-Operators auf
den Korrekturschritt. Damit durchga¨ngig gleiche, diskrete Differenzen-Operatoren zur
Anwendung kommen, ist es in der Regel notwendig, versetzte Gitter zu verwenden. Nur
dann ist die Konsistenz des Verfahrens gewa¨hrleistet.
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Dieses einfache Verfahren wurde im Rahmen der vorliegenden Arbeit als Ausgangs-
punkt fu¨r die Entwicklung von Lo¨sungsverfahren fu¨r Stro¨mungen kleiner Mach-Zahlen
verwendet. Genauso wie bei einem inkompressiblen Fluid, ist in diesem Fall der Druck
p(1) aus der Impulserhaltung eine Zwangsbedingung, die sich jedoch nicht in der Di-
vergenzfreiheit des Geschwindigkeitsfeldes manifestiert. Die Projektion des gescha¨tzten
Geschwindigkeitsfeldes erfolgt aber ebenfalls durch eine Zerlegung, wobei das Vektor-
feld, auf das projiziert wird, nun eine endliche Divergenz aufweist. Die Folge sind Ein-
schra¨nkungen in der Zeitgenauigkeit und in den Erhaltungseigenschaften des Verfahrens,
da die Divergenzbedingung keine eindeutige Zerlegung des gescha¨tzten Vektorfeldes dar-
stellt. Im stationa¨ren Fall hingegen ist die Divergenzfreiheit des Vektorfeldes des spe-
zifischen Impulses gegeben, da die Zeitableitung der Dichte aus der Massenbilanz (2.1)
verschwindet. Trotzdem muss die Divergenz des Geschwindigkeitsfeldes zu jeder Zeit
bestimmt werden ko¨nnen. Dazu bieten sich zwei Mo¨glichkeiten an:
1. Auswertung der Energieerhaltungsgleichung (2.73), beziehungsweise der Enthal-
pietransportgleichung (2.77), was eine direkte Bestimmungsgleichung fu¨r die Di-
vergenz der Geschwindigkeit liefert.
2. Formulierung der Massenbilanz (2.1) implizit in der Zeit und Auswertung der tem-
peraturbedingten Dichtea¨nderung in der Zeit.
Beide Mo¨glichkeiten werden im Folgenden ausfu¨hrlich besprochen.
Die Energieerhaltungsgleichung (2.73) wurde im Kapitel 2 formuliert. Abgeku¨rzt
mit q˙ als Summe aller Wa¨rmestro¨me und Q˙ als Summe aller Wa¨rmequellen la¨sst sich
diese fu¨r kleine Mach-Zahlen schreiben als
∂
∂t
(ρe) + div(ρhu) = div q˙ + Q˙ . (3.10)
Mit dem Gasgesetz p(0) = ρRT und den Zustandsgleichungen fu¨r Enthalpie h = cpT und























= div q˙ + Q˙ . (3.12)
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Unter der Annahme konstanter Stoffzusammensetzung und mit Gleichung (2.27) kann








(0) divu = div q˙ + Q˙ , (3.13)
wobei die zeitliche A¨nderung des thermodynamischen Druckes nur noch einem Quellterm
entspricht. Aus der Gleichung (3.13) la¨sst sich direkt eine Bedingung fu¨r die Divergenz













Entsprechend der getroffenen Annahme konstanter Stoffeigenschaften ist diese Beziehung
nur eingeschra¨nkt nutzbar. Probleme, die detaillierte Stoffmodelle verlangen, werden
hierbei nur unzureichend wiedergegeben. Bezogen auf einen Lo¨sungsalgorithmus, wird
diese Gleichung immer dann ausgewertet, wenn die Temperatur zum entsprechenden
Zeitschritt vorliegt. Somit ist zugleich eine explizite Auswertung der Temperaturtrans-
portgleichung notwendig.
Die Massenerhaltungsgleichung (2.1) liefert den Zugang, um eine Beziehung fu¨r
die Divergenz des Vektorfeldes des spezifischen Impulses zu bestimmen. Mit dem Gas-







+ div(ρu) = 0 , (3.15)












= − div(ρu)n+1 (3.16)
formulieren la¨sst und unmittelbar die Divergenzbedingung fu¨r das gesuchte Vektorfeld
liefert. Ebenso wie die vorangegangene Divergenzbeziehung (3.14), verlangt diese die
explizite Auswertung der Enthalpietransportgleichung (2.77). Der große Vorteil dieser
Form ist hingegen, dass keine Annahmen bezu¨glich der stoff- und temperaturabha¨ngigen
Koeffizienten getroffen werden mu¨ssen. Weiterhin erlaubt diese Beziehung eine konser-
vative Diskretisierung der Impulserhaltung, die mit einer Beziehung fu¨r die Divergenz
des Geschwindigkeitsfeldes alleine nicht mo¨glich ist.
Die Fractional-Step-Methode fu¨r die Navier-Stokes-Gleichungen bei kleinen Mach-
Zahlen la¨sst sich jetzt, ohne detailliert auf die Ortsdiskretisierung einzugehen, in den
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folgenden Algorithmen allgemein fu¨r ein explizites Verfahren formulieren. Zuna¨chst be-
schrieben fu¨r das System von Transportgleichungen (2.74) bis (2.77), also fu¨r die primi-
tiven Variablen (ξα, h,u). Dabei wird unter dem Residuum Res() eine diskrete Formu-
lierung der Ortsableitungen in der entsprechenden Gleichung verstanden.
1) Beginne mit einer angenommenen Anfangsbedingung fu¨r alle primitiven Feldva-
riablen (ξα, h,u).
2.1) Berechne entsprechend der Randbedingungen die Enthalpie h und die Zusammen-
setzung ξα des neuen Zeitschritts n+ 1 aus den Gleichungen (2.75) und (2.77)
hn+1 = hn −∆t Resh(ξnα, hn,un)
ξn+1α = ξ
n
α −∆t Resξ(ξnα, hn,un) .
(3.17)
Die Dichte ρn+1 la¨sst sich aus der neuen Enthalpie und Zusammensetzung bestim-
men.
2.2) Berechne das Geschwindigkeitsfeld u⋆ aus der Gleichung (2.76)
u⋆ = un −∆t Resu(ξnα, hn,un) , (3.18)
das die Divergenzbedingung nicht erfu¨llt.













wobei die Divergenzbedingung (3.14) oder (3.16) zu verwenden ist.
4) Berechnung des Geschwindigkeitsfeldes un+1, das die Divergenzbedingung erfu¨llt,
durch Korrektur mit dem Druckgradienten
un+1 = u⋆ −∆t 1
ρn+1
grad p(1) . (3.20)
Fahre fort im na¨chsten Zeitschritt.
Fu¨r die Erhaltungsgleichungen (2.70) bis (2.72) mit den konservativen Variablen
(ρα, ρu) und der Enthalpie h ist prinzipiell derselbe Ablauf anzusetzen.
1) Beginne mit einer angenommenen Anfangsbedingung fu¨r alle konservativen Feld-
variablen (ρα, ρu) und fu¨r die Enthalpie h.
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2.1) Berechne entsprechend der Randbedingungen die Enthalpie h und die Partialdich-
ten ρα des neuen Zeitschritts n+ 1 aus den Gleichungen (2.77) und (2.71)
hn+1 = hn −∆t Resh(ρnα, hn, (ρu)n)
ρn+1α = ρ
n
α −∆t Resρ(ρnα, hn, (ρu)n) .
(3.21)
Die Dichte ρn+1 ist die Summe aller Partialdichten ρn+1α .
2.2) Berechne das Vektorfeld (ρu)⋆ des spezifischen Impulses aus Gleichung (2.72)
(ρu)⋆ = (ρu)n −∆t Resρu(ρnα, hn, (ρu)n) , (3.22)
das die Divergenzbedingung (3.16) nicht erfu¨llt.
3) Bestimmung des Druckes als Lo¨sung des Problems




div(ρu)⋆ − div(ρu)n+1) , (3.23)
wobei die Divergenzbedingung (3.16) zu verwenden ist.
4) Berechnung des Feldes spezifischen Impulses (ρu)n+1, das die Divergenzbedingung
erfu¨llt, durch Korrektur mit dem Druckgradienten
(ρu)n+1 = (ρu)⋆ −∆t grad p(1) . (3.24)
Fahre fort im na¨chsten Zeitschritt.
Fu¨r die Navier-Stokes-Gleichungen (2.70) bis (2.72) fu¨r Stro¨mungen bei kleinen Mach-
Zahlen ist jetzt eine Finite-Volumen-Diskretisierung mo¨glich. Die Energieerhaltungsglei-
chung muss jedoch nach wie vor in ihrer Transportform (2.77) gelo¨st werden, da die
zeitliche A¨nderung der spezifischen inneren Energie in isobaren, also offenen Systemen,
praktisch nur von der A¨nderung des Isentropenexponenten κ abha¨ngt, wie in Gleichung
(3.11) gezeigt. Somit ist die Energieerhaltungsgleichung (2.73) in der konservativen For-
mulierung fu¨r praktische Implementierungen ungu¨nstig.
3.3.1 Explizite Diskretisierung und Integration in der Zeit
Die explizite Diskretisierung in der Zeit fu¨hrt auf mehrere Probleme. Zum einem ist die
Zeitschrittweite begrenzt, das heißt, dass die CFL-Bedingung eingehalten werden muss.
Diese besagt, dass der numerische Fortschritt in der Zeit nicht gro¨ßer sein darf als der








≤ 1 . (3.25)
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Die Berechnung der Zeitschrittweite entsprechend der CFL-Bedingung, la¨uft auf eine
Untersuchung der Charakteristiken des vorliegenden Gleichungssystems hinaus. Alter-
nativ la¨sst sich ein Kriterium fu¨r die zula¨ssige Zeitschrittweite u¨ber die Stabilita¨tsanalyse
der diskreten Gleichung herleiten [25, 53].




+ u · gradϕ = ν div gradϕ . (3.26)
Diese wird auch allgemein als Modellgleichung fu¨r den Wa¨rme- und Stofftransport ge-
sehen. Die Stabilita¨tsanalyse fu¨r eine explizite Integration in einem Schritt und zentrale
Differenzen im Ort liefert die Bedingung

















mit u2 = u ·u und der CFL-Zahl C ≤ 1 [25]. Das Ergebnis der Stabilita¨tsanalyse wurde
















zusammengefasst. Diese Bedingung wird ebenfalls fu¨r das System der Navier-Stokes-
Gleichungen verwendet. Zu beachten ist, dass der Koeffizient des diffusiven Transportes
fu¨r die einzelnen Gleichungen stark variieren kann, wa¨hrend die konvektive Transport-
geschwindigkeit fu¨r alle gleich ist.
Soll die Zeitintegration auf hierarchisch u¨berlagerten Gittern unterschiedlicher Orts-






















zu verwenden. Im Fall verschwindender Diffusion ν → 0 entspricht diese Formel, dann
der CFL-Bedingung fu¨r eine reine Konvektions-Gleichung.
Ein oft verwendetes Verfahren fu¨r die explizite Zeitintegration ist das Runge-Kutta-
Mehrschrittschema, das auf A. Jameson [27] zuru¨ckgeht. Es entha¨lt nur wenige algorith-
mische Erweiterungen zu einer gewo¨hnlichen Einschritt-Zeitintegration und ist daru¨ber-
hinaus auch bei einer zentralen Formulierung der Konvektions-Gleichung stabil. Es muss
lediglich noch in den Druckkorrektur-Formalismus integriert werden. Die Runge-Kutta-
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Zeitintegration la¨sst sich wie folgt darstellen:
V (0) = V (n)
V (1) = V (0) −α1∆tRes(V (0))
V (2) = V (0) −α2∆tRes(V (1))
·
·
V (m) = V (0) −αm∆tRes(V (m−1))
·
·
V (M) = V (0) −αM∆tRes(V (M−1))
V (n+1) = V (M)
(3.30)
Die aus M-Schritten bestehende Zeitintegration entspricht einer mit den Koeffizienten
α1, α2, ..., αM gewichteter Extrapolation. Diese Koeffizienten sind im gewissen Rahmen
frei wa¨hlbar, bis auf den letzten, der immer αM = 1 sein sollte, um die Zeitkonsistenz des
Verfahrens sicherzustellen. Die restlichen Koeffizienten ko¨nnen entsprechend den Anfor-
derungen, entweder fu¨r die Stabilita¨t oder fu¨r die Genauigkeit des Schemas optimiert
werden. Die verwendeten Koeffizienten sind in der Tabelle 3.1 gelistet, jeweils mit der
theoretisch zula¨ssigen CFL-Zahl und der Genauigkeit der Zeitdiskretisierung.
M α1 α2 α3 C Ordnung
2 1/2 1 - 1 ∆t
3 1/2 1/2 1 2 ∆t2
3 1/3 1/2 1
√
3 ∆t3
Tabelle 3.1: Liste verwendeter Runge-Kutta-Koeffizienten.
Die Anwendung des Runge-Kutta-Schemas auf ein Projektionsverfahren kann fu¨r
einen vollsta¨ndigen Projektions- und Korrekturzyklus erfolgen. Der Fractional-Step-
Zyklus fu¨r den m-ten Schritt der Zeitintegration mit den Geschwindigkeiten u und dem
Satz von skalaren Variablen Φ = [ρ, ξβ, T ] ist dann
1 : u⋆,m = un − αm∆tRes(um−1, ρm−1)







3 : um = u⋆,m − αm∆t (1/ρm) grad(p(1))
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wobei der jeweilige Koeffizient αm in die rechte Seite der Poisson-Gleichung des Druckes
einfließt. Diese Prozedur kann sich wegen der erforderlichen Lo¨sung der Druckgleichung
in jedem Schritt des Runge-Kutta-Schemas als nicht effizient erweisen. Trotz dieser Ge-
fahr wurde die vorgestellte Prozedur im Rahmen der vorliegenden Arbeit verwendet.
Es hat sich in praktischen Simulationsrechnungen und wa¨hrend der Validierung gezeigt,
dass das elliptische Unterproblem nur zu Beginn einer Rechnung schlechte Konvergen-
zeigenschaften aufwies. Diese waren in der Regel auf eine ungeschickte Wahl der An-
fangsbedingungen zuru¨ckzufu¨hren.
Alternativ zu dieser Vorgehensweise, kann das Mehrschrittschema ausschließlich im
Projektionsschritt angewendet werden. Allerdings ist dabei zu beachten, dass die Trans-
portgleichung der Enthalpie (2.77), beziehungsweise der Temperatur, mit der Geschwin-
digkeit un der
”
alten“ Zeit, durchgehend in allen Unterzeitschritten berechnet wird. Des-
weiteren ist zu beachten, dass die Konvektionsgeschwindigkeit, die in der Berechnung der
Zwischenschritte der Impulserhaltungsgleichung (2.72) oder der Geschwindigkeitstrans-
portgleichung (2.76) verwendet wird, die Divergenzbedingung (3.16) beziehungsweise
(3.14) nicht erfu¨llt.
3.3.2 Diskrete Formulierung der Poisson-Gleichung fu¨r den
Druck
Bevor die Diskretisierung der Ortsableitungen diskutiert wird, sollte auf die Behandlung
des dynamischen Druckes p(1) eingegangen werden. Die Erstellung der Poisson-Gleichung
fu¨r den Druck, also ihre Kompilation aus dem Korrekturschritt des Projektionsverfah-
rens, ist sehr entscheidend fu¨r die Genauigkeit und Robustheit des Verfahrens. Weiter-
hin ha¨ngt die Struktur der Druckgleichung eng mit der Wahl der Gitterlogik zusammen,
was ebenfalls die Robustheit und Flexibilita¨t des Verfahrens bestimmt. Da sich daraus





collocated“) Gitter ergibt und davon wiederum die
diskreten Ortsableitungen abha¨ngen, muss die Druckgleichung bereits an dieser Stelle
diskutiert werden.
Eines der ha¨ufigsten Probleme in der Implementierung von Druckkorrektur-Verfahren
ist die schachbrettfo¨rmige Entkopplung des Druckfeldes. Die Schuld tra¨gt fast immer
die Wahl des diskreten Divergenz-Operators bei der Konstruktion der Druckgleichung.
Dabei liefert die Anwendung des Divergenz-Operators auf den Korrekturschritt des Al-
gorithmus die diskrete Poisson-Gleichung fu¨r den Druck. Wird ein zentraler Differenzen-
Operator auf den Korrekturschritt angewendet, wird das Problem deutlich. Der Kor-
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rekturschritt selbst, entha¨lt dabei eine zentrale Differenz des Druckes, so dass fu¨r die










= 0 . (3.31)
Durch Anwendung der zentralen Differenz auf die Gleichung (3.31) folgt dann die diskrete






























die fu¨r den Druck p
(1)
i gelo¨st wird. Da die Divergenz der neuen Geschwindigkeit u
n+1 an




























Hierbei wird zuna¨chst offengelassen, wie die Divergenz div(un+1)i zustande kommt, da
es zu sehr von der Problemstellung abha¨ngt. Wie sofort zu sehen ist, liefert die Ge-
schwindigkeit u⋆i am Ort xi keinen Beitrag zur Berechnung des Druckes p
(1)
i . Umgekehrt
liefert der Druck um den Ort xi keinen Beitrag zu der entsprechenden Geschwindig-
keit. Weiterhin ist bei diesem naiven Ansatz der Differenzenstern nicht kompakt und
der Druck wird praktisch auf einem doppelt so groben Gitter gelo¨st, wie die restliche
Lo¨sung. Da der Druck p(1) in den Transport- und Erhaltungsgleichungen lediglich als
Gradient vorkommt, ist diese schachbrettfo¨rmige Entkopplung, allein in der Lo¨sung der
Druckgleichung zu bemerken. Mangels entsprechender Gla¨ttungsmechanismen fu¨hrt sie
aber letztlich zur Zersto¨rung der Lo¨sung. Der Mechanismus der Entkopplung ist in der
Skizze 3.1 schematisch dargestellt.
Bei der Suche nach geeigneten, diskreten Divergenz-Operatoren, beziehungsweise bei
der Konstruktion der Druckgleichung, sind also mehrere Kriterien zu erfu¨llen:
• Der diskrete Laplace-Operator soll durch einen kompakten Differenzenstern ersetzt
werden.





u  = u(p   ,p   )i i+1 i-1
p  = p(u   ,u   )
i i+1 i-1
Abbildung 3.1: Abha¨ngigkeit des Druckes p(1) und der Geschwindigkeit u auf nicht-
versetzten Gittern.
• Die verwendeten Differenzenapproximationen sollten der Ordnung O(∆x2) sein.
• Die Kopplung der Lo¨sung soll auf jeden Fall erhalten bleiben.
• Nach Mo¨glichkeit soll bei der Konstruktion der Druckgleichung derselbe diskrete
Divergenz-Operator auf alle Terme des Korrekturschrittes angewendet werden, um
die Konsistenz des Verfahrens zu gewa¨hrleisten.
Der sicher eleganteste Lo¨sungsvorschlag stammt von van der Wijngaart [54]. Wie bereits
im Abschnitt 3.1 erwa¨hnt, ist der dynamische Druck p(1) bis auf eine Konstante be-
stimmt. Mit anderen Worten, sein Absolutbetrag ist unerheblich. Die schachbrettfo¨rmig
entkoppelten Lo¨sungen unterscheiden sich aber nur durch einen konstanten Betrag, so-
mit sollte es mo¨glich sein die Entkopplung zu
”
filtern“.
Kann auf eine Genauigkeit ho¨her als erster Ordnung verzichtet werden, ist fu¨r den
Korrekturschritt, eine einseitige Differenz erster Ordnung anzusetzen, zum Beispiel eine










= 0 . (3.34)



























Dieser Ansatz garantiert einen kompakten diskreten Laplace-Operator fu¨r den Druck und
die Entkopplung kann vermieden werden. Die Lo¨sung ist allerdings nur erster Ordnung
genau im Ort.
Die popula¨rsten Ansa¨tze verzichten jedoch auf die Erhaltung der Konsistenz bei
der Konstruktion der Druckgleichung [40]. Dabei werden unterschiedliche Differenzen-
Operatoren auf die einzelnen Schritte des Druckkorrektur-Algorihmus angewendet, so
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Die Verletzung der Konsitenz ru¨hrt aus der Bildung der rechten Seite der Gleichung
(3.36), mit einer zentralen Differenz gemittelter Gro¨ßen auf den nicht vorhandenen
Punkten i ± 1/2. Die Werte auf diesen
”
Zwischenpunkten“ mu¨ssen fu¨r die Bildung der
Divergenz gemittelt werden. Allerdings fu¨hrt eine lineare Interpolation zwar auf eine Ap-
proximation, die formal zweiter Ordnung genau ist, jedoch wiederum eine Entkopplung
provoziert. Einseitige Differenzen ho¨herer Genauigkeit sind hier zu bevorzugen.
p u
v
Abbildung 3.2: Skizze des versetzten Gitters fu¨r eine Finite-Volumen-Implementierung.
Wie gezeigt, sind die gestellten Forderungen auf einem Gitter, welches alle Variablen
am selben Ort ha¨lt, nicht vollsta¨ndig erfu¨llbar. Als Lo¨sung des Problems bietet sich
das so genannte versetzte Gitter an. Dabei werden die Variablen so abgelegt, dass die
Geschwindigkeiten jeweils um eine halbe Gitterschrittweite in ihrer Richtung zu dem
Druck versetzt sind. Ein Beispiel des versetzten Gitters ist in Abbildung 3.2 skizziert
mit den entsprechenden Kontrollvolumina fu¨r die Geschwindigkeiten und den Druck.
Der Korrekturschritt der Geschwindigkeit ko¨nnte dann mit zentralen Differenzen wie











= 0 . (3.37)
Ebenfalls durch Anwendung eines zentralen Differenz-Operator hat die Druckgleichung



























Es ist zu bemerken, dass jetzt die jeweiligen Differenzenausdru¨cke von zweiter Ordnung
genau sind, bezu¨glich der Lage der gesuchten Variablen auf dem versetzten Gitter. Die





Abbildung 3.3: Abha¨ngigkeit des Druckes p(1) und der Geschwindigkeit u auf versetzten
Gittern.
Die Entscheidung, welche Gitterlogik verwendet werden soll, ist pragmatischer Natur
und richtet sich letztlich nach den praktischen Anforderungen des zu lo¨senden Pro-
blems. Versetzte Gitter sind elegant bezu¨glich der Konsequenz in der Konstruktion von
Differenzenausdru¨cken und der Kopplung der einzelnen Lo¨sungschritte. Nachteilig ist
die recht umsta¨ndliche Formulierung von ho¨heren Ableitungen der Geschwindigkeiten,
was jedoch auf ijk-abza¨hlbaren Gittern in der Regel keine Schwierigkeiten bereitet. Die
Formulierung von Randbedingungen der Geschwindigkeiten hingegen, erfordert eine ge-
sonderte Behandlung fu¨r jede Geschwindigkeitsrichtung, da Situationen denkbar sind,
in denen einem Punkt zugeordnete Geschwindigkeiten nur zum Teil von einer Randbe-
dingung direkt betroffen sind. Besonders schwierig ist die Verwendung versetzter Git-
ter, wenn diese indirekt, zum Beispiel fu¨r die Gitteradaption, anhand einer Baumlogik
adressiert sind. Die bei Gitteru¨berga¨ngen (abrupte Wechsel der Schrittweite) entstehen-
den virtuellen Kontrollvolumina fu¨hren auf eine Vielzahl von Sonderfa¨llen, die einzeln
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durch entsprechende Regeln abgefangen werden mu¨ssen [36, 37]. In solchen Fa¨llen ist die
nicht-versetzte Lage von Variablen, algorithmisch wesentlich einfacher umzusetzen, vor
allem wenn durchgehend kompakte Differenzenausdru¨cke verwendet werden. Eine indi-
rekte Adressierung von Gitterpunktnachbarn ist dann immer noch u¨berschaubar klein.
Die Anzahl der Sonderfa¨lle bei der Implementierung von Randbedingungen ist ebenfalls
stark reduziert, da alle Variablen die einem Punkt zugeordnet sind, dieselbe Lage auf
dem Gitter besitzen.
3.3.3 Diskretisierung der Ortsableitungen
Die zu diskretisierenden Gleichungen (2.74), (2.75), (2.76) und (2.77) enthalten erste
























































Die gemischten Ableitungen sind die Folge der Anwendung des Divergenz-Operators
auf den Tensor der Deformationsgeschwindigkeit (2.32). Sie verschwinden im Falle eines
inkompressiblen Fluides mit konstanten Materialeigeschaften. Natu¨rlich entha¨lt die Di-
vergenz des Reibungsspannungstensors weit mehr Komponenten, die jedoch in gleicher
Art diskretisiert werden, wie die hier gelisteten.
Da sich die Umsetzung der Diskretisierung je nach Gitterlogik unterscheidet, werden
die beiden Gittertypen getrennt behandelt. Bei der Formulierung der Differenzenformeln
wird eine konstante Gitterschrittweite (∆x,∆y,∆z) vorausgesetzt.
Finite-Differenzen-Diskretisierung auf nicht-versetzten Gittern
Wenn alle Variablen, die demselben Index zugeordnet sind, auch dieselbe diskrete Ortsko-
ordinate besitzen, spricht man von nicht-versetzten Gittern. Der Hauptvorteil dieser Git-
ter ist, dass Ableitungen quer zur Richtung der jeweiligen Geschwindigkeitskomponente
nicht gesondert behandelt werden mu¨ssen. Desweiteren erfolgt die Implementierung einer
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der Ko¨rperkontur angepassten Randbedingung (Bondary-Fitting) fu¨r alle Variablen nach
dem selben Schema. Somit ist es durchaus konsequent, sich zusa¨tzlich auf die Verwen-
dung ausschließlich kompakter Differenzenausdru¨cke zu beschra¨nken. Eine Differenz ist
als kompakt zu bezeichnen, wenn nur die direkten Nachbarn im Abstand ∆x zu ihrer Bil-
dung herangezogen werden. Die Realisierung weiter ausgreifender Differenzenausdru¨cke,
zum Beispiel fu¨r Upwind-Verfahren ho¨herer Genauigkeit, erfordert dann zusa¨tzlich die
Speicherung der Differenzen zwischen den Gitterpunkten. Natu¨rlich ist dies bei einem
abza¨hlbaren Gitter nicht erforderlich, da sich die Nachbarschaftsbeziehungen aller Punk-
te einfach bestimmen lassen. Trotz der Mo¨glichkeit indirekt adressierte Gitter zu verwen-
den, wird fu¨r die folgenden Erla¨uterungen die Notation abza¨hlbarer Gitter verwendet.
Demnach zeigen die Indizes (i, j, k) auf eine Variable am Ort x = [i∆x, j∆y, k∆z]T ,
beziehungsweise allgemein x = [x(i), y(j), z(k)]T bei nicht uniformen Gittern.
Zur Bildung der Differenzenapproximationen erster Ableitungen genu¨gt die Kenntnis
der Punkte entlang der Richtung der Ableitung. Direkt aus den benachbarten Wer-
ten eines Gitterpunktes (i, j, k) ko¨nnen die zentrale (c) Differenz, sowie die einseitigen,
vorwa¨rts (f) und ru¨ckwa¨rts (b) Differenzen, gebildet werden. Die Indizierung der Dif-
ferenzenausdru¨cke der ersten Ableitung erfolgt hier nur eindimensional, da die anderen

























+ O(∆x) . (3.44)
Die Taylorreihen-Entwicklung um den Gitterpunkt (i, j, k) zeigt, dass nur die zen-
trale Differenz (3.42) zweiter Ordnung genau ist. Die fu¨r die Anwendung von Upwind-
Schemata wichtigen, einseitigen Differenzen (3.43) und (3.44) sind auf dem kompakten
Differenzenstern nur erster Ordnung genau. Fu¨r die Verwendung von einseitigen, finiten
Differenzen ho¨herer Ordnung ist es notwendig, entweder weitere Punkte einzubeziehen
oder zusa¨tzlich zu den Werten der entsprechenden Variablen auch noch die Differenz









3.3 Fractional-Step-Methode – Projektionsverfahren 43





= a∆u+i + b∆u
−






l = 2 zentral
a = 1 b = 0 l = 1 vorwa¨rts
a = 0 b = 1 l = 1 ru¨ckwa¨rts
(3.48)
fu¨r die verschiedenen Differenzen. Fu¨r Differenzen ho¨herer Genauigkeit ist die Gleichung











i−1 + O(∆xl) , (3.49)
so dass nun fu¨nf Punkte an der Approximation beteiligt sind. Mit geeigneten Koeffi-
zienten a, b, c, d ko¨nnen jetzt zentrale Approximationen bis zur Ordnung O(∆x4) und
einseitige Approximationen bis zur Ordnung O(∆x3) gebildet werden. Die Tabelle 3.2
bietet eine komplette Liste der hier verwendeten Approximationen der ersten Ablei-
tung. In der letzten Spalte ist der Koeffizient κ der MUSCL-Extrapolation eingetragen,
der auf eine entsprechendes Differenzenschema fu¨hrt. Die MUSCL-Extrapolation [32] ist
vor allem im Zusammenhang mit Upwind-Schemata sehr popula¨r, da durch die geeignete
Formulierung sich die Eigenschaften der Diskretisierung wa¨hrend einer Rechnung a¨ndern
lassen. Vorraussetzung fu¨r diese effiziente Art der Implementierung ist die Formulierung
der diskreten ersten Ableitung als finite Differenz der Werte zwischen den Gitterpunkten

















fu¨r λ ≤ 0 , (3.51)
mit λ, der jeweiligen Transportgeschwindigkeit. Die hochgestellten Indizes stehen hier
fu¨r die
”
upstream“, also die ru¨ckwa¨rtsgewandte Differenz und fu¨r die
”
downstream“,
die vorwa¨rtsgewandte Differenz im Sinne eines Upwind-Verfahrens. Die Werte auf den
”
Halbpunkten“ sind nach der Interpolationsvorschrift




(1 + κ)(ui+1 − ui) + (1− κ)(ui − ui−1)
]
udowni+1/2 = ui+1 −ϕ14
[
(1 + κ)(ui+1 − ui) + (1− κ)(ui+2 − ui+1)
] (3.52)
zu berechnen. Der Parameter ϕ ist ein Schalter, der bewirkt, dass das Verfahren auf eine
einseitige Differenz erster Ordnung reduziert wird.
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a b c d Typ Ordnung
1/2 1/2 0 0 zentral O(∆x2) MUSCL, κ = +1
1 0 0 0 vorwa¨rts O(∆x1)
0 1 0 0 ru¨ckwa¨rts O(∆x1)
7/12 7/12 -1/12 -1/12 zentral O(∆x4)
3/2 0 -1/2 0 vorwa¨rts O(∆x2) MUSCL, κ = −1
0 3/2 0 -1/2 ru¨ckwa¨rts O(∆x2) MUSCL, κ = −1
1 1/4 -1/4 0 vorwa¨rts O(∆x2) MUSCL, κ = 0
1/4 1 0 -1/4 ru¨ckwa¨rts O(∆x2) MUSCL, κ = 0
5/6 1/3 -1/6 0 vorwa¨rts O(∆x3) MUSCL, κ = 1/3
1/3 5/6 0 -1/6 ru¨ckwa¨rts O(∆x3) MUSCL, κ = 1/3
Tabelle 3.2: Koeffizienten der Gleichung (3.49) fu¨r verschiedene Approximationen
Die Berechnung von Differenzapproximationen der zweiten Ableitung beschra¨nkt sich
auf die Verwendung zentraler Differenzen mit drei Punkten. Die zweite Ableitung mit





























Diese Differenzenapproximation ist von der Ordnung O(∆x2) genau, solange die Git-
terschrittweite konstant ist. Die Approximationen in anderen Raumrichtungen werden
nach demselben Schema implementiert.
Die Konstruktion von finiten Differenzen der gemischten Ableitungen hat im Falle
inkompressibler Stro¨mung mit konstanten Transportkoeffizienten keine Bedeutung, da
der Spannungstensor sich dann auf einen Laplace-Operator des Geschwindigkeitsvektors
reduziert. Sind jedoch signifikante Temperatur- und Zusammensetzungsunterschiede im
Integrationsgebiet zu erwarten, muss der vollsta¨ndige Reibungsspannungstensor, bezie-
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zu berechnen sind, ist der bisher verwendete Differenzenstern mit 5 Punkten in zwei
oder mit 7 Punkten in drei Dimensionen, entsprechend zu erweitern. Vor allem in drei
Dimensionen ist die Konstruktion der gemischten Ableitung stark von der Adressierungs-
logik abha¨ngig. Da die hier vorgestellten Verfahren in Programmbibliotheken einfließen,
die auch das Lattice-BGK-Verfahren in drei Dimensionen implementieren, muss die dort
verwendete Gitterstruktur beru¨cksichtigt werden. Fu¨r eine zweidimensionale Berechnung
mu¨ssen im allgemein gu¨ltigen Fall zwei gemischte Ableitungen mit nicht-konstanten Ko-
effizienten bestimmt werden. Fu¨r einen kompakten Differenzenstern mit 9 Punkten ist













νi+1,j,k (δyu)i+1,j,k − νi−1,j,k (δyu)i−1,j,k
)
, (3.56)
mit δyu dem diskreten Differenz-Operator erster Ableitung. Bei einem Differenzenstern









In der Differenzenformel (3.57) wurde die Indizierung eines dreidimensionalen Gitters
verwendet, da die Implementierung der Ableitung zu einem zweidimensionalem Gitter,
analog verla¨uft. Diese Analogie gilt aber nur auf Differenzensternen mit 19 Punkten in
drei Dimensionen, wie er in der Abbildung 3.4 dargestellt ist. In den hier verwendeten
LBGK-Implementierungen sind die Nachbarschaftsbeziehungen auf einen Differenzen-
stern mit 15 Punkten eingerichtet, dargestellt in der Abbildung 3.5. In diesem Fall ist
die gemischte Ableitung etwas komplizierter, da sie einen Mittelungsschritt entha¨lt und















Es bleibt zu bemerken, dass auf zweidimensionalen Gittern lediglich zwei gemischte

















gilt. Dementsprechend sind in drei Dimensionen, sechs gemischte Ableitungen zu berech-
nen.




















Abbildung 3.4: Differenzenstern mit 19 Punkten in drei Dimensionen, Punkt
”
0“ hat














Abbildung 3.5: Differenzenstern mit 15 Punkten in drei Dimensionen, Punkt
”
0“ hat
den Index (i, j, k).
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Finite-Differenzen-Diskretisierung auf versetzten Gittern
Auf versetzten Gittern sind die Geschwindigkeiten um jeweils eine halbe Gitterschritt-
weite in ihrer Richtung gegen die skalaren Variablen versetzt. Bei der Bildung von Diffe-
renzenformeln zur Lo¨sung der Navier-Stokes-Gleichungen ist auf jeden Fall zu beachten,
dass die drei kartesischen Komponenten der Impulserhaltungsgleichung (2.72) bezie-
hungsweise des Geschwindigkeitstransportes (2.76), auf unterschiedlichen Gittern gelo¨st
werden. Daraus resultiert vor allem erho¨hter Interpolationsaufwand fu¨r die Berechnung
der Koeffizienten am Gitterpunkt (i, j, k) der jeweiligen Geschwindigkeitskomponente.
Die Berechnungsvorschriften der Differenzenapproximationen von ersten Ableitungen
bleiben unvera¨ndert zu den soeben vorgestellten.
Fu¨r die Bildung der zweiten Ableitungen gema¨ß Gleichung (3.53) a¨ndern sich die
variablen Koeffizienten zu
ν¯i+1/2 = νi+1
ν¯i−1/2 = νi .
(3.60)
Natu¨rlich ist zu beachten, dass die Indizes sich auf das, der Variablen zugeordnete Gitter
beziehen und alle skalaren Variablen auf dem Gitter des Druckes gespeichert sind.
Komplizierter verha¨lt es sich mit den gemischten Ableitungen. Ist die Divergenz des
vollsta¨ndigen Reibungsspannungstensors zu diskretisieren, mu¨ssen z.B. fu¨r die Berech-














versetzten Gitter zugeordnet ist. Die Abbildung 3.6 illustriert die Abspeicherungslogik
des versetzten Gitters und die dazugeho¨rige Nummerierungskonvention der Gitterpunk-
te.





















wobei der Index der Ableitung dem Gitter der Komponente u und die Indizes der Va-
riablen den Gittern der Geschwindigkeit v und des Koeffizienten ν zugeordnet sind. Fu¨r
die anderen gemischten Ableitungen verfa¨hrt man in derselben Weise. Im dreidimen-
sionalen Fall ist das Vorgehen analog zu dem zweidimensionalen umzusetzen. Die in
dieser Arbeit verwendeten versetzten Gitter waren immer ijk-abza¨hlbar. Es ist jedoch






u(i, j, k)p(i, j, k)
Abbildung 3.6: Skizze eines versetzten Gitters fu¨r eine Finite-Differenzen Implementie-
rung.
prinzipiell mo¨glich, versetzte Gitter zusammen mit indirekter Variablen-Adressierung
zu verwenden. Die Einschra¨nkungen, die dann existieren ru¨hren allein von der Grund-
struktur der indirekten Adressierung. Allerdings verlangt nur die Umsetzung der Navier-
Stokes-Gleichungen fu¨r kleine Mach-Zahlen nach einer Diskretisierung des
”
kompressi-
blen“ Reibungsspannungstensors. Fu¨r die numerische Lo¨sung der Gleichungen eines in-
kompressiblen Fluides mit konstanter Za¨higkeit genu¨gen die Nachbarschaftsbeziehungen
der Hauptrichtungen des gewa¨hlten Koordinatensystems.
3.4 Lo¨sungsverfahren fu¨r das elliptische
Unterproblem
Die diskrete Poisson-Gleichung des Druckes muss in jedem Zeitschritt gelo¨st werden.





= f(x) , (3.63)
geho¨rt zu den am ha¨ufigsten untersuchten partiellen Differentialgleichungen und ent-
sprechend groß ist die Auswahl der verfu¨gbaren Lo¨sungsverfahren. Wegen der ein-
fachen Implementierung und wegen der verwendeten Gitterstruktur bot es sich an,
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Punkt-Iterationsverfahren in dem hier implementierten Druckkorrektur-Verfahren zu
verwenden. Die Konvergenzeigenschaften von Punkt-Iterationsverfahren, wie das Jacobi-
Verfahren oder das Gauß-Seidel-Verfahren sind nicht besonders gut, vor allem wenn die
Kondition des zu lo¨senden Systems schlecht ist [17, 46]. Anderseits verlangen die mei-
sten anderen Lo¨sungsverfahren die Invertierung eines gekoppelten Gleichungssystems
der Form
Aϕ = b . (3.64)
Bei inkompressiblen Stro¨mungen ist die Koeffizientenmatrix A konstant in der Zeit und
ist nur von der Gittergeometrie abha¨ngig. Dementsprechend muss sie nur einmal zu Be-
ginn der Rechnung aufgestellt werden. Die Poisson-Gleichung in der Form (3.63) entha¨lt
die variablen Koeffizienten a(x, t), die zwar wa¨hrend der Lo¨sung der Gleichung konstant
bleiben, jedoch eine Neuerstellung der Koeffizientenmatrix nach jedem Zeitschritt der
Druckkorrektur notwendig machen. Die Einfachheit der Implementierung eines Punkt-
Iterationsverfahrens stand jedoch im Vordergrund, so dass die Matrixform keine Ver-
wendung fand.












= g2(x) . (3.66)
In der Regel ist ein randnaher Punkt des Gitters von einer der beiden Randbedingungen
betroffen. Ein Sonderfall stellt sich bei hierarchisch u¨berlagerten Gittern ein. Auf dem
in der Hierarchie niedriger stehendem Gitter stellt die Lo¨sung des gro¨beren Gitters die
Anfangsbedingung der Iteration, was keine Probleme bereitet, da ein Randwertproblem
gelo¨st wird. Diese Lo¨sung ist aber auf dem Rand des u¨berlagerten Gitters einzuhalten,
was auf eine Dirichletsche Randbedingung fu¨r den Druck fu¨hrt. Die numerische Umset-
zung der Randbedingungen in einem Finite-Differenzen-Verfahren wird im nachfolgenden
Abschnitt behandelt.
Die Grundlage der numerischen Lo¨sung der Poisson-Gleichung bildet die zentrale Dis-
kretisierung auf einem Differenzenstern mit fu¨nf Punkten in zwei, beziehungsweise auf
einem Differenzenstern mit sieben Punkten in drei Dimensionen (siehe Skizzen 3.4 und
3.5). Der U¨bersichtlichkeit halber, wird hier nur der zweidimensionale Fall betrachtet.
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beziehungsweise sortiert nach der Variablen ϕi,j :
ϕi,j =
(
ai+1/2,j ϕi+1,j + ai−1/2,j ϕi−1,j +






B = ∆y2 (ai+1/2,j + ai−1/2,j) + ∆x
2 (ai,j+1/2 + ai,j−1/2) .
Der variable Koeffizienten a(x) wird hier jeweils fu¨r die diskreten Orte (i± 1/2, j) und
(i, j ± 1/2) gemittelt, da die zweite Ableitung als eine zetralle Differenz der diskreten
ersten Ableitungen gebildet wird. Die Genauigkeit der Approximation ist von der Ord-
nung O(∆x2). Die Diskretisierung verla¨uft identisch auf versetzten und nicht-versetzten
Gittern, da die skalaren Variablen alle auf demselben Gitter abgelegt sind.
Ein weiterer praktischer Grund ein Punkt-Iterationverfahren zu verwenden, ist der
unsymmetrische Laplace-Operator in zylindrischen Koordinaten x = [r,Θ, z]T . Fu¨r ein



















= f(r, z) . (3.69)
Die Diskretisierung dieser Gleichung auf einem a¨quidistanten Gitter (j∆r, i∆z) verla¨uft



























Um das hier auftretende Problem der Singularita¨t entlang der Symmetrieachse mit der
Koordinate xsymm = (r = 0, z) zu vermeiden, wurden alle rotationssymmetrischen Pro-
bleme so formuliert, dass die Symmetrieachse gleichzeitig die Berandung des Integrati-
onsgebietes darstellte. Somit gilt fu¨r die ersten berechneten Punkte in der r-Richtung
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wodurch eine Division durch Null vermieden wird. Eine Sortierung fu¨r die Variable ϕi,j


























Die hergeleiteten, diskreten Gleichungen fu¨r ϕi,j haben alle die Form
ϕi,j = A1 ϕi+1,j + A3 ϕi−1,j + A2 ϕi,j+1 + A4 ϕi,j−1 − C fi,j . (3.73)
Diese stellt den Ausgangspunkt fu¨r die drei meistverwendeten Punkt-Iterationsverfahren,
wie das Jacobi-Verfahren
ϕt+1i,j = A1 ϕ
t
i+1,j + A3 ϕ
t
i−1,j + A2 ϕ
t
i,j+1 + A4 ϕ
t
i,j−1 − C fi,j , (3.74)
das Gauß-Seidel-Verfahren
ϕt+1i,j = A1 ϕ
t
i+1,j + A3 ϕ
t+1
i−1,j + A2 ϕ
t
i,j+1 + A4 ϕ
t+1
i,j−1 − C fi,j (3.75)
und das beschleunigte Gauß-Seidel-Verfahren (SOR)
ϕt+1i,j = (1− ω)ϕti,j + ω [A1 ϕti+1,j + A3 ϕt+1i−1,j + A2 ϕti,j+1 + A4 ϕt+1i,j−1 − C fi,j] . (3.76)
Die Methoden besitzen unterschiedliche Konvergenzeigenschaften, wobei das Jacobi-
Verfahren das schlechteste ist. Da aber die beiden Gauß-Seidel-Verfahren rekursiv sind,
also auf Werte zugreifen, die in der zuru¨ckliegenden Punkt-Operation berechnet wur-
den, sind sie nicht fu¨r alle Rechnerarchitekturen optimal. Vielmehr ist das Jacobi-
Verfahren fu¨r Vektorrechner wegen seiner Datenunabha¨ngigkeit sehr viel besser geeignet.
Die Fließkomma-Einheiten von modernen PC-Prozessoren besitzen in der Regel Vektor-
einheiten.
3.5 Formulierung der Anfangs- und
Randbedingungen
Das System der Navier-Stokes-Gleichungen fu¨r Stro¨mungen kleiner Mach-Zahlen ist als
ein Anfangs-Randwert-Problem zu sehen, wa¨hrend die Poisson-Gleichung des Druckes
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ein reines Randwert Problem ist. Da aber die meisten gerechneten Probleme, wie auch die
Stro¨mung in vielen laminaren Reaktoren, stationa¨r sind, wird die Lo¨sung des Stro¨mungs-
feldes hauptsa¨chlich von den Randbedingungen bestimmt. Die Anfangsbedingung spielt
vor allem eine Rolle fu¨r die Konvergenzgeschwindigkeit zu der stationa¨ren Lo¨sung, so-
mit den instationa¨ren, nicht notwendiger Weise zeitgenauen Verlauf der Lo¨sung. Die
Problematik bei der Wahl von Anfangsbedingungen kann am Beispiel einer einfachen,
laminaren Rohrstro¨mung verdeutlicht werden. Eine ungu¨nstige Anfangsbedingung ist
zum Beispiel das ruhende Fluid im Integrationsgebiet. Dabei wird am Einstro¨mrand die
Geschwindigkeit vorgegeben und am Ausstro¨mrand wird sie aus dem Integrationsgebiet
heraus extrapoliert. Die Inkompressibilita¨t verlangt, dass das gesamte Fluid sich bereits
im ersten Zeitschritt in Bewegung setzt. Ist das Fluid anfangs in Ruhe, kann es im expli-
ziten Projektionschritt nicht transportiert werden, da die Konvektionsgeschwindigkeit
Null ist. Es liegt nun an der Lo¨sung der Poisson-Gleichung des Druckes, das Fluid zu
beschleunigen. Das entspricht weitgehend dem, was in der Natur passiert, nur dass in
der numerischen Lo¨sung der Zeitschritt nicht infinitesimal klein ist und somit der Druck
auch endlich ist. Die Folge ist ein unphysikalischer Anlauf der Stro¨mung.
3.5.1 Boundary-Fitting-Randbedingung
Die Berandung eines Integrationsgebietes durch eine feste Wand wird durch Randbedin-
gungen fu¨r die physikalischen Variablen dargestellt.
• Die Dirichletsche Randbedingung gilt zum Beispiel fu¨r die isotherme Wand, die
Haftbedingung der tangentialen Komponente der Geschwindigkeit oder fu¨r die
Undurchdringlichkeitsbedingung der normalen Komponente der Geschwindigkeit.




= g1(x) . (3.77)
• Die Neumannsche Randbedingung gilt zum Beispiel fu¨r die tangentiale Geschwin-
digkeitskomponente am Symmetrierand oder fu¨r einen definierten Wa¨rmestrom






= g2(x) . (3.78)
Die Umsetzung der beiden Typen von Randbedingungen erfolgt nach demselben Prin-
zip, das heißt dass in einem randnahen Punkt die Differenzenapproximation mit einem
Wert der Variablen an der Wand gebildet wird. Liegt jedoch im Fall der Dirichletschen
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Randbedingung der Wert vor, muss er fu¨r die Neumannsche Randbedingung so bestimmt
werden, dass sich die vorgegebene Ableitung an der Wand einstellt.
Die Darstellung von Ko¨rperra¨ndern auf einem kartesischen Gitter bedarf einer beson-
deren Behandlung. In den allermeisten technischen Aufgabenstellungen sind die Ra¨nder
nicht konform mit dem kartesischen Gitter. Das bedeutet, dass entweder auf die Dar-
stellungsgenauigkeit verzichtet wird oder, dass die Absta¨nde von randnahen Punkten zu
dem Ko¨rper gesondert gespeichert werden mu¨ssen, um sie in einer Randapproximation
zu verwenden. Diese Technik ist unter dem Begriff Boundary-Fitting bekannt und erst
auf diese Weise werden kartesische Gitter fu¨r technische Anwendungen flexibel einsetz-
bar. In der Skizze 3.7 ist ein randnaher Punkt (i, j) dargestellt, in dem die Ableitung
nach der x-Koordinate unter Verwendung einer Randbedingung approximiert werden







Abbildung 3.7: Nicht ko¨rperkonforme Randdarstellung fu¨r die Boundary-Fitting-
Randbedingung.
Eine naheliegende Mo¨glichkeit, die diskrete Randbedingung zu formulieren, ist die
Werte der Variablen an der Wand fu¨r eine Differenzenbildung direkt heranzuziehen und
Differenzenformeln fu¨r variable Gitterschrittweiten zu verwenden. Bei diesem Vorgehen
treten jedoch numerische Probleme auf, wenn der Wandabstand D sehr klein wird. Al-
ternativ zu diesem Vorgehen ko¨nnen Differenzen erster Ordnung verwendet werden, in













mit den Schaltern fu¨r den Wandabstand
A =
|D − 0, 5∆x| + (D − 0, 5∆x)
2 |D − 0, 5∆x| (3.80)
und
B =
|0, 5∆x−D| + (0, 5∆x−D)
2 |0, 5∆x−D| . (3.81)
Die Schalter A und B sind so gewa¨hlt, dass die Schrittweite der Approximation immer
von der Gro¨ßenordnung der Gitterschrittweite ist, um numerische Probleme zu vermei-
den.
Eine wesentlich elegantere Formulierung der diskreten Randbedingung verwendet fu¨r
die Bildung der Differenzen
”
virtuelle“ Punkte im Abstand ∆x von dem betroffenen
Punkt, demnach außerhalb des Integrationsgebietes. Dazu werden tempora¨r durch Ex-
trapolation Werte der Variablen ϕ⋆ in diesem Punkt bestimmt und zwar so, dass sich












Damit la¨sst sich der Wert der Variablen im virtuellen Punkt ⋆ bestimmen zu
ϕ⋆ =
(










Abbildung 3.8: Punkte und Gewichtungsfaktoren der linearen Interpolation fu¨r virtuelle
Punkte außerhalb des Integrationsgebietes.
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Diese Formulierung hat den Vorteil, dass am Rand dieselben Differenzenschemata auf
drei Punkten verwendet werden ko¨nnen wie im Inneren des Integrationsgebietes. Diese
Randbedingung ist bei Verwendung von zentralen Differenzen, wie in Gleichung (3.47)
formuliert, zweiter Ordnung genau im Ort fu¨r D = ∆x. Mit kleineren Wandabsta¨nden
sinkt die Genauigkeit bis zur ersten Ordnung im Ort. Außerdem gilt hier im Fall der
Neumanschen Randbedingung, dass der Wert an der Wand durch Extrapolation aus dem
Feldinneren bestimmt werden muss.
3.5.2 Randbedingungen an den Ein- und Ausstro¨mra¨ndern
Fu¨r gewo¨hnlich wird eine technische Stro¨mung durch einen vorgegebenen Massenstrom
oder durch einen Volumenstrom bei konstantem Druck p(0) und Temperatur T definiert.
Zu diesem Zweck wird am Einstro¨mrand die Geschwindigkeit uE und die Temperatur
TE vorgegeben. Der thermodynamische Druck p
(0) = const(t) ist fu¨r das gesamte Inte-
grationsgebiet, zumindest innerhalb eines Zeitschritts, konstant. Die Randbedingung am





A = const. sein. Die restlichen Gro¨ßen werden am Ausstro¨mrand
aus dem Inneren des Integrationsgebietes extrapoliert. Der dynamische Druck p
(1)
A kann
einen beliebigen konstanten Wert haben, da nur sein Gradient in die Impulserhaltungs-











Tabelle 3.3: Ein- und Ausstro¨mrandbedingung fu¨r durchstro¨mte Synthesereaktoren und
Rohre.
Bei den hier behandelten Problemen waren die Ein- und Ausstro¨mra¨nder immer Git-
terkonform, so dass eine Boundary-Fitting-Prozedur nicht notwendig war.
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3.5.3 Bestimmung der Ko¨rperkontur auf einem ebenen,
kartesischen Gitter
Feste Objekte und Berandungen ko¨nnen oft als geschlossene Kurven, deren Gleichung
bekannt ist, beschrieben werden. Viel ha¨ufiger jedoch sind Objekte und Ra¨nder als ge-
schlossene Polygonzu¨ge beschrieben. Zum Beispiel wurde die Geometrie des Synthese-
reaktors zur Herstellung von Siliziumkarbid so beschrieben, die einzelnen Elemente der
Berandung waren also als eine Folge von Punkten bekannt.
Auf dem abza¨hlbaren, kartesischen Gitter wird der Ko¨rper als eine Liste randnaher
Punkte Dl < ∆x beschrieben. Diese Liste entha¨lt die Wandabsta¨nde Dl zu den l be-
nachbarten Punkten
”
im Ko¨rper“ , die fu¨r die Berechnug der Randbedingung notwendig
sind und sie gibt die Orientierung des Punktes bezu¨glich des Ko¨rperrandes an. Der
explizite Lo¨sungsalgorithmus ist so implementiert, dass zuna¨chst die Residuuen in den-
jenigen Punkten des Fluids berechnet werden, die von keiner Randbedingung betroffen
sind. Erst danach werden die Residuen in den randnahen Punkten berechnet, indem
diese Liste abgearbeitet wird. Die anschließende Zeitintegration erfolgt daraufhin fu¨r
alle Fluidpunkte gemeinsam, also auch fu¨r die randnahen Punkte. Zusa¨tzlich sind die
in einem festen Objekt befindlichen Punkte als
”
nicht beteiligt“ markiert. So sind noch
weitere Kodierungen mo¨glich, um zum Beispiel Transportprozesse im Festko¨rper, gekop-
pelt mit der Lo¨sung im Fluid, zu simulieren. Die Abbildung 3.9 illustriert eine solche
Randbeschreibung.
Mit dem hier implementierten Algorithmus zur Bestimmung der Ko¨rperkontur lassen
sich beliebige, durch geschlossene Polygonzu¨ge beschriebene, Geometrien auf dem kar-
tesichen Gitter in zwei Dimensionen abbilden. Der hierbei erzeugte Datentyp – die Liste
randnaher Punkte – erlaubt allerdings nur die Implementierung von Differenzen auf ei-
nem kompakten Stern. Ein Problem, das auftritt, wenn Gitterpunkte mit Punkten des
Polygons zusammenfallen, wurde behoben, indem die Polygonpunkte beim unterschrei-
ten einer festgelegten Schranke um einen kleinen Betrag verschoben werden. Dieses Vor-
gehen ist durchaus u¨blich und beeinflusst die Genauigkeit der Randabbildung lediglich
im sehr geringen Maße, hilft aber numerische Probleme zu vermeiden.
Die Routine zur Bestimmung der Ko¨rperkontur teilt sich in drei Arbeitsschritte. Zu-
erst wird das in Intervalle der Schrittweiten ∆x und ∆y eingeteilte Integrationsgebiet fu¨r
jedes Polygonobjekt abgeschritten. Dabei wird zuna¨chst gepru¨ft, ob die Koordinatenli-
nie entlang der im Ort fortgeschritten wird, z.B. die x-Koordinate bei festgehaltenem
y, ein Segment des Polygons schneidet. Ist das der Fall, wird der aktuelle Abstand zum
Schnittpunkt der Koordinate mit dem Segment bestimmt und wenn er kleiner als die Git-
terteilung ∆x ist, ist der na¨chste Punkt mit Sicherheit in von dem Polygon eingeschlos-




Abbildung 3.9: Repra¨sentation eines festen Objekts auf dem kartesischen Gitter.
senem Ko¨rpergebiet. Die darauf folgenden Punkte werden als
”
nicht beteiligt“ markiert,
bis erneut ein Segment des Polygons geschnitten wird, was bedeutet, dass der Ko¨rper
verlassen wurde. Auf diese Weise werden die Punkte, die sich im Ko¨rper befinden, sicher
bestimmt und markiert. Im zweiten Schritt wird die Gro¨ße der Liste randnaher Punkte
durch Abza¨hlen ermittelt. Anschließend kann die Liste angelegt werden. Sie entha¨lt die
Absta¨nde Dl fu¨r alle acht Richtungen l zu dem Ko¨rper, entsprechend einem kompakten
Differenzenstern. Zuletzt wird die Liste randnaher Punkte mit Werten gefu¨llt, indem
die Absta¨nde vom randnahen Punkt zu einem Polygonsegment erneut bestimmt wer-
den. Dies ist nur eine grobe Beschreibung des Algorithmus. Eine Implementierung im
Computerprogramm entha¨lt zusa¨tzliche Routinen zur Ausnahmenbehandlung, die die
Robustheit des Programms sicherstellen, jedoch den geschilderten Grundablauf nicht
vera¨ndern.
4 Die Lattice-BGK-Methode
Die Lattice-Boltzmann-Methoden sind eine Klasse von numerischen Verfahren zur
Lo¨sung der Boltzmann-Gleichung im kontinuumsnahen Bereich auf uniformen Gittern.
Sie gehen auf die Gittergas-Automaten zuru¨ck, die bereits in den ’80er Jahren entwickelt
wurden und die Bewegung von Gasmoleku¨len in einem diskreten Geschwindikgeitsraum
- dem Gitter - nach einer einfachen Automatenregel nachahmen [19, 20]. Die Lattice-
BGK-Methode (LBGK) stellt eine Weiterentwicklung der Gittergas-Automaten dar und
wurde zum ersten mal von Qian et al. [41] und Chen et al. [6] vorgestellt.
Das BGK-Modell (Bhatangar-Gross-Krook-Modell) ist eine Na¨herung der Boltzmann-
Gleichung fu¨r Zusta¨nde nahe des thermodynamischen Gleichgewichts. Das komplexe
Kollisionsintegral der Boltzmann-Gleichung wird dabei durch einen linearisierten Quell-
term ersetzt, der die Abweichung der Geschwindigkeitsverteilungsfunktion f(x, ξ, t) von
der Gleichgewichtsverteilung f eq(x, ξ, t) beschreibt
D
Dt
f = ω(f eq − f) . (4.1)












mit der globalen Stro¨mungsgeschwindigkeit u bezu¨glich raumfester Koordinaten und der
Moleku¨lgeschwindigkeit ξ.
Die LBGK-Methode ist prinzipiell eine Finite-Differenzen-Approximation des BGK-
Modells entlang einer festgehaltenen Geschwindigkeitskoordinate, wie im folgenden Ab-
schnitt kurz erla¨utert wird. Das urspru¨ngliche LBGK-Verfahren approximiert die rei-
bungsbehaftete Stro¨mung eines Gases bei kleiner Mach-Zahl, jedoch ohne Wa¨rmetrans-
port. Das Verfahren wurde kontinuierlich weiterentwickelt, sowohl um die Mo¨glichkeit
einer hierarchischen Gitterverfeinerung [12, 14, 13] als auch um die Integration von
Wa¨rme- und Stoffspeziestransport in das Modell [16, 15], bis es schließlich auch fu¨r ro-
tationssymmetrische Probleme verallgemeinert werden konnte [24]. Dementsprechend ist
es eine Alternative zu den
”
konventionellen“ Druckkorrektur basierten Finite-Volumen-
und Finite-Differenzen- Methoden fu¨r Stro¨mungen bei kleinen Mach-Zahlen.
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Es ist notwendig, an dieser Stelle kurz auf diese Methode einzugehen, da die Integra-
tion des Wa¨rme- und Stofftransportes in das LBGK-Modell durch O. Filippova nahezu
zeitgleich mit der Entwicklung hier vorgestellter Druckkorrektur-Verfahren statt fand.
Durch die zeitliche und ra¨umliche Na¨he dieser Entwicklung wurden beide Verfahren zur
wechselseitigen Validierung der verwendeten Modelle und fu¨r gemeinsame Benchmark-
Rechnungen verwendet.
4.1 Diskretisierung der BGK-Gleichung
Die BGK-Gleichung entlang einer Geschwindigkeitskoordinate l ist eine skalare Trans-
portgleichung mit einem Quellterm. Eine explizite Diskretisierung mit einseitiger










f eq,nl,i−1 − fnl,i−1
)
, (4.3)
mit der diskreten Moleku¨lgeschwindigkeit |ξl| = ∆xl/∆t und L Geschwindigkeiten, die
den diskreten Geschwindigkeitsraum bilden. Damit folgt direkt die Geschwindigkeitsver-
teilung des neuen Zeitschritts als Automatenregel
fl(t+∆t, xl + ξl∆t) = fl(t, xl) + Ω(f
eq
l (t, xl)− fl(t, xl)) (4.4)





In die Berechnung des Relaxationsparameters Ω fließt die kinematische Za¨higkeit ν des
Fluids und die ku¨nstliche Schallgeschwindigkeit c2s =
1
3
ξ2 ein. Die Stabilita¨tsanalyse der
Differenzenapproximation (4.3) zeigt, dass das Verfahren fu¨r
0 < Ω < 2 (4.6)
stabil ist, woraus eine Einschra¨nkung fu¨r die tatsa¨chliche Zeitschrittweite des Verfah-
rens folgt. Die Formulierung der diskreten BGK-Gleichung als Automatenregel fu¨hrt
zu einer algorithmisch besonders einfachen Umsetzung. Dabei wird die Autmatenregel,
ausgedru¨ckt durch die Gleichung (4.4), aufgespalten in die Berechnung eines Kollisions-
schritts, der ausschließlich Punkt-Operationen entha¨lt, und eines Transportschritts, der
nur Kopier-Operationen entha¨lt.
f˜l(t, x) = Ω f
eq
l + (1− Ω) fl(t, x) Kollision und
fl(t+∆t, x+ ξl∆t) = f˜l(t, x) Transport.
(4.7)
4.1 Diskretisierung der BGK-Gleichung 61
Der Transportschritt beinhaltet die Berechnung des thermodynamischen Gleichge-
wichts, der durch die Maxwell-Verteilung beschrieben wird. Ihre diskrete Form fu¨r ein
Gas der Dichte ρ bei konstanter Temperatur ist
















wobei die griechischen Buchstaben fu¨r Summationsindizes stehen und das δαβ ein
Kronecker-Symbol ist. Die Gewichtungsfaktoren tl ha¨ngen vom gewa¨hlten diskreten Ge-
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1/9 for |ξl| = 1 ,




im dreidimensionalen Modell mit 15 Geschwindigkeiten (D3Q15). Die beiden diskreten
Geschwindigkeitsra¨ume sind in Abbildung 4.1 skizziert. Die makroskopischen Gro¨ßen
sind als Momente der Geschwindigkeitsverteilungsfunktion fl gegeben, so dass fu¨r den











Abbildung 4.1: Diskrete Geschwindigkeitsra¨ume des verwendeten LBGK-Verfahrens,
D2Q9 (links) und D3Q15 (rechts).
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Eine Analyse der Gleichungen (4.3) bis (4.11) auf der Grundlage der Taylorreihen-
und der Chapman-Enskog-Entwicklung und unter Ausnutzung der Symmetrie des dis-
kreten Geschwindigkeitsraumes, fu¨hrt auf die makroskopischen Bewegungsgleichungen
der Momente. Es la¨ßt sich zeigen, dass das hier beschriebene LBGK-Modell die Navier-
Stokes-Gleichungen (2.79) und (2.81) fu¨r ein reibungsbehaftetes Fluid mit konstanter
Dichte, mit einer formalen Genauigkeit zweiter Ordnung im Ort und in der Zeit erfu¨llt
[15].
5 Gitterverfeinerung
Numerische Lo¨sungsverfahren, die auf kartesischen Gittern implementiert sind, sind in
ihrem Anwendungsbereich stark eingeschra¨nkt. Das betrifft zum einen die Genauigkeit
bei der Abbildung von Ko¨rperra¨ndern, als auch die schnell steigende Punktezahl bei einer
globalen Verfeinerung der Gitterteilung. Fu¨r den hier pra¨sentierten Gitter-Verfeinerungs
Algorithmus wurde eine hierarchische Struktur von Gitterblo¨cken gewa¨hlt. Dabei steu-
ert die Rangordnung der Blo¨cke
”
nur“ den Datentransfer zwischen sich u¨berlagernden
Gittern. Somit unterscheidet sich die gewa¨hlte Strategie kaum von den herko¨mmlichen
AMR (Adaptive Mesh Refinement) Algorithmen [3, 42].
Eines der gesetzten Ziele war eine mo¨glichst weit gehende Unabha¨ngigkeit der Ver-
feinerungsstrategie von dem benutzten Lo¨sungsverfahren. Es sollte mo¨glich sein, mit
vergleichsweise wenig Programmier- und Einarbeitungsaufwand bestehende Lo¨sungsver-
fahren mit unterschiedlichen Eigenschaften in die Gesamtstruktur des Verfeinerungsal-
gorithmus einzubinden. Die Abha¨ngigkeiten in der Gitterhierarchie werden durch die
Abbildung 5.1 illustriert. Dabei hat die Lo¨sung des in der Gitterhierarchie tiefer liegen-
den Gitterblocks Vorrang, da diese typischerweise eine Verbesserung der Gesamtlo¨sung
erbringen soll.
Bei der Implementierung eines Lo¨sungsverfahrens in dem Gitterverfeinerungs-
Algorithmus mu¨ssen allerdings einige Besonderheiten beachtet werden:
• Die Skalierbarkeit der verwendeten Gro¨ßen im Ort und in der Zeit sollte gewa¨hr-
leistet sein, beziehungsweise die Skaliervorschrifft sollte bekannt sein. Dies ist fu¨r
den Transfer der einzelnen Lo¨sungen zwischen den Gitterblo¨cken notwendig.
• Der Datenaustausch zwischen den Gitterblo¨cken folgt der Gitterhierarchie. Da-
durch soll sichergestellt werden, dass der u¨berlagerte Gitterblock die Genauigkeit
der Lo¨sung bestimmt.
• Der Datenaustausch erfolgt immer erst nach komplett abgearbeiteten Zeitschritten.
Das bedeutet, dass die
”
alte“ Lo¨sung des unterliegenden Gitterblocks als Randbe-
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Abbildung 5.1: Beispiel einer Gitter-Hierarchie mit entsprechenden Abha¨ngigkeiten. Das
eigentliche numerische Lo¨sungsverfahren, wird immer auf nur ein Gitter
angewendet. Der Austausch der Daten erfolgt durch die Transferopera-
toren.
Durch die hierarchische Struktur und die angestrebte Unabha¨ngigkeit vom Lo¨sungs-
verfahren fu¨r das Stro¨mungsfeld ist es leicht mo¨glich, auch nicht-konform u¨berlagerte
Gitter zu verwenden. Darunter sind Gitterblo¨cke zu verstehen, bei denen die Gitter-
knoten nicht notwendiger Weise mit denen des unterliegenden Blocks zusammenfallen.
Die Verwendung nicht-konformer Gitter soll helfen, zwei Problemen zu begegnen, die
typisch fu¨r numerische Verfahren auf kartesischen Gittern sind. Zum Einen ko¨nnen be-
vorzugte Richtungen von auzuflo¨senden Details beru¨cksichtigt werden und zum Anderen
reduziert sich die Komplexita¨t der Gitterverfeinerung auf kartesischen Gittern, wenn die
Gitterausrichtung einem Verfeinerungsdetail folgt [49].
5.1 Transferoperatoren fu¨r
Druckkorrektur-Verfahren
Der Austausch von Daten zwischen den Gitterblo¨cken geschieht u¨ber Interpolationsrou-
tinen. Diese sind in der einfachsten Variante, wenn die Gitter sich konform u¨berlagern,
einfache Kopieroperationen fu¨r die Punkte mit identischer Ortskoordinate und lineare
Interpolationen fu¨r alle anderen Punkte des feinen Gitters. Bei dem Transfer der Daten
von und zu einem nicht-konformen Gitterblock, werden die physikalischen Gro¨ßen in das
lokale Koordinatensystem transformiert und die Lo¨sung des Stro¨mungsproblems erfolgt
in den lokalen Koordinaten des Gitterblocks. Natu¨rlich ist dabei die Lage bezu¨glich des
globalen Koordinatensystems bekannt, so dass die Gro¨ßen jederzeit fu¨r das u¨bergeord-
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nete Gitter rekonstruiert werden ko¨nnen.
Die Interpolationsroutinen sind so gewa¨hlt, dass ein Punkt die Informationen von
den vier ihn umgebenden Punkten des Gitters, das die Information liefert, erha¨lt. Zum




[Ai ϕi]from . (5.1)
Der Gewichtungsfaktor Ai der bilinearen Interpolation entspricht dem Punkt i ge-
genu¨berliegenden Fla¨chenabschnitt, der jeweils mit der von den vier Punkten eingeschlos-
senen Gesamtfla¨che
∑4
i=1Ai normiert ist. Dank der Abza¨hlbarkeit der Gitter muss nur
der links-unten gelegene Nachbar des Punktes bekannt sein, um die Speicheradressen der
drei weiteren Punkte zu bestimmen. Die Abbildung 5.2 zeigt schematisch wie die Gewich-
tungsfaktoren fu¨r die Interpolation definiert sind. Im Sonderfall des konformen Gitters
wird die so angesetzte Interpolation zur gewichteten Mittelung zwischen den Nachbar-
punkten entlang einer Koordinatenrichtung. Da die Berechnung eines Zeitschritts immer
in den lokalen Koordinaten des Blocks erfolgt, mu¨ssen vektorielle Gro¨ßen wie z.B. die
Geschwindigkeit noch in das entsprechende lokale Koordinatensystem gedreht werden.
Die Transferoperation eines Vektors a auf ein in der Hierarchie tiefer liegendes Gitter
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[Ai ui]from . (5.3)
Andere, weiter ausgreifende Interpolationsmethoden lassen sich nach dem gleichen
Schema aufbauen, ohne dass die dazugeho¨rige Datenstruktur erweitert werden muss,
was allerdings nur mit abza¨hlbaren Gittern mo¨glich ist. Die im Programm eingesetzten
Datenstrukturen sind ausschließlich fu¨r die Verwendung nicht-versetzter Gitter vorgese-
hen.
5.2 Skalierung der Zeitschrittweite fu¨r ein
Druckkorrektur-Verfahren
Um instationa¨re Effekte der Lo¨sung im Stro¨mungsfeld auch auf sich u¨berlagernden Git-

















b) Fein zu Grob Interpolation
Abbildung 5.2: Schematische Darstellung der Datenabha¨ngigkeit auf nicht-konform ver-
feinerten Gittern. Angedeutet ist jeweils das Gitter, auf das die Werte
u¨bertragen werden.
dass das gesamte Verfahren konsistent in der Zeit bleibt. Desweiteren muss auch die
Stabilita¨t des numerischen Schemas gewa¨hrleistet sein. Neben der trivialen Lo¨sung, die
globale Zeitschrittweite an dem Gitterblock mit dem kleinsten Ortsschrittweite zu ori-
entieren, kann die Zeitintegration auf jedem Gitter, der Hierarchie folgend, lokal erfol-
gen. Als Ausgangspunkt folgender U¨berlegungen dient die Gleichung (3.29) zur Bestim-
mung der Zeitschrittweite und das Verha¨ltniss der Ortsschrittweiten Sx = ∆xgrob/∆xfein
der u¨berlagerten Gitter. Es wird zusa¨tzlich davon ausgegangen, dass das feinere Gitter
immer u¨ber dem groben liegt. Unter Beru¨cksichtigung der kleineren Ortsschrittweite
∆xfein = ∆xgrob/Sx und weil die physikalischen Transportgro¨ßen gitterunabha¨ngig sind,
la¨sst sich die Zeitschrittweite auf dem feinen Gitter aus der Gleichung (3.29) fu¨r zweidi-
mensionale Probleme formal bestimmen zu

















Mit dem so berechneten Zeitschritt ist noch keine konsistente Zeitintegration mo¨glich.
Als na¨chstes muss die Zeitschrittzahl der expliziten Integration bestimmt werden und
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Die Zeitschrittzahl Nfein kann auch als Verfeinerungsfaktor in der Zeit gesehen werden,
der jedoch wegen des diffusiven Transports nicht identisch mit dem Verfeinerungsfak-
tor im Ort sein muss. Desweiteren ist es nicht zwingend, dass das Verha¨ltnis S der
Ortsschrittweiten ganzzahlig ist.
5.3 Grundalgorithmus der hierarchischen
Gitterverfeinerung
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Abbildung 5.3: Ablauf eines globalen Zeitschritts n0 fu¨r drei Gitterebenen L0, L1 und
L2. Die Transferoperatoren von grob zu fein heißen ”
CtF“ und die von
fein zu grob heißen
”
FtC“.
Um die Konsistenz im Ort und in der Zeit u¨ber einen globalen Zeitschritt hinweg zu
gewa¨hrleisten, muss die Lo¨sung des groben Gitters die Randbedingungen des feinen Git-
ters stellen. Abgesehen von der Initialisierung des Integrationsgebietes zu Beginn der
Rechnung auf einem Gitterblock, werden vom groben Gitter an das feine nur Randwerte
u¨bergeben. Dadurch ist das Verfahren so aufgebaut, dass die Lo¨sung auf dem u¨berlager-
ten Gitter die des groben Gitters
”
einholen“ muss. Erst dann wird die “bessere“ Lo¨sung
des feinen Gitters auf das grobe u¨bertragen. Die Abbildung 5.3 zeigt den Datenfluß in
einem Zeitschritt fu¨r drei Gitterebenen L0, L1 und L2 mit der jeweiligen Zeitschritt-
zahl Nfein = 3Ngrob. Die grob zu fein Transferoperation fu¨r die Randbedingung erfolgt,
nachdem der globale Zeitschritt abgearbeitet ist.
Anhand dieses hypothetischen Beispiels la¨sst sich der rekursive Ablauf des Schemas,
wie im Algorithmus C.1 als Pseudo-Code dargestellt, formulieren. Die Variable Lm be-
schreibt die Ebene des Gitters in der Hierarchie, wobei Lmax die letzte Hierarchieebene,
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unabha¨ngig von der Gitterschrittweite darstellt. Die Variable k ist die fortlaufende Num-
mer des Gitters innerhalb einer Ebene der baumartigen Hierarchie. Die zur Realisierung
eines solchen Algorithmus beno¨tigten Grunddatentypen werden im Anhang C erla¨utert.
6 Theoretischer Leistungsvergleich
vorgestellter Algorithmen
Die beiden hier vorgestellten Verfahren, das Finite-Differenzen-Druckkorrektur-
Verfahren und die Lattice-BGK-Methode, zur Lo¨sung der Navier-Stokes-Gleichungen
auf a¨quidistanten, kartesischen Gittern bieten keinen direkten Zugang fu¨r einen ober-
fla¨chlichen Vergleich. Auf den ersten Blick scheint jedoch die LBGK-Methode, wegen der
algorithmischen Einfachheit das u¨berlegene Verfahren zu sein. In diesem Abschnitt soll
untersucht werden, unter welchen Aspekten und ob u¨berhaupt, eine definitive Aussage
diesbezu¨glich mo¨glich ist. Zu untersuchen sind folgende Punkte
1. Welchen Speicherverbrauch haben die vorgestellten Verfahren?
2. Wie groß ist der Rechenaufwand pro Gitterpunkt und eine physikalische Zeit-
einheit? Das heißt, wieviele Fließkomma-Operationen sind no¨tig, um eine zuvor
festgelegte physikalische Zeit zu erreichen?
Die Kla¨rung dieser Punkte bedarf einer Untersuchung des Speicherbedarfs und der Zahl
arithmetischer Operationen der jeweiligen Implementierung. Desweiteren mu¨ssen gewisse
Annahmen u¨ber das Laufzeitverhalten des Lo¨sungsverfahrens fu¨r das elliptische Unter-
problem des Druckkorrektur-Verfahrens getroffen werden. Das Ergebnis soll zumindest
Anhaltspunkte fu¨r Entscheidungen liefern, wann welche Methode am besten einzusetzen
ist, beziehungsweise wie die Verfahrensparameter zu wa¨hlen sind, um a¨hnliches Lauf-
zeitverhalten der beiden Verfahren zu erreichen. Die folgende Untersuchung bezieht sich
auf die Verfahren fu¨r ein inkompressibles Fluid.
6.1 Speicherbedarf der eingesetzten Verfahren
Die Berechnung des Speicherbedarfs der LBGK-Methode stu¨tzt sich auf die Verwen-
dung des 9-Punkte Rechenmoleku¨ls in zwei und eines 15-Punkte Rechenmoleku¨ls in
drei Dimensionen. Desweiteren wird vorausgesetzt, dass fu¨r die Momente, Dichte und
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Impuls ebenfalls Speicher reserviert wird. Die La¨nge einer Fließkomma-Speichereinheit
wird nicht genannt, da sie je nach Implementierung unterschiedlich sein kann.
Der LBGK-Algorithmus verlangt das Speichern der Geschwindigkeitsverteilungsfunk-
ton, sowie eines Zwischenwertes aus dem Kollisionsschritt, wie in Gleichung (4.7) darge-
stellt. Damit sind 21 Speichereinheiten fu¨r die Verteilungsfunktionen und die Momente
in zwei und 34 Speichereinheiten in drei Dimensionen zu reservieren. Fu¨r das explizite
Druckkorrektur-Verfahren mu¨ssen hingegen nur die Feldvariablen (u, p(1)) in den zwei
Zeitebenen n und n+ 1, sowie die Residuen der Geschwindigkeiten und die rechte Seite
der Poisson-Gleichung gespeichert werden. Daraus ergibt sich ein Bedarf von 9 Speiche-
reinheiten in zwei und 12 Einheiten in drei Dimensionen. Der Speicherbedarf wa¨chst
jedoch schlagartig, wenn Differenzen ho¨herer Genauigkeit auf einem kompakten Re-
chenmoleku¨l berechnet werden. Dann mu¨ssen zusa¨tzlich die Differenzen der Variablen
fu¨r jede Koordinatenrichtung gespeichert werden. Daraus folgt ein Speicherverbrauch
von 21 Speichereinheiten in zwei und 36 Einheiten in drei Dimensionen. Damit weist das
explizite Druckkorrektur-Verfahren praktisch denselben Speicherverbrauch auf, wie die
LBGK-Methode, allerdings mit der theoretischen Mo¨glichkeit bis zur vierten Ordnung
genaue Approximationen zu verwenden.
6.2 Theoretischer Rechenzeitbedarf der eingesetzten
Verfahren
Der theoretische Rechenzeitbedarf wird durch die Zahl der Fließkomma-Operationen
(FLOPS, Floating Point Operations) und durch die Zahl von Speicherzugriffen beein-
flußt. Die Gewichtung der beiden Faktoren ha¨ngt stark von der Rechnerachitektur ab.
Deswegen werden fu¨r zwei beispielhafte Algorithmen die Faktoren nicht gewichtet, son-
dern sie werden getrennt betrachtet. Der Algorithmus der LBGK-Methode ist fu¨r einen
Zeitschritt ∆tLBGK in der Tabelle 6.1 dargestellt. Dabei ist jeweils die Zahl notwendi-
ger Speicherzugriffe und der Fließkomma-Operationen zu jedem Teil des Algorithmus
aufgelistet. Bei dieser Betrachtung wurde die Berechnung der Randbedingungen ver-
nachla¨ssigt.
Dieselbe Betrachtung wurde auf das Druckkorrektur-Verfahren angewendet, wobei fu¨r
die iterative Lo¨sung der Poisson-Gleichung 5 Schritte angesetzt wurden, da dies die
durchschnittliche Anzahl von Iterationen in den Validierungsrechnungen war. Die Ta-
belle 6.2 listet die Speicherzugriffe und Fließkomma-Operationen, ebenfalls ohne Beru¨ck-
sichtigung der Randbedingungen fu¨r eine Runge-Kutta Zeitintegration in drei Schritten.
Somit ist ein Zeitschritt ∆tFDM des Druckkorrektur-Verfahrens mit 183 Speicherzugriffen
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Operation/Gleichung Zugriffe FLOPS
1. Berechnung des Druck-Momentes und der Impulsmo-
mente nach Gl. (4.11)
9+12+12 9+12+12
2. Berechnung der Gleichgewichtsverteilung nach Gl.
(4.8) fu¨r alle Punkte und alle Geschwindigkeiten
9 · 7 9 · 16
3. Kollisionsschritt nach Gl. (4.7) 9 · 3 9 · 3
4. Transportschritt nach Gl. (4.7) 9 · 2 0
Summen in 2D 141 204
Tabelle 6.1: Speicherzugriffe und Fließkomma-Operationen in einem Zeitschritt der
LBGK-Methode.
und 378 Fließkomma-Operationen fu¨r diese Beispiel-Implementierung nicht wesentlich
aufwendiger als die LBGK-Methode.
Operation/Gleichung Zugriffe FLOPS
1. Berechnung der Residuen der Geschwindigkeiten u 6 + 6 20 + 20
2. Berechnung des Gescha¨tzten Geschwindigkeitsfeldes u⋆ 3 + 3 2 + 2
3. Berechnung der rechten Seite der Poisson-Gleichung fu¨r
den Druck
5 7
4. Lo¨sung der Poisson-Gleichung mit dem beschleunigten
Gauß-Seidel-Verfahren
5 · 6 5 · 13
5. Korrektur der Geschwindigkeit mit dem Gradienten
des Druckes
4 + 4 5 + 5
Summen in 2D 3 · 61 3 · 126
Tabelle 6.2: Speicherzugriffe und Fließkomma-Operationen in einem Zeitschritt des
Druckkorrektur-Verfahrens.
Fu¨r eine tiefer gehende Untersuchung mu¨ssen noch die mo¨glichen physikalischen Zeit-
schrittweiten verglichen werden. Mittels einer Dimensionsanalyse mit den Referenz-
gro¨ßen (2.12) und fu¨r a¨quidistante Ortsschrittweiten ∆x = ∆y lassen sich die Glei-




















Demnach ha¨ngt das Verha¨ltnis der Zeitschrittweiten und somit auch die Effizienz der
Verfahren fu¨r ein Problem mit vorgegebener Reynolds-Zahl Re und fester Ortsschritt-
weite ∆x, vor allem von der Wahl des Relaxationsparameters Ω der LBGK-Methode
ab. Das dimensionslose Quadrat der Geschwindigkeit uˆ2 = uˆ · uˆ ist in der Gro¨ßenord-
nung 1, wenn die Maximalgeschwindigkeit als Referenzgeschwindigkeit gewa¨hlt wird und
braucht in dem Vergleich nicht beru¨cksichtigt zu werden. Die Courant-Zahl C kann fu¨r
die hier betrachtete Implementierung mit C = 2 angesetzt werden. Die in Abbildung
6.1 dargestellten Diagramme zeigen die Abha¨ngigkeit der Zeitschrittweite ∆t von der
Ortsschrittweite ∆x fu¨r unterschiedliche Relaxationsparameter Ω der LBGK-Methode.
Die ho¨here Effizienz der LBGK-Methode ist nur dann gewa¨hrleistet, wenn der Zeit-
schritt gro¨ßer als der halbe Zeitschritt des Druckkorrektur-Verfahrens ist. Mit dieser
Einschra¨nkung wa¨re der maximale Relaxationsfaktor zur Simulation einer Stro¨mung
mit Re = 100 und mit einer Ortsschrittweite ∆xˆ = 0.01 bei Ω = 1, 2, wenn die LBGK-
Methode effizienter als ein Druckkorrektur-Verfahren sein soll. Bei einer Reynolds-Zahl
Re = 1000 und derselben Gitterteilung wa¨re die LBGK-Methode fu¨r Ω ≤ 1, 9 effizienter.
Es ist abschließend noch zu erwa¨hnen, dass die Verfahrensparameter, Courant-Zahl C
und der Relaxationsparameter Ω, der unterschiedlichen Lo¨sungsmethoden in der Praxis
stark von der physikalischen Problemstellung abha¨ngen und daher selten innerhalb ihrer
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Abbildung 6.1: Entwicklung der dimensionslosen Zeitschrittweiten ∆tˆFDM und ∆tˆLBGK
als Funktion der Ortsschrittweite ∆x bei Re = 100.
7 Validierung vorgestellter
Verfahren
Numerische Lo¨sungen von partiellen Differentialgleichungen sind aufgrund ihrer diskre-
ten Natur mit einem verfahrensbedingten Fehler behaftet. Die analytischen Methoden
zur Untersuchung der Konsistenz und Stabilita¨t von numerischen Verfahren werden in
der Regel nur auf Modellgleichungen angewendet. Zudem wird der Einfluß von Randbe-
dingungen auf das Verhalten der numerischen Lo¨sung in der analytischen Betrachtung
nur isoliert wiedergegeben. Desweiteren kann nicht ausgeschlossen werden, dass die pro-
grammiertechnische Implementierung Fehler entha¨lt und die getroffenen Annahmen bei
der Modellierung die Physik des Problems richtig wiedergeben. Aus diesen Gru¨nden ist
eine ausfu¨hrliche Validierung der Verfahren immer notwendig. Erst danach kann der
Anwendungsbereich eines Verfahrens mit gewisser Sicherheit benannt werden. Fu¨r die
Validierung numerischer Verfahren stehen unterschiedliche Strategien zur Verfu¨gung.
Vergleich mit einer analytischen Lo¨sung wa¨re eigentlich die optimale Validie-
rung fu¨r ein numerisches Verfahren. Diesem Weg steht entgegen, dass die Zahl verfu¨gba-
rer Lo¨sungen klein ist, und dass diese unter teilweise sehr vereinfachenden Annahmen
entstanden sind. Die folgende Liste nennt Beispiele solcher Lo¨sungen, sowie die ihnen
zugrunde liegenden Annahmen und Einschra¨nkungen.
1. Die ebene und stationa¨re Kanalstro¨mung eines inkompressiblen Fluides. Sie dient
vor allem als ein Testfall fu¨r die Wahl von Ein- und Ausstro¨mrandbedingungen.
Ebenfalls kann der Wa¨rmetransport zwischen den Kanalwa¨nden analytisch berech-
net werden.
2. Die stationa¨re Rohrstro¨mung eines inkompressiblen Fluides. Auch hier existieren
fu¨r den Wa¨rmeu¨bergang analytische Lo¨sungen, sowohl fu¨r adiabate als auch fu¨r
isotherme Rohrwa¨nde. Diese Lo¨sung kann als rotationssymmetrisches Analogon zu
der ebenen Kanalstro¨mung gelten.
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3. Die instationa¨re Couette-Stro¨mung. Die ebene und inkompressible Stro¨mung zwi-
schen zwei parallelen Platten. Hier existiert eine analytische Lo¨sung fu¨r den Fall
einer plo¨tzlich in Bewegung gesetzter Wand.
Die Auswahl der verfu¨gbaren Lo¨sungen ist also stark eingeschra¨nkt. Hinzu kommt, dass
die getroffenen Einschra¨nkungen, vor allem bezu¨glich der Geometrie des Problems, selten
auf reelle, technische Stro¨mungsprobleme u¨bertragbar sind. Diese Art der Validierung
ist vielleicht in der Entwicklungsphase sehr hilfreich, liefert jedoch nur wenige Anhalts-
punkte, wie gut ein Verfahren bei komplexen Problemen funktioniert.
Vergleich mit einem bereits validierten numerischen Verfahren ist die meist-
verwendete Methode zur Validierung numerischer Simulationen. Es existiert eine Viel-
zahl gut dokumentierter numerischer Lo¨sungen einfacher, beziehungsweise
”
konstruier-
ter“, Stro¨mungsprobleme und zugeho¨riger Publikationen. Zwei solcher Testfa¨lle wurden
in dieser Arbeit verwendet, um das hier verwendete Druckkorrektur-Verfahren zu va-
lidieren: Die inkompressible Nischenstro¨mung [4, 22] und der asymmetrisch im Kanal
platzierte Zylinder [50, 45]. Da beide Testfa¨lle nur fu¨r inkompressible Fluide konstruiert
wurden, wurde zusammen mit Dr. Olga Filippova noch der Testfall des poro¨sen Brenners
zusammengestellt [16]. Eine weitere Validierung fand bei der Berechnung des Silizium-





Ein sehr beliebter Testfall fu¨r die numerische Lo¨sung der Navier-Stokes-Gleichungen
eines inkompressiblen Fluides, ist die zweidimensionale
”
getriebene Nischenstro¨mung“.
Das Integrationsgebiet ist hierbei eine quadratische Nische, bei der die obere Wand die
Geschwindigkeit uw hat. Dadurch stellt sich in der Nische ein stationa¨res Wirbelsystem
ein, dessen Komplexita¨t von der Reynoldszahl abha¨ngt [22]. Das Besondere an diesem
Testfall ist, dass das Gebiet V vollstandig durch Wa¨nde begrenzt ist und somit immer
die Bedingung
u · n = 0 und ∂p
(1)
∂n
= 0 auf ∂V (7.1)
gilt, wie in der Gleichung (3.9) gefordert. Die Skizze links in der Abbildung 7.1 zeigt
schematisch die Geometrie des Problems und die Lage der zu erwartenden Wirbel. Das
Problem wurde sehr eingehend von U. Ghia et. al. [22] fu¨r die Reynoldszahl Re = 1000
untersucht und von O. Botella et al. [4] fu¨r Re = 100, so dass diese Ergebnisse als
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Referenz fu¨r die Validierung der hier pra¨sentierten Verfahren dienen. Die dimensions-
behafteten Gro¨ßen wurden so gewa¨hlt, dass die normierten charakteristischen La¨ngen
und Geschwindigkeiten jeweils Lˆ = 1 und uˆ = 1 sind. Die prinzipielle Geometrie des
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Abbildung 7.1: Links: Angetriebene Nischenstro¨mung, die gestrichelten Linien deuten
die Schnittebenen an. Rechts: Betrag der Geschwindigkeit und Verlauf
der Stromlinien einer Nischenstro¨mung bei Re = 1000.
Untersucht wurde vor allem die Anha¨ngigkeit der Lo¨sung von der Gitterschrittwei-
te. Eine vollkommene U¨bereinstimmung der Ergebnisse war jedoch nicht zu erwar-
ten, da in [22] ein durch Streckung stark verfeinertes Gitter verwendet wurde. In [4]
wurde ein Spektral-Verfahren zusammen mit einem extrem feinen Gitter verwendet.
Fu¨r das Druckkorrektur-Verfahren wurde ein a¨quidistantes Gitter verwendet mit dem
Ziel, die Genauigkeit des Verfahrens durch sukzessives Verkleinern der Ortsschrittwei-
te abscha¨tzen zu ko¨nnen. Fu¨r sehr kleine Ortsschrittweiten (∆x < L/512) war jedoch
kein Unterschied zu den Referenzlo¨sungen zu sehen. Die Abbildung 7.1 zeigt (rechts)
exemplarisch den Betrag der Geschwindigkeit und den Verlauf der Stromlinien bei einer
Reynolds-Zahl Re = 1000. Fu¨r quantitative Aussagen ist jedoch eine Schnitt-Darstellung
vorzuziehen, wie sie nachfolgend verwendet wird.
Verglichen wurden der Verlauf der u-Komponente der Geschwindigkeit entlang des ve-
rikalen Schnitts durch die Mitte des Integrationsgebietes und der v-Komponente der Ge-
schwindigkeit entlang eines horizontalen Schnittes. Die Abbildungen 7.2 und 7.3 zeigen
die Geschwindigkeitsverla¨ufe bei einer Reynolds-Zahl von Re = 100 fu¨r die Ortsschritt-







































Abbildung 7.3: Geschwindigkeit im horizontalen Schnitt durch das Integrationsgebiet,
Re = 100.
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weiten ∆x1 = L/40, ∆x2 = L/80 und ∆x3 = L/160. Die Genauigkeit des Verfahrens






von Richardson [11]. Demnach war die Ordnung der Genauigkeit (beziehungsweise der
Exponent des Abbruchfehlers) im Ort ǫ = 1.9 fu¨r die drei Berechnungen mit sukzessiv


















Abbildung 7.4: Geschwindigkeit im vertikalen Schnitt durch das Integrationsgebiet,
Re = 1000.
Die Ergebnisse fu¨r die Reynolds-Zahl Re = 1000 sind in den Abbildungen 7.4 und 7.5
fu¨r die Ortsschrittweiten ∆x1 = L/40, ∆x2 = L/80 und ∆x3 = L/160 dargestellt. Auch
hier ergibt sich dieselbe Ordnung des Fehlers, wie fu¨r Re = 100. Der direkte Vergleich
mit den Referenzergebnissen ist jeweils fu¨r die Ortsschrittweite ∆x = L/512 in der
Abbildung 7.6 fu¨r Re = 100 und in der Abbildung 7.7 fu¨r Re = 1000. Hierbei wurde nur
der vertikale Schnitt abgebildet und zeigt eine gute U¨bereinstimmung der Ergebnisse.



































Abbildung 7.6: Geschwindigkeit im vertikalen Schnitt durch das Integrationsgebiet fu¨r
Re = 100. Dargestellt sind die von O. Botella berechneten Werte und
die Ergebnisse des Druckkorrektur-Verfahrens.













Abbildung 7.7: Geschwindigkeit im vertikalen Schnitt durch das Integrationsgebiet fu¨r
Re = 1000. Dargestellt sind die von U. Ghia et al. berechneten Werte
und die Ergebnisse des Druckkorrektur-Verfahrens.
7.2 Zylinderumstro¨mung im Kanal
Als zweiter Testfall zur Validierung des hier implementierten Druckkorrektur-Verfahrens
diente die Stro¨mung um einen asymmetrisch im ebenen Kanal platzierten Zylinder. Die-
ser Testfall geht auf S. Turek und M. Scha¨fer zuru¨ck [50, 45] und wurde als gemeinsamer
Benchmarktest im DFG Schwerpunktprogramm
”
Flow Simulation on High Performan-
ce Computers“ entwickelt. Die Zylinderumstro¨mung wurde als geeignet gesehen, die
Boundary-Fitting-Randbedingungen zu u¨berpru¨fen, sowie den Einfluß von konform und
nicht-konform u¨berlagerter Gitter auf die Genauigkeit der Lo¨sung im Ort und in der
Zeit. Aus der Vielfalt der in [45] beschriebenen Testfall-Konfigurationen werden hier
nur der stationa¨re
”
2D-1“ und der instationa¨re
”
2D-2“ Fall pra¨sentiert, da sie fu¨r die
gestellten Anforderungen bereits ausreichend sind. Die Abbildung 7.8 zeigt schematisch
die Geometrie und die Randbedingungen des Testfalls.
In dem ebenen Testfall ist die Einstro¨mgeschwindigkeit am linken Rand durch ein
parabolisches Profil nach der Formel
u(0, y) = 4 u¯
y(H − y)
H2
und v = 0 (7.3)












Abbildung 7.8: Geometrie und Randbedingungen fu¨r den asymmetrisch im ebenen Ka-
nal platzierten Zylinder.
gegeben und die Kanalho¨he betra¨gt H = 0, 41m. Im stationa¨ren Testfall 2D-1 ist
die mittlere Einstro¨mgeschwindigkeit u¯ = 0, 3m/s bei einer Reynolds-Zahl Re = 20.
Gemessen wurde dabei die Druckdifferenz ∆pz am Zylinder zwischen den Punkten
(xa; ya) = (0, 15; 0, 2)m und (xe; ye) = (0, 25; 0, 2)m, sowie die La¨nge Lr der Rezirkula-
tionszone hinter dem Zylinder. Die Abbildung 7.9 zeigt die Verteilung der Geschwindig-
keit und den Verlauf der Stromlinien im Ausschnitt um den Zylinder. Die Berechnungen
wurden fu¨r unterschiedlich u¨berlagerte Gitterblo¨cke durchgefu¨hrt, wobei die Ergebnis-
se praktisch identisch sind. In der Tabelle 7.1 sind die Druckdifferenz und die La¨nge
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Abbildung 7.9: DFG Testfall 2D-1 fu¨r unterschiedlich orientierte, u¨berlagerte Gitter. Im
linken Bild sind beide Gitter punkt-konform zueinander. Dargestellt ist
die Verteilung der u-Komponente der Geschwindigkeit und die Stromli-
nien.
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Winkel ∆pz Lr
0 ◦ 0,1112 0,0830
20 ◦ 0,1106 0,0828
45 ◦ 0,1108 0,0825
Tabelle 7.1: Druckdifferenz am Zylinder und die La¨nge des Rezirkulationsgebietes bei
Re = 20 fu¨r unterschiedlich platzierte Verfeinerungsgitter.
der Rezirkulation fu¨r unterschiedlich gedrehte, verfeinerte Gitter aufgelistet. Das Gitter
mit der Drehung 0 ◦ war punkt-konform mit dem unterliegenden, gro¨beren Gitter. Der
Faktor der Verfeinerung war 4 (∆xgrob = 4∆xfein). Die Werte ko¨nnen als nahezu gleich
gesehen werden und liegen im Bereich der Referenzwerte [50].
Der zweite, instationa¨re Testfall diente der Pru¨fung des Verfahrens auf seine Zeitgenau-
igkeit, vor allem unter dem Aspekt der nicht-konform u¨berlagerter Verfeinerungsgitter.
Die mittlere Einstro¨mgeschwindigkeit war hier uˆ = 1, 5m/s, so dass bei gleichen Bedin-
gungen die Reynolds-Zahl Re = 100 betrug. Bei dieser Reynolds-Zahl bildet sich hinter
dem Zylinder eine Karmansche-Wirbelstraße, deren Strouhal-Zahl fu¨r alle drei Gitterla-
gen Sr = 0, 283 betrug und damit um 0,006 unter dem Angegebenen Referenzwert von
Sr = 0, 289 lag. Dieser Referenzwert wurde als Mittelwert aller im Rahmen des Schwer-
punktprogramms der DFG erzielten Ergebnisse berechnet. Als Indikator fu¨r eventuellen
Einfluss des u¨berlagerten Gitters auf die Zeitgenauigkeit des Verfahrens, wurde die Lage
der abgelo¨sten Wirbel zu einem willku¨rlich gewa¨hlten, spa¨ten Zeitpunkt verwendet. Die
Abbildung 7.10 zeigt die Druckverteilung und die Stromlinien fu¨r alle drei Berechnun-
gen nach t = 26 s. Da nach dieser langen Zeit (und auch fu¨r alle Zeiten dazwischen)
die Phase der Wirbelstraße gleich geblieben ist, wurde geschlossen, dass der implemen-
tierte Gitterverfeinerungs-Algorithmus die Zeitgenauigkeit des Verfahrens nicht negativ
beeinflusst. In der Abbildung 7.10 wurde der Druckverlauf durch transparente Isolinien
dargestellt, da nicht sein absoluter Betrag im Interesse lag, sondern die U¨berpru¨fung
der Implementierung des Verfeinerungs-Algorithmus mit seinen Transferoperatoren auf
Korrektheit.
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Abbildung 7.10: Stromlinien und Druck der Zylinderumstro¨mung bei Re = 100. Die ver-
feinerten Gitter sind konform (ober) und um 20 ◦ (mitte) und 45 ◦ (un-
ten) verdreht. Dargestellt sind die Stromlinien und Isolinien des Druckes
auf beiden Gittern u¨berlagert nach t = 26 s.
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7.3 Stro¨mung um eine Reihe poro¨ser Brenner
Die beiden bisher behandelten Validierungsfa¨lle bescha¨ftigten sich hauptsa¨chlich mit
inkompressibler Stro¨mung. Somit war nur eine Validierung der programmtechnischen
Implementierung und der entwickelten Algorithmen zur nicht-konformen Gitterverfeine-
rung mo¨glich. Etwa zeitgleich zu der Entwicklung der hier vorgestellten Druckkorrektur-
Verfahren wurde von Frau Dr. Filippova am Institut fu¨r Verbrennung und Gasdynamik
ein Verfahren zur Simulation reaktiver Mehrkomponenten-Stro¨mungen auf Basis des
LBGK-Verfahrens entwickelt. Gemeinsam mit ihr, wurde ein Testfall zur wechselseiti-
gen Validierung solcher Lo¨sungsverfahren entwickelt [16]. Die Eingangsparameter des
Testfalls waren dimensionslos, um die Kompatibilita¨t der Lo¨sungsverfahren zu gewa¨hr-























Abbildung 7.11: Prinzipskizze des Testfalls
”
poro¨ser Brenner“. Der Index ’O“ bezieht
sich auf das Oxidant und der Index
”
F“ auf den Brennstoff. Die Gro¨ßen
sind dimensionslos gehalten.
Der Testfall beschreibt die laminare Flamme einer vertikalen Reihe kalter Brenner.
Der Brennstoff mit der Temperatur TF = 1 tritt durch den Brenner in eine heiße Atmo-
spha¨re mit der Temperatur TO = 2. Der Durchmesser des Brenners ist D = 1 und die
Reynolds-Zahl der Anstro¨mung ist Re = 80, bezogen auf die Anstro¨mgeschwindigkeit
der Atmospha¨re und den Durchmesser D. Der Brennstoff wird mit der Geschwindigkeit
uF = 0, 1 uO senkrecht zu seiner Oberfla¨che des zylindrischen Brenners zugefu¨hrt. Fu¨r
die Diffusion der Gase galt eine Schmidt-Zahl von Sc = 1. Die Verbrennung selbst wurde
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durch eine globale Einschritt-Reaktion
F + O = 2P (7.4)
beschrieben, mit der dimensionslosen Produktionsrate








Als repra¨sentative Damko¨hler-Zahl wurde Da = 620 gewa¨hlt bei einer dimensionslo-
sen Aktivierungstemperatur TA = 12. An den horizontalen Wa¨nden des Gebietes wur-
den periodische Randbedingungen angesetz, wa¨hrend am Ein- und Ausstro¨mrand die
Randbedingungen wie in einem ebenen Kanal waren. Das heißt, alle Gro¨ßen, bis auf
den dynamischen Druck p1, wurden am Einstro¨mrand vorgegeben. Fu¨r den Druck am
zylindrischen Brenner wurde ein verschwindender Gradient in der Normalen-Richtung
zur Wand als Randbedingung angenommen. Verwendet wurde die Implementierung des
Druckkorrektur-Verfahrens auf nicht-versetzten Gittern und einer zweiter Ordnung ge-
nauen Upwind-Diskretisierung der Konvektionsterme. Die Art der Zeitintegrationsme-
thode hatte keinen Einfluß auf das stationa¨re Ergebnis.
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Abbildung 7.12: Nicht-Reagierende Stro¨mung in einer Reihe poro¨ser Brenner, gelo¨st
mit einem LBGK-Verfahren (links) und mit einem Druckkorrektur-
Verfahren (rechts) [16]. Dargestellt sind die Temperatur im Stro¨mungs-
feld und die Stromlinien.
Zuna¨chst wurde nur der reine Stoff- und Wa¨rmetransport ohne Reaktionen (Da = 0)
gerechnet, um vorab eventuell auftretende Differenzen in der Lo¨sung durch die unter-
schiedlichen Verfahren festzustellen. Wie der Abbildung 7.12 zu entnehmen ist, stimmten
die Ergebnisse sehr gut u¨berein. Das
”
zuschalten“ der chemischen Reaktionen bewirkte
aufgrund der starken Wa¨rmeentwicklung ein Verschwinden der Rezirkulationszone hin-
ter dem Zylinder, wie in Abbildung 7.13 dargestellt. Auch hier zeigte sich eine sehr gute
U¨bereinstimmung der Ergebnisse. Zuletzt ist in der Abbildung 7.14 der Massenbruch
des Abgases und die Produktionsrate r˙ dargestellt.
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Abbildung 7.13: Reagierende Stro¨mung in einer Reihe poro¨ser Brenner, gelo¨st mit ei-
nem LBGK-Verfahren (links) und mit einem Druckkorrektur-Verfahren
(rechts) [16]. Dargestellt sind die Temperatur im Stro¨mungsfeld und die
Stromlinien bei einer Damko¨hler-Zahl von Da = 620.
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Abbildung 7.14: Reagierende Stro¨mung in einer Reihe poro¨ser Brenner, gelo¨st mit dem
Druckkorrektur-Verfahren. Dargestellt ist der Massenbruch des Brenn-
stoffs (links) und die dimensionslose Produktionsrate r˙ (rechts).
Der Vergleich beider Verfahren zeigte gute bis sehr gute U¨bereinstimmung der Er-
gebnisse. Auf dieser Basis wurden die beiden Verfahren noch weiter entwickelt, vorher
wurden weitere Modellierungsdetails hinzugefu¨gt, die unerla¨sslich fu¨r den Produktions-
einsatz sind. Der Rechenzeitbedarf beider Verfahren war gleich, wobei als Kriterium das
Erreichen einer konvergenten Lo¨sung galt und nicht wie sonst u¨blich, eine fest vorgege-
bene physikalische Zeit. Somit hatten beide Bearbeiter die Mo¨glichkeit, Techniken zur
Konvergenzbeschleunigung einzusetzen, die fu¨r eine zeitgenaue Berechnung nicht ver-
wendet werden ko¨nnen. Dennoch wurde bei dem Druckkorrektur-Verfahren auf solche
Hilfsmittel verzichtet, da sie zu dem Zeitpunkt nicht implementiert waren. Einen großen
Einfluss auf die Rechenzeit des Druckkorrektur-Verfahrens hatte die Lo¨sung der Pois-
songleichung fu¨r den Druck. Hier lassen sich mit hoher Sicherheit noch Verbesserungen
hinsichtlich des Rechenzeitbedarfs erzielen.
8 Beispiele technischer Anwendung
Die Entwicklung der hier vorgestellten Verfahren zur Stro¨mungssimulation ist eng
mit Forschungsprojekten verbunden, in denen durchstro¨mte Reaktoren zur Gasphasen-
Synthese von Partikeln eingesetzt werden. Im Rahmen dieser Projekte ist es notwendig
Simulationen und anschließende Analysen der Stro¨mung durchzufu¨hren. Dies gilt sowohl
in der Planungs- und Entwurfsphase, um vorab die Reaktorgeometrie und die thermi-
schen Verha¨ltnisse im Reaktor abzuscha¨tzen. Sowie nach Durchfu¨hrung von Experimen-
ten, um diese interpretieren zu ko¨nnen, insbesondere fu¨r Ergebnisse, die messtechnisch
nicht direkt erfassbar sind.
Die Ergebnisse solcher Simulationen sind nicht uneingeschra¨nkt zur Validierung
der numerischen Verfahren geeignet. Typischerweise ist eine detaillierte Messung des
Stro¨mungszustandes in solchen Apparaturen im Projektrahmen nicht zu realisieren und
die Berechnungen ko¨nnen nur anhand einer eindimensionalen Abscha¨tzung auf Plau-
sibilita¨t gepru¨ft werden. Weiterhin besteht eine große Unsicherheit bezu¨glich der rich-
tigen Erfassung und Umsetzung der Randbedingungen am realen Problem. Wa¨hrend
davon ausgegangen werden kann, dass eine erfolgreiche Validierung am
”
akademischen“
Stro¨mungsproblem auf nur gering komplexere Probleme u¨bertragbar bleibt, sind die
Randbedingungen fu¨r die Temperatur und Spezieskonzentrationen meistens sehr viel
komplizierter und durch unterschiedliche physikalische Effekte beeinflusst. Im Folgen-
den werden die Ergebnisse von Simulationsberechnungen von zwei unterschiedlichen
Synthese-Reaktoren vorgestellt. Im ersten Fall wurde die Stro¨mung in einem bereits
existierenden Reaktor untersucht, mit dem Ziel die Ergebnisse des Experiments bes-
ser interpretieren zu ko¨nnen und daraus eventuelle Massnahmen zur Prozesssteuerung
abzuleiten. Der zweite vorgestellte Fall bescha¨ftigt sich mit dem Entwurf eines Synthe-
sereaktors, wobei der Schwerpunkt auf der thermischen und geometrischen Auslegung
lag.
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8.1 Synthesereaktor zur Herstellung von
Diamantpartikeln
Die Entstehung von Diamantpartikeln in einer durch CO2-Laser induzierten Gasphasen-
reaktion wurde bereits 1991 von Bu¨rki und Leutwyler nachgewiesen [5]. Zur genaueren
Untersuchung der einzelnen Prozessparameter in dem verwendeten Synthesereaktor wur-
de das urspru¨ngliche Experiment im gro¨ßeren Maßstab aufgebaut und teilweise modifi-
ziert. Wa¨hrend im experimentellen Teil des Projektes der Schwerpunkt auf der Partikel-
erzeugung und Prozesssteuerung lag, war es Aufgabe der Simulation zu kla¨ren, welcher
Stro¨mungszustand im Reaktor vorliegt und wie er die Entstehung von Diamantpartikeln
beeinflusst. Das Ziel war eine eventuelle industrielle Anwendung des Syntheseprozesses
beziehungsweise eine Beurteilung der technischen Relevanz.
Im Verlauf der experimentellen Untersuchung wurden Diamantpartikel reproduzier-
bar nachgewiesen. Es wurden jedoch auch Betriebspunkte gefunden, in denen keine
Diamantpartikel erzeugt werden konnten. Maßgeblich war dabei das unterschiedliche
Stro¨mungsfeld bei gleichem Massendurchsatz des Precursors im Synthesereaktor. Da
keine experimentelle Mo¨glichkeit zur Visualisierung der Stro¨mung bestand, war eine
numerische Simulation notwendig. Die Simulationen der auftretenden physikalischen Ef-
fekte der laser-induzierten Gasphasenreaktionen fu¨hren zu einem sehr aufwendigen, phy-
sikalischen Modellierungsproblem, das nur mit entsprechend aufwendiger Numerik gelo¨st
werden kann.
Der im Versuch verwendete Reaktor zur Laser-Pyrolyse entspricht im Prinzip dem
von P. Bu¨rki 1991 verwendeten Reaktor, der jedoch wa¨hrend der Versuchsphase geome-
trisch vera¨ndert wurde. Das Gas wird durch eine koaxiale Du¨senanordnung dem Reaktor
zugefu¨hrt. Wa¨hrend die innere Du¨se das reagierende Gas beziehungsweise Gasgemisch
(hier ist es Ethylen oder ein Ethylen/Wasserstoff Gemisch) zufu¨hrt, wird durch die
a¨ußere Du¨se ein inertes Gas (Stickstoff) zugefu¨hrt. Zusa¨tzlich wird noch Stickstoff an
den Seiten zugefu¨hrt um die Verrußung der Fenster durch Rezirkulation des Gasstrahls
zu verhindern. Der Gasstrahl ist senkrecht nach oben gerichtet, so dass aufgrund der
Dichtedifferenzen ein nicht vernachla¨ssigbarer Schwerkrafteinfluss zu erwarten ist. Als
Energiequelle dient ein CO2-Laser, der den Gastrahl kreuzt. Von den zugefu¨hrten Gasen
ist nur Ethylen nennenswert imstande, die Laserstrahlung zu absorbieren. Auf Grund der
hohen Absorbtionsfa¨higkeit des Ethylens, ist es erstrebenswert, die Stro¨mung mo¨glichst
laminar zu halten, da dann nur die Diffusion fu¨r die Konzentrationsabnahme des Ethy-
lens im Freistrahl in Frage kommt und die thermischen Verluste durch Strahlmischung
minimal werden.
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Bei der Modellierung und numerischen Formulierung des Problemes mu¨ssen folgende
physikalische Aspekte beachtet werden:
• Dreidimensionale Formulierung der Stro¨mungs- und Reaktionsvorga¨nge auf der
Basis der Erhaltungsgleichungen von Masse, Impuls und Energie,
• Zeitabha¨ngigkeit wegen mo¨glicher Periodizita¨t der Stro¨mung,
• Laminare, wa¨rmeleitende Gemischstro¨mung,
• Stro¨mung sehr kleiner Machzahlen, aber großer Dichtea¨nderungen und
• Einfluß von Gravitation wegen der hohen Dichteunterschiede,
• Mehrkomponenten-Gasgemisch mit Diffusion.
Mit den in dieser Arbeit vorgestellten Verfahren hatte man ein geeignetes Werkzeug zur
Simulation der Reaktorstro¨mung.
8.2 Modellierung und Simulation der
Diamant-Reaktorstro¨mung
Zur ersten, einfachen Modellierung der Laserstrahlung wurde die Tatsache genutzt, dass
im wesentlichen nur die Ethylenmoleku¨le die Strahlung absorbieren und die Strahlinten-
sita¨t u¨ber die Laufla¨nge nicht wesentlich abnimmt. Damit kann der Laserstrahl als eine
Wa¨rmequelle betrachtet werden, deren Wa¨rmestromdichte lokal von der Ethylenkon-
zentration abha¨ngt. Solange keine Partikel oder andere Kohlenwasserstoffe den Strahl
kreuzen, ist diese Annahme na¨herungsweise gerechtfertigt, da keine andere Spezies u¨ber
entsprechende Absorbtionseigenschaften verfu¨gt.
Das verwendete Lo¨sungsverfahren der Navier-Stokes-Gleichungen bei kleinen Mach-
Zahlen erlaubt die Simulation der Stro¨mung eines Gemisches idealer Gase in drei Dimen-
sionen. Zu Beginn der Arbeiten wurden Untersuchungen der prinzipiellen Stro¨mungs-
vorga¨nge im Reaktor durchgefu¨hrt. So konnte die Ausbildung des Freistrahles mit und
ohne Wa¨rmequellen, die die Wirkung eines Laserstrahles simulieren, untersucht werden.
Abbildung 8.1 zeigt das Beispiel einer 3-D Rechnung eines Freistrahles, der durch einen
kreuzenden
”
Laserstrahl“ gesto¨rt wird. Der
”
Laserstrahl“ wird dabei, wie beschrieben,
durch verteilte Wa¨rmequellen simuliert. Die Fla¨chen konstanter Temperatur und achsen-
paralleler Geschwindigkeit zeigen starke Sto¨rungen der Symmetrie des Gasstrahles und
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die Ausbildung von Wirbeln, die sich spa¨ter auch im Experiment zeigten. Die Wa¨rme-
leitfa¨higkeit λα einzelner Gasspezies wurde mit der Gleichung (2.57) berechnet, wa¨hrend
die Bestimmung der dynamischen Za¨higkeit ηα nach der Gleichung (2.36) erfolgte. Die
Diffusionskoeffizienten wurden ebenfalls nach Ansa¨tzen der kinetische Gastheorie be-
stimmt, jedoch unter Vernachla¨ssigung der Thermodiffusion.
Aus den Ergebnissen konnten qualitative Aufschlu¨sse u¨ber das resultierende
Stro¨mungs- und Temperaturfeld im Versuchsreaktor erhalten werden, die den Expe-





























































































































































Abbildung 8.1: Dreidimensionale Simulation eines Freistrahles mit kreuzenden
”
Laser-
strahl“, der durch verteilte Wa¨rmequellen simuliert wird. Darstellung
der Fla¨chen konstanter Temperatur (links) und konstanter axialer Ge-
schwindigkeit (rechts).
Zur Simulation der Stro¨mungsvorga¨nge des existierenden Reaktors wurde die Geome-
trie und die Gaszufu¨hrungen aus der im Experiment verwendeten Anordnung u¨bernom-
men. Entsprechend dem Experiment wurden zahlreiche Stro¨mungsfa¨lle untersucht, wie
z.B. unterschiedliche Volumenstro¨me in den koaxial angeordneten Zuleitungsrohren und
einschließlich der Beru¨cksichtigung des Schutzgasstromes la¨ngs der Fenster.
Die Rechnungen wurden mit dem bereits beschriebenen Algorithmus fu¨r kleine Mach-
Zahlen, aber große Dichtea¨nderungen durchgefu¨hrt. Die Wa¨rmequellen, die die Laserhei-
zung simulieren, sind aus den experimentel ermittelten ein– und austretenden Laserlei-
stungen abgescha¨tzt worden. Um die gesamte Reaktorgeometrie (a¨ußere Wa¨nde, Abzug
mit Filter) erfassen zu ko¨nnen, wurde eine dreidimensionale Version des Programmes
verwendet.
Das verwendete Gitter ist im Bereich der inneren Rohre und der Wa¨rmequelle uniform
und zum Ausgang und den a¨ußeren Wa¨nden hin gestreckt. Bei der Gitterstreckung
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wurde sichergestellt, dass sie nicht mehr als 10% von Knoten zu Knoten betra¨gt, um den
numerischen Fehler in den zweiten Ableitungen mo¨glichst klein zu halten. Die Abbildung
















Abbildung 8.2: Innengeometrie des Reaktors zur Gasphasen-Synthese von Diamantpar-
tikeln. Dargestellt ist die ebene Projektion um die Symmetrieachse. Die
La¨ngenmaße sind in Milimetern angegeben.
Als Randbedingungen wurden uniforme Geschwindigkeiten der Gase, sowie konstante
Temperatur und Konzentrationen am Einstro¨mrand gewa¨hlt. Der dynamische Druck
wurde am Ausstro¨mrand festgehalten, alle anderen Gro¨ßen wurden aus dem Inneren des
Integrationsgebietes extrapoliert. An den Wa¨nden wurde fu¨r die Geschwindigkeit die
Haftbedingung angesetzt, die Wandtemperatur wurde, entsprechend der Beobachtung
am Experiment, als konstant angenommen. Fu¨r die Konzentration der Gasspezies wurde
ein verschwindender Konzentrationsgradient angenommen. Die Stro¨mungsdaten sind im
Folgenden aufgelistet:
mittlere Geschw. C2H4: 0.32
m
s





mittlere Geschw. N2, Seiten: 0.11
m
s
thermodynamischer Druck: 1 bar
Einstro¨mtemperatur: 300 K
In den dargestellten Rechnungen wurde bei einem konstanten C2H4-Volumenstrom der
N2-Volumenstrom in dem a¨ußeren Rohr variiert. Der seitlich zugefu¨hrte Stickstoffstrom
entsprach dem, im Experiment verwendeten Wert von 20 l/min oder er wurde vollkom-
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men abgestellt. Die hier dargestellten numerischen Experimente zeigen in Abbildung
8.3 die Reaktorstro¨mung bei abgestelltem Gasstrom von den Seiten und verkleinertem
Gasstrom aus dem a¨ußeren Rohr, sowie in Abbildung 8.4 bei eingeschaltetem Gasstrom
von den Seiten. Die Abbildungen zeigen einen zweidimensionalen Schnitt normal zum
Laserstrahl durch das dreidimensionale Integrationsgebiet. Es hat sich gezeigt, dass der
zusa¨tzliche Gasstrom eine mo¨gliche Ru¨ckstro¨mung aus der Absaugvorrichtung verhin-
dert und einen stabilisierenden Einfluss auf die sich bildenden Wirbel hat.
Die durchgefu¨hrten Stro¨mungsrechnungen zeigten deutlich die Ausbildung von Wir-
belsystemen, die den Transport von Gas bzw. Partikelkomponenten im Flammenbereich
beeinflussen. Diese Rezirkulationsstro¨mung, zum Teil mit Rußpartikeln beladen, zeigte
wesentlichen Einfluss auf die Diamantbildung, wa¨hrend die urspru¨nglich angenommenen
Mechanismen zur Diamantbildung geringeren Einfluss hatten. Die durchgefu¨hrten Ex-
perimente und die Simulationen lieferten wesentlich die Grundlage zu dieser reaktiven
Mehrphasen- und Mehrkomponenten-Stro¨mung. Das eigentliche Ziel der Entwicklung ei-
nes effizienten Verfahrens zur Herstellung von Industriediamanten konnte nicht erreicht
werden. Das von der DFG gefo¨rderte Vorhaben wurde aus Zeitgru¨nden beendet.
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Abbildung 8.3: Reaktorstro¨mung bei abgeschaltetem Gasstrom von den Seiten. Die
Stromlinien zeigen eine Ru¨ckstro¨mung aus dem Absaugbereich, so-
wie zwei stationa¨re Wirbel in den Ecken. Im Experiment fu¨hrte diese
Ru¨ckstro¨mung zu Partikelablagerung an den Fenstern.
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Abbildung 8.4: Reaktorstro¨mung bei eingeschaltetem Gasstrom von den Seiten. Eine
Ru¨ckstro¨mung ist nicht mehr zu beobachten und die stationa¨ren Wirbel
sind deutlich vom inneren Gasstrahl getrennt. Im Experiment wurde
keine Partikelablagerung an den Fenstern beobachtet.
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8.3 Reaktor zur Synthese von Siliziumkarbid
Die zweite vorgestellte Anwendung der hier entwickelten Verfahren ist die Simulation
eines Synthesereaktors zur Zu¨chtung von Siliziumkarbid-Kristallen. Die extremen Mate-
rialeigeschaften von Siliziumkarbid (SiC) verhindern Verfahren zur Kristallzu¨chtung, die
auf Kristallisation aus der Schmelze basieren. Das Material hat eine Sublimationstempe-
ratur von 3100 K bei einem Druck von 1 bar. Entsprechend zielen existierende Zu¨chtungs-
verfahren auf eine Abscheidung von SiC aus der Gasphase, mit entsprechend extremen
thermischen Zustand im Reaktor. Das Lely-Verfahren ist zur Zeit das meistverwendete.
Nach dieser Methode wird zuvor erzeugtes SiC-Pulver verdampft und als Einkristall an
einem Kristallisationskeim abgeschieden. Die Kristallwachstumsraten sind hierbei ver-
fahrensbedingt beschra¨nkt und die Reinheit des Einkristalls ist u¨ber die Prozesslaufzeit
nicht konstant. Alternativ dazu wurde von Ellison et al. [30, 31] ein Hochtemperatur-
CVD-Verfahren entwickelt. Hier wird das SiC im Prozess durch eine Gasphasenreaktion
erzeugt und sofort zur Kristallzu¨chtung verwendet. Als Ausgangsstoffe zur SiC-Synthese
werden Silan (SiH4) mit einem Kohlenwasserstoff (HC) verwendet, die als Precursor
vorgemischt im inerten Tra¨gergas in den Reaktor geleitet werden. Im Reaktor wird die
Wa¨rme zur SiC Synthese und zur eventuellen Partikelverdampfung u¨ber eine Wandhei-
zung zugefu¨hrt. Diese wird durch ein induktiv beheiztes Graphitrohr realisiert. Eine der
ersten Entwurfskizzen zeigt Abbildung 8.3.
Der Reaktor besteht hauptsa¨chlich aus einem zylindrischen Heizungsko¨rper, der vom
Inertgas und Precursorgas durchstro¨mt wird. In diesem Abschnitt soll das Gas aufge-
heizt werden, so dass die Bildung von SiC, eventuell SiC-Partikeln, sowie anschließende
Verdampfung stattfindet. Das aufgeheizte Gas trifft anschließend auf den Substrattra¨ger
und stro¨mt an ihm vorbei zu einer Absaugvorrichtung. Der Prozess ist isobar. Angestrebt
wird eine laminare Stro¨mung mit einem vorgegebenen Volumenstrom. Dementsprechend
kann die Simulation fu¨r eine rotationssymmetrische Geometrie erfolgen.
Die kleine Stro¨mungsgeschwindigkeit im Reaktor und die extremen thermischen
Verha¨ltnisse machten die hier vorgestellten numerischen Verfahren zu einer guten Wahl
fu¨r die Simulation des Reaktors. In diesem Rahmen muss die Simulation fu¨r den Entwurf
folgende Fragestellungen beantworten:
1. Welche inerten Tra¨gergase sollen (wo) verwendet werden und welchen Einfluss
haben ihre Stoffeigenschaften auf den Zustand im Reaktor?
2. Welchen Einfluss hat die Innengeometrie auf die Temperaturverteilung im Reaktor
und wie soll die Innengeometrie am gu¨nstigsten, hinsichtlich der Temperatur und
der Konzentrationen einzelner Spezies, gestaltet werden?







Abbildung 8.5: Prinzipskizze des Reaktor-Innenaufbaus.
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3. Welche Verweilzeiten haben die Edukte bei vorgegebenem Massenstrom des Pre-
cursors?
4. Wie ist die Außengeometrie zu gestalten bzw. welche thermischen Belastungen
ko¨nnten auftreten bei vorgegebener Geometrie?
Der letzte Punkt in dieser Liste verlangt nach einer Berechnung des Wa¨rmetransports
im Geha¨usematerial des Reaktors und betrifft die Stro¨mungssimulation nicht direkt. Da
aber durch technische Zwa¨nge die Lo¨sungsfindung der gelisteten Fragen gekoppelt ist,
darf er nicht unerwa¨hnt bleiben.
Die Forderung nach einer laminaren Stro¨mung, zusammen mit dem vorgegeben Vo-
lumenstrom und der Gastemperatur, resultiert in einem Kriterium fu¨r die La¨nge und
Durchmesser des ersten Reaktorabschnitts. Der Heizrohrdurchmesser ist durch den Au-
ßendurchmesser des Reaktorgeha¨uses und durch die Dicke der notwendigen Isolation
begrenzt. Weiterhin ist bei einem transparenten Gas in einer rotationssymmetrischen,
laminaren Stro¨mung der diffusive Wa¨rmetransport der einzige Transportmechanismus,
so dass bei festgehaltenem Durchmesser nur die La¨nge des Rohres variiert werden muss
beziehungsweise kann.
Im weiteren Verlauf weitet sich das Rohr, um Platz fu¨r den Substrattra¨ger zu bieten.
Hierdurch wird die Stro¨mung verzo¨gert und die Verweilzeit in der Zone unmittelbar vor
dem Substrattra¨ger wird verla¨ngert. Ein weiteres Heizen des Gases kann hier durchaus
erwu¨nscht sein um die Deposition von SiC an den Reaktorwa¨nden zu verhindern. Um
eine mo¨glichst gleichma¨ßige Deposition zu gewa¨hrleisten und eventuelle messtechnische
Vorrichtungen nicht zu sto¨ren, soll die Stro¨mung im gesamten Bereich von der Erweite-
rung bis zum Austrittsrand laminar und anliegend sein, das heißt Ablo¨sungen sind zu
vermeiden. Sich daraus ergebende Restriktionen betreffen vor allem die Durchmesser der
Bauteile, sowie den Gradient der Durchmessererweiterung.
Die Simulation sollte vor allem kla¨ren, ob die vorgeschlagene Geometrie sinnvoll ist
und ob eine deutlich einfachere Bauweise die verlangten Parameter erfu¨llt.
8.3.1 Messtechnische Einbauten und Restriktionen
Der geplante Reaktor soll u¨ber zwei wichtige messtechnische Erweiterungen verfu¨gen:
• Ein Quarzglasfenster im Reaktorboden, gegenu¨ber dem Substrattra¨ger zur Tem-
peraturmessung und fu¨r die Mikroskopie.
• Eine Magnet-Schwebe-Waage, die einzelne SiC-Schichten wiegen ko¨nnen soll.
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Im Gegensatz zu einem reinen Produktionsreaktor, ist im vorliegenden Fall, die
Stro¨mungsfu¨hrung so zu wa¨hlen, dass messtechnische Einbauten und Vorrichtungen
Platz finden und nicht negativ beeinflusst werden. Anderseits soll die Stro¨mungsfu¨hrung
von der Messtechnik unbeeinflusst bleiben und der in einem Produktionsreaktor entspre-
chen.
Um die Gaszufu¨hrung a¨hnlich der des Produktionsreaktors zu gestalten, musste das
Quarzglasfenster weit nach hinten verlegt werden, was aber nicht unbedingt nachteilig
ist, da so das Glas nicht den extremem Temperaturen ausgesetzt ist und noch zusa¨tzlich
vom Precursorgas geku¨hlt werden kann. Die Lage des Substrattra¨gers und somit auch
der Waage ist durch das Arbeitsprizip des Reaktors festgelegt. Stro¨mungstechnische
Einschra¨nkungen, die sich hier einstellen, betreffen vor allem die Empfindlichkeit der
Waage und reduzieren die mo¨glichen, realisierbaren Volumenstro¨me und die mit ihnen
verbundenen Sto¨rungen.
8.3.2 Thermische Grenzen der Materialien
Aufgrund der hohen Temperaturen im Reaktor werden die Bauteile extrem beansprucht.
Das gesamte Innenrohr und der Substrattra¨ger werden aus Graphit gefertigt. Fu¨r dieses
Material wird vom Lieferanten die Beanspruchungs-Obergrenze mit 3000 K angegeben.
Fu¨r die anderen Materialien liegen die Grenzen weit tiefer, bei 1200 K fu¨r das Quarzglas
des Geha¨uses und des Schauglases, sowie 600 K fu¨r den Edelstahl am Boden und im
Deckel des Reaktors. Das Quarzglas des Geha¨uses ist durch eine Lage Graphitfilz vom
Heizrohr getrennt und soll nicht aktiv geku¨hlt werden. Die Edelstahlteile werden aktiv
geku¨hlt.
8.3.3 Anforderungen an die Prozess-Inertgase
Als Inertgase stehen die Edelgase Argon und Helium zur Verfu¨gung mit ihren Vor- und
Nachteilen. Argon hat eine Dichte, die anna¨hernd der der Produktgase entspricht, leider
ist seine Wa¨rmeleitfa¨higkeit klein. Helium hat eine sehr kleine Dichte, allerdings ist die
Wa¨rmeleitfa¨higkeit rund 8 mal ho¨her als die von Argon, was die Aufheizstrecke verku¨rzt.
Die Materialeigenschaften beider Gase sind in der Tabelle 8.3.3 aufgelistet. Weiterhin gilt
in guter Na¨herung fu¨r die dynamische Za¨higkeit und Wa¨rmeleitfa¨higkeit beider Edelgase
das Potenzgesetz










mit Tref = 300K .
(8.1)
8.3 Reaktor zur Synthese von Siliziumkarbid 99
Eigenschaft: Helium He Argon Ar
Molmasse M 4,0 39,95 g
Mol
Wa¨rmeleitfa¨higkeit λ300 0,152 0,01772
W
mK
dyn. Za¨higkeit η300 19, 9 · 10−6 22, 1 · 10−6 kgm s
Wa¨rmekapazita¨t cp = const. 5193 520
J
kgK
Tabelle 8.1: Materialeigenschaften von Argon und Helium bei Tref = 300K.
Die ersten Simulationen des Synthesereaktors zielten auf die Entscheidung, welches
Tra¨gergas zu wa¨hlen ist. Dazu wurde eine etwas vereinfachte Geometrie verwendet. Die
Abbildung 8.7 zeigt die Temperaturverteilung im Reaktor fu¨r beide Tra¨gergase bei ei-
nem thermodynamischen Druck p(0) = 0, 2bar. Aufgrund dieses Ergebnisses wurde fu¨r
alle folgenden Simulationen, Helium als Tra¨gergas gewa¨hlt.
8.3.4 Ergebnisse der Stro¨mungssimulation
Zu Beginn der numerischen Untersuchung wurden unterschiedliche Innenraumgeometri-
en des Reaktors diskutiert. Unter Beru¨cksichtigung der thermischen Grenzen der ver-
wendeten Materialien hat sich der in Abbildung 8.6 dargestellte Aufbau als Kompromiss
aus Forschungs- und Produktionsreaktor herausgestellt. Die in der Skizze angedeute-
te Gaszufu¨hrung wurde so gewa¨hlt, dass ein gleichma¨ßiges Geschwindigkeitsprofil an
den Einstro¨mra¨ndern angenommen werden darf. Der Substrattra¨ger wird in der realen
Ausfu¨hrung in unterschiedlichen Varianten vorliegen.
Entsprechend der Reaktorgeometrie und der Gaszu- und Gasababfuhr wurde verein-
fachend eine rotationssymmetrische Stro¨mung angenommen, was den Rechenaufwand
erheblich reduziert. Diese Annahme ist allerdings nur gerechtfertigt, solange keine Wir-
belablo¨sungen auftreten und die Geometrie symmetrisch ist.
Die Berechnungen erfolgten sowohl mit Argon als auch mit Helium als Inertgas.
Zuna¨chst wurde nur ein Wa¨rmetransport u¨ber die Reaktorwa¨nde auf ein transparen-
tes Gas angenommen, wobei die nicht extern durch die Induktionsspulen beheizten
Graphitrohr-Fla¨chen als adiabat galten. Die Annahme einer isothermen Wand im beheiz-
ten Bereich ist nicht realistisch und wurde durch eine vorgegebene Leistungsdichte an
der Wand ersetzt, wobei die maximale Materialtemperatur als Leistungsgrenze diente.
Die Geometrie
”
C“ hatte eine etwas anders gestaltete Gasabfuhr (siehe Abbildung 8.6),
wobei das heiße Gas mit dem wassergeku¨hlten Edelstahl-Flansch in Beru¨hrung kam. Der
Flansch wurde als eine isotherme Fla¨che definiert.


































Abbildung 8.6: Ausgangsgeometrie fu¨r die Stro¨mungssimulation im Reaktor. Der Durch-
messer des ersten Abschnitts wurde variiert, zwischen R1 = 30mm und
R1 = 65mm. Der linke Schnitt stellt die Geometrien A und B dar. Der
Rechte Schnitt zeigt die Geometrie C, die eine anders gestaltete Gasab-
fuhr aufweist. Der beheizte Bereich ist Rot gekennzeichnet.
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Ein anderer Aspekt der Simulationsrechnung ist die Abscha¨tzung des Temperaturfel-
des bei Wand-zu-Wand-Strahlung. Hier wurde dem Substrattra¨ger die mittlere Tempe-
ratur der ihn umgebenden Wa¨nde aufgepra¨gt. Dadurch wurde er als isotherm betrachtet,
unter der Annahme eines Strahlungsgleichgewichts. Angesichts der langen Betriebszeiten
des Reaktors, ist eine solche Annahme durchaus gerechtfertigt.
Die Gaszufu¨hrung wurde als eine koaxiale Rohranordnung angesetzt, wie in der Abbil-
dung 8.6 angedeutet. Dabei wird das vorgemischte Precursor-Gas aus Silan und Helium
durch das innere Rohr geleitet. Der Precursor-Massenstrom war dabei fu¨r alle Berech-
nungen gleich, da er direkt dem angestrebten Stoffumsatz im Reaktor entspricht. Durch
das a¨ußere Rohr wurde Helium als innertes Schleiergas zugefu¨hrt, mit dem Ziel die
Silan-Konzentration an dem nicht beheizten Wandabschnitt zu minimieren. Um die Bil-
dung von Scherschichten zwischen dem Precursor und dem Schleiergas zu vermeiden,
wurde der Schleiergas-Massenstrom so gewa¨hlt, dass er dieselbe Geschwindigkeit hatte
wie der Precursor. Das hatte zur Folge, dass der Schleiergas-Massenstrom bei kleinerem
Reaktordurchmesser im Verha¨ltniss zu dem Precursor, gro¨sser war als bei dem großen
Durchmesser. Der Anfang des induktiv beheizten Bereiches wurde bei 130 mm stromab
der Gaszuleitung angesetzt.
Zur Berechnung der Transportkoeffizienten wurden die im Kapitel 2 beschriebenen
Formeln aus der kinetischen Gastheorie verwendet. Bei der Berechnung der Diffusions-
massenstroms wurde die Thermodiffusion vernachla¨ssigt.
R1 [mm] p
(0) [bar] uin [m/s] ξSiH4 He/Ar Abb. Nr.
30 (A) 0,5 0,0988 0,075106 He 8.8, 8.9, 8.10
65 (B) 0,5 0,0211 0,075106 He 8.8, 8.9, 8.10
65 (C) 0,1 0,1052 0,075106 Ar 8.7
65 (C) 0,2 0,0526 0,075106 He 8.7
65 (C) 0,5 0,0211 0,075106 He 8.7
65 (C) 1,0 0,0105 0,075106 He 8.7
Tabelle 8.2: Varianten der Simulationsparameter zur Berechnung der Stro¨mung im SiC-
Synthesereaktor. Der Volumenstrom des Precursors wurde bei V˙ = 6 l/min,
bezogen auf einen Druck p(0) = 1bar gehalten.
Da das Ziel der Simulation die Bestimmung von bevorzugten Betriebspunkten und
einer dem Problem gerechten Geometrie war, wurden unterschiedliche Parameter vari-
iert. Tabelle 8.2 listet die Parametersa¨tze fu¨r die hier gezeigten Ergebnisse. Die Zahl
der tatsa¨chlich durchgefu¨hrten Simulationen war deutlich ho¨her als in der Tabelle dar-
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gestellt, im ungu¨nstigsten Fall wa¨ren alle Kombinationen der freien Parameter zu be-
rechnen gewesen. Jedoch wurde die Reaktorgeometrie
”
A“ aus zwei Gru¨nden schon fru¨h
ausgeschlossen. Zum Einen war diese Form des Graphitrohres, wegen der großen Wa¨rme-
ausdehnung bei den angestrebten Temperaturen, in der technischen Realisierung riskant.
Der andere Grund war die ho¨here Stro¨mungsgeschwindigkeit im Reaktor. Dabei sank
die Verweilzeit der Edukte im Reaktor um das fu¨nffache, wodurch der Prozess kritischer
wurde hinsichtlich der zu diesem Zeitpunkt noch nicht bekannten charakteristischen Re-
aktionszeiten und eventuell notwendiger Zeit fu¨r die Partikelverdampfung.
Die am ha¨ufigsten berechnete Reaktorgeometrie war das gerade Heizungsrohr mit
der modifizierten Gasabfuhr (C). Die Ergebnisse zeigen, dass die Temperaturverteilung
bei Verwendung von Helium als Tra¨gergas, von der Stro¨mungsgeschwindigkeit praktisch
unabha¨ngig ist, wie der Abbildung 8.11 zu entnehmen ist. Anders verha¨lt es sich bei der
Konzentration, hier sinkt bei kleineren Geschwindigkeiten der Massenanteil des Silan im
Hauptstrom des Gases, wie die Abbildung 8.12 zeigt.
Zusammenfassend ko¨nnen die Ergebnisse der Simulationen wie folgt bewertet werden:
1. Die niedrige Wa¨rmeleitfa¨higkeit von Argon senkt die Effizienz der Wandheizung
bzw. erho¨ht die notwendige Baula¨nge. Um bei gleicher Reaktorla¨nge eine a¨hnli-
che Temperaturverteilung wie mit Helium zu erreichen, muss der Volumenstrom
gesenkt werden.
2. Die Annahme eines transparenten Gases kann nur fu¨r niedrige Precursorkonzentra-
tionen getroffen werden. Strahlungseinfluss auf eventuelle Partikel blieb ebenfalls
unberu¨cksichtigt.
3. Bei der gewa¨hlten Gaszufu¨hrung und Volumenstrom ist die Annahme rotations-
symmetrischer Stro¨mung gerechtfertigt.
Ein Teil der hier durchgefu¨hrten Berechnungen wurde zusa¨tzlich mit dem kommer-
ziellen CFD Programm FLUENT berechnet und mit Resultaten aus diesem Verfahren
verglichen. Dabei zeigte sich eine sehr gute U¨bereinstimmung der Ergebnisse.
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Abbildung 8.7: Temperaturverteilung im Reaktor bei Verwendung unterschiedlicher In-
ertgase Argon und Helium. Das untere Diagramm stellt den Tempera-
turverlauf fu¨r beide Tra¨gergase la¨ngs der Symmetrieachse dar. Die Be-
rechnung wurde fu¨r einen thermodynamische Druck p(0) = 0, 2bar durch-
gefu¨hrt.



















Abbildung 8.8: Betrag der Geschwindigkeit fu¨r die Geometrien A und B. Das unter
Diagramm stellt die Entwicklung der Geschwindigkeit entlang der Sym-
metrieachse fu¨r beide Geometrien dar. Die Berechnung wurde fu¨r einen
thermodynamischen Druck p(0) = 0, 5bar durchgefu¨hrt.

















Abbildung 8.9: Temperaturverteilung in den Geometrien A und B. Das unter Diagramm
stellt die Entwicklung der Temperatur entlang der Symmetrieachse fu¨r
beide Geometrien dar. Die Berechnung wurde fu¨r einen thermodynami-
schen Druck p(0) = 0, 5bar durchgefu¨hrt.




















Abbildung 8.10: Massenbruch des Silan in den Geometrien A und B. Das unter Dia-
gramm stellt die Entwicklung der massebezogenen Silankonzentraton
entlang der Symmetrieachse fu¨r beide Geometrien dar. Die Berechnung
wurde fu¨r einen thermodynamischen Druck p(0) = 0, 5bar durchgefu¨hrt.
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Abbildung 8.11: Temperaturentwicklung entlang der Symmetrieachse in der Geometrie
C. Das Tra¨gergas war Helium, die Berechnungen wurden fu¨r Dru¨cke
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Abbildung 8.12: Verlauf der massebezogenen Konzentration entlang der Symmetrieach-
se in der Geometrie C. Das Tra¨gergas war Helium, die Berechnungen
wurden fu¨r Dru¨cke von p(0) = 0, 1 bar bis p(0) = 1, 0 bar durchgefu¨hrt.
9 Zusammenfassung und Ausblick
Die numerische Berechnung von reaktiver Mehrkomponenten-Stro¨mungen bei kleinen
Mach-Zahlen ist von großer technischer Relevanz mit einer breiten Anwendungspalette,
speziell in der Verfahrenstechnik. Stro¨mungen bei kleinen Mach-Zahlen zeichnen sich
dadurch aus, dass die Dichte eine Funktion der Temperatur und der Zusammenset-
zung ist, dabei jedoch nur schwach oder gar nicht vom Druck abha¨ngt. Insbesondere
die Stro¨mung in chemischen Synthesereaktoren steht hier im Mittelpunkt des Interes-
ses. Aber auch offene Flammen, Klimatisierungprobleme oder ga¨nzlich inkompressible
Stro¨mungen ko¨nnen mit den hier vorgestellten numerischen Verfahren berechnet werden.
Das hier entwickelte Verfahren zeichnet sich durch eine hohe Robustheit und gleich-
zeitig durch eine Genauigkeit zweiter Ordnung im Ort und in der Zeit aus. Als Aus-
gangspunkt der Entwicklung diente ein Projektionsverfahren zur numerischen Lo¨sung
der Navier-Stokes-Gleichungen eines inkompressiblen Fluides. Durch eine Neuformulie-
rung der Divergenzbedingung fu¨r die Geschwindigkeit, beziehungsweise fu¨r den spezi-
fischen Impuls, wurde es mo¨glich, den Formalismus eines Druckkorrektur-Verfahrens
auf Stro¨mungen bei kleinen Mach-Zahlen und großen Dichteunterschieden anzuwenden.
Die Zerlegung des Vektorfeldes, die allen Projektionsverfahren fu¨r inkompressible Flui-
de zugrunde liegt, ist jedoch bei nicht verschwindender Divergenz der Geschwindigkeit,
beziehungsweise des spezifischen Impulses, nicht eindeutig. Daraus ergeben sich Unsi-
cherheiten bezu¨glich der Gu¨ltigkeit der numerischen Lo¨sung fu¨r instationa¨re Probleme
bei zeitlicher A¨nderung der Dichte. Dieser Punkt muss zuku¨nftig gekla¨rt werden, da er
die Grundlage dieser Klasse von Lo¨sungsverfahren fu¨r Stro¨mungen kleiner Mach-Zahlen
beru¨hrt.
Die Basis des Verfahrens bildet eine Finite-Differenzen-Methode auf kartesischen Git-
tern. Die einfache Struktur der numerischen Algorithmen und der gut beherrschbare
numerische Fehler sind ein großer Vorteil solcher Verfahren. Die Nachteile – aufwendige
Verfeinerungsprozeduren anisotroper Stro¨mungsdetails und die schwierige Formulierung
geometrisch komplexer Ko¨rperra¨nder – traten bei den hier behandelten Reaktorstro¨mun-
gen weniger in Erscheinung. Zur Vervollsta¨ndigung des Algorithmus wurde dennoch ei-
ne Option zur hierarchischen Gitterverfeinerung in zwei Dimensionen umgesetzt, wobei
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punkt-konform und nicht-konform u¨berlagerte Gitterverfeinerungen mo¨glich sind. Die
Validierung des Gitterverfeinerungs-Algorithmus hat gezeigt, dass sowohl die Orts- als
auch die Zeitgenauigkeit des Verfahrens erhalten bleiben. Die Ra¨nder beliebig geformter
Konturen, durch Polygonzu¨ge oder komplexere Funktionen beschrieben, wurden mittels
einer Boundary-Fitting Prozedur approximiert.
Im Rahmen einer ausfu¨hrlichen Validierung wurde die Robustheit des vorgestellten
Verfahrens fu¨r unterschiedliche Problemstellungen und die Genauigkeit im Ort und in der
Zeit nachgewiesen. Die Effizienz des Verfahrens wurde unter anderem durch Vergleich mit
Rechnungen mittels Lattice-BGK-Methoden u¨berpru¨ft. Obwohl die LBGK-Verfahren als
besonders effizient gelten, konnte eine vergleichbare Leistung bei gleicher Genauigkeit
erzielt werden.
Die Notwendigkeit zu einer Neuentwicklung des Lo¨sungsverfahrens ergab sich wa¨hrend
der Bearbeitung des von der DFG finanzierten Verbundprojektes
”
HN-Diamant“, da
zu diesem Zeitpunkt keine vergleichbaren numerischen Verfahren zur Verfu¨gung stan-
den. Durch den erfolgreichen Einsatz der Stro¨mungssimulation konnte zum Verstehen
der Vorga¨nge in dem verwendeten Reaktor beigetragen werden. Die dort entwickelten
Methoden wurden u¨ber die Projektlaufzeit hinaus kontinuierlich weiterentwickelt und
um Details zur Modellierung von Transportprozessen und chemischer Reaktionen erwei-
tert. Das Verfahren wurde daraufhin auch im vom Bundesministrium fu¨r Wirtschaft un-
terstu¨tzten Vorhaben
”
Energie-effiziente Zu¨chtung defektarmer Siliziumkarbid-Kristalle
(SiC) fu¨r Hochleistungsbauelemente“ erfolgreich zur Auslegung des geplanten Synthese-
reaktors eingesetzt. Gegenstand der Untersuchung waren hier die thermischen Verha¨lt-
nisse im Reaktor hinsichtlich der Materialbelastung und der Auswahl geeigneter Prozess-
Inertgase bei einem vorgegebenen Massenumsatz. Aufgrund der Simulation wurde die
Reaktorgeometrie festgelegt und Argon als Inertgas ausgeschlossen. Desweiteren hat sich
gezeigt, dass das hier entwickelte Verfahren eine konkurenzfa¨hige Alternative zu kom-
merziell vertriebenen Simulationsprogrammen auf der Basis des SIMPLE-Algorithmus
ist.
A Kurze Einfu¨hrung in die
verwendete Vektornotation
Die meisten in dieser Arbeit verwendeten Formeln folgen der Einsteinschen Tensornota-
tion. In diesem Anhang werden die verwendeten Vektor-Operationen, Integralsa¨tze und
Ableitungen kurz in Stichpunkten erkla¨rt.
• Einsteinsche Index Notation
– Indices entsprechen den Ortskoordinaten (i = 1, 2, 3 im kartesischen, dreidi-
mensionalem Raum (x, y, z)).
– Doppelt vorkommende Indizes in einem Produkt bedeuten Summation.
• Ortsvektor x
Allgemein x = (r1, r2, .., ri, ..)
Kartesisch x = (x, y, z)
Zylindrisch x = (r,Θ, z)




1 0 .. 0
0 1 .. 0
.. .. .. 0
0 .. ... 1





0 if i 6= j
1 if i = j
• Skalare Feldvariable ϕ (Temperatur, Druck, Dichte,...)
ϕ = ϕ(x, t)
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• Vektorielle Feldvariable a (Geschwindigkeit, Wa¨rmestromdichte,...)
a = a(x, t) = ~a = (ai)
• Tensorielle Feldvariable A (Spannungstensor, ...)
A = A(x, t) = A = (Aij)








 = ai + bi
• Skalarprodukt zweier Vektoren a und b
a · b = axbx + ayby + azbz = aibi










































































ϕ(x, t) dV +
∫
A
ϕ(x, t)v ·n dA
B Differentialoperatoren in
zylindrischen Koordinaten
Die Herleitung der Erhaltungsgleichungen in Zylinderkoordinaten erfolgte u¨ber die An-
wendung der entsprechenden Differentialoperatoren auf die vollsta¨ndigen Gleichungen
in allgemeiner Form. Da die allgemeine Formulierung von der Wahl des Koordinatensy-
stems unabha¨ngig ist, ist dies der bequemste Weg zu den speziellen Gleichungen. Die
Komponenten der verwendeten Differentialoperatoren sind im Folgenden fu¨r den Orts-
vektor rT = (r,Θ, z) aufgefu¨hrt.
















































• Divergenz eines Vektorfeldes a








































































































































 = div grada
Die Komponenten der Erhaltungsgleichungen werden durch die Anwendung der auf-
gefu¨hrten Operatoren bestimmt. In dieser Arbeit werden die Zylinderkoordinaten ver-
wendet, wenn ein Problem durch die Annahme einer Rotationssymmetrie reduziert wer-
den kann. Dabei entfallen sowohl die Umfangskomponente aΘ der entsprechenden Vek-





Die beschriebenen Anforderungen, wie die Unabha¨ngigkeit vom Lo¨sungsverfahren und
der Ablauf der Zeitintegration, an das Gitterverfeinerungs-Verfahren erfordern die Be-
reitstellung problemangepasster Datentypen, die folgende Eigenschaften aufweisen:
• Die Blockbeschreibung muss eindeutig sein.
• Die Datenhaltung muss das Anlegen und Lo¨schen von Blo¨cken ermo¨glichen.
• Die U¨berlappungsgebiete mu¨ssen fu¨r die Interpolations- und Datentransfer-
Routinen in Listen erfasst sein.
• Erfassung und Darstellung der Geometrie soll mittels einer Randpunkt-Liste er-
folgen.
• Eine Liste zur eindeutigen Abha¨ngigkeitsbeschreibung eines Blocks muss bereitge-
stellt werden.
Zu diesem Zweck werden folgende Datentypen beno¨tigt:
BlockDescription[M]
Der Datentyp BlockDescription[M] kann eine beliebige, zur Compile-Zeit festgelegte Zahl
von Blo¨cken M aufnehmen. Dieser Datentyp entha¨lt Angaben, die beim Anlegen des
Blocks beno¨tigt werden. Tabelle C.1 erkla¨rt die Bedeutung der Eintra¨ge und gibt Aus-
kunft u¨ber die Art wie der Eintrag erzeugt wird. Dabei wird unterschieden, ob ein Eintrag
von
”
Außen“ durch die aufrufende Routine beim Erzeugen vorgegeben wird oder ob er
dank der Abza¨hlbarkeit des Gitters errechnet wird. Die Blo¨cke und die zugeho¨rigen Li-
sten werden entsprechend den Eintra¨gen angelegt. Der erste Eintrag mit M=0 ist immer
fu¨r den Basisblock reserviert.
CompanyTree[M]
Die Verkettung bzw. die Abha¨ngigkeiten zwischen den Blo¨cken werden in dem Datentyp
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Eintrag Erkla¨rung Zeitpunkt
Boss Zeiger (Adresse) auf den u¨bergeordneten Block anlegen
active gibt an, ob der Eintrag einen aktiven Block entha¨lt anlegen
Level beschreibt den Platz bzw. Ebene in der Hierarchie anlegen
Kon Angabe, ob ein Block punkt-konform ist anlegen
angle Winkellage bezu¨glich der globalen Koordinaten anlegen
Reffactor der Verfeinerungsfaktor relativ zum Boss anlegen
P1 = (x1, y1) untere linke Ecke des Blocks in globalen Koordinaten anlegen
P3 = (x3, y3) obere rechte Ecke des Blocks in globalen Koordinaten anlegen
(∆x, ∆y) Ortsschrittweite errechnet
∆t Zeitschrittweite errechnet
imax, jmax Knotenzahl in der lokalen (x,y)-Richtung errechnet
Nmax Zahl der auszufu¨hrenden Zeitschritte errechnet
FTCL La¨nge der FineToCoarse-Liste errechnet
CTFL La¨nge der CoarseToFine-Liste errechnet
Tabelle C.1: Eintra¨ge im Datentyp BlockDescription[M].
CompanyTree[M] gespeichert. So ko¨nnen die Adressen bestimmt werden, unter denen
sich die u¨bergeordneten Blo¨cke (als Boss bezeichnet) und deren eigene untergeordnete
Blo¨cke (als Employee bezeichnet) in der Liste BlockDescription[M] finden. Theoretisch ist
so eine Querverkettung mo¨glich, das heißt ein Block kann aus mehreren unterliegenden
beziehungsweise u¨bergeordneten Gittern seine Daten beziehen. Diese Mo¨glichkeit wurde
zuna¨chst ausgeschlossen, da keine dynamische Adaption implementiert wurde, die solche
Fa¨lle provozieren ko¨nnte.
CoarseToFine[M][CTFL]
Der Datentyp CoarseToFine[M][CTFL] entha¨lt die notwendigen Angaben fu¨r eine
Randwert-Initialisierung des aktuellen Blocks M mit den interpolierten Daten des ihm
hierarchisch u¨bergeordneten Boss-Blocks.
FineToCoarse[M][FTCL]
Der Datentyp FineToCoarse[M][FTCL] entha¨lt eine Liste der Gitterpunkte des zugeho¨ri-
gen Boss-Blocks, die mit interpolierten Daten des aktuellen Blocks beschrieben werden.
Er regelt den Transfer der verbesserten Lo¨sung vom feinen an das unterliegende (in der
Hierarchie u¨bergeordnete), gro¨bere Gitter.
Algorithmus C.1 SolveOneBlock(M)
Berechne Gitterblock k in Lm
if Lm = 0 then
berechne ∆tm
berechne die Lo¨sung fu¨r (nm + 1)
if Lm < Lmax then
for all Gitterblo¨cke k in (Lm + 1) do
if Gitterblock ist aktiv then




else if Lm > 0 then
Transferiere die Randwerte vom Gitterblock der Ebene Lm − 1
berechne ∆tm
for n = 1 to n ≤ nmax do
berechne die Lo¨sung fu¨r (nm + 1)
if Lm < Lmax then
for all Gitterblo¨cke k in (Lm + 1) do
if Gitterblock ist aktiv then





Transferiere die Lo¨sung auf Gitterblock der Ebene Lm − 1
end if
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