In this paper we give sufficient conditions for the nonexistence of nonnegative nontrivial entire weak solutions of p-Laplacian elliptic inequalities, with possibly singular weights and gradient terms, of the form div{g(|x|)|Du|
Introduction
In this paper we implement the techniques introduced in [6] to study the nonexistence of nonnegative nontrivial entire weak solutions of div{g(|x|)|Du| p−2 Du} ≥ h(|x|)f (u) ±h(|x|)ℓ(|Du|), p > 1, (1.1) in R n , n ≥ 1, where Du = (∂ x1 u, · · · , ∂ xn u). Throughout the paper we assume Note that the request that f is strictly increasing in R + 0 is indeed necessary for nonexistence of nonnegative nontrivial entire weak solutions of (1.1). For instance, u(x) = log(1 + |x| 2 ) is a nonnegative nontrivial entire classical solution of ∆u = 2n 1 + |x| 2 − |Du| 2 in R n . For a nonnegative entire (weak) solution of (1.1) we mean a function u which is a nonnegative distribution solution of (1.1) of class C(R n ) ∩ C 1 (R n \ {0}), that is ∫ for all φ ∈ C ∞ 0 (R n \ {0}), with φ ≥ 0 in R n . Inequalities (1.1) appear also in [23] [24] [25] [26] , see in particular (1.1.9), (1.1.11) and (5.6.9) of [26] . A very interesting prototype of (1.1) is ∆u = h(|x|)f (u) −h(|x|)|Du| θ , θ ≥ 0, (1.2) which has been widely studied in the literature in a number of special cases, assuming also thath > 0 in R + . Of course the presence of the gradient term has significant influence on the existence, as well as on the nonexistence, of solutions. Problems of this type appear in stochastic control theory and have been first studied, among others, by Lasry and Lions in [15] . The corresponding parabolic equation was considered in [2, 28] . The existence, the nonexistence or the asymptotic behavior of large solutions of several subcases of (1.2) have been widely studied in the literature when the domain Ω ⊂ R n is bounded. We recall that a large solution is a solution which tends to infinity at the boundary of Ω. When Ω = R n , the large solutions are called entire large solutions and tend to infinity as |x| → ∞. As observed in [9] , in terms of the dynamic programming approach, a large solution of (1.2) corresponds to a value of the function (the Bellman function) associated to an infinite exist cost (cfr. [15] ). When Ω is bounded, we refer, for instance, to [1] , where the authors analyze (1.2) with h =h = 1 (see also [11] ). Again with Ω bounded, (1.2) is considered in a series of papers of Zhang, [30] [31] [32] , whenh ≡ 1 and f is a Karamata regular variation function, or f (u) = e u , or finally f is increasing, with f (0) = 0. Lair and Wood in [14] studied (1.2) in both bounded and unbounded, in the case when f (u) = u m , m > 0,h ≡ 1, h not necessarily radial and h ≥ 0 but with its zero points enclosed by a bounded surface of non-zero points. In particular they consider only large solutions, namely explosive solutions, and in Theorem 3 in [14] , they proved existence of positive entire large solutions in R n if ∫ ∞ 0 r max |x|=r h(x) < ∞ and m > max{1, θ}. Further examples are given in [7] [8] [9] ; for an interesting discussion on the problem we refer to Chapter 9 of the recent monograph [10] . In [29] the author proves a necessary and sufficient condition for the existence of positive entire large solutions of (1.2) when θ = 1,h is nonnegative and continuous, and
. The subcase of (1.1) with no gradient terms, that ish ≡ 0, was investigated also in [4, 5, 13, [17] [18] [19] , and in the more recent paper [27] , in which however a growth con-dition at infinity on solutions is required. Finally, for elliptic inequalities involving gradient terms as factors we refer to [3, 6, 17, 21] .
The natural approach to show nonexistence of solutions of (1.1) is to provide appropriate radial supersolutions and then apply comparison arguments to reach the goal. What makes the study of (1.1), with the minus sign, particularly intriguing is that in this case the standard comparison results do not apply. To solve this problem we elaborate on a technique introduced in [21] . A further difficulty is to produce the radial supersolution. Towards this aim, we shall determine a suitable form of the Keller-Osserman condition in this general context, see the pioneering papers [12, 20] . We recall that the usual Keller-Osserman condition reads
We now modify (KO) as follows. Under requirement (H), we fix ρ ∈ C(R + 0 ) so that the function
is well defined. We say that the generalized ρ-Keller-Osserman condition holds for
We point out that ρ has no definite sign. Otherwise, if ρ ≤ 0 then (ρKO) implies (KO). Indeed, in this latter case, we immediately have that
In view of the observation after Theorem 1.2 below, it is worth to remark that (ρKO) might indeed be strictly weaker than (KO). For instance, let
then it is not hard to realize that (KO) holds if and only if (ρKO) holds.
Setting a(r) = r n−1 g(r) and b(r) = r n−1 h(r), r = |x|, in the following we assume
where
In the next result we also require the validity of the structure assumption,
It is clear from (H) and (L ) that ℓ has limit zero as t → 0 + , and so we set ℓ(0) := ℓ(0 + ) = 0. By way of example, for the differential inequality
withh verifying (H), and
and assumptions (H) and (H)
′ apply to such g and h if either
In particular, when k = 0, the physical case n = 3 and p = 2 is not covered. An interesting point would be to weaken the second line of (H) ′ , by replacing p − 1 with n − 1.
holds, where κ is the constant given in (L ), then (1.3) does not possess nonnegative entire solutions u, with u(0) < u
The differential inequality (1.3) may possess non-negative entire unbounded solutions under (VsρKO). Indeed, div (|Du|
x1 as a positive entire large not radial classical solution. Furthermore, when n ≤ p, it verifies all the structure assumptions of Theorem 1.1 in the case (VsρKO).
Note that no positivity ofh is assumed in Theorem 1.1. To study the differential
We obtain the following We point out that, when ρ > 0 in (1.7) 1 , Theorem 1.2 may give finer results than those obtained by a crude application of Theorem 1.1 of [6] , with ℓ ≡ 1, thanks to the fact that (KO) is stronger than (ρKO) whenever ρ > 0, see the observation before assumption (H) ′ .
Proofs of Theorems 1.1 and 1.2
We shall base the proof of Theorem 1.1 on the following auxiliary result. As in [6, Proposition 2.2], we next assume
. Then there existsT > 0 sufficiently large such that for each fixed t 0 , t 1 , ε and η, withT ≤ t 0 < t 1 and 0 < ε < η, there exists T > t 1 and a function w = w(t) :
holds.
Proof. By assumption (℘) we chooseT > 0 so large that
for some constant C > 0. Fix t 0 , t 1 , ε and η, withT ≤ t 0 < t 1 , 0 < ε < η, and let γ > 0 be a parameter to be determined later. Thanks to (ρKO) the number
is well defined for all parameters γ > 0. Note that C γ ↗ ∞ as γ ↘ 0 + . By (℘) there exists T γ > t 0 such that
Again T γ ↗ ∞ as γ ↘ 0. We thus choose γ > 0 so small that T := T γ > t 1 . Having determined T , we define w > 0 implicitly on [t 0 , T ) by setting
Hence w(t 0 ) = ε by (2.4) and (2.5) and differentiating (2.6) in [t 0 , T ), we see that w satisfies
in [t 0 , T ). Differentiating once more and using the expression of w t given in (2.7) and p ′ for the Hölder conjugate of p, we get
Now multiplying by (p − 1)w p−2 t and using (2.3) we arrive to
Next we choose γ > 0 even smaller so that
Clearly with this choice w satisfies (2.1). It remains to verify the validity of (2.2). From (2.6), (ρKO) and the positivity of ℘ on R + , we immediately get that w(t) → ∞ as t → T − , so that (2.2) 2 holds. Furthermore, since η is fixed, with 0 < ε < η, then (2.2) 1 follows, possibly choosing γ even smaller in (2.7), being
and thanks to the regularity of F ρ , ℘ and ρ.
2
The proof of Theorem 1.1 is similar to that of the first part of Theorem 1.1. given in [6] . However, also in view of the subsequent Theorem 1.2 in the Introduction, we give a detailed argument pointing out the differences. We begin with a weak comparison principle given in [24] , which we state in the form that we shall use later; for its proof we refer directly to [24] .
Theorem 2.2 (Theorem 6.1 of [24].) Let u and v be functions of class C 1 (A) ∩ C(A), where A is a bounded domain of
Then we observe that we shall be looking for radial supersolutions on Ω R , for some R > 0, of the equation
Having set a and b as in (H) ′ , we also definẽ
Thus, in radial form equation (2.10) becomes [22] . Consequently, every radial solution of (2.10), or equivalently every solution of (2.11), satisfies
where w = w(t) = v(r(t)), r = r(t) is the inverse of t = t(r) and q = q(t) is given by
Note in particular that q t (t)/q(t) = ψ(r(t)), where ψ is defined in (H 
. It is not hard to verify that ℘ satisfies property (℘) of Proposition 2.1 by (2.17)-(2.19). Hence we apply Proposition 2.1 and letT > 0 sufficiently large be the real value whose existence is given in the statement of Proposition 2.1, see (2.3). Now letR = r(T ), where r = r(t) is the inverse function of the change of variable t = t(r) given in (2.12). We divide the proof in two parts.
Case (i): Assume by contradiction the existence of a nonnegative bounded entire solution u of (1.3), with u(0) < u * . Fix r 0 ≥R such that
We claim that u * 0 < u * . Indeed, otherwise, since u(0) < u * , there exists x 0 ∈ B r0 \ {0}, such that u(x 0 ) = u * . By the regularity of the solution,
because of (H) and (L ). Now proceed as in the proof of the first part of Theorem 1.1. of [6] to deduce a contradiction. Indeed, there exists an open neighborhood U of x 0 , with
in the weak sense. Let v = u * − u. Then v ∈ C 1 (U) and, again in the weak sense,
By the maximum principle, see Theorem 5.4.1 of [26] , applied with B = 0 and (2.20) and proves the claim.
Since u * 0 < u * , we choose η > 0 so small that u * − u * 0 > 2η, and takex
. Thus r 1 > r 0 ≥R as well as t 1 > t 0 ≥T . Fix ε ∈ (0, η). By Proposition 2.1 there exists T > t 1 and a function w : [t 0 , T ) → [ε, ∞) satisfying (2.1) and (2.2). Hence, by (2.16), (2.19) and since [q(t)] + ≥ q(t), the strictly increasing function w is also a solution in [t 0 , T ) of the problem
where we have used (1.5) 1 . By (L ), (2.14) and (1.5) 2 we immediately have
Consequently, w is a supersolution of (2.13), so that v(x) = v(r) = w(t(r)), r = |x|, is a radial supersolution of (2.10), that is a solution of 
As a consequence in Γ
by the strict monotonicity of f assumed in (H). Hence, u and v are solutions of (2.9) in some small neighborhood N of Γ µ . Fix now a point y ∈ Γ µ and, for any α ∈ (0, µ), denote by Ω y,α the connected component containing y of the set {x ∈ A : u(x) > v(x) + α}. We choose α close enough to µ so that Ω y,α ⊂ N . Since u(x) = v(x) + α on ∂Ω y,α , by the weak comparison principle, Theorem 2.2, and (2.9) we have u(x) ≤ v(x) + α in Ω y,α . This contradicts the fact that y ∈ Ω y,α and thus also the case u * 0 < u * cannot occur. This last contradiction proves the validity of (i).
Case (ii): we argue as in proof of Case (ii) of Theorem 1.1 of [6] . Hence assume by contradiction that u is a nonnegative unbounded entire solution of (1.3). Fix r 0 ≥R > 0, with the property that u * 0 = sup Br 0 u > 0. This can be done because u ̸ ≡ 0. Observe that for fixed ε, η, with 0 < ε < η, there existsx ∈ Ω r0 , with u(x) > u * 0 + η, since u * = ∞. Let r 1 = |x| > r 0 , so that t 0 = t(r 0 ) and t 1 = r(t 0 ) satisfyT ≤ t 0 < t 1 . Choose the corresponding solution w of (2.1) and (2.2) given in Proposition 2.1, which explodes at some finite time T > t 1 . Since w satisfies the differential inequality in (2.21), then reasoning as in Case (i) above, w is a supersolution of (2.13). Hence v(r) = w(t(r)) is a supersolution of (2.11) on [r 0 , R), R = r(T ). Set v(x) = v(r), r = |x|. Again v is a supersolution of (2.10), that is a solution of (2.22) 
In particular, since v(x) < η, we have 
Proof. By assumption (℘) we chooseT as in (2.3). For t 0 , t 1 , withT ≤ t 0 < t 1 and 0 < ε < η, we define the function w : 
