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Abstract
This paper deals with a parabolic system, cross-coupled via a nonlinear source and a nonlinear boundary
flux. We get a necessary and sufficient condition for the existence of non-simultaneous blow-up. In particu-
lar, four different simultaneous blow-up rates are obtained in different regions of parameters, described by
an introduced characteristic algebraic system. It is observed that different initial data may result in different
simultaneous blow-up rates even in the same region of parameters.
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1. Introduction
In this paper, we consider the cross-coupled parabolic system
⎧⎪⎪⎨
⎪⎪⎩
ut = Δu+ um + vp, vt = Δv, (x, t) ∈ Ω × (0, T ),
∂u
∂η
= 0, ∂v
∂η
= uq + vn, (x, t) ∈ ∂Ω × (0, T ),
u(x,0) = u0(x), v(x,0) = v0(x), x ∈ Ω,
(1.1)
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S. Zheng et al. / J. Math. Anal. Appl. 326 (2007) 414–431 415where m,n 0, p,q > 0; Ω is a bounded domain in RN with smooth boundary ∂Ω ; u0(x) and
v0(x) are positive smooth functions satisfying the compatible conditions.
Nonlinear parabolic systems like (1.1) come from chemical reactions, heat transfer, etc., where
u and v represent, e.g., concentrations of two kinds of chemical reactants, or temperatures of two
different materials during heat propagations. The existence and uniqueness of local classical
solutions to (1.1) is well known [15].
Recently, Souplet and Tayachi [26], Rossi and Souplet [23] have studied the simultaneous and
non-simultaneous blow-up for the model with coupled inner sources
ut = Δu+ um + vp, vt = Δv + uq + vn in Ω × (0, T ) (1.2)
with m,n,p,q > 1, Ω ⊆ RN . In particular, the coexistence of simultaneous and non-simulta-
neous blow-up was established, and two different simultaneous blow-up rates were obtained.
In [31], the authors obtained more results for such a system, where the coupled inner sources in
(1.2) were replaced by coupled boundary flux of the same form. The results include the necessary
and sufficient conditions for the existence of non-simultaneous blow-up for radial solutions, as
well as four different simultaneous blow-up rates in different regions of parameters. Moreover,
two new cases for the coexistence of simultaneous and non-simultaneous blow-up were firstly
considered. As for the new model (1.1) considered in this paper, the coupling consists of both
the source and the boundary flux, which is more complicated to treat than that in [31] without
sources.
For the special case of (1.1) without um,vn, the blow-up criterion, blow-up rate and set were
known [6,27].
Currently, Brändle, Quirós and Rossi have studied non-simultaneous and simultaneous blow-
up for two kinds of nonlinear diffusion systems with “product” type of coupled nonlinear inner
source [2] and nonlinear boundary flux [1], respectively, instead of (1.1) with “sum” type.
Phenomena of non-simultaneous blow-up for coupled nonlinear parabolic systems were ob-
served and studied by many authors also [19–21,24]. There have been much more studies related
to the subjects on critical exponents, blow-up rates, blow-up sets, and blow-up profiles [4,5,7,
9–11,13,14].
To state the main results of this paper, we introduce the following characteristic algebraic
system [29,30](
θ1m− 1 (1 − θ1)p
2(1 − θ2)q 2(θ2n− 1)
)(
α
β
)
=
(1
1
)
(1.3)
with θ1, θ2 ∈ {0,1}, namely,
(α,β) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(α1, β1) =
( p+2
2(pq−1) ,
2q+1
2(pq−1)
)
for θ1 = 0, θ2 = 0;
(α2, β2) =
( 1
m−1 ,
2q+1−m
2(m−1)
)
for θ1 = 1, θ2 = 0;
(α3, β3) =
(p+2−2n
2(n−1) ,
1
2(n−1)
)
for θ1 = 0, θ2 = 1;
(α4, β4) =
( 1
m−1 ,
1
2(n−1)
)
for θ1 = 1, θ2 = 1.
(1.4)
We will describe four different simultaneous blow-up rates via αi,βi , i = 1,2,3,4.
This paper is organized as follows. The critical exponent is given in Section 2. Section 3 deals
with the conditions for simultaneous and non-simultaneous blow-up. The four different blow-up
rates will be considered in Section 4. In the last section, we give some remarks to illustrate the
main results of this paper.
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It is easy to get from the known results [6,13,28] with the comparison principle that all positive
solutions of (1.1) blow up if max{m,n,pq} > 1.
On the other hand, suppose max{m,n,pq} 1. Construct
u¯ = v¯p = A exp{k1t + k2h(x)},
where the positive function h(x) ∈ C2(Ω)∩C1(Ω¯) solves
Δh(x) = λ = |∂Ω||Ω| , x ∈ Ω;
∂h
∂η
= 1, x ∈ ∂Ω,
with |∇h| δ for some constant δ > 0. A simple computation shows
u¯(x,0) u0(x), v¯(x,0) v0(x), x ∈ Ω for A> max
{
1,‖u0‖∞,‖v0‖p∞
};
∂u¯
∂η
 0, ∂v¯
∂η
 u¯q + v¯n, (x, t) ∈ ∂Ω × (0, T ) for n,pq  1, k2  2p, k1 K;
u¯t Δu¯+ u¯m + v¯p, v¯t Δv¯, (x, t) ∈ Ω × (0, T ) for m 1, k1 K,
where K = max{k2λ + k22δ2 + 2, k2λ + k22δ2/p}, and hence (u¯, v¯) is a global super solution
of (1.1).
We have obtained the following theorem:
Theorem 2.1. All positive solutions of (1.1) are global if and only if max{m,n,pq} 1.
3. Simultaneous and non-simultaneous blow-up
In the sequel, we will consider radial solutions with u = u(r, t), v = v(r, t), r = |x|,
max{m,n,pq} > 1, Δu0 + um0 + vp0 ,Δv0, (u0)r , (v0)r  0 for x ∈ BR ⊂ RN , which implies
that ut , vt , ur , vr  0 by the comparison principle. Denote
U(t) = u(R, t), V (t) = v(R, t).
Throughout this paper, we will use C and c to denote positive constants independent of t , which
may be different from line to line. Let T be the blow-up time for (1.1).
Firstly, we give a necessary and sufficient condition for the existence of v blowing up and u
remaining bounded.
Theorem 3.1.
(i) If p + 2 < 2n, then for given u0, there exists large v0 such that v blows up while u remains
bounded.
(ii) If v blows up and u remains bounded, then p + 2 < 2n.
The proof of the theorem consists of three lemmas.
Lemma 3.1. If n > 1, then
V (t) CT (T − t)−
1
2(n−1) , t ∈ (0, T ), (3.1)
where CT = C˜(1 + 4C1T 12 ) 1n−1 , positive constants C˜,C1 depend only on n and BR .
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1
2
V (t) C2
t∫
z
V n(τ )(T − τ)− 12 dτ − 2C1T 12 V (t), 0 < z < t < T,
where C1,C2 depend only on BR . Set I (t) =
∫ t
z
V n(τ )(T − τ)−1/2 dτ . Then
I ′(t) Cn2
(
1
2
+ 2C1T 12
)−n
In(t)(T − t)− 12 .
Integrate the above inequality from t to T ,
I (t)
[
2(n− 1)Cn2
(
1
2
+ 2C1T 12
)−n]− 1
n−1
(T − t)− 12(n−1) . (3.2)
On the other hand, for 0 < z = 2t − T < t < T ,
I (t)
T+z
2∫
z
V n(z)(T − τ)− 12 dτ = (2 − √2 )V n(z)(T − z) 12 . (3.3)
Combining (3.2) and (3.3), we obtain (3.1) with
C˜ = (2C2)− 1n−1
(
2 − √2 )− 1n (√2(n− 1))− 1n(n−1) .  (3.4)
Consider auxiliary problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
zt = Δz +CpT (T − t)−
p
2(n−1) +M0, (x, t) ∈ BR × (0, T ),
∂z
∂η
= 0, (x, t) ∈ ∂BR × (0, T ),
z(x,0) = u0(x), x ∈ BR,
(3.5)
where n > 1, M0  0, CT is defined in (3.1).
Lemma 3.2. If p + 2 < 2n, then for given ε > 0 and u0, we can take T small such that
sup
0<t<T
∥∥z(·, t)∥∥∞  ‖u0‖∞ + ε. (3.6)
Proof. Let G(x,y, t, τ ) be Green’s function for the heat equation in BR satisfying ∂G∂η = 0 on
∂BR [8,16,18]. By Green’s identity,
z(x, t) ‖u0‖∞ +
t∫
0
(
C
p
T (T − τ)−
p
2(n−1) +M0
)
dτ
 ‖u0‖∞ + 2(n− 1)2n− 2 − pC
p
T T
2n−2−p
2(n−1) +M0T .
For given ε > 0, take T small such that
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2n− 2 − pC
p
T T
2n−2−p
2(n−1) +M0T < ε. (3.7)
This proves (3.6). 
Lemma 3.3. If p + 2 < 2n, then for given ε > 0 and u0, we can obtain (3.6) by taking T suffi-
ciently small for z¯ solving⎧⎪⎪⎪⎨
⎪⎪⎪⎩
z¯t = Δz¯ +CpT (T − t)−
p
2(n−1) + z¯m, (x, t) ∈ BR × (0, T ),
∂z¯
∂η
= 0, (x, t) ∈ ∂BR × (0, T ),
z¯(x,0) = u0(x), x ∈ BR,
(3.8)
with n > 1 and CT defined by (3.1).
Proof. For given ε > 0 and u0, let z be a solution of (3.5) with M0 > (‖u0‖∞ + ε)m. If we
choose T so small that (3.7) holds, then z satisfies (3.6), and hence
zt Δz +CpT (T − t)−
p
2(n−1) + zm, (x, t) ∈ BR × (0, T ).
By the comparison principle, z¯ z in BR × (0, T ), and hence (3.6) holds for z¯ also. 
Proof of Theorem 3.1. (i) Since n > 1, the solution (u, v) of (1.1) must blow up at a finite time
by Theorem 2.1. For any given u0 and ε > 0, choose v0 large such that the blow-up time T
satisfies (3.7). By Lemma 3.1, u satisfies
ut Δu+CpT (T − t)−
p
2(n−1) + um, (x, t) ∈ BR × (0, T ).
Let z¯ be a solution of (3.8). Then u z¯ in BR × (0, T ) by the comparison principle. It is easy to
see that (3.6) holds for z¯ by Lemma 3.3. Hence v does blow up at t = T .
(ii) Since u is bounded, we know n > 1. Otherwise, v would be bounded also, a contradiction.
Thus, c V (t)(T − t) 12(n−1) C, t ∈ (0, T ). Similarly to the discussion in [19,20], for x0 ∈ ∂BR ,
it is proved in [12] that the blow-up limit is nontrivial, i.e.,
lim inf
t→T inf|x|K v
(
x0 + x
√
T − t, t)(T − t) 12(n−1) = 0,
which means that there exists a constant c such that
v
(
x0 + x
√
T − t, t) c(T − t)− 12(n−1) , |x|K.
By Green’s identity and the jump relation, for 0 < τ < t < T ,
U(t) c
t∫
z
(T − τ)− p2(n−1)
∫
BR∩{|y−x0|K
√
T−τ }
Γ (x0 − y, t − τ) dy dτ
 c
t∫
z
(T − τ)− p2(n−1) dτ.
The boundedness of u requires p + 2 < 2n. 
Next, we give a necessary and sufficient condition for the existence of u blowing up and v
remaining bounded.
S. Zheng et al. / J. Math. Anal. Appl. 326 (2007) 414–431 419Theorem 3.2.
(i) If u blows up and v remains bounded, then 2q + 1 <m.
(ii) If 2q + 1 < m with N = 1, then for given v0(R), there exists large u0 such that u blows up
while v remains bounded.
The following upper estimate on a parabolic inequality obtained by Souplet and Tayachi with
N = 1 [25] is very important for the discussion in the sequel.
Lemma 3.4. [25, Theorem 4 and Lemma 3.4] Let QT = (−R,R) × (0, T ) and m > 1. Assume
w = w(r) ∈ C2,1(QT ) satisfying
wt −wxx wm in QT ,
with w,wt  0, wr  0 in QT . Then
w(0, t) C∗(T − t)− 1m−1 , t ∈ (0, T ). (3.9)
Moreover, the constant C∗ depends only on m if w(x,0) ε0 with some ε0 > 0.
Similarly to Lemmas 3.2 and 3.3, we have a lemma [31] for problem⎧⎪⎪⎨
⎪⎪⎩
zt = Δz, (x, t) ∈ BR × (0, T ),
∂z
∂η
= (C∗)q(T − t)− qm−1 + zn, (x, t) ∈ ∂BR × (0, T ),
z(x,0) = z0(x), x ∈ BR,
(3.10)
where C∗ is defined in (3.9).
Lemma 3.5. [31] If 2q + 1 <m, then for given ε > 0 and z0(R), we can let T be small such that
the solution of (3.10) satisfies
sup
0<t<T
∥∥z(·, t)∥∥∞  ‖z0‖∞ + ε. (3.11)
Proof of Theorem 3.2. (i) Since u blows up and v is bounded, we have m > 1. By Green’s
identity,
U(t)U(z) +CT +
t∫
z
Um(τ) dτ.
For z ∈ (0, T ) satisfying U(z)  CT , choose t such that U(t)  3U(z). Then U(z) 
CUm(z)(T − z), and hence U(t) c(T − t)− 1m−1 , t ∈ (0, T ). By Green’s identity and the jump
relation,
V (t) c
t∫
0
∫
∂BR
Γ (x, y, t, τ )Uq(τ ) dSy dτ  c
t∫
0
(T − τ)− 2q+m−12(m−1) dτ.
The fact of v being bounded implies 2q + 1 <m.
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Lemma 3.5, for given ε > 0 and v0(R), (3.11) holds for z provided T small enough (i.e., u0 large
enough with compatible v0) and suitable z0  v0.
Let w(x, t) = u(R − x, t), (x, t) ∈ [0,R] × [0, T ). Then w satisfies
wt wxx +wm, w  0, wt  0, wx  0
with wx(0, t) = −ux(R, t) = 0. By Lemma 3.4, u(R, t) = w(0, t)  C∗(T − t)−1/(m−1), and
hence vx(R, t) (C∗)q(T − t)−q/(m−1)+vn(R, t). We obtain v  z by the comparison principle,
and hence u has to blow up at t = T . 
Corollary 3.1. For N = 1, simultaneous blow-up occurs for all positive initial data if and only
if m 2q + 1 and 2n p + 2.
For N  1, we show a sufficient condition for the simultaneous blow-up with any positive
initial data:
Theorem 3.3. If m < 2q + 1 and 2n < p + 2, then simultaneous blow-up occurs for all positive
initial data.
The theorem results from the following lemma, which will play an important role in the next
section also.
Lemma 3.6.
(i) If m< 2q + 1, then there exists a constant C > 0 such that
Uγ (t) CV (t), t ∈ (0, T ), (3.12)
where γ = min{q + (1 −m)/2, (2q + 1)/(p + 2), q/n}. In particular, v blows up.
(ii) If 2n < p + 2, then there exists a constant C > 0 such that
V μ(t) CU(t), t ∈ (0, T ), (3.13)
where μ = min{p + 2 − 2n, (p + 2)/(2q + 1),p/m}. In particular, u blows up.
Proof. Clearly, U(t),V (t) are continuous, nondecreasing in t ∈ (0, T ), and U(t) + V (t) blows
up at time T for max{m,n,pq} > 1.
Similarly to the discussion in [26,31], assume, e.g., (3.12) is not true. Then there exists a
sequence tj → T as j → +∞ such that (U(tj ))−γ V (tj ) → 0 as j → +∞. Since γ > 0, it
follows that U(tj ) diverges as j → +∞. Let λj = (U(tj ))−(q−γ ). We can check that q > γ , and
hence λj → 0 as j → +∞.
Let xˆj ∈ ∂BR such that u(xˆj , tj ) = U(tj ). Scale (u, v) to (ϕλj ,ψλj ) as follows
ϕλj (y, s) = λ
1
q−γ
j u
(
λjRj y + xˆj , λ2j s + tj
)
,
ψλj (y, s) = λ
γ
q−γ
j v
(
λjRj y + xˆj , λ2j s + tj
)
for (y, s) ∈ Ω¯λj × (−tj /λ2j , (T − tj )/λ2j ), where Ωλj = {y ∈ RN : λjRj y + xˆj ∈ BR}, and Rj
is an orthonormal transformation in RN that maps (−1,0,0, . . . ,0) into the outer normal vector
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approaches (locally) the half-space RN+ = {y1 > 0} as λj → 0+.
If we restrict s to (−tj /λ2j ,0], then
0 ϕλj  1, ϕλj (0,0) = 1; 0ψλj  (U(tj ))−γ V (tj ) → 0 as j → +∞, (3.14)
and (ϕλj ,ψλj ) solves the following system:⎧⎪⎪⎨
⎪⎪⎩
ϕs = Δϕ + λ2+
1
q−γ − mq−γ
j ϕ
m + λ2+
1
q−γ − γpq−γ
j ψ
p, ψs = Δψ in Ωλj ×
(−t/λj 2,0],
∂ϕ
∂ηy
∣∣∣∣
∂Ωj
= 0, ∂ψ
∂ηy
∣∣∣∣
∂Ωj
= ϕq + λ1+
γ
q−γ − γ nq−γ
j ψ
n for s ∈ (−t/λj 2,0].
By the definition of γ , all the powers of λj in the above system are nonnegative and will tend
to 0 or 1 as j → +∞. By interior–boundary Schauder’s estimates, we can find a subsequence
converging uniformly on compact subsets of RN+ × (−∞,0] to (ϕ,ψ), which satisfies⎧⎪⎨
⎪⎩
ϕs = Δϕ + ε1ϕm + ε2ψp, ψs = Δψ, (y, s) ∈ RN+ × (−∞,0],
− ∂ϕ
∂y1
∣∣∣∣
y1=0
= 0, − ∂ψ
∂y1
∣∣∣∣
y1=0
= ϕq + ε3ψn, s ∈ (−∞,0],
with εi = 0 or 1 (i = 1,2,3). Observe ψ ≡ 0, ϕ(0,0) = 1 by (3.14), a contradiction. 
Now, we give the conditions for non-simultaneous blow-up under any initial data.
Theorem 3.4.
(i) If m 1 and p + 2 < 2n, then v blows up and u remains bounded for every positive initial
data.
(ii) If n 1, 2q + 1 <m, and N = 1, then u blows up and v remains bounded for every positive
initial data.
Proof. We prove (i) only. For n > 1, (u, v) will blow up at time T . We claim that v must blow
up. Otherwise, no component of (u, v) would blow up since m  1. It is easy to check that
V (t)  C(T − t)− 12(n−1) , t ∈ (0, T ). Let G be Green’s function satisfying ∂G
∂η
= 0 on ∂BR . By
Green’s identity,
U(t)U(z) +
t∫
z
∫
BR
G(x, y, t, τ )
(
C(T − τ)− p2(n−1) +Um(τ))dy dτ
U(z) +CT 2n−2−p2n−2 +C(T − z)Um(t). (3.15)
Now, we claim u remains bounded up to time T . If not, there should exist zj → T such that
U(zj ) > 1, C(T −zj ) < 14 , and U(zj ) → +∞ as j → +∞. Taking tj with U(zj )+CT
2n−2−p
2n−2 <
1
2U(tj ), we have U(tj ) <
1
2U(tj ) by (3.15), a contradiction. 
Inspired by [1], we have a theorem on the coexistence of both simultaneous and non-
simultaneous blow-up.
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and non-simultaneous blow-up.
We first show that the set of initial data for non-simultaneous blow-up is open [1].
Lemma 3.7. The set of (u0, v0) such that v blows up and u remains bounded (or u blows up and
v remains bounded with N = 1) is open in the L∞-topology.
Proof. Let (u, v) be a solution of (1.1) with initial data (u0, v0) such that v blows up at t = T
while u remains bounded, say u <M . We only need to find a L∞-neighborhood of (u0, v0) such
that any solution (uˆ, vˆ) of (1.1) coming from this neighborhood maintains the property that v
blows up while u remains bounded.
From Theorem 3.1, we have p + 2 < 2n. Take M0 > (M + 1)m. Let v solve⎧⎪⎪⎨
⎪⎪⎩
vt = Δv, (x, t) ∈ BR × (0, Tv),
∂v
∂η
= vn, (x, t) ∈ ∂BR × (0, Tv),
v(x,0) = v0(x), x ∈ BR,
(3.16)
where Tv is the maximal existence time of (3.16). We can make Tv arbitrarily small by taking v0
large enough. Now take v0 large that
M0 >
(
M + 1 + 2(n− 1)
2n− 2 − pC
p
Tv
T
2n−2−p
2(n−1)
v +M0Tv
)m
(3.17)
with CTv defined as (3.1). Let (u˜, v˜) be a solution of⎧⎪⎪⎨
⎪⎪⎩
u˜t = Δu˜+ u˜m + v˜p, v˜t = Δv˜, (x, t) ∈ BR × (0, T0),
∂u˜
∂η
= 0, ∂v˜
∂η
= u˜q + v˜n, (x, t) ∈ ∂BR × (0, T0),
u˜(x,0) = u˜0(x), v˜(x,0) = v˜0(x), x ∈ BR,
(3.18)
where v˜0  v0, u˜0(x) > 0, and T0 is the blow-up time of (3.18). No matter what u˜0 is, we always
have v˜  v and T0  Tv by the comparison principle. It follows from (3.17) that
M0 >
(
M + 1 + 2(n− 1)
2n− 2 − pC
p
T0
T
2n−2−p
2(n−1)
0 +M0T0
)m
, (3.19)
where CT0 is defined as (3.1). For any ε0 > 0, denote
Nv(ε0) =
{
v0:
∥∥v0(x)− v(x,T − ε0)∥∥∞ < 1}.
Observing v blows up at t = T , we can take ε0 small enough such that Tv satisfies (3.17) for all
v0 ∈ Nv(ε0). For such ε0, define
Nu(ε0) =
{
u˜0:
∥∥u˜0(x) − u(x,T − ε0)∥∥∞ < 1}.
Then T0 satisfies (3.19) whenever (u˜0, v˜0) ∈ Nu(ε0)×Nv(ε0). Combining (3.18) with Lemma 3.1,
we obtain⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u˜t Δu˜+CpT0(T0 − t)
− p2(n−1) + u˜m, (x, t) ∈ BR × (0, T0),
∂u˜
∂η
= 0, (x, t) ∈ ∂BR × (0, T0),u˜(x,0) = u˜0(x), x ∈ BR.
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⎪⎪⎪⎩
u¯t = Δu¯+CpT0(T0 − t)
− p2(n−1) +M0, (x, t) ∈ BR × (0, T0),
∂u¯
∂η
= 0, (x, t) ∈ ∂BR × (0, T0),
u¯(x,0) = u˜0(x), x ∈ BR,
with M0 satisfying (3.19). We have
u¯(x, t)M + 1 + 2(n− 1)
2n− 2 − pC
p
T0
T
2n−2−p
2(n−1)
0 +M0T0, t ∈ (0, T0).
Thus, u¯m M0, and so u˜ u¯M1/m0 for t ∈ (0, T0).
Assume (uˆ, vˆ) is a solution of (1.1) with (uˆ(x, t), vˆ(x, t)) = (u˜(x, t − T + ε0), v˜(x, t −
T + ε0)), t ∈ [T − ε0, T − ε0 + T0), where (u˜(x,0), v˜(x,0)) ∈ Nu(ε0) × Nv(ε0). According
to the continuity of bounded solutions with respect to initial data, we can obtain that there must
exist a neighborhood of (u0, v0), any initial data lying in which yields that v blows up and u
remains bounded. 
Proof of Theorem 3.5. The set of (u0, v0) such that u blows up and v remains bounded is
nonempty (Theorem 3.2), and so is the set of initial data for v blowing up and u being bounded
(Theorem 3.1). Moreover, Lemma 3.7 concludes that such sets are open. Clearly, the two open
sets are disjoint. That is to say, there exists (u0, v0) such that u and v blow up simultaneously. 
4. Blow-up rates and set
Let us determine the asymptotic behavior of solutions near the blow-up time. We should study
the interaction among the nonlinear terms um, vp , uq , vn. At first, consider the case where vp,uq
dominate the system.
Theorem 4.1. Assume m 2pq+p
p+2 , n
pq+2q
2q+1 , and either max{α1, β1} > N2 , or max{α1, β1} =
N
2 with p,q  1. Then
cU(t)(T − t)α  C, c V (t)(T − t)β  C (4.1)
with (α,β) = (α1, β1).
The conditions m 2pq+p
p+2 , n
pq+2q
2q+1 with max{m,n,pq} > 1 guarantee pq > 1, and hence
α1, β1 > 0. The proof of the theorem consists of two lemmas.
Lemma 4.1. If m 2pq+p
p+2 , n
pq+2q
2q+1 , and either max{α1, β1} > N2 , or max{α1, β1} = N2 with
p,q  1, then U(t)C(T − t)−α1 and V (t) C(T − t)−β1 .
Proof. At first, we scale the solutions. By Theorem 3.3, U(t),V (t) → +∞ monotonically
as t → T . For U(t) > ‖u0‖∞, there exists xˆ ∈ ∂BR satisfying u(xˆ, t) = U(t). Denote
λ = (U(t))−1/(2α1). Clearly, λ → 0 as t → T . Let
ϕλ(y, s) = λ2α1u(λRy + xˆ, λ2s + t), ψλ(y, s) = λ2β1v(λRy + xˆ, λ2s + t)
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orthonormal transformation defined in the proof of Lemma 3.6. Then (ϕλ,ψλ) solves
⎧⎪⎪⎨
⎪⎪⎩
ϕs = Δϕ + λ2α1+2−2α1mϕm +ψp, ψs = Δψ in Ωλ ×
(
− t
λ2
,
T − t
λ2
)
,
∂ϕ
∂ηy
= 0, ∂ψ
∂ηy
= ϕq + λ2β1+1−2β1nψn on ∂Ωλ ×
(
− t
λ2
,
T − t
λ2
)
,
(4.2)
and satisfies ϕ(0,0) = 1, 0 ϕλ  1, 0ψλ  (U(t))−β1/α1V (t) for (y, s) ∈ Ω¯λ × (−t/λ2,0].
By m  (2pq + p)/(p + 2), n  (pq + 2q)/(2q + 1) and (1.4), we can check that 2α1 + 2 −
2α1m 0 and 2β1 + 1 − 2β1n 0.
Similarly, we can apply the same scaling procedure for v.
Since m 2pq+p
p+2 , n
pq+2q
2q+1 , there exists δ > 0 by Lemma 3.6 with γ = 1μ = β1α1 that
δ 
(
U(t)
)− 12α1 (V (t)) 12β1  δ−1, t ∈ [0, T ). (4.3)
Next, we give the estimate on doubling of U(t). For any t ∈ (0, T ), define t+ = min{t ′ ∈
(t, T ): U(t ′) = 2U(t)}, and set sλ = λ−2(t+ − t). It is easy to see that maxy∈Ω¯λ ϕλ(y, sλ) 
U(t+)/U(t) = 2 and maxy∈Ω¯λ ϕλ(y, s) < 2 for s ∈ [−t/λ2, sλ). Then 0  ϕλ  2, 0  ψλ 
2β1/α1δ−2β1 for (y, s) ∈ Ω¯λ × [−t/λ2, sλ]. By using Schauder’s estimates in (4.2),∥∥ϕλ∥∥
C
2+σ,1+ σ2 (Ω¯λ×[0,sλ])  C,
∥∥ψλ∥∥
C
1+σ, 1+σ2 (Ω¯λ×[0,sλ])
 C (4.4)
for some σ ∈ (0,1) and C > 0 independent of λ.
We claim sλ  H for some H > 0. Otherwise, there would be a sequence tj → T such that
sλj = λ−2(tj )(t+j − tj ) → +∞. Define xˆj , (ϕλj ,ψλj ) as before such that
0 ϕλj  2, 0ψλj  λ2β1j V
(
tj + λ2j sλj
)
, (y, s) ∈ Ω¯λj ×
[−tj /λ2j , sλj ]. (4.5)
By using (4.3) and (4.5), 0 ϕλj  2, 0ψλj  2β1/α1δ−2β1 . Uniform Schauder’s estimates for
(ϕλj ,ψλj ) as (4.4) yield a subsequence converging to (ϕ,ψ), which solves⎧⎪⎨
⎪⎩
ϕs = Δϕ + ε1ϕm +ψp, ψs = Δψ, (y, s) ∈ RN+ × R, ε1 ∈ {0,1},
− ∂ϕ
∂y1
∣∣∣∣
y1=0
= 0, − ∂ψ
∂y1
∣∣∣∣
y1=0
= ϕq + ε2ψn, s ∈ R, ε2 ∈ {0,1} (4.6)
with
ϕ(0,0) = 1, 0 ϕ  2, 0ψ  2β1/α1δ−2β1 in RN+ × R. (4.7)
However, all nontrivial nonnegative solutions of (4.6) with ε1 = ε2 = 0 blow up either
max{α1, β1} > N2 , or max{α1, β1} = N2 with p,q  1 [7]. This contradicts (4.7).
Let t0 = t and t1 = t+ = λ2sλ+ t0. Then t1 − t0 = λ2sλ and U(t1) = 2U(t0). Define recursively
tj = t+j−1 to get a sequence tj → T satisfying tj − tj−1 = (λj−1)2sλj−1 , U(tj ) = 2U(tj−1),
and thus tj − tj−1 H2−(j−1)/α1(U(t))−1/α1 (j = 1,2, . . .). Summing these inequalities yields
U(t)Hα1(1 − 2−1/α1)−α1(T − t)−α1 , t ∈ (0, T ). We obtain V (t) C(T − t)−β1 for t ∈ (0, T )
by (4.3). 
Lemma 4.2. If m 2pq+p and n pq+2q , then c(T − t)−α1 U(t), c(T − t)−β1  V (t).p+2 2q+1
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∂BR
G(x, y, t, τ ) dSy  Cˆ(t − τ)− 12 (4.8)
for a Cˆ > 0 depending only on BR . By Green’s identity and (4.3), we have
V (t) V (z) + Cˆ
t∫
z
(
V n(τ) + δ−2α1qV
qα1
β1 (τ )
)
(t − τ)− 12 dτ. (4.9)
Since V (t) → +∞ as t → T , we can choose z < t such that V (z) = V (t)/2 > 1. It follows from
(4.9) with n qα1/β1 that V (t) c(T − t)−β1 . The similar estimate for U(t) is true also. 
Now we deal with the situation, where vn, vp dominate the system.
Theorem 4.2. If pq+2q2q+1  n < 12p + 1 for pq > 1 (or 1 < n < 12p + 1 for pq  1), and m 1,
then (4.1) holds with (α,β) = (α3, β3).
Proof. By Lemma 3.1, the upper bound for v follows. Similarly to Lemma 4.2, we have the
lower bound for u. Using (3.12) with γ = q/n, we get the lower bound for v.
Next estimate the upper bound for u. By Green’s identity,
U(t)U(z) +C
t∫
z
(
Um(τ)+C(T − τ)−pβ3)dτ
U(z) +CUm(t)(T − z) +C(T − t)1−pβ3 .
Take z such that C(T − z) < 1/4 and 4U(z)U(t). Due to m 1 and 1 −pβ3 = −α3, we have
U(t) C(T − t)−α3 . 
Theorem 4.3. If pq+2q2q+1  n < 12p + 1 for pq > 1 (or 1 < n< 12p + 1 for pq  1), and 1 <m<
p
p+2−2n , then for any fixed u0, there exists large v0 such that (4.1) holds with (α,β) = (α3, β3).
Proof. Similarly to Theorem 4.2, U(t) c(T − t)−α3 , V (t) C(T − t)−β3 , t ∈ (0, T ).
Consider the upper bound for u. Introduce an auxiliary problem⎧⎪⎪⎨
⎪⎪⎩
wt = Δw +CpT (T − t)−pβ3 +C0(T − t)−mα3, (x, t) ∈ BR × (0, T ),
∂w
∂η
= 0, (x, t) ∈ ∂BR × (0, T ),
w(x,0) = u0(x), x ∈ BR,
where C0 > ( 2n−2p+2−2n C˜
p)m, C˜ is defined in (3.4), and T is the blow-up time of (1.1). For fixed
u0, we can make T small by taking v0 large. By Green’s identity,
W(t)
[
‖u0‖∞T α3 + 2n− 2
p + 2 − 2nC˜
p
(
1 + 4C1T 12
) p
n−1
+ 2n− 2 C0T
p−m(p+2−2n)
2(n−1)
]
(T − t)−α3,p + 2 − 2n
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wt = Δw +CpT (T − t)−pβ3 +C0(T − t)−mα3 Δw +CpT (T − t)−pβ3 +wm
provided T small (v0 large) such that
C0 >
[
‖u0‖∞T α3 + 2n− 2
p + 2 − 2nC˜
p
(
1 + 4C1T 12
) p
n−1 + 2n− 2
p + 2 − 2nC0T
p−m(p+2−2n)
2(n−1)
]m
.
On the other hand, ut  Δu + CpT (T − t)−pβ3 + um in BR × (0, T ). We have U(t) W(t) 
C(T − t)−α3 by the comparison principle.
Finally, we show V (t) c(T − t)−β3 under m < p
p+2−2n . If not, there would be εj → 0 and
tj → T such that V (tj ) < εj (T − tj )−β3 . By Green’s identity,
U(t)U(z) +C(Um(t)+ V p(t))(t − z).
It is known that [3] for t closed to T , there exist 0 < z < t < T and M > 0 such that U(z) =
U(t)/2 > 1 and t − zM(T − t). Then
U(t) C
(
Um(t)+ V p(t))(T − t).
Using the blow-up rate of u with t = tj , we have
c(T − tj )−α3 C(T − tj )−mα3+1 + εpj (T − tj )−pβ3+1.
That is to say, there should be either −mα3 + 1  −α3, or −pβ3 + 1 < −α3. However, the
definition (1.4) yields −pβ3 + 1 = −α3, and the condition m < pp+2−2n with (1.4) implies−mα3 + 1 > −α3, a contradiction. 
In the following three theorems on blow-up rates, we should assume N = 1. At first consider
the situation, where um,uq dominate the system.
Theorem 4.4. If 2pq+p
p+2  m < 2q + 1 for pq > 1 (or 1 < m < 2q + 1 for pq  1) and n  1
with N = 1, then (4.1) holds with (α,β) = (α2, β2).
Proof. By Lemma 3.4, U(t) C∗(T − t)− 1m−1 = C∗(T − t)−α2 , t ∈ (0, T ). The lower bounds
for u and v can be obtained similarly to the argument of Lemma 4.2.
Next estimate the upper bound for v. Inspired by [22], introduce an auxiliary problem⎧⎨
⎩
wt = wxx, (x, t) ∈ (0,R)× {t > 0},
wx(R, t) = (wk +wn)(R, t), wx(0, t) = 0, t > 0,
w(x,0) = w0(x) > 0, x ∈ (0,R),
where k = 1 + 12β2 > 1 n and w′0  0. Choose w0 such that w blows up at the blow-up time T
of (1.1), where T is determined by (u0, v0). Clearly, c0 W(t)(T − t)β2  C0 for t ∈ (0, T ),
where W(t) = w(R, t).
For such w0, let l < 1 such that w0 − lv0 > 0 and ck0 − (C∗)q l > 0, where C∗ is defined in
(3.9) and depends only on m. Since (w − lv)t = (w − lv)xx , we claim that w > lv for (x, t) ∈
[0,R] × [0, T ). Otherwise, suppose that t0 > 0 is the first time such that (w − lv)(R, t0) = 0.
Due to vx(R, t0) (C∗)q(T − t0)−qα2 + vn(R, t0) with n 1,
(w − lv)x(R, t0)
(
ck0 −
(
C∗
)q
l
)
(T − t0)−qα2 +
(
1 − l1−n)wn(R, t0) > 0.
This contradicts (w − lv)x(R, t0) 0. Hence V (t)W(t)/ l  C(T − t)−β2 . 
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p+2 m < 2q + 1 for pq > 1 (or 1 < m < 2q + 1 for pq  1) and 1 < n <
2q
2q+1−m with N = 1, then for any fixed v0(R), there exists large u0 such that (4.1) holds with
(α,β) = (α2, β2).
Proof. By Lemma 3.4, U(t)C∗(T − t)− 1m−1 , t ∈ (0, T ).
As for the estimate for the upper bound of v, consider the auxiliary problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
wt = wxx, (x, t) ∈ (0,R) × (0, T ),
wx(R, t) =
(
C∗
)q
(T − t)−qα2 +C0(T − t)−nβ2,
wx(0, t) = 0, t ∈ (0, T ),
w(x,0) = v˜0(x), x ∈ (0,R),
where v˜0  v0, C0 > [4qCˆ(C∗)q/(2q + 1 −m)]n, Cˆ is defined in (4.8). For fixed v0(R), we can
make T arbitrarily small by taking u0 sufficiently large. By using Green’s identity,
W(t) ‖v˜0‖∞ + 4q2q + 1 −mCˆ
[(
C∗
)q +C0T 2q−(2q+1−m)n2(m−1) ](T − t)− 2q+1−m2(m−1)

[
‖v˜0‖∞T β2 + 4q2q + 1 −mCˆ
(
C∗
)q + 4q
2q + 1 −mCˆC0T
2q−(2q+1−m)n
2(m−1)
]
(T − t)−β2
for n < 2q2q+1−m and 1 <m< 2q + 1. Then
wx(R, t) =
(
C∗
)q
(T − t)−qα2 +C0(T − t)−nβ2 
(
C∗
)q
(T − t)−qα2 +wn
provided T small (u0 large) such that
C0 >
[
‖v˜0‖∞T β2 + 4q2q + 1 −mCˆ
(
C∗
)q + 4q
2q + 1 −mCˆC0T
2q−(2q+1−m)n
2(m−1)
]n
.
On the other hand, vx(R, t)  (C∗)q(T − t)−qα2 + vn(R, t) in (0, T ). So, by the comparison
principle, we have V (t)W(t) C(T − t)−β2 , t ∈ (0, T ).
Similarly to the proof of Theorem 4.4, V (t) c(T − t)−β2 in (0, T ). The lower bound for u
can be obtained as that of the lower bound for v in Theorem 4.3. 
At last, consider the situation, where um and vn play the main role. According to Theo-
rem 3.5, simultaneous blow-up may occur for particular initial data in the region of p + 2 < 2n,
2q + 1 <m.
Theorem 4.6. If p+ 2 < 2n and 2q + 1 <m with N = 1, then (4.1) holds with (α,β) = (α4, β4)
for simultaneous blow-up.
Proof. Due to m > 1 and Lemma 3.4, U(t)  C∗(T − t)− 1m−1 , t ∈ (0, T ). By Lemma 3.1, we
have the upper bound for v directly.
By using Green’s identity and the upper bound for v,
U(t)U(z) +CUm(t)(t − z) +C(t − z)1− p2(n−1) .
Taking z such that U(z) = U(t)/3 > CT 1− p2(n−1) for p + 2 < 2n, we have U(z) c(T − z)−α4 .
The lower estimate for v is true similarly. 
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non-simultaneous blow-up rate is equivalent to that of the scalar case [13,17]. We give a theorem
without proof.
Theorem 4.7. If u blows up while v remains bounded (v blows up while u remains bounded),
then cU(t)(T − t)α4  C (c V (t)(T − t)β4  C), t ∈ (0, T ).
Inspired by [13], we have the following theorem on blow-up set. Denote the blow-up sets of
u and v by B(u) and B(v), respectively.
Theorem 4.8.
(i) Under the conditions of Theorems 4.2, 4.3, or Theorem 4.1 with α1 + 1 = α1m, it is true that
B(u) = B(v) = ∂BR .
(ii) Under the conditions of Theorems 4.1, 4.4–4.7, we always have B(v) = ∂BR .
Proof. We prove (i) only. With no loss suppose R = 1. Assume, e.g., the conditions of Theo-
rem 4.1 hold, and hence U(t) C(T − t)−α1 , V (t)C(T − t)−β1 . Construct
w(r, t) = AMα1/[(1 − r2)2 +M(T − t)]α1,
z(r, t) = BMβ1/[(1 − r2)2 +M(T − t)]β1
in [0,1] × [t0, T ) with B  2β1C, and Amax{2α1C, 3Bp/α1}. Since α1 + 1 > α1m, we can
choose t0 close to T such that M(T − t0) = 1 and
M max
{
12N + 12 + 48α1, 4N + 4 + 16β1, 2
(
3Am−1/α1
)1/(α1+1−α1m)}. (4.10)
By a simple computation, we have w(r, t0) u(r, t0), z(r, t0) v(r, t0), r ∈ [0,1] and
w(1, t) = A(T − t)−α1  C(T − t)−α1  u(1, t), t ∈ [t0, T ),
z(1, t) = B(T − t)−β1  C(T − t)−β1  v(1, t), t ∈ [t0, T ).
Due to (4.10), we know for (r, t) ∈ (0,1)× (t0, T ) that
wt −wrr − N − 1
r
wr −wm − zp
Aα1Mα1
[(
1 − r2)2 +M(T − t)]−α1−1
×
[
M − (4N + 4 + 16α1)− B
pM
Aα1
− 2α1+1−α1mAm−1α−11 Mmα1−α1
]
 0,
zt − zrr − N − 1
r
zr  Bβ1Mβ1
[(
1 − r2)2 +M(T − t)]−β1−1(M − 4N − 4 − 16β1) 0.
By the comparison principle, we get uw, v  z for (r, t) ∈ [0,1] × [t0, T ). 
5. Remarks
Similarly to [31], we illustrate the main results of this paper by Fig. 1 with notations:
G—global existence; S—simultaneous blow-up only; N—non-simultaneous blow-up only; C—
coexistence of simultaneous and non-simultaneous blow-up; E—non-simultaneous blow-up un-
der suitable initial data.
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It is clear that all the regions in Fig. 1 have been discussed in this paper. The necessary and
sufficient condition for blow-up is max{m,n,pq} > 1 (Theorem 2.1). Furthermore, the necessary
and sufficient condition for simultaneous blow-up with any positive initial data is m  2q + 1
and 2n p + 2 for N = 1 (Corollary 3.1).
For (1.1), we obtain all of the results parallel to those in [31], although there are some tech-
nical difficulties here caused by the cross-coupled nonlinear terms. This extends the related
work in [23,26] also. For example, the regions C2 and C3 for coexistence of simultaneous and
non-simultaneous blow-up (Theorems 3.1, 3.2, 4.3, and 4.5) were not considered there [23,
26]. Four different simultaneous blow-up rates (defined in (1.4)) are obtained (Theorems 4.1–
4.6). Moreover, there can be two different simultaneous blow-up rates even in the same S6,
i.e., (α,β) = (α2, β2) with large u0, and (α,β) = (α3, β3) with large v0. It follows from Theo-
rems 4.1–4.5 that (α1, β1) = (α2, β2) on S1 ∩ (S2 ∪ S4), (α1, β1) = (α3, β3) on S1 ∩ (S3 ∪ S5).
The introduced characteristic algebraic system (1.3) plays important roles in this paper. Firstly,
the four different simultaneous blow-up rates are described as O((T − t)−αi ), O((T − t)−βi ) (i =
1,2,3,4). Secondly, the critical exponent of (1.1) can be stated by maxi=1,2,3,4{1/αi,1/βi} = 0,
where in addition to (1.4), we define 1/α2 = m − 1, 1/β2 = +∞ for 2q + 1 = m, and 1/α3 =
+∞, 1/β3 = 2n − 2 for p + 2 = 2n. In fact, max{m,n,pq}  1 (the necessary and sufficient
condition for global solutions) in Theorem 2.1 is equivalent to 1/αi,1/βi  0 (i = 1,2,3,4).
Lastly, we find from Theorems 3.1–3.5 that the non-simultaneous blow-up established in this
paper requires αi · βi < 0, i = 2 or 3 (noticing always α1 · β1 > 0 by (1.4)). Indeed, concerning
non-simultaneous blow-up, together with (1.4), Theorem 3.1 and (i) of Theorem 3.4 require
α3 · β3 < 0; Theorem 3.2 and (ii) of Theorem 3.4 require α2 · β2 < 0, and both α3 · β3 < 0 and
α2 · β2 < 0 for Theorem 3.5. While in Theorem 3.3 it is assumed that both α3 · β3 > 0 and
α2 · β2 > 0 for only simultaneous blow-up.
In this paper we apply a combination of various methods to system (1.1), including the scaling
method and Green’s identity method with construction of appropriate auxiliary functions. This
makes us consider radial solutions in ball-domains such that, e.g., the solution attains its uniform
maximum on the whole boundary as required for the related arguments. It would be interesting
to extend the results to more general domains.
430 S. Zheng et al. / J. Math. Anal. Appl. 326 (2007) 414–431In addition, it is observed that for some results of this paper, such as Theorems 3.2, 3.4, 3.5,
4.4–4.6, we treat N = 1 only, because these conclusions rely heavily on the upper estimate in
Lemma 3.4 established by Souplet and Tayachi [25, Theorem 4 and Lemma 3.4], where N = 1
was assumed.
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