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SANTRAUKA
Sa˛skaitu˛ faktu¯ru˛ apmoke˙jimas laiku yra svarbus veiksnys, darantis i˛taka˛ i˛mone˙s mokumui.
Bankas, suteike˛s paskola˛ ar kredita˛, neanalizuoja savo kliento sa˛skaitu˛ apmoke˙jimo, kol kompanija
neatsiduria arti nemokumo ribos, tacˇiau tada i˛monei išvengti bankroto darosi sude˙tinga. Siekiant
identifikuoti i˛mone˙s mokumo problemas kuriamos sistemos, kurios perspe˙tu˛ banka˛, jog jo kli-
ento mokumas arte˙ja prie pavojingos ribos. Bakalauro baigiamojo projekto metu buvo sukurta
sa˛skaitu˛ faktu¯ru˛ apmoke˙jimo prognozavimo sistema, kuri i˛moniu˛ mokumui prognozuoti naudoja
tik sa˛skaitu˛ faktu¯ru˛ duomenis. Šio projekto tikslas – atlikti papildomus tyrimus taikant i˛vairius ne
tik regresijos, bet ir klasifikavimo modelius su tikslu pagerinti mokumo problemu˛ turincˇiu˛ i˛moniu˛
aptikimo sistemos kokybe˛. Šiam tikslui i˛gyvendinti buvo iškelti uždaviniai:
1. ištirti mokslines publikacijas, kuriose i˛mone˙s mokumas prognozuojamas panaudojant
tik moke˙jimu˛ informacija˛;
2. sukurti bei ištirti i˛mone˙s mokumo prognozavimo sistema˛ panaudojant klasifikavimo
modelius;
3. sukurti adaptyvia˛ mokumo nustatymo sistema˛;
4. atlikti neapmoke˙tu˛ sa˛skaitu˛ faktu¯ru˛ aptikimo sistemos kokybe˙s vertinima˛.
Sukurtos sistemos veikimas ištirtas panaudojant sprendimo medžiu˛ kolektyvo, atraminiu˛
vektoriu˛ mašinos, Bajeso klasifikatoriaus bei gilaus mokymosi neuroniniu˛ tinklu˛ modelius. Nu-
statyta, jog se˙kmingam sistemos veikimui pakankamas 5–6 požymiu˛ sa˛rašas, o optimalus slenkstis
(angl. treshhold) atrenkant reikšmingus požymius yra 0,35. Geriausi rezultatai pasiekti naudojant
sprendimo medžiu˛ kolektyvo bei atraminiu˛ vektoriu˛ mašinos modelius, tuo tarpu gilaus mokymo
niauroninis tinklas gali bu¯ti taikomas i˛mone˙s mokumui prognozuoti. Darbo rezultatai publikuotas
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SUMMARY
On time payment of invoices is an important factor that influences a company’s solvency.
Banks usually do not follow their customer payments until the customer pays his invoices. When
the bank notices that his customer invoices are not paid usually it is too late and the company goes
bankrupt. To avoid this it is important to identify companies that have solvency problems. In order
to identify these companies company solvency prediction models are made. These systems alert
the bank, that a company may have solvency problems in the near future. The aim of this work is
to research a company’s solvency problem identification system using not only regression but also
classification models. Following tasks were created:
1. research company solvency detection systems that use only invoice information in
other publications;
2. create a classification model for the current system;
3. create an adaptive company solvency problem detection system;
4. evaluate the quality of the system.
Decision tree ensemble, support vector machine, Bayes and deep learning neural network
models were used and analysed. It was determined that 5 to 6 features are sufficient for a success-
ful performance of the system. The optimal threshold for the importance of the feature is 0.35.
The best forecasting results were obtained using the decision tree ensemble and support vector
machine methods, however the deep learning neural network model may also be used for invoice
payment prediction. This project was also published at the E
2
TA conference in Kaunas University
of Technology.
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I˛VADAS
Bankas, suteike˛s klientui (pvz. i˛monei) paskola˛, neanalizuoja savo kliento mokumo, jei
klientas laiku moka i˛našus. Tik tam tikra˛ laika˛ neapmoke˙jus sa˛skaitu˛, bankas pradeda dome˙tis savo
kliento finansine bu¯kle, tacˇiau dažnai kliento mokumui jau yra iškilusi gre˙sme˙. Išnaudojami gauti
papildomi kreditai. Klientui gresia bankrotas, o paskola˛ išdavusiam bankui – finansiniai nuostoliai
prarandant ne tik sukeikta˛ paskola˛, bet ir kreditus. Siekiant išspre˛sti šia˛ problema˛ pastaruoju metu
mokslininkai ir finansu˛ analitikai vis dažniau bando išsiaiškinti i˛moniu˛ bankroto galimybes, t.y.
atlieka ju˛ prognozavima˛ [1, 2, 3, 4]. Tacˇiau reikia pamine˙ti, kad didžioji dalis tokiu˛ tyrimu˛ remiasi
kompanijos finansiniais rodikliais, kurie gaunami kas tris me˙nesius ar recˇiau. Naudojant šias siste-
mas i˛mone˙s mokumo problemos identifikuojamos pave˙luotai. Nagrine˙jant i˛mone˙s sa˛skaitu˛ faktu¯ru˛
informacija˛, i˛mone˙s mokumui identifikuoti reikalingi duomenys pasiekiami lengvai, jei banko pas-
kolos suteikimo sa˛lygose nurodyta˛, jog klientas savo sa˛skaitas apmoke˙s per banko nurodyta˛ i˛mone˛,
tacˇiau tik labai mažai tyrimu˛ atliekama naudojant i˛mone˙s moke˙jimu˛ duomenis [5, 6, 7, 8].
Bakalauro baigiamojo projekto metu buvo sukurta sa˛skaitu˛ faktu¯ru˛ apmoke˙jimo prognoza-
vimo sistema, kuri i˛moniu˛ mokumui prognozuoti naudoja tik sa˛skaitu˛ faktu¯ru˛ duomenis [9]. Šio
projekto tikslas – atlikti papildomus tyrimus taikant i˛vairius ne tik regresijos, bet ir klasifikavimo
modelius su tikslu pagerinti mokumo problemu˛ turincˇiu˛ i˛moniu˛ aptikimo sistemos kokybe˛. Šiam
tikslui i˛gyvendinti buvo iškelti uždaviniai:
1. išanalizuoti teorine˛ medžiaga˛, kuriose i˛mone˙s mokumas prognozuojamas panaudojant
tik moke˙jimu˛ informacija˛;
2. sukurti bei ištirti i˛mone˙s mokumo prognozavimo sistema˛ panaudojant klasifikavimo
modelius;
3. sukurti adaptyvia˛ mokumo nustatymo sistema˛;
4. atlikti neapmoke˙tu˛ sa˛skaitu˛ faktu¯ru˛ aptikimo sistemos kokybe˙s vertinima˛.
Analizuojama sistema remiasi regresijos modeliu bei naudoja apibre˙žta˛ kieki˛ požymiu˛, ku-
riems apskaicˇiuoti reikia daug laiko, tacˇiau ne˙ra aišku, ar visi požymiai tikrai reikalingi, kad siste-
ma se˙kmingai veiktu˛. I˛mone˙s mokumas prognozuojamas tik 30-cˇiai dienu˛ ir ne˙ra galimybe˙s keisti
ši˛ laiko tarpa˛. Siekiant pagerinti ir išanalizuoti sistemos veikima˛ atliekamas šios sistemos tyrimas
panaudojant ne tik regresijos, bet ir klasifikavimo bei gilaus mokymosi metodus iškeltai problemai
spre˛sti.
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1. LITERATU¯ROS APŽVALGA
Nagrine˙jamai darbo temai suprasti reikalingos ne tik procesu˛ valdymo ir optimizavimo,
tacˇiau ir statistine˙s žinios bei verslo procesu˛ supratimas. Taigi kitame poskyryje aptariamos svar-
biausios magistro baigiamajame projekte naudojamos sa˛vokos, susijusios su finansais ir verslu.
1.1. Sa˛vokos
Sa˛skaita faktu¯ra (SF) – apskaitos dokumentas, kuriuo i˛forminamas prekiu˛ tiekimas ar paslaugu˛
teikimas. Sa˛skaita˛ faktu¯ra˛ vartotojui išrašo prekes pateike˛s ar paslaugas suteike˛s asmuo, reikalau-
damas sumoke˙ti sa˛skaitoje faktu¯roje nurodyta˛ suma˛ [10].
SF apmoke˙jimo terminas – data, iki kurios turi bu¯ti apmoke˙ta SF. Šis terminas gali apimti
skirtinga˛ laikotarpi˛, pvz., 14, 30 ar 90 dienu˛.
Neapmoke˙ta SF (NSF) – tai sa˛skaita faktu¯ra, kuri nebuvo laiku apmoke˙ta.
Apmoke˙ta SF (ASF) – tai sa˛skaita faktu¯ra, kuri buvo apmoke˙ta per SF nustatytus apmoke˙jimo
terminus.
1.2. Kredito rizikos sa˛saja su neapmoke˙tomis sa˛skaitomis faktu¯romis
Atliekant kredito suteikimo rizikos analize˛, klientai skirstomi i˛ skirtingas grupes, remiantis
tam tikromis kliento ypatybe˙mis – sa˛skaitos balansu, moke˙jimu˛ istorija ir kita finansine˙se ata-
skaitose pateikiama informacija [1]. Pave˙luotai apmoke˙ti ar neapmoke˙ti moke˙jimai yra glaudžiai
susije˛. Analizuojant neapmoke˙tas SF, klientai skirstomi i˛ grupes, priklausomai nuo to, ar SF bu-
vo apmoke˙ta per nustatytus terminus. Tipine˙s SF išrašymo ir apmoke˙jimo procedu¯ros schema
pateikiama 1.1 paveiksle.
Kliento 
užregistravimas
Užsakymo 
apdorojimas
Kredito 
apdorojimas
Užsakymo 
įgyvendinimas
SF išrašymas
Apmokėjimo 
apdorojimas
1.1 pav. Sa˛skaitos faktu¯ros apmoke˙jimo procedu¯ra. Adaptuota iš [8]
Šiame projekte nagrine˙jama tik pilkai pažyme˙ta sritis, kadangi orientuojamasi i˛ SF moke˙jimu˛
informacija˛. SF apmoke˙jimas užima svarbu˛ vaidmeni˛ kasdieniniame versle, nes NSF gali sukelti
i˛monei likvidumo problemu˛. Gebe˙jimas prognozuoti pinigu˛ srautus yra ypacˇ svarbus norint išlai-
kyti finansini˛ stabiluma˛. Remiantis Europos moke˙jimu˛ ataskaita 2016 (angl. European Payment
report 2016) [11], 40 % respondentu˛ teigia, jog NSF trukdo i˛mone˙s ple˙timuisi. 33 % apklaustu˛
i˛moniu˛ mano, jog NSF kelia didele˛ gre˙sme˛ i˛mone˙s išlikimui ilgalaike˙je perspektyvoje. Remian-
tis apklaustaisiais, i˛mone˙ praranda apie 2,2 % pelno de˙l NSF. Šiai problemai spre˛sti bei siekiant
sumažinti patiriamus nuostolius reikalinga sistema, gebanti prognozuoti SF neapmoke˙jima˛. Tokiu
bu¯du bu¯tu˛ galima imtis veiksmu˛, kol dar ne per ve˙lu ir i˛mone˙ nebankrutavo bei bankas nepatyre˙
nuostoliu˛.
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1.3. Neapmoke˙tu˛ SF prognozavimas
I˛mone˙s bankroto prognozavimas buvo nagrine˙jamas dar 60-u˛ju˛ pabaigoje, kai prognozavi-
mui buvo panaudojami viešai prieinami duomenys ir statistiniai klasifikavimo metodai. Vienas iš
pirmu˛ju˛ darbu˛, siekiancˇiu˛ atlikti modernia˛ statistine˛ bankroto prognozavimo analize˛, buvo parašy-
tas Tamari [2]. Nuo 2000 -u˛ju˛ pastebimas stabilus išleistu˛ publikaciju˛, susijusiu˛ su kreditavimo
rizika, augimas. Tai gale˙jo atsitikti de˙l didelio susidome˙jimo kreditavimo rizikos modeliavimu ir
nauju˛ duomenu˛ surinkimo metodu˛ atsiradimo bei kredito rinku˛ augimo [8]. Publikaciju˛, kurio-
se bu¯tu˛ aprašytas SF neapmoke˙jimo prognozavimas panaudojant tik moke˙jimu˛ duomenis, išleista
nedaug. Nagrine˙tose publikacijose [6, 7, 8] SF apmoke˙jima˛ prognozuojanti sistema kuriama pasi-
telkiant 1.2 paveiksle pavaizduota˛ modeli˛.
Sistemos 
mokymosi 
algoritmas
Klasifikavimo
/regresijos 
modelis
Išėjimo reikšmė
Įėjimo 
duomenys
Požymių 
išgavimas
Įėjimo 
duomenys
Požymių 
išgavimas
Išėjimo 
duomenys
Treniravimo lygmuo
Klasifikavimo/ regresijos  lygmuo
1.2 pav. Modelio sudarymo struktu¯ra. Adaptuota iš [7]
Sistema˛ galima suskaidyti i˛ treniravimo ir klasifikavimo arba regresijos lygmenis. Pirmaja-
me lygmenyje duomenys suskaidomi i˛ treniravimo ir testavimo duomenis. Panaudojant požymiu˛
išgavimo algoritma˛ paruošiami modelio i˛e˙jimo duomenys, kurie naudojami kartu su atitinkamais
iše˙jimo duomenimis pasirinktam modeliui apmokyti. Atlikus sistemos apmokyma˛ ir pasiekus no-
rima˛ tiksluma˛, atliekamas modelio testavimas, kur modelio i˛e˙jimai yra sistemos treniravimui ne-
naudoti duomenys. Gautos modelio iše˙jimo reikšme˙s lyginamos su tikrosiomis, i˛vertinant modelio
tiksluma˛.
1.4. Duomenu˛ apdorojimas
Priklausomai nuo turimo kiekio, duomenys atliktuose tyrimuose pertvarkomi, atliekant sta-
tistine˛ analize˛, nagrine˙jant, kiek SF turima ir kiek iš ju˛ yra neapmoke˙ta. Zengo [8] kuriamame
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modelyje naudojami 4 i˛moniu˛ SF duomenys, kuriu˛ apžvalga pateikiama 1.1 lentele˙je.
1.1 lentele˙. SF kiekiai i˛mone˙se. Adaptuota iš [8]
I˛mone˙ SF kiekis
A 40908
B 109589
C 22701
D 8474
Zengo tyrime nepateikiama, kiek iš šiu˛ SF nebuvo apmoke˙ta, taigi negalima spre˛sti apie
duomenu˛ subalansuotuma˛. P. Hu [7] ir W. Hu [6] kuriamose sistemose buvo panaudojami Fortune
500 i˛moniu˛ grupe˙s duomenys. Duomenu˛ apžvalga pateikiama 1.2 lentele˙je:
1.2 lentele˙. SF kiekiai i˛mone˙se
SF kiekis Apmoke˙tos SF Neapmoke˙tos SF
P. Hu duomenys [7] 72464 19565,(27%) 52899,(73%)
W. Hu duomenys [6] 4446045 3609123 (81,2 %) 836922 (18,8 %)
Kaip matyti iš lentele˙je pateiktu˛ duomenu˛, P. Hu atliekamo tyrimo duomenyse vyrauja NSF,
tuo tarpu Hu, W. naudojami duomenys pasižymi nedideliu NSF kiekiu, taigi ju˛ aptikimas tampa
sude˙tingesnis.
1.5. Požymiu˛ sudarymas
Atlikus duomenu˛ statistine˛ analize˛ formuojami modelio i˛e˙jimo duomenys. Modelio i˛e˙jimams
sudaromas duomenu˛ masyvas – požymiu˛ sa˛rašas. Šiame sa˛raše galima išskirti SF ir kliento lyg-
menis [8]. SF lygmeni˛ sudaro tik SF pateikti duomenys, šiame lygmenyje galima išskirti tokius
požymius [7, 6]:
1. SF suma;
2. SF išrašymo data;
3. data, iki kurios turi bu¯ti apmoke˙ta SF;
4. apmoke˙jimo periodo trukme˙.
Šie požymiai sudaromi iš atskiros SF, nenagrine˙jant kliento istoriniu˛ duomenu˛. Antrajame, kliento,
lygmenyje, požymiai parengiami naudojant istorinius SF duomenis kiekvienam klientui. Zengo
tyrime nustatyta, jog šiu˛ požymiu˛ i˛traukimas i˛ modeli˛ žymiai padidina modelio prognozavimo
tiksluma˛ [8].
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1.3 lentele˙. Prognozavimo rezultatai, panaudojant SF istorinius duomenis. Adaptuota iš [8]
Kompanija Požymiu˛ kategorija Tikslumas, %
A
Sa˛skaita faktu¯ra 68,24
Sa˛skaita faktu¯ra + istorija 81,38
B
Sa˛skaita faktu¯ra 84,72
Sa˛skaita faktu¯ra + istorija 88,28
C
Sa˛skaita faktu¯ra 49,68
Sa˛skaita faktu¯ra + istorija 66,46
D
Sa˛skaita faktu¯ra 58,79
Sa˛skaita faktu¯ra + istorija 70,87
Kaip matyti 1.3 lentele˙je, prognozavimo rezultatai žymiai didesni, naudojant SF istorinius
duomenis. Visuose išnagrine˙tuose tyrimuose [5, 6, 7, 8] i˛e˙jimo duomenys formuojami panaudojant
požymiu˛ sa˛raša˛, kuri˛ sudaro tiek požymiai, sudaryti iš SF duomenu˛, tiek iš jos istoriniu˛ duomenu˛,
taigi panaudojami abu SF lygmenys. Papildomai sugeneruojami ir kalendoriniai požymiai, kurie
panaudojami Hu [6, 7] prognozavimo sistemose.
1.5.1. Me˙nesio pabaigos indikatorius
Me˙nesio pabaigos indikatorius – šis požymis nurodo, ar SF yra išrašyta me˙nesio pabaigoje.
Me˙nesio pabaigos indikatorius gali i˛gauti 0 arba 1 reikšme˛. Jam priskiriama 1 reikšme˙, jei SF
buvo išrašyta per tris dienas iki me˙nesio pabaigos. Šis požymis sukuriamas remiantis prielaida,
jog me˙nesio pabaigoje gali bu¯ti sunkiau apmoke˙ti SF, taigi jos apmoke˙jimas gali užsite˛sti.
1.5.2. Antros me˙nesio puse˙s indikatorius
Antros me˙nesio puse˙s indikatorius parodo, kurioje me˙nesio puse˙je SF buvo išrašyta. Šis in-
dikatorius lygus 1, jei SF yra išrašoma ve˙liau nei penkiolikta˛ me˙nesio diena˛, bet ne ve˙liau nei prieš
tris paskutines me˙nesio dienas. Šis požymis sudaromas remiantis prielaida, jog antroje me˙nesio
puse˙je i˛mone˙ finansiškai stabilesne˙ nei me˙nesio pradžioje, kadangi neseniai buvo mokami atlygi-
nimai darbuotojams ir me˙nesio pabaigoje, kai tenka moke˙ti tiek atlyginimus, tiek apmoke˙ti savas
sa˛skaitas.
Aptarti požymiais kombinuojami i˛ viena˛ sa˛raša˛. Tyrimuose naudojami požymiu˛ sa˛rašai pa-
teikiami 1.4-oje lentele˙je.
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1.4 lentele˙. Tyrimuose naudojami požymiu˛ sa˛rašai
Zengo tyrimas [8] W. Hu tyrimas [6] P. Hu tyrimas [7]
SF suma SF suma SF suma
SF apmoke˙jimo terminas me˙n. pabaigos indikatorius me˙n. pabaigos indikatorius
Kategorija me˙n. antros puse˙s indikatorius me˙n. antros puse˙s indikatorius
ASF kiekis SF kiekis SF kiekis
NSF kiekis NSF kiekis NSF kiekis
ASF suma bendra SF suma bendra SF suma
NSF suma vidutine˙ SF suma bendra NSF suma
santykis tarp 8 ir 7 bendra NSF suma vidutine˙ SF suma
vidutinis ASF ve˙lavimas vidutine˙ NSF suma vidutine˙ NSF suma
ve˙lavimo santykis vidutinis SF ve˙lavimas
sumu˛ santykis vidutinis NSF ve˙lavimas
vidutinis apmoke˙jimo terminas santykis tarp 5 ir 4
vidutinis ve˙lavimas santykis tarp 8 ir 7
vidutinis apmoke˙jimo terminas
Sektorius
I˛mone˙s pavadinimas
Kaip matyti lentele˙je, visuose tyrimuose naudojami panašu¯s požymiai. Kombinuojami tiek
SF duomenys (SF suma, SF sritis), tiek kliento istoriniai SF duomenys, skaicˇiuojant statistinius
parametrus (SF kiekiai, sumos bei vidurkiai ar santykiai tarp šiu˛ dydžiu˛) bei aptarti kalendoriniai
indikatoriai.
1.6. Modelio parinkimas
Paruošus sistemos i˛e˙jimo požymiu˛ sa˛raša˛, parenkamas sistemoje naudojamas modelis. Iša-
nalizuotoje literatu¯roje sprendžiamas klasifikavimo uždavinys [5, 6, 7, 8]. Cˇia SF skirstomos i˛
keturias klases pagal ju˛ apmoke˙jima˛:
1. laiku apmoke˙tos SF;
2. SF, kuriu˛ apmoke˙jimas ve˙luos iki 30 dienu˛;
3. SF, kuriu˛ apmoke˙jimas ve˙luos nuo 30 iki 90 dienu˛;
4. SF, kurios nebus apmoke˙tos po 90 dienu˛.
SF apmoke˙jimui prognozuoti buvo panaudoti aštuoni skirtingi modeliai:
1. sprendimu˛ medžiai;
2. atsitiktiniai miškai;
3. adaptinis bustingas (angl. adaptive boosting);
4. logistine˙ regresija;
5. atraminiu˛ vektoriu˛ mašina (angl. Support vector mashine);
6. artimiausio K kaimyno (angl. K nearest neighbour) modelis;
7. neuroniniai tinklai;
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8. atsitiktiniai miškai su skirtingais svoriais (angl. weighted random forests).
Pirmasis nagrine˙jamas modelis yra sprendimu˛ medis. Tai modelis, kuris panašus i˛ medi˛,
kurio kiekviena šaka yra klasifikavimo klausimas. Medis optimizuojamas parenkant optimalu˛
šaku˛ skaicˇiu˛ [12]. Šiuo atveju pagrindiniai požymiai, kuriuos naudojo sprendimu˛ medis, buvo
kliento ve˙lavimo santykis, vidutinis ve˙lavimas ir kliento bendras sa˛skaitu˛ faktu¯ru˛ skaicˇius. Šis
modelis pasieke˙ 86,1 % tiksluma˛. Atsitiktiniai miškai – tai klasifikavimo metodas, kuris re-
miasi sprendimu˛ medžiais. Sudaroma keletas sprendimo medžiu˛, kurie „nubalsuoja“ ar sa˛skaita
faktu¯ra bus apmoke˙ta, ar ne ir priskiria atitinkamai grupei [13]. Svarbiausi požymiai šiam mo-
deliui buvo kliento ve˙lavimo santykis ir vidutinis kliento apmoke˙jimo ve˙lavimas dienomis. Šis
modelis pasieke˙ 89,2 % tiksluma˛ ir buvo tiksliausias. Adaptinio bustinimo metodas paremtas
tuo, jog naudojant keliu˛ tipiniu˛ modeliu˛ suma˛ – sudaroma nauja, stipresne˙ prognoze˙ [14]. Šis
metodas pasieke˙ 86,3 % tiksluma˛. Logistine˙ regresija – tai toks modelis, kur vienas ar keletas
nepriklausomu˛ kintamu˛ju˛ daro i˛taka˛ vienam dvireikšmiam kintamajam [13]. Naudojant ši˛ meto-
da˛ didžiausia˛ reikšme˛ ture˙jo me˙nesio pabaigos ir vidurio indikatoriu˛ požymiai, taip pat kliento
bendras sa˛skaitu˛ faktu¯ru˛ skaicˇius, ve˙lavusiu˛ sa˛skaitu˛ faktu¯ru˛ skaicˇius, vidutinis sa˛skaitu˛ faktu¯ru˛
apmoke˙jimo ve˙lavimas dienomis ir bendru˛ ir ve˙lavusiu˛ sa˛skaitu˛ faktu¯ru˛ santykis. Šis metodas pa-
sieke˙ 86,4 % tiksluma˛. Atraminiu˛ vektoriu˛ mašinos modelis Hu sistemoje pasieke˙ 86,9% tiksluma˛.
Prognozavimo rezultatu˛ apžvalga pateikiama 1.5 lentele˙je.
1.5 lentele˙. Prognozavimo rezultatai. Adaptuota iš [7]
Modelis Tikslumas, %
Sprendimu˛ medis 86,1
Atsitiktiniai miškai 89,2
Adaptinio bustinimo metodas 86,3
Logistine˙ regresija 86,4
Atraminiu˛ vektoriu˛ mašina 86,9
Kaip matyti iš lentele˙je pateiktu˛ duomenu˛ tiksliausiai (81,6 %) prognozavo atsitiktiniu˛ mišku˛
modelis.
Hu W. sukurtoje sistemoje taip pat naudotas dirbtinio neuroninio tinklo modelis. Dirbtiniai
neuroniniai tinklai laikomi informacijos apdorojimo metodu, kuris paremtas smegenyse vykstancˇiu˛
procesu˛ imitavimu [15]. Dirbtinis neuroninis tinklas yra matematiniu˛ modeliu˛ rinkinys, kurio pa-
galba bandoma imituoti gyvu˛ organizmu˛ gebe˙jima˛ mokytis, prisitaikyti bei adaptuotis. Dirbtiniai
neuroniniai tinklai sudaryti iš daugelio sujungtu˛ elementariu˛ skaicˇiuojamu˛ju˛ elementu˛ – neuronu˛.
Šie elementai paremti biologiniais neuronais ir jungiasi vieni su kitais sudarydami i˛vairaus stip-
rumo jungtis, kurios yra analogiškos biologiniu˛ neuronu˛ jungtims. Biologine˙se sistemose mo-
kymosi metu smegenyse keicˇiasi jungcˇiu˛, siejancˇiu˛ neuronus, stiprumas. Analogiškai atliekamas
ir dirbtinio neuroninio tinklo mokymas – jungtys keicˇiamos, kol pasiekiami tenkinantys rezulta-
tai. Neuroniniu˛ tinklu˛ mokymui naudojami i˛e˙jimo – iše˙jimo duomenu˛ pavyzdžiai, pagal kurios
specialiu˛ algoritmu˛ pagalba mokymo metu iteratyviai keicˇiami jungcˇiu˛ stiprumo koeficientai ar-
ba svoriai. Informacija, reikalinga konkretaus uždavinio sprendimui, yra sukaupiama šiu˛ svoriu˛
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reikšme˙se [16]. Naudotos sistemos neuroninis tinklas pateikiamas 1.3 – iame paveiksle.
1.3 pav. Tyrime naudotas neuroninis tinklas [6]
Kaip matyti paveiksle, neuronini˛ tinkla˛ sudaro 15 i˛e˙jimu˛ neuronu˛, 4 neuronai pasle˙ptame
sluoksnyje ir vienas neuronas iše˙jimo sluoksnyje. Hu, W. tyrimo metu gauti prognozavimo rezul-
tatai pateikiami 1.6-oje lentele˙je:
1.6 lentele˙. Prognozavimo rezultatai. Adaptuota iš [6]
Modelis Tikslumas, %
Atsitiktiniai miškai 75
Atsitiktiniai miškai su skirtingais svoriais 78,29
Tiek aprašyto neuroninio tinklo, tiek kitu˛ ankscˇiau pamine˙tu˛ modeliu˛ prognozavimo re-
zultatai W. Hu daktaro disertacijoje nepateikiami. Iš 1.6 lentele˙je pateiktu˛ duomenu˛ matyti, jog
atsitiktiniu˛ mišku˛ su skirtingais svoriais metodas pagerino savo pirmtako rezultatus.
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2. SISTEMOJE NAUDOJAMU˛ DUOMENU˛ APŽVALGA
Analizuojamos sistemos tyrimas buvo atliktas panaudojant realius i˛moniu˛ istorinius sa˛skaitu˛
faktu¯ru˛ moke˙jimu˛ duomenis, kurie buvo gauti iš mokslinio tiriamojo projekto užsakovo CSV for-
matu. Duomenu˛ rinkini˛ sudaro 1181538 SF informacija. Duomenys buvo analizuojami pasitel-
kiant MATLAB programavimo aplinka˛. Gautame CSV faile pateikti duomenys apima penkeriu˛
metu˛ laikotarpi˛ nuo 2010-01-01 iki 2015-01-01. Keliu˛ SF duomenu˛ masyvo eilucˇiu˛ pavyzdys
pateikiamas 2.1 lentele˙je.
2.1 lentele˙. Duomenu˛ paketo fragmentas
FINA18 15513 25-Oct-2012 01-Dec-2012 100 NaN NaN 1 90
RETA1 -89904 02-Jan-2010 10-Jan-2010 52,01 15-Feb-2010 47,99 2 14
Pateikiamu atveju, SF sudaro i˛mone˙s identifikavimo kintamasis, kuris parodo, kuriam sek-
toriui ši i˛mone˙ priklauso. Pirmoje eilute˙je pateikiami finansu˛ sektoriaus 18-os i˛mone˙s duome-
nys, antroje – mažmenine˙s prekybos sektoriaus pirmos i˛mone˙s duomenys. Antrame stulpelyje
pateikiama sa˛skaitos faktu¯ros suma eurais. Ji turi bu¯ti sumoke˙ta iki nustatyto termino pabaigos.
Nagrine˙jamuose duomenyse skiriamos dvi SF ru¯šys – gauta ir išsiu˛sta. Atliekant prognozavima˛,
atsižvelgiama tik i˛ neigiamas reikšmes turincˇias SF, kurios atitinka gauta˛sias. Vertinamos tik šios
SF, nes mus domina i˛mone˙s mokumas, tai yra, ar i˛mone˙ apmoke˙s gauta˛ SF, o ne jos klientu˛ mo-
kumas. Toliau pateikiama sa˛skaitos išrašymo data ir data, kada ji buvo apmoke˙ta. Jei visa SF
apmokama iškart, kitame stulpelyje i˛rašoma 100 % reikšme˙. Šis stulpelis parodo, kokia dalis SF
sumos buvo apmoke˙ta pirmu kartu. 6 ir 7 stulpeliai nurodo antro moke˙jimo informacija˛ – kada
buvo atliktas 2 moke˙jimas ir kokia SF dalis buvo apmoke˙ta. Išanalizavus duomenis nustatyta, jog
SF apmoke˙ti naudojami moke˙jimo terminai yra 14, 30, 60, 90 ir 180 dienu˛. Šis terminas nurodo-
mas paskutiniame stulpelyje. Taip pat nurodoma, ar sa˛skaita faktu¯ra gauta iš pirmine˙s ar antrine˙s
i˛mone˙s. Pirmine˙ i˛mone˙ laikoma svarbesne. Išanalizavus gautus duomenis nustatyta, jog duomenu˛
baze˛ sudaro 100 i˛moniu˛ iš aštuoniu˛ skirtingu˛ rinkos sektoriu˛ sa˛skaitos faktu¯ros. Ju˛ pasiskirstymas
pateikiamas 2.2 lentele˙je.
2.2 lentele˙. 100 tiriamu˛ i˛moniu˛ pasiskirstymas sektoriuose
Sektorius I˛moniu˛ skaicˇius sektoriuje
Mažmenine˙ prekyba 8
Finansai, draudimas 22
Statyba 1
Transportas, komunaline˙s paslaugos 9
Paslaugos 20
Gamyba 35
Žeme˙s u¯kis, miškininkyste˙, žuvininkyste˙ 1
Leidyba 4
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Dauguma kompaniju˛ priklauso finansu˛, draudimo, paslaugu˛ ir gamybos sektoriams. Sta-
tybos, žeme˙s u¯kio, miškininkyste˙s, žuvininkyste˙s sektoriai turi tik po viena˛ i˛mone˛. Kiekvienos
i˛mone˙s SF kiekis per diena˛ svyruoja ir ne˙ra pastovus. Vidutinis SF kiekis per diena˛ kiekvienoje
i˛mone˙je pateikiamas 2.1 paveiksle.
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2.1 pav. Maksimalus ir minimalus SF kiekis per diena˛
Kaip matyti iš atvaizduotu˛ duomenu˛, SF kiekis per diena˛ svyruoja nuo 1 iki 70 vienai i˛monei.
Taigi per diena˛ i˛mone˙ gauna bent viena˛ SF, kuria˛ turi apmoke˙ti per nustatyta˛ apmoke˙jimo termina˛.
Parenkant modeli˛ svarbu atsižvelgti, kokia˛ duomenu˛ dali˛ sudaro NSF. 2.3 lentele˙je pateikia-
mi SF kiekiai kiekviename sektoriuje:
2.3 lentele˙. ASF ir NSF kiekiai sektoriuose
Sektorius SF kiekis NSF kiekis ASF kiekis NSF kiekis, %
Mažmenine˙ prekyba 24628 4747 19881 19,27
Finansai, draudimas 118551 5061 113490 4,26
Statyba 26206 164 26042 0,06
Transportas, komunaline˙s paslaugos 76653 3975 72678 5,18
Paslaugos 130231 3533 126698 2,71
Gamyba 183951 8282 175669 4,5
Žeme˙s u¯kis, miškininkyste˙, žuvininkyste˙ 5080 535 4545 10,53
Leidyba 38603 559 38044 1,44
Iš lentele˙s duomenu˛ matyti, jog daugiausia NSF yra mažmenine˙s prekybos ir žeme˙s u¯kio,
miškininkyste˙s, žuvininkyste˙s sektoriuose. Kituose sektoriuose NSF kiekis nesiekia 10 %. Dau-
giausia SF išrašyta gamybos, mažiausiai – žeme˙s u¯kio, miškininkyste˙s, žuvininkyste˙s sektoriuje.
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3. REGRESIJOS MODELIO APŽVALGA
Sudarant i˛mone˙s mokumo problemu˛ identifikavimo modeli˛ galima rinktis tarp literatu¯ros
analize˙je aptartu˛ klasifikavimo ir regresijos modeliu˛. Bakalauro baigiamojo projekto metu sukurto-
je sistemoje buvo naudojamas sprendimo medžio regresijos modeliu˛ kolektyvas, kadangi sprendi-
mo medžiai yra vienas iš dažniausiai naudojamu˛ modeliu˛ dirbant su nesubalansuotais duomenimis
ir anomaliju˛ aptikimu [17].
3.1. Modelio slankiu˛ju˛ langu˛ sudarymas
Bakalauro baigiamajame projekte sukurtoje sistemoje buvo apibre˙žti du slankieji langai, ku-
rie buvo naudojami sudarant modelio i˛e˙jimo ir iše˙jimo duomenis:
1. modelio i˛e˙jimo duomenu˛ slankusis langas;
2. modelio iše˙jimo duomenu˛ slankusis langas.
Abu šie langai buvo 30 dienu˛ trukme˙s ir nurode˙, iš kokio laikotarpio buvo skaicˇiuojami modelio
i˛e˙jimo bei iše˙jimo duomenys. Sukurtoje sistemoje šis laiko tarpas yra pastovus ir nekeicˇiamas,
taigi šiame darbe siekiama nustatyti, kokia˛ i˛taka˛ mokumo indekso prognozavimui turi šiu˛ langu˛
trukme˙, tode˙l šie du langai bus keicˇiami tarp 30, 60 ir 90 dienu˛.
3.2. Modelio iše˙jimo kintamojo formavimas
Kadangi nagrine˙jamas regresijos modelis, sistemos iše˙jimas ture˙tu˛ bu¯ti tolydžiai laike kin-
tantis dydis, identifikuojantis apie kompanijoje atsirandancˇias mokumo problemas. Tai gale˙tu˛ at-
spinde˙ti neapmoke˙tu˛ SF suma, kiekis arba neapmoke˙tu˛ ir apmoke˙tu˛ SF sumu˛ ar kiekiu˛ santykis.
Analizuojamu atveju buvo pasirinktas neapmoke˙tu˛ ir apmoke˙tu˛ SF sumu˛ santykis, kadangi renkan-
tis kieki˛, neapmoke˙ta mažos verte˙s SF bu¯tu˛ tiek pat reikšminga, kaip ir didele˙s verte˙s SF. Modelio
iše˙jimo kintamasis aprašomas (3.1) formule:
Mokumo_indeksas =
NSFsuma
ASFsuma
. (3.1)
Parinkto sistemos iše˙jimo grafine˙ interpretacija pateikiama 3.1 paveiksle.
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3.1 pav. Mokumo indekso grafine˙ interpretacija
17
Kol i˛mone˙s moke˙jimu˛ istorijoje ne˙ra NSF, remiantis (3.1) formule, mokumo indeksas yra ly-
gus nuliui. Atsiradus pirmai NSF šis santykis tampa teigiamas. I˛monei arte˙jant prie bankroto ribos
nelieka ASF ir mokumo indekso reikšme˙ arte˙ja prie begalybe˙s. Parenkant modeli˛ svarbu, jog šioje
sistemoje prognozuotos reikšme˙s ir tikrosios reikšme˙s nesutapimas neturi prasme˙s. Cˇia svarbu,
jog tikrosios mokumo indekso verte˙s kitimo tendencija bu¯tu˛ panaši i˛ modelio kitimo tendencija˛.
Remiantis (3.1) formule, galimas toks laiko tarpas, kaip i˛mone˙s istorijoje nelieka ASF, de˙l to
mokumo indekso verte˙ arte˙ja prie begalybe˙s. Modelyje ši situacija vaizduojama tiesiniu mokumo
indekso kitimu. Grafine˙ aptariamo mokumo indekso kitimo interpretacija pateikiama paveiksle.
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3.2 pav. Mokumo indekso kitimo laike grafine˙ interpretacija nelikus ASF
Pažyme˙tas tiesinis mokumo indekso kitimas parodo, jog i˛mone˙ nebeapmoka savo sa˛skaitu˛ ir
bankrutavo.
3.3. Modelio i˛e˙jimo duomenu˛ formavimas
Sukurtoje mokumo indekso prognozavimo sistemoje modelio i˛e˙jimo duomenys suformuo-
jami iš SF ir ju˛ istoriniu˛ duomenu˛. Remiantis analizuota teorine medžiaga, buvo sudarytas 15-os
požymiu˛ sa˛rašas, apibu¯dinantis SF ir i˛mone˛ bei jos istorija˛ [9]:
1. bendra SF suma;
2. maksimali SF suma;
3. minimali SF suma;
4. bendras SF kiekis;
5. SF kiekis per diena˛;
6. vidutinis SF apmoke˙jimo ve˙lavimas;
7. standartinis SF apmoke˙jimo ve˙lavimo nuokrypis;
8. SF, apmoke˙tu˛ pirmu moke˙jimu, santykis su SF kiekiu;
9. neapmoke˙tu˛ SF kiekio ir SF kiekio santykis;
10. SF, apmoke˙tu˛ antru moke˙jimu, santykis su SF kiekiu;
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11. dažniausiai pasitaikantis moke˙tojo tipas;
12. sektorius;
13. neapmoke˙tu˛ SF kiekis;
14. apmoke˙tu˛ SF kiekis;
15. apmoke˙tu˛ ir visu˛ SF kiekiu˛ santykis.
Sudarytas 15-os požymiu˛ sa˛rašas bus naudojamas ir klasifikavimo modelyje. Visi sa˛raše pamine˙ti
požymiai sudaromi iš istoriniu˛ SF duomenu˛ konkrecˇiai i˛monei. Laikotarpis, iš kurio apskaicˇiuoja-
mos mine˙tos metrikos, yra vienas i˛e˙jimo duomenu˛ slankusis langas. Regresijos modelyje šio lango
trukme˙ buvo 30 kalendoriniu˛ dienu˛. Maksimali ar minimali SF suma, vyraujantis moke˙tojo tipas
ir sektorius priskiriami SF lygmeniui, bendras SF kiekis ar standartinis SF apmoke˙jimo ve˙lavimo
nuokrypis gali bu¯ti priskirti antrajam požymiu˛ lygmeniui. Šioms metrikoms apskaicˇiuoti reikalingi
SF istoriniai duomenys.
3.4. Modelio treniravimo duomenu˛ paruošimas
Kompanijos mokumo problemu˛ aptikimo modeliui apmokyti reikia paruošti treniravimo
duomenis. Kadangi sudarant tiek modelio i˛e˙jimo, tiek modelio iše˙jimo duomenis naudojami slan-
kieji langai, svarbu tinkamai parinkti treniravimo duomenis, jog bu¯tu˛ i˛manoma apskaicˇiuoti tiek
i˛e˙jimo, tiek iše˙jimo parametrus. Treniravimo duomenu˛ paruošimo logika pateikiama 3.3 paveiksle.
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3.3 pav. Treniravimo duomenu˛ paruošimas
Kaip matyti 3.3 paveiksle, treniravimo duomenu˛ diapazonas priklauso nuo modelio i˛e˙jimo
slankiojo lango, šiandienine˙s datos ir iše˙jimo slankiojo lango. I˛e˙jimo ir iše˙jimo slankieji langai
parodo, koks dienu˛ laiko tarpas naudojamas sistemos i˛e˙jimo ir iše˙jimo verte˙ms sugeneruoti. Ba-
kalauro baigiamajame projekte abu laikotarpiai buvo lygu¯s 30 dienu˛. Taigi sistemos treniravimo
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duomenu˛ imcˇiai sudaryti iš nagrine˙jamos duomenu˛ baze˙s išgaunami požymiai ir iše˙jimo verte˙ pra-
dedant trisdešimta˛ja diena nuo istoriniu˛ duomenu˛ pradžios ir baigiant 30 dienu˛ iki dienos, kuriai
norima atlikti mokumo indekso prognoze˛. Jei treniravimo duomenys praside˙tu˛ ankscˇiau, nebu¯tu˛
i˛manoma apskaicˇiuoti visu˛ požymiu˛, reikalingu˛ modelio i˛e˙jimo duomenims sudaryti. Jei trenira-
vimo duomenu˛ pabaigos data bu¯tu˛ ve˙lesne˙, modelio apmokymui bu¯tu˛ naudojami duomenys, kurie
bus panaudojami kaip i˛e˙jimo duomenys norimos dienos prognozei, taigi modeliui šie duomenys
bus jau matyti. Su aptartais apribojimais suformuotas duomenu˛ rinkinys naudojamas sistemai ap-
mokyti.
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4. KLASIFIKAVIMO MODELIO KU¯RIMAS
Remiantis praeitame skyriuje aptartu modelio iše˙jimo suformavimo principu sukuriamas kla-
sifikavimo modelis, kurio iše˙jimas tampa binarinis, t. y. gali i˛gauti tik 0 arba 1 reikšme˛. Kaip ir
regresijos modelyje, sugeneruojamas mokumo indeksas, kuris šiuo atveju gali i˛gauti 0 reikšme˛, jei
per tiriama˛ laiko tarpa˛ i˛mone˙s istorijoje neatsiras NSF, ir 1, jei per pasirinkta˛ laiko tarpa˛ i˛mone˙
neapmoke˙s nors vienos SF. Grafine˙ šio kintamojo interpretacija pateikiama 4.1-ame paveiksle.
0 10 20 30 40 50 60 70 80 90 100
Dienos
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
M
ok
um
o 
in
de
ks
as
4.1 pav. Mokumo indekso grafine˙ interpretacija klasifikavimo atveju
Grafinis sukurtu˛ klasifikavimo ir regresijos modeliu˛ mokumo indeksu˛ palyginimas pateikia-
mas 4.2 paveiksle:
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4.2 pav. Mokumo indeksas klasifikavimo ir regresijos atveju
Klasifikavimo modelis nepriklausomai nuo NSF kiekio gra˛žina tokia˛ pacˇia˛ iše˙jimo reikšme˛,
o regresijos modelio iše˙jimo reikšme˙ priklauso nuo NSF kiekio. Tiesinis šio parametro kitimas,
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matomas nuo 97 dienos, parodo, jog i˛mone˙je visos SF yra neapmoke˙tos, tuo tarpu klasifikavimo
modelis tokios papildomos informacijos neteikia.
Nagrine˙jamos i˛mone˙s istorijoje atsiradus NSF, mokumo indekso verte˙ pasiekia 1, taip paro-
dydama, jog po pasirinktos iše˙jimo slankiojo lango trukme˙s i˛mone˙s istorijoje bus NSF. Jei modelio
i˛e˙jimo ir iše˙jimo slankiu˛ju˛ langu˛ trukme˙s yra 30 dienu˛, sistemos prognoze˛ galima atvaizduoti 4.3
paveikslu:
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4.3 pav. Realus SF apmoke˙jimas ir kuriamo modelio prognoze˙
Kaip matyti paveiksle, modelio prognozuotu˛ vercˇiu˛ yra mažiau. Tai atspindi 3.3 paveiksle
pateikta˛ treniravimo duomenu˛ parengimo logika˛. Modelio iše˙jimo verte˙ pasiekia vieneta˛ trisdeši-
mcˇia dienu˛ ankscˇiau, nei i˛mone˙s istorijoje pasirodo pirmoji tikroji NSF. Taigi banko atstovas jau
prieš 30 dienu˛ gali imtis veiksmu˛, nors realios NSF dar ne˙ra.
4.1. Modelio ku¯rimas MATLAB aplinkoje
Suformavus modelio i˛e˙jimu˛ ir iše˙jimu˛ duomenis bei aptarus modelio treniravimo duomenu˛
parinkima˛ kuriamas sistemos modelis MATLAB aplinkoje. Šiame projekte sukurti modeliai, pa-
remti metodais:
1. klasifikavimo medžiu˛ kolektyvu;
2. Bajeso klasifikatoriumi;
3. atramine˙mis vektoriu˛ mašinomis;
4. gilaus mokymosi neuroninio tinklu.
4.1.1. Klasifikavimo medžiu˛ kolektyvas
Klasifikavimo medžiu˛ kolektyvas remiasi prielaida, kad sujungus daug blogai besimokancˇiu˛
sprendimo medžiu˛ ir apmokius kaip viena˛ modeli˛, gaunamas geras prognozavimo rezultatas. MAT-
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LAB aplinkoje šis metodas realizuojamas, panaudojant fitcensenble metoda˛, kuris aprašomas:
Mdl = fitcensemble(X, Y),
kur X – i˛e˙jimo duomenys, aprašantys dvieju˛ klasiu˛ požymius, Y – reikšme˙s apibu¯dinancˇios, kuriai
klasei priklauso i˛e˙jimu˛ rinkinys (angl. class labels). Aptariamas metodas remiasi keleto klasifika-
vimo modeliu˛ sudarymo ir nagrine˙jimo principu [1]. Nagrine˙jama klasikine˙ mokymosi problema.
Apmokamam modeliui sudaromi treniravimosi duomenys {(x1,y1), ...,(xm,ym)} forma nežinomai
funkcijai y=f(x). xi reikšme˙s tipiškai pateikiamos vektoriaus {xi,1,xi,2,xi,3, ...,xi,n} pavidalu, kur
kiekviena reikšme˙ apibu¯dina tam tikra˛ požymi˛. y reikšme˙s atitinka klases. Sudarius treniravimo
imti˛, mokymosi algoritmas apsimoko ir gra˛žina klasifikatoriu˛. Modeliui davus nauja˛ x reikšme˛,
gra˛žinama atitinkama prognozuota y reikšme˙ [1]. Sudaromi keli klasifikavimo modeliai, kurie su-
siejami kokiu nors bu¯du, dažniausiai sprendimu˛ svorio matrica. Tokiu bu¯du sprendimas priimamas
atsižvelgiant i˛ visus modelio narius ir iš keliu˛ nepriklausomu˛ rezultatu˛ išrenkamas vienas. fitcen-
semble metodas pagal nutyle˙jima˛ naudoja logitbustinimo (angl. LogitBoost) metoda˛, kurio detalu˛
veikimo paaiškinima˛ galima rasti MATLAB aplinkos technine˙je dokumentacijoje [18]. Logitbus-
tinimo algoritmas gali bu¯ti apibu¯dintas kaip pasirinkimo procesas, kuris pasirenka maža˛ rinkini˛
klasifikatoriu˛ su mažiausiomis paklaidomis ir ju˛ svoriniais koeficientais [19]. Galutinis klasifika-
torius yra laikomas stipriu, nes jis sudarytas iš kombinacijos silpnu˛ klasifikatoriu˛. Nors kiekvienas
silpnas klasifikatorius negali suteikti gero klasifikavimo mokymo pavyzdžiams, tacˇiau tinkama
svoriniu˛ koeficientu˛ kombinacija su kitais klasifikatoriu˛ koeficientais gali pagerinti paskutinio kla-
sifikavimo atlikima˛.
4.1.2. Bajeso klasifikatorius
Bajeso metodas naudojamas klasifikuojant naujus duomenis, kai ju˛ klase˙s ne˙ra žinomos,
tode˙l ieškoma labiausiai tike˙tina klase˙. Bajeso klasifikatorius remiasi tikimybiu˛ teorijoje naudo-
jamomis Bajeso taisykle˙mis. Turimi duomenys, kuriu˛ parametrai yra nepriklausomi bei vienodai
lemia klasifikavimo rezultata˛. Jie su klase˙mis siejami Cl , l=1,...,k, kur k - klasiu˛ skaicˇius. Kiek-
vienas objektas Xi turi n nepriklausomu˛ požymiu˛ reikšmiu˛ xi1,xi2, ...,xin. Nustacˇius, kuriai klasei
priklauso objektas, skaicˇiuojama aposteriorine˙ tikimybe˙:
P(Cl|Xi) = P(Xi|Ci)P(Ci)P(Xi) , (4.1)
Šis dydis parodo, kokia tikimybe˙, jog Xi priklauso klasei Ci. Ši tikimybe˙ apskaicˇiuojama visoms
klase˙ms. Naujas duomenu˛ objektas priskiriamas tai klasei, kurios aposteriorine˙ tikimybe˙ didžiau-
sia [20]. Aptartas metodas MATLAB aplinkoje realizuojamas fitcnb funkcija.
4.1.3. Atraminiu˛ vektoriu˛ mašina
Atraminiu˛ vektoriu˛ mašinos (angl. Support Vector Mashine) metodas remiasi struktu¯rine˙s
rizikos mažinimo teorija [21]. Pagrindine˙ atraminiu˛ vektoriu˛ mašinos ide˙ja yra i˛e˙jimo vektoriu˛
žeme˙lapio sudarymas, panaudojant keliu˛ dimensiju˛ savybiu˛ erdve˛ ir šioje erdve˙je sukonstruojant
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hiperplokštuma˛, kuri atskirtu˛ klasiu˛ duomenis. Atraminiu˛ vektoriu˛ mašinos tikslas – maksima-
liai sumažinti klasifikavimo paklaida˛, maksimizuojant atstuma˛ tarp skirtingu˛ klasiu˛ duomenu˛ ir
sukurtos hiperplokštumos. Grafine˙ aptarto metodo interpretacija pateikiama 4.4 paveiksle.
x2
x1
Atraminiai vektoriai
Hiperplokštuma
4.4 pav. Atraminiu˛ vektoriu˛ mašinos grafine˙ interpretacija
MATLAB aplinkoje šis metodas realizuojamas fitcsvm funkcija.
4.1.4. Gilaus mokymosi neuroninis tinklas
Dirbtinis neuroninis tinklas - tam tikru˛ netiesiniu˛ matematiniu˛ funkciju˛ rinkinys [15]. Šiu˛
tinklu˛ struktu¯ra apibu¯dinama kaip elementu˛, dar vadinamu˛ neuronais, kurie sujungti tarpusavyje,
visuma [22]. Kiekvieno neurono iše˙jimo signalas gali bu¯ti apskaicˇiuojamas panaudojant išraiška˛:
y = f (
n
∑
i=1
wixi +w0) (4.2)
kur x1...n neuronu˛ i˛e˙jimo verte˙s, w1...n jungcˇiu˛ svoriai, w0 - slenkscˇio reikšme˙. Funkcija f va-
dinama neurono perdavimo funkcija. Dažniausiai pasitaikancˇios neurono perdavimo funkcijos
pateikiamos 4.5 paveiksle.
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4.5 pav. Dažniausiai naudojamos neurono perdavimo funkcijos. Adaptuota iš [16]
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Visuma mine˙tu˛ neuronu˛ turincˇiu˛ tokia˛ pacˇia˛ perdavimo funkcija˛, laikoma sluoksniu. Bu¯tent
tokie sluoksniai jungiami tarpusavyje, taip sudarant dirbtini˛ neuronini˛ tinkla˛. Tokio neuroninio
tinklo pavyzdys pateikiamas paveiksle.
4.6 pav. Neuroninio tinklo struktu¯ros pavyzdys. Adaptuota iš [9]
Neuroniniai tinklai prade˙ti tobulinti dar 1943 metais, kai Warrenas McCullochas ir Walteris
Pittsas suku¯re˙ kompiuterini˛ modeli˛, paremta˛ slenkscˇiu˛ logika [23]. Proveržis neuroniniu˛ tinklu˛
tobulinime i˛vyko 1975 metais pristacˇius atgaline˙s sklaidos algoritma˛, kuris efektingai sprende˙
užduotis, keisdamas jungcˇiu˛ svorius, taip pagerindamas pirmtako rezultatus [24]. Vis de˙lto, pa-
mine˙ti neuroniniai tinklai dažniausiai bu¯davo iš vieno pasle˙pto sluoksnio, kadangi tuometiniai
kompiuteriai nebuvo pakankamai galingi apdoroti ir apmokyti didesnius neuroninius tinklus [25].
Jei neuroninis tinklas susideda iš dvieju˛ arba daugiau pasle˙ptu˛ sluoksniu˛, jis yra laikomas gilaus
mokymosi neuroniniu tinklu [25]. Galima tokio tinklo struktu¯ra pateikiama 4.7 paveiksle:
4.7 pav. Gilaus mokymosi neuroninio tinklo struktu¯ros pavyzdys. Adaptuota iš [25]
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Ši˛ tinkla˛ sudaro i˛e˙jimo sluoksnis, trys pasle˙pti sluoksniai ir vienas iše˙jimo sluoksnis. Nuo
2011 metu˛ išpopuliare˙jus konvoliuciniams neuroniniams tinklams bei patobule˙jus kompiuterine˙ms
technologijoms gilaus mokymosi neuroniniai tinklai prade˙ti placˇiai taikyti vaizdo ar kalbos atpa-
žinime [26, 27, 28]. Nagrine˙jant didelius kiekius duomenu˛ gilaus mokymosi neuroniniai tinklai
tikslumu konkuruoja su klasikiniais mašininio mokymo modeliais [29]. Nagrine˙jant i˛mone˙s kredi-
to rizika˛ gilaus mokymosi neuroniniai tinklai nesugebe˙jo nukonkuruoti tradicinio bustinimo (angl.
boosting) metodo [25].
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5. REIKŠMINGIAUSIU˛ POŽYMIU˛ NUSTATYMAS
Tiek sukurtame regresijos modelyje, tiek nagrine˙toje literatu¯roje, modeliui apmokyti bu-
vo naudojamas požymiu˛ sa˛rašas, kuri˛ sudaro SF ir istorine˙ kliento informacija [5, 6, 7, 8]. Šiu˛
požymiu˛ apskaicˇiavimas reikalauja labai daug laiko, apmokant modeli˛ treniravimosi stadijoje,
tode˙l siekiama optimizuoti šiu˛ požymiu˛ panaudojima˛ ir jo apmokymui naudoti tik reikšmingiau-
sius požymius.
5.1. Požymiu˛ reikšmingumo identifikavimas
Panaudojant požymiu˛ svarbumo nustatymo funkcija˛ (angl. PredictorImportance ) identi-
fikuojamas kiekvieno požymio reikšmingumo kitimas modelio pertreniravimo metu. Modeliui
apmokyti naudojamu˛ 15 požymiu˛ reikšmingumo kitimas pateikiamas 5.1 paveiksle:
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5.1 pav. Požymiu˛ reikšmingumo kitimas
Grafike matyti, jog kiekvieno modelio apmokymo metu požymiu˛ reikšmingumas yra skirtin-
gas ir kinta ribose nuo 0 iki 20. Iš gautu˛ požymiu˛ reikšmingumu˛ negalima atrinkti vieno ar keliu˛
reikšmingiausiu˛ požymiu˛, taigi toliau atliekamas tyrimas, siekiant nustatyti optimalu˛ slenksti˛, ku-
rio pagalba bu¯tu˛ atrenkami ir i˛ mokymo imti˛ i˛traukiami tik svarbiausi požymiai. Šiam slenkscˇiui
nustatyti pasitelkiamos ROC (angl. Receive roperating characteristic) kreive˙s.
5.2. ROC kreive˙
ROC kreive˙ – grafikas, rodantis klasifikatoriaus jautrumo ir specifiškumo (tiksliau, vieneto
ir specifiškumo skirtumo) sa˛ryši˛ [30]. ROC kreive˙s pavyzdys pateikiamas 5.2 paveiksle.
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5.2 pav. ROC kreive˙s pavyzdys
Kaip matyti 5.2 paveiksle, ROC kreive˙s abscisiu˛ ašyje atvaizduojamas FPR (angl. False po-
sitive rate) – skirtumas tarp 1 ir modelio specifiškumo, o ant ordinacˇiu˛ ašies – TPR (angl. True
positve rate), atspindintis modelio jautruma˛. Kiekvienai galimai šio slenkscˇio reikšmei, abiejo-
se ašyse atvaizduojama teigiamu˛ klasifikatoriaus spe˙jimu˛ dalis (vertikalioje – teisingu˛ teigiamu˛,
horizontalioje – klaidingu˛ teigiamu˛). Esant didele˙ms slenkscˇio reikšme˙ms, klasifikatorius beveik
ar ir visiškai nepateikia teigiamu˛ spe˙jimu˛. Mažinant slenksti˛, abieju˛ spe˙jimu˛ dalis priarte˙ja prie
vieneto. Visiškai atsitiktinai išvada˛ spe˙jancˇio analizatoriaus ROC kreive˙ yra i˛strižai grafika˛ ker-
tanti tiese˙ (parodyta punktyrine linija). Analizatorius tuo geresnis, kuo aukšcˇiau šios tiese˙s yra jo
kreive˙. Šia˛ ROC kreive˙s savybe˛ taip pat galima išreikšti AUC (angl. Area under curve), ploto po
kreive, parametru. Kuo AUC arcˇiau vieneto, tuo klasifikatorius laikomas geresniu [30].
5.3. Optimalaus slenkscˇio nustatymas
ROC kreiviu˛ ir ploto po jomis metodika panaudojama optimaliam požymiu˛ reikšmingumo
slenkscˇiui nustatyti. 5.1 -ajame paveiksle matyti, jog požymiu˛ reikšmingumas kinta ribose nuo 0
iki 20, tacˇiau daugumos požymiu˛ reikšmingumas kinta tik nuo 0 iki 5. Ieškoti optimalaus slenkscˇio
visame reikšmingumo intervale ne˙ra prasme˙s, nes daugelyje atveju˛, ribose nuo 5 iki 20, i˛ trenira-
vimo duomenu˛ imti˛ nepateks nei vienas požymis. Tode˙l kiekvienoje X ašies atskaitoje požymiu˛
reikšmingumai normalizuojami 0 ir 1 ribose. Tokiu atveju, keicˇiant slenksti˛, visada bent vienas
požymis bus i˛trauktas i˛ mokymo imti˛. Normalizuotu˛ požymiu˛ reikšmingumo kitimas pateikiamas
5.3 paveiksle.
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5.3 pav. Normuotu˛ požymiu˛ reikšmingumo kitimas
Naudojant normalizuota˛ požymiu˛ reikšminguma˛ ir keicˇiant slenkscˇio riba˛ nuo 0 iki 1, kiek-
vienos iteracijos metu i˛ mokymo imti˛ bus i˛trauktas bent vienas požymis. Požymiu˛ reikšmingumo
slenkstis keicˇiamas 20 kartu˛, kiekvienoje iteracijoje slenkscˇio verte˛ padidinant 0,05. Apskaicˇiuo-
jamos analizuojamo atvejo TPR ir FPR verte˙s, kurios naudojamos ROC kreive˙s sudarymui. MAT-
LAB aplinkoje tai i˛gyvendinama panaudojant ROC kreive˙s sudarymo funkcija˛ (angl. perfcurve):
[X, Y, T, AUC] = perfcurve(labels, scores, posclass)
Svarbu pamine˙ti, jog perfcurve metodas apskaicˇiuoja ROC parametrus panaudojant tik modelio
treniravimosi metu naudojamus visu˛ i˛moniu˛ duomenis. Sudarant treniravimo i˛e˙jimo duomenis i˛
imti˛ i˛traukiami tik tie duomenys, kurie viršija nustatyta˛ slenkscˇio reikšme˛:
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5.4 pav. Reikšmingu˛ požymiu˛ atrinkimas panaudojant slenksti˛
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Kaip matome grafike, i˛ mokymu˛ imti˛ šiuo atveju i˛traukiami tik požymiai, kuriu˛ reikšmin-
gumas yra didesnis nei užduotas 0,35 slenkstis, šie požymiai grafike pažyme˙ti rutuliuko simboliu.
Kiekvienai gautai ROC kreivei apskaicˇiuojamas AUC parametras. Jo priklausomybe˙ nuo slenkscˇio
verte˙s pateikiama 5.5 paveiksle:
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5.5 pav. Ploto po ROC kreive priklausomybe˙ nuo slenkscˇio
Iš 5.5 duomenu˛ matyti, jog perkopus 0,35 slenkscˇio verte˛ klasifikatorius žymiai pabloge˙ja,
tacˇiau bet kokiu atveju AUC verte˙ yra didesne˙ nei 0,5, taigi klasifikatoriaus tikslumas geresnis nei
atsitiktinio spe˙jimo. AUC kitimas, priklausantis nuo naudojamu˛ požymiu˛ skaicˇiaus, pateikiamas
5.6 paveiksle.
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5.6 pav. Ploto po ROC kreive priklausomybe˙ nuo požymiu˛ skaicˇiaus
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Grafike matyti, jog naudojant daugiau nei 6 požymius AUC verte˙ arte˙ja link 1. Remiantis
šiais rezultatais, optimaliu slenkscˇiu pasirenkamas 0,35. Taigi parenkant treniravimo duomenis,
modelio persimokymui atrenkami tik tie požymiai, kuriu˛ reikšmingumas didesnis nei 0,35. Tokiu
bu¯du modelis neapkraunamas nereikšmingais požymiais, taip sutrumpinant modelio apmokymo
trukme˛. Siekiant identifikuoti 6 požymius, kurie modeliui apmokyti buvo reikšmingiausi, atren-
kamos atskaitos, kurios kiekvieno persitreniravimo metu viršijo 0,35 verte˙s riba˛. Grafine˙ šios
atrankos interpretacija pateikiama 5.7 paveiksle.
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5.7 pav. Reikšmingiausiu˛ požymiu˛ nustatymas panaudojant 0,35 slenksti˛. Požymiu˛
reikšmingumas normuotas ribose nuo 0 iki 1
I˛ tolimesnius skaicˇiavimus i˛traukiami požymiai, kurie viršijo juoda linija pažyme˙ta˛ riba˛. Su-
skaicˇiuojama, kiek kartu˛ kiekvienas požymis buvo i˛trauktas i˛ šia˛ imti˛ per 60 modelio persitreniravimu˛.
Rezultatai pateikiami 5.8 histogramoje:
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5.8 pav. Reikšmingiausiu˛ požymiu˛ histograma
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Iš histogramos duomenu˛ matyti, jog daugiausiai kartu˛ reikšmingiausi buvo šie požymiai:
1. maksimali SF suma;
2. minimali SF suma;
3. SF kiekis per diena˛;
4. vidutinis SF apmoke˙jimo ve˙lavimas;
5. standartinis SF apmoke˙jimo ve˙lavimo nuokrypis;
6. sektorius.
Pamine˙ti 6 požymiai laikomi reikšmingiausiais ir bus naudojami apmokant gilaus mokymosi
neuronini˛ tinkla˛, aprašyta˛ 8 skyriuje.
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6. PROGNOZAVIMO REZULTATU˛ APŽVALGA
Suku¯rus ir apmokius klasifikavimo medžiu˛ kolektyvo modeli˛, atliekama i˛mone˙s mokumo
prognoze˙. Atsitiktiniu bu¯du atrenkama viena i˛mone˙, kurios istorijoje yra NSF. Mažmenine˙s pre-
kybos pirmosios i˛mone˙s mokumo indekso prognoze˙ pateikiama 6.1 paveiksle.
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6.1 pav. I˛mone˙s mokumo prognoze˙ naudojant sprendimo medžiu˛ kolektyvo modeli˛
Iš gautu˛ rezultatu˛ matyti, jog modelio prognozuojama reikšme˙ visiškai sutampa su tikra˛ja
mokumo indekso reikšme. Sukurtas modelis, kaip ir tobulinamas regresijos modelis, aptinka NSF
prieš 30 dienu˛ iki jos atsiradimo. Toliau nagrine˙jama atsitiktinai atrinktos i˛mone˙s, kurios istorijoje
ne˙ra NSF, mokumo indekso prognoze˙. Klasifikavimo ir regresijos modeliu˛ prognozavimo rezultatu˛
lyginimas pateikiamas 6.2 paveiksle:
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6.2 pav. I˛mone˙s mokumo prognoze˙ klasifikavimo (viršuje) ir regresijos (apacˇioje) atveju
Nagrine˙jant klasifikavimo atveji˛, modelio ir tikrosios mokumo indekso verte˙s visiškai suta-
po, o regresijos modelis klaidingai prognozavo NSF atsiradima˛. Šiam reiškiniui ištirti atliekamas
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papildomas tyrimas, siekiant nustatyti, ar šiuo laiko momentu i˛mone˙s mokumo prognozavimui
naudojami požymiai buvo artimi nemokios i˛mone˙s požymiams. Tada apskaicˇiuojami trys rei-
kšmingiausi požymiai, siekiant atvaizduoti ju˛ pasiskirstyma˛ erdve˙je. Pirmiausia suskaicˇiuojama,
kiek kartu˛ požymis per visa˛ treniravimosi cikla˛ yra i˛traukiamas i˛ reikšmingiausiu˛ požymiu˛ trejetu-
ka˛. Trys požymiai su didžiausiais pasikartojimo kiekiais atrenkami atvaizduoti trimate˙je erdve˙je.
Grafine˙ šios paieškos interpretacija pateikiama 6.3 paveiksle:
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6.3 pav. Svarbiausiu˛ požymiu˛ histograma
Iš histogramos matyti, jog septintas ir antras požymiai dažniau pasitaike˙ tarp reikšmingiausiu˛
požymiu˛. Ketvirtas ir šeštas požymiai i˛ reikšmingiausiu˛ požymiu˛ imti˛ buvo i˛traukti atitinkamai 579
ir 580 kartu˛, taigi maksimali SF suma (2), vidutinis SF apmoke˙jimo ve˙lavimas (6) ir standartinis
SF apmoke˙jimo ve˙lavimo nuokrypis (7) naudojami kaip reikšmingiausi požymiai šiame tyrime.
Kadangi šiu˛ reikšmiu˛ kitimo diapazonai labai skirtingi, reikšme˙s normalizuojamos [0,1] ribose.
Norint nustatyti, ar mokumo indekso staigus išaugimas signalizuoja apie i˛mone˙s požymiu˛
panašuma˛ i˛ nemokios i˛mone˙s požymius, šios dvi klase˙s pavaizduojamos 3D erdve˙je, kurios ašyse
atidedamos požymiu˛ verte˙s. Klasiu˛ pasiskirstymas 3D erdve˙je pateikiamas 6.4 paveiksle.
0
0.1
0.2
0
0.3
0.4
0.5
0.6
0.7
0.1
0.8
0.9
1
0.2 0.3 10.90.4 0.80.5 0.70.60.6 0.50.7 0.40.30.8 0.20.9 0.101
ASF
NSF
6.4 pav. ASF ir NSF pasiskirstymas erdve˙je pagal požymiu˛ reikšmes
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Kaip matyti, abi klase˙s erdve˙je atsiskyrusios, taigi galima laikytis prielaidos, jei SF požymiu˛
taškas staigiai išaugus mokumo indeksui yra arcˇiau NSF tašku˛ centro, tai tuo metu i˛mone˙s požy-
miai buvo artimi nemokios i˛mone˙s, tacˇiau i˛mone˙s finansiniai rodikliai stabilizavosi ir ji sugebe˙jo
laiku apmoke˙ti SF. Nagrine˙tas atvejis pasitaike˙ 80 kartu˛ per visa˛ duomenu˛ imti˛ ir daugiau nei 76%
atveju˛ i˛mone˙s požymiai buvo panašu¯s i˛ nemokiu˛ i˛moniu˛ požymius, kadangi taškai buvo arcˇiau
NSF klase˙s centro. Likusiais atvejais atstumu˛ skirtumas buvo artimas 0, tode˙l negalima i˛vertinti,
ar šiais atvejais modelis vienareikšmiškai klydo.
6.1. Atraminiu˛ vektoriu˛ mašinos modelio prognozavimo rezultatai
Toliau pateikiama mokumo indekso prognoze˙ panaudojant atraminiu˛ vektoriu˛ mašinos modeli˛.
Šio modelio prognoze˙ mažmenine˙s prekybos pirmajai i˛monei, kaip ir 6.1 pavaizduotame paveiksle,
pateikiama 6.5 paveiksle:
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6.5 pav. I˛mone˙s mokumo prognoze˙ naudojant atraminiu˛ vektoriu˛ mašinos modeli˛
Kaip matyti grafike, šis modelis taip pat didžia˛ja˛ dali˛ tašku˛ prognozavo teisingai, tacˇiau ne-
sutapo pirma reikšme˙, kada mokumo indeksas pasieke˙ 1, taigi atraminiu˛ vektoriu˛ mašina parem-
tas modelis viena diena ve˙liau aptiko neapmoke˙tas SF. Tiriant i˛mone˛, kurios istorijoje ne˙ra NSF,
atraminiu˛ vektoriu˛ mašimos modelis, kaip ir sprendimu˛ medžiu˛ kolektyvo modelis, neklydo.
6.2. Bajeso modelio prognozavimo rezultatai
Taip pat atlikta prognoze˙ panaudojant Bajeso klasifikatoriu˛. Šio metodo prognozavimo re-
zultatai mažmenine˙s prekybos pirmajai i˛monei pateikiami 6.6 paveiksle.
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6.6 pav. I˛mone˙s mokumo prognoze˙ naudojant Bajeso modeli˛
Kaip matyti grafike, prognozuota reikšme˙ daugeliu atveju nesutapo su tikra˛ja mokumo rei-
kšme. Modelis prognozavo NSF i˛mone˙s istorijos pradžioje, kai dar NSF nebuvo, o atsiradus ne-
apmoke˙toms SF jas aptiko daug ve˙liau, nei prieš tai aptarti modeliai. Atlikus mokumo progno-
ze˛ i˛mone˙ms, kuriu˛ istorijoje ne˙ra neapmoke˙tu˛ sa˛skaitu˛ faktu¯ru˛, Bajeso modelis klaidingu˛ alermu˛
nepateike˙, taigi prognozuotos ir tikrosios mokumo indekso verte˙s sutapo per visa˛ prognozavimo
laikotarpi˛.
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7. NSF DETEKTAVIMO KOKYBE˙S VERTINIMAS
Tiek regresijos modelyje (i˛gyvendintame bakalauro baigiamojo projekto metu), tiek sukur-
tame klasifikavimo modelyje, prognozuojama ar per nustatyta˛ laiko tarpa˛ i˛mone˙je atsiras NSF.
Analizuojamu atveju šis nustatytas laiko tarpas sieke˙ 30 kalendoriniu˛ dienu˛. Toks pat laikotarpis
taikomas ir apskaicˇiuojant modelio i˛e˙jimo kintamuosius. Siekiant kuo ankscˇiau nustatyti NSF, ga-
lima šiuos parametrus keisti. I˛vertinant sukurtos sistemos prognozavimo kokybe˛ buvo pasirinkti
du ja˛ apibu¯dinantys kriterijai:
1. i˛mone˙s NSF aptikimas;
2. dienu˛ skaicˇius iki pirmos tikros NSF, modeliui signalizavus apie ju˛ atsiradima˛.
Pirmasis parametras yra binarinis ir parodo, ar modelis identifikavo NSF i˛mone˙s istorijoje nepri-
klausomai nuo laiko, kada buvo signalizuota apie NSF. Antrasis parametras parodo, prieš kiek
dienu˛ iki NSF atsiradimo modelis signalizuoja apie mokumo indekso padide˙jima˛. Kuriamame
klasifikavimo modelyje ypacˇ svarbu, jog sistema signalizuotu˛ apie NSF atsiradima˛ ateityje. Klai-
dingas aliarmas nagrine˙jamu atveju reikštu˛ tik papildoma˛ darba˛ banko analitikui, kuris ture˙tu˛ tik-
rinti, ar i˛mone˙ moki, tacˇiau laiku nepastebe˙tos NSF gali sukelti daug didesniu˛ finansiniu˛ nuostoliu˛.
Grafinis šiu˛ kriteriju˛ paaiškinimas pateikiamas 7.1 paveiksle.
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Dienos iki NSF = 54
6 dienos
7.1 pav. Modelio kokybe˙s kriteriju˛ grafinis pavyzdys
Pirmajame grafike atvaizduojamos tikrosios ir modelio prognozuotos reikšme˙s. Pirmasis
kriterijus analizuojamu atveju lygus 1, nes bent viena modelio prognozuota reikšme˙ lygi 1. Šis
parametras i˛gauna 0 reikšme˛, jei modelis neaptinka NSF, nors i˛mone˙s istorijoje ju˛ pasitaike˙, arba
klaidingai indikuoja apie mokumo problemas, nors i˛mone˙ ju˛ neture˙jo. Ši˛ atveji˛ atspindi 2 grafikas.
Trecˇiajame grafike pavaizduota antrojo kriterijaus grafine˙ interpretacija. Tarp modelio prognozuo-
tos ir tikrosios reikšme˙s yra 6 dienu˛ laiko skirtumas, kadangi nagrine˙jamu atveju modelio iše˙jimo
slankusis langas yra 60 dienu˛, tai modelis apie atsirandancˇia˛ NSF perspe˙ja prieš 54 dienas.
Panaudojant šiuos du parametrus buvo i˛vertinta triju˛ modeliu˛ NSF detektavimo kokybe˙. Pir-
miausia buvo tiriamas sprendimu˛ medžiu˛ kolektyvo modelis, keicˇiant i˛e˙jimo bei iše˙jimo langu˛
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trukmes tarp 30, 60 ir 90 dienu˛. Sprendimo medžiu˛ kolektyvo NSF prognozavimo bei signalizavi-
mo apie ateityje atsirandancˇia˛ NSF rezultatai pateikiami 7.1 lentele˙je.
7.1 lentele˙. Sprendimo medžiu˛ kolektyvo klasifikavimo rezultatai. NSF aptikimas ir dienos iki ju˛
atsiradimo panaudojant skirtingu˛ trukmiu˛ i˛e˙jimo ir iše˙jimo langus
NSF aptikimas, % Dienos iki NSF atsiradimo
Iše˙jimo lango dydis
30 60 90 30 60 90
I˛e˙
j.l
.d
yd
is 30 86,45 95,83 80,2 28,4 56,8 87,7
60 94,79 90,62 82,29 19,23 46,4 77,1
90 96,87 87,5 85,41 18,84 43,1 73,8
Kaip matyti iš prognozavimo rezultatu˛, naudojant 90 i˛e˙jimo bei 30 dienu˛ iše˙jimo langus,
pasiektas 96,87 % tikslumas, taigi vos 3 % i˛moniu˛ NSF buvo nenustatytos. Mine˙tas modelis apie
pirma˛ NSF signalizavo tik prieš beveik 19 dienu˛ iki jos atsiradimo. Panaudojant 30 dienu˛ i˛e˙jimo
langa˛ bei 90 dienu˛ iše˙jimo langa˛, pirma NSF aptinkama vidutiniškai prieš 87,7 dienas, tacˇiau 20 %
kompaniju˛, kuriu˛ istorijoje atsiranda NSF lieka nepastebe˙tos arba klaidingai indikuojamos kaip tu-
rincˇios mokumo problemu˛. Naudojant 30 dienu˛ i˛e˙jimo langa˛ bei 60 dienu˛ iše˙jimo langa˛ pirma NSF
aptinkama vidutiniškai prieš 56,8 dienas, o modelis teisingai suklasifikuoja 95,83% kompaniju˛.
Kad bu¯tu˛ galima palyginti sukurto modelio rezultatus, tie patys parametrai buvo apskaicˇiuoti Ba-
jeso ir atraminiu˛ vektoriu˛ mašinos modeliams. Bajeso modelio prognozavimo rezultatai pateikiami
7.2 lentele˙je.
7.2 lentele˙. Bajeso modelio prognozavimo rezultatai. NSF aptikimas ir dienos iki ju˛ atsiradimo
panaudojant skirtingu˛ trukmiu˛ i˛e˙jimo ir iše˙jimo langus
NSF aptikimas, % Dienos iki NSF atsiradimo
Iše˙jimo lango dydis
30 60 90 30 60 90
I˛e˙
j.l
.d
yd
is 30 57,12 32,29 56,25 22 52,17 80,44
60 64,58 61,45 66,66 21,05 55,17 81,44
90 66,66 72,91 73,95 19,6 51,72 80,4
Bajeso modelio didžiausias klasifikavimo tikslumas (73,95%) pasiekiamas naudojant 90
dienu˛ i˛e˙jimo bei iše˙jimo slankiuosius langus. Naudojant šias i˛e˙jimo duomenu˛ charakteristikas,
NSF vidutiniškai aptinkamos prieš 80,4 dienas, tuo tarpu sprendimo medžiu˛ kolektyvo modelis
pirmas NSF aptinka beveik savaite ve˙liau (prieš 73,8 dienas), tacˇiau sprendimu˛ medžio kolektyvo
modelio NSF aptikimo tikslumas didesnis (85,41%).
Gauti rezultatai taip pat lyginami su klasifikavimo uždaviniams spre˛sti dažnai naudojamu
modeliu [21] - atraminiu˛ vektoriu˛ mašina. Šio modelio prognozavimo rezultatai pateikiami 7.3
lentele˙je.
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7.3 lentele˙. Atraminiu˛ vektoriu˛ mašinos modelio prognozavimo rezultatai. NSF aptikimas ir die-
nos iki ju˛ atsiradimo panaudojant skirtingu˛ trukmiu˛ i˛e˙jimo ir iše˙jimo langus
NSF aptikimas, % Dienos iki NSF atsiradimo
Iše˙jimo lango dydis
30 60 90 30 60 90
I˛e˙
j.l
.d
yd
is 30 97,91 87,5 88,54 27,97 41,1 70,02
60 91,66 97,91 94,78 13,2 41,72 66,94
90 97,91 93,75 92,7 11,44 39,95 67,17
Atraminiu˛ vektoriu˛ mašinos modelis beveik su visomis tiriamomis i˛e˙jimo ir iše˙jimo langu˛
kombinacijomis aptiko apie 90% NSF. Geriausia˛ rezultata˛ (97,91%), aptinkant NSF, atraminiu˛
vektoriu˛ mašinos modelis parode˙ panaudodamas 90 dienu˛ i˛e˙jimo ir 30 dienu˛ iše˙jimo langus. Nors
modelis aptiko beveik visas i˛mones su NSF, pirma NSF buvo pastebe˙ta tik prieš 11 dienu˛, tuo tarpu
sprendimo medžiu˛ kolektyvo modelis šias NSF aptinka savaite ankscˇiau. Šiame projekte priimta,
jog sistemos pagrindinis tikslas yra identifikuoti kuo daugiau i˛moniu˛, kuriu˛ istorijoje yra NSF.
Taigi išrenkamas kiekvieno modelio geriausias rezultatas, tenkinantis šias sa˛lygas. Ištirtu˛ modeliu˛
palyginimas pateikiamas 7.4 lentele˙je.
7.4 lentele˙. Modeliu˛, tiksliausiai identifikuojancˇiu˛ NSF, palyginimas
Modelis Sprendimo medžiu˛ kolektyvas Bajeso AVM
I˛e˙jimo lango ilgis, d. 90 90 90
Iše˙jimo lango ilgis, d. 30 90 30
NSF aptikimas, % 96,87 73,95 97,91
Trukme˙ iki NSF atsiradimo, d. 18,84 80,4 11,72
Iš triju˛ ištirtu˛ modeliu˛ geriausius rezultatus parode˙ atraminiu˛ vektoriu˛ mašinos modelis, kuris
beveik 98% tikslumu aptiko NSF i˛mone˙se. NSF šis modelis identifikuodavo vidutiniškai prieš 11
dienu˛ iki jos atsiradimo. Nežymiai atsiliko sprendimo medžiu˛ kolektyvo modelis, kuris apie NSF
signalizuoja prieš 18,84 dienas. NSF jis identifikavo 96,87 % i˛moniu˛, kuriu˛ istorijoje yra NSF,
regresijos modelis NSF identifikavo 100 % tikslumu. Jei pageidaujama NSF identifikuoti kaip
galima ankscˇiau ir kuo daugiau i˛moniu˛, galima remtis 7.5 lentele˙je pateikiamu palyginimu.
7.5 lentele˙. Modeliu˛ palyginimas, kai siekiama SF identifikuoti kaip galima ankscˇiau, taip pat
išlaikant didžiausia˛ NSF aptikimo procenta˛
Modelis Sprendimo medžiu˛ kolektyvas Bajeso AVM
I˛e˙jimo lango ilgis, d. 30 90 60
Iše˙jimo lango ilgis, d. 60 90 60
NSF aptikimas, % 95,83 73,95 97,91
Trukme˙ iki NSF atsiradimo, d. 56,8 80,4 41,72
Iš lentele˙s duomenu˛ matyti, jog geriausius rezultatus rodo sprendimo medžiu˛ kolektyvo mo-
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delis, kuris 95,83% kompaniju˛ aptinka NSF ir tai daro vidutiniškai 56,8 dienos iki pirmos NSF
atsiradimo. Šio modelio iše˙jimo ir i˛e˙jimo langai trumpiausi, lyginant su kitais dviem modeliais,
taigi šis modelis reikalauja ir mažiau kompiuterio resursu˛, atliekant skaicˇiavimus. Jei sistemos
tikslas NSF aptikti kuo ankscˇiau, neatsižvelgiant, kiek i˛moniu˛, jos identifikuojamas galima remtis
7.6 lentele.
7.6 lentele˙. Modeliu˛ palyginimas, siekiant NSF identifikuoti kuo ankscˇiau
Modelis Sprendimo medžiu˛ kolektyvas Bajeso AVM
I˛e˙jimo lango ilgis, d. 30 60 30
Iše˙jimo lango ilgis, d. 90 90 90
NSF aptikimas, % 80,2 66,66 88,54
Trukme˙ iki NSF atsiradimo, d. 87,7 81,44 70,02
Iš lentele˙s duomenu˛ matyti, jog šiuo atveju tikslinga naudoti sprendimo medžiu˛ kolektyvo
modeli˛, kuris NSF identifikuoja prieš 87,7 dienas, tacˇiau tikslumas yra tik 80,2 %. Remiantis
gautais rezultatais, nuspre˛sta i˛e˙jimo bei iše˙jimo langams naudoti atitinkamai 30 ir 60 dienu˛ ku-
riant gilaus mokymosi modeli˛. Naudojant ilgesnius langus sistema apkraunama, nors ryškesnio
pagere˙jimo detektavimo kokybe˙je ne˙ra.
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8. GILAUS MOKYMOSI NEURONINIO TINKLO MODELIO KU¯RIMAS
Publikuotu˛ tyrimu˛ sa˛skaitu˛ faktu¯ru˛ apmoke˙jimo prognozavimo srityje panaudojant gilaus
mokymosi neuroninius tinklus ne˙ra, tode˙l sukurtas modelis, siekiant ištirti jo veikima˛, prognozuo-
jant SF apmoke˙jima˛.
8.1. Autoenkoderio neuroninis tinklas
Vienas iš klasifikavimo uždaviniams spre˛sti naudojamu˛ gilaus mokymosi neuroniniu˛ tinklu˛
yra autoenkoderio (angl. autoencoder) neuroninis tinklas [31, 32, 33]. Šis modelis bus pritaikomas
mokumo indeksui prognozuoti ir realizuojamas MATLAB programavimo aplinkoje [33]. Šiame
projekte bus naudojamas autoenkoderio neuroninis tinkas, susidedantis iš 3 pasle˙ptu˛ sluoksniu˛,
kuriu˛ pirmieji du yra enkoderio sluoksniai, susidedantys iš 10 neuronu˛, bei vienas softmakso (angl.
softmax) sluoksnis. Gilaus mokymosi neuroninio tinklo struktu¯ra pateikiama 8.1 paveiksle.
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8.1 pav. Gilaus mokymosi neuroninio tinklo struktu¯ra
I˛e˙jimo sluoksni˛ sudaro ankscˇiau atrinkti reikšmingiausi požymiai, kurie naudojami formuo-
jant i˛e˙jimo duomenis. Pirmiausia atliekamas pirmo enkoderio sluoksnio apmokymas, panaudojant
neuroninio tinklo sluoksnio treniravimo funkcija˛ (angl. trainAutoencoder):
autoenc1 = trainAutoencoder (X,hiddenSize ,...
’ShowProgressWindow’,false ,...
’L2WeightRegularization’ ,0.001,...
’ SparsityRegularization ’ ,4,...
’ SparsityProportion ’ ,0.05,...
’DecoderTransferFunction’ , ’ purelin ’ );
Šios tinklo dalies struktu¯ra pateikiama 8.2 paveiksle.
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8.2 pav. Gilaus mokymosi neuroninio tinklo enkoderio sluoksnio struktu¯ra
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Šioje apmokymo dalyje modelis apsimoko ir nusistato sau svarbius požymius, neture˙damas
atitinkamu˛ iše˙jimo duomenu˛. Šie požymiai dekoduojami ir naudojami antro enkoderio sluoksniui
apmokyti:
features1 = encode(autoenc1,X);
autoenc2 = trainAutoencoder ( features1 , hiddenSize ,...
’ShowProgressWindow’,false ,...
’L2WeightRegularization’ ,0.001,...
’ SparsityRegularization ’ ,4,...
’ SparsityProportion ’ ,0.05,...
’DecoderTransferFunction’ , ’ purelin ’ ,...
’ScaleData’ , false );
Šios dalies struktu¯ra pateikta 8.3 paveiksle.
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8.3 pav. Gilaus mokymosi neuroninio tinklo antro enkoderio sluoksnio struktu¯ra
Nauji požymiai dar karta˛ dekoduojami bei naudojami softmakso sluoksnio apmokymui. Cˇia
apmokymui jau naudojami ir iše˙jimo duomenys:
features2 = encode(autoenc2, features1 );
softnet = trainSoftmaxLayer( features2 ,Y,
’LossFunction’ , ’ crossentropy ’ ,
’ShowProgressWindow’,false);
Apmokius šiuos tris sluoksnius jie sujungiami i˛ viena˛ bei apmokomi taip pat naudojant ir iše˙jimo
duomenis:
deepnet = stack (autoenc1,autoenc2, softnet )
deepnet = train (deepnet ,X,Y);
8.2. Gilaus mokymosi neuroninio tinklo detektavimo kokybe˙s vertinimas
Apmokius gilaus mokymosi neuronini˛ tinkla˛, atliekamas šios sistemos kokybe˙s vertinimas.
Modeliui apmokyti naudotas 30-ies dienu˛ i˛e˙jimo duomenu˛ ir 60-ies dienu˛ iše˙jimo slankusis langas.
8.4 paveiksle pateikiama mokumo indekso prognoze˙ mažmenine˙s prekybos pirmajai i˛monei, kaip
ir 6.1 pateiktame paveiksle.
42
0 10 20 30 40 50 60 70 80 90 100
Diena
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
M
ok
um
o 
in
de
ks
as
8.4 pav. Gilaus mokymosi neuroninio tinklo prognozavimo rezultatai
Gilaus mokymosi neuroninis tinklas aptiko, jog ši i˛mone˙ ture˙s NSF, tacˇiau tai atliko ve˙liau
nei sprendimu˛ medžiu˛ kolektyvo ar atraminiu˛ vektoriu˛ mašinos modeliai. Taip pat nagrine˙jamas
atvejis, kai mokumo indekso prognoze˙ atliekama i˛monei, kurios istorijoje ne˙ra NSF. 8.5 paveiksle
pateikiama mokumo indekso prognoze˙ analizuojamai i˛monei.
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8.5 pav. Gilaus mokymosi neuroninio tinklo prognozavimo rezultatai
Kaip ir naudojant visus kitus klasifikavimo modelius, mokumo indekso prognoze˙ visiškai
sutapo su tikra˛ja reikšme˙ ir klaidingai nemokioms priskirtu˛ i˛moniu˛ nebuvo. Sukurtas modelis taip
pat buvo i˛vertintas remiantis 6 skyriuje aprašytais kriterijais. Šio vertinimo rezultatai pateikiami
8.1lentele˙je.
8.1 lentele˙. Gilaus mokymosi neuroninio tinklo NSF detektavimo kokybe˙s vertinimas
NSF aptikimas, % Dienos iki NSF aptikimo
82,75 49,47
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Daugiau nei 80 % i˛moniu˛ buvo aptiktos NSF vidutiniškai prieš 49,47 dienas iki ju˛ atsiradimo.
Gilaus mokymosi neuroninio tinklo ir kitu˛ ištirtu˛ modeliu˛ rezultatu˛ palyginimas pateikiamas 8.2
lentele˙je.
8.2 lentele˙. Klasifikavimo modeliu˛ palyginimas
Modelis Spr. m. kolektyvas Bajeso AVM Gilaus mok. n. tinklas
NSF aptikimas, % 95,83 32,29 87,5 82,75
Trukme˙ iki NSF atsiradimo, d. 56,8 52,17 41,1 49,47
Ištyrus pamine˙tus modelius matyti, jog geriausias rezultatas pasiekiamas naudojant sprendi-
mo medžiu˛ kolektyvo modeli˛. Gilaus mokymosi neuroninis tinklas taip pat gale˙tu˛ bu¯ti taikomas
mokumo indeksui prognozuoti, ypacˇ jei duomenu˛ kiekiai dideli ir reike˙tu˛ analizuoti ne 100 i˛moniu˛,
bet pvz. 10000 i˛moniu˛ mokuma˛.
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IŠVADOS
1. Visose išnagrine˙tose sistemose modelio i˛e˙jimo kintamuosius sudaro požymiu˛ sa˛rašai,
apibu¯dinantys i˛mone˙s SF ir ju˛ istorija˛. Mine˙tu˛ dvieju˛ lygmenu˛ naudojimas pagerina sistemos
prognozavimo tiksluma˛. Prognozavimui naudojami modeliai: neuroniniai tinklai, atraminiu˛
vektoriu˛ mašinos modelis, atsitiktiniai miškai, logistine˙ regresija bei sprendimu˛ medžiai.
2. Sukurta i˛mone˙s mokuma˛ prognozuojanti sistema, paremta sprendimo medžiu˛ kolektyvo,
atraminiu˛ vektoriu˛ mašinos, Bajeso klasifikatoriaus ir gilaus mokymosi neuroniniu˛ tinklu˛ klasi-
fikavimo modeliais. Klasifikavimo modeliai nepateikia klaidingu˛ aliarmu˛ lyginant su regresijos
modeliu.
3. Sukurta reikšmingu˛ kintamu˛ju˛ atrinkimo sistema, kuri sudarydama mokymo duomenu˛ imti˛
i˛traukia tik tuos požymius, kuriu˛ reikšmingumas viršija optimalu˛ slenksti˛. Nustatyta, jog opti-
malus reikšmingumo slenkstis yra 0,35. Sistema adaptuojasi naudodama tik reikšmingiausius
šešis kintamuosius modeliui apmokyti.
4. Atliktas NSF detektavimo kokybe˙s vertinimas panaudojant du kriterijus – procentine˛ aptiktu˛
kompaniju˛, kuriu˛ istorijoje yra NSF, išraiška˛ bei dienu˛ skaicˇiu˛ iki pirmos NSF atsiradimo sig-
nalizavus modeliui. Dide˙jant i˛e˙jimo slankiojo lango ilgiui, dienu˛ skaicˇius iki NSF nustatymo
maže˙ja. Remiantis banko reikalavimais, naudojant skirtingas langu˛ kombinacijas, galima NSF
identifikuoti suteikiant prioriteta˛ arba kuo tikslesniam NSF aptikimui, arba kuo ankstesniam ju˛
identifikavimui, bet su tam tikru klaidu˛ skaicˇiumi. Norint kuo tiksliau aptikti NSF, rekomenduo-
jama naudoti atraminiu˛ vektoriu˛ mašinos modeli˛ bei 90 dienu˛ i˛e˙jimo ir 30 iše˙jimo slankiuosius
langus (NFS tikslumas – 97,91 %), o norint NSF aptikti kaip galima ankscˇiau, patartina nau-
doti sprendimo medžiu˛ kolektyvo modeli˛, su 30 dienu˛ i˛e˙jimo ir 90 dienu˛ iše˙jimo slankiaisiais
langais (signalizuojama 87,7 dienos iki NSF atsiradimo).
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