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1. INTRODUCTION 
In recent years the retarded linear functional differential equations (FDE) 
have been often investigated by using the C,-semigroups on the product space 
W x L2. This has been motivated by the great flexibility this space offers in 
studies of many problems, especially in the control theory. Among the recent 
publications involving studies of retarded equations by using the space lFP x L2 
we quote Banks and Burns [I] and Delfour [5]. Many other references along with 
historical accounts can be found in those papers. For the theory of retarded 
equations using space C of continuous functions the reader is referred to Hale [8]. 
Although the semigroup approach offers a general view on problems involving 
functional differential equations, many useful special features of FDEs are lost 
in the semigroup representation. On the other hand, going back to a detailed 
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representation of FDEs quickly leads to cumbersome calculations. To retain 
some of the essential features of retarded FDEs in the general semigroup 
representation, the present authors were led to introduce, in 1975, a certain 
operator F. This operator is a bounded linear mapping from W x L2 into itself 
and depends on the structure of the retarded part of the FDE. It has been 
since called either the “structural” or the “hereditary” operator F. Initially 
introduced to alleviate the burden of a cumbersome notation in systems with 
many delays, this operator soon turned out to be an extremely useful device in 
the analysis of FDEs. A preliminary account of some of the useful properties 
of F was given in Bernier and Manitius [3], Delfour and Manitius [7], Delfour 
et al. [6], and Manitius [14]. It was noticed that many important qualitative 
properties of retarded FDEs are related to the operator F. For instance, the 
well-known bilinear form described by Hale [8, Chaps. 6, 71 corresponds in the 
setting of R’l x L2 to a bilinear form generated by F. Another property is that 
the solution of a retarded FDE is zero for all t >, 0 if and only if the initial 
data are in the null space of F. The operator F has some nice intertwining 
properties with the adjoint and the transposed semigroups. It also plays an 
important role in the problems of controllability, observability (Manitius [14]), 
completeness of eigenfunctions (Section 5 of this paper and Manitius [IS]), and 
the operator Riccati equation (cf. Delfour et al. [q). 
This motivated the present authors to investigate more deeply the operator F 
and see how it relates to the various semigroups in [w” x L2 constructed from 
the autonomous retarded FDEs. Previously, we have defined F for a class of 
equations with finite number of delays and an integral term. In this paper we 
generalize F to the class of FDEs in which the right-hand side is a Lebesgue- 
Stieltjes integral of the segment of past solution, with the kernel which is an 
arbitrary 12 x n matrix function of bounded variation. Fundamental properties 
of F are then systematically examined. In Section 2 we investigate conditions for 
F to be one to one, onto or with dense image. It is then shown that the adjoint 
of F is intertwined in a certain way with the adjoint and transposed generators 
and semigroups. If the null space of F is not just {0}, it is shown in Section 3 
that the semigroup can be redefined on the quotient space [Wn x L* by the null 
space of F. The questions as to when the usual and the quotient space semigroups 
are one to one for all t are answered. In Part II the role of F in the spectral theory 
is examined. It is shown in Section 4 that the spectral projections can be ex- 
pressed by operators involving the bilinear form generated by F. There are 
also some interesting relationships between the eigenspaces of the transposed 
and the adjoint generators that involve F. The resolvent operator is also simply 
expressed as a composition of F with other operators. In Section 5 the simple 
forms for the resolvent are used to obtain the criteria of completeness of eigen- 
functions associated with the FDE. These criteria are stated in the complex 
domain and constitute a generalization of earlier results by Levinson and 
AlcCalla 1131 which were obtained for scalar equations only. Section 5 is com- 
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plementarp to another study of completeness given in Manitius [15], in which 
the operator F also plays a prominent role. 
Various results contained in this paper have been obtained by the authors 
during the period 19751978. Some of them were even announced and used in 
earlier publications (e.g., Theorem 4.4(iii) and Corollary 5.4. are quoted in 
Manitius [14]), although the complete proofs appear in this paper for the first 
time. To streamline the presentation, some of the more technical proofs have 
been deferred to the Appendix. 
NOTATION AND TERMINOLOGY 
Let R and C denote the set of real and complex numbers, respectively; the 
complex conjugate of h in C will be denoted by A. Let Rn (resp. P) be the real 
(resp. complex) Hilbert space of dimension n (n 3 1, an integer) endowed with 
the usual Euclidean norm 1 . 1 and scalar product x . y. The transpose (a,,) and 
adjoint (Q of an 1z x n matrix A = (a$,) defined on C will be denoted by AT 
and rZ*, respectively. The space of Lebesgue measurable maps [a, 61 - [w’” 
which are square integrable (resp. essentially bounded) will be denoted by 
L’[a, 61 (resp. Lac[u, 61) and its norm will be denoted by I/ /I2 (resp. 11 1~). The 
inner product inL2[a, 61 will be denoted by ( , )a . The Sobolev space of functions 
f: [u, 61 --z UP with a derivative Df in L*[u, 61 will be denoted by LP[u, 61 and 
its norm by 11 jJ,+ . The space of continuous functions [a, 61 4 [w” will be 
denoted by C[u, 61 and its norm by I/ jlc . Occasionally when the values of the 
functions lie in a space different of R”, e.g., R”” for m f ?I, we shall write 
L”(a, 6; lP>, Lm(u, 6; rW’,l), or Hl(u, 6; R/l). The space of functions of bounded 
variation 17: [a, 61 - llP (resp. [w” x R”) will be denoted by Bl’[a, 61 and their 
total variation V((rl, [a, 61). Given 6 > 0, let ML denote the product space 
ilP x L”[-6, 0] endowed with the inner product 
where each element 4 of M” is identified with a pair (+O, Cl), 4” E R”, 4’ EL~[-/z, 01. 
Given two Banach spaces X and I’, we denote by .2(X, Y) the Banach space 
of all continuous linear maps L: X + I’ endowed with the natural norm. When 
X = Y, we write Z’(X) in place of 2(X, X); the identity in 2’(X) is denoted 
byl. The dual of an elementL in 2(X, Y) will be denoted by L* (in y( I-*, X*)). 
When X and ET are Hilbert spaces we shall say that L* viewed as an element of 
y(Y, X) is the adjoint of L. The symbols KerL and ImL will denote the null 
space and the image of L, respectively. The closure in the norm topology of a 
subset S of a Banach space will be denoted by s. Finally, the derivative of a 
function f: [a, 61 + [w’” will be denoted f, Df or df/dt. 
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2. THE STRUCTURAL OPERATOR F 
This section is divided into two parts. In the first one we study the basic 
properties of the operator F, in the second one we characterize Ker F and Im F. 
2.1. Dejinition and Basic Properties 
In this section we define the operator F for a general class ot autonomous 
linear retarded equations given by 
g(t) = jcp,,,nl 4(e) .$t + 0 f :a 0, 
(2.1) 
x(e) = c$(@ in [--h, 01, 
where q( .) is an 11 x 11 matrix of realfunctions of bounded variation, i.e., q(.) E BV. 
We shall exhibit the role of F in the dependence of solutions on the initial data. 
We shall also obtain the adjoint F* of F and explain the role of F in the hereditary 
product of Hale [8, p. 1731. 
If we assume that q is of the form 
where x, denotes the characteristic function of the set 1, Ai are n :< IZ matrices, 
A4,,( .) E L1( --h, 0; Rnxn), and 
0 = h, < h, < ... < h, < h,+l < ..’ < h, = h (2.3) 
is an ordered finite sequence of real numbers, then (2.1) reduces to 
dx 
z (4 = 44t) + 
The matrix 7 corresponding to (2.4) is not unique. It could also be chosen as 
For initial functions in C[-h, 01, and v(e) E BV[-h, 0] Eq. (2.1) has a unique 
solution which continuously depends on 4. 
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In order to exhibit the role of the initial function 4 and the solution s: 
[0, to[ -+ IP, let us rewrite (2.1) in the following form 
dx(t) 
~ = .i,-, “] dt . drl(Q 4 + 4 + j;-, -t[ drl(4 +(t + f’), 
O<t<h, 
= L”1 
(2.6) 
d,(e) x(t f 0 t > h. 
The term containing q5 is zero for t > h. This term very naturally suggests the 
introduction of the linear map 4 + H4 given by 
(2.7) 
For each 4 E C[-h, 01, (H+)(a) is well defined for each 01 E [-h, 01, and H$ is a 
function of bounded variation on [-h, 01. Moreover 
This shows that H is a continuous linear map from C[-h, 0] to L”[-h, 01. We 
will now show that the domain of H can be extended to L*[-h, 0] without 
losing the continuity of H. 
Introduce the following (closed) subspaces of C[-h, 01, endowed with the 
sup norm 
C,, = (4 E Cl--h, 01 I 440) = 01, C, = (4 E C[-h, 0] 1+(--h) = O}. (2.9) 
THEOREM 2.1. Let 77 E BF[-h, 01. Then 
(i) H has a continuous extension (still denoted by H) 
H: L’[-h, 0] +-q--h, 01. (2. IO) 
(ii) The restriction I? of H to C, , + - I%$ = H+, #J E C, , is a continuous 
linear map A: C, - C,, . 
Proof..’ (i) Take arbitrary+ E C[-h, 01, z,b EL*[-h, 01. Since Hq5 EL”[-h, 01, 
we can write 
(3.1 I) 
1 The first author is pleased to acknowledge dmxssions with R. B. Vmter of the 
Imperial College of Science and Technology, London, England for part (i) of the proof 
of Theorem 2. I. 
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Since the integral jlh dct 1 #(IX)] st-la,ut ) d?(e)\ ) +(6 - CY)\ is bounded, we can use 
Fubini’s theorem (cf. Rudin [14, Theorem 7.81) to change the order of integration. 
We have 
where c = V(q*, [--h, 01). By taking II, = H$ we obtain 11 H$ J/L1 ,< c/I 4 llLs . 
This and the density of continuous functions in L2 prove that H has a continuous 
extension, still denoted by H, defined on all of L2[-k, 01. 
(ii) See Appendix. 1 
Remark 2.1. Theorem 2.1(i) shows that the function 0 + (H$)(B) with 
+ EL~[---~, 0] is a good L2-“function,” although it is not necessarily well defined 
for all 0 E [--h, 01. The point values of (H+)(B) do not matter as long as we treat 
H+ as an element of L2[-k, 01. Observe that 01 - (H+)(U) is indistinguishable 
in L2[--h, 0] from the function 
cf+ 
I 
[--h ,4WW - 4 (2.13) 
.oi 
which differs from (2.7) on a set of measure zero. For instance, when 7 is given 
by (2.2) and 4 is continuous 
(HN4 = 2 &&-hi - a> X1+01(~) + J”, Aod%w - al de (2.14) 
1=1 
while 
j [-h .n 
]4w@ - 4 = Ao40) XCol(4 + $ 4$(-h - 4 XL-h,,Ol(“) 
1=1 
(2.15) 
In some computations where (H+)( ) 01 is e ne everywhere, it will be important d fi d 
to distinguish between definitions (2.7) and (2.13). 
Remark 2.2. Theorem 2.1 is also true with Lp[--h, 01, 1 < p < 00, in place 
of L2[--h, 01. 
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With the above definition, for 4 E C[--h, 0] Eq. (2.1) on [0, T] for all T > 0 
now takes the form 
t E [0, T], s(O) = d(O), 
(2.16) 
where .d is a continuous linear map from C[O, T] into Ls[O, T], given by the 
first term on the right-hand side of Eq. (2.6). In view of (2.16) one can interpret 
the contribution of the initial function 4 on [--h, 0] to the solution s(t), t > 0, 
as that of the “forcing function” f(t) = (H$)(--t)~[,,~~l . 
We now observe that, by Theorem 2.1(i), for initial data in Ali, i.e., X(O) = 4O, 
$(0) = $l(0) on [--h, 0[ with @ E L2[--h, 01, the “forcing function” f(t) = 
(&$)(--t)~l,,,~l is inL2[0, A], and that Eq. (2.16) still makes sense a.e. on [0, T]. 
PROPOSITION 2.2. Given 4 = (40, $1) in M2 = UP x L2[-h, 01, the equation 
$ (t) = jleh ol dv(8) x(t + O), a.e. in LO, 4, 
(2.17) 
x(0) = 4”, x(e) = p(e), e E [-h, O[, 7) E BlJ’[-h, 01, 
has a unique solution in W[O, T] and for all T > 0 
II x il,+[o,rl < @“I II 4 IIA.P 9 lldll A42 - (IQ I2 + ll5w”” LI 1 (2.18) 
where c(T) > 0 is a constant which solely depends on T. 
The proof of the above proposition uses the previous theorem and standard 
arguments; hence it will be omitted. This result was obtained by Vinter [16, 171 
using semigroup techniques. It shows that the three extra conditions imposed 
by Borisovic and Turbabin [4] are always verified. 
The interpretation of H+ as a “forcing function” yields the following ob- 
servation. 
PROPOSITION 2.3. The solution x(.) of (2.17) is identically zero in [0, T] for 
T 3 hifandonlyif$” = OandH+l = 0. 
We now dejbze the operator F in LY(M2) by 
F4 = (CO, HP). (2.19) 
F can be interpreted as a matrix of operators (hi) on the product [w” x L’. 
We refer to F as the structural operator associated with system (2.1) or (2.17). 
Remark 2.3. If we pick [+] in the quotient space M2/Ker F, the map [+] + 
x(.; 4) is well defined, linear, continuous, and injective. 
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We now associate with F the following bilinear form on M2 
(A d> = w, J%))- (2.20) 
In general this pairing is not symmetrical and does not separate points (unless 
F* = F and F is injective with a dense image in M”). For 4 and # in the subspace 
c of Ma, 
C = {($(O), 4) E M’ I d E CL--h, Olj, 
the pairing (2.20) is equal to 
(2.21) 
By Fubini’s theorem (7 is a matrix of real finite measures), we can change the 
order of integration since the integrand is bounded and the product measure 
dv(-) X dor is finite: 
In this form the pairing (2.20) coincides with the one introduced by Hale [S, 
p. 1731 with the difference that he defined it for (b in C[--h, 0] and y% in CIO, h]. 
Remark 2.4. In many computations we shall use the fact that the map H 
(resp. F) defined on C[--h, 0] can be extended to the larger space L2[---h, 0] 
(resp. M’). Usually the computation will be performed with + in C[--h, 01; 
then we shall somehow assert that the result is true for all $ in M”. 
The dual operators H* and F* of H and F will also naturally arise in the 
study of “adjoint systems.” It is very fundamental to note that they have the same 
structure as the operators H andF. The dual operator F* of F is of the form 
F*# = (#O, H*#l), (2.24) 
where H* is the dual operator of H. Now, by using Fubini’s theorem, for + 
and # in C[-h, 0] 
= s t--h.O[ 4P) joo da W -4 * #(a) 
= 
s , 
[-h oc 4(e) Lo de W) - CW - 5) 
= 
I s 
’ dt de) 4(0 - w - E) 
-h [-h.C[ 
(2.25) 
= rh d5 d(6) *imh E[ 4*(e) 4(e - 6) = (4, ~74~ , 
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where 7*(e) is the transposed matrix of 7(S), and for all 4 in C[--h, 0] 
w*Yw = Leh,.[ d?*(e) #(e - 4; (2.26) 
by techniques used in the proof of Theorem 2.1, (2.26) can now be extended 
to a unique continuous map H* defined on all of L2[--h, 01. As a result H* 
is identical to H up to a transposition of the matrix $0). It is naturally associated 
with the analog of Eq. (2.17) which can be formally written as 
2 (Q = J;--R,OJ 4*(e) ~(t + 4 a.e. in [0, co[, 
(2.27) 
~(0) = $0, p(e) = w) in [--h, 0[, * = ($0, $1) E 612. 
Remark 2.5. If we pick [#] in M*/KerF*, the map [/J]-p(.; (CI) is well 
defined, linear, continuous, and injective. 
2.2. Characterizations of the Null Space and Range of F 
The special structure of the operator F can be used to characterize situations 
where F or F* are injective or surjective, or have a dense image in M2. We begin 
with simple observations. It is obvious that 
Ker F = (0) x Ker H, ImF=Rn xImH. 
Consequently, we will investigate Ker H and Im H. Consider the two simple 
examples 
n(t) = Aox + A1x(t - h), (2.28) 
k(t) = 1” Aol(e) x(t + e) de. 
-h 
(2.29) 
In the first case (H+)(a) = &3(-h - a). Let A, have rank m < n. Then 
and 
Ker H = (4 EL’[--h, 0] / A&or) = 0 a.e. in [-h, 0]}, (2.30) 
Ker H = (0) 0 A, is invertible (m = n). 
In this case Im H is isomorphic with I.*(-h, 0; I%““) and, therefore, is closed 
for any m. Furthermore, if m = n, His surjective. In the second case, (H4)(ol) = 
Jzh Aol(B) +(0 - r~) d6’ is a convolution. If A,,(.) is in L?(--h, 0; Rnxla) then the 
function c1- (H+)(a) is continuous (cf. Hewitt and Stromberg [ll, Theorem 
21.33]), and H+ E C, . In this case Im H is clearly not closed in L”[-h, 01, but 
it might be dense, depending on A,,(*). 
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PROPOSITION 2.4. A necessary condition for mLe = L*[-h, 0] is that for 
all (Y > -h, the map 
4 + [H4](ar): C, + R” (2.32) 
be surjective. 
Proof. See Appendix. 1 
Note that if condition (2.32) holds for some Cu > -h, then it also holds for 
all 01 > iu. Indeed, if the expression 
can be made equal to an arbitrary vector x of Wn by picking some 4 in C, , then 
for any 01 > Or we define #(e) = 0 f or & - 01 < B < 0 and C(0) = #(0 - & + a) 
for -h < 0 < Cr - 01. By construction 4 belongs to C,, and 
@m4 = iph,oL 463 +(e - 4 = J”h,ir de) w - 4 = X. 
The above considerations show that condition (2.32) need only be verified in 
a small neighborhood of the point -h. This indicates that the density of ImF 
in M* necessarily depends on the behavior of 7 in the vicinity of -h. We summarize 
“local conditions” in the next proposition, 
PROPOSITION 2.5. Each of the following conditions is equivalent to condition 
(2.32) of Proposition 2.4: 
3% > -h, Va E]-h, &[, 4 -+ [&](a) is surjective; (2.33) 
3~ > -h, Va E]-h, & Jy # 0; in W, s.t. V((rl*(.)y, [-h, LY[) = 0, (2.34) 
where V(? *( .) y, [-h, a[) is the total variation in [-h, a[ of the function of bounded 
variation e + q(e)y. 
Proof. (2.32) o (2.33), from remarks preceding the proposition. (2.33) -+ 
(2.34). The surjectivity condition (2.33) is equivalent to 
jy # 0 in W, v+ E c, 9 y . [fir)](a) = 0. (2.35) 
But 
’ V$E c-0 I J [ drl*(e)Y . w - a) = 0 
- V(y*(.)y, [-h, tx[) = 0. (2.36) [-n 
.a 
This is sufficient to establish the equivalence of (2.33) and (2.34). 1 
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Remark 2.6. Note that none of the conditions (2.32), (2.33), or (2.34) uses 
the behavior of 77 at the point 0. For instance, when 11 is given by (2.2) the 
properties of l? and Hare completely independent of 8, . 
Again Proposition 2.5 indicates that properties of operators H and F are 
completely characterized by the structure of 7 in a neighborhood [--h, --h + T], 
7 > 0, of --k. It is then natural to extend the class of systems characterized by 77 
in (2.2). 
DEFINITION 2.6. We say that the n x n matrix 7 of functions of bounded 
variation has an isolated atom at --h if there exists a neighborhood [--h, --h + 71, 
7 > 0, of -11 where 71 is of the form 
$4 = &XI-n,-h+rd@ + 1” &,,(a) da, 
‘-h 
(2.37) 
where Ah is an arbitrary n x n matrix and 01+ &r(~) is an arbitrary n x 12 
matrix of functions in L’(--h, --h + T; R). 
In the above definition ~(-12) = 0 and 7 experiences a jump of height -1-1, 
from --h to --hf. 
Note that v(.) given by (2.2) satisfies Definition 2.6 with A& == L!,~ and 
r = h - hNel . Since the definition imposes no restriction on the behavior of 
q(e) in l-11 + ~,0], in the latter interval 7(e) might be of a form more general 
than (2.2), e.g., it may have an infinite number of jump points with an accumula- 
tion point in the interval 1-h + ‘T, 01. However, -h cannot be such an accumula- 
tion point. We are now ready to specialize Proposition 2.5 to v with an isolated 
atom at -h. 
COROLLARY 2.7. Assume that 17 has an isolated atom at -h. 
(i) A necessary condition for Im F = M” is 
Va E [-h, -h + T[, $s + 0 in !R”, -~ZJJ = 0, and $r(B)y = 0, 
a.e. in [-h, a[. (2.38) 
(ii) il necessary condition for KerF = (0) is 
Va E]-h, -h + T[, $v + 0 in W, A,y = 0, and A,,(O)y = 0, a.e. in [-h, a[. 
(2.39) 
Proof. We only prove (i). The proof of (ii) is similar to (i) if we notice that 
Im F* = M2 if and only if KerF = {O]. For IY in l-h, -h + T[ and 7 given 
by (2.37) 
v*Wy = 4b + ).’ 4%)~ 44 -h < 0 < 01, 
‘--h 
= 0, B = -h, 
(2.40) 
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and by inspection 
J%*C)r, k-h, 4 = I Xy I + j:h I 43B)u I 4. (2.41) 
In view of the above computation, it is readily seen that 
JW(.)Y, II--h, 4) = 0 e+ ~;~~p, y o, a.e. in [--h, CY[. (2.42) 
This concludes the proof of the corollary. 1 
COROLLARY 2.8. Assume that 7 has an isolated atom at -h. If A, = 0, then 
a necessary condition for Im F = M2 is that the 1 x n vector functions given bq 
rows of &(B) are linearly independent on any interval [-h, CY] for all 
a! E l-h, -I2 + T]. 
The condition given by Proposition 2.4 is not sufficient. To see this let us 
focus on Corollary 2.7(i), which is equivalent to Proposition 2.4 under the 
hypothesis that v(.) has an isolated atom at -h. Suppose that A, = 0, and that 
det A,,( --h) = 0, but det Aol(B) # 0 for all 8 > -h. Then (2.38) is still satisfied; 
however, one can construct examples such that Ker H* # (0). The following 
example is a generalization of an example communicated to the authors by 
Bartosiewicz. 
EXAMPLE 2.1. Let al(e), as(e) be two real functions in H1[-h, 0] such that 
(i) a,(-h) = a,(-h) = 0, 
is nonsingular for 0 > -h. 
One can, for instance, take for ai any two polynomials of different degrees, both 
having a zero at -h (e.g., al(e) = (19 + h)2/2, a,(B) = (0 + h)3/6 as suggested 
by Bartosiewicz). Then the null space of H* is nontrivial because if one takes 
any nonzero real function x in H1[-h, 0] with x(0) = 0 and defines the vector 
function #(0) by $‘(e) = [x(B), (d/de) x(B)], then 
The above example shows that the linear independence of the rows of A&B) 
is not enough to guarantee that ImF = firle. We point out some stronger 
conditions which are sufficient but not always necessary to have Im F = M’, 
and/or KerF = (0). 
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THEOREM 2.9. Assume that r) has an isolated atom at -h. Then 
H (resp. F) is surjective 0 A, is invertible. (2.44) 
If, in addition, A,, is zero in a neighborhood of -h, then 
Im H = L2[-h, 0] 9 A, invertible * Im H = L2[--h, 01. (2.45) 
Proof. See Appendix. 1 
COROLLARY 2.10. dssume that 71 has an isolated atom at -h. Then 
H (resp. F) has a continuous inverse 9 A, is invertible. (2.46) 
If, in addition, A,, is zero in a neighborhood of -h, then 
I Im H = L*[-h, 0] Ker H = (0) I 3 A, is invertible ct H invertible. (2.47) 
Proof. From Theorem 2.9 and 
-4, invertible cm Al invertible c- Im F* = M2 3 Ker F = {O}. 
From the Banach inverse theorem, F has a continuous inverse. 1 
The condition “A, invertible” is sufficient to have Im F = ICI” but not 
necessary when A,, is not zero in a neighborhood of -h. In fact, for systems 
with r] given by (2.2) with A, = 0, i = 0 ,..., N, one can still have Im F = M’ 
if, e.g., A,,(.) is continuous and differentiable and det A,,(-h) f 0. Consider 
the condition KerF* = (0) which reduces to the condition that the Volterra 
integral equation 
i ’ A$,(e)c$(b’ - a) dB = 0, 0~ E L--h, 01, --h 
has null solution only. This equation can be rewritten as 
r ’ A,*,(or + s)+(s) ds = 0, ~11 E r-h, 01. (2.48) I-k--a 
If A,*,(E) is differentiable (say, in W[--h, 0]), then by differentiating (2.48) we 
obtain 
A,*,(-h)$(-h - a) + 1” [; A,*,(ol + s)] +(s) ds = 0. (2.49) 
-h-a 
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From this equation we conclude that det A,,(--h) # 0 is a sufficient condition 
for Ker H = {0} and Ker H* = {0), because the invertibility of A,,(--h) 
makes of (2.49) a system of homogeneous Volterra integral equations of the 
second kind, whose only solution is 4 = 0. 
As a consequence of Theorem 2.9 we observe that for differential-difference 
equations (7 given by (2.2) with A,, = 0) the necessary and sufficient condition 
for both Ker F = (0) and Im F = M* is det A, # 0. 
Note that if -4,, is zero, at least in a neighborhood of --h, then (2.47) shows 
that 
KerF = CO} + KerF* = (0). 
Several examples indicate that this relation is also true for some systems with 
-&i(8) + 0, 0 E [--h, --h + S] (for some 6 > 0), but we do not know whether 
the relation is true in general. 
Remark 2.7 (Closedness of ImF). We terminate this section with a remark 
on when Im F is closed. We have not obtained so far a complete set of necessary 
and sufficient conditions. If we limit our attention to systems with r)(a) given by 
(2.2), then the following facts are known to us presently. 
1. If I\i = 1 and A,, = 0 then Im F is closed. This is easy to see, because 
(H+)(B) = d,+(--h - e), and the range of H is P([--h, 01, Im A,), which is a 
closed subspace of L2[--h, 01. 
2. If IV = I and Im A,,(B) C Im A, VB E [--A, 01, then the above observation 
is still valid. 
3. For N arbitrary and A,,(-) = 0 one can show that Im H is closed if the 
delays hi are all commensurable. It is not clear whether this carries through to 
a noncommensurable case (one can prove that it does for A: = 2). 
3. SEMIGROUPS CORRESPONDING TO RETARDED SYSTEMS AND THE OPERATOR F 
In this section we briefly review basic facts about the semigroups in Ma 
corresponding to retarded systems, and point out the role played by the operator 
F, especially in the adjoint semigroup. We also construct a semigroup on the 
quotient space MalKerF and study its basic properties. 
3.1. Semigroups -Y, cT, and Y* 
Let Y = {s(t): t 2 O> denote the usual C,,-semigroup in Z(M2) associated 
with the retarded system (2.17) that is S(t) is given by 
w4 = (“44, “4, (3.1) 
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where x(t) and ~~(0) = x(t + e), 0 E [--h, 01, denote the solution of (2.17) with 
the initial data 4 E W. The properties of this semigroup are well known (cf. 
Borisovic and Turbabin [4], Vinter [15], B an k s and Burns [l] and Bernier and 
Manitius [3]). The infinitesimal generator -4 of 9’ is given b! 
\fTe note that for 4 in C[--h, 0] 
(3.4) 
Along with system (2.1) we consider the transposed sy-stem (2.27). Let 
YT = {ST(t): t 2 0} denote the C,-semigroup in 9(&P) corresponding to 
(2.27), and let AT denote its infinitesimal generator. Obviously Y(R) = 6@(A), 
and AT4 = (LT#, $), where LT# = Jc--h,Ol dq*(O) #(O). 
Finally, by identifying the elements of the topological dual of M” with those 
of iW, we have that the adjoint semigroup Y* = {S(t) *: t z:.: Oj, where s(t)* 
is the adjoint operator of S(t), is a C,,-semigroup in Y(W). It can be shown by a 
straightforward computation analogous to that of Vinter [15] that the infinitesimal 
generator ,4* of S(t)* is characterized b! 
5?(8*) = {(I)“, I)‘) 1 $2 = El*@ + g, for somegc W--h, 01, y(--h) -7 01, 
[r-l*#l” = LT@ + g(O), [A*$]’ = -2, 
(3.5) 
where $” denotes the constant function in [--h, 0] equal to I/” 
@ye) = $0, --h 6: e e 0. (3.6) 
The following theorem plays a fundamental role in the subsequent develop- 
ment of this paper. It shows that the operator F* provides the essential con- 
nection between the adjoint and the transposed semigroups and between their 
respective infinitesimal generators (cf. Corollary 3.3). This fact has far-reaching 
consequences in the spectral theory of retarded FDEs. The theorem is an 
extension of the results of Bernier and Manitius [3, Theorem 5.41 to the case 
of an arbitrary 7 of bounded variation. 
THEOREM 3.1. (i) F*B(A’) Cg(A*). (ii) A*F* = F*,4T 011 P(&gT). (iii) FOY 
all t > 0, S(t)*F* = F*ST(t). 
The proof of Theorem 3.1 necessitates the following lemma, which is an 
extension of Theorem 2.l(ii). 
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LEMMA 3.2. If we still denote by H the restriction of the map H to H,‘[-h, 0] = 
C,,-h, 0] n W[-h, 01, then the map 
H: H,,l[-h, 0] - H,l[-h, 01, 
where H,l[-h, 0] = C,[-h, 0] n W[-h, 01, is still well-dejined linear and 
continuous when H,,l[-h, 0] and H,‘[-h, 0] are endowed with the S-norm. 
Moreover, DH$ = -HD$, where D+ denotes the derivatizje of qi 
Proof. See Appendix. 1 
Proof of Theorem 3.1. (i) Pick 4 in 9(AT) and define 4 = F*$ = (4(O), H*+). 
Consider the expression ($‘I and J(O) are defined by (3.6)) 
(4’ - H*@‘)b) = (H*4)(4 - W*&OW) = ~-h,a14”(B)M(~ - 4 - dKOl- 
The function 0 -+ 4(e) - 4(O) belongs to H,,l[-h, 01. By Lemma 3.2 its image 
is equal to an element g of H,l[-h, 01, that is g E H1[-h, 01, g(-h) = 0. This 
shows that F*+ belongs to B(A*). (ii) Using 4 and g as defined in (i), consider 
[~~*F*+lY4 = 44 = - & jeh a[ 4*(w#J(e - a) - 4(O)] 
= (H*D$)(ol) = [F*a4T$]1(a), 
[A*F*$]O = I.*&O) + g(0) = i-h ol dv*(e) 4(O) + L-h o[ drl*(@[$(e) - 4(O)] 
= _ [-n ol d++je) C(e) = [syo = [F*L4W0. 
r , 
This establishes (ii). Part (iii) follows from (i) and (ii) by application of a general 
result on intertwined semigroups (cf. Bernier and Manitius [3, Lemma 5.31). 1 
COROLLARY 3.3. (i) %$, 4 E g(4) = 9(AT), c<+, A+> = CAT+, $‘>. (ii) 
w, * fz IM”, (4, w?b = (~T(Q$> $0. 
The above result is the classical relationship (cf. Hale [8, Sect. 7.31) between 
the semigroup {s(t)} and the transposed semigroup {ST(t)> through the here- 
ditary pairing (2.20). 
Remark 3.1. Since by (2.24), (2.26) F and F* differ from each other by a 
transposition of T(.), by defining ST(t)* as the adjoint of F(t) we have 
Sr(t)*F = FS(t) Vt 2 0. (3.7) 
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Remark 3.2. Any element # E M’ of the form I/ = (z/O, 0) satisfies # = F*#. 
Therefore s(t)*# = A’(t)*F*$ = F*ST(t)# for such I& 
Remark 3.3. From Proposition 2.3 it follows that 
S(h)+ = 0 -F+ = 0. (3.8) 
In general s(t)+ = 0 for some t > h does not necessarily imply that 4 E Ker F. 
In fact, there are examples of retarded systems such that for some 4 one has 
s(t)4 = 0 for t = nh but s(t)+ + 0 for t < nh (cf. Henry [9]); such a 4 ob- 
viously does not belong to KerF. 
-4 question of interest is when Ker s(t) = {0}, Vt > 0, that is when 
(Jl>o Ker S(t) = (0). We have this result 
PROPOSITION 3.4. lJt,o Ker s(t) = {0} o Ker F = (0). 
Proof. From (3.8) we have that Ker S(h) = (0) cr KerF = (0). But 
Ker S(h) = (0) implies, via the semigroup property, that Ker 5’(t) = (0) for 
all t E [0, h] (Ker s(t) C Ker S(h) for all t < h). Since for any t > h, say 
t = Zh + (T, 1 an integer, u E [0, h[, s(t) = (S(h))l S(o), we have that Ker S(h) = 
(0) 3 Ker S(t) = {0}, t 3 h, hence for all t > 0. The implication ut>o Ker s(t) 
= {O> - Ker S(h) = (0) is obvious. 1 
3.2. Semigroup on the Quotient Space M2/KerF 
In Section 2.1 we have seen that all the initial functions in Ker F produce 
the null solution of Eq. (2.1). This shows that initial functions are distinguishable 
from the solutions x(t), t 2 0, only modulo KerF. Consequently, in order to 
group together the initial functions that yield the same solution we introduce the 
quotient space M*/KerF. We will show that the semigroup can be redefined 
on M”/KerF, and that interesting characterization of the adjoint semigroup is 
obtained. We note that, by transposition, everything below can be repeated for 
the semigroup Y1 redefined on the quotient space M2/KerF*. 
Let [+I denote an element of M”/Ker F. The dual space (M’/KerF)’ is 
isometrically isomorphic to (Ker F)l = Im F*. Let [., .] denote the duality 
pairing between (M*/Ker F)’ and M*/Ker F. Introduce the canonical surjection 
(G 4 [+I; M* + M2/Ker F (3.9) 
and the isometric isomorphism (cf. Horvath [12, p. 2621) 
t,h + AC/J: Im F* - (M”/Ker F)’ (3.10) 
such that V# E Im F*, V4 E [$] E MJ/KerF one has [A#, [$]I = ((I/J, 4)). 
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PROPOSITION 3.5. (i) + E KerF =z= Vt > 0, S(t)+ E KerF. (ii) The mapping 
rw1 d4md bY 
[wlE%4 = [W54 (3.11) 
belongs to 2?(M2/Ker F). 
Proof. (i) From (3.7) we have FS(t)$ = s’(t)*F4 = 0 for all t > 0 and 4 
in KerF. 
(ii) We first show that [s(t)] is a well-defined mapping from M’/KerF 
into itself. If [+J = [&] E M2/Ker F, then $r - +2 E KerF. By (i) s(t)+, - 
W)$2 = s(t)(h - 42) E Ker F, hence [s(9&1 = [s(+&l, SJ that [~(~>1[~11 = 
[S(t)][$J. The linearity of [s(t)] is obvious. To prove boundedness let 11 *Ilo 
denote the quotient norm in M2/Ker F; for all + E [$] 
Hence ll[~(N~lll~ G c inf,,r,l II d II = c MO - I 
We shall next show that the family ([s(t)]: t > 0} is a C,-semigroup on 
M2/KerF. Since the space involved are still reflexive Banach spaces, the dual 
semigroup of [s(t)], [s(t)]*, is well defined on all of (M2/KerF)‘. Let ,!$(t) -- 
denote the restriction of s(t)* to Im F*. 
THEOREM 3.6. (i) The family [Sp] = {[S(t)]: t > 0} is a C,,-semigroup on the 
product space M2/Ker F. Its domain 9([A]) coincides with [g(A)] and its in- 
jinitesimal generator [A] is equal to 
LWI = WI, 4 E @I n WI. (3.12) 
(ii) The famiZy Y”g = (ST(t): t 3 0} is a C,,-semigroup on Im F*. 
(iii) s(t) = A-l[S(t)]*fl, t 3 0. 
Proof. See Appendix. 1 
As stated in Proposition 3.4, S(t) is one-to-one for all t > 0 if and only if 
Ker F = (0). The same question also naturally arises for the quotient semigroup 
[WI* 
LEMMA 3.7. [S(t)] is one-to-one for all t > 0 if and only if 
vt 3 0, S(t)+ =0 =-+EKerF. (3.13) 
Proof. Let (3.13) hold. We have 0 = [S(t)][4] = [S(t)+] implies s(t)$E 
KerF. From this and (3.8) it follows that S(h) S(t)4 = 0, or S(t + h)+ = 0. 
By using (3.13) we have $ E KerF, or [+] = 0 in M2/KerF. Hence [S(t)] is 
one-to-one. Conversely, suppose that (3.13) . is violated, that is 3, and 4 $ Ker F 
409/73/W 
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such that S(t,,)# = 0. We have [s(t,)][#] = [S(t&] = 0 but [#] # 0, and 
[s(t)] is not one-to-one for all t. fl 
Remark 3.4. Condition (3.13) is equivalent to F*-completeness of the 
generalized eigenfunctions of AT; see Manitius [15]. Note that the condition 
KerF = (0) (equivalent of Ker s(t) = {0}, V t > 0) corresponds, via results 
of Section 5, to M2-completeness of the generalized eigenfunctions of AT. 
We terminate this section with two additional results. 
LEMMA 3.8. The hereditary product i-, *) generates the pairing <;, *>> on 
M2/Ker F* x M2/Ker F given by 
!([$4*~ Ml> = ($9 9% 1cI~w1*~~~h4~ (3.14) 
which separates points. 
Proof. We show that 
yG,--$r~KerF* and $2 - A E Ker F 3 +I2 , +2> = <A , A>. 
By direct computation 
($2 3 $2) = (($2 9 3’42)) = ((A , FM) = W*#J~ 9 Cd = ((F*v4 9 $11) = (#I 9 A>- 
Now if 
V[+] E M2/Ker F, w*> bm = 09 
then for # E [#I* 
V+ E M2, 0 = ((#, F+)) = ((F*#, 4)) 3 4 E Ker F* =z= [#] = 0. 
This shows that M2/Ker F separates points of M2/Ker F*. The proof of the 
converse assertion is similar. 1 
Let [s’(t)] denote the semigroup on the quotient space M’/Ker F*, analogous 
to [%)I. 
PROPOSITION 3.9. For all [#I* in 1M’lKer F* and [+] in M2/Ker F 
aA*, [wm4>> = <~~‘w1[!4*~ Ml>* (3.15) 
Proof. From (3.14) and the following identities 
~Wl”~ [w1Ml>> = <WI*> lYWMl> = 6% we 
and 
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APPENDIX TO SECTION 2 
Proof of Theorem (2.l)(ii). Let 4 E C,, . We will show that A maps C, into C, . 
fi is defined by I?$ = H+, 4 E C,, . Let /3 > OL > --h (for 01 2 /3 ;> --h the 
proof is similar). We have 
- 
(1) 
41. 
Let I’(?, [u, b]) denote the total variation of 7 on [a, b]. From (1) 
By continuity of+, VE > 0 36 > 0 such that 1 s - t 1 < 6 + / 4(t) - 4(s)l < E. 
Let I fl - 01 1 < 6. Since q%(O) = 0, ] $(0 - /3)] < l for all 0 E [CY, 81. Hence 
NW)(B) - W9W4I d %, l---h, 01) * E if \/3-al <S. (3) 
This shows that the function 0 + (H4)(0) is right-continuous on [-h, O[. 
Similarly we show that the function is left-continuous. From (2) it also follows 
that if 01 = -h, /3 J LY, then (H+)(p) -+ (H$)(-h) = 0. Hence 0 + (&)(e) = 
(H+)(B) is continuous, and I& E C, . In view of (2.8), fi is continuous. 1 
Proof of Proposition 2.4. By contradiction. Assume that there exists 5 > -h 
such that 
4 - vmw (1) 
is not surjective. Thus there exists y E IP, y # 0, such that 
a dp*(e)y = 0 in [-h, E]. 
We now construct 
*(a> = 3’9 Q E [-h, E], 
ZZ 0, otherwise, 
(3) 
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and compute 
This contradicts the density of Im H in L”[-h, 0] since we have constructed 
II, # 0, which is orthogonal to Im H. 
Proof of Theorem 2.9. (*) We first show that in both cases “Ah invertible” 
is a necessary condition. By hypothesis for all 01 in [-h, h + T[ 
(H+)(cy) = A&$(--h - a> + I” A,,(@+(0 - &) dtf. 
-h 
(1) 
A necessary condition for Im H = L2[-h, 0] (cf. Proposition 2S(iv)) is that 
for all 01 in an arbitrary small neighborhood of -h the map 4 - (&)(a) be 
surjective. When A, is zero in a neighborhood of -h, this map is surjective 
for each LY in this neighborhood if and only if Ah is invertible. When A,, is not 
zero we notice that the second term on the right-hand side of (1) is continuous 
for (11 in [-h, -h + 71 and can only fill up L2[-h, -h + T] in a dense way. As 
for the first term it can only fill up a closed proper subspace ofE[-h, -h + T] 
if A, is singular. As a result, the invertibility of A, is necessary to have Im H = 
L2[-h, 01. 
(-=) Given # inL2[-h, 0] and Ah invertible, we now construct 4 inLz[-h, 0] 
such that Ht$ = #, that is we solve the equation H# = $. For (Y E [-h, -h + T[ 
we have 
= hd(--h - 4 + j” A,# + 4+(5> d5 --h--a 
or, letting -h-a==, the equation [H+](a) = $(a) on [-h, -h + T[ 
becomes 
Ah+) + j” Aodt - h - 4 $(5) dt = #(-II - a), u El-T, 01. (2) 
(I 
Since Ah is invertible, we have a Volterra integral equation which is uniquely 
solvable on I-T, 0] for any y% in L2[-h, 01. Solving it we obtain 4 in l-7, 01. 
For LX > -h + T we have 
WI@4 = 4e-h - 4 + j-y+’ Aol(4 +(e - 4 de + jhir R[ dd4 m - 4 
a.e. in [-h + T,O]. 
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Suppose that 01 E [--h + RIT, --h + (m + l)~[ so that u = --h - 01 E 
]-(ln + l)~, --mu], and that + has been determined on I--m7,0]. Now the 
equation H+ = $ restricted to 01, u as indicated takes the form 
= a/J(--h - u) 
or, for almost all u in ](m - l)~, mu], 
By hypothesis the right-hand side of (3) is a known function, and the left-hand 
side represents an invertible operator acting on the restriction of 4 to 
]-(m + l)r, -WZT]. This is again a Volterra integral equation which can be 
uniquely solved, and so we obtain C$ on ]-(m + l)~, -WZT] from the knowledge 
of 4 on ]-mu, 01. Proceeding in this way to the left-hand side of the interval 
[-A, 0] we obtain 4. 1 
APPENDIX TO SECTION 3 
Proof of Lemma 3.2. We first show that for all 4 in H,,l[--k, 0] 
DH+ = -HD4, D = d/de. (1) 
We compute the distributional derivative DH$ of H+. For all 4 in G(]--h, O[), 
the space of infinitely differentiable with compact support contained in l--h, O[, 
where ,{ , :b momentarily denotes the duality pairing between 9’ and 8. Using 
Fubini’s theorem we change the order of integration: 
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Integrate the inner integral by parts 
But t&O) = 0 and d(O) = 0 and boundary terms disappear. We change the 
order of integration once more to obtain 
!DWt 4: =-.cu, da#(4 * j-&d@ DW - 4 = --(A H&h. 
This shows that the distributional derivative DH# belongs to L’[--h, 0] and 
coincides with -HD& This establishes (1). Finally 
11 H$ $1 = ;I W II?’ + Ii DW II,” = II W II,’ + II HW Ii; < II H I2 I! 4 11% . 
The lemma now follows directly from Theorem 2.l(ii) and (1). a 
Proof of Tfteorem 3.6. 
(i) [w)lM - [ml[+l = [w+l - [w#Jl = [w+ - w41 
and, by definition of the quotient norm, 
~lcwl~9u - [~(4l[#lll G I/ w$ - q+# !I 
and we can conclude that [S(t)] IS a strongly continuous semigroup on M”/Ker F. 
By definition [+] E~([A]) if and only if 
lim [s(t)1[43 - “I exists in ;lP;Ker F. 
f-x 0 t 
But this is equivalent to saying that for all 4 in [+] 
It is readily seen that [L@(A)] C9([A]). S’ mce for all t 3 0, F&‘(t) = S’(t)*F, 
the above relation yields that 
lim ST(t)* F4 -F+ e.ists in 112 1 . 110 t 
But this is true if and only ifF$ 69(AT*), w ere AT* is the infinitesimal generator h 
of the semigroup YT* = {ST(t)*: t > O}. By definition ., 
.GT(-P*) = (($P, 4’) [ p = H@ + g, g E H1[--A, 01, g(4) = O}. 
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Thus 
F$ ~ii@(A~*) o H$ l = HP + g (or H(c#? - #‘) = g) 
for some g E HI[--h, 01, g(--h) = 0. 
But by Lemma 3.2, H(@ - @) = g E H,l[--h, 0] means that there exists some 5 
in H,l[--h, 0] such that 
H[ =g = H($‘-+). 
By construction 6 = ($O, #O + 5) belongs to S@(A) and 
Ff = (4O, H(@ + 5)) = ($O, H$’ + H($’ -d”,, = ($O, HP) = W. 
This means that [+] = [f] E [g(A)] and establishes that 9([A]) C [B(A)]. 
Finally by definition for [+] in 9([A]) there exists + E .9(z4) such that 4 E [4] 
(ii) By Proposition 3.1, for all t >, 0, S(t)*F* = F*ST(t). Thus for all 16 
in Im F* there exists a 5 in Ma such that qG = F*c and 
S(t)*+ = S(t)*F*c = F*ST(t)[ E Im F*; 
moreover for all # in Im F* there exists a sequence (5,) such that F*[, -+ 4 and 
S(t)*+ = !+m S(t)* F*<, = $i F*ST(t) 5, E ImF*. 
Thus the family of operators g(t) obtained by restricting S(t)* to Im F* form 
a strongly continuous semigroup in S?(Im F*). 
(iii) By definition for all 1 in (M”/Ker F)’ and [+] in M*/Ker F 
[[WI*4 [#I = v, [qtMll = (WY W4N = W(t)*@t 4)). 
-- 
But 4-V E Im F* and so necessarily S(t)*klZ E Im F*. Therefore 
[[s(t)l*L [$I] = ((s(t)* -w 4)) = ((SF(t) fl-Y 4)) = [Gf(t) fl-Y [Cl1 
z- [s(t)]* = As;(t)A-’ =’ K’[S(t)]*.Jl = s;(t). 1 
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