





























of	divided	responsibilities	emerges	(Liu,	2016).	 In	the	presence	of	any	event	regarded	as	a	problem,	 it	 is	not	
imminently	clear	which	party	is	best	capable	of	tracing	the	bug	or	who	is	responsible	for	providing	a	fix.	Fur-
thermore,	time,	being	always	a	scarce	resource	when	dealing	with	mission	criticality,	 is	wasted	when	the	dif-









option	 to	 fail,	 the	system	design,	development,	 testing,	deployment,	and	monitoring	while	being	operational,	




















nomic	 losses.	Therefore,	 to	put	 it	simply,	 the	downtime	of	such	a	system	is	not	tolerable	during	the	system’s	
specified	operational	 intervals.	For	public	 security	 systems	–	 the	domain	 from	which	views	and	experiences	
discussed	 in	 this	paper	have	been	collected	–	 the	 specified	operational	 interval	 is	24	hours	per	day,	 all	 year	
around.	
The	system	our	experience	stems	from	is	built	for	operational	use	by	hundreds	of	simultaneous	users	and	



















































to	the	 future	operational	environment	as	we	understood	 it.	We	had	a	separate	 identical	environment	 for	 the	
customer	acceptance	testing	and	for	 the	performance,	stress	and	 load	testing.	The	setup	and	maintenance	of	
these	 environments,	 although	 heavily	 virtualized,	 requires	 a	 notable	 amount	 of	work	 and	 therefore	 specific	
resources	assigned	to	the	maintenance	and	control	of	these	environments	solely.	
Controlling	the	Environments:	Without	appropriate	control	over	the	environments	used	to	run	the	sys-
tem,	 there	 is	no	way	 to	protect	 the	users	 from	emergent	events	 that	 are	 imminent	 in	 complex	 systems.	The	

























































has	 deviated	 and	 in	 case	we	 observe	 some	 deviation	 the	 redundancy	mechanism	 ensures	 that	 the	 deviated	
component	is	replaced	by	a	fully	functional	one.	
Problem	with	 redundancy	 is	 that	 typically	we	 cannot	 objectively	 determine	what	 level	 of	 redundancy	 is	
needed	and	what	kind	of	redundancy	should	be	employed.	Redundancy	also	further	complicates	the	system	–	
the	 redundancy	mechanisms	 itself	may	become	 the	weak	 links	 in	 our	 system	with	unforeseen	or	 surprising	
characteristics	(Dubey,	2007).	Furthermore,	building	the	redundancy	is	in	most	cases	very	costly,	and	testing	
features	related	to	it	is	complex.	



































We	 test	 to	 ensure	 that	 the	 system	or	 service	 behaves	 as	 it	 is	 expected	 to	 behave.	 Testing	 is	 used	 to	 have	 a	
measure	on	the	user	impact	to	the	service	in	various	situations	and	in	various	ways.	By	performing	testing,	we	















not	 just	mean	that	a	certain	 function	 is	available	 for	certain	user	to	perform	some	action	but	high	functional	






figuration	we	could	setup	and	run	several	models	of	end-users.	These	end-user	models	behave	a	 lot	 like	 the	








experiences	support	 the	observation	that	although	automation	of	 test	cases	have	a	high	 implementation	and	
maintenance	costs,	automation	of	test	cases	can	give	remarkable	returns	in	the	long	run	(Kumar,	2016).	
Finally,	although	emphasis	needs	to	be	on	the	automated	testing	to	have	the	time	and	resources,	the	manual	













Table 1. Pain points and mitigations in mission critical system testing 
Pain	point	 Mitigation	 Comment	
We set up the testing environment in a 
relatively ad-hoc way, thinking roughly 
along the lines “better to have at least 
some kind of environment for the testing 
than nothing at all”. 
Problem: test effort not focused optimal-
ly 
We took a more disciplined way of 
identifying in detail the environments 
needed for the testing efforts. Both the 
physical and virtual test environments 
and the production environment were 
analyzed and identified in detail, and the 
tools and resources required to be availa-
ble to the testers in these environments 
were agreed and identified as early on as 
possible. 
Having a thorough understanding of the 
entire test environment enables more 
efficient test design and planning and 
help in understanding the testing chal-
lenges faced in the project. The process 
of analyzing and identifying the testing 
environments must be revisited periodi-
cally throughout the life cycle of the 
service. 
We focused on the functional testing 
because it is more straightforward to do 
and specify. 
Problem: non-functional tests did not get 
focus early enough 
We took up the non-functional ac-
ceptance criteria with all the relevant 
stakeholders. The required response 
times, throughputs, and resource utiliza-
tion goals and constraints need were 
documented and agreed as well as all the 
failure scenarios and monitoring events. 
All the issues that we could not find 
criteria for, were assigned on some-
body’s responsibility for clarification. 
The response times are a concern of the 
users and should be analyzed in detail to 
enable good enough user experience. 
Without proper understanding on the 
user behavior good criteria on the re-
sponse times is almost impossible to set. 
The throughput and resource utilization 
are in most cases not directly user con-
cerns but business and system concerns, 
respectively.  
We performed the testing with ad-hoc 
test data without paying enough attention 
to the form, amount and nature of the 
true operational data. 
Problem: test results do not reflect the 
real situation in operative environment 
We started to plan and design the test 
cases in close cooperation with the end-
users, including the type and size of the 
test data into the test specification. All 
the key scenarios with determined varia-
bility, including all the failure scenarios 
and related redundancy mechanisms, 
were specified in detail. 
The test data must be realistic in form 
and in size and appropriate metrics to be 
collected need to be established. 
Also, the capabilities to simulate the 
specified variabilities need to be devel-
oped. 
We did not do the configuration of the 
test environment in a disciplined enough 
way and/or the documentation was not 
updated as regularly and accurately as 
needed. 
Problem: we did not understand some 
configurational effects in test results 
Preparing and configuring the test envi-
ronment in a disciplined way and per 
documented process. 
Furthermore, we should ensure that the 
test environment is instrumented for 
resource monitoring as necessary and 
that the monitoring system itself is work-
ing properly. 
The configuration of the test environ-
ment requires eye for details and disci-
pline. The preparation of the test envi-
ronment, all the required tools, and 
resources necessary to execute tests as 
new features and components become 
available for test need to be done in a 
documented and traceable way.  
We specified the performance tests only 
later in the development project, not in 
the beginning. Furthermore, some of the 
performance tests were specified without 
thorough analysis of the true perfor-
mance criteria. 
Problem: energy was wasted by perform-
ing tests that did not provide true value 
We developed performance tests in 
accordance with the other test designs 
and started to follow more closely the 
execution and monitoring of the tests. 
The tests, the test data, and results were 
validated to ensure that we have meas-
ured the right things and that the meas-
urements collected are true measure-
ments of real nature. 
The validated tests for analysis should be 
executed only while monitoring the test 
and the test environment. In case we 
observe any exceptional issues these 
should be investigated thoroughly to 
understand the root causes of the obser-
vations. 
We did not analyze the test results thor-
oughly due to some constraints. In addi-
tion, the customer was provided the 
results in a format not easily understand-
able to all the relevant stakeholders. 
Problem: test results were not effectively 
used for improving the service 
We consolidated and shared the test 
results to all relevant stakeholders and 
organized sessions for analyzing the 
results together with the customer, aim-
ing for better understanding of and new 
points-of-view to the results obtained. 
The analysis and reporting of the test 
results is naturally the most crucial ac-
tion of all. A test has been successful 
only if all the metric values are within 
accepted limits, none of the set thresh-
olds have been violated, and all the 


















































people	working	on	the	project,	 trust	 them	fully	and	make	sure	 that	 they	have	the	right	 tools	and	no	 impedi-
ments	on	their	paths.	











With	mission	 critical	 systems,	 the	 information	 related	 to	 some	problems	 the	users	have	with	 the	 service	
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