The stability of statistical analysis is an important indicator for reproducibility, which is one main principle of scientific method. It entails that similar statistical conclusions can be reached based on independent samples from the same underlying population. In this paper, we introduce a general measure of classification instability (CIS) to quantify the sampling variability of the prediction made by a classification * Correspondence to Guang Cheng (e-mail: chengg@purdue.edu method. Interestingly, the asymptotic CIS of any weighted nearest neighbor classifier turns out to be proportional to the Euclidean norm of its weight vector. Based on this concise form, we propose a stabilized nearest neighbor (SNN) classifier, which distinguishes itself from other nearest neighbor classifiers, by taking the stability into consideration. In theory, we prove that SNN attains the minimax optimal convergence rate in risk, and a sharp convergence rate in CIS. The latter rate result is established for general plug-in classifiers under a low-noise condition. Extensive simulated and real examples demonstrate that SNN achieves a considerable improvement in CIS over existing nearest neighbor classifiers, with comparable classification accuracy. We implement the algorithm in a publicly available R package snn.
Introduction
Data science has become a driving force for many scientific studies. As datasets get bigger and the methods of analysis become more complex, the need for reproducibility has increased significantly (Stodden et al., 2014) . A minimal requirement of reproducibility is that one can reach similar results based on independently generated datasets. The issue of reproducibility has drawn much attention in the scientific community (see a special issue of Nature 1 ); Marcia
McNutt, the Editor-in-Chief of Science, pointed out that "reproducing an experiment is one important approach that scientists use to gain confidence in their conclusions." In other words, if conclusions cannot be reproduced, the credit of the researchers, along with the scientific conclusions themselves, will be in jeopardy.
Stability
Statistics as a subject can help improve reproducibility in many ways. One particular aspect we stress in this article is the stability of a statistical procedure used in the analysis. According to Yu (2013) , "reproducibility manifests itself in stability of statistical results relative to 'reasonable' perturbations to data and to the model used." An instable statistical method leads to the possibility that a correct scientific conclusion is not reproducible, and hence is not recognized, or even falsely discredited.
Stability has indeed received much attention in statistics. However, few work has focused on stability itself. Many works instead view stability as a tool for other purposes. For example, in clustering problems, Ben-Hur et al. (2002) introduced the clustering instability to assess the quality of a clustering algorithm; Wang (2010) used the clustering instability as a criterion to select the number of clusters. In high-dimensional regression, Meinshausen and Bühlmann (2010) proposed stability selection procedures for variable selection; Liu et al. (2010) and Sun et al. (2013) applied stability for tuning parameter selection. For more applications, see the use of stability in model selection (Breiman, 1996) , analyzing the effect of bagging (Bühlmann and Yu, 2002) , and deriving the generalization error bound (Bousquet and Elisseeff, 2002; Elisseeff et al., 2005) . While successes of stability have been reported in the aforementioned works, to the best of our knowledge, there has been little systematic methodological and theoretical study of stability itself in the classification context.
On the other hand, we are aware that "a study can be reproducible but still be wrong" 2 .
So can a classification method be stable but inaccurate. Thus, in this article, stability is not meant to replace classification accuracy, which is the primary goal for much of the research work on classification. However, an irreproducible or instable study will definitely reduce its chance of being accepted by the scientific community, no matter how accurate it is. Hence, it is ideal for a method to be both accurate and stable, a goal of the current article.
Moreover, in certain practical domains of classification, stability can be as important as accuracy. This is because providing a stable prediction plays a crucial role on users' trust on a system. For example, Internet streaming service provider Netflix has a movie recommendation system based on complex supervised learning algorithms. In this application, if two consecutively recommended movies are from two totally different genres, the viewers can immediately perceive such instability, and have a bad user experience with the service (Adomavicius and Zhang, 2010 ).
Overview
The k-nearest neighbor (kNN) classifier (Fix and Hodges, 1951; Cover and Hart, 1967 ) is one of the most popular nonparametric classification methods, due to its conceptual simplicity and powerful prediction capability. In the literature, extensive research have been done to justify various nearest neighbor classifiers based on the risk, which measures the inaccuracy of a classifier (Devroye and Wagner, 1977; Stone, 1977; Györfi, 1981; Devroye et al., 1994; Snapp and Venkatesh, 1998; Biau et al., 2010) . We refer the readers to Devroye et al. (1996) for a comprehensive study. Recently, has proposed an optimal weighted nearest neighbor (OWNN) classifier. Like most other existing nearest neighbor classifiers, OWNN focuses on the risk without paying attention to the classification stability.
In this article, we define a general measure of stability for a classification method, named as Classification Instability (CIS). It characterizes the sampling variability of the prediction.
An important result we show is that the asymptotic CIS of any weighted nearest neighbor classifier (a generalization of kNN), denoted as WNN, turns out to be proportional to the Euclidean norm of its weight vector. This rather concise form is crucial in our methodological development and theoretical analysis. To illustrate the relation between risk and CIS, we apply the kNN classifier to a toy example (see details in Section 7.1) and plot in Figure 1 the regret (that is, the risk minus a constant known as the Bayes risk) versus CIS, calculated according to Proposition 1 and Theorem 1 in Section 3, for different k. As k increases, the classifier becomes more and more stable, while the regret first decreases and then increases.
In view of the kNN classifier with the minimal regret, marked as the red square in Figure   1 , one may have the impression that there are other k values with similar regret but much smaller CIS, such as the one marked as the blue triangle shown in the plot.
Inspired by Figure 1 , we propose a novel method called stabilized nearest neighbor (SNN) classifier, which takes the stability into consideration. The SNN procedure is constructed by minimizing the CIS of WNN over an acceptable region where the regret is small, indexed by a tuning parameter. SNN encompasses the OWNN classifier as a special case.
To understand the theoretical property of SNN, we establish a sharp convergence rate of CIS for general plug-in classifiers. This sharp rate is slower than but approaching n −1 , shown by adapting the framework of Audibert and Tsybakov (2007) . Furthermore, the proposed SNN method is shown to achieve both the minimax optimal rate in the regret established in the literature, and the sharp rate in CIS established in this article.
log(n)
Regret or CIS To further illustrate the advantages of the SNN classifier, we offer a comprehensive asymptotic comparison among various classifiers, through which new insights are obtained. It is theoretically verified that the CIS of our SNN procedure is much smaller than those of others. Figure 2 shows the regret and CIS of kNN, OWNN, and SNN for a bivariate example (see details in Section 7.1). Although OWNN is theoretically the best in regret, its regret curve appear to overlap with that of SNN. On the other hand, the SNN procedure has a noticeably smaller CIS than OWNN. A compelling message is that with almost the same accuracy, our SNN could greatly improve stability. In the finite sample case, extensive experiments confirm that SNN has a significant improvement in CIS, and sometimes even improves accuracy slightly. Such appealing results are supported by our theoretical finding (in Corollary 1) that the regret of SNN approaches that of OWNN at a faster rate than the rate at which the CIS of OWNN approaches that of SNN, where both rates are shown to be sharp. As a by-product, we also show that OWNN is more stable than kNN and bagged nearest neighbor (BNN) classifiers.
The rest of the article is organized as follows. Section 2 defines CIS for a general classification method. In Section 3, we study the stability of the nearest neighbor classifier, and propose a novel SNN classifier. The SNN classifier is shown to achieve an established sharp rate in CIS and the minimax optimal rate in regret in Section 4. Section 5 presents a thor-ough theoretical comparison of regret and CIS between the SNN classifier and other nearest neighbor classifiers. Section 6 discusses the issue of tuning parameter selection, followed by numerical studies in Section 7. We conclude the article in Section 8. The appendix and supplementary materials are devoted to technical proofs.
Classification Instability
Let (X, Y ) ∈ R d × {1, 2} be a random couple with a joint distribution P . We regard X as a d-dimensional vector of features for an object and Y as a label indicating that the object belongs to one of two classes. Denote the prior class probability as π 1 = P(Y = 1), where P is the probability with respect to P , and the distribution of X given Y = r as P r with r = 1, 2.
The marginal distribution of X can be written asP = π 1 P 1 + (1 − π 1 )P 2 . For a classifier φ :
It is well known that the Bayes rule, denoted as φ Bayes , minimizes the above risk. Specifically, φ Bayes (x) = 1+1{η(x) < 1/2}, where η(x) = P(Y = 1|X = x) and 1{·} is the indicator function. In practice, a classification procedure Ψ is applied to a training data set D = {(X i , Y i ), i = 1, . . . , n} to produce a classifier φ n = Ψ(D). We define the risk of the procedure Ψ as E D [R( φ n )], and the regret of
, where E D denotes the expectation with respect to the distribution of D, and R(φ Bayes ) is called Bayes risk. Both the risk and regret describe the inaccuracy of a classification method. In practice, for a classifier φ, the classification error for a test data can be calculated as an empirical version of R(φ).
For a classification procedure, it is desired that, with high probability, classifiers trained from different samples yield the same prediction for the same object. Our first step in formalizing the classification instability is to define the distance between two generic classifiers φ 1 and φ 2 , which measures the level of disagreement between them.
Definition 1. (Distance between Classifiers) Define the distance between two classifiers φ 1 and φ 2 as d(φ 1 , φ 2 ) = P(φ 1 (X) = φ 2 (X)).
We next define the classification instability (CIS 
where φ n1 = Ψ(D 1 ) and φ n2 = Ψ(D 2 ) are the classifiers obtained by applying the classification procedure Ψ to samples D 1 and D 2 .
Intuitively, CIS is an average probability that the same object is classified to two different classes in two separate runs of a learning algorithm. By definition, 0 ≤ CIS(Ψ) ≤ 1, and a small CIS(Ψ) represents a stable classification procedure Ψ.
3 Stabilized Nearest Neighbor Classifier
) be a sequence of observations with ascending distance to x. For a nonnegative weight vector w n = (w ni ) revealed a nice asymptotic expansion formula for the regret of WNN. Proposition 1. Under Assumptions (A1)-(A4) defined in Appendix A.I, for each β ∈ (0, 1/2), we have, as n → ∞,
uniformly for w n ∈ W n,β with W n,β defined in Appendix A.II, where α i = i
and constants B 1 and B 2 are defined in Appendix A.II.
Samworth (2012) further derived a weight vector that minimizes the asymptotic regret (2) which led to the optimal weighted nearest neighbor (OWNN) classifier. 
Asymptotically Equivalent Formulation of CIS
uniformly for all w n ∈ W n,β with W n,β defined in Appendix A.II, where the constant
Theorem 1 demonstrates that the asymptotic CIS of a WNN procedure is proportional to (
For example, for the kNN procedure (that is the WNN procedure with
, its CIS is asymptotically B 3 1/k. Therefore, a larger value of k leads to a more stable kNN procedure, which was seen in Figure 1 . Furthermore, we note that the CIS expansion in (3) is related to the first term in (2). The expansions in (2) and (3) allow precise calibration of regret and CIS. This delicate connection is important in the development of our SNN procedure.
Stabilized Nearest Neighbor Classifier
To stabilize WNN, we consider a weight vector which minimizes the CIS over an acceptable region where the classification regret is less than some constant c 1 > 0, that is,
subject to Regret(WNN) ≤ c 1 ,
By a non-decreasing transformation, we change the objective function in (4) to CIS 2 (WNN).
Furthermore, considering the Lagrangian formulation, we can see that (4) is equivalent to minimizing Regret(WNN) + λ 0 CIS 2 (WNN) subject to the constraints that n i=1 w ni = 1 and w n ≥ 0, where λ 0 > 0. The equivalence is ensured by the expansions (2) and (3) in Proposition 1 and Theorem 1, and the fact that both the objective function and the constraints are convex in the variable vector w n . The resulting optimization is
subject to
where λ = (B 1 +λ 0 B 2 3 )/B 2 depends on constants B 1 and B 2 and λ 0 . When λ → ∞, (5) leads to the most stable but trivial kNN classifier with k = n. The classifier in (5) with λ ↓ B 1 /B 2 (i.e., λ 0 ↓ 0) approaches the OWNN classifier considered in . Note that the two terms (n (5) represent the bias and variance terms of the regret expansion given in Proposition 1 . By varying the weights of these two terms through λ, we are able to stabilize a nearest neighbor classifier. Moreover, the stabilized classifier achieves desirable convergence rates in both regret and CIS; see Theorem 2 gives the optimal weight w * ni with respect to the optimization (5). We formally define the stabilized nearest neighbor (SNN) classifier as the WNN classifier with the optimal weight w * ni .
Theorem 2. (Optimal Weight) For any fixed λ > 0, the minimizer of (5) is
where
The SNN classifier encompasses the OWNN classifier as a special case when λ = B 1 /B 2 .
The computational complexity of our SNN classifier is comparable to that of existing nearest neighbor classifiers. If we preselect a value for λ, SNN requires no training at all. The testing time consists of two parts: an O(n) complexity for the computation of n distances, where n is the size of training data; and an O(n log n) complexity for sorting n distances. The kNN classifier, for example, shares the same computational complexity. In practice, λ is not predetermined and we may treat it as a tuning parameter, whose optimal value is selected via cross validation. See Algorithm 1 in Section 6 for details. We will show in Section 6 that the complexity of tuning in SNN is also comparable to existing methods.
Theoretical Properties

A Sharp Rate of CIS
Motivated by Audibert and Tsybakov (2007) , we establish a sharp convergence rate of CIS for a general plug-in classifier. A plug-in classification procedure Ψ first estimates the regression function η(x) by η n (x), and then plugs it into the Bayes rule, that is,
The following margin condition (Tsybakov, 2004) is assumed for deriving the upper bound of the convergence rate, while two additional conditions are required for showing the lower bound. A distribution function P satisfies the margin condition if there exist constants C 0 > 0 and α ≥ 0 such that for any > 0,
The parameter α characterizes the behavior of the regression function η near 1/2, and a larger α implies a lower noise level and hence an easier classification scenario.
The second condition is on the smoothness of η(x). Specifically, we assume that η belongs to a Hölder class of functions Σ(γ, L, R d ) (for some fixed L, γ > 0) containing the functions g : R d → R that are γ times continuously differentiable and satisfy, for any
where γ is the largest integer not greater than γ, g x is the
Taylor polynomial series of degree γ at x, and · is the Euclidean norm.
Our last condition assumes that the marginal distributionP satisfies the strong density assumption, defined in Supplementary S.III.
We first derive the rate of convergence of CIS by assuming an exponential convergence rate of the corresponding regression function estimator.
Theorem 3. (Upper Bound) Let η n be an estimator of the regression function η and let R ⊂ R d be a compact set. Let P be a set of probability distributions supported on R × {1, 2}
such that for some constants C 1 , C 2 > 0, some positive sequence a n → ∞, and almost all x with respect toP ,
holds for any n > 1 and δ > 0, where P D is the probability with respect to P ⊗n . Furthermore, if all the distributions P ∈ P satisfy the margin condition for a constant C 0 , then the plug-in classification procedure Ψ corresponding to η n satisfies
for any n > 1 and some constant C > 0 depending only on α, C 0 , C 1 , and C 2 .
It is worth noting that the condition in (7) holds for various types of estimators. For example, Theorem 3.2 in Audibert and Tsybakov (2007) showed that the local polynomial estimator satisfies (7) with a n = n 2γ/(2γ+d) when the bandwidth is of the order n −1/(2γ+d) .
In addition, Theorem 5 in Section 4.2 implies that (7) holds for the newly proposed SNN classifier with the same a n . Hence, in both cases, the upper bound is of the order n −αγ/(2γ+d) .
We next derive the lower bound of CIS in Theorem 4. As will be seen, this lower bound implies that the obtained rate of CIS, that is, n −αγ/(2γ+d) , cannot be further improved for the plug-in classification procedure.
Theorem 4. (Lower Bound) Let P α,γ be a set of probability distributions supported on R × {1, 2} such that for any P ∈ P α,γ , P satisfies the margin condition (6), the regression function
, and the marginal distributionP satisfies the strong density assumption. Suppose further that P α,γ satisfies (7) with a n = n 2γ/(2γ+d) and
for any n > 1 and some constant C > 0 independent of n.
Theorems 3 and 4 together establish a sharp convergence rate of the CIS for the general plug-in classification procedure on the set P α,γ . The requirement αγ ≤ d in Theorem 4
implies that α and γ cannot be large simultaneously. As pointed out in Audibert and Tsy-bakov (2007) , this is intuitively true because a very large γ implies a very smooth regression function η, while a large α implies that η cannot stay very long near 1/2, and hence when η hits 1/2, it should take off quickly. Lastly, we note that this rate is slower than n −1 , but approaches n −1 as the dimension d increases when αγ = d.
As a reminder, Audibert and Tsybakov (2007) established the minimax optimal rate of regret as n −(α+1)γ/(2γ+d) .
Optimal Convergence Rates of SNN
In this subsection, we demonstrate that SNN attains the established sharp convergence rate in CIS in the previous subsection, as well as the minimax optimal convergence rate in regret.
We further show the asymptotic difference between SNN and OWNN.
In Theorem 5 and Corollary 1 below, we consider SNN with k *
where a n b n means the ratio sequence a n /b n stays away from zero and infinity as n → ∞.
Note that under Assumptions (A1)-(A4) defined in Appendix A.I, we have γ = 2 and hence k * n 4/(4+d) , which agrees with the formulation in Theorem 2.
Theorem 5. For any α ≥ 0 and γ ∈ (0, 2], the SNN procedure with any fixed λ > 0 satisfies
for any n > 1 and some constantsC, C > 0, where P α,γ is defined in Theorem 4.
Corollary 1 below further investigates the difference between the SNN procedure (with λ = B 1 /B 2 ) and the OWNN procedure in terms of both regret and CIS.
where P α,γ is defined in Theorem 4.
Corollary 1 implies that the regret of SNN approaches that of the OWNN (from above) at a faster rate than the CIS of OWNN approaches that of the SNN procedure (from above).
This means that SNN can have a significant improvement in CIS over the OWNN procedure while obtaining a comparable classification accuracy. This observation will be supported by the experimental results in Section 7.2.
Remark 1. Under Assumptions (A1)-(A4) in Section A.I, which implicitly implies that α = 1, and the assumption that γ = 2, the conclusion in (8) can be strengthened to that for
in CIS is at least n −2/(d+4) in this scenario.
Asymptotic Comparisons
In this section, we first conduct an asymptotic comparison of CIS among existing nearest neighbor classifiers, and then demonstrate that SNN significantly improves OWNN in CIS.
CIS Comparison of Existing Methods
We compare kNN, OWNN and the bagged nearest neighbor (BNN) classifier. The kNN classifier is a special case of the WNN classifier with weight w ni = 1/k for i = 1, . . . , k and w ni = 0 otherwise. Another special case of the WNN classifier is the BNN classifier. After generating subsamples from the original data set, the BNN classifier applies 1-nearest neighbor classifier to each bootstrapped subsample and returns the final prediction by majority voting. If the resample size m is sufficiently smaller than n, i.e., m → ∞ and m/n → 0, the BNN classifier is shown to be a consistent classifier (Hall and Samworth, 2005) . In particular, Hall and Samworth (2005) showed that, for large n, the BNN classifier (with or without replacement) is approximately equivalent to a WNN classifier with the weight
. . , n, where q is the resampling ratio m/n.
We denote the CIS of the above classification procedures as CIS(kNN), CIS(BNN) and CIS(OWNN). Here k in the kNN classifier is selected as the one minimizing the regret (Hall et al., 2008) . The optimal q in the BNN classifier and the optimal weight in the OWNN classifier are both calculated based on their asymptotic relations with the optimal k in kNN, which were defined in (2.9) and (3.5) of . Corollary 2 gives the pairwise CIS ratios of these classifiers. Note that these ratios depend on the feature dimension d only.
Corollary 2. Under Assumptions (A1)-(A4) defined in Appendix A.I and the assumption that B 2 defined in Appendix A.II is positive, we have, as n → ∞,
.
The limiting CIS ratios in Corollary 2 are plotted in Figure 3 . A major message herein is that the OWNN procedure is more stable than the kNN and BNN procedures for any d.
The largest improvement of the OWNN procedure over kNN is achieved when d = 4 and the improvement diminishes as d → ∞. The CIS ratio of BNN over kNN equals 1 when d = 2 and is less than 1 when d > 2, which is consistent with the common perception that bagging can generally reduce the variability of the nearest neighbor classifiers. Similar phenomenon has been shown in the ratio of their regrets . Therefore, bagging can be used to improve the kNN procedure in terms of both accuracy and stability when d > 2.
Furthermore, the CIS ratio of OWNN over BNN is less than 1 for all d, but quickly converges to 1 as d increases. This implies that although the BNN procedure is asymptotically less stable than the OWNN procedure, their difference vanishes as d increases. 
Comparisons between SNN and OWNN
, where constants B 1 and B 2 are defined in Appendix A.II.
The second formula in Corollary 3 suggests that as λ increases, the SNN classifier becomes more and more stable. In Corollary 3, both ratios of the SNN procedure over the OWNN procedure depend on λ, and two unknown constants B 1 and B 2 . Since λ = (B 1 + λ 0 B 2 3 )/B 2 in (5) and B 3 = 4B 1 / √ π in (3), we further have the following ratios,
For any λ 0 > 0, SNN has an improvement in CIS over the OWNN. As a mere illustration, we consider the case that the regret and the squared CIS are given equal weight, that is, λ 0 = 1. In this case, the ratios in (9) and (10) only depend on B 1 and d. Since SNN improves OWNN in CIS, but has a greater regret, it is of interest to know when the improvement of SNN in CIS is greater than its loss in regret. We thus consider the relative gain, defined as the absolute ratio of the percentages of CIS reduction and regret incre- 
Tuning Parameter Selection
To select the parameter λ for the SNN classifier, we first identify a set of values for λ whose corresponding (estimated) risks are among the smallest, and then choose from them an optimal one which has the minimal estimated CIS. Let φ λ D denote an SNN classifier with parameter λ trained from sample D. Given a predetermined set of tuning parameter values Λ = {λ 1 , . . . , λ K }, the tuning parameter λ is selected using Algorithm 1 below, which involves estimating the CIS and risk in Steps 1-3 and a two-stage selection in Steps 4 and 5.
Algorithm 1:
Step 1. Randomly partition D = {(X i , Y i ), i = 1, . . . , n} into five subsets I i , i = 1, · · · , 5.
Step 2. For i = 1, let I 1 be the test set and I 2 , I 3 , I 4 and I 5 be training sets. Obtain predicted labels from φ λ I 2 ∪I 3 (X j ) and φ λ I 4 ∪I 5 (X j ) respectively for each X j ∈ I 1 . Estimate the CIS and risk of the classifier with parameter λ by
Step 3. Repeat Step 2 for i = 2, . . . , 5 and estimate the CIS and risk, with I i being the test set and the rest being the training sets. Finally, the estimated CIS and risk are,
Step 4. Perform Step 2 and Step 3 for each λ k ∈ Λ. Denote the set of tuning parameters with top accuracy as A := {λ : Risk(λ) is less than the 10th percentile of Risk(λ k ), k = 1, . . . , K}.
Step 5. Output the optimal tuning parameter λ as
In our experiments, the predetermined set of tuning parameters Λ is of size 100. In
Step 1, the sample sizes of the subsets I i are chosen to be roughly equal. In
Step 4, the threshold 10% reflects how the set of the most accurate classifiers is defined. Based on our limited experiments, the final experimental result is very robust to the choice of this threshold level within a suitable range.
Compared with the tuning method for the kNN classifier, which minimizes the estimated risk only, Algorithm 1 requires additional estimation of the CIS. However, the estimation of the CIS is concurrently conducted with the estimation of the risk in Step 2. Therefore, the complexity of tuning for our SNN classifier is at the same order as that for kNN. As will be seen in the numerical experiments below, the additional effort on estimating the CIS leads to improvement over existing nearest neighbor methods in both accuracy and stability.
Numerical Studies
We first verify our theoretical findings using an example, and then illustrate the improvements of the SNN classifier over existing nearest neighbor classifiers based on simulations and real examples.
Validation of Asymptotically Equivalent Forms
This subsection aims to support the asymptotically equivalent forms of CIS derived in Theorem 1 and the CIS and regret ratios in Corollary 3. We focus on a multivariate Gaussian example in which regret and CIS have explicit expressions.
Assume that the underlying distributions of both classes are P 1 ∼ N (0 2 , I 2 ) and P 2 ∼ N (1 2 , I 2 ) and the prior class probability π 1 = 1/3. We choose R = [−2, 3] 2 , which covers at least 95% probability of the sampling region, and set n = 50, 100, 200 and 500. In addition, a test set with 1000 observations was independently generated. The estimated risk and CIS were calculated based on 100 replications. In this example, some calculus exercises lead to B 1 = 0.1299, B 2 = 10.68 and B 3 = 0.2931. According to Proposition 1, Theorems 1 and 2, we obtain that
with k * = 1.5 1/3 λ 1/3 n 2/3 . For a mere illustration, we choose λ = (B 1 + B 2 3 )/B 2 , which corresponds to λ 0 = 1. So we have k
Similarly, the asymptotic regret and CIS of OWNN are (11) and (12) (left) and SNN (right) procedures. These plots show that the estimated CIS converges to its asymptotic equivalent value as n increases.
In Figures 6 , we plot the asymptotic CIS of the SNN and OWNN classifiers computed using the above formulae, shown as red curves, along with the estimated CIS based on the simulated data, shown as the box plots over 100 replications. As the sample size n increases, the estimated CIS approximates its asymptotic value very well. For example, when n = 500, the asymptotic CIS of the SNN (OWNN) classifier is 0.078 (0.085) while the estimated CIS is 0.079 (0.086).
Similarly, in Figure 7 , we plot the asymptotic risk, that is, the asymptotic regret in ( example, when n = 500, the average errors of the SNN classifier and the OWNN classifier are 0.2152 and 0.2161, respectively, while the Bayes risk is 0.215 (see Figure 7) . A similar issue was previously reported in Samworth (2012).
Simulations
In this section, we compare SNN with the kNN, OWNN and BNN classifiers. The parameter k in kNN was tuned from 100 equally spaced grid points from 5 to n/2. For a fair comparison, in the SNN classifier, the parameter λ was tuned so that the corresponding parameter k * (see Theorem 2) were equally spaced and fell into the same range roughly.
In Simulation 1, we assumed that the two classes were from
with the prior probability π 1 = 1/3 and dimension d. We set sample size n = 200
and chose µ such that the resulting B 1 was fixed as 0.1 for different d. Specifically, in
Supplementary S.VII we show that
Hence, we set µ = 2.076, 1.205, 0.659, 0.314, 0.208 for d = 1, 2, 4, 8 and 10, respectively.
In Simulation 2, the training data set were generated by setting n = 200, d = 2 or 5, Simulation 1 is a relatively easy classification problem. Simulation 2 examines the bimodal effect and Simulation 3 combines bimodality with dependence between variables. In each simulation setting, a test data set of size 1000 is independently generated and the average classification error and average estimated CIS for the test set are reported over 100
replications. To estimate the CIS, for each replication, we build two classifiers based on the randomly divided training data, and then estimate CIS by the average disagreement of these two classifiers on the test data. Figures 9 and 10 summarize the results for Simulations 2 and 3. Similarly, in general, the difference in CIS is much obvious than the difference in the error. The SNN procedure obtains the minimal CIS in all 8 cases. Interestingly, the improvements are significant in all the four cases when π 1 = 1/3. Moreover, among 3 out of the 8 cases, our SNN achieves the smallest test errors and the improvements are significant. Even in cases where the error is not the smallest, the accuracy of SNN is close to the best classifier.
Real Examples
We extend the comparison to four real data sets publicly available in the UCI Machine Learning Repository (Bache and Lichman, 2013) . The first data set is the breast cancer Each of the 267 image sets (patients) had 22 binary feature patterns and was classified into two classes: normal and abnormal.
We randomly split each data set into training and test sets with the equal size. The same tuning procedure as in the simulation is applied here. We compute the test error and the estimated CIS on the test set. The procedure is repeated 100 times and the average error and CIS are reported in Figure 11 . real experiments further illustrate that, with almost the same classification accuracy, our SNN procedure can achieve a significant improvement in the stability, which promotes the reproducibility.
Conclusion
Stability is an important and desirable property of a statistical procedure. It provides a foundation for the reproducibility, and reflects the credibility of those who use the procedure. To our best knowledge, our work is the first to propose a measure to quantify classification instability. The proposed SNN classification procedure enjoys increased classification stability with comparable classification accuracy to OWNN.
For classification problems, the classification accuracy is a primary concern, while stability is secondary. In many real cases, however, different classifiers may enjoy a comparable classification accuracy, and a classifier with a better stability stands out. The observation that our method can improve stability while maintaining the similar accuracy suggests that there may exist much more room for improving stability than for improving accuracy. This may be explained by the faster convergence rate of the regret than that of the CIS (Theorem 5).
In theory, our SNN is shown to achieve the minimax optimal convergence rate in regret and a sharp convergence rate in CIS. Extensive experiments illustrate that SNN attains a significant improvement of stability over existing nearest neighbor classifiers, and sometimes even improves the accuracy. We implement the algorithm in a publicly available R package snn.
Our proposed SNN method is motivated by an asymptotic expansion of the CIS. Such a nice property may not exist for other more general classification methods. Hence, it is unclear how the stabilization idea can be carried over to other classifiers in a similar manner. That being said, the CIS measure can be used as a criterion for tuning parameter selection. There exists work in the literature which uses variable selection stability to select tuning parameter (Sun et al., 2013) . Classification stability and variable selection stability complement each other and can provide a comprehensive description of the reliability of a statistical procedure.
For simplicity, we focus on the binary classification in this article. The generalization of the SNN classifier to multi-category classification problems (Lee et al., 2004; Liu and Shen, 2006; Liu and Yuan, 2011) is an interesting topic to pursue in the future. Moreover, stability for the high-dimensional, low-sample size data is another important topic. Furthermore, in analyzing a big data set, a popular scheme is divide-and-conquer. It is an interesting research question on how to divide the data and choose the parameter wisely to ensure the optimal stability of a combined classifier.
Appendices A.I Assumptions (A1) -(A4)
For a smooth function g, we denoteġ(x) as its gradient vector at x. We assume the following conditions through all the article. (A3) There exists ρ > 0 such that
function, and C 3 is a constant independent of δ.
(A4) For all x ∈ S, we haveη(x) = 0, and for all x ∈ S ∩ ∂R, we have∂η(x) = 0, where ∂η is the restriction of η to ∂R.
Remark 2. Assumptions (A1)-(A4) have also been employed to show the asymptotic expansion of the regret of the kNN classifier (Hall et al., 2008) . The conditionη(x) = 0 in (A4) is equivalent to the margin condition with α = 1; see (2.1) in . Furthermore, these assumptions ensure thatf (x 0 ) andη(x 0 ) are bounded away from zero and infinity on
S.
A.II Definitions of a(x), B 1 , B 2 , and W n,β
For a smooth function g: R d → R, let g j (x) its jth partial derivative at x,g(x) the Hessian matrix at x, and g jk (x) the (j, k)th element ofg(x). Let c j,
We further define two distribution-related constants In addition, for β > 0, we denote W n,β as the set of w n satisfying (w.1)-(w.5).
(w.1)
For the kNN classifier with
A.III Proof of Theorem 1
(X) can be expressed in the following way. 
whereP (x) is the marginal distribution of X. For the sake of simplicity, P denotes the probability with respect to D. Hence, CIS satisfies
Denote the boundary S = {x ∈ R : η(x) = 1/2}. For > 0, let S = {x ∈ R d : η(x) = 1/2 and dist(x, S) < }, where dist(x, S) = inf x 0 ∈S x − x 0 . We will focus on the set showed that, uniformly for w n ∈ W n,β ,
We organize our proof in three steps. In
Step 1, we focus on analyzing on the set R ∩ S n ;
in
Step 2, we focus on the complement set R\S n ;
Step 3 combines the results and applies a normal approximation to yield the final conclusion.
Step 1: For x 0 ∈ S and t ∈ R, denote x t 0 = x 0 + tη(x 0 )/ η(x 0 ) . Denotef = π 1 f 1 + (1 − π 1 )f 2 as the Radon-Nikodym derivative with respect to Lebesgue measure of the restriction ofP to S n for large n. We need to show that, uniformly for w n ∈ W n,β ,
According to , for large n, we define the map φ(x 0 , tη
, and note that
) for x 0 ∈ S and |t| < n , where det is the determinant. Then the theory of integration on manifolds (Gray, 2004) implies that, uniformly for w n ∈ W n,β ,
Furthermore, we can replace S n with R ∩ S n since S n \R ⊆ {x ∈ R d : dist(x, ∂S) < n } and the latter has volume O( 2 n ) by Weyl's tube formula (Gray, 2004) . Similarly, we can safely replace S n n with S. Therefore, (A.3) holds. Similar arguments imply (A.4).
Step 2: Bound the contribution to CIS from R\S n . We show that, for all M > 0,
Here (A.5) follows from the fact |P(S n (x) < 1 2
uniformly for w n ∈ W n,β and x ∈ R\S n . Furthermore, (A.6) holds since
Step 3: In the end, we will show
We first apply the nonuniform version of Berry-Esseen Theorem to approximate P(S n (x
and Var(W ) = 1. Then the nonuniform Berry-Esseen Theorem (Bjerve, 1977) implies that
where Φ is the standard normal distribution function and M 1 is a constant. Therefore,
Thus, we have
where the remainder term o(s 2 n + t 2 n ) is due to (A.8) by slightly modifying the proof of A.21 in .
Furthermore, Taylor expansion leads tō
Therefore,
. According to (A.1) and (A.2), for a sufficiently small ∈ (0, inf x 0 ∈S η(x 0 ) ) and large n, for all w n ∈ W n,β , x 0 ∈ S and r ∈ [− n /s n , n /s n ], showed that
In addition, when |r − r x 0 | ≤ t n /s n ,
and when t n /s n < |r| < t n /s n ,
where φ is the density function of standard normal distribution.
Therefore, we have
Similarly,
The inequality above, along with with (A.10), leads to R 1 = o(s n + t n ).
By similar arguments, we have
Finally, after substituting t = us n /2 in (A.9) and (A.11), we have, up to o(s n + t n ) difference,
According to Lemma S.1, we have
Therefore, the desirable result is obtained by noting that B 4 s n t n = o(s n +t n ). This concludes the proof of Theorem 1.
A.IV Proof of Theorem 2
For any weight w n , the Lagrangian of (5) is
Considering the constraint of nonnegative weights, we denote k * = max{i : w * ni > 0}. Setting derivative of L(w n ) to be 0, we have
Summing (A.12) from 1 to k * , and multiplying (A.12) by α i and then summing from 1 to k * yields 2n
Here w * ni is decreasing in i since α i is increasing in i and 
Therefore, for large n, we have
Plugging k * and the result (S.3) in Supplementary into (A.13) yields the optimal weight.
A.V Proof of Theorem 3
Following the proofs of Lemma 3.1 in Audibert and Tsybakov (2007) , we consider the sets
For the classification procedure Ψ(·), we have
where φ n1 and φ n2 are classifiers obtained by applying Ψ(·) to two independently and identically distributed samples D 1 and D 2 , respectively. Denote the Bayes classifier φ Bayes , we have
where the last equality is due to the fact that D 1 and D 2 are independently and identically distributed. For ease of notation, we will denote φ n1 as φ n from now on. We further have
Given the event { φ n = φ Bayes } ∩ {|η − 1/2| > 2 j−1 δ}, we have | η n − η| ≥ 2 j−1 δ. Therefore, for any j ≥ 1, we have
where the last inequality is due to margin assumption (6) and condition (7).
for some C > 0 depending only on α, C 0 , C 1 and C 2 .
A.VI Proof of Theorem 4
According to the proof of Theorem 3, we have
Audibert and Tsybakov (2007) showed that when αγ ≤ d, the set of probability distribu-
and q = C 6 n 1/(2γ+d) , with some constants C i ≥ 0 for i = 3, . . . , 6 and C 6 ≤ 1. Therefore, Lemma S.3 implies that the first part is bound, that is,
To bound the second part, we again consider the sets A j defined in Appendix A.V. On
for some positive constant C 7 depending only on α, C 0 , C 1 , C 2 . When a n = n 2γ/(2γ+d) , we have
By properly choosing constants
for a constant C > 0. This concludes the proof of Theorem 4.
A.VII Proof of Theorem 5
According to our Theorem 3 and the proof of Theorem 1 in the supplementary of Samworth (2012), it is sufficient to show that for any α ≥ 0 and γ ∈ (0, 2], there exist positive constants
where S * n (x) = n i=1 w * ni 1{Y (i) = 1} with the optimal weight w * ni defined in Theorem 2 and k * n 2γ/(2γ+d) .
According to Lemma S.2, we have
for some constant C 8 > 0.
Denote µ * n (x) = E{S * n (x)}. According to the proof of Theorem 1 in the supplement of , there exist C 9 , C 10 > 0 such that for all P ∈ P α,γ and x ∈ R,
The Hoeffding's inequality says that if Z 1 , . . . , Z n are independent and
surely, then we have
Let Z i = w * ni 1{Y (i) = 1} with a i = 0 and b i = w * ni . According to (A.15), we have that for δ ≥ 2C 10 n −γ/(2γ+d) and forP -almost all x,
which implies (A.14) directly.
Supplementary Materials
Wei Sun, Xingye Qiao and Guang Cheng
In this supplementary note, we provide lemmas for proving Theorems 1-4, the proofs of Corollaries 1-3, and the calculation of B 1 .
S.I A Lemma for Proving Theorem 1 (Asymptotic Equivalent
Form of CIS)
Lemma S.1. For any distribution function G, constant a, and constant b > 0, we have
Proof of Lemma S.1: We show the second equality. The proof of the first equality is similar. Note
After substitute t = −bu − a for each term, we have
Plugging these two into (S.1), we have
Applying integration by part, we can calculate
Plugging I-IV into (S.1) leads to desirable equality. This concludes the proof of Lemma S.1.
S.II A Lemma for Proving Theorem 2 (Optimal
Proof of Lemma S.2: First, (S.2) is a direct result from the following two inequalities.
(1
where i and d are positive integers. These two inequalities hold because both differences (1 − ) are decreasing in i and the limit equals 0.
Second, (S.3) is due to (S.2) and Faulhaber's formula
. According to (S.2), we have
Due to Faulhaber's formula,
, which leads to (S.3). This concludes the proof of Lemma S.2.
S.III Strong density assumption for proving Theorems 3-4
The marginal distributionP is said to satisfy the strong density assumption if
• for a compact set R ⊂ R d and constants c 0 , r 0 > 0,P is supported on a compact (c 0 , r 0 )-regular set A ⊂ R satisfying ν d (A ∩ B r (x)) ≥ c 0 ν d (B r (x)) for all r ∈ [0, r 0 ] and all x ∈ A, where ν d denotes the d-dimensional Lebesgue measure and B r (x) is a closed Euclidean ball in R d centered at x and of radius r > 0;
• for all x ∈ A, the Lebesgue densityf ofP satisfiesf min ≤f (x) ≤f max for some 0 <f min <f max , andf (x) = 0 otherwise. In addition,f ∈ Σ(γ − 1, L, A).
S.IV A Lemma for proving Theorem 4 (Lower Bound of CIS)
We adapt the Assouad's lemma to prove the lower bound of CIS. This lemma is of independent interest.
We first introduce an important definition called (m, w, b, b )-hypercube that is slightly modified from Audibert (2004) . We observe independently and identically distributed training samples D = {(X i , Y i ), i = 1, . . . , n} with X i ∈ X = R and Y i ∈ Y = {1, 2}. Let F(X , Y) denote the set of all measurable functions mapping from X into Y. Let Z = X × Y. For the distribution function P , we denote its corresponding probability and expectation as P and E, respectively. m } of probability distributions P σ of (X, Y ) on Z as follows.
For any P σ ∈ H, the marginal distribution of X does not depend on σ and satisfies the following conditions. There exists a partition X 0 , . . . , X m of X satisfying, (i) for any j ∈ {1, . . . , m}, P X (X ∈ X j ) = w; (ii) for any j ∈ {0, . . . , m} and any X ∈ X j , we have P σ (Y = 1|X) = 1 + σ j ψ(X) 2 with σ 0 = 1 and ψ : X → (0, 1] satisfies for any j ∈ {1, . . . , m},
Lemma S.3. If a collection of probability distributions P contains a (m, w, b, b )-hypercube, then for any measurable estimator φ n obtained by applying Ψ to the training sample D, we have sup
where E ⊗n is the expectation with respect to P ⊗n .
Proof of Lemma S.3: Let σ j,r ∆ = (σ 1 , . . . , σ j−1 , r, σ j+1 , . . . , σ m ) for any r ∈ {−1, 0, +1}. The distribution P σ j,0 satisfies P σ j,0 (dX) = P X (dX), P σ j,0 (Y = 1|X) = 1/2 for any X ∈ X j and P σ j,0 (Y = 1|X) = P σ (Y = 1|X) otherwise. Let ν denote the distribution of a Rademacher variable σ such that ν(σ = +1) = ν(σ = −1) = 1/2. Denote the variational distance between two probability distributions P 1 and P 2 as V (P 1 , P 2 ) = 1 − dP 1 dP 0 ∧ dP 2 dP 0 dP 0 , where a ∧ b means the minimal of a and b, and P 1 and P 2 are absolutely continuous with respect to some probability distribution P 0 . Lemma 5.1 in Audibert (2004) showed that the variational distance between two distribution functions P Note that P contains a (m, w, b, b )-hypercube and for X ∈ X j , φ Bayes (X) = 1+1{η(X) < 1/2} =and the latter is not random with respect to ν(dσ j ). This ends the proof of Lemma S.3.
S.V Proof of Corollary 1
According to Theorems 3 and 4, we have, for any γ ∈ (0, 2], sup P ∈Pα,γ CIS(SNN) n −αγ/(2γ+d) .
Therefore, when λ = B 1 /B 2 , we have This concludes the proof of Corollary 1.
S.VI Proof of Corollaries 2 and 3
For the OWNN classifier, the optimal k * * is a function of k opt of k-nearest neighbor classifier .
The rest limit expressions in Corollaries 2 and 3 can be shown in similar manners.
S.VII Calculation of (13) 
