Abstract. We present a theory of ultradistributional boundary values for harmonic functions defined on the Euclidean unit ball. We also give a characterization of ultradifferentiable functions and ultradistributions on the sphere in terms of their spherical harmonic expansions. To this end, we obtain explicit estimates for partial derivatives of spherical harmonics, which are of independent interest and refine earlier estimates by Calderón and Zygmund. We apply our results to characterize the support of ultradistributions on the sphere via Abel summability of their spherical harmonic expansions.
Introduction
The study of boundary values of harmonic and analytic functions is a classical and important subject in distribution and ultradistribution theory. There is a vast literature dealing with boundary values on R n , see e.g. [1, 5, 6, 10, 12, 14, 20] and references therein. In the case of the unit sphere S n−1 , the characterization of harmonic functions in the Euclidean unit ball of R n having distributional boundary values on S n−1 was given by Estrada and Kanwal in [11] . In a recent article [13] , González Vieli has used the Poisson transform to obtain a very useful description of the support of a Schwartz distribution on the sphere (cf. [27] for support characterizations on R n ). Representations of analytic functionals on the sphere [17] as initial values of solutions to the heat equation were studied by Morimoto and Suwa [18] .
In this article we generalize the results from [11] to the framework of ultradistributions [15, 16] and supply a theory of ultradistributional boundary values of harmonic functions on S n−1 . Our goal is to characterize all those harmonic functions U, defined in the unit ball, that admit boundary values lim r→1 − U(rω) in an ultradistribution space E * ′ (S n−1 ). Our considerations apply to both nonquasianalytic and quasianalytic ultradistributions, and, in particular, to analytic functionals. As an application, we also obtain a characterization of the support of a non-quasianalytic ultradistribution in terms of Abel summability of its spherical harmonic series expansion. Since Schwartz distributions are naturally embedded into the spaces of ultradistributions in a support preserving fashion, our support characterization contains as a particular instance that of González Vieli quoted above.
In Section 4 we study spaces of ultradifferentiable functions and ultradistributions through spherical harmonics. Our main results there are descriptions of these spaces in terms of the decay or growth rate of the norms of the projections of a function or an ultradistribution onto the spaces of spherical harmonics. We also establish the convergence of the spherical harmonic series in the corresponding space. Note that eigenfunction expansions of ultradistributions on compact analytic manifolds have recently been investigated in [8, 9] with the aid of pseudodifferential calculus (cf. [28] for the Euclidean global setting). However, our approach here is quite different and is rather based on explicit estimates for partial derivatives of solid harmonics and spherical harmonics that are obtained in Section 3. Such estimates are of independent interest and refine earlier bounds by Calderón and Zygmund from [4] .
Harmonic functions with ultradistributional boundary values are characterized in Section 5. The characterization is in terms of the growth order of the harmonic function near the boundary S n−1 ; we also show in Section 5 that a harmonic function satisfying such growth conditions must necessarily be the Poisson transform of an ultradistribution. In the special case of analytic functionals, our result yields as a corollary: any harmonic function on the unit ball arises as the Poisson transform of some analytic functional on the sphere. Finally, Section 6 deals with the characterization of the support of non-quasianalytic ultradistributions on S n−1 .
Preliminaries
We employ the notation B n for the open unit ball of R n . We work in dimension n ≥ 2.
2.1. Spherical harmonics. The theory of spherical harmonics is a classical subject in analysis and it is very well explained in several textbooks (see e.g. [2, 3] ). The space of solid harmonics of degree j will be denoted by H j (R n ), its elements are the harmonic homogeneous polynomials of degree j on R n . A spherical harmonic of degree j is the restriction to S n−1 of a solid harmonic of degree j and we write H j (S n−1 ) for space of all spherical harmonics of degree j. Its dimension, denoted
From this exact formula, it is not hard to see that d j satisfies the bounds
It is well known [3] that
where the L 2 -inner product is taken with respect to the surface measure of S n−1 . The orthogonal projection of f ∈ L 2 (S n−1 ) onto H j (S n−1 ) will always be denoted as f j ; it is explicitly given by
where Z j (ω, x) is the zonal harmonic of degree j with pole ω [3] . We then have that
2.2.
Homogeneous extensions and differential operators on S n−1 . We write
where Ω is an open subset of R n or S n−1 . Given a function ϕ on S n−1 , its homogeneous extension (of order 0) is the function ϕ ↾ defined as ϕ ↾ (x) = ϕ(x/|x|) on R n \{0}. It is easy to see that ϕ ∈ E(S n−1 ) if and only if ϕ ↾ ∈ E(R n \{0}). Furthermore, we define the differential operators ∂
We can then consider L(∂ S n−1 ) for any differential operator L(∂) defined on R n \{0}. In particular, ∆ S n−1 stands for the Laplace-Beltrami operator of the sphere.
Finally, if F is a function on R n , we simply write F L q (S n−1 ) for the L q (S n−1 )-norm of its restriction to S n−1 .
Estimates for partial derivatives of spherical harmonics
Calderón and Zygmund showed [4, Eq. (4), p. 904] the following estimates for the partial derivatives of a spherical harmonic Y j ∈ H j (S n−1 ),
where the constants C α,n depend on the order of differentiation and the dimension on an unspecified way. The same topic is treated in Seeley's article [26] . The goal of this section is to refine (3.1) by exhibiting explicit constants C α,n . We also give explicit bounds for the partial derivatives of spherical harmonics in spherical coordinates. Such estimates in spherical coordinates play an important role in the next section. We consider here p(θ) = (p 1 (θ), . . . , p n (θ)), p(θ) = (cos θ 1 , sin θ 1 cos θ 2 , . . . , sin θ 1 · · · sin θ n−2 cos θ n−1 , sin θ 1 . . . sin θ n−2 sin θ n−1 ), where θ ∈ R n−1 . Naturally, the estimate (3.3) below also holds if we choose the north pole to be located at a point other than (1, 0, . . . , 0).
Theorem 3.1. We have the bounds:
(a) For every solid harmonic Q j ∈ H j (R n ) and all α = 0,
(c) For all spherical harmonic Y j ∈ H j (S n−1 ), all α = 0, and any ε > 0, (3.4)
Proof. (a) For (3.2), we assume that |α| ≤ j, otherwise the result trivially holds. Our starting point is the same as the inductive step in the proof of [26, Thm. 4, p. 120] , namely, the inequality (3.5)
valid for all multi-index β with |β| = |α| − 1 and β ≤ α. Successive application of (3.5) leads to
The coefficient in this bound can be estimated as follows,
(cf. [3, pp. 79-80] ). Thus, we obtain (cf. (2.2)), for all ω ∈ S n−1 ,
where we have used d j−|α| ≤ nj n−2 (see (2.1)). This shows (3.2). (b) Our proof of (3.3) is based on the multivariate Faà di Bruno formula for the partial derivatives of the composition of functions. Let m = |α|. Specializing [7, Eq. (2.4)] to h = f • p, where f is a function on R n , we obtain
where the set of multi-indices p(α, λ) ⊂ N 2n is as described in [7, p. 506] . We also employ the identity [7, Cor. 2.9] 
where S(m, k) are the Stirling numbers of the second kind. For such numbers [22, Thm. 3] we have the estimates for any Ω ⊆ R n−1 and the corresponding set p(Ω) ⊆ S n−1 . We now apply this inequality to estimate
. Using (3.6) with f = Q j , the bound (3.2), and the fact that ∂ λ x Q j = 0 if |λ| > j, we conclude that
(c) We need to estimate the partial derivatives of
Instead of using the Faà di Bruno formula to handle directly the partial derivatives of this composition, we will adapt Hörmander's proof of [14, Prop. 8.4 .1, p. 281] to our problem. Let 0 < r < 1/2 and ω ∈ S n−1 . Note that if |z − ω| ≤ r and we write z = x + iy, then
So, F is holomorphic on this region of C n . For m ≥ 1, we define the sequence of functions
Each G m is holomorphic when |z − ω| ≤ r and the derivatives of G m of order m at z = ω are the same as those of Y ↾ j (x) at x = ω. We keep |z − ω| ≤ r. We have the bound
and hence, by (3.2),
The Cauchy inequality applied in the polydisc
One obtains (3.4) upon setting r = 1/(2 + ε).
Spherical harmonic characterization of ultradifferentiable functions and ultradistributions
In this section we characterize ultradifferentiability properties of a function on the sphere in terms of its spherical harmonic expansion. We also obtain a spherical harmonic characterization of ultradistributions on the sphere.
We start by introducing ultradifferentiable functions on S n−1 . A weight sequence is simply a positive sequence (M p ) p∈N of real numbers with M 0 = 1. Throughout the rest of the article, we always impose the following assumptions on weight sequences,
The meaning of these standard conditions is explained in [15] . The associated function of the sequence M p is defined as
and M(0) = 0. See also [15] for its properties and the translation of (M.1) and (M.2) ′ into properties of M. In particular, we shall often make use of the inequality 
for some h > 0. Note that if M p = (p!) s with s ≥ 1, one recovers the spaces of Gevrey differentiable functions on the sphere. In the special but very important case M p = p!, we also write A(S n−1 ) = E {p!} (S n−1 ); this is in fact the space of real analytic functions on S n−1 [17] . The space E (Mp) (S n−1 ) of ultradifferentiable functions of Beurling type (class (M p )) is defined by requiring that (4.2) holds for every h > 0. Whenever we consider the Beurling case, we suppose that M p satisfies the ensuing stronger as-
As customary, we write * = {M p } or (M p ) when considering both cases simultaneously. It should be noticed that the condition (M.0) (the condition (NA)) implies that A(S n−1 ) is the smallest among all spaces of ultradifferentiable functions that we consider here, that is, one always has the inclusion A(S n−1 ) ⊆ E * (S n−1 ). A word about the definition of E * (S n−1 ) that we have adopted here. Since we have used the differential operators ∂ α S n−1 in (4.2), * -ultradifferentiability of ϕ on S n−1 is the same as * -ultradifferentiability of its homogeneous extension (of order 0) on R n \ {0}, namely,
with the spaces of ultradifferentiable functions on an open subset of R n defined in the usual way [15] . Moreover, in view of the analyticity of the mapping x → x/|x| and the fact that the pullbacks by analytic functions induce mappings between spaces of We are ready to characterize E * (S n−1 ) in terms the norm decay of projections onto the spaces of spherical harmonics. Recall our convention is to write ϕ j for the projection of ϕ onto H j (S n−1 ).
The following statements are equivalent:
Proof. (i)⇒(ii). The proof of this implication is simple. Indeed, suppose that
(ii)⇒(iii). Suppose (4.3) holds. The projection of ϕ onto H j (S n−1 ) is
We first assume that j ≥ 1. The Laplace-Beltrami operator is self-adjoint [26, Lemma 1] and each spherical harmonic of degree j, such as Z j (ω, ξ), is an eigenfunction of ∆ S n−1 with eigenvalue −j(j + n − 2). Also,
n|S n−1 | (see (2.1) and [3, pp. 79-80]); therefore,
Taking supremum over ω and infimum over p, we conclude that
Taking η = n/2 − 1 in (4.1), we obtain
with Assume now (4.4) . In view of (4.5) and (4.1), we may also assume that q = ∞. We estimate the partial derivatives of ϕ in spherical coordinates. Writẽ ϕ = ϕ • p andφ j = ϕ j • p. Let α = 0. Let r be an integer larger than n/2 + 1. If we combine the estimate (3.3) with (4.4), we obtain
Setting the north pole at different points of the sphere induces an analytic atlas of S n−1 and x → x/|x| is analytic on R n . As previously mentioned, the conditions (M.0) ((NA) in the Beurling case), (M.1), and (M.2) ′ ensure that pullbacks by analytic functions preserve * -ultradifferentiability. So, ϕ ∈ E * (S n−1 ). The inequality (4.6) and the proof of [14, Prop. 8.1.4] give actually a more accurate result: There are constants C ′ h and ℓ, depending also on the sequence M p and the dimension n but not on ϕ, such that
The proof of Theorem 4.1 actually yields stronger information than what has been stated. The canonical topology of E * (S n−1 ) is defined as follows. For each h > 0, consider the Banach space E {Mp},h (S n−1 ) of all smooth functions ϕ on S n−1 such that the norm
is finite. As locally convex spaces, we obtain the (DF S)-space and (F S)-space
What we have shown is that the family of norms (4.7) is tamely equivalent to the norms
in the sense that there are positive constants ℓ and L, only depending on the dimension n, the parameter q, and the weight sequence, such that one can find C h > 0 and c h > 0 with
, for all h > 0. Working with the family of norms (4.8) is more convenient than (4.7) when dealing with assertions about spherical harmonic expansions. Proof. Let h > 0. Invoking (4.1) with η = 1,
If we specialize our results to the space of real analytic functions and use the fact that the associated function of p! is M(t) ≍ t, we obtain the following characterization of A(S n−1 ) = E {p!} (S n−1 ). Here is another application of the norms (4.8). The space of ultradistributions E * ′ (S n−1 ) (of class * ) on S n−1 is the strong dual of E * (S n−1 ). When * = {p!}, one obtains the space of analytic functionals A ′ (S n−1 ) [17] . Given f ∈ E * ′ (S n−1 ), we can also define its projection onto H j (S n−1 ) as
where the ultradistributional evaluation in the dual pairing is naturally with respect to the variable ξ. Note that, clearly,
where its spherical harmonic projections f j satisfy
for all h > 0 (for some h > 0). Conversely, a series (4.10) converges in the strong topology of
Proof. Since E * (S n−1 ) are Montel spaces, the strong convergence of (4.10) follows from its weak convergence, and the latter is a consequence of Proposition 4.2 and (4.9). For the bound (4.11), the continuity of f implies that for each h > 0 (for some h > 0) there is a constant C h such that
We may assume that j ≥ 1. Considering the case q = 2 of (4.8), taking ϕ(ξ) = |S n−1 | −1 Z j (ω, ξ), and using the inequalities (2.1) and (4.1), one has
For analytic functionals we have,
We mention that the strong topologies of the (F S)-space E {Mp} ′ (S n−1 ) and the (DF S)-space E of H j (S n−1 ). It is then clear that every ultradistribution f ∈ E * ′ (S n−1 ) and every ϕ ∈ E * (S n−1 ) can be expanded as
where the coefficients satisfy
(for each h > 0 in the Roumieu case and for some h > 0 in the Beurling case), and
(for some h > 0 or for each h > 0, respectively). Conversely, any series (4.12) and (4.13) converge in E * ′ (S n−1 ) and E * (S n−1 ), respectively, if the coefficients have the stated growth properties. We have used here (4.4), (4.11), and (4.1).
From here one easily derives that E * (S n−1 ) (and hence E * ′ (S n−1 )) is a nuclear space. We also obtain that {Y k,j } is an absolute Schauder basis [25, p. 340] for both E * (S n−1 ) and E * ′ (S n−1 ). We end this section with a remark concerning Theorem 4.1.
Remark 4.6. It is very important to emphasize that Theorem 4.1 is no longer true without the assumption (M.0).
To see that it is imperative to assume (M.0), we give an example in which the implication (ii)⇒(i) fails without it. In fact, let M p be any weight sequence for which (M.1) and (M.2)
This function is a spherical harmonic of degree 1, and thus it is an eigenfunction for the LaplaceBeltrami operator corresponding to the eigenvalue −(n − 2). Thus,
and in particular (4.
for some C ′ > 0. But then f would be analytically continuable to the whole C as an entire function, which is impossible because f has branch singularities at t = ±i √ 2/2. On the other hand, note that in establishing the implications (i)⇒(ii)⇒(iii) the condition (M.0) plays no role because we have only made use there of (M.1) and (M.2) ′ .
Boundary values of harmonic functions
We now generalize the results from [11] to ultradistributions. We shall characterize all those harmonic functions on the open unit ball B n that admit ultradistributional boundary values on S n−1 in terms of their growth near the boundary. Our characterization applies for sequences satisfying the additional conditions discussed below.
Let us fix some notation and terminology. We write H(B n ) for the space of all harmonic functions on B n . We say that U ∈ H(B n ) has ultradistribution boundary values in the space E * ′ (S n−1 ) if there is f ∈ E * ′ (S n−1 ) such that
Since E * ′ (S n−1 ) is Montel, the converge of (5.1) in the strong topology is equivalent to weak convergence, i.e.,
We first show that (5.1) holds with U being the Poisson transform of f . For this, our assumptions are the same as in the previous section, i.e., (M.1), (M.2) ′ and (M.0) ((NA) in the Beurling case). The Poisson kernel of S n−1 is [3]
Since P is real analytic with respect to ξ, we can define the Poisson transform of f ∈ E * ′ (S n−1 ) as
Proposition 5.1. For each f ∈ E * ′ (S n−1 ) and ϕ ∈ E * (S n−1 ), we have
and
Proof. Due to the Montel property of these spaces (which also implies they are reflexive), it is enough to verify weak convergence of the Poisson transform in both cases in order to prove strong convergence of (5.5) and (5.6). By Theorem 4.4 (or Theorem 4.1), we have that f, ϕ = ∞ j=0 f j , ϕ j ; Abel's limit theorem on power series then yields
We now deal with the characterization of harmonic functions U that satisfy (5.1). This characterization is in terms of the associated function of M p /p!, which we denote by M * as in [15] , i.e., the function
and M * (0) = 0. We need two extra assumptions on the sequence, namely,
Naturally, (M.1) * implies (M.0) and (M.1) while (M.2) is stronger than (M.2) ′ . Note that (M.1) * delivers essentially two cases. Either (NA) holds or there are constants such that
In the latter case we may assume that M p = p! as for any such a sequence E {Mp} (S n−1 ) = A(S n−1 ). When (NA) holds M * (t) is finite for all t ∈ [0, ∞), whereas M p = p! gives M * (t) = 0 for 0 ≤ t ≤ 1 and M * (t) = ∞ for t > 1. In the (NA) case we also have M 
In this case we obtain the space of all harmonic functions H(B n ) = H {p!} (B n ) with the canonical topology of uniform convergence on compact subsets of B n . By Theorem 5.3, the mapping bv(U) = f , with f given by (5.1), provides a linear isomorphism from H * (B n ) onto E * ′ (S n−1 ) if M p satisfies (M.1) * and (M.2). Our proof given above actually yields a topological result:
* and (M.2). The boundary value mapping bv :
is a topological vector space isomorphism with the Poisson transform
as inverse. 
Here M * p is the convex regularization of M p /p!, namely, the sequence
In fact, p!M * p satisfies (M.1) * and, under (M.4), gives rise to the same ultradistribution spaces as M p . We mention that strong non-quasianalyticity (i.e., Komatsu 
which is itself equivalent to the property that E * (S n−1 ) is inverse closed (cf. [21, 24] ).
The support of ultradistributions on the sphere
This section is devoted to characterizing the support of non-quasianalytic ultradistributions in terms of (uniform) Abel-Poisson summability of their spherical harmonic expansions. Our assumptions on the weight sequence are (M.1), (M.2) ′ , and non-quasianalyticity [15] , that is,
Note that (NA) is automatically fulfilled because of (M. ′ , we write D * ′ (S n−1 ) = E * ′ (S n−1 ). By the Denjoy-Carleman theorem [15] , the support of an ultradistribution f ∈ D * ′ (S n−1 ) can be defined in the usual way. Since the natural inclusion D ′ (S n−1 ) ⊂ D * ′ (S n−1 ) is support preserving, Theorem 6.2 below contains González Vieli's characterization of the support of Schwartz distributions on the sphere [13] . The key to the proof of our generalization is the ensuing lemma about the Poisson kernel. Given a nonempty closed set K ⊂ S n−1 and a weight sequence N p , we consider the family of seminorms
Lemma 6.1. Let K 1 and K 2 be two disjoint non-empty closed subsets of S n−1 . Write P rω (ξ) = P (rω, ξ), regarded as a function in the variable ξ ∈ S n−1 . Then, there are two positive constants ℓ and C, only depending on K 1 and K 2 , such that
Proof. For the sake of convenience, we introduce the spherical type distance
Note that if ω ∈ K 1 and ξ ∈ V , the term in the denominator of the Poisson kernel,
can be estimated by using the lower bound 1 − 2rω · ξ + r 2 = (1 − r) 2 + 2r(1 − ω · ξ) > 2rρ.
We estimate the derivatives of the Poisson kernel in spherical coordinates p(θ) where the north pole is chosen to be located at an arbitrary point of the sphere. Keep ω ∈ K 1 and 1/2 ≤ r < 1 arbitrary. Let V ′ ⊂ R n−1 be such that V = p(V ′ ). Call m = |α|. Using the estimate (3.6) and the obvious inequality m m ≤ e m−1 m! , we obtain 
This completes the proof of the lemma.
We are ready to state and prove our last result: Conversely, since we have the dense and continuous embeddings E (Mp) (S n−1 ) ֒→ E {Mp} (S n−1 ) (by Proposition 4.2 the linear span of the spherical harmonics is dense in both spaces), we have the natural inclusion E {Mp} ′ (S n−1 ) → E (Mp) ′ (S n−1 ) which is obviously support preserving. Thus, we may just deal with the case f ∈ E (Mp) ′ (S n−1 ). Let K 1 be closed such that K 1 ∩ supp f = ∅. Select a closed subset of the sphere K 2 such that K 1 ∩ K 2 = ∅ and supp f ⊂ int K 2 . There are then C 1 and h > 0 such that | f, ϕ | ≤ C 1 ϕ E {Mp},h (K 2 ) , for all ϕ ∈ E (Mp) (S n−1 ).
The sequence M p satisfies (NA), hence, given ℓ, one can find C 2 > 0, depending only on h and ℓ, such that ϕ E {Mp},h (K 2 ) ≤ C 2 ϕ E {p!},ℓ (K 2 ) for all ϕ ∈ A(S n−1 ). Using this with ϕ = P rω and employing Lemma 6.1, |P [f ](rω)| = | f, P rω | ≤ C 1 C 2 C(1 − r), for all ω ∈ K 1 and 1 2 ≤ r < 1, whence (6.1) holds uniformly for ω ∈ K 1 .
