The mathematically correct specification of a fractional differential equation on a bounded domain requires specification of appropriate boundary conditions, or their fractional analogue. This paper discusses the application of nonlocal diffusion theory to specify well-posed fractional diffusion equations on bounded domains.
Introduction
The goal of this paper is to address an important open problem in the area of fractional diffusion. Over the past ten years, a wide variety of effective numerical methods have been developed to solve fractional partial differential equations, see for example [12, 13, 19, 24, 26, 28, 29, 43, 30, 37, 39, 45, 46] . However, for the most part, the underlying mathematical theory is lacking. Stability and consistency of the methods are proven, but generally it is not known whether the problems are well-posed, with unique solutions in some suitable class of functions. Since fractional derivatives are nonlocal operators, it is not even clear in general how one should specify boundary conditions. In this paper, we carefully describe this open problem, and outline one possible solution approach using the newly developed theory of nonlocal diffusion [1, 9, 14, 17, 42] . 
. In numerical solutions of space-fractional diffusion equations, one typically specifies the problem using the Riemann-Liouville fractional derivatives D α ±x f (x), but then in order to obtain numerical solutions, one has to replace these infinitely nonlocal operators by their finitely nonlocal counterparts D α x,L f (x) and D α −x,R f (x), since we cannot solve a numerical problem with an infinite number of grid points.
In a numerical scheme, we approximate the Riemann-Liouville fractional derivatives using a Grünwald-Letnikov finite difference scheme. For any α > 0 we can define the Grünwald-Letnikov fractional derivative The equivalence between the Riemann-Liouville and Grünwald-Letnikov fractional derivatives is established in [33, Theorem 2.1]: If f is bounded, and
exists, and its Fourier transform
Since the Riemann-Liouville fractional derivative has the same Fourier transform [41, Eq. (7.4)], it follows from the uniqueness of the Fourier transform that the two operators are the same for such functions. Fourier transforms are fundamental to the theory of numerical analysis for fractional diffusion equations. For example, in order to construct a stable numerical scheme, one typically needs to employ a shifted version of the Grünwald-Letnikov fractional derivative, replacing f (x ∓ jh) in (2.1) by f (x ∓ (j + s)h), where s is an integer (if 1 < α < 2, we take s = 1). The proof of O(h) convergence for the shifted finite difference, [28, Theorem 2.4] , also uses Fourier transform methods.
Remark 2.1. It is also possible to use Fourier transform methods on a bounded domain. One simply needs to redefine f (x) = 0 outside the domain, and use Fourier transforms on the modified function, as in Chen and Deng [8] . In this way, one can establish rates of convergence and develop higher-order (e.g., 4th order) schemes. For example, if 1 < α < 2 and f,
using the fractional binomial coefficients defined in (2.1). 
as h → 0 using combinatorial arguments, assuming that f (x) and its derivatives of order up to m + 1 exist and are continuous in the interval [L, x] , where m < α < m+ 1. Podlubny [39, p. 224 ] then cites Lubich [25] to show that the numerical methods developed in [39, Chapter 8] are O(h). This proof, which does not rely on Fourier transforms, is considerably longer.
Illustration
Consider the space-fractional diffusion equation with drift , and there are widely available tools to compute these special functions (e.g., see [33, Chapter 5] ). These solutions are useful for example in hydrology, where they model solute transport in underground aquifers [4, 5, 6] and rivers [12, 22, 23] . For the general, variable coefficient space-fractional diffusion equation, a number of effective numerical methods have been developed to compute solutions to this problem, see for example [12, 13, 19, 24, 26, 28, 29, 43, 30, 37, 39, 45, 46] . The most popular in practical applications are finite difference methods, based on the Grünwald-Letnikov approximation of the RiemannLiouville fractional derivatives. These codes are mass-preserving, since
For example, in an application to ground water hydrology, the general space-fractional diffusion equation with drift is used when the mean plume velocity v and the fractional diffusivities a, b vary with space and time. An initial function p 0 (x) = p(x, 0) describes the concentration of solute at location x, and the solution p(x, t) predicts the concentration at a later time t > 0. In the absence of a source term (g = 0), the total mass C 0 = p(x, t) dx will be a constant that does not vary over time. Since the finite difference codes are mass-preserving, the approximate numerical solution will have the same property, i.e., its total mass will not vary over time. This mass-preserving property is very useful in applications.
The following simple example from [43] is typical for the existing literature on finite difference solutions of fractional partial differential equations. As we shall see later in this paper, insights from the newly developed theory of nonlocal diffusion strongly suggest that this formulation is not well-posed. The space-fractional diffusion equation
on the bounded domain 0 < x < 1 with
has exact solution p(x, t) = e −t x 3 for all t > 0. Now a Crank-Nicolson scheme [43] with Δt = 1/10 and Δx = h = 1/10 gives the solution at time t = 1.0, see Figure 1 . Evidently, even with this relatively large step size, we obtain a good match to the exact solution.
Because the Grünwald-Letnikov approximation of the Riemann-Liouville fractional derivative is O(h) accurate, the Crank-Nicolson method is only first-order accurate. A standard application of Richardson extrapolation (e.g., see [20] ) yields a second order method, as evidenced by the error analysis in Table 1 . Table 1 . Error analysis for the numerical solution to the example problem (3.1), from [43] .
Next we explain how the exact solution to the sample problem (3.1) has been computed. It is not hard to check that
see for example [33, Example 2.7] . Assume that p(x, t) = 0 for x ≤ 0, so that
. Now set p(x, t) = e −t x 3 and compute
Plug this into equation (3.1), and solve to obtain g(x, t). By this calculation, we have shown that there exists at least one solution p(x, t) = e −t x 3 to the fractional partial differential equation (3.1) on the bounded interval 0 < x < 1, that satisfies the conditions (3.2).
What is often overlooked in this analysis is that we have assumed
and hence the forcing function g(x, t) must change in order to retain the same exact solution.
We do not know whether the exact solution p(x, t) = e −t x 3 to the fractional diffusion equation (3.1) with initial and boundary conditions (3.2) is unique. What is clear is that values of p(x, t) at every exterior point x < 0 affect the solution. If the problem also involves a negative fractional derivative, then values of p(x, t) at exterior points x > 1 will also affect the solution. Hence it seems likely that a well-posed space-fractional diffusion problem on a bounded domain must also specify the value of the solution at points exterior to the domain, not just at the boundary.
Remark 3.1. In some applications [32, 47] , it has proven useful to consider a tempered fractional diffusion equation like
The tempered fractional derivative D α,λ x f (x) can be defined for any α > 0 and λ > 0 as the function with Fourier transform (λ + ik) −α F (k), for suitable functions f (x) with Fourier transform F (k) = e −ikx f (x)dx [34, Theorem 2.9]. When 0 < α < 1, we can also define 
A shifted version of this Grünwald-Letnikov approximation can be used to construct effective finite difference codes [2, 40] . These codes are masspreserving since, by the fractional binomial formula, we have
α A Crank-Nicolson solution to the tempered fractional diffusion equation (3.5) on the bounded domain 0 < x < 1 with α = 1, 6, λ = 2, β = 2.8, p(0, t) = 0, and
was presented in [40, Example 5.3] , and compared to the exact solution p(x, t) = x β e −λx−t /Γ(1 + β). The exact solution to the tempered fractional diffusion equation (3.5) with boundary conditions (3.7) can be computed in the same manner as the exact solution to the fractional diffusion equation (3.1) with initial and boundary conditions (3.2), using (3.3) together with the fact [33, p. 209 
Here again, the exact solution assumes that p(x, t) = 0 for x < 0 and t ≥ 0, and without this condition, the solution is not valid.
Nonlocal diffusion
In the previous section, we have presented a simple example to illustrate the basic issues in the specification of fractional boundary value problems. In this section, we discuss one possible path to resolving these issues.
The theory of nonlocal diffusion is related to the study of peridynamics, which extends the physical models of continuum mechanics using integral equations in place of partial differential equations. Since Riemann-Liouville fractional derivatives are defined in terms of integrals, space-fractional differential equations can also be viewed as a special case of Volterra integral equations. Then the theory of nonlocal diffusion can be applied to illuminate the proper specification of fractional boundary value problems. In this theory, boundary values are replaced by volume constraints that specify values of a solution on a set of positive volume, exterior to the bounded domain of interest [9, 14, 17, ?, 42] . The need for volume constraints from the point of view of probability is explained in [7] .
In the remainder of this section, we describe the connection between nonlocal diffusion and fractional diffusion, summarize what can be immediately inferred about fractional diffusion problems on a bounded domain via the theory of nonlocal diffusion, and sketch some of the open problems for future research in this direction.
In order to explain the close connection between fractional calculus and nonlocal diffusion, we now recall another definition of the fractional derivative. The positive and negative Marchaud fractional derivatives [41, Section 5.4] (also called the generator form [33] ) are defined as 
for 0 < α < 1 can be rewritten in the form
where the Lévy jump intensity
A change of variable y = x − u in (4.1) yields
where the interaction kernel γ(y, x) = φ(x − y). Equation (4.3) defines a Cauchy problem
, where the nonlocal operator Using that definition of the fractional Laplacian, Du et al. [14] prove that the constrained minimization problem
is well-posed given the volume constraint u = 0 on the interaction domain
Here H s (D) is the usual fractional Sobolev space [36] , the natural domain of the fractional derivatives of order α = 2s. Du et al. [14] also note that the same problem is ill-posed using Dirichlet boundary conditions u = 0 on ∂D. The volume constraint u = 0 for x ∈ D I is a kind of nonlocal Dirichlet condition, the proper nonlocal analogue of a Dirichlet boundary condition.
Du et al. [18] prove well-posedness for the Cauchy problem ∂ t p = Lp; p(x, 0) = p 0 (x) on L 2 (R), where the integral in (4.4) is taken over the entire space, the interaction kernel γ(x, y) = γ(y − x) is translation invariant, and vanishes off a ball of finite radius |y − x| < λ. They also assume a zero volume constraint on the interaction domain. This result could easily be generalized to include the non-homogeneous case To demonstrate the practical utility of nonlocal diffusion theory for applications to fractional diffusion on a bounded domain, we offer the following result, which is a simple consequence of established nonlocal diffusion theory. Consider the fractional initial value problem 
P r o o f. First, note that V c is a Hilbert space, and a closed subspace of L 2 (R). For details and extensions, see [14, 35] . By the analysis of well-posedness of the steady state variational problem obtained by setting ∂ t p(x, t) = 0 in (4.5), it is easy to see that the bilinear form
is coercive and continuous on V c × V c . In particular, we have that a(u, u) = |||u||| 2 . Moreover, it follows from a nonlocal version of Green's second identity [17] , see also (5.7) in the next section, that a(u, v) = (L(u), v) , where L is defined by (4.4) with γ(y, x) = φ(x − y) . Thus, the operator L generates a continuous semigroup, and hence the existence and uniqueness of a solution p(
follows from the standard theory [38] . Remark 4.3. It is typical in the theory of nonlocal diffusion to assume a finite interaction length λ < ∞. This is not consistent with fractional diffusion problems, where the interaction length in the Riemann-Liouville derivative (or the fractional Laplacian) is infinite. To address this problem, D'Elia and Gunzburger [10] consider the steady state problem 0 = Lp + g on D with p = 0 on D I , where L is the fractional Laplacian. They prove that solutions to this steady state problem can be obtained as the limit of solutions of the same nonlocal problem with a finite interaction length, by letting the interaction length tend to infinity [10, Theorem 3.1]. That is, they apply the interaction kernel γ(y, x) = c|y − x| −α−d 1 |y−x|≤λ and let λ → ∞. Specifically, the difference between the two solutions, measured in the H α/2 (D ∪ D I ) norm, is proportional to λ −α as λ → ∞. It would be interesting to extend these results to the Cauchy problem ∂ t p = Lp; p(x, 0) = p 0 (x), as well as other non-symmetric fractional derivative operators. For example, one can consider the anisotropic fractional derivative operator L = ∇ α M such that Lf (x) has the Fourier transform
Remark 4.4. In numerical analysis, practical considerations necessitate a finite domain, with a finite interaction length. Hence in this setting, the finite interaction length typically assumed in the nonlocal theory is quite natural. For example, if one considers the space-fractional diffusion equation with drift
on a finite domain L < x < R, 0 ≤ t ≤ T , then nonlocal diffusion theory with a finite interaction length is directly applicable. Although the Riemann-Liouville fractional derivative D ±x is more natural in applications (e.g., to ground water hydrology), the imposition of a finite interaction length is inevitable in numerical work.
Another interesting open problem is the appropriate specification of reflecting (and other) boundary conditions. A first step in this direction was taken by Baeumer et al. [3] . Consider a Brownian motion reflected at the origin, so that particles remain in the positive half-line. The transition densities p(x, y, t) of Z t+s = y given Z s = x solve the diffusion equation Just like the classical case of a reflecting Brownian motion, the fractional reflecting boundary condition (4.7) enforces a no-flux condition at the point y = 0 in the state space. The boundary condition (4.7) can therefore be considered as the appropriate fractional analogue of a reflecting boundary condition in the traditional diffusion equation. It would be very interesting to extend this result to more general fractional diffusion equations in one and several dimensions.
In the nonlocal diffusion setting, the appropriate specification of such Neumann type volume constraints was discussed in [14, 17] ; in short, Neumann constraints in the nonlocal diffusion theory simply require equation (5.6) in the following section to hold, not only for x ∈ D, but also for x ∈ D I . It would be very interesting to connect (4.7) to the treatment of nonlocal Neumann volume constraints specified in [14, 17] .
Nonlocal vector calculus
In this section, we describe the recently developed theory of nonlocal vector calculus, including nonlocal analogues of the divergence and gradient. Given vector-valued mappings ν(x, y), β(x, y):
This definition follows from reasonable assumptions about how a divergence operator should act, followed by an application of the Schwarz kernel theorem; see [17] . Given a scalar-valued mapping u(x):
and we note that −D * defines a nonlocal gradient operator. Given a scalar-valued mapping u(x): R d → R, the action of the operator L : R d → R on u is defined as
where, without loss of generality [11] , one can assume that Θ(x, y) = Θ T (x, y) = Θ(y, x) and μ(x, y) = μ(y, x). Using (5.1), Lu has the explicit form Given an open subset D ⊂ R d , recall that the interaction domain corresponding to D is defined by
so that D I consists of those points outside of D that interact with points in D. In this case, we have that
Note that the cases
In [17] , a nonlocal vector calculus is developed for the operators D and D * including nonlocal gradient and curl operators, mimicking the classical vector calculus for differential operators. Included in the nonlocal calculus are analogues of well-known vector identities and theorems such as the divergence theorem and the Green identities. Of special relevance to this study is the nonlocal Green's second identity: given u(x) and v(x) defined for x ∈ D ∪ D I , then
Remark 5.1. A fractional vector calculus has also been developed by Meerschaert et al. [31] and Tarasov [44] . The theory defines a fractional gradient, divergence, curl, and a fractional divergence theorem and Stokes theorem. It would be interesting to reconcile the vector fractional calculus in those papers with the nonlocal vector calculus described above. and it may be possible to relate this to (5.1a).
Concluding remarks
This paper describes an important open problem in fractional calculus: How should one formulate a well-posed fractional diffusion problem on a bounded domain, so that there exists a unique solution that depends continuously on the initial data? A simple example is presented to show the necessity of volume constraints instead of boundary values. Since fractional derivatives are nonlocal operators, it is natural that a "nonlocal boundary condition" has to extend past the boundary. One method of identifying and proving the proper formulation of a fractional diffusion problem on a bounded domain is to apply the recently developed theory of nonlocal diffusion. Since fractional derivatives are a special case nonlocal operators, established results from the theory of nonlocal diffusion can be applied to identify a well-posed formulation.
The connection between nonlocal and fractional theories is not yet complete. Usually, nonlocal diffusion models involve a symmetric interaction kernel, with a finite interaction length. The fractional Laplacian, or the Riesz fractional derivative in one dimension, correspond to a nonlocal operator with an infinite interaction length. Riemann-Liouville fractional derivatives are nonlocal operators with an asymmetric power law interaction kernel. Liouville fractional derivatives are nonlocal operators with an asymmetric interaction kernel and an infinite interaction length. Vector fractional derivatives are also nonlocal operators, with an asymmetric interaction kernel in d dimensions, and an infinite interaction length. Research in nonlocal diffusion theory is ongoing, to incorporate asymmetric interaction kernels and infinite interaction lengths, see for example [10] . 
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