Abstract -In order to study the back analysis accuracy of different algorithms of neural network for back analysis of tunnels surrounding rock. Firstly, the main parameters influencing the deformation of tunnels surrounding rock are analyzed by orthogonal test. Secondly, a FLAC3D numerical model of the tunnels was established based on the field conditions for getting learning samples of the neural work. Thirdly, the BP neural network is optimized by genetic algorithm, particle swarm optimization and normalization method, respectively. At last, the back analysis of the tunnels displacement is carried out, and the mechanical parameters of the surrounding rock are forecasted for comparing accuracy of the three optimized methods. The results show that it is faster and precise to use artificial neural network to inverse mechanical parameters of the tunnels surrounding rock.
I. INTRODUCTION
Surrounding rock conditions are complex, such developed joint fissures, great lithology differences of roof, floor and two sides, etc. Coupling relationship exists among the deformation of roof, floor and two sides, and the damage of each section has a tight connection [1] . There are some discrepancies in the mechanics parameters acquired by the laboratory test and field test. The rock mass mechanics parameters can be got through the back analysis of the field monitoring displacement of the tunnels [2] . In recent years, Artificial Neural Network (ANN) proposed on the basis of modern neuroscience promotes the development of back analysis. It can imitate the functional characteristics of human brain, such as learning, classifying, and adjusting, etc [3] . The complicated nonlinear mapping relation between the displacement and mechanics parameters of the tunnels can be established based on the displacement back-analysis of the tunnels [4] . Meanwhile, the displacement of roof, floor and two side walls can be analyzed inversely. It is of practical significance for the tunnels support design.
The displacement of tunnels is mostly used the methods of Back-Propagation neural network (BP), genetic algorithm (GA) and radial basis function neural network. For example, Zhao et al [5] developed the program of elastoplastic displacement back analysis of the tunnels through combining the genetic algorithm and FLAC numerical software, and it can back-analyze parameters, such as E, µ, C, φ, σ x , σ y , τ xy . Wang et al [6] utilized the data of displacement of tunnels by finite element analysis as the training and testing samples to back-analyze displacement of the tunnels using BP neural network with particle swarm optimization (PSO). In this paper, back-analysis models are established using three different ANN methods, including BP neural network, the BP neural network optimized by the genetic algorithm (GA-BP) and the BP neural network with particle swarm optimization (PSO-BP), to back-analyze the rock mechanics parameters based on the displacement of the tunnels.
II. CONSTRUCTION OF THE ANNS
2.1.Back-propagation neural network BP has fault tolerance and generalization capability. However, the BP can easily fall into local minimum and over fitting, which influence the predicting accuracy and reliability [7] . This paper optimizes the BP by Levenberg-Marquardt algorithm, sigmoid activation function and normalization method.
2.1.1.The basic structure of BP neural network
In this model, the displacement of roof, floor and two side walls of the tunnels are input parameters and three groups of elastic modulus and poisson's ratio are output ones. Meanwhile, all the datas will be normalized firstly to decrease the error introduced by different magnitudes. The number of hidden-layer nodes can be obtained from the Eq. (1) [8] . Thus, the BP architecture used to back-analysis of the displacement of the tunnels is 4-9-6.
Where, l is the node number of implicit layer; m is the node number of input layer; n is the node number of output layer; a is the constant between (0,10).
The topological structure of the BP used to back analyze the displacement of the tunnels is shown in Fig. 1 . The chosen neural network architecture consistes of the input layer, the 
where, W ij is the weight value between the node number of input layer i and the node number of output layer j; b j is the threshold of the node j;
f is the activation function.
In this paper, Hyperbolic Tangent function is selected as activation function. It can approximately nonlinear relationship between inputs and output, so that the network has better fault tolerance. Another important feature is that the activation function is continuously differentiable, which means it can be calculated by using the gradient method strictly.
The function expression and the image are shown in formula (3) Levenberg-Marquardt algorithm has the fastest convergence speed for the neural network which contains hundreds of weight values. In most cases, the mean square error is smaller when using the training function of the Levenbverg-Marquardt algorithm than that using other functions, and it can also reduce the probability of falling into local minma [9] . Levenberg-Marquardt algorithm (LM) can be amended by approximate Hessian matrix, which is given in Eq. (4). Genetic Algorithms, which simulates the genetic mechanisms and biological evolution in nature, is a parallel random search optimization method. It simulates the natural selection and the phenomenon of crossover and mutation, starting from initial population by random selection, crossover and mutation, resulting in a group of individuals better adapted to the environment. The population will gradually evolve into the optimization area of search space, and finally converge to the group individuals that are better adapted to their environment by reproduction and evolution, and then seeking the optimal solution [11] .
The BP optimized by the genetic algorithm can be divided into three part, including determining the structure of BP neural network, optimizing the genetic algorithm and predicting BP neural network. The genetic algorithm has good global optimization ability. The BP neural network is optimized by the genetic algorithm in order to find the optimal initial value of BP neural network. Firstly, initial weights and thresholds are expressed by individual network, and the predicting errors of the BP neural network are regarded as the fitness of individuals. Secondly, the best individual is found by selection, crossover and mutation operation. The BP neural network has four input nodes, six output nodes and nine hidden layer nodes. Therefore, there are 4×9+9×6=90 weights and 9+6=15 threshold values, and the code length of genetic algorithm is 90 + 15 = 105.
In genetic algorithm, fitness function is used to measure the quality of the individual to find the optimal solution in the optimization calculation, and it can be expressed by the reciprocal of the square sum of the data errors, as shown in Eq. (5). [4] .
Where, n is the number of output-layer nodes;   i sx is the prediction output of the node; i s is the expection output of the node.
2.3
The BP neural network optimized by the particle swarm optimization Particle Swarm Optimization is inspired by the group predatory behavior characteristics of birds and is used for solving problems. Each particle represents a potential solution of the problem, and each particle corresponds to a fitness value determined by the fitness function. The direction and distance of particle movement is determined by the velocity of the particles, which can be adjusted according to the moving experiences of itself and other particles. Therefore, the particles can search in a solution space which is fairly small with optimal solution. [12] In each iteration process, particles update their speed and position by individual extreme and global extreme, as shown in Eq. (6) .
Where,  is the inertia weight; d=(1, 2, …, D); i=(1, 2, … ,n); k is iterations; V id is the velocity of the particles; c 1 and c 2 are nonnegative constants; r 1 and r 2 are random numbers in the interval [0,1]. [13] The fitness function of the BP neural network optimized by the particle swarm optimization is shown in formula(11) [14] .
  
III. DISPLACEMENT BACK ANALYSIS OF TUNNELS

The establishment of numerical model
Numerical model is built based on No.3304 haulage gate in Dongtan Mine, China. The tunnels located in the -660m level. The tunnel was excavated in the coal seam along the floor, and the width and height are 5m and 4m. The immediate roof of coal seam was siltstone and the main roof was middle-fine sandstone, while the immediate bottom was siltstone , and the main bottom was fine sandstone. Bolt-cable support system was adopted.. The simplified geometric model was established through the FLAC3D numerical simulation, which is shown in Fig.3 . Fig.3 . Simplified space geometry model
The width and height are 5m and 4m in the numerical model. The size of the model is set to be (length × width × height) 49×50×40m. The grids around the excavation tunnels are divided densely to improve the simulation precision. Displacement boundary condition is applied on the boundaries of the model (Itasca Consulting Group, Inc., 1997). X-velocity is set to be zero at both left and right boundaries. Y-velocity is set to zero at both front and back boundaries. X-velocity, y-velocity and z-velocity are all set to be zero at the bottom boundary. The top boundary is free.
Analysis of orthogonal experiments
Different rock mass mechanical parameters have different effects on the displacement of the tunnels. The orthogonal experiments were designed and parameters, were chosen as experiment factors for analyzing the influence of rock mass mechanical parameters on the displacement of the tunnels [15] . According to the range of rock mechanics parameters, the L 16 (4 The analysis results show that Young's modulus and Possion's ratio have great influence on the displacement of the tunnels. The deformation of the roof, floor and two side walls of the tunnels was monitored. For this part, the L25(56) orthogonal experiment, which has six experiment factors and five levels, was designed, as shown in table 2.
The deformation of tunnels were calculated, which was taken as the inputs of network training specimen. The three groups of the mechanical feature parameters of surrounding rock were used as outputs. Then, a unitary processing for the training samples was made, as shown in Table 3 .
3.3Results of the back analysis validation
The samples are trained with GA-BP and PSO-BP neural network using the neural network toolbox in MATLAB. The field data was selected as the test samples based on the field-datas of No. 3304 haulage tunnels in Dongtan Mine, China. The test samples were calculated by back analysis, which were taken as the trained neural network, and then the results of back analysis were calculated. The errors, the numerical values and test samples were compared and analyzed No. The BP neural network optimized by the genetic algorithm and particle swarm optimization has global searching ability, and the back analysis effect is better than the BP neural network without optimization.
The GA-BP and the PSO-BP neural network has better inversion accuracy, while the PSO-BP neural network has quicker convergence rate and stable inversion results. However, these three neural networks have some errors for the floor displacement calculation and it needs to be optimized further.
The prediction accuracy of the three neural networks was more than 90%, which indicates that using artificial neural network to back analyze the deformation of the tunnels is a good option, and the back-analysis mechanical parameters of the surrounding rock have a certain credibility. This research can provide a reference for the tunnels support design.
