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Abstract
There is a growing need for secure, flexible and inexpensive energy across the
world, however there is also a need to simultaneously curb emissions of greenhouse
gasses and toxic pollutants. Fossil fuel combustion is expected to meet a signific-
ant portion the world’s growing energy demand, however CO2 emissions need to be
mitigated to avoid potentially catastrophic effects caused by global warming. Car-
bon capture and storage (CCS) technologies have been developed to permit the use of
fossil fuel combustion in a future with strict controls over greenhouse gas emissions.
CCS technologies are still yet to be deployed at large industrial scales, and it is neces-
sary to reduce the efficiency overheads associated with CCS before the technology is
economically feasible. Computational modelling can play a significant role in design-
ing and optimising CCS technologies for power generation due to its flexibility and
comparatively low costs.
The work in this thesis develops and validates models for predicting mercury oxida-
tion and thermal radiation under oxyfuel combustion conditions, which is a promising
CCS technology that is competitively placed for large-scale implementation. The ox-
idation of mercury is a key chemical process in mitigating emissions of the toxic metal,
and predicting the principal oxidation pathways will improve the design of control
technologies. Thermal radiation, which is the most significant mode of heat transfer at
combustion temperatures, is a very important physical mechanism for predicting many
properties of combustion, such as gas temperatures, chemical reaction rates and heat
fluxes, and thermal radiation models must accurately account for changes in the com-
bustion environment. The models developed and validated in this thesis provide new
approaches to predict mercury oxidation and thermal radiation under oxyfuel condi-
tions. The results and conclusions from this work offer clear guidance on methods to
model thermal radiation in oxyfuel conditions, and provide new insight on the mercury
oxidation mechanism.
Contents
1 Introduction 1
1.1 CCS and oxy-coal combustion . . . . . . . . . . . . . . . . . . . . . 2
1.2 Mercury toxicity and pollution . . . . . . . . . . . . . . . . . . . . . 7
1.3 Modelling of oxy-coal combustion . . . . . . . . . . . . . . . . . . . 9
1.4 Outline of thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Mercury oxidation 12
2.1 Mercury oxidation chemistry . . . . . . . . . . . . . . . . . . . . . . 12
2.1.1 Homogeneous oxidation . . . . . . . . . . . . . . . . . . . . 15
2.1.2 Surface catalysed oxidation . . . . . . . . . . . . . . . . . . 22
2.1.3 Heterogeneous oxidation with fly-ash . . . . . . . . . . . . . 23
2.1.4 Summary of oxidation pathways . . . . . . . . . . . . . . . . 25
2.2 Chemical kinetic modelling . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.1 Kinetic rates . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2 Determination of kinetic rate coefficients . . . . . . . . . . . 29
2.2.3 Mercury kinetic rates . . . . . . . . . . . . . . . . . . . . . . 31
2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3 CFD modelling for oxy-coal combustion 35
3.1 Radiation transfer in a participating medium . . . . . . . . . . . . . . 37
3.1.1 Solving the radiation transfer equation . . . . . . . . . . . . . 41
3.1.1.1 Method of spherical harmonics . . . . . . . . . . . 41
3.1.1.2 Discrete transfer method . . . . . . . . . . . . . . . 42
3.1.1.3 Discrete ordinates and finite volume methods . . . . 44
3.1.1.4 Monte Carlo ray tracing method . . . . . . . . . . . 45
3.1.1.5 Zonal method . . . . . . . . . . . . . . . . . . . . 46
3.1.2 Modelling radiative properties . . . . . . . . . . . . . . . . . 46
3.1.2.1 The line-by-line method . . . . . . . . . . . . . . . 47
3.1.2.2 Statistical narrow band model . . . . . . . . . . . . 50
3.1.2.3 Correlated-k method . . . . . . . . . . . . . . . . . 51
3.1.2.4 Wide band models . . . . . . . . . . . . . . . . . . 54
3.1.2.5 Weighted sum of grey gasses model . . . . . . . . . 54
3.1.2.6 Spectral line-based WSGG model . . . . . . . . . . 57
3.1.2.7 Full spectrum k-distribution methods . . . . . . . . 61
3.2 Particle radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2.1 Particle radiation interaction . . . . . . . . . . . . . . . . . . 66
3.2.2 Optical properties of coal particles . . . . . . . . . . . . . . . 72
i
3.3 Modelling coal combustion . . . . . . . . . . . . . . . . . . . . . . . 73
3.3.1 Modelling turbulent flows . . . . . . . . . . . . . . . . . . . 73
3.3.1.1 Reynolds averaged Navier-Stokes equations . . . . 74
3.3.1.2 Large eddy simulations . . . . . . . . . . . . . . . 75
3.3.1.3 Particle motion and heat transfer . . . . . . . . . . 76
3.3.2 Coal combustion . . . . . . . . . . . . . . . . . . . . . . . . 78
3.3.2.1 Devolatilisation . . . . . . . . . . . . . . . . . . . 78
3.3.2.2 Char combustion . . . . . . . . . . . . . . . . . . . 81
3.3.2.3 Soot formation . . . . . . . . . . . . . . . . . . . . 87
3.3.3 Turbulence-chemistry interaction . . . . . . . . . . . . . . . 88
3.3.4 Turbulence-radiation interaction . . . . . . . . . . . . . . . . 91
3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4 Modelling investigation into mercury oxidation for oxyfuel 94
4.1 Thermodynamic modelling . . . . . . . . . . . . . . . . . . . . . . . 94
4.1.1 Thermodynamic data and initial composition . . . . . . . . . 95
4.1.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.2 Kinetic modelling investigation . . . . . . . . . . . . . . . . . . . . . 99
4.2.1 Mercury chlorine reactions . . . . . . . . . . . . . . . . . . . 106
4.2.2 Mercury bromine reactions . . . . . . . . . . . . . . . . . . . 114
4.2.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
5 Radiation model validation for oxyfuel conditions 123
5.1 Validation of spectral models . . . . . . . . . . . . . . . . . . . . . . 124
5.1.1 Case definitions . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.1.2 Results and discussion . . . . . . . . . . . . . . . . . . . . . 126
5.2 Calculations of one-dimensional radiative transfer . . . . . . . . . . . 130
5.2.1 Case definitions . . . . . . . . . . . . . . . . . . . . . . . . . 132
5.2.2 Results and discussion . . . . . . . . . . . . . . . . . . . . . 135
5.3 Calculations of radiative transfer within a three-dimensional enclosure 137
5.3.1 Case definitions . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.3.2 Results and discussion . . . . . . . . . . . . . . . . . . . . . 141
5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6 Modelling of oxy-coal combustion systems 153
6.1 Case description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
6.2 Radiation models for oxy-coal combustion . . . . . . . . . . . . . . . 157
6.2.1 Baseline model specifications . . . . . . . . . . . . . . . . . 157
6.2.2 Baseline results . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.2.3 Gas radiative property models . . . . . . . . . . . . . . . . . 170
6.2.4 Particle radiation treatment . . . . . . . . . . . . . . . . . . . 174
6.3 Summary & conclusions . . . . . . . . . . . . . . . . . . . . . . . . 178
ii
7 Conclusions and future work 180
7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
7.2 Topics for future work . . . . . . . . . . . . . . . . . . . . . . . . . 183
Bibliography 186
iii
List of Figures
1.1 The rise in atmospheric concentration of CO2 . . . . . . . . . . . . . 3
1.2 Phase diagram for CO2 . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Correlation between Hg0 emissions and HCl coal content . . . . . . . 14
2.2 Arrhenius plot for Hg + Cl +M −−−⇀↽−− HgCl +M rates . . . . . . . . . 32
2.3 Arrhenius plot for Hg + Br +M −−−⇀↽−− HgBr +M rates . . . . . . . . . 33
3.1 The Planck function . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Absorption coefficient of CO2 over a small band at 1500 K . . . . . . 40
3.3 Mie theory calculated values for particle efficiencies . . . . . . . . . . 70
3.4 Scattering phase functions for particles . . . . . . . . . . . . . . . . . 71
4.1 Equilibrium distributions for mercury . . . . . . . . . . . . . . . . . 98
4.2 Equilibria with increased halogen concentrations . . . . . . . . . . . 98
4.3 Equilibria for halogen species under oxy-coal conditions . . . . . . . 100
4.4 Temperature profiles for the training data . . . . . . . . . . . . . . . 101
4.5 Flow chart for a genetic algorithm . . . . . . . . . . . . . . . . . . . 102
4.6 Temperature profiles for the validation data . . . . . . . . . . . . . . 105
4.7 Modelled mercury chlorination . . . . . . . . . . . . . . . . . . . . . 107
4.8 Modelled mercury chlorination with varying NO . . . . . . . . . . . 108
4.9 Modelled mercury chlorination with varying SO2 . . . . . . . . . . . 108
4.10 Validation of mercury chlorination model . . . . . . . . . . . . . . . 109
4.11 Sensitivity of mercury chlorination in air . . . . . . . . . . . . . . . . 110
4.12 Sensitivity of mercury chlorination in air with NO . . . . . . . . . . . 111
4.13 Sensitivity of mercury chlorination in air with SO2 . . . . . . . . . . 112
4.14 Sensitivity of mercury chlorination in oxyfuel . . . . . . . . . . . . . 113
4.15 Sensitivity of mercury chlorination in oxyfuel with SO2 . . . . . . . . 113
4.16 Species concentration profiles for Cl cases . . . . . . . . . . . . . . . 114
4.17 Modelled mercury bromination . . . . . . . . . . . . . . . . . . . . . 116
4.18 Modelled mercury bromination with varying NO . . . . . . . . . . . 116
4.19 Modelled mercury bromination for the validation case . . . . . . . . . 117
4.20 Sensitivity of mercury bromination in air . . . . . . . . . . . . . . . . 118
4.21 Sensitivity of mercury bromination in air with NO . . . . . . . . . . . 119
4.22 Sensitivity of mercury bromination in oxyfuel . . . . . . . . . . . . . 119
4.23 Species concentration profiles for Br cases . . . . . . . . . . . . . . . 120
5.1 Emissivity for cases C1–C6 with spectral models . . . . . . . . . . . 127
5.2 Emissivity for cases W1–W7 with spectral models . . . . . . . . . . . 128
iv
5.3 Emissivity for cases M1–M9 with spectral models . . . . . . . . . . . 129
5.4 Temperature and species for case H3 . . . . . . . . . . . . . . . . . . 133
5.5 Radiative source term for case H1 . . . . . . . . . . . . . . . . . . . 136
5.6 Radiative source term for case H2 . . . . . . . . . . . . . . . . . . . 136
5.7 Radiative source term for case H3 . . . . . . . . . . . . . . . . . . . 137
5.8 Temperature distribution for case 1 . . . . . . . . . . . . . . . . . . . 141
5.9 H2O mole fraction distribution for case 2 . . . . . . . . . . . . . . . . 142
5.10 Results from applying the grey WSGG model in case 1 . . . . . . . . 143
5.11 Results from applying the grey WSGG model in case 2 . . . . . . . . 144
5.12 Results from applying the non-grey WSGG model in case 1 . . . . . . 144
5.13 Results from applying the non-grey WSGG model in case 2 . . . . . . 146
5.14 Results from applying the SLW model in case 1 . . . . . . . . . . . . 147
5.15 Results from applying the SLW model in case 2 . . . . . . . . . . . . 147
5.16 Results from applying the SLW-1 model in case 1 . . . . . . . . . . . 148
5.17 Results from applying the SLW-1 model in case 2 . . . . . . . . . . . 148
5.18 Results from applying the FSCK model in case 1 . . . . . . . . . . . 149
5.19 Results from applying the FSCK model in case 2 . . . . . . . . . . . 150
5.20 Results from applying the FSSK model in case 1 . . . . . . . . . . . 150
5.21 Results from applying the FSSK model in case 2 . . . . . . . . . . . 151
6.1 The KSVA test facility . . . . . . . . . . . . . . . . . . . . . . . . . 154
6.2 Coal particle size distribution . . . . . . . . . . . . . . . . . . . . . . 156
6.3 Schematic of the burner fitted to the KSVA facility . . . . . . . . . . 157
6.4 Mesh for the KSVA test facility . . . . . . . . . . . . . . . . . . . . . 158
6.5 Particle scattering and absorption efficiency for mean diameter . . . . 162
6.6 Baseline CFD calculations against in-flame measurements in air . . . 164
6.7 Baseline results for radiative heat flux in air . . . . . . . . . . . . . . 165
6.8 Distributions of baseline CFD calculations in air . . . . . . . . . . . . 166
6.9 Baseline CFD calculations against in-flame measurements in oxyfuel . 167
6.10 Baseline results for radiative heat flux in oxyfuel . . . . . . . . . . . 168
6.11 Distributions of baseline CFD calculations in oxyfuel . . . . . . . . . 169
6.12 Different radiation models against in-flame measurements in air . . . 171
6.13 Different radiation models against in-flame measurements in oxyfuel . 172
6.14 Radiative heat flux in air with different radiation models . . . . . . . . 173
6.15 Radiative heat flux in oxyfuel with different radiation models . . . . . 174
6.16 Non-grey particle properties for mean diameter . . . . . . . . . . . . 175
6.17 Different particle treatment against in-flame measurements in air . . . 176
6.18 Different particle treatment against in-flame measurements in oxyfuel 177
6.19 Radiative heat flux for different particle treatments in air . . . . . . . 178
6.20 Radiative heat flux for different particle treatments in oxyfuel . . . . . 179
v
List of Tables
3.1 Details of LBL databases . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Measured and calculated parameters of the CPD model . . . . . . . . 80
3.3 Diffusion rate constants for different environments . . . . . . . . . . . 85
4.1 Major coal elements for equilibrium calculations . . . . . . . . . . . 96
4.2 Trace elements for equilibrium calculations . . . . . . . . . . . . . . 97
4.3 Optimised Hg and Cl reaction rate parameters . . . . . . . . . . . . . 115
4.4 Optimised Hg and Br reaction rate parameters . . . . . . . . . . . . . 121
5.1 Cases for the calculations of spectral transmissivity . . . . . . . . . . 125
5.2 Temperature and species for case H3 . . . . . . . . . . . . . . . . . . 134
6.1 Coal properties from the KSVA experiments . . . . . . . . . . . . . . 155
6.2 Operating parameters for the KSVA experiments . . . . . . . . . . . 156
6.3 Models employed for calculating the baseline case . . . . . . . . . . 160
vi
1 Introduction
The benefits associated with the use of coal as a fuel for power and heat generation
are clear; the commodity is inexpensive, can be easily stored and is available through-
out the world, making coal a secure and reliable energy supply. Despite these bene-
fits, there are just as many widely-acknowledged drawbacks to the utilisation of coal,
specifically the high emissions of toxic and hazardous pollutants alongside climate
forcing species such as CO2. If the benefits of coal combustion are to be realised in
the future, when global energy demand is expected to continue to increase rapidly,
advances in the abatement of these harmful emissions must be achieved. The ad-
vancement of carbon capture and storage (CCS) technologies, where CO2 emissions
are mostly removed from the combustion process, is necessary if fossil fuels are to be
included in a sustainable future energy mix.
Coal combustion serves as the main source of anthropogenic mercury pollution
[1, 2], and these emissions must also be curbed in order to reduce the environmental
impact of its combustion. Mercury and its compounds are of particular concern as
they can be highly toxic to humans, affecting the renal, cardiovascular and nervous
systems [3–5], as well as causing corrosive damage to aluminium alloys [6], which
may cause operational concerns for certain CCS technologies. It is necessary to pre-
dict the behaviour of mercury under different firing conditions in the development of
adequate control technologies, however the chemistry of mercury is not well under-
stood [7]. This uncertainty in the behaviour of mercury is exacerbated when combined
with CCS technologies that will significantly change the combustion environment.
The aim of this thesis is the development and validation of a model for thermal
radiation and a chemical kinetic model to predict mercury speciation for coal combus-
tion under oxyfuel conditions. The oxyfuel process introduces high concentrations of
CO2, with potentially higher H2O concentrations as well, into the combustion envir-
onment. The elevated concentrations of these gaseous species can significantly alter
heat transfer and chemical kinetics. Thermal radiation is the most significant mode
of heat transfer at combustion temperatures [8] and is significantly affected by the
combustion environment, particularly the concentrations of CO2 and H2O. Accurate
1
accounting of thermal radiation will improve predictions of pollutant emissions, such
as mercury, that are estimated using models that are based on chemical kinetics, which
are sensitive to local gas temperatures.
This chapter discusses the motivation for this research. Section 1.1 describes the
motivation and the strategies for CCS, focussing on the importance of an accurate
chemical kinetic model for mercury speciation under oxy-coal flue gas conditions.
Section 1.2 outlines the environmental concerns for mercury; the driving force behind
the current regulations for limiting mercury emissions, and the reason why further reg-
ulatory work is likely in the near future. Considerations relating to the challenges of
modelling oxy-coal combustion are discussed in Section 1.3, highlighting the neces-
sity of an accurate radiation model to predict gas temperatures and heat fluxes. A full
outline of this thesis is provided in Section 1.4.
1.1 CCS and oxy-coal combustion
The atmospheric concentration of carbon dioxide (CO2) is recognised as the greatest
concern for anthropogenically forced climate change through the greenhouse effect
[9]. The greenhouse effect is caused by radiative absorption of solar and terrestrial
heat by atmospheric gasses, trapping the energy within the atmosphere and raising the
global ambient temperature [10]. A rise of 2 K above pre-industrial climate temper-
atures by 2050 has been recognised as being too drastic for the planet to adapt and
cope with [11], and a global effort is under-way to prevent this rise coming to fruition.
There has been a steady increase in atmospheric CO2 levels reported since 1958, see
Figure 1.1, which has been attributed to anthropogenic activity [9]. Current forecasts
indicate that it is necessary to reduce global CO2 emissions to 50% of the 1990 emis-
sion levels, with developed countries reducing their emissions to 80%-95% below the
1990 emission levels, to prevent the 2 K rise in ambient temperature before 2050 [12].
There are numerous proposed strategies for reducing CO2 emissions, including
efficiency savings and switching from fossil fuel combustion to low-carbon energy
sources, such as renewable or nuclear fission power, however it is widely accepted
that no single technology will solve the energy trilemma of providing affordable, se-
cure and environmentally friendly electricity [14]. CCS is an emerging technology
aimed at reducing CO2 emissions from existing sources, such as fossil fuel power
stations, permitting their use in a future with strict controls over greenhouse gas emis-
sions. Unlike the other competing low-carbon technologies, fossil fuel power gener-
ation provides the flexibility needed to follow energy demand; a quality that secures
2
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Figure 1.1: The rise in atmospheric concentration of CO2 from 1958 to 2015. Data
acquired from [13].
their relevance for the future, and emphasises the necessity of CCS technology to re-
duce global CO2 emissions.
The premise of CCS technology involves the isolation of CO2 from the combustion
flue gas with subsequent transportation and long-term storage [14]. Small and me-
dium scale CCS projects have proved that the capture and storage of CO2 is a feasible
prospect [15, 16], however large scale demonstration projects have been slow to begin
their development. The deployment of CCS for power stations imposes new capital
costs in the construction of the capture and transport technology, as well as further op-
erational costs associated with separating and compressing the CO2 from the flue gas,
resulting in a lower plant efficiency. While there are various competing technologies
for isolating CO2 from the flue gas, all of the approaches impose a parasitic load on
the system, and it is a significant and necessary challenge to reduce these efficiency
penalties before widespread adoption of CCS is feasible.
Following capture, CO2 will need to be compressed into its dense phase for efficient
transport. Future pipelines are expected to require CO2 to be compressed above its crit-
ical pressure of 7.38 MPa before transport to storage sites [17], illustrated in the phase
diagram for CO2 in Figure 1.2. This compression is necessary to increase the transport
efficiency, reduce the possibility of two-phase flow and to prepare the CO2 for stor-
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Figure 1.2: Phase diagram for CO2. Transport will occur in the liquid dense or su-
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age. Ideally, heat exchangers composed of aluminium alloys are used to achieve this
compression [18], however trace amounts of mercury in the CO2 stream will affect the
applicability of aluminium alloys as the liquid metal will corrode the heat exchangers,
increasing the operational cost of the plant by forcing the use of less cost-effective
materials. The likely concentrations of mercury in the CO2 stream is dependent on
the CO2 capture strategy. The various technologies that have been proposed for CO2
capture from industrial power stations can be broadly grouped into three categories;
post-combustion capture, pre-combustion capture and oxyfuel combustion.
Post-combustion CO2 capture involves using a sorbent to strip CO2 from the flue
gas. The sorbent is then regenerated in a separate chamber where pure CO2 is released
and collected for transport. Some CO2 sorbents that have been studied include aqueous
amine solutions, most commonly studied as monoethanolamine (MEA), solid sorbents
such as CaO, and ionic liquids [20]. Amine-based solvents have been utilised for
decades to strip CO2 from flue gasses for use in enhanced oil recovery, and so it is a
well proven concept [21]. Post-combustion strategies benefit from being an “end of
pipe” control method, making them relatively easy to retrofit onto existing systems.
This modular nature of the post-combustion capture unit has allowed the methods to
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be applied to a partial slipstream of flue gas from industrial facilities, which resulted
in early pilot scale projects being easily demonstrated on existing stations [22].
The operating costs associated with post-combustion capture arise from replacing
spent sorbent and alternating the conditions of the sorbent between CO2 capture and
release [20]. Post-combustion capture facilities are also quite large, requiring extra
capital costs to secure a suitable site, which might not be possible for all retrofit cases.
Mercury is not a specific concern to post-combustion capture as it will not generally
react with the sorbents; elemental mercury (Hg0) does not absorb into MEA solutions
[23], and it also will not react with CaO under its carbonation conditions, which are at
temperatures over 900 K [20]. The overall concerns regarding mercury release under
post-combustion capture regimes are the same as with traditional coal-fired stations.
Pre-combustion CO2 capture strategies utilise partial combustion of fuel in oxygen
to generate a synthetic gas mixture of mostly carbon monoxide, hydrogen gas and
steam, called syngas. These syngas mixtures are already used in integrated gasific-
ation combined cycle (IGCC) plants for high efficiency and low emission electricity
production. For pre-combustion capture, the syngas mixture can be converted to CO2
and higher levels of H2 through the water-gas shift reaction [24],
CO + H2O −−−→ CO2 + H2 (R 1.1)
This gas preparation is performed under elevated pressures, facilitating the removal
of CO2 using more economical absorbents than used under post-combustion capture.
The higher pressures also reduce the additional compression required after liberating
the CO2 for transport. Another benefit of this process is the flexibility of H2 as a
clean chemical energy source for applications outside of electricity generation, namely
transport and heating [25].
The major disadvantage of pre-combustion capture is that it is unsuitable for ret-
rofitting to existing power stations, making the technology infeasible in the short-to-
medium term. However, due to the flexibility of H2 as an alternative fuel in other
industries, and the relatively low efficiency penalty imposed by the process, pre-
combustion CO2 capture is recognised as a potential long-term solution for CO2 emis-
sion mitigation [26]. As with the other fuel-derived pollutants, mercury can be re-
moved from the syngas mixture prior to the generation of H2, typically using sorbents,
such as activated carbon beds, however mercury is still a potential concern [27].
The remaining CO2 capture technology that is potentially applicable for industrial
power stations is oxyfuel combustion, which is the focus of this work. Under oxyfuel
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combustion, the fuel is fired in a mixture of oxygen, which is typically above 95%
purity, and recycled flue gas, which will contain mostly CO2. The recycled flue gas di-
lutes the oxygen in order to control the combustion temperature and stabilise the flame,
providing a significant avenue of control over the combustion process. The resulting
flue gas from the oxyfuel process is composed entirely from the products of combus-
tion, without significant dilution from incompressible gasses, most notably nitrogen,
that make it difficult to separate CO2 from the flue gas of typical air-fired combus-
tion. By compressing and processing the resulting flue gas from oxyfuel combustion
it is possible to efficiently remove the water and water-soluble pollutants, effectively
purifying the CO2 in the flue gas for storage [28–30].
Similarly to post-combustion capture, oxyfuel technology can be retrofitted to ex-
isting plants, making the strategy viable in the intermediate term. An oxyfuel station
can still operate under air-fired conditions, retaining flexibility if the oxygen supply is
cut or under scenarios where satisfying the energy demand is prioritised over emission
mitigation. Oxyfuel combustion also produces less SOx and NOx pollutants per energy
unit when compared with air-firing, resulting in the strategy becoming an overall more
attractive plant design for reducing polluting emissions [31–33]. Sour gas compres-
sion technology, which can be used to compress the eﬄuent CO2, has also been shown
to push NOx and SOx equilibria towards NO2 and SO3 respectively, which are both
highly soluble in the condensed water as nitric and sulphuric acids [30, 34]. These
acidic compounds can also mitigate mercury emissions [29, 30], which makes the
oxyfuel process a highly attractive approach for clean coal combustion. Additionally,
with the unique control over oxygen concentrations, it is also possible to introduce
additional fuel flexibility under oxyfuel conditions [35].
The overriding cost associated with oxyfuel combustion is the supply of oxygen
[20]. Pure oxygen is also required for pre-combustion capture and some strategies of
post-combustion, but not on the scale that will be required for the oxyfuel process.
Currently the only technology available that can provide an adequate supply of oxy-
gen is through cryogenic separation of air, however potentially more energy efficient
membrane and chemical looping technologies are emerging [36, 37]. Some technical-
economic studies on CCS technologies have identified oxyfuel combustion to be the
most cost-effective strategy for coal combustion [38]. Other studies focussing on the
full-chain life-cycle suggest that oxy-coal has more potential than other CCS methods,
including natural gas CCS, in reducing greenhouse gas effects [39]. However, due to
the different stages of development for the various strategies, comparisons like this
should be considered tentatively [40].
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The significantly altered combustion environment for the oxyfuel process provides
challenges in optimisation. Empirical methods that have been built on decades of ex-
perience of operating conventional combustion facilities are no longer valid, and new
methods must be developed to overcome shortfalls in experience. Mercury chem-
istry is not well understood on a fundamental basis [7, 41], and it is uncertain how
an oxyfuel combustion environment will affect emissions or adsorption onto fly-ash.
The oxyfuel process can also be significantly controlled through the manipulation of
the recycle scheme and oxygen enrichment, and modelling strategies that can predict
these impacts will be crucial in reducing the economic penalty of adopting the capture
technology.
1.2 Mercury toxicity and pollution
Understanding the chemistry and behaviour of mercury is important for both envir-
onmental and engineering concerns associated with coal combustion. Mercury (Hg)
is present in coal with an average quantity of 0.1 (±0.01) ppmw [42], which is re-
leased entirely during combustion. Throughout history, mercury has been utilised by
several industries, such as gold mining and chemical processes, as well as in the man-
ufacture of numerous goods, including measuring instruments, cosmetics, batteries,
lamps, fungicides and vaccine preservatives [5, 43, 44]. In modern times, increasing
regulations and improving technologies are reducing the intentional use of mercury in
most areas [44].
Current global trends show a decrease in the atmospheric concentration of mercury,
which has been attributed to the belated consequence of reduced mercury use [45].
Despite this recent decline, the current atmospheric levels are still much higher than
during pre-anthropogenic times, and further attention is being paid towards minim-
ising mercury pollution from unintentional sources, such as the emissions from waste
incineration and fossil fuel combustion, to tackle global mercury pollution. Gaseous
Hg0 is inert and exhibits low water solubility, which results in Hg0 having a long atmo-
spheric lifetime that is estimated between 4.5-18 months [46]. Hg0 can be transported
across continental boundaries while it is in the atmosphere for this extended time,
earning mercury the moniker as a ‘global pollutant’. An estimated 40% of the mer-
cury deposited in European countries originates from a source outside of the continent
[47]. Mercury is deposited in the oxidised form, mercuric mercury (Hg2+), which
leads to the formation of highly toxic monomethyl mercury (MMHg) through natural
biological and chemical processes [48, 49]. The atmospheric oxidation of Hg0 to the
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Hg2+ form, the process that determines the atmospheric lifetime of Hg0, is still subject
to significant uncertainties [7].
In addition to MMHg, the inorganic forms of mercury, both Hg0 and Hg2+, also
exhibit toxicological effects [50]. Hg0 is effectively absorbed through the lungs in
its gaseous phase, but not through ingestion due to its low water solubility [51]. As a
monatomic gas, mercury vapour can diffuse into cells and cross the blood-brain barrier
and the placenta, potentially causing serious neurological damage and harming foetal
development [52]. In contrast to Hg0, water soluble Hg2+ compounds are absorbed
via the gastrointestinal tract, but cannot cross the blood-brain barrier or affect the
nervous system [5]. Instead, Hg2+ accumulates in the kidneys, causing tissue necrosis
that results in renal failure [50]. Poisoning from Hg0 also exhibits damage to the
renal system, indicating that Hg0 is oxidised within the body to form Hg2+ [5]. The
principle route for inorganic mercury poisoning is from inhaling elemental mercury
vapour from dental amalgam fillings or occupational hazards [50, 53], and is not linked
to the atmospheric levels influenced by emissions, as the concentrations are too low
[54].
The formation of MMHg that results from mercury emissions is of particular con-
cern due to its effective bioaccumulation, magnifying the low atmospheric concentra-
tions to harmful levels [55]. The principle production pathway of MMHg is through
the methylation of Hg2+ via sulphur reducing bacteria in anoxic estuarine sediments,
where it is then released into the aquatic food web [56]. Once introduced into the food
web, MMHg is efficiently retained to such a high degree that the ratio of MMHg to
total Hg rises from 10% in the water column, to over 90% within the fish species that
dwell there [57]. The principle route for exposure of MMHg to humans is by con-
suming fish following this accumulation, particularly the consumption of long-lived
predatory fish such as sharks and swordfish [58].
Following the consumption of contaminated food, MMHg is efficiently absorbed
through the gastrointestinal tract into the bloodstream [52]. Like Hg0, MMHg can
pass through the blood-brain barrier and the placenta [59, 60]. MMHg forms com-
plexes with cysteine amino acids, mitigating its transport into cells and across these
protective barriers [52, 61]. Symptoms of MMHg poisoning include a reduction in
muscle coordination and sensory loss due to its attack on the nervous system, while
acute poisoning can cause comas and death [5, 62]. Due to its transport across the pla-
centa, MMHg is a concern for foetal neurological development, however studies have
produced mixed conclusions over the effects of prenatal MMHg exposure [63, 64].
In addition to the neurological toxicity of MMHg, studies have also identified a link
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between MMHg levels and cardiovascular diseases, but haven’t yet identified any spe-
cific mechanisms of toxicity [65]. Mercury toxicity from bioaccumulated MMHg has
recently been identified to be causing significant ecological harm, where animal pop-
ulations are being reduced due to consuming tainted aquatic life [66].
The bioaccumulation of MMHg and the global transport of Hg0 result in a sys-
tem where sparse and low level emissions can cause discernible health effects to the
global human population, emphasising the need of strict control over mercury pol-
lution. In 2005 the European Union (EU) launched their mercury strategy to reduce
global mercury emissions [67]. The EU have passed regulations to limit mercury ex-
ports [68], and mercury emissions from waste incineration [69]. Some countries, such
as Germany [70] and the USA [71], have already passed regulations to limit mercury
emissions from power stations in particular. Mercury emission regulations for coal
combustion systems, the largest anthropogenic source of mercury to the atmosphere,
have been slow to be implemented due to the low mercury concentrations in the flue
gas, reducing the applicability of control measures. In January 2013, more than 140
nations signed up to a set of legally binding measures to curb mercury pollution at
the UN’s INC5 meeting, which includes steps to reduce emissions form power sta-
tions [72]. Coal combustion can no longer be ignored in the context of global mercury
reduction, and emerging regulations are motivating a need for the practical under-
standing of mercury in post-coal combustion flue gas. Through the development of an
accurate and validated model it will be possible to predict the behaviour of mercury,
and ultimately make confident decisions to control emissions at a minimal cost.
1.3 Modelling of oxy-coal combustion
Mathematical modelling allows for low-cost exploration of parameters that may affect
a physical process. Even pilot scale combustion systems can be expensive and time-
consuming to construct and run, and the scale-up from pilot-scale to full-scale imple-
mentation is a non-linear process that can often yield unexpected results. Through
modelling practices it is possible to investigate how manipulating one parameter of
the system will influence its operation. With application to oxy-coal combustion, it
should be possible to predict how changing the combustion environment will affect
the performance of a utility boiler, and optimise the combustion process. For a retrofit
oxyfuel coal combustion facility it is important to predict the required flue gas re-
cycling scheme and coal feed rate to achieve the same operating conditions that were
present under air-fired combustion to adhere to the original boiler specifications. On a
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new-build oxyfuel system it will be advantageous to optimise specific operating con-
ditions to maximise the economic performance of the plant by improving the boiler
combustion efficiency and flexibility.
Computational fluid dynamics (CFD) is a technique used to model flows, whereby
the principle fluid is treated as a continuum and the arising equations based on mass
and energy conservation are solved across a discretised space. Various sub-models
can be incorporated into CFD solutions, allowing the method to be applied to sev-
eral engineering domains, such as aerodynamics, architectural design and modelling
combustion processes. Solutions derived from CFD can influence engineering design
decisions, experiment parameters, and can also be integrated into more wide-reaching
process models to optimise large-scale complex systems such as an entire power sta-
tion [73–75].
Modelling the coal combustion process is complex as it involves the consideration
of three-dimensional two-phase fluid dynamics, turbulent mixing, fuel evaporation,
radiative and convective heat transfer, and chemical kinetics [8]. While each phe-
nomena in isolation may lead to intuitive conclusions, the complex coupling of each
physical and chemical mechanism makes it necessary to use a comprehensive tool.
Sub-models for each of these considerations should be accurate for the problem being
investigated, otherwise the resulting solution is unlikely to represent the physical case.
Approximate methods are often required for the sub-models included for combustion
to provide solutions with realistic resources, however these approximations need to be
assessed against appropriate test cases to ensure the validity of the assumptions that
are involved.
The higher concentrations of CO2 and H2O in oxy-coal derived flue gas are known
to exhibit strong spectral dependence for radiative heat absorption and emission. As
thermal radiation is the most significant mode of energy transfer at combustion temper-
atures, inaccuracies in the absorption of participating species will significantly affect
gas temperature and heat flux predictions [76, 77]. Correct prediction of combus-
tion temperatures is crucial in modelling pollutant formation, gas residence times and
material corrosion, while the surface heat flux represents one of the key optimisation
parameters of the boiler, and will directly affect the predicted efficiency of a com-
bustion system. Furthermore, the design of the oxyfuel recycle regime will directly
control the concentrations of CO2 and H2O in the combustion environment, and it
will be necessary to correctly account for the impact of these species on the thermal
radiation transport to correctly predict the optimal recycle scheme. For these reasons,
the development of accurate radiation models for oxyfuel environments has been re-
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peatedly highlighted as a priority for accurate prediction of the combustion process
[78–80].
1.4 Outline of thesis
The work in this thesis outlines the development and validation of a mercury kinetic
model and thermal radiation model for oxyfuel combustion. A review of current lit-
erature is contained in Chapters 2 and 3. Studies that have focused on the behaviour
of mercury in oxidising conditions are discussed in Chapter 2, with a review on how
chemical kinetics can be predicted, and which techniques can be used to determine the
necessary parameters to run a predictive model. An evaluation of CFD sub-models for
predicting coal combustion, with a specific focus on radiative heat transfer, is dis-
cussed in Chapter 3.
Chapter 4 contains a thermodynamic and kinetic investigation into mercury oxida-
tion under flue gas conditions, analysing how changes in the combustion environment
may affect the oxidation chemistry of mercury. A validation study for non-grey ra-
diation models that are applicable to CFD for oxy-coal combustion is conducted in
Chapter 5, where recommendations for future modelling of oxyfuel combustion sys-
tems are made. Chapter 6 extends the model validation work in Chapter 5 to coal
combustion systems, evaluating the impact of other modelling assumptions on radi-
ative heat transfer. The final chapter, Chapter 7, summarises the conclusions of this
thesis, and makes suggestions for future work.
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2 Mercury oxidation
Previous studies on mercury oxidation are mostly motivated by the heavy metal’s tox-
icity to humans; either predicting how Hg2+ is formed in the atmosphere to estimate
deposition, or how mercury oxidises under various flue gas conditions in order to
mitigate emissions from processes such as waste incineration and coal combustion.
Under oxy-coal derived flue gas conditions, the environment is composed mostly of
CO2, and due to the flue gas recycle, there can be elevated concentrations of HCl, NOx
and SOx pollutants when compared to the conditions of conventionally fired combus-
tion systems. The NO:NO2 and SO2:SO3 ratios can all be significantly different from
conventional coal-derived flue gas due to the higher residence times and elevated O2
concentrations. It is important to understand the elementary steps involved in mercury
oxidation to allow accurate predictions under the unfamiliar conditions of oxyfuel
combustion.
This chapter discusses the existing work on mercury oxidation chemistry and mod-
elling. Section 2.1 covers various studies that focus on the possible pathways and
mechanisms for mercury oxidation. The influence of combustion conditions and flue
gas composition, particularly NOx and SOx concentrations, have on the oxidation of
mercury is reviewed in this section. Chemical kinetic modelling, and its application
to mercury oxidation, is covered in Section 2.2, where different proposed rate coef-
ficients are compared and discussed. A summary of the discussion in this chapter is
provided in Section 2.3, where the aim of this research in relation to the greater body
of work is declared.
2.1 Mercury oxidation chemistry
Understanding the pathways of mercury oxidation, how Hg2+ is formed from Hg0
emissions, is important for controlling mercury concentrations in the outlet of the
flue gas train. Elemental mercury is difficult to capture because it is relatively inert
and exhibits low water solubility. In contrast, mercuric compounds, particularly the
mercuric halides, show appreciable solubility in water and can be captured by existing
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air pollution control devices (APCDs), such as wet flue gas desulphurisation (WFGD)
chambers [81, 82]. Under an oxy-coal scheme, it may be possible to significantly
reduce mercury concentrations in the flue gas by recycling the flue gas after theWFGD
scrubbers, but only if mercury has been oxidised [33]. If the bulk of the mercury
emissions are still in their elemental state after the WFGD, recycling the flue gas will
reduce the concentration of reactive halogen species, which will serve to reduce the
mercury oxidation efficiency, demonstrating the need to have a good understanding on
mercury’s chemistry prior to the design of the flue gas recycle scheme.
The formation of the mercuric halides is a significant process because these spe-
cies are unusually stable for mercury compounds. Mercuric halides have a first bond
dissociation enthalpy above 250 kJ mol-1, far higher than other mercuric compounds
[83], so are the only Hg2+ species that are likely to form under flue gas conditions.
The thermodynamic stability of Hg0 at temperatures above 800 K results in all mer-
cury compounds readily decomposing during combustion, making Hg0 the dominant
mercury species in the flue gas at the exit of the furnace [84, 85]. The formation of the
mercuric halides in the cooler sections of the flue gas train is dependent on the halogen
concentrations arising from the parent coal for oxidising all of the mercury that leaves
the furnace.
The relative quantities of the halogen species in the majority of coals follows the
trend Cl>F≫Br>I [86], although some Eastern European coals contain greater brom-
ine concentrations than chlorine [87]. Both chlorine and fluorine usually represent
greater than 50 ppmw in coal, and bromine and iodine species tend to represent less
than 10 ppmw [86]. In certain “salt coals” there can be much higher chlorine levels,
sometimes making up greater than 10000 ppmw of coal [87, 88]. It is possible to
notice a weak correlation between coal chlorine levels and Hg0 concentration at the
stack exit of power stations, shown in Figure 2.1, indicating that a high chlorine con-
tent in the feed coal promotes mercury oxidation [89]. The chlorine content of coal has
also shown good selectivity in artificial neural network models for predicting mercury
pollutant emissions [90], demonstrating a strong empirical correlation. Despite this
pattern, there are wide variations in mercury oxidation found across different power
plants that can not simply be attributed to the coal-chlorine content. Studies on indus-
trial power stations have shown that mercury oxidation can vary between 5% and 95%
of the total mercury [89, 91, 92]. There is a need for a better understanding of how
mercury reacts in the flue gas before it is possible to predict mercury oxidation rates
under standard air-fired processes, let alone under oxyfuel combustion conditions.
Due to the relative abundance of chlorine within most coals, the majority of flue
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Figure 2.1: Correlation between Hg0 emissions and HCl coal content. The Hg0 levels
are presented as a ratio between vapour concentration of unrecoverable
Hg0 and mass fraction of Hg in the feed coal in order to compare data
from different power stations that are equipped with various APCDs, coal
loading and feed coal rank. Data adapted from [89].
gas mercury oxidation studies have focussed on HgCl2 formation [93–95]. Fluorine
is usually dismissed as the halogen forms the strongly bound HF at high temperat-
ures, which is unlikely to dissociate or react with mercury in the gaseous phase [96].
Mercury-bromine reactions have been subject to increasing study due to the high mer-
cury oxidation efficiencies that are achievable [97]. Despite these results, bromine
concentrations in most coals are too low to affect mercury oxidation during the res-
idence times of the flue gas train. Due to its oxidation efficiency, bromine activated
carbons and CaBr2 injection have been proposed as a means of controlling mercury
emissions [98, 99]. Iodine levels are too low to be considered as a significant ox-
idising agent for mercury under flue gas conditions, so mercury-iodine interactions
in post-coal combustion flue gas have only been studied as a form of mercury emis-
sion control technology [100–102]. The work covered in this chapter will focus on
mercury-chlorine and mercury-bromine interactions due to their potential significance
in coal-derived flue gas.
Predictions that were only based upon gas-phase interactions between mercury and
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the halogen species have been unsuccessful in estimating mercury oxidation rates
across different experimental conditions [103]. Studies have suggested that gas-phase
reactions between mercury and chlorine are too slow to account for the high levels
of oxidation measured in field studies [97], further motivating a search for a different
class of mechanisms. Many reactions are catalysed by solid surfaces, and mercury
is known to adsorb onto surfaces, where it can stabilise solid-phase molecules such
as (HgCl)n, HgO, HgSO4 and (HgSO4 · 2HgO) [104, 105]. These solid-phase com-
pounds are able to form on the walls of the flue gas chambers and potentially react
with the fairly abundant HCl species to form HgCl2 [95]. The rates of these surface
catalysed oxidation pathways are limited by the thermal stability of the solid-phase in-
termediates and the surface availability [103]. Both the rates and the elementary steps
involved in these mechanisms still need to be specified before they can be applied in
models.
In addition to the gas-phase oxidation process, mercury also adsorbs onto fly-ash
particles, where it is referred to as particulate bound mercury (HgP), and can be cap-
tured by particulate control devices such as electrostatic precipitators (ESPs) or fabric
filters (FFs) [33, 82, 106]. Both oxidised and elemental mercury adsorb onto ash
particles at different rates, reiterating the importance of understanding how mercury
oxidises to predict Hg0, Hg2+ and HgP distributions. The surfaces of fly-ash particles
can also catalyse mercury oxidation by the halogen species [107]. The interactions
between fly-ash particles and Hg0 is complex and not well defined, however the most
industry proven method to control mercury emissions, the use of an activated carbon
sorbent, mimics the behaviour of native organic fly-ash in the flue gas.
The proposed mercury oxidation pathways can be generalised into these three cat-
egories: gas-phase homogeneous reactions, surface catalysed mechanisms and fly-ash
interactions. It is unclear how much each pathway contributes to the final speciation
of mercury. This section identifies key work behind these potential oxidation schemes
for mercury, and how they may alter under an oxy-coal flue gas environment. Subsec-
tion 2.1.4 provides a summary for the mercury oxidation mechanisms.
2.1.1 Homogeneous oxidation
The formation of the mercuric halides through gas-phase interactions requires the in-
termediate monohalide species, which further reacts through a second oxidation phase.
This process is illustrated for mercuric chloride formation in Reactions (R 2.1) to
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(R 2.8) [93],
Hg + Cl +M −−−⇀↽−− HgCl +M (R2.1)
Hg + Cl2 −−−⇀↽−− HgCl + Cl (R 2.2)
Hg + HCl −−−⇀↽−− HgCl + H (R 2.3)
Hg + HOCl −−−⇀↽−− HgCl + OH (R 2.4)
HgCl + Cl +M −−−⇀↽−− HgCl2 +M (R2.5)
HgCl + Cl2 −−−⇀↽−− HgCl2 + Cl (R 2.6)
HgCl + HCl −−−⇀↽−− HgCl2 + H (R 2.7)
HgCl + HOCl −−−⇀↽−− HgCl2 + OH (R 2.8)
A direct reaction with the halogen molecule is not usually considered due to a high
energy barrier associated with the insertion reaction [108]. From the reactions that
produce the monohalide species, only the reaction with the atomic halogen species,
Reaction (R 2.1), can proceed at an appreciable rate; the other routes, Reactions (R 2.2)
to (R 2.4), are prevented by highly endothermic reaction enthalpies [109], and these
routes will be more prevalent in the destruction of the monohalide species, reducing
mercury back to its elemental form.
The second phase of oxidation is faster due to the increased stability of the mercuric
halide, and could feasibly proceed by reacting with molecular halogen species, as in
Reactions (R 2.6) and (R 2.8). The reaction between the monohalide and the halogen
acid, Reaction (R 2.7), is still not thermodynamically viable under flue gas condi-
tions [110]. The role of the atomic halogen radical in the second stage of oxidation
is more complicated due to the competing destruction of the monohalide species in
the reverse direction of Reaction (R 2.2), while the reaction with molecular chlorine,
Reaction (R 2.6), provides a route to form mercuric halide while liberating reactive
chlorine radicals from the diatomic chlorine molecule.
Following the above mechanism, the mercury oxidation rate in most coal-derived
flue gas conditions is limited by the availability of atomic chlorine (Cl) for Reac-
tion (R 2.1), as chlorine is usually the only significant halogen present in coal. Atomic
chlorine radicals in the flue gas are produced through reactions with oxygen radical
species, namely the O and OH radicals, illustrated in the following reactions [111]
HCl + O −−−⇀↽−− Cl + OH (R 2.9)
HCl + OH −−−⇀↽−− Cl + H2O (R 2.10)
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Suriyawong [112] demonstrated experimentally that an increase in oxygen species
concentrations increases mercury oxidation rates, and also that no Hg2+ species were
produced in a reaction mixture void of oxygen species. Further results of the exper-
iments by Suriyawong [112] indicated that H2O had an inhibitory effect on mercury
oxidation, postulating that a rise in OH radicals served to destabilise the monohalide
through the reverse direction of Reaction (R 2.4), contrary to the promotive effects
of Reaction (R 2.10). These results highlight the sensitivity of mercury chlorination
on the availability of Cl radicals and the stability of HgCl, which are both heavily
influenced by the combustion environment. During oxyfuel combustion it is likely
that these two oxygen radical species will be present in higher concentrations than
conventionally-fired combustion, with the OH radical being increasingly important
under wet flue gas recycle schemes.
A significant sink for the Cl radical concentration is the formation of molecular
chlorine (Cl2) through the recombination reaction,
Cl + Cl +M −−−⇀↽−− Cl2 +M (R2.11)
The sensitivity of mercury oxidation with respect to Reaction (R 2.11) depends on
the rate of the reaction between HgCl and Cl2, Reaction (R 2.6). If Reaction (R 2.6)
is fast, Reaction (R 2.11) will promote mercury oxidation by forming Cl2 to react
through Reaction (R 2.6), which also releases further Cl radicals to oxidise Hg0. If
Reaction (R 2.6) is slow, mercury oxidation becomes solely reliant on the Cl radical
concentration, and the overall oxidation efficiency is reduced by Reaction (R 2.11).
The Cl, O and OH radicals exhibit reactive chemistry with several other species in
the flue gas, including NO and SO2. It has been suggested that increased concentra-
tions of NO could reduce mercury oxidation rates by consuming O, OH and Cl radicals
through the following reactions [112, 113],
NO + O +M −−−⇀↽−− NO2 +M (R2.12)
NO + OH +M −−−⇀↽−− HONO +M (R2.13)
HONO + Cl −−−⇀↽−− HCl + NO2 (R 2.14)
Halogen radicals can also react directly with NO to form the nitrosyl halide com-
pounds, which can promote the formation of the less reactive halogen molecule or
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acid species [111, 114, 115], illustrated below for nitrosyl chloride (ONCl),
NO + Cl +M −−−⇀↽−− ONCl (R 2.15)
ONCl + Cl −−−⇀↽−− NO + Cl2 (R 2.16)
ONCl + H −−−⇀↽−− NO + HCl (R 2.17)
The net effect of Reactions (R 2.15), (R 2.16) and (R 2.17) is to remove the reactive
halogen species from the gas mixture, thus preventing mercury oxidation from initiat-
ing. The formation of the nitrosyl halides, Reaction (R 2.15), is particularly influential
as NO is a much more competitive reactant for halogen radicals over Hg0, which is due
to the far higher stability of nitrosyl halides over the mercurous monohalide species,
and the abundance of NO over Hg0 in the flue gas. The nitrosyl halides may further
influence mercury oxidation through direct interactions with mercury species, such as
in the reactions
Hg + NOCl −−−⇀↽−− HgCl + NO (R 2.18)
HgCl + NOCl −−−⇀↽−− HgCl2 + NO (R 2.19)
however these reactions have not been studied before. As the nitrosyl halide species
are relatively stable, it is unlikely that Reaction (R 2.18) will promote mercury oxida-
tion, and will probably serve to destabilise the monohalide species through the reverse
direction and reduce the overall oxidation rate. Reaction (R 2.19) could promote mer-
cury oxidation, however this pathway would probably proceed slowly as both of the
reactant species are expected to be in very low concentrations.
Increased concentrations of NO have been shown to reduce mercury oxidation in
some bench-scale experiments [112], however separate bench-scale experiments have
found very little influence of NO on mercury oxidation [97, 116, 117]. The variation
in these results may be down to the significantly different gas compositions between
the two experiments; Suriyawong [112] used a simulated gas mixture with 10% (vol)
O2 concentration, where the other bench-scale experiments were conducted on the
flue gas from a methane combustion flame with less than 2% (vol) O2 concentration
[97, 116, 117]. These latter measurements that were undertaken on combustion flue
gas, where no significant sensitivity of the mercury oxidation ratio was found with
regards to the NO concentration, was unable to operate a baseline case without any
NO interference due to the production of thermal NOx, and therefore it is possible that
the influence was already saturated at these levels as the rate limiting step of nitrosyl
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halide formation is likely to be the atomic halogen concentration, and not the NO
concentration.
The comparison between an air-fired and oxyfuel conditions by Preciado et al. [117]
showed increased oxidation efficiency under the oxyfuel combustion environment,
however the oxyfuel conditions contained significantly lower nitrogen species, which
would result in lower thermal NOx production. While the sensitivity of mercury ox-
idation to the NO concentration was tested for air-fired environments, where the min-
imum concentration of NO was prescribed by thermal NOx production at 30 ppmv,
this sensitivity test was omitted from the oxyfuel tests, and therefore it is uncertain if
the changes in oxidation efficiency is associated with the oxyfuel environment or the
absence of NO. During coal combustion, nitrogen in the fuel is the primary source for
NOx pollutant formation, and therefore cannot be significantly reduced in oxy-coal
combustion, and the conclusions from the study by Preciado et al. [117] may not be
transferable to an oxy-coal environment. Measurements in oxy-coal flue gas have not
shown such a significant improvement in the ratio of oxidised mercury [116, 118, 119],
although it is not possible to isolate the homogeneous mechanism in these measure-
ments of a real coal flame.
Understanding the influence of sulphur species on mercury oxidation has often been
aﬄicted with the effect of SO2 over a bias in mercury detection tests. Small amounts
of Cl2, potentially formed from HCl, can produce a large bias in Hg
2+ recordings in
the standard Ontario Hydro method, where hypochlorite ions, ClO– , oxidise mercury
in the conditioning train [120]. Through the addition of SO2, this bias is mitigated, and
mercury oxidation is shown to decrease. Further studies, using sodium thiosulphate
(Na2SO3) to remove ClO
– ions, have shown that SO2 has a minimal effect on mer-
cury oxidation [97, 116, 117, 121], however a bench-scale experiment by Smith et al.
[122] found that SO2 oxidised mercury in the absence of HCl, and demonstrated in-
creased oxidation when combined with low concentrations of HCl, although mercury
oxidation was somewhat mitigated at higher HCl concentrations. As only elemental
mercury was measured in the study by Smith et al. [122], with oxidised mercury in-
ferred from the difference between inlet and outlet concentrations, it is possible that
the non-elemental mercury species could be HgSO4(s) formed on the surfaces of the
reactor, and not be associated with gas-phase reactions. Measurements of mercury
oxidation in an oxy-coal flame, with simulated flue gas recycle with an elevated con-
centration of SO2, H2O and NO in the combustion medium, showed elevated mercury
oxidation compared to environments without additional pollutants.
Sulphur species are known to influence additional oxidation reactions in combus-
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tion environments as they will react with available radicals [123, 124]. The availability
of O and OH radicals will affect the dissociation of HCl into reactive species, how-
ever these radical species will also react with sulphur compounds, which will further
react to essentially catalyse the recombination of molecules, much like the way ONCl
catalyses the recombination of Cl2 and HCl in Reactions (R 2.15) to (R 2.17).
Bromine species are much more efficient than chlorine at oxidising mercury. Even
with modest concentrations of 50 ppmv HBr in the gas mixture, mercury oxidation
rates are several times greater than under similar conditions with 100 ppmv HCl [97,
125]. Bromine reactions with mercury are believed to be analogous to chlorine, and
follow much the same pathway as presented by Reactions (R 2.1) to (R 2.8) [126, 127].
Unlike chlorine, bromine species are not dominated by the halogen acid at high tem-
peratures, but have a reasonably high concentration of atomic bromine (Br), which ac-
celerates the otherwise limiting step of atomic recombination, Reaction (R 2.1) [126].
While measurements of mercury oxidation by bromine species demonstrated greater
efficiency in oxyfuel conditions compared to air-fired results [117], these measure-
ments are subject to the same uncertainties concerning the interaction between NO
and the atomic halogen as with chlorine oxidation, and these trends have not been
demonstrated in real oxy-coal flames [116]. Native bromine concentrations in coal
derived flue gas are often found to be less than 1 ppmv, so without control procedures
to provide higher bromine concentrations, chlorine chemistry is still expected to be
the dominant oxidising agent for mercury [97, 128, 129].
An alternative proposed gas-phase pathway for mercury oxidation involves the hal-
ite radical species, illustrated for the chlorate radical (ClO) in Reactions (R 2.20) and
(R 2.21),
Hg + ClO −−−⇀↽−− HgO + Cl (R 2.20)
HgO + HCl −−−⇀↽−− HgCl + OH (R 2.21)
This mechanism avoids the dependency on atomic chlorine by producing HgO, which
reacts with the far more abundant HCl species [130], however this mechanism was
developed using thermodynamic data that has since been shown to be in wide dis-
agreement with theoretically calculated values. More recent calculations suggest the
value for the enthalpy of formation for HgO is less than 17 kJ mol-1 [83, 131], and not
the experimentally determined value of 268(±63) kJ mol-1 [132]. Recalculating the
reaction enthalpies for Reaction (R 2.20) (and similarly for the BrO species) reveals
that this pathway is endothermic, and so the mechanism is unlikely to contribute to
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mercury oxidation [133, 134].
Alternative products with halite radicals are the XHgO species, where X refers to
any halogen atom [133, 135]. The conformers HgOX and HgXO have been determ-
ined to be bound only by shallow van der Waals forces, and so are not stable [136]. The
possible pathways for the XHgO species are shown in Reactions (R 2.22) to (R 2.26),
Hg + XO −−−→ XHgO (R 2.22)
Hg + XO −−−→ HgX + O (R 2.23)
Hg + XO −−−→ HgO + X (R 2.24)
HgY + XO −−−→ YHgO + X (R 2.25)
HgO + XO −−−→ XHgO + O (R 2.26)
The direct formation of the XHgO species via the insertion reaction, Reaction (R 2.22),
is suspected to have a high energy barrier of around 167 kJ mol-1, so the reaction
rate should make this pathway insignificant [137]. Alternative pathways of formation
are via intermediates created in Reaction (R 2.23) and (R 2.24), which then react via
Reaction (R 2.25) or (R 2.26), but these initial reactions are endothermic to a similar
degree to the energy barrier of Reaction (R 2.22) [133], making these pathways even
less likely.
Despite the absence of any apparently feasible formation pathway, experimental
results have confirmed the oxidising potential of the halite radicals. An experiment
by Raofie and Ariya [138] confirmed the existence of BrHgO as a product of BrO
radicals and Hg0. Additional species of HgBr and HgO were also detected in the
experiment, however all of the products were formed in the condensed phase, and it
is unclear whether they could be produced through gas-phase interactions. A separate
experiment found that gas-phase Hg0 decay was accelerated when atomic Cl radicals
were exposed to oxygen, suggesting that ClO radicals were forming and efficiently
oxidising elemental mercury [139]. Experiments purposefully utilising ClO to oxidise
mercury have found high oxidation efficiencies [140], however the products that are
formed through these reactions are still unclear, as well as the mechanisms that the
species follow.
In addition to the XHgO products, mercuric hypohalites (XOHgY, where X and Y
are halogen atoms), can be formed from halite interactions, and have been sugges-
ted as stable, strongly bound species [136]. The FHgOF species has been determined
to exist experimentally, but in conditions that are far removed from practical circum-
stances [141]. The halite species offer a significant uncertainty over mercury oxidation
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mechanisms. The current state of knowledge is not sufficient to include these interac-
tions in any model, as there are no definite reaction mechanisms or well-characterised
products, but it is important to be aware that the complete mechanism of potential
oxidation pathways is incomplete.
In the gas-phase homogeneous interaction between mercury and halogen species,
oxidation of Hg0 occurs mainly through the Reactions (R 2.1) to (R 2.8). Under coal-
derived flue gas conditions, mercury oxidation is reliant on atomic chlorine concen-
trations, which could be severely limited due to its reactive chemistry with other flue
gas components. If the feed coal has a significant bromine content, it is likely that
mercury will effectively oxidise, allowing the toxic pollutant to be captured through
WFGD chambers, but this is not likely for the majority of coals. Under oxy-fuel com-
bustion it is uncertain whether mercury oxidation will be promoted or mitigated, and
further studies on key mercury oxidation reactions are required.
2.1.2 Surface catalysed oxidation
Several experimental studies have noted accelerated mercury oxidation rates on un-
coated surfaces [104, 142, 143]. Mercury can adsorb onto surfaces where solid-phase
compounds can form, accelerating mercury oxidation. A proposed global reaction
mechanism for this process is shown in Reactions (R 2.27) and (R 2.28) [95],
Hg(g) + SO2(g) + O2(g) −−−→ HgSO4(ads) (R 2.27)
HgSO4(ads) + 2HCl(g) −−−→ HgCl2(g) + H2SO4(l) (R 2.28)
The solid-phase intermediate formed in this reaction is mercuric sulphate, HgSO4,
which is the most thermodynamically stable species that is likely at lower temper-
atures [144]. This process is expected to be fast, but highly sensitive to the surface
temperature, only occurring between 420 K and 670 K [105]. Elementary reactions
for this scheme have not been proposed, but studies at a pilot plant have indicated that
mercury oxidation is accelerated within this temperature range [103].
An expected intermediate of Reaction (R 2.27) would be HgO, which is also pro-
duced in the absence of SO2 [105]. Further interactions between adsorbed oxygen
species and SO2 could complete the formation of HgSO4 to react with HCl, however
this scheme entails a lot of speculation over how stable intermediates may form, and
further studies into these pathways are required.
Experiments have shown that HgSO4 formation is fast given the right conditions,
but elementary mechanisms have not been suggested. The effect of changing the com-
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bustion environment on this pathway is unknown due to the complex nature of surface-
catalysed reactions, however experiments suggest that the surface temperature and
SO2 concentration are the only dominant factors for the rate of this reaction scheme,
and as SO2 is expected to be in excess under both air-firing and oxyfuel conditions,
this mechanism may not demonstrate any dependence on changes in the combustion
environment.
2.1.3 Heterogeneous oxidation with fly-ash
Mercury interacts with fly-ash in the flue-gas train to form HgP. The ratio between
total Hg and HgP varies between 0% to up to 43% across different coal-fired power
stations [89]. Fly-ash is made up of both inorganic and organic matter. The inorganic
phases of fly-ash are mostly composed of silicates and metal oxides derived from the
minerals of the parent coal. The majority of the inorganic fly-ash is unaffected by
changing from air-fired to oxy-fired conditions [145]. The organic fly-ash matter, of-
ten referred to as unburned carbon (UBC), is mostly composed of char derived from
the fuel, however a significant portion of the total surface area of organic matter is
derived from sub-micron soot particles. Emissions of particulate matter are restricted
by regulations, and fly-ash is often captured via ESP and FF control devices, facilit-
ating the capture of HgP from the flue gas. Mercury can be controlled by increasing
the adsorbed HgP species in the flue gas, however this may affect the saleability of
the fly-ash product, often consumed as a ballast in cement production. Additionally,
surface mechanisms, as described above in Subsection 2.1.2, are equally possible on
fly-ash surfaces, and will influence the oxidation efficiency of the process.
Trace metals are known to interact with the inorganic components of fly-ash, ad-
sorbing at temperatures above their vapour dew point [146]. In isolation, mercury
adsorption on inorganic fly-ash is not significant [147–149], however experiments by
Smith et al. [122] have shown that Hg0 levels are reduced when inorganic particle
loading is combined with HCl. Additional studies have identified that HCl will adsorb
onto fly-ash, where it can then readily react with Hg0 [150, 151]. Further studies are
required to elucidate the specific mechanisms and rates between mercury and inor-
ganic fly-ash so they can be effectively included in predictive models.
Mercury shows a far greater affinity to adsorption onto the organic component of
fly-ash [152, 153]. Injection of carbon-based sorbents have been proven to reduce
mercury emissions by up to 80% [154]. Despite the success of activated carbons in
capturing mercury, the mechanism by which they work, and its applicability to native
organic fly-ash, is still uncertain. Mercury adsorption is usually promoted by cooler
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temperatures, suggesting a physisorption mechanism [153], however this temperat-
ure relationship is more likely to be a consequence of the thermodynamic and kinetic
properties of mercury [155]. Furthermore, flue gas composition, particularly the con-
centrations of SO2, H2O and acid gasses such as HCl and NO2, have been shown to
impact the rate of adsorption, suggesting a chemisorption mechanism [118, 149, 156–
160]. Experimental studies have identified significant amounts of chemisorbed mer-
cury species on activated carbons, suggesting that mercury can effectively oxidise on
the carbon surface and chemically bind onto a graphene edge site of organic particles
[100, 161, 162].
Theoretical studies suggest that protonation occurs at carbon edge sites to form a
carbenium ion [163]. This activated site will oxidise and adsorb mercury, where it
could react with adsorbed Cl or HCl to form HgCl2, or remain combined to the char
particle [107]. The acidic gasses NO2 and HCl, as well as H2SO4 in small quantit-
ies, promote the creation of the carbenium active sites, improving mercury adsorp-
tion rates, whilst SO2 competes with Hg
0 for oxidation and mitigates HgP formation
[107, 118]. The variations in these flue gas species will have an influence on how
much mercury is adsorbed onto native fly-ash under oxy-coal flue gas conditions.
Native organic fly-ash is usually avoided because it arises from inefficiencies of
combustion. The UBC is also considered a contaminant of the fly-ash, rendering it
useless to the concrete industry, the major consumer of coal-derived fly-ash, heavily
affecting its sale value [164, 165]. Efficiencies in boiler design can greatly reduce
UBC in the fly-ash, however this is often avoided to reduce NOx emissions [166]. The
conditions under oxy-coal combustion are radically different, and these efficiencies
may be readopted depending on whether it is necessary to control NOx concentrations.
Additionally, soot formation is often reduced under oxy-coal combustion, which will
greatly reduce the surface area of native organic fly-ash matter [167, 168].
Under oxy-coal combustion there will be different levels of UBC, HCl, SOx and
NOx; all depending on boiler designs and the flue gas recycle scheme. All of these
species have a varying level of influence over the fate of HgP, and the potential to
oxidise mercury on the particle surface. Mechanisms for the adsorption and oxidation
of Hg0 on graphene edge sites have been suggested, however the availability of these
sites on native coal-derived UBC is uncertain. There is a significant challenge in
predicting how mercury will behave with native UBC under oxy-fired conditions.
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2.1.4 Summary of oxidation pathways
Mercury oxidation is complex, without any clear dominant pathway. Homogeneous
gas-phase reactions and surface mechanisms involving fly-ash particles and chamber
walls have been considered to predict mercury’s chemistry. When considering the
differences between air-fired to oxy-fired coal combustion environments, all of the
potential pathways could be affected.
In the homogeneous gas-phase mechanisms, the modifications in the gaseous spe-
cies and their concentrations could greatly affect how mercury oxidation chemistry
behaves. Potential increases in atomic Cl arising from higher oxygen concentrations
could increase oxidation levels, while increased H2O could have the opposite affect.
There are still uncertainties over how halite species may react and the efficacy of the
halogen atomic recombination reaction over mercury oxidation.
Surface catalysed oxidation reactions require further studies into how mercury ad-
sorbs onto available sites, along with the kinetics of the reaction mechanisms, before
it can be reliably modelled. This process is unlikely to be affected by changing the
combustion environment for oxy-coal due to the overriding reliance on temperature
and surface availability, however without a fundamental explanation for this phenom-
ena it is not possible to accurately predict how oxyfuel conditions may change this
mechanism.
The mechanism for mercury adsorption onto fly-ash can be related to the most
proven method of emission mitigation – activated carbon injection. The formation
of SOx, NOx and organic fly-ash particles under oxy-fuel conditions will affect the
applicability of these mechanisms. The sulphur species in the flue gas compete with
mercury on organic adsorption sites, reducing HgP and preventing the removal of mer-
cury from the flue gas stream. Other species, such as NO2 and HCl, serve to enhance
the number of active sites on the fly-ash, and so could serve to improve mercury ad-
sorption.
This section has covered the proposed pathways for the formation of removable
mercury species, namely Hg2+ and HgP. These pathways are likely to occur at differ-
ent rates between air-fired and oxy-fired conditions, but in a complicated and currently
unpredictable manor. The focus of this thesis is to elucidate uncertainties associated
with mercury oxidation via homogeneous gas-phase reactions in an oxyfuel flue gas
environment. It is important to appreciate how both Hg0 and Hg2+ interact outside
of the gas-phase oxidation pathway in order to make inferences from practical ap-
plications, however the remaining focus of this thesis will be solely on homogeneous
interactions.
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2.2 Chemical kinetic modelling
Mercury species do not reach equilibrium under flue gas conditions, and oxidation
is subject to kinetic limitations [94]. Equilibrium calculations based on thermody-
namic values predict complete mercury oxidation at the conditions when the flue gas
is released from the stack, which is not shown in experimental results or field studies
[169]. The reaction kinetics of mercury oxidation need to be understood for accurate
predictions of mercury speciation.
Kinetic studies focus on the macroscopic properties of a chemical reaction; the
reaction mechanism and the rate coefficient. The mechanism specifies the elementary
steps involved in a reaction, and the rate coefficients for those elementary reactions
indicate how rapidly they influence the concentrations of the species involved. Various
mechanisms for mercury oxidation were covered in Section 2.1, however the rates of
the proposed reactions were not discussed in detail.
This section will discuss kinetic rates for mercury oxidation, and identify areas of
uncertainty associated with these determined values. Kinetic rate laws and the equa-
tions used to model rate coefficients are discussed in Subsection 2.2.1, identifying the
parameters that need to be determined for each reaction prior to the undertaking of
kinetic modelling. The different methods employed to infer kinetic rates, both exper-
imental and theoretical, are discussed in Subsection 2.2.2. Subsection 2.2.3 covers
previous work on mercury chemical kinetic models and proposed rates.
2.2.1 Kinetic rates
The evolution of a species’ concentration across time is determined by the reactions
that consume and produce it. The rate of a reaction, how fast the reaction alters the
concentration of its products and reactants, is proportional to the concentration of
the reacting species that are involved. For an isolated general reaction, as in Reac-
tion (R 2.29), this is illustrated by Equation (2.1),
xA + yB −−−→ C (R 2.29)
d[C]
dt
∝ [A]m[B]n (2.1)
The powers that each concentration is raised to, m and n, are usually set to be equal
to the stoichiometry of the reactants, which are represented by x and y respectively in
Equation (2.1). Through formulating the rate of a reaction it is possible to predict the
progress of a chemically reactive system by integrating Equation (2.1) for all of the
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relevant reactions across time.
The constant of proportionality in Equation (2.1) is often referred to as the rate
coefficient, represented as k. The rate coefficient has long been known to change
with temperature [170]. This temperature dependence of the rate coefficient is often
modelled using the Arrhenius equation,
k(T ) = A exp
(
− Ea
RT
)
(2.2)
where k is the rate coefficient, A is the pre-exponential factor, Ea is the activation en-
ergy, R is the universal gas constant and T represents the temperature. The Arrhenius
equation requires two parameters to be defined for each reaction; the activation energy
and the pre-exponential factor.
In elementary reactions, the activation energy represents the energy barrier that has
to be overcome in order for the reactants to successfully form the product. In the
Arrhenius equation, the term ‘exp(− Ea
RT
)’ represents the proportion of the gas mixture
that is excited with this activation energy, as defined by the Maxwell-Boltzman distri-
bution. The activation energy therefore defines the temperature dependence of the rate
coefficient in the Arrhenius equation.
The pre-exponential factor in the Arrhenius equation represents the frequency of
potentially reacting collisions. In the classical Arrhenius equation this value is a con-
stant, however experimental data over a wide temperature range often illustrates a
noticeable curvature away from the Arrhenius equation [171]. To get a better empir-
ical fit over a wide temperature range, the modified Arrhenius equation is often used,
k(T ) = A
 T
Tre f
n exp
(
− Ea
RT
)
(2.3)
where Tre f is a reference temperature, usually set to 1 K, and n is an additional
parameter. In Equation (2.3) a further temperature dependence is applied to the pre-
exponential term to capture the observed behaviour.
The proposed mechanisms for mercury oxidation involve three-body recombination
reactions, such as Reactions (R 2.1) and (R 2.5). A general three-body recombination
reaction is expressed as
A + B +M −−−⇀↽−− AB +M (R2.30)
where A and B are reactants, AB is the product and M represents any molecule in the
gas mixture. A three-body recombination reaction in the form of Reaction (R 2.30) is
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not elementary. At its most basic level this reaction proceeds via the steps (R 2.31) to
(R 2.33),
A + B −−−→ AB∗ (R 2.31)
AB∗ −−−→ A + B (R 2.32)
AB∗ +M −−−→ AB +M (R2.33)
The three-body reaction initiates by forming an excited complex from an initial col-
lision between the reactants, Reaction (R 2.31). This step occurs as the kinetic en-
ergy involved in the collision between the reactants does not have an alternative out-
let. This complex, AB∗, will either dissociate through Reaction (R 2.32), or stabilise
through dissipating the excess energy upon further collisions with an arbitrary third
body particle, M in Reaction (R 2.33).
Assuming the excited complex is in steady state, the overall rate coefficient of a
three-body recombination reaction is given by [172]
kR 2.30 =
kR 2.31kR 2.33[M]
kR 2.32 + kR 2.33[M]
(2.4)
where k represents the rate coefficient for the subscripted reaction. In the low and high
pressure limits, where [M] → 0 and [M] → ∞ respectively, kobs can be approximated
by the following equations
kR 2.30,0 =
kR 2.31kR 2.33[M]
kR 2.32
(2.5)
kR 2.30,∞ = kR 2.31 (2.6)
where kR 2.30,0 is the rate coefficient in the low pressure limit, and kR 2.30,∞ is the
rate coefficient in the high pressure limit. This relationship results in a fall-off region,
where the rate becomes second-order in the high pressure limit. The position of this
fall-off with regards to pressure is dependent upon the lifetime of the intermediate
AB∗. For large atoms, such as Hg, which will exert considerable London dispersion
forces, this regression to second-order kinetics is very unlikely at atmospheric pres-
sures [173], and the reactions of mercury oxidation are expected to exhibit a linear
dependence on pressure.
In the deactivation of the excited complex, Reaction (R 2.33), energy is dissipated
through an arbitrary molecule in the gas mixture. As the temperature of the gas mix-
ture increases, the amount of energy that can be dissipated through the average mo-
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lecular collision will reduce, which will make the intermediate liable to dissociate
before the molecule can stabilise. This process will reduce the rate of the overall re-
action at higher temperatures and produce a negative temperature dependence. In the
Arrhenius equation this is modelled by a negative activation energy.
The efficiency of the third-body molecule at absorbing the excess energy held by the
excited complex also affects the overall rate coefficient. Molecules such as SF6 and
CO2 show greater third-body efficiencies than N2 or Ar [174–176]. The rate constant
for the atomic chlorine recombination reaction, Reaction (R 2.11), has been shown
to be between two and four times greater in a CO2 atmosphere than when N2 is the
bath gas [115, 177, 178]. Observed rate coefficients for the mercury recombination
reaction with atomic chlorine, Reaction (R 2.1), have been shown to differ by more
than an order of magnitude when changing the bath gas molecule from He to N2
[139]. This third-body efficiency highlights another uncertainty when applying values
derived from air-fired chemistry to predict oxy-fired chemical speciation. When deriv-
ing the parameters for the modified Arrhenius equation it is important to be mindful
of these dependencies on temperature, pressure and bath gas.
2.2.2 Determination of kinetic rate coefficients
Both theoretical and experimental methods exist for determining the rate coefficients
of chemical reactions. Theoretical techniques make use of the fundamental properties
of atomic structures to predict how products are formed. The experimental methods
include either direct or indirect concentration measurements to infer the decay or pro-
duction rate of a species. Regardless of the method, there is substantial uncertainty
associated with applying the determined rate coefficients to predict the chemical pro-
gress of a system [7].
The transition state theory (TST) and Rice-Ramsperger-Kassel-Markus (RRKM)
methods are usually employed to predict bimolecular and unimolecular reaction rates
respectively. Both methods utilise fundamental properties of the reactants in order to
predict the energy requirement and the development of the reaction, which are de-
termined from quantum chemical calculations. This process becomes increasingly
difficult as the complexity of the reactants increases. Reaction steps that involve large
atoms, such as mercury, demand specifically sophisticated approaches to describe the
interactions within the electron cloud, as well as accounting for special relativistic ef-
fects for inner-core electrons that will have a velocity comparable to the speed of light
[179]. The additional complexities introduced when studying heavy elements such as
mercury exacerbate uncertainties in theoretically derived rate coefficients [7].
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Rate coefficients can be experimentally determined through indirect measurement
against a reference reaction, or through direct time-dependent measurements of spe-
cies’ concentrations. Indirect measurements using the relative rate method have been
conducted for mercury reactions [143]. The relative rate method involves benchmark-
ing the target reaction against a reference reaction with a known and well characterised
rate coefficient. Both the reference and target reactions are required to consume the
same unstable reactant species and the final gas mixture is analysed using a technique
such as mass spectrometry. The relative concentration in the product species of the
two reactions is then used to infer the kinetic rate. Any reactant decay to form altern-
ative products in the gas mixture can be dismissed due to the direct measurement of
the product species for the target reaction.
The immediate issue regarding the relative rate method is that the derived rates can
only be as accurate as the rate coefficient for the reference reaction. This issue is often
mitigated by calculating the rate against several reference reactions. An additional
drawback of this technique is that it is a static system. It is difficult to isolate strictly
gas-phase reactions in this system, exacerbated in mercury studies as Hg0 shows a
high propensity for surface-catalysed oxidation. Experiments using the relative rate
method have utilised halocarbon wax to mitigate mercury-surface interactions [143],
however the melting point of the wax would make this approach impossible for flue
gas conditions.
The direct measurement of the reaction rate coefficient involves evaluating the rate
of change in the concentration of the reactive specie against time. The flash photolysis
method for direct rate measurement has been used for mercury reactions [139, 180–
182]. Flash photolysis uses a photon source to produce a reactive radical species from
a stable mixture of reactants and precursors. The photolysis pulse acts as a starting
point for the reaction, whereby the excitation elevates the precursors internal energy to
a position that will cause the molecule to dissociate. The eventual decay of the reactant
species can be measured through techniques such as laser induced fluorescence (LIF)
or absorption spectroscopy. The delay between the photolysis pulse and the detection
scheme can be altered to provide a profile of the measured concentration of the tested
specie across time.
The flash photolysis method can operate under slow-flow conditions, regenerating
the analysed sample between measurements, thus bypassing one of the limitations of
the relative rate method. This method can only be applied where at least one of the
reactants can be produced from a stable species through laser photolysis, and where
the reactants can be monitored via LIF or absorption spectroscopy without interfer-
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ence. It must also be possible to isolate the reactions being studied; any impurities or
secondary chemistry could greatly affect the reported values.
2.2.3 Mercury kinetic rates
There are numerous theoretical [93, 94, 109, 113, 114, 137, 183–193] and experi-
mental [139, 143, 180–182, 194–196] studies on the kinetics of mercury oxidation by
bromine and chlorine species. Mercury-chlorine reactions have been studied in more
detail than their bromine counterparts due to the greater abundance of chlorine spe-
cies in coal derived flue gas. There is less motivation for studying bromine reactions
under combustion conditions as the native concentrations of bromine species are far
too low to oxidise mercury. Motivation for studying bromine reactions has increased
due to its potential role as an additive to control mercury emissions [197], however
some European coals contain a high bromine content that could potentially influence
mercury in the native flue gas [87].
Chemical kinetics on mercury-chlorine reactions are usually focussed on the mech-
anism proposed by Widmer et al. [93], illustrated in Reactions (R 2.1) to (R 2.8) in
Subsection 2.1.1. Under this reaction scheme, the recombination of mercury and
chlorine atoms, Reaction (R 2.1), is often identified as the rate limiting step due to
the scarcity of atomic chlorine, and as a result, this reaction has received the most at-
tention. The Arrhenius plot in Figure 2.2 illustrates the wide variation in the reported
rate constants for this key reaction.
The disagreement in reported rate coefficients is owed in some part to the different
approaches in measuring and calculating the rate coefficient, as well as the uncertain-
ties in deriving kinetics rates that were outlined in Subsection 2.2.2. Experiments
by Donohoue [139] provide the most thorough study on the atomic mercury-chlorine
recombination reaction, however the investigation was conducted under ambient tem-
peratures, which reduces the confidence in applying the reported rate coefficient to
combustion conditions. The experimental rate coefficients reported by Taylor et al.
[180] that were conducted at elevated temperatures are often rejected as the calculated
reverse rates are implausibly high, suggesting the presence of secondary chemistry that
influenced the experiment [198]. The scale of the difference in the measurements of
Donohoue [139] and Taylor et al. [180], for a relatively similar experimental approach,
demonstrates the difficulty in accurately measuring reaction kinetics.
One particularly noteworthy rate coefficient in Figure 2.2 is the recent theoretical
rate calculated by Krishnakumar and Helble [192], the only published rate that sug-
gests a positive activation energy. This rate serves to illustrate the sensitivity over
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Figure 2.2: Arrhenius plot for Hg + Cl + M −−−⇀↽−− HgCl + M rates at atmospheric
pressure.
the calculated rate coefficient with regards to the selected basis set and calculation
method. An alternative rate coefficient calculated by Krishnakumar and Helble [192]
for the same reaction, but derived with a different method and alternative basis set,
varied by as much as eight orders of magnitude at low temperatures.
Due to the bias discovered in the Ontario Hydro method, models that were valid-
ated against early bench-scale data have been called into question [121]. Previous
modelling results, such the results by Fry et al. [199], Niksa et al. [113] and Murua
and Bozzelli [114], demonstrated very good approximations of the experimental data,
which have since been shown to be invalid. A more recent modelling study conducted
by Gharebaghi et al. [198] that combined published rate coefficients achieved good
qualitative agreement with bench-scale experimental data by Cauch et al. [121], how-
ever the model was unable to show quantitative agreement with the measurements,
and exaggerated the influence of temperature over the final mercury oxidation ratio.
Less focus has been applied to mercury-bromine interactions due to the reduced
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Figure 2.3: Arrhenius plot for Hg + Br + M −−−⇀↽−− HgBr + M rates at atmospheric
pressure.
concentrations of bromine species in coal-derived flue gas. As with chlorine, the ma-
jority of studies on the rate coefficients for bromination have focused on the atomic
mercury-bromine recombination reaction. The Arrhenius plot in Figure 2.3 shows
much better agreement between the published rates than for the analogous reaction
with atomic chlorine. The rates illustrated in Figure 2.3 are all a lot slower than the
atomic mercury-chlorine recombination reaction, however, the efficiency of bromine
to oxidise mercury is attributed to the far higher proportion of bromine present as
atomic bromine under flue gas conditions [126].
Models predicting mercury oxidation rates by bromine have shown good agreement
in limited cases, but not across different operating conditions [126, 127, 200]. Unlike
mercury oxidation by chlorine species, the atomic recombination reaction is not lim-
ited by the concentration of gaseous bromine atoms. Only a few theoretical studies
have been published on the remaining reactions between mercury and bromine spe-
cies [191, 197, 201], leading to considerable uncertainty regarding the full reaction
mechanism.
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There is a need for further experiments for rate coefficients for key mercury ox-
idation reactions under combustion conditions. Models incorporating published rate
coefficients have been ineffective in being validated against different operational con-
ditions, however the inherent uncertainties in the derived rate parameters offer signi-
ficant interpretation in the combined result of hundreds of coupled kinetic rates.
2.3 Summary
Under coal-derived flue gas conditions mercury will be oxidised by halogen species
and will chemically bind onto activated carbon sites in the native organic fly-ash. In-
organic fly-ash and the chamber walls of the flue gas train could also facilitate the
oxidation of mercury. The influence of these complex interactions over the final spe-
ciation of mercury, and how they alter under oxy-coal conditions, is highly uncertain.
Studies that have focussed on gas-phase reaction kinetics between mercury and the
halogens using currently available rate coefficients have been unsatisfactory in being
validated against different operational conditions.
It is not clear if homogeneous oxidation of mercury species is relevant for flue
gas conditions [105]. The development of a kinetic mechanism that can approximate
measured values across operational parameters, such as reactor temperatures and res-
idence times, will offer insight as to whether gas-phase mercury oxidation is plausible
with the currently developed mechanisms. Further work is also required to better elu-
cidate the role of gas-phase pollutants such as NO and SO2 on the oxidation chemistry
of mercury.
The work in this thesis aims to improve the understanding of mercury oxidation
under oxyfuel conditions through the application of gaseous chemical kinetic models.
The study in Chapter 4 takes heed of the uncertainty in kinetic parameters and applies
modelling strategies to identify how the combustion environment influences the kin-
etic scheme of mercury and halogen species, and aims to demonstrate whether current
mercury kinetic mechanisms are capable of explaining experimentally determined be-
haviours. The modelling approach is also used to discuss the relevance of NO and
SO2 on the oxidation chemistry, which will add to the understanding of the potential
benefits of different recycle schemes on pollutant controls.
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3 CFD modelling for oxy-coal
combustion
It is necessary to obtain a detailed representation of gas temperatures and residence
times of real combustion systems to predict the performance criteria and pollutant
emissions in practical cases. CFD has been applied as a tool to predict the com-
plex behaviour of a wide variety of fluid flows, including coal combustion systems
at small laboratory scales [202–204], pilot and demonstration scales [205–216] and
large industrial scales [217–219]. CFD employs fundamental laws of energy and mass
exchange to calculate the behaviour of fluid flows, allowing the prediction of com-
plicated emergent behaviours from the underlying physical properties of the system.
Applying CFD to coal combustion requires the inclusion of sub-models to account for
turbulence, combustion chemistry, radiative heat transfer, and multiphase treatment
for the interaction between solid fuel particles and the combustion environment. It
is often necessary to simplify the numerical representations of physical phenomena
within these models so that they can be applied to problems of practical interest, and
the inherent assumptions in these simplifications need to be reviewed and validated to
gain confidence in the resulting predictions.
Modelling the oxyfuel process is challenging due to the relatively unfamiliar com-
bustion environment, which requires additional confidence in the model solutions
to compensate for the lack of experimental experience, particularly at large scales,
where there is not enough data available to develop empirical models. Furthermore,
the variable combustion environment serves as an additional operating parameter, as
the process can vary according to the inlet gas compositions and flue gas recycling
scheme. The combustion process will change significantly due to the oxygen enrich-
ment, which can vary between different inlet registers, or due to whether the flue gas
is dried, cooled or cleaned prior to its recycle. Clearly, being able to predict the in-
fluence of these operating parameters would be beneficial in the optimisation of the
oxyfuel combustion process, and will control gas temperatures, combustion efficiency,
heat flux and pollutant formation. Traditional modelling capabilities have assumed an
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air-fired combustion environment [220], and it is necessary to develop models that are
less dependent on the combustion environment that can be applied to a wide range of
potential oxyfuel conditions.
The high CO2 concentration within an oxyfuel environment can have a significant
impact on the combustion chemistry and radiation heat transfer [79]. Unlike N2, CO2
chemically reacts with fuel and intermediate species, as well as absorbing and emit-
ting radiative energy. Due to the complexity of combustion chemistry and radiation,
CFD calculations require either heavily simplified models, which enforce relatively
sweeping assumptions about the combustion environment, or empirical models that
will not translate to a novel environment. The physical properties of CO2, such as
density, viscosity and heat capacity, also vary from those of N2 and will affect the
combustion process [79], however these properties are not usually predefined in cal-
culation methods, and current approaches in CFD calculations are expected to provide
adequate predictions of how these properties will affect the combustion process.
Thermal radiation is the most significant mode of heat transfer at the high temper-
atures found in combustion systems [8]. Radiative energy is absorbed and emitted by
participating gas molecules, such as CO, CO2 and H2O, which will be present at dif-
ferent concentrations under oxyfuel conditions. Suspended particles also participate in
radiative transfer, with solid-phase fuel, char, fly-ash and soot particles exhibiting very
strong radiative absorption, emission and scattering [8]. The higher concentrations of
the participating gas species in an oxyfuel environment will increase the amount of
radiation that is emitted and absorbed by the combustion medium, which will have a
direct impact on the gas temperatures, particle heating rates and heat flux to the fur-
nace walls [221]. Accurate predictions of radiative heat transfer are vital in calculating
the overall heat flux in combustion systems, which governs the efficiency of coal-fired
boilers, as well as surface temperatures that govern the corrosion rates of the furnace
materials; two very important, and often counteracting, quantities in defining the op-
timal combustion regime. Reviews of modelling oxyfuel have repeatedly identified
accurate consideration of radiative heat transfer as being a high priority for improving
CFD predictions of oxyfuel combustion environments [78–80].
This chapter reviews methods for predicting coal combustion using CFD calcu-
lations, with a specific focus on methods that can be used to predict radiative heat
transfer. Section 3.1 discusses radiation transfer within a participating medium, fo-
cussing on methods used for CFD calculations and how they translate to an oxy-coal
environment. Further models for predicting coal combustion using CFD, including
the modelling of turbulent flow and coal combustion phenomena, are reviewed in Sec-
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tion 3.3. The discussions in this chapter are summarised in Section 3.4, including an
outline of how the research in this thesis develops current approaches for modelling
coal combustion using CFD.
3.1 Radiation transfer in a participating medium
Radiation describes energy that is transported as massless particles known as photons,
which behave as a wave propagated by the electromagnetic force. Any molecule at a
temperature above absolute zero will emit radiative energy, which will be at a specific
wavelength that corresponds to the rovibronic state associated with how the energy
was stored within the molecule. Radiation can be absorbed at the same wavelengths
that it can be emitted from, as a transition between internal energy states can occur
in both directions, and can also be scattered through interactions with particles and
surfaces, changing the direction of propagation for the energy transfer. Radiation often
travels long distances before it is absorbed, enabling energy to be transferred between
localised heat sources and distant surfaces. This long distance transfer becomes more
significant as the combustion facility increases in size [8, 222].
The transport of radiation energy across a path through a participating medium is
described by the radiation transfer equation (RTE). The directional monochromatic
RTE at radiative equilibrium, where emission and absorption occur at the same rate,
and with a unity index of refraction, is given as [223]
dIη
(
rˆ, sˆ
)
dsˆ
= κηIbη
(
rˆ
) − (κη + ση) Iη (rˆ, sˆ) + ση
4π
∫
4π
Φη
(
sˆ, sˆ′
)
Iη
(
rˆ, sˆ′
)
dΩ (3.1)
where η denotes wavenumber (η = 1/λ where λ is wavelength), Iη
(
rˆ, sˆ
)
is the spectral
radiative intensity at location rˆ travelling in direction sˆ, Ibη
(
rˆ
)
is the Planck function
evaluated at the temperature at position rˆ, κη is the spectral absorption coefficient,
ση is the spectral scattering coefficient, Φη is the scattering phase function and Ω
denotes solid angle. The assumption of radiative equilibrium is often valid for com-
bustion applications as the time-scales of radiative transfer, proportional to the speed
of light within the medium, are far smaller than processes that govern the quantities
in the RTE. Equation (3.1) describes the change in monochromatic radiation across a
single ray, where the three terms on the right hand side represent radiative emission,
attenuation from absorption and out-scattering, and augmentation from in-scattering
respectively. The RTE is subject to the following boundary condition, assuming dif-
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fusely reflecting opaque walls, [223]
Iwη
(
rˆw
)
= ǫwIbη(rˆw) +
1 − ǫw
π
∫
sˆ·nˆ<0
Iη(rˆ, sˆ)|sˆ · nˆ| dΩ (3.2)
where Iw is the intensity leaving the wall surface, ǫw is the emissivity of the wall, nˆ
is the inward facing wall normal and rˆw is a position on the wall surface. The RTE
represents an integro-differential equation that is defined across three spatial and two
angular dimensions, which can not be solved analytically in most practical situations,
and therefore must be solved with approximate methods.
The Planck function, which is denoted by Ibη in the above equations, describes
the monochromatic emission of intensity from a black-body, which is defined as an
idealised object that absorbs all incident radiation. The Planck function describes the
spectral distribution of emission at a given temperature, and is given as [223]
Ibη(T ) = 2hc
2η3
1
exp
(
hcη/(kbT )
) − 1 (3.3)
where T is the temperature of the black-body object, h is the Planck’s constant, c is
the speed of light in the medium and kb is the Boltzmann constant. The spectrally
integrated form of the Planck function can be evaluated as [223]
Ib(T ) =
∫ ∞
0
Ibη(T ) dη =
2π4k4
b
15h3c2
T 4 =
σsb
π
T 4 (3.4)
where σsb is the Stefan-Boltzmann constant. Equation (3.4) demonstrates the origin
of the fourth-power relationship between temperature and radiative emission, which is
the reason why radiation quickly becomes the most significant thermal transfer mode
at high temperatures. The Planck function evaluated at three temperatures, 1500 K,
2000 K and 2500 K, is shown in Figure 3.1, which illustrates how the spectrally integ-
rated emissive power increases with temperature, as well as the spectral range that is
relevant to these temperatures.
The radiative intensity field is coupled to the energy solution in CFD calculations
through the radiation source term in the energy equation, accounting for the energy
exchange between the radiation field and the fluid enthalpy, and the radiative heat
flux, where radiative energy is exchanged with the boundaries of the medium. The
radiation source term is the divergence of radiative heat flux through a medium, and
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Figure 3.1: The Planck function, Equation (3.3), evaluated at two different temperat-
ures.
can be expressed as the net change in intensity across a volume,
∇ · qr (rˆ) = ∫ ∞
0
κη
(
4πIbη
(
rˆ
) − ∫
4π
Iη
(
rˆ, sˆ
)
dΩ
)
dη (3.5)
where qr is the radiative heat flux at a position in the domain. The radiation source
term is important in calculating the temperature field, which has a significant impact
on gas velocities and chemical kinetics. The radiative contribution to the total heat
flux at a surface can be calculated as the complement of Equation (3.2) in terms of the
amount of energy absorbed and emitted at the boundary;
qr
(
rˆw
) · nˆ = ∫ ∞
0
ǫw
(∫
sˆ·nˆ<0
Iη(rˆ, sˆ)|sˆ · nˆ| dΩ
)
− ǫwπIbη(rˆw) dη (3.6)
where, again, nˆ is the inward surface normal and rˆw is a position on the surface. The
majority of the heat flux during combustion arises from radiative transfer to the walls,
and so the accurate calculation of this quantity will have a significant influence over
the calculated heat transfer for the system being modelled.
To evaluate the spectrally integrated quantities of interest, Equations (3.5) and (3.6),
the RTE needs to be solved for numerous discrete intervals across the spectral dimen-
sion to accurately resolve the radiative intensity. A direct approach to solving radiative
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Figure 3.2: The absorption coefficient of CO2 over a small band of the electromag-
netic spectrum at a temperature of 1500 K. The absorption coefficient was
calculated from the HITEMP2010 database [224].
transfer, the line-by-line (LBL) method, requires solving the RTE for over 105 spec-
tral intervals, due mostly to the erratic variation of the absorption coefficient across
the spectral dimension. The absorption coefficient for CO2 across a narrow band of
the spectrum is shown in Figure 3.2, illustrating how the coefficient changes rapidly
for small changes in the spectral dimension; note that the horizontal axis in Figure 3.2
is only 10 cm-1, compared to 15000 cm-1 in Figure 3.1. It is necessary to model the
absorption coefficient to calculate the spectrally integrated values with reasonable re-
sources, which requires assumptions that may reduce the accuracy of the predictions,
and therefore require validation.
This section reviews approximate methods for solving the RTE to predict the radi-
ative intensity field and methods to model spectral radiation transfer. Popular meth-
ods that are often used for CFD calculations to evaluate the radiative intensity across
spatial and angular dimensions are discussed in Subsection 3.1.1. Models that are
used to simplify the evaluation of spectrally integrated quantities are reviewed in Sub-
section 3.1.2, focussing on methods that are applicable to CFD solutions of oxyfuel
combustion.
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3.1.1 Solving the radiation transfer equation
The monochromatic radiative intensity field is defined across three spatial and two
angular dimensions, resulting in the requirement of approximate methods to solve its
transfer for most practical applications. There have been numerous developments of
methods to solve radiative transfer problems, and this subsection discusses some of
the most popular methods that have been applied to CFD calculations, focussing on
their suitability for oxycoal conditions.
3.1.1.1 Method of spherical harmonics
In the method of spherical harmonics, widely referred to as the Pn method or the
differential approximation, the radiative intensity field, Iη
(
rˆ, sˆ
)
, that is defined across
position rˆ and direction sˆ, is recast in terms of a two-dimensional Fourier series as
[225]
Iη
(
rˆ, sˆ
)
=
∞∑
l=0
l∑
m=−l
Iml
(
rˆ
)
Yml
(
sˆ
)
(3.7)
where Im
l
(
rˆ
)
are position-dependent coefficients and Ym
l
(
sˆ
)
are spherical harmonics,
which are predetermined coefficients based on direction, and that satisfy Laplace’s
equation in spherical coordinates. The truncation of the infinite series in Equation (3.7)
to l = N gives rise to the order of the Pn method. Modification of the RTE to describe
the transfer of the terms in Equation (3.7) results in a series of coupled partial differ-
ential equations for the unknowns Im
l
(
rˆ
)
. Recent developments in the spherical har-
monics method has reduced the number of partial differential equations to N(N+1)/2,
where N is the order of the method [225, 226].
The most widely used order for the spherical harmonics method is the P1 method,
which maintains the series for l = 0 and l = 1. The P1 method has been widely used
within CFD calculations due to its simplicity, as the RTE can be reduced to a single
scalar transport equation [223]. The extension of the Pn method to higher orders is a
non-trivial task, however recent developments have applied a general implementation
of the method to CFD codes, with results up to the P7 method [225–230]. Even-
ordered methods are known to be less accurate than the lower odd-ordered method,
and are therefore never used [8].
It is not possible to directly satisfy the boundary condition for the RTE, as shown
in Equation (3.2), using the spherical harmonics method as the intensity is no longer
represented on a directional basis. Instead, the boundary condition is often satisfied
only in an integral sense, resulting in the so-called Marshak’s or Mark’s boundary
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conditions, the latter of which is seldom used as it is difficult or impossible to apply
to complex geometries [223]. Additionally, the Pn method has been shown to per-
form poorly in optically thin media or in regions where the radiative transfer is highly
anisotropic, such as at the boundaries of the domain or in highly scattering regions
[8, 231], although higher orders, such as the P3 method, can somewhat overcome this.
The method is most suitable to optically thick media [232], where the radiative field is
dominated from isotropic emission within the domain, and anisotropic emission from
the boundaries is absorbed over a relatively short path-length [225]. Some extensions
to the method, such as the modified differential approximation [233] or improved dif-
ferential approximation [234], have been developed to account for this shortfall of the
Pn method by calculating the radiation arising from the boundaries and the medium
separately. However, as suspended particles are often treated with spectrally constant
radiative properties, there are no transparent windows in a coal combustion medium
and these methods cannot be used.
One of the most important quantities in the optimisation of the combustion process
is the heat flux to the boiler walls. The calculation of the radiative heat at the bound-
aries can be highly anisotropic, and the Pn method does not faithfully represent the
boundary intensities. As the majority of the heat transfer through the furnace walls
is derived from radiative heat, the Pn method is ill-suited for the prediction of heat
flux, and thus will be unsuitable for the optimisation of the oxyfuel process, however
as a coal combustion medium is optically thick, the Pn method will be suitable for
calculating gas temperatures in the furnace, which is likely to compensate for small
inaccuracies at the boundaries. Furthermore, as a spectral solution method, the spher-
ical harmonics method is likely to provide faster convergence over the more widely
used finite difference methods [225].
3.1.1.2 Discrete transfer method
The discrete transfer method (DTM), developed by Lockwood and Shah [235], solves
the integral form of the RTE, which is presented for the path between two nodal points,
positioned at points rˆn and rˆn+1, as
Iη
(
rˆn+1, sˆ
)
= Iη
(
rˆn, sˆ
)
τn→n+1 + S η (1 − τn→n+1) (3.8)
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where S η is the radiative source function and τn→n+1 is the transmissivity across the
path between the two nodal points, defined as
τn→n+1 = exp[
∫ n+1
n
−β ds] (3.9)
where
∫ n+1
n
ds denotes integration across the path |rˆn+1 − rˆn| and β (= κ + σ) is the
extinction coefficient of the medium. The radiative source function is given as
S η = (1 − ω) Ibη,n+1/2 + ω
4π
∫
4π
I
(
sˆ′
)
Φη
(
sˆ, sˆ′
)
dΩ (3.10)
where ω (= σ/β) is the single scattering albedo. The integral on the right hand side
of Equation (3.10) is approximated for an isotropic phase function (Φη
(
sˆ, sˆ′
)
= 1) as
[236] ∫
4π
I
(
sˆ′
)
dΩ ≈ 4π
∑
i I¯
(
sˆi
)
δΩi∑
i δΩi
(3.11)
where I¯
(
sˆi
)
is the mean intensity between Iη
(
rˆn, sˆi
)
and Iη
(
rˆn+1, sˆi
)
and δΩ denotes
discrete intervals across the solid angle. Scattering is rarely implemented when the
DTM is applied to CFD calculations. The boundary condition in Equation (3.2) is
used directly in the DTM.
The method traces rays from control surfaces through the domain, solving the in-
tegral equation across the path of the rays. The amount of radiation that is absorbed
and emitted by the control volumes as the ray is being traced are accounted for, and
the radiative source term is calculated based on the net intensity through the volume.
The rays originate from the boundaries of the domain, where the originating intensity
can be obtained from Equation (3.2). In the case of reflecting walls or a scattering
medium, the solution procedure is iterative. A numerical quadrature of the solid angle
is used to determine the number and direction of the rays.
The DTM is a relatively straightforward representation of the physical phenomena
of radiative transfer, and can easily be extended to higher accuracy by increasing the
number of rays that are traced. The DTM method is the only widely used approach
that solves the integral form of the RTE directly. The main drawback of the DTM is
that the method has been shown to require significantly larger computational time than
other solution methods, without any noticeable gain in accuracy [237, 238], however
it should be mentioned that the memory overhead of the method can be significantly
lower than other methods.
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3.1.1.3 Discrete ordinates and finite volume methods
The discrete ordinates (DO) method and the finite volume method (FVM) are two
of the most popular methods for calculating radiative transfer through a participating
medium. The DO method solves the positional dependence of the RTE using a finite
volume approach, and employs a quadrature scheme to solve the angular integrations,
so that they are approximated by a weighted sum [239],
∫
4π
I
(
rˆ, sˆ
)
dΩ ≈
n∑
i=1
wiI
(
rˆ, sˆi
)
(3.12)
where n represents the number of directions in the quadrature and wi is the weight
associated with direction sˆi. This approach assumes that the radiation intensity is con-
stant within each ordinate in the quadrature set used to describe the solid angle, and
becomes exact as the number of ordinates approaches infinity. This ability to extend
the method relatively easily for increased accuracy, traded against the computational
expense of calculating additional ordinates, has made the method very popular. Fur-
thermore, as the radiation intensity is calculated on a directional basis, it is more ac-
curate than the Pn method for calculating radiative heat transfer at the boundaries of
the domain.
Drawbacks to the DOmethod include the tendency to predict false scattering effects,
where spatial discretisation errors induce a smearing of the radiative propagation, and
ray affects, where propagation becomes biased into the direction of singular ordinates,
and the transport of radiation across angular intervals is lost. Both of these effects can
be mitigated by increasing the spatial and angular discretisations respectively, however
these effects are known to cancel each other out when both are under-resolved, which
will lead to false conclusions when only one discretisation is refined [240, 241].
The DO method does not conserve scattered energy unless the phase function is
integrated exactly using the quadrature scheme [242]. Methods to renormalise the
phase function to ensure that the in-scattering and out-scattering terms are balanced
have been suggested [243, 244], however these methods invariably introduce addi-
tional false scattering or require a significantly high number of quadrature points to
adequately resolve the phase function, and so the DO method is realistically restricted
to isotropic scattering in CFD calculations [245]. The use of isotropic phase func-
tions will introduce significant errors in complex geometries, however in symmetric
cases, the anisotropic factors will often cancel out, and thereby reduce the reliance on
complex phase functions [246].
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The FVM is an extension of the DO method, whereby the angular discretisation is
described by non-overlapping finite angles, and the method is a finite volume method
both in space and direction [247]. The method can be fully conservative as analyt-
ical integrations over the control angles can be achieved, however in practice, highly
irregular scattering phase directions still require large numbers of control volumes
to be described faithfully, which is often prohibitive. The main benefit of the FVM
approach is that it is more readily expanded, as the discretisation in the polar and
azimuthal angles are explicitly provided, and the method is more amenable to more
complex computation meshes with arbitrary control volume geometries.
Both the DO method and the FVM require iterative solution procedures in cases
with scattering media or non-black walls, which requires the storage of nodal intens-
ity values for each direction in the quadrature method. As the number of directions
required in either method often exceeds fifty for modest angular discretisations, the
memory requirement is significant, and can become a limiting factor in case sizes.
This requirement is also scaled linearly with each spectral interval, so for a S 8 quad-
rature for five spectral intervals, the DO approach requires the memory storage of 400
intensity values for each control volume in the domain, which is far higher than any
memory storage requirements of any other typical CFD sub-model. These two meth-
ods are also known to converge slowly in optically thick media, such as coal combus-
tion conditions. In some cases it may be necessary to follow a solution procedure that
first employs the P1 method to achieve a reasonable temperature distribution quickly,
followed by a FVM approach for the more accurate solution of the radiative intensity
field.
3.1.1.4 Monte Carlo ray tracing method
The Monte Carlo ray tracing method solves the integral form of the RTE in the same
fashion as the DTM, however the ray trace is governed by random sampling [223].
The initial position of the ray and its wavenumber is determined stochastically, as well
as any directional scattering the ray may encounter as it is traced. The ray is typically
traced until its intensity diminishes to insignificance, reflecting off any non-black walls
as it is traced. As the number of rays reaches infinity, the solution converges to an exact
result.
The main drawback is that the Monte Carlo method takes a large number of rays to
reach a stable solution, which is not generally feasible in coupled CFD calculations.
Furthermore, the ray tracing approach is not well-suited to the grid partitioning method
that is usually used to distribute CFD calculations across multi-node architectures,
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as the rays will need to frequently cross these boundaries. However, as mentioned
with the DTM, the ray tracing approach has a very small memory overhead, and it
is possible to apply high resolution spectral information to the solution to achieve
accurate benchmark solutions in complex geometries. It is also possible to estimate the
error in benchmark solutions with the Monte Carlo method by analysing the statistical
variance.
3.1.1.5 Zonal method
The zonal method decomposes the problem of interest into reasonably coarse volumes
and surfaces, referred to as zones, where the radiative properties are considered uni-
form [248, 249]. The radiative exchange between these zones is calculated based
on the evaluation of ‘exchange areas’, which describe the net proportional transfer
between each zone. The calculation of these areas is an expensive task, particularly
for complex geometries [250], and is dependent upon the optical properties of a parti-
cipating medium. Due to this computational expense, it is necessary to use a reason-
ably coarse grid to define the zones, which can lead to inaccurate representations of
the problem.
As the radiative properties of a medium vary relatively coarsely compared to the
fluid properties, it is not necessary to refine the grid in the zonal model to the de-
gree that is necessary for CFD predictions. This is especially the case for near wall
treatment for fluid flow, which requires a very high spatial resolution that is wholly
unnecessary for calculating radiative heat transfer where the optical properties of the
fluid are unlikely to change through the boundary layer. It is necessary to take ad-
vantage of this property to employ the zonal method to CFD calculations by using
two different grids [251], however the coupling between two different discretisation
methods for the radiative transfer and fluid flow is not simple, and could possibly lead
to interpolation errors.
3.1.2 Modelling radiative properties
The calculation of spectral radiative heat transfer is computationally difficult due to the
large variability of the spectral absorption coefficient. Each spectral interval used to
evaluate the radiative intensity typically requires an additional RTE solution, thereby
linearly scaling the resources required for the calculation. There have been numerous
developments in spectral models to reduce the computational burden of evaluating
the total radiative intensity, effectively reducing the number spectral intervals to be
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Database Molecule No. of lines
HITRAN2012 [252] CH4 468,013
HITEMP2010 [224] H2O 114,241,164
CO2 11,193,608
CO 113,631
CDSD-4000 [253] CO2 628,324,454
Table 3.1: Details of LBL databases for combustion gasses.
reduced from an order of over 105 to typically less than 10, allowing the accurate
accounting of radiative transfer in a participating medium to be coupled with fluid
flow calculations. This subsection reviews models that can be used for modelling
spectral radiative transfer under oxyfuel conditions, and identifies methods that are
suitable for CFD calculations.
3.1.2.1 The line-by-line method
The line-by-line (LBL) method is the most exhaustive approach to modelling spectral
radiation. The method calculates radiative intensity at a very high spectral resolution,
using an absorption coefficient calculated from high resolution spectroscopic data-
bases that describe individual molecular energy transitions. The spectral databases are
often generated from ab initio calculations, but are also combined with experimentally
measured transmission lines. A list of recently published spectroscopic databases is
shown in Table 3.1, detailing the number of spectral transitions that are described for
molecules that are of interest to combustion in each database. These spectroscopic
data are used in numerous fields, such as astrophysics, meteorology and lab-scale
spectroscopy, as well as studying radiative heat transfer in combustion.
The databases store line intensities, S , that represent the total absorption coefficient
attributable to a single energy transition,
S ≡
∫ ∞
0
κη dη (3.13)
The line intensities are stored at a reference temperature, usually 296 K, and need to
be scaled to temperatures of interest [224];
S (T ) = S (T0)
Q(T0)
Q(T )
exp(−c2El/T )
exp(−c2El/T0)
1 − exp(−c2η0/T )
1 − exp(−c2η0/T0)
(3.14)
where T0 is the reference temperature, Q(T ) is the total internal partition sum at tem-
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perature T , c2 is the second radiation constant (c2 = hc/kb ≈ 0.01439 m K), η0 is the
line centre and El is the energy related to the lower-state of the transition. The line
centre η0 in the above equation must also be corrected for pressure induced shifts, and
is calculated from the provided vacuum wavenumber ηvac as
η0 = ηvac + δsp (3.15)
where δs is the air-pressure-induced line shift and p is the total pressure. The quantities
of the above equations; S (T0), El, ηvac and δs, are all provided as part of the spectro-
scopic databases. The total internal partition sum Q(T ), which represents a summation
of all possible rovibronic energy transitions at a given temperature, is usually supplied
separately for easier evaluation.
The distribution of a single line intensity across wavenumbers is caused by the prob-
abilistic nature of quantum mechanics, known as natural broadening, as well as col-
lisional and Doppler broadening. The natural and collisional broadening result in the
same Lorentz line profile, which describes the monochromatic absorption coefficient
κη that arises from the line S in isolation as [254]
κη =
S
π
γl
(η0 − η)2 + γ2l
(3.16)
where γl is the Lorentz line half-width at half-maximum and η0 is the centre of the
line intensity. The line-width γl depends the gaseous mixture, and is defined in the
databases as the combination of self-broadening, γl,sel f , and air-broadening, γl,air, as
well as a temperature exponent n, and is calculated as [254]
γl =
(
xγl,sel f + (1 − x)γl,air
) p
p0
(
T0
T
)n
(3.17)
where x is the mole fraction of the participating species, p0 is a reference pressure and
T0 is a reference temperature, usually set to 1 atm and 296 K respectively.
Doppler broadening is caused by shifts in the observed spectrum due to relative
motion of the emitting body. The absorption coefficient caused by Doppler broadening
is calculated as [223]
κη =
S
γd
√
ln 2
π
exp
−(ln 2)
(
η0 − η
γd
)2 (3.18)
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where γd is the Doppler line half-width, which is given by [223]
γd =
η0
c0
√
2kbT
ma
ln 2 (3.19)
where ma is the mass of the molecule and c0 is the speed of light in a vacuum.
The combination of both Lorentz and Doppler broadening leads to a Voigt line
profile, where the absorption coefficient due to both effects is evaluated as [223]
κη =
S γl
π3/2
∫ +∞
−∞
exp(−x2)(
η − η0 − xγd√
ln 2
)2
+ γ2
l
dx (3.20)
where
x = v
√
ma
2kbT
(3.21)
and where v is the relative velocity of the molecule. As there is no closed-form solu-
tion to Equation (3.20), the profile is often approximated using the Humlı´cˇek [255]
algorithm. Doppler broadening is often negligible with respect to Lorentz broaden-
ing at temperatures below 2000 K, and so it is often suitable to use Equation 3.16
to describe the line shape [223, 256]. The total absorption coefficient at a specific
wavenumber is evaluated by accumulating the individual contributions from all of the
overlapping spectral lines.
While the LBL method provides a very detailed representation of the physical phe-
nomena concerned in radiative transfer, the method’s obvious downside is that the
method requires such enormous resources that it is impractical in most cases. The
LBL method requires a significant number discrete intervals of the absorption coef-
ficient to describe the part of the spectrum of interest, ranging between 105 to 107
values for the absorption coefficient [256, 257], with the calculation of the absorption
coefficient itself being very time consuming, involving accumulating the integration
of around 108 line intensities. The storage of all these spectral intervals and radiation
lines also requires vast amounts of memory, which makes any problem with vari-
ations in the absorption coefficient very difficult to calculate. However, the method
introduces very few approximations, which results in very good agreement with high-
resolution experimental measurements [256, 258, 259]. Due to this good agreement
and a lack of approximations, the method is also widely used in the development of
benchmark data for validating other models in cases where experimental data isn’t
available [257, 260]. The LBL method is also integral in the development of the more
time-efficient models discussed below, where the results of the LBL method are used
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to produce parameters on a different spectral resolution.
3.1.2.2 Statistical narrow band model
The statistical narrow band (SNB) model is a narrow band model that shows very
good agreement with experimental measurements [259, 261] and LBL calculations
[260, 262–265]. The model assumes that absorption lines across a narrow band are
randomly spaced and have a random distribution of strengths. Under this approxima-
tion, the band-averaged transmissivity across a path between rˆn and rˆn+1, τ¯n→n+1, can
be expressed as [266]
τ¯n→n+1 = exp
−W¯n→n+1
δ¯
 (3.22)
where δ¯ is the average line spacing and W¯s→s′ is the arithmetic mean of the equivalent
line width, Ws→s′ . The equivalent line width between two positions describes the
fraction of incoming radiation that is absorbed across the path, and is defined for a
single absorption line as
Wn→n+1 =
∫ +∞
−∞
1 − exp
(
−κη|rˆ→ rˆn+1|
)
dη (3.23)
where κη in the above equation represents the absorption coefficient for a single line
transition. There are several statistical models that describe a probability distribution
for the line strengths across the narrow band, however the Malkmus [267] SNB model
has shown particularly good agreement with LBL calculations and experiments [259–
261, 264, 268]. The Malkmus [267] model applies an exponential-tailed S-1 probabil-
ity distribution for the line strengths and assumes a Lorentz line shape, approximating
the mean transmissivity across a narrow band as
τ¯s→s′ = exp
−
2γ¯l
δ¯

√
1 +
k¯δ¯xp|s→ s′|
γ¯l
− 1

 (3.24)
where γ¯l is the mean spectral line Lorentz half-width, k¯ is the mean intensity-to-
spacing ratio, x is the mole fraction of absorbing species and p is the total pressure of
the medium. The SNB parameters are usually derived from LBL spectral databases
[262, 263]. The transmissivity of a mixture of absorbing species, such as CO2 and
H2O, is often calculated under the assumption that the absorption lines of the gasses
are statistically independent, and can therefore be calculated as the product of single-
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specie transmissivities,
τ¯s→s′,mix ≈
Ns∏
i
τ¯s→s′,i (3.25)
where Ns is the number of participating species.
The Curtis-Godson approximation [269] is often applied with the SNB model for
non-isothermal or non-homogeneous media [261, 270–272]. Under this approxima-
tion the transmissivity is calculated as an equivalent homogeneous path, using path-
averaged band parameters in Equation (3.24), which is valid if it is assumed that the
spectral dependence of the band parameters can be removed from the dependence on
local properties, known as the scaling approximation. The Curtis-Godson approx-
imation has been shown to be accurate for most cases without significant pressure
gradients across the path [260, 273].
The SNB model requires the solution of the RTE for greater than 100 bands, which
is generally prohibitive for CFD calculations. A further drawback of the SNB model
is that the method describes the optical properties of the medium as a path-dependent
quantity; the gas transmissivity. As such, the method cannot be applied to general RTE
solution methods, and must be applied with methods that resolve the integral form of
the RTE, such as the DTM. This drawback of the SNB method also means that the
model is ill-suited for scattering media [274] or for cases with reflecting walls without
introducing considerable effort [275]. Furthermore, due to the resolution of band-
averaged quantities, it is necessary to also calculate additional terms in the radiative
transfer to accommodate correlation terms across spectral intervals [270], further in-
creasing the computational demand of the method. Despite these difficulties, in cases
with black walls and a non-scattering medium, the SNB method can produce very
accurate results that can be used in the absence of LBL solutions for benchmarking
global models [265].
3.1.2.3 Correlated-k method
The correlated-k (CK) method is an alternative narrow band model for optical gas
properties that has also shown good agreement with LBL calculations [274, 276–278].
Unlike the SNB model, the CK method resolves the gas absorption directly, and is
therefore applicable to general RTE solution methods. The CK method replaces the
absorption coefficient within a narrow band with a reordered k-distribution, which is
a smooth function that can be integrated efficiently.
Under the assumption that only the absorption coefficient varies significantly across
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a narrow band, a k-distribution, f (φ, k), is generated by accumulating the frequency
that the absorption coefficient takes the same value [279],
f (φ, k) =
1
∆η
∫
∆η
δ(k − κη(η, φ)) dη (3.26)
where φ is a vector containing the local variables that affect the absorption coefficient,
namely temperature, pressure and the mole fractions of participating species, and δ is
the Dirac delta function. The k-distribution itself represents the fraction of the narrow
band where the absorption coefficient is equal to the parameter k, thereby grouping
the spectral regions of similar absorption, which can be solved with identical RTE
solutions, assuming that only κη varies across the narrow band. The cumulative k-
distribution, which is denoted as g(φ, k), is defined as [279]
g(φ, k) =
∫ k
0
f (φ, k′) dk′ (3.27)
where the cumulative distribution represents the fraction of the narrow band where the
absorption coefficient is less than k, and is a smooth monotonically increasing function
that is bound between 0 and 1. Integration of the inverse function of Equation (3.27),
which is denoted as k(φ, g), between 0 and 1 is equivalent to integrating the absorption
coefficient across all wavenumbers within the narrow band; however due to the smooth
variation in the k-g distribution, this integration can be done using very few points and
an accurate numerical quadrature scheme. In addition to evaluating the k-g distribution
from line-by-line data, as shown above, it is also possible to calculate g(φ, k) from SNB
parameters [280], resulting in the so-called statistical narrow-band-based correlated-
k (SNB-CK) method.
Neglecting scattering, the RTE for the narrow band k method that describes the
transfer of band-averaged intensity across g-space, I¯g∆η, in a homogeneous medium is
expressed as [279]
dIg,n
(
rˆ, sˆ
)
dsˆ
= kn(φ, g)
(
Ibη,n − I¯g,n (rˆ, sˆ)) (3.28)
where Ig,n is the radiative intensity in g-space of the narrow band n, kn(φ, g) is the
k-g distribution for the narrow band and Ibη,n is the Planck function evaluated at
the centre of band n. Following the calculation of the intensity field in g-space us-
ing Equation (3.28), the spectrally integrated intensity can be calculated from the
band-averaged intensity, which is often evaluated using an efficient Gauss quadrature
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scheme,
I =
Nbands∑
n
∆η,n I¯∆η =
Nbands∑
n
∆η,n
∫ 1
0
Ig,n dg ≈
Nbands∑
n
∆η,n
Nq∑
i
wiIgi ,n (3.29)
where Nbands is the number of spectral bands, ∆η,n is the width of band n, Nq is the
number of quadrature points used for integration, which is typically less than seven
points [263, 281], wi is the quadrature weight associated with point i, and Igi ,n is the
intensity in g-space associated with the quadrature abscissa point i in band n. The
number of bands required for the CK method is often less than the SNB method,
however a separate RTE evaluation is required for each quadrature point in each band,
so the total number of RTEs required are often similar.
The k-distribution of a gas mixture can be assembled from the single-specie k-
distributions under the same approximation introduced for the SNB model in Equa-
tion (3.25), where absorption lines are assumed to be statistically uncorrelated. Ap-
plying this approximation to k-g distributions results in the mixing scheme by Modest
and Riazzi [282], whereby the mixture cumulative k-distribution of two species can
be calculated as
gmix(φ, kmix) =
∫ 1
0
g2(φ, kmix − k1(φ, g1)) dg1 (3.30)
The reordering operation in the narrow band k method is not consistent between
thermodynamic states, and so the groupings within two different k-distributions often
represent separate absorption lines, and therefore should not interact. If the absorption
coefficient is assumed to be correlated within the narrow bands between the two states,
where variations in the absorption coefficient can be mapped independently from the
spectral quantity, it can be shown that the cumulative k-distributions are equivalent,
and the method is valid [279]. This correlated assumption often breaks down in cases
with significant gradients in temperature, where ‘hot lines’, which are insignificant at
low temperatures, are grouped with lines that are less sensitive to temperature [283].
Similarly, under conditions where relative species concentrations vary significantly,
absorption lines from one gas specie will be grouped similarly to separate lines arising
from a different specie in the absence of the former [284]. These effects can be mit-
igated in the narrow band correlated-k method through an optimal choice in banding,
however they cannot be eradicated. Both of these conditions are likely under combus-
tion conditions, and in particular oxyfuel combustion, and the assumptions should be
validated.
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3.1.2.4 Wide band models
Wide band models approximate the radiative transfer arising from wide spectral fea-
tures, such as entire rotational-vibrational bands in the spectrum, which are comprised
of several overlapping individual lines. One of the most widely used wide-band model
is the exponential wide band model [285], which, like the SNB method, describes in-
tegral properties of radiative transfer, and is therefore unsuitable for scattering media
or non-black walls. While wide band models have been used to develop parameters for
global models [220, 286], they are inherently less accurate than narrow-band models,
while also being less efficient and applicable than global methods, and are therefore
rarely used in CFD calculations.
3.1.2.5 Weighted sum of grey gasses model
The weighted sum of grey gasses (WSGG) method was originally developed for the
zonal method to represent the total emission from an inhomogeneous zone, but has
also been shown to be a valid representation of the medium to use with the general
formulation of the directional RTE, Equation (3.1) [287]. The WSGG method has
shown great popularity for CFD calculations [77, 217, 218, 288], particularly its grey
formulation, as it is computationally cheap. The effective emissivity of a medium in
the WSGG method is represented by the weighted contribution from fictitious grey
gasses
ǫ =
J∑
j=0
a j
[
1 − exp
(
−κ jps
)]
(3.31)
where ǫ is the total emissivity of the medium, J is the number of grey gases, which is
typically less than five, a j is the weighting of grey gas j, κ j is the absorption coefficient
of grey gas j, p is the partial pressure of participating species, usually just CO2 and
H2O for combustion environments, and s is the path length for the emission. The gas
for j = 0 is often reserved for a transparent gas with κ j = 0 to account for spectral
windows in the absorption coefficient. The weights and absorption coefficients for the
grey gasses are calculated by fitting the parameters to Equation (3.31) using tabulated
values of gas emissivity, which are often calculated for a range of gas compositions,
pressures, temperatures and beam lengths using more expensive models. The weights,
a j, and the absorption coefficients, κ j, can be defined as a function of local values, but
neither are allowed to depend on the beam length, while all other optical quantities are
assumed to be grey, i.e. spectrally constant.
The emission and absorption of the grey gasses are treated independently in the
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non-grey WSGG method, and the RTE in a non-scattering medium for each fictitious
gas is represented as [287]
dI j
dsˆ
= a jκ jIb − κ jI j (3.32)
where I j is the intensity of grey gas j. The boundary condition for the non-grey WSGG
method, assuming diffusively reflecting walls, is given as
Iw, j
(
rˆw
)
= a jǫwIb(rˆw) +
1 − ǫw
π
∫
sˆ·nˆ<0
I j(rˆ, sˆ)|sˆ · nˆ| dΩ (3.33)
where Iw, j is the radiation intensity for gas j leaving from the boundary. The total
radiation intensity is then approximated as an accumulation of the grey gas intensities
[287], ∫ ∞
0
Iη dη ≈
J∑
j=0
I j (3.34)
The number of RTEs that are required to calculate the total intensity is the same as
the number grey gasses that are used, including the transparent gas, which can usually
be less than five, and is therefore a significant computational reduction from most
band-models.
Simplifications are often applied to the WSGG model to reduce the medium to a
representative grey gas, and therefore reduce the number of RTE calculations to one.
An effective grey absorption coefficient is calculated from the total gas emissivity,
which is evaluated from Equation (3.31). The beam length in Equation (3.31) is taken
as a mean beam length of the domain, which is often estimated from the geometric
relation [223]
s =
3.6V
A
(3.35)
where A is the internal surface area of the domain and V is the volume of the medium.
The same length is then used to convert the total gas emissivity to an effective grey
absorption coefficient by rearranging Equation (3.31),
κe = − ln
(1 − ǫ)
s
(3.36)
While this step has no physical meaning, removing the spectral dimension from Equa-
tions (3.1), (3.5) and (3.6) greatly simplifies the calculations for modelling thermal
radiation, and still achieves acceptable results in most cases. The calculation of the
beam length used in Equations (3.31) and (3.36) is known to influence the resulting
calculations [289, 290], however there is no clear guidance for selecting the correct
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value beyond the simple relation shown in Equation (3.35), and therefore highlights
an issue with the generalisability of the method.
As the model parameters are fitted to specific environments, the WSGG model can-
not be freely applied to novel environments, such as oxycoal combustion, and will
be incapable of capturing the affect the combustion environment has on radiative heat
transfer. Recently, several new sets of coefficients have been published for oxyfuel
conditions [286, 291–294], as well as refinements to parameters for air-fired combus-
tion [295, 296], which vary significantly in their development and implementation.
From the new parameter sets for oxyfuel combustion, only the coefficient values sug-
gested by Kangwanpongpan et al. [292] and Bordbar et al. [294] are based on LBL
calculations of emissivity, using the HITEMP2010 database [224]. The parameter sets
from Johansson et al. [291] and Krishnamoorthy [293] were developed from emissiv-
ity values calculated by SNB models that were based on earlier spectral databases,
which may introduce inaccuracies at high temperatures [263, 297]. The values from
Yin et al. [286] were calculated from emissivity predictions from the exponential wide
band model in a similar way that was used by Smith et al. [220] to develop the para-
meters that are widely used for air combustion, but share the same limitations with
the SNB developed parameters, in that high-temperature radiative properties may be
inaccurately accounted for.
The developments of the WSGG method from Johansson et al. [291], which is also
used for the parameters developed by Kangwanpongpan et al. [292] and Bordbar et al.
[294], fitted the values of a j and κ j to variable ratios of H2O and CO2 to improve
the parameter fittings for a wide range of potential oxyfuel environments. While both
studies were concerned with the grey WSGG implementation, the dependence of the
weighting function on the local gas composition provides an uncertainty in the treat-
ment of the boundary condition for the non-grey WSGG, Equation (3.33), where the
weighting function needs to be evaluated at the wall. This uncertainty is replicated
when accounting for the radiative emission from suspended particles, which is dis-
cussed in Section 3.2.
Despite its popularity, several studies have demonstrated that the WSGG and grey
WSGG models are often inaccurate under combustion conditions [274, 298, 299].
The chief attraction of the WSGG model has been that it is computationally cheap to
calculate, however with the increased concentrations of participating gaseous species
under oxyfuel conditions, it is important to develop and validate more accurate models
to achieve acceptable results that can be used in predictive modelling.
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3.1.2.6 Spectral line-based WSGG model
The sepctral line-based weighted sum of gray gasses (SLW) method can be considered
a general WSGG model, where the grey gas absorption coefficients and emissivity
weighting factors are evaluated directly from spectral data. The method itself centres
around the definition of the absorption-line blackbody distribution function (ALBDF)
[300],
F(Cabs, Tb, φ) =
π
σsbT
4
b
∫
η:Cη(φ)≤Cabs
Ibη(Tb) dη (3.37)
where F is the ALBDF, Cabs is a specified absorption cross-section, Cη is a spec-
tral absorption cross-section calculated from a high-resolution spectral database, Tb is
the emission source temperature, Ibη is the Planck function and φ is a vector of vari-
ables that alter the absorption cross section, such as the species concentration, total
pressure and gas temperature, which may be different to the temperature Tb. The ab-
sorption cross section is essentially the absorption coefficient of a gas per unit particle.
The ALBDF represents the fraction of emission power that is produced by absorption
cross-sections that are less than Cabs, much like the g-functions introduced in the CK
model, Equation (3.27). The fraction of power that is emitted between discrete inter-
vals of the absorption cross-section, C j and C j−1, can be calculated from the ALBDF
as [301]
a j = F(C j, Tb, φ) − F(C j−1, Tb, φ) (3.38)
where a j is equivalent to the emissivity weighting factors introduced in Equation (3.32)
for the WSGGmethod. The corresponding absorption coefficient, κ j, can be evaluated
as a representative value for the cross section interval, often calculated from the geo-
metric mean of the discrete values [301],
κ j = N
√
C jC j−1 (3.39)
where N is the molar or molecular density of the participating gas species, depending
on the units of C. The discrete values for C j are often logarithmically spaced between
predetermined values for Cmin and Cmax. A transparent gas is also usually employed
so that κ0 = 0 and a0 = F(Cmin, Tb, φ).
The total radiation intensity is calculated in the SLW method by integrating across
the absorption cross sections, thereby calculating the total intensity as a function of
grouped absorption cross sections, which is analogous to the CK method, but applied
to the entire spectrum. The calculation of radiative intensity and the integration across
cross sections is done in the same way as the non-grey WSGG, solving the RTE in
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Equation (3.32), subject to the boundary condition in Eqiation (3.33), with total in-
tensity calculated from the cross-section intervals using Equation (3.34).
It is necessary to calculate the ALBDF for gas mixtures from the single-specie
ALBDFs due to the computational expense of otherwise having to evaluate the func-
tion from LBL data for all potential mixtures. The identified methods for calculating
the mixture ALBDF are the direct spectral integration, convolution, superposition and
multiplicative methods [302].
Under the direct spectral integration scheme, the RTE is modified to account for the
grey gasses of all species [301], and for a non-scattering case is given by
dI j1 , j2,··· , jNs
dsˆ
= κ j1 , j2,··· , jNs
(
a j1 , j2,··· , jNs Ib − I j1 , j2,··· , jNs
)
(3.40)
where Ns is the total number of participating gas species in the mixture. By assum-
ing that the species’ absorption spectra are statistically uncorrelated, the emissivity
weights are calculated as the products of the individual species’ weights [301],
a j1 , j2,··· , jNs =
Ns∏
i
a ji = Fi(C ji , Tb, φ) − Fi(C ji−1, Tb, φ) (3.41)
and the absorption coefficient is calculated as the sum of the components’ absorption,
κ j1 , j2,··· , jNs =
Ns∑
i
NiC ji (3.42)
The total intensity is then solved by summing across the various discrete cross-sections;
I =
J∑
j0
J∑
j1
· · ·
J∑
jNs
I j1 , j2,··· , jNs (3.43)
The direct spectral integration method requires solving JNs RTEs, which can quickly
become a significant overhead, negating the advantage of using a global model to
solve the radiative transfer; therefore making the direct spectral integration method
unsuitable for CFD calculations.
The convolution approach simplifies the direct integration method by assuming the
ratio between participating species is spatially constant throughout the domain. Under
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the convolution approach the ALBDF function for a mixture is calculated as [302]
F(Cmix) =
∫
· · ·
∫
F1
C − (1 − r2)C2 − · · · − (1 − rNs )CNs
r2 · · · rNs

× dF2(C2) · · · dFNs (CNs) (3.44)
where
ri =
Ni∑i
k Nk
(3.45)
where Ni is the molar density of species i. The absorption coefficient for the mixture
can be calculated as
κmix = Cmix
Ns∑
i
Ni (3.46)
The convolution method successfully reduces the number of RTE evaluations required
to model radiative energy transfer through a gas mixture, however the assumption of
spatially constant molar ratios is too restrictive for the method to be applied to practical
problems of oxyfuel combustion.
Within the superposition and multiplicative approach the effective ALBDF is cal-
culated for an individual component of a mixture as [302]
FCXi(C) = F(C/Xi) (3.47)
where Xi is the mole fraction of component i. Under the superposition approach, it is
assumed that the spectra of the participating species do not overlap significantly and
the ALBDF of a mixture is calculated from the component parts [302],
F(Cmix) = (1 − Ns) +
Ns∑
i
F
(
C
Xi
)
(3.48)
Alternatively, the absorption cross-sections between participating species could be as-
sumed to be statistically uncorrelated, and the ALBDF can be approximated by apply-
ing the multiplication rule for the probability of uncorrelated events [302],
F(Cmix) =
Ns∏
i
F
(
C
Xi
)
(3.49)
Both of these methods are applicable for CFD calculations, however these methods
make assumptions for the entire spectrum that are unlikely to be true, and can therefore
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introduce significant errors.
As with the banded models, approximations need to be made to apply the SLW
method to non-isothermal or non-homogeneous media. Using the scaled approxima-
tion, where it is assumed that spectral variations in the absorption cross-section can
be separated from changes induced from the local thermodynamic state, results in the
so-called SLW reference approach, which assumes that the absorption coefficient is
scaled between thermodynamic states [303]. Under this approach, the local absorp-
tion cross-sections, Cloc, j, are evaluated based on the implicit relation
F(C j, T0, φ
0
) = F(Cloc, j, T0, φ) (3.50)
where C j are the predetermined absorption cross sections, T0 is a reference temper-
ature, φ
0
is a reference thermodynamic state and φ is the local thermodynamic state.
Under this scaled assumption it is presumed that the cross sections Cloc, j and C j rep-
resent the same spectral location. The absorption coefficient for a position within the
domain is then evaluated from the local cross-sections. The reference temperature T0
and reference state φ
0
are calculated as volume-weighted averages over the domain
[303].
The weighting factors, a j, in non-isothermal media using the SLW reference ap-
proach are calculated using the predetermined cross-sections, with Tb set to the local
temperature, to correctly account for the local emission, and using the fixed reference
state φ
0
,
a j = F(C j, T, φ
0
) − F(C j−1, T, φ
0
) (3.51)
The fixed reference state and cross-section is used so that all the emission from within
the domain is associated with the same spectral intervals. Alternatively, the weights
can be calculated from the local cross-sections evaluated from Equation (3.50) and the
local state [304],
a j = F(Cloc, j, T, φ) − F(Cloc, j−1, T, φ) (3.52)
These two methods of calculating the weighting factors represent the only significant
difference between the SLW method and the absorption distribution function (ADF)
method [305]. The latter formulation of the emission weights, Equation (3.52), de-
pends on the local gas composition, and therefore is not compatible with the boundary
condition for the SLW method, as the weighting can not be evaluated at the walls, or
from suspended particles, without further developments.
An extension to the SLW method is the SLW-1 method, where the number of RTEs
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is reduced to represent a transparent gas and a single grey gas [306, 307]. Under this
simplification, the absorption coefficient and emissivity weighting for the grey gas can
be fitted to emissivity calculations using the SLW method at a high resolution. The
SLW-1 method is a promising approach to modelling gas radiative properties, achiev-
ing good agreement with more expensive methods while requiring minimal computa-
tional resources [307].
The SLWmethod overcomes a major limitation of the traditional WSGGmethod as
the model is not associated with any particular predefined gas composition. The addi-
tion of a transparent gas is also beneficial for representing participating gas species, as
gaseous molecules are transparent for large portions of the spectrum [308], however it
is unclear whether this will be significant in the presence of suspended particles, which
are often treated with spectrally constant radiative properties. The SLW method often
requires greater than ten spectral intervals to achieve good accuracy [309], which will
require significant, if not prohibitory, computational resources to be applied to CFD
calculations. The SLW-1 method provides an alternative approach with a minimal
computational requirement, but will need to be validated against potential oxycoal
environments to be employed with confidence.
3.1.2.7 Full spectrum k-distribution methods
When applying the k-distribution method, as described in Subsubsection 3.1.2.3, to
the entire spectrum, the black-body emission cannot be assumed to be constant, and
the full-spectrum k-distributions are weighted by the Planck function [284],
f (φ, T, k) =
1
Ib(T )
∫ ∞
0
Ibη(T, η)δ
(
k − κ(φ)
)
dη (3.53)
where f (φ, T, k) is the full-spectrum k-distribution, φ is a vector containing the local
conditions that alter the absorption coefficient (temperature, pressure and gas com-
position), Ib is the total black-body intensity, Ibη is the Planck function and δ is the
Dirac delta function. The first step towards developing the RTE for the full-spectrum
k-distribution (FSK) methods involves multiplying Equation (3.1) by δ
(
k − κ(φ
0
)
)
and
integrating over all wavenumbers,
dIk
(
rˆ, sˆ
)
dsˆ
= k f (φ
0
, T, k)Ib(T ) − (k + σ) Ik
(
rˆ, sˆ
)
+
σ
4π
∫
4π
Φ
(
sˆ, sˆ′
)
Ik
(
rˆ, sˆ′
)
dΩ (3.54)
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where Ik =
∫ ∞
0
Iηδ
(
k − κ(φ
0
)
)
dη, which represents the intensity from all lines where
the absorption coefficient is equal to k, and the spectral dependence on scattering
quantities have been dropped, and they are assumed to be grey. Essentially, the RTE
in Equation (3.54) represents a single solution for each spectral location where κη as-
sumes the same value k. The boundary condition for Equation (3.54) is given as
Iwk
(
rˆw
)
= ǫw f (φ
0
, Tw, k)Ib(Tw) +
1 − ǫw
π
∫
sˆ·nˆ<0
Ik(rˆ, sˆ)|sˆ · nˆ| dΩ (3.55)
where Tw is the temperature of the boundary. To transform the RTE into smoothly-
varying g-space, Equations (3.54) and (3.55) are divided by the Planck-weighted k-
distribution evaluated at a reference temperature [279];
dIg
(
rˆ, sˆ
)
dsˆ
= k(φ
0
, T, g0)a(T, T0, g0)Ib(T ) −
(
k(φ
0
, T, g0) + σ
)
Ig
(
rˆ, sˆ
)
+
σ
4π
∫
4π
Φ
(
sˆ, sˆ′
)
Ig
(
rˆ, sˆ′
)
dΩ (3.56)
where
Ig =
Ik
f (φ
0
, T0, k)
(3.57)
g(φ, T, k) =
∫ k
0
f (φ, T, k′) dk′ (3.58)
a(T, T0, g0) =
f (φ
0
, T, k)
f (φ
0
, T0, k)
=
dg(φ
0
, T, k)
dg(φ
0
, T0, k)
(3.59)
and where k(φ
0
, T, g0) is the inverse function of Equation (3.58). The boundary con-
dition in g-space is given as
Iwg
(
rˆw
)
= ǫwa(Tw, T0, g0)Ib(Tw) +
1 − ǫw
π
∫
sˆ·nˆ<0
Ig(rˆ, sˆ)|sˆ · nˆ| dΩ (3.60)
Finally, the total intensity can be calculated by integrating across all values of k, which
is equivalent to the integration across g-space between 0 and 1, and can be achieved
using an efficient Gauss quadrature scheme,
∫ ∞
0
Iη dη =
∫ ∞
0
Ik dk =
∫ 1
0
Ig dg ≈
Nq∑
i
wiIg,i (3.61)
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where the number of quadrature points, Nq, can be less than ten for the entire spectrum
[76, 229, 310, 311]. While the development of the FSK is similar to the SLW method,
far fewer spectral intervals are required due to this efficient integration, where the
SLW method can be interpreted as taking a trapezoidal integration scheme for the
total intensity, albeit with a different spectral variable [223, 305].
While the above derivation for the FSK method is exact, it is limited to a homo-
geneous medium, where φ
0
is constant across the domain. As discussed for all the
previous models, the FSK method is required to adopt an approximation so that the
absorption coefficient at the local thermodynamic state can be related to the reference
state φ
0
, allowing for the different g-space dimensions between the states to be accoun-
ted for without the spectral information. The two identified methods are the correlated
and scaled assumptions [279].
An absorption coefficient that is correlated between two states, φ and φ
0
, can be
defined as
κη(φ) = k
∗(φ, κη(φ
0
)) (3.62)
where k∗ is a function such that identical values of κη(φ
0
) are mapped to identical
values of κη(φ), so that the general shape of the absorption coefficient is maintained.
Under this restriction it can be shown that the cumulative function g is identical for
two states [279],
g(T, φ
0
, k) = g(T, φ, k∗) (3.63)
so that k and k∗ can be inverted to represent the same g-space. Furthermore, under the
correlated assumption, the effect of varying the temperature used for the Planck func-
tion weighting in the full-spectrum k-distributions, results only in a stretch in g-space,
which can be accounted for by evaluating k∗ at the reference temperature. Following
the introduction of these relations and employing the correlated approximation, the
RTE for the full-spectrum correlated k-distribution (FSCK) method is given as
dIg
(
rˆ, sˆ
)
dsˆ
= k∗(φ, T0, g0)a(T, T0, g0)Ib(T )−(
k∗(φ, T0, g0) + σ
)
Ig
(
rˆ, sˆ
)
+
σ
4π
∫
4π
Φ
(
sˆ, sˆ′
)
Ig
(
rˆ, sˆ′
)
dΩ (3.64)
where g0 represents g-space at T0 and φ
0
.
Alternatively to the correlated approach, the absorption coefficient can be assumed
to be scaled, where a scaled absorption coefficient can be decomposed into a function
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of the spectral quantity and a scalar function between thermodynamic states,
κη(φ) = κη(φ
0
)u(φ, φ
0
) (3.65)
where u is the scaling function. While the scaled approximation is a more restrictive
assumption, it offers further freedom in the selection of u to improve the representation
of true absorption coefficients that are neither scaled nor correlated. A sensible choice
in the selection of u revolves around solving u so that the emissivity of a representative
path is maintained using the implicit relation [279]
∫ 1
0
exp
[
−k∗(φ, T0, g)s
]
dg =
∫ 1
0
exp
[
−k(φ
0
, T0, g0)u(φ, φ
0
)s
]
dg0 (3.66)
where s is a specified path length, which can be taken as the mean beam length spe-
cified by Equation (3.35). The above relation can be evaluated efficiently using a
Newton-Raphson scheme, and there is a negligible difference in computational cost
between a scaled and correlated assumption [279]. The RTE for the full-spectrum
scaled k-distribution (FSSK) method can now be written as
dIg
(
rˆ, sˆ
)
dsˆ
= k(φ
0
, T0, g0)u(φ, φ
0
)a(T, T0, g0)Ib(T )−(
k(φ
0
, T0, g0)u(φ, φ
0
) + σ
)
Ig
(
rˆ, sˆ
)
+
σ
4π
∫
4π
Φ
(
sˆ, sˆ′
)
Ig
(
rˆ, sˆ′
)
dΩ (3.67)
Within both of the FSK methods, it is important to select the correct reference state
and temperature, as the methods are only going to be theoretically exact under these
conditions. It is recommended that the gas composition and total pressure of the refer-
ence state is calculated from a volume average, while the temperature in the reference
state and the reference temperature T0 is calculated based on a Planck mean temperat-
ure through the implicit relation [284]
κpl(φ
0
)T 40 =
1
V
∫
V
κpl(φ)T
4 dV (3.68)
where κpl is the Planck mean absorption coefficient (κpl =
∫ ∞
0
κηIbη dη/Ib).
While the full-spectrum k-distributions can be calculated from the spectral absorp-
tion coefficient using Equation (3.53), it is often more computationally efficient to
calculate the distributions from pre-calculated narrow band k-distributions with a neg-
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ligible loss in accuracy [282]. The full-spectrum k-distributions can be assembled
from the narrow-band distributions as
f (φ, T, k) =
Nbands∑
n
∫
∆η
Ibη(T ) dη
Ib(T )
fn(φ, k) (3.69)
where Nbands is the number of bands, ∆η is the width of the band and fn(φ, k) is the
narrow band k-distribution for band n. This approach allows for the full-spectrum k-
distribution for a gas mixture to be assembled from the narrow band k-distributions
for that mixture, which can be accurately calculated from single-specie k-distributions
using the mixing scheme by Modest and Riazzi [282]. Assembling the k-distributions
using this method every time the RTE is solved is still too cumbersome for CFD cal-
culations, and therefore it is necessary to tabulate the full-spectrum k-distributions for
given thermodynamic states, alongside emissivity weights, and linearly interpolate to
the local conditions. This approach achieves high computational efficiency without
any significant loss of accuracy [279].
The FSSK and FSCK method have both been previously applied to CFD calcula-
tions [76, 210, 312], as well as being validated against benchmark LBL and narrow
band results for combustion conditions [229, 299, 311, 313]. The studies identify the
FSK models as being highly promising for predicting spectral radiative transfer, how-
ever the methods still need to be validated against a range of oxyfuel conditions, and
there are no clear studies to identify the optimum number of quadrature points that are
necessary for combustion conditions.
3.2 Particle radiation
Suspended particles, such as soot, coal, char and ash particles, contribute significantly
to radiative heat transfer through a participating medium [314–320]. Coal, char and
soot particles often demonstrate significant absorption and emission [310, 319–321],
while ash particles are highly scattering [322]. The temperatures of char particles can
often be significantly higher than the surrounding gas due to exothermic reactions at
the particle surface [323], which will also significantly increase the radiative emission
of the particulate phase.
Under oxyfuel conditions, higher oxygen concentrations could increase the particle
surface temperatures due to char combustion [324], however, in oxygen depleted re-
gions, endothermic H2O and CO2 gasification reactions, as well as decreased O2 dif-
fusivity through CO2, could have the opposite effect [325–327], localising the emis-
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sion sources to the oxygen rich regions. Particle heating rates due to radiation are
likely to be increased under oxyfuel conditions as there will be a greater amount of
radiative energy emitted from the gas phase, however the convective heating rates will
be lower due to the potentially lower gas velocities and the higher heat capacity of
CO2, affecting the temperature difference between the particle and the gas phase.
This section discusses methods to determine the radiative properties for suspended
particles. The interaction between electromagnetic radiation and suspended particles
is discussed in Subsection 3.2.1, and values for the parameters that define this interac-
tion are discussed in Subsection 3.2.2.
3.2.1 Particle radiation interaction
The interaction between a suspended particle and the propagation of an electromag-
netic wave can be described based on the complex index of refraction of the particle,
m = n − ki, and the ratio between the particle’s projected length and the wavelength
of incoming radiation, which for a spherical particle with radius r is calculated as
x = 2πrη. The two components of the index of refraction, n and k, represent the frac-
tional speed of electromagnetic radiation through the medium, compared against a va-
cuum, and the absorptivity of the material respectively. The radiative properties of sus-
pended particles are often referred to in terms of their absorption cross section, Cabs,
scattering cross section, Csca, and total extinction cross-section Cext (= Cabs+Csca), or
by their non-dimensionalised equivalent efficiency quantities Qase = Case/πr
2, where
the subscript ase is either abs, sca or ext.
The equivalent absorption and scattering coefficients for suspended particles within
a volume are calculated from the accumulated cross sections [223],
κp =
∫ ∞
0
f (r)Cabs dr (3.70)
σp =
∫ ∞
0
f (r)Csca dr (3.71)
where κp and σp are the effective absorption and scattering coefficients respectively,
and f (r) is the number density of particles within the volume with radius r. The
amount of radiative energy that is emitted from the dispersed particle phase is calcu-
lated in a similar fashion, however the emission is weighted by the Planck function at
the particle temperature;
Ep,η =
∫ ∞
0
f (r)CabsIbη(Tp) dr (3.72)
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where Tp is the particle temperature. Finally, the scattering phase function, which
describes the direction of radiative scattering, is calculated in the same way, but is
weighted by the scattering cross section [223]
Φp
(
sˆ, sˆ′
)
=
1
σp
∫ ∞
0
f (r)CscaΦ
(
sˆ, sˆ′
)
dr (3.73)
where Φp is the effective phase function and Φ is the phase function for individual
particles. The RTE defined in Equation (3.1) can be modified to incorporate particulate
effects as
dIη
(
rˆ, sˆ
)
dsˆ
= κηIbη
(
rˆ
)
+ Ep,η −
(
κη + κp + σp
)
Iη
(
rˆ, sˆ
)
+
σp
4π
∫
4π
Φp
(
sˆ, sˆ′
)
Iη
(
rˆ, sˆ′
)
dΩ (3.74)
where only scattering from the particle-phase has been included for brevity.
In the limiting case for small particles relative to the radiation wavelength, where
x ≪ 1, which is generally the case for soot particles and molecular gas particles, the
scattering and extinction efficiencies can be evaluated through the Rayleigh scattering
theory as [223]
Qsca =
8
3
∣∣∣∣∣∣∣m
2 − 1
m2 + 2
∣∣∣∣∣∣∣ x4 (3.75)
Qext = −4ℑ
m
2 − 1
m2 + 2
 x ≈ Qabs (3.76)
where ℑ denotes the imaginary component of the bracketed complex number. As
x ≪ 1, it can be seen that the absorption efficiency for small particles is significantly
higher than the scattering efficiency, and therefore scattering from the gas phase and
soot particles is often neglected, as in the RTE shown in Equation (3.74). Due to the
linear dependence of the extinction efficiency on the size parameter, it is possible to
derive the absorption coefficient for small spherical particles from Equation (3.76) and
the volume fraction of particles, fv, as [223]
κη = −4ℑ
m
2 − 1
m2 + 2
 6π fvη (3.77)
This equation provides a relation for the absorption coefficient for soot particles based
on the local volume fraction and the particle’s index of refraction, which has been
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measured for various soot particles derived from hydrocarbon flames [328–331], how-
ever the optical properties of coal-derived soot have not been measured, which may
be significantly different to most other fuels due to their soot particle’s very different
precursor species and formation mechanisms, but may also vary significantly between
coal ranks [332].
When the size parameter x is comparable to unity, which is the case for coal, char
and ash particles, the interaction between radiative energy and suspended particles
becomes more complex, and the particles can show appreciable scattering as well as
absorption. Radiative scattering describes the alteration of the direction of transfer,
and refers to the accumulated interactions of refraction within the particle, reflection
from the particle surface and diffraction caused by distortions in the electromagnetic
field that affect the wave propagation away from the particle. Mie theory has often
been applied to describe these phenomena [223].
Mie theory describes an analytical solution to Maxwell’s macroscopic electromag-
netic wave equations in spherical coordinates [333]. The intensity of radiation scattered
in direction Θ from an unpolarised electromagnetic wave is defined in terms of the in-
tensity magnitude of two perpendicularly linearly polarised waves [223],
Isca(Θ)
Iin
=
1
2
|S 1(x,m,Θ)| + |S 2(x,m,Θ)|
x2
(3.78)
where Isca(Θ) is the intensity scattered into the direction Θ, Iin is the incoming radi-
ation intensity, S 1 and S 2 are complex amplitude functions for two perpendicularly
polarised electromagnetic waves, and as above, x and m are the size parameter and
complex index of refraction for the particle respectively. The complex functions S 1
and S 2 are given as an infinite series [223],
S 1(x,m,Θ) =
∞∑
n=1
2n + 1
n(n + 1)
[
an(m, x)πn(cosΘ) + bn(m, x)τn(cosΘ)
]
(3.79)
S 2(x,m,Θ) =
∞∑
n=1
2n + 1
n(n + 1)
[
bn(m, x)πn(cosΘ) + an(m, x)τn(cosΘ)
]
(3.80)
where an and bn are known as the Mie scattering coefficients, which are related to
Ricatti-Bessel functions, and πn and τn are related to Legendre polynomials.
The extinction and scattering efficiencies for a particle can be evaluated directly
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from the Mie scattering coefficients as [223]
Qsca =
2
x2
∞∑
n=1
(2n + 1)(|an |2 + |bn|2) (3.81)
Qext =
2
x2
∞∑
n=1
(2n + 1)ℜ{an + bn} (3.82)
where ℜ denotes the real part of the bracketed complex number. The absorption ef-
ficiency can be calculated as the difference between the extinction and scattering effi-
ciencies. The extinction, scattering and absorption efficiencies for a constant refractive
index that is typical for bituminous coal particles, taken from Mengu¨c¸ and Viskanta
[334], are plotted against the size parameter x in Figure 3.3. A clear observation from
this figure is that the efficiency values often exceed unity, which demonstrates that
particles with the given size parameter influence the electromagnetic wave far beyond
their respective projected area, owing to the phenomena of diffraction [333]. The ef-
ficiencies plotted in Figure 3.3 demonstrate notably non-grey behaviour in terms of
x. This non-grey behaviour, however, is often smoothed out when the average effi-
ciency values are calculated across a size distribution of particles, and grey values are
often employed in CFD calculations. The use of grey particle properties is also often
mandated by the use of global models to describe the spectral radiation of the gas-
phase, however the use of non-grey particle values may overestimate the solid-phase
participation [335], and this assumption should be validated.
The scattering phase function, Φp
(
sˆ, sˆ′
)
in Equation (3.74), is a normalised function
that describes the direction of scattering, and can be defined for a spherical particle
from Equation (3.78) as [223]
Φ
(
sˆ, sˆ′
)
=
1
2
|S 1(x,m, sˆ · sˆ′)| + |S 2(x,m, sˆ · sˆ′)|
x2Qsca
(3.83)
The calculated phase function for two particles, one representative of coal and the
other of fly-ash, are shown in Figure 3.4. These phase functions demonstrate highly
anisotropic scattering, with a significant forward-scattering peak, as well as a back-
ward scattering peak for the ash particle. Scattering efficiencies calculated through
Mie theory should not be used with an isotropic phase function as this would greatly
overestimate the directional scattering [336], however direct application of the phase
function defined by Equation (3.83) within the RTE solution methods discussed in
Subsection 3.1.1 requires an exceptionally high angular resolution, which is often im-
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Figure 3.3: Mie theory calculated values for particle extinction, scattering and absorp-
tion efficiencies for constant m = 1.85 − 0.22i and variable x.
practical.
Simplified phase functions are often used based on the asymmetry factor, which is
defined as [223]
g =
1
4π
∫
4π
Φ
(
sˆ, sˆ′
)
cos
(
sˆ · sˆ′
)
dΩ (3.84)
where g is the asymmetry factor, and varies between -1 for pure backward scattering,
0 for isotropic scattering and +1 for pure forward scattering, and can be directly cal-
culated from the Mie scattering coefficients. A widely used simplified phase function
is the Henyey-Greenstein function, which can be written as [338]
Φhg
(
sˆ, sˆ′
)
=
1 − g2[
1 + g2 − 2g(sˆ · sˆ′)
] 3
2
(3.85)
While the Henyey-Greenstein function is a reasonable approximation to the phase
function, it still requires a far higher angular resolution than is practical in most CFD
applications [245].
The delta-Eddington approximate phase function separates the forward scattering
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Figure 3.4: Scattering phase functions for particles calculated from Mie theory. Size
parameter x = 10. Arrows indicate the direction of the radiation field. Char
parameters are taken from Manickavasagam and Mengu¨c¸ [337] and ash
parameters are taken from Goodwin and Mitchner [316] for a wavelength
of 2 μm.
peak from the directional scattering [339],
Φδ−Edd
(
sˆ, sˆ′
)
= 2 f δ(1 − sˆ · sˆ′) + (1 − f )(1 + 3g′sˆ · sˆ′) (3.86)
where f is the fractional scattering in the forward direction, g′ is the asymmetry factor
of the truncated phase function and δ is the Dirac delta function. In order to main-
tain the same overall asymmetry factor for the phase function and satisfy the second
moment of the Henyey-Greenstein function, f and g′ are defined as [339]
f = g2 (3.87)
g′ =
g
g + 1
(3.88)
where g is the asymmetry factor of the true phase function. The main drawback of
the delta-Eddington phase function is that at high asymmetry factors, where g > 1/2,
the function returns negative values for the backward directions, which is physically
invalid. Furthermore, it is not generally feasible to employ anything other than a
simple isotropic phase function, and it is necessary to employ a so-called ‘zero-order’
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delta-Eddington phase function [223],
Φδ−Edd−0
(
sˆ, sˆ′
)
= gδ(1 − sˆ · sˆ′) + (1 − g) (3.89)
where the asymmetry factor is used to represent the forward scattering direction. By
treating the forward scattering as transmission, it is simpler to represent this phase
function with an isotropic function and modifying the scattering efficiency so that
Q∗sca = (1 − g)Qsca, where Q∗sca is the corrected scattering efficiency [231, 245].
The above discussions have focussed on the interaction between radiative transfer
and idealised spherical particles. This treatment is usually upheld under the assump-
tion that a polydispersion of randomly oriented near-spherical particles will behave
similarly as a polydispersion of equivalent spherical particles, which is often a valid
approximation [8, 340]. More computationally expensive methods, such as the T-
matrix method [341, 342], are able to calculate the radiative properties for arbitrarily
shaped particles, but have not been applied to coal particles. Calculations for spherical
and area-equivalent non-spherical particles generally agree with respect to forward-
scattering, but disagree at other angles [333], however it is not possible to accurately
account for this anisotropic scattering within CFD calculations, and so the approxim-
ation of spherical particles is a reasonable and somewhat necessary assumption.
3.2.2 Optical properties of coal particles
The simplest and most widely adopted method for modelling the optical properties
of suspended particles is to assume a constant particle absorption and scattering effi-
ciency. The absorption efficiency of char particles is often taken to be around 0.9 fol-
lowing reasonable agreement to FT-IR measurements [343, 344]. There is less clear
evidence for a suitable value for the emissivity of fly-ash, however it is often modelled
with a lower value [345].
Some studies have incorporated Mie theory calculations to derive the radiative prop-
erties for suspended particles [320], however there is a need to define a suitable com-
plex index of refraction m. The complex index of refraction is known to vary across
the spectral dimension, among coal rank and during burnout [322, 337, 346]. Fur-
thermore, the index of refraction for fly-ash particles can be highly sensitive to the
mineral composition of the fly-ash, which can be sensitive to the combustion environ-
ment [322].
From the different mineral compositions incorporated in fly-ash, Fe chemistry has
been shown to have a significant impact on the resulting radiative properties of the
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particle [322]. Within a fly-ash particle, the Fe is mostly distributed into hematite
(Fe2O3), which is practically transparent at the infra-red section of the spectrum, and
magnetite (Fe3O4), which is opaque [316]. These stark differences in the optical prop-
erties of these minerals highlight the importance of having the correct indices of re-
fraction for the coal and ash particles being studied, however very few studies have
measured these quantities, and therefore there are only a narrow range of indices to
call upon.
The spectrally variable measurements of the refractive index for fly-ash by Good-
win and Mitchner [322] are often used in studies [320, 336, 347–349], however the
wide variability between coals offers considerable uncertainty in their application to
practical combustion systems. The optical constants for coal and char particles of-
ten show reduced sensitivity between coal types and measured values for various coal
ranks across the spectral dimension are available [328, 334, 337, 346].
3.3 Modelling coal combustion
In addition to the accurate modelling of thermal radiation, the modelling of the coal
combustion process requires adequate representation of turbulent fluid flow and com-
bustion chemistry. This section reviews methods for calculating turbulent reacting
flows with a dispersed combusting particle phase, highlighting areas of the stand-
ard modelling approach that may introduce inaccuracies in the modelling of oxy-coal
combustion. The focus on the work in this thesis is attributed to the development and
validation of thermal radiation models, and so the discussion in this section is mostly
limited to standard modelling approaches for coal combustion.
3.3.1 Modelling turbulent flows
Many practical engineering flows are turbulent, particularly in combustion where the
increased mixing introduced through the breakup of turbulent structures is used to
improve the combustion performance. Turbulent flows are characterised as being
chaotic, three-dimensional, unsteady, swirled and dissipative, where turbulent struc-
tures known as eddies break down into increasingly smaller structures until viscous
forces within the fluid transform the contained kinetic energy into heat. The Navier-
Stokes equations for turbulent flows describe the evolution of the fluid dynamics by
assuming the flow is a continuum.
The length- and time-scales of turbulent structures vary significantly in practical
flows. The largest eddies are dependent upon the characteristic lengths of the geo-
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metry being studied, where these structures will then transfer energy into increasingly
smaller eddies until the dissipative force arising from the molecular viscosity of the
fluid is large compared to the inertial force of the eddy, and the kinetic energy is dis-
sipated into heat. These small dissipative scales can be several orders of magnitude
smaller than the largest scales, both in terms of length- and time-scales. Calculations
that directly solve the Navier-Stokes equations and resolve all of these scales are re-
ferred to as direct numerical simulations (DNSs), however these computations require
enormous resources, and practical cases require models to describe the behaviour of
turbulent flows.
The methods of modelling turbulent fluid flows can be grouped into two approaches;
Reynolds averaged Navier Stokes (RANS)methods and large eddy simulations (LESs).
The most popular and time-effective approach is associated with applying RANSmod-
els, whereby the solution is solved for temporally averaged quantities, and models are
used to describe the full range of turbulent scales. Alternatively, LES approaches
spatially filter the instantaneous flow, whereby geometry-dependent large-scale eddies
are resolved, with smaller eddies, ideally self-similar structures dominated by viscous
dissipation, are modelled. These two approaches are now discussed.
3.3.1.1 Reynolds averaged Navier-Stokes equations
In contrast to the instantaneous flow field, the distribution of time-averaged quantities
vary smoothly in space and are relatively well behaved. By taking the Favre average,
which is the density weighted average across time, of the Navier-Stokes equations it
is possible to derive a new set of governing equations that are more readily solved.
The first step is the assumption that the Reynolds decomposition can be applied to
each scalar, such that its instantaneous value, φ, can be described as the composition
of both the Favre averaged, φ˜, and the fluctuating contribution, φ′, such as
φ(t) = φ˜ + φ′(t) (3.90)
Applying this operation to the Navier-Stokes equations for continuity and momentum,
and applying the relation that φ˜′ = 0, results in additional unclosed terms in the un-
derlying equations, known as the Reynolds stresses.
One of the widely used approaches to modelling the Reynolds stresses involves in-
troducing the Boussinesq hypothesis to relate the unclosed terms to an effective eddy
viscosity, and there are a range of models that have been applied to represent the tur-
bulent viscosity, with the most popular methods being the k-ǫ and k-ω models, which
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introduce a further two transport equations. One of the main drawbacks to the eddy
viscosity methods is that all turbulence is treated as isotropic, which could be an inac-
curate assumption in cases with dominant anisotropic turbulence, such as in cases with
highly swirling flows, which is common in combustion. Alternatively, Reynolds stress
models have been developed which introduce additional transport equations for each
of the Reynolds stress terms, however the additional equations also require further
constants to close specific terms.
RANS calculations are often sensitive to the choice of turbulence model, although
the Reynolds stress model is often shown to be more accurate than eddy viscosity
models for swirled combusting flows [350–352]. However, the range of available
models alludes to one of the weaknesses of the RANS approach; as all the turbulent
structures are being modelled, including the largest geometry-dependent scales, the
accuracy of the model is somewhat dependent upon the flow conditions and geometry
being studied.
3.3.1.2 Large eddy simulations
In contrast to RANS calculations, the LES method solves the instantaneous Navier-
Stokes equation, which has been spatially filtered. The filtering operation allows for
the more coarser energy containing eddies to be directly simulated, while the smaller
eddies, which are assumed to be self-similar isotropic structures, are modelled. While
a range of filters have been suggested in the literature, it is most common to imply
the Schumann filter [353], whereby the filter length is identical to the cell size. As
simulations are often computationally restricted to the number of cells in the domain,
it is necessary to pursue the smallest possible filter size permissible, which is realised
by this choice of implicit filter.
Applying the filter to the Navier-Stokes equations results in unclosed terms ana-
logous to the Reynolds stress terms in RANS calculations. However, unlike RANS
calculations, only the sub-filter scales need to be modelled, with the large geometry
dependent scales being simulated without any further approximations. Very fine spa-
tial scales are required in order to ensure that only the geometry independent structures
are modelled, which often imposes a far higher spatial dependency than is required
in RANS calculations. Furthermore, LES calculations require the full resolution of
specific turbulent structures, which means that the modelled domain must be fully
three-dimensional and unsteady.
LES has been successfully applied to model coal combustion in air-fired and oxy-
fuel conditions [203, 210, 213, 214, 216, 354–356]. Studies comparing RANS predic-
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tions to LES results often show improvement in agreement with measured data using
the LES approach [73, 216]. However qualitative trends are often similar to RANS
approaches, suggesting that the results are almost equally sensitive to the other sub-
models that are used to predict combustion.
3.3.1.3 Particle motion and heat transfer
Simulating multiple phase flows introduces additional complexity, as the physical
properties of different phases vary significantly. For coal combustion, the density
of solid-phase coal particles is significantly higher than the density of the combustion
environment, and it is necessary to separate the phases. As coal particles occupy a
small volume fraction in pulverised fuel combustion systems, modelling approaches
will often track the particles in a Lagrangian frame without accounting for the volume
of the particles within the fluid, and treat the mass and energy transfer as source terms
in the relevant equations. When particle-particle interactions and particle feedback on
the fluid is significant, it is necessary to consider alternative Eulerian multiphase mod-
els, however this approach introduces further challenges associated with accurately
modelling the inter-phase exchange rates [357], and the Lagrangian method is often
preferred in coal combustion systems.
In Lagrangian tracking, the motion of the discrete particle phase is modelled by
treatment of the forces acting on the particle [357]. The change in a particle’s velocity
is calculated using the drag and gravitational forces for particles as
dvˆp
dt
= FD
(
vˆ − vˆp) + gˆ
(
ρp − ρ)
ρp
(3.91)
where vˆp is the velocity of the particle, vˆ is the velocity of the fluid, FD is the drag
force, gˆ is the gravity force vector, ρp is the density of the particle and ρ is the density
of the fluid. The drag force is calculated in turbulent flows from as[207]
FD =
3
4
µCDRe
ρpd
2
p
(3.92)
where µ is the dynamic viscosity of the fluid, dp is the particle diameter, CD is the
drag coefficient for the particle and Re is the Reynolds number of the particle, which
is calculated as
Re =
ρdp
∣∣∣vˆp − vˆ∣∣∣
µ
(3.93)
The drag coefficient, CD is often calculated using correlations assuming spherical
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particles, however correlations based on non-spherical particles are also used for solid
fuel combustion [218]. Additional forces, such as the thermophoretic and Brownian
forces, can be included as additional terms on the right hand side of Equation (3.91),
however the two forces that are shown are often dominant for pulverised fuel particles,
which are usually greater than 1 μm in diameter.
The heat transfer towards a particle, assuming that the particle is at a constant in-
ternal temperature, is described by the following equation [218]
mpCp
dTp
dt
= hAp(T∞ − Tp) + fh
dmp
dt
H + QabsσsbAp(T
4
rad − T 4p ) (3.94)
where mp, Cp, Tp and Ap is the mass, specific heat, temperature and external surface
area of the particle respectively, h is the heat transfer coefficient, which describes con-
vective and conductive heat transfer, Qabs is the absorption efficiency of the particle,
σsb is the Stefan-Boltzmann constant and Trad is the radiation temperature, which is
defined by the local incident radiation intensity,
Trad =

∫
4π
I dΩ
4σsb

1
4
(3.95)
The heat transfer coefficient h is often calculated from correlations based on a spherical
particle shape, such as the Ranz and Marshall [358] method.
The above description of particle motion and heat transfer requires correlations and
assumptions for the derivation of the drag and heat transfer coefficients, as well as as-
sumptions on the particle being spherical and thermally thin. Furthermore, the equa-
tions require terms for the instantaneous velocity, density, temperature and incident
radiation for the fluid phase, which are values that are not necessarily available for
either RANS or LES calculations. Models are often used to describe the instantan-
eous or subgrid velocity fluctuations by incorporating a stochastic perturbation of the
particle’s velocity, such as the discrete random walk model for RANS [359] or the
Bini and Jones [360] method for LES. However, the unresolved temperature, incid-
ent radiation or species composition is often neglected. These fields are crucial in
calculating the heat transfer to the particle and the progression of combustion, and
neglecting the instantaneous values may induce significant errors. This is particularly
the case in RANS calculations, as the time-averaged quantities for fields such as O2
concentration could potentially vary considerably from instantaneous values.
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3.3.2 Coal combustion
Coal combustion is usually described by a succession of sequential processes. The
first of these processes is the evaporation of the particle’s inherent moisture as the
particle heats up and dries. Drying is followed by the evolution of volatiles during
the devolatilisation process, where the coal particle undergoes thermal decomposition,
releasing light combustible gasses and tars that undergo combustion in the gas phase,
liberating a significant proportion of the particle’s heating value. After the particle is
left with only the solid residual components of the fuel, comprising of the fixed char
and non-combustible ash, the solid carbon undergoes heterogeneous oxidation to con-
clude the combustion process. The ash that is left following the complete combustion
of the fuel is usually considered as inert, however the particles will still influence fluid
momentum and heat transfer.
Drying, devolatilisation and char combustion are usually modelled sequentially,
where the preceding step inhibits the following process; drying prevents the particle
from reaching temperatures of devolatilisation, and the volatile flame inhibits the dif-
fusion of oxidising species for char combustion. However it is noted that one-mode
combustion may be prevalent under oxyfuel conditions, where devolatilisation and
char oxidation occur simultaneously, due to the increased concentration of CO2 and
H2O [361].
The devolatilisation and char combustion steps are complex chemical processes that
are important to the overall behaviour of the combustion process, and must be mod-
elled using approximate methods. This subsection will now review methods to model
the devolatilisation and char combustion of coal particles. The formation of soot
particles in the coal flame can also be significant in the overall heat transfer due to
the particulate material’s interaction with thermal radiation, and so methods to predict
soot formation in coal flames is also discussed in this subsection.
3.3.2.1 Devolatilisation
The coal devolatilisation process occurs when light gasses and tars evolve from the
thermal decomposition of the coal particle. The process is often modelled using em-
pirical models, such as the single rate model [362] or two competing rates model
[363], or semi-empirical network models such as the FLASHCHAIN [364], func-
tional group (FG) [365], functional group devolatilisation-vaporisation-cross-linking
(FG-DVC) [366] and chemical percolation devolatilisation (CPD) [367] models. The
volatile matter itself is often modelled as an empirically defined species that is con-
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sistent with the proximate and ultimate analyses of the coal, and assumes a standard
state enthalpy that is consistent with the calorific analysis of the fuel.
The single rate model approximates the devolatilisation process as a kinetic rate
characterised with an Arrhenius expression,
dmp
dt
= −mvA exp
− Ea
RTp
 (3.96)
where mv is the mass of volatiles in the particle, R is the universal gas constant, Tp
is the particle temperature, and A and Ea are empirical parameters fitted to measure-
ments. The measurements for the empirical fitting are often taken from experiments
such as thermogravimetric analysis or drop-tube furnace combustion, which measure
the change in particle mass as a coal sample proceeds through the devolatilisation
process [368, 369]. In the absence of experimental measurements it is also common
to fit the empirical parameters to results from the network models mentioned above
[203, 218].
The single rate model offers a straightforward mechanism to relate volatile mass re-
lease to the particle’s temperature, however the devolatilisation process is more com-
plicated than can be captured with a single rate, and so more complex empirical models
have been developed. The Kobayashi model [363] applies two competing kinetic rates
to model the devolatilisation process; one rate defines the volatile at a low heating rate,
while a second rate represents high temperature pyrolysis. The volatile yield from the
Kobayashi model is calculated as
dmp
dt
= −mc
∫ t
0
(α1k1 + α2k2) exp
∫ t
0
(k1 + k2) dt
 dt (3.97)
where mc is the mass of residual char, k1 and k2 are kinetic rates, usually expressed
in terms of Arrhenius expressions, and α1 and α2 are the associated weights. The
weights α1 and α2 are traditionally referred to as mass stoichiometric coefficients,
with the α1 corresponding to the volatile yield measured in the proximate analysis and
α2 is chosen to produce the high temperature volatile yield, however as the model is
empirical in nature, both of these parameters are sometimes chosen to achieve a better
fit to measured data.
The semi-empirical network models for coal devolatilisation use structural informa-
tion of the investigated fuel, which is either 13C NMR data in the case of the FLASH-
CHAIN or CPD models, or detailed analysis of functional groups in the FG-DVC
model, in order to predict devolatilisation rates from global kinetic mechanisms of the
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INY UMZ G#5 TSH
meas. calc. meas. calc. meas. calc. meas. calc.
P0 0.8 0.61 0.85 0.69 0.62 0.50 0.09 0.59
σ + 1 5.5 5.3 4.6 4.9 4.6 5.0 2.3 4.2
MWcl 419 320 348 266 448 380 400 255
MWδ 29.2 30.2 25.7 26.8 45.1 36.6 41.9 19.6
Table 3.2: Measured and calculated parameters of the CPD model for some South
African coals. The measurements are from the study by Hattingh et al. [371],
and the calculated parameters are evaluated from the correlations by Genetti
et al. [370].
thermal decomposition. As these detailed measurements of the coal structure are sel-
dom available for fuels, these parameters are often estimated using a correlation based
on a library of coals, such as the correlations for the CPD model developed by Genetti
et al. [370]. Care must be taken when applying these correlations to coals that are dif-
ferent from the library coals, for instance, the correlations by Genetti et al. [370] were
exclusively developed on North American coals, and a significant variation can be
shown between measured 13C NMR parameters of a South African coal by Hattingh
et al. [371] and the correlations, as illustrated in Table 3.2.
The underlying elemental chemical process of coal devolatilisation are invariably
neglected, even in the more sophisticated models, and the chemical role of CO2 is
not directly accounted for. It is known that a CO2 environment will result in higher
volatile yields and altered char properties [368, 372], demonstrating that CO2 interacts
with the decomposition of the coal structure. Despite the neglect of this phenomena,
the FG and CPD models have shown good agreement across a wide range of oxygen
enrichments for oxyfuel combustion in a drop-tube furnace [373], although a wider
range of tests for a range of fuels will be required for full confidence in the methods.
The volatile gasses themselves are often modelled by an empirical compound in
CFD calculations, which maintains the parent coal’s ultimate and calorific analyses,
ensuring a consistent energy and mass balance with the case definition. This method
to represent the volatiles requires the final volatile yield to be defined prior to the com-
putation of the release model, so that the correct molecular and energetic portion of the
fuel is accounted for, and therefore it is not straightforward to apply the sophisticated
devolatilisation models in coupled CFD calculations, and empirical models are often
preferred.
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3.3.2.2 Char combustion
Coal char reacts through heterogeneous combustion with O2 as well as gasification by
CO2, H2O and CH4. A semi-detailed kinetic mechanism for char reactivity has been
proposed by Liu and Niksa [374],
2C + O2 −−−→ C(O) + CO (R 3.1)
C + C(O) + O2 −−−→ CO2 + C(O) (R 3.2)
C(O) −−−→ CO (R 3.3)
C + CO2 −−−⇀↽−− C(O) + CO (R 3.4)
C(O) −−−→ CO (R 3.5)
C + H2O −−−⇀↽−− C(O) + H2 (R 3.6)
C(O) −−−→ CO (R 3.7)
C + 2H2 −−−→ CH4 (R 3.8)
where C(O) represents a surface adsorbed intermediate species, which desorbs at a
varying rate depending on the reagent that formed it. Conventional firing has only
focussed on the char combustion rates, Reactions (R 3.1) to (R 3.3), however the gas-
ification reactions are expected to be increasingly important under oxyfuel conditions
[368, 375], although mostly in regions of low oxygen concentrations [376]. The hy-
drogasification reaction, Reaction (R 3.8), is not expected to occur at an appreciable
rate during pulverised fuel combustion under air-fired or oxyfuel conditions, however
it is treated as significant under gasifier conditions for the production of syngas [374].
The overall particle combustion rate depends on the chemical kinetics of the re-
actions outlined in the above mechanism, as well as the availability of the oxidising
species. The particle combustion behaviour will move through the chemically limited
regime, which is known as zone I, where the particle is typically at a low temperature
and the combustion is limited by the reactivity of the char, to the diffusion limited re-
gime, where bulk diffusion of the oxidising species to the particle’s external surface is
the limiting process, known as zone III, where the particle is at high temperatures with
low availability of the oxidising species. The intermediate region between the chem-
ically and diffusion limited combustion regimes is zone II, where porous diffusion
through the particle is also important to the overall combustion rate. At temperat-
ures greater than 1000 K, which will be typical of industrial combustion facilities, the
combustion of pulverised char will most likely be burning under zone II and zone III
conditions [377].
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Further rate-limiting processes of char combustion include thermal annealing, where
reactivity is reduced from thermal deactivation of the carbon structure, and ash inhibi-
tion, where an ash layer around the reactive carbon introduces an additional diffusional
barrier for the oxidising species [378]. Thermal annealing and ash inhibition only af-
fect the later stages of combustion, and they are often neglected in CFD calculations
as the majority of char burnout can be accounted for without these processes [379].
The rate of char combustion can be expressed in terms of both the diffusion and
kinetic rate with the following relation:
dmc
dt
= Rd,iAp
(
pi,∞ − pi,s
)
= Rc,i
(
pi,s
)n
(3.98)
where mc is the mass of char, pi,∞ is the bulk partial pressure of the oxidising species,
pi,s is the partial pressure of the oxidising species at the particle surface, Ap is the
particle’s external surface area, Rd,i is the diffusion limited rate coefficient for reaction
i, Rc,i is the chemically limited rate coefficient for reaction i, and n is the apparent
reaction order of the chemical rate.
The chemically limited rate of char combustion within the particle can be calculated
as [380]
Rc,i = Agki (3.99)
where Ag is the internal surface area of the particle and ki is the kinetic rate of the
global reaction process. Expressions for ki can be derived for the mechanism shown
above in Reactions (R 3.1) to (R 3.8) through the assumption of the adsorbed species
being in steady state [374], however it is more common to assume a global Arrhenius
expression for the intrinsic reactivity, where
ki = Ai exp
(
−Ea,i
RTp
)
(3.100)
where Ai is the pre-exponential factor for reaction i, Ea,i is the activation energy for
reaction i, R is the universal gas constant and Tp is the particle temperature. With
knowledge of the internal surface area, intrinsic reactivity kinetic parameters can be
derived from experiments where char particles are oxidised under zone I conditions,
using methods such as thermogravimetric analysis [381].
The measurement of internal surface area is usually carried out using the Brunauer-
Emmett-Teller (BET) [382] equation to relate the rate of N2 adsorption to the surface
area of the porous particle. Due to the long time-scales for the low temperatures of
N2 adsorption, typically at 77 K, the method only represents the macropores of the
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particle, as it is impractical to wait for N2 to diffuse into the smallest pores. CO2
adsorption methods are often used to represent a more complete measurement of mi-
croporous char particles as CO2 adsorption can be conducted at higher temperatures
[383]. Where measured values for the internal surface area are unavailable, correla-
tions for the N2 and CO2 surface areas of char particles based on the particle’s fixed
carbon content have been presented by Williams et al. [384]. During combustion, the
intrinsic surface area of the char particle can change by an order of magnitude [384].
Models to predict the pore evolution during burnout, such as the random pore model
[385] and the pore tree model [386], are used to predict this change in the internal
surface area. The morphology of char derived under oxyfuel conditions can be visibly
different from conventional combustion [387], and these approaches to model pore
evolution must be validated against measurements of oxyfuel derived char particles.
The diffusion limiting relation for char combustion, shown in Equation (3.98), can
be expressed in terms of mass concentration as [220]
dmc
dt
= hm (C∞ −Cs) (3.101)
where hm is the mass diffusion coefficient, C∞ is the bulk mass concentration of the
oxidising species and Cs is the mass concentration of the oxidising species at the
particle surface. By introducing the Sherwood number (S h = hmdp/Di, where Di is
the bulk diffusion coefficient of the oxidising species), and by introducing the ideal
gas law to relate mass concentration to partial pressure, Rd,i from Equation (3.98) can
be expressed as [388]
Rd,i =
S hMcνcDi
dpRTm
(3.102)
where Mc is the molar mass of carbon, νc is the molar stoichiometric coefficient (num-
ber of moles of carbon for one mole of oxidiser), Di is the bulk diffusion coefficient of
the oxidising species at the film temperature and Tm is the film temperature, which is
often represented by the arithmetic average of the gas and particle temperatures. The
stoichiometric coefficient is usually set to 2 for the combustion reaction, which repres-
ents the char reacting entirely to CO [388], and will be set to unity for the gasification
reactions. The diffusion coefficient, Di, can be reasonably accurately expressed from
an evaluation at a reference temperature T0 and pressure p0 as
Di(T, p) = Di(T0, p0)
(
p0
p
) (
T
T0
)1.75
(3.103)
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Under the assumption of spherical particles suspended in a fluid with zero slip velocity,
where the Sherwood number is equal to 2 [380], and with the assumption of a constant
pressure and by scaling Di to a reference temperature of 1 K, it is possible to simplify
the constants in Equation (3.102) to form the more widely used expression for the
diffusion limited combustion rate,
Rd,i =
D0T
0.75
m
dp
(3.104)
where D0 is often used as a constant defined as
D0 =
2McνcDi(T0, p0)
RT 1.75
0
(3.105)
Equation (3.105) differs from the form given by Chen et al. [79] in that the partial
pressure of the oxidiser is calculated as pi = MiCi/RT , where Mi is the molecular
weight of the oxidiser in Equation (3.105), and where Chen et al. [79] used the mean
molecular weight of the gas instead. In reality, D0 will change for each mixture as
it is dependent on the diffusion of the reactant species through the combustion envir-
onment, however the binary coefficient for O2 in N2 is often used for air combustion,
thereby ignoring the effects of combustion products on the diffusion rate. Table 3.3
lists a series of diffusion rate constants for both air and oxyfuel combustion environ-
ments. The table illustrates that the rate constant changes most significantly when
the bulk gas changes, with CO2 reducing the diffusion reactivity rate by around one
fifth, with the obvious exception of the CO2 gasification reaction, which increases by
a similar factor when considering diffusion through water vapour.
In order to model char combustion during zone II, an effectiveness factor, ηe, is
introduced to Equation (3.100), so that the chemically limited combustion rate is rep-
resented as
Rc,i = ηeAgki (3.106)
The effectiveness factor is defined so that it is unity when there is no resistance from
pore diffusion, and decreases as pore diffusion resistance increases. The effective dif-
fusion rate through the pores can be modelled as the combination of the bulk diffusion
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Diffusing species Mixture D0
O2 O2/N2 5.025 × 10−12
O2 3%O2/7%H2O/14%CO2/76%N2 4.939 × 10−12
O2 O2/CO2 4.031 × 10−12
CO2 CO2/N2 4.046 × 10−12
CO2 3%O2/7%H2O/14%CO2/76%N2 4.127 × 10−12
CO2 CO2/H2O 5.347 × 10−12
H2O H2O/N2 6.610 × 10−12
H2O 3%O2/7%H2O/14%CO2/76%N2 6.386 × 10−12
H2O H2O/CO2 5.347 × 10−12
Table 3.3: Diffusion rate constants for different environments. The rate coefficients are
calculated using the molar mixture diffusion coefficients calculated by the
Cantera software library [389], using the transport properties from the GRI-
3.0 mechanism [390]. Composition of the mixture is displayed as percentage
by volume.
rate through the macropores and Knudsen diffusion through micropores,
DKn =
2
3
rpore
√
8RTp
πMi
(3.107)
De =
θ
τ2
[
1
Rd,i
+
1
DKn
]−1
(3.108)
where DKn is the Knudsen diffusion rate, Mi is the molecular weight of the oxidising
species of reaction i, rpore is the mean pore radius, θ is the porosity of the char particle,
τ is the tortuosity of the pores and De is the effective diffusion through the pores. For
the derivation of the effectiveness factor from the diffusion rate, the Thiele modulus
is first introduced, which for an n-th order Arrhenius type reaction rate, as in Equa-
tion (3.100), is expressed as [380, 391]
φ = r
 (n + 1)νcρpkiAgpn−1s RTp2MiDe

1
2
(3.109)
where φ is the Thiele modulus, r is the particle diameter and ρp is the particle density.
Alternative derivations of the Thiele modulus for Langmuir-Hinshelwood mechan-
isms, such as in Reactions (R 3.1) to (R 3.8), have also been developed [392]. By
calculating the ratio of reactivity both with and without pore diffusion resistance, and
assuming an isothermal homogeneous particle, the effectiveness factor for a spherical
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particle is given in terms of the Thiele modulus as [393]
ηe =
3
φ
(
1
tanh φ
− 1
φ
)
(3.110)
The overall char reactivity, incorporating the effects of all three combustion zones,
is calculated by rearranging Equation (3.98) to eliminate the unknown quantity pi,s,
dmc
dt
= Rc,i
pi,∞ − dmc
dt
1
ApRd,i
n (3.111)
For reaction orders of n = 0, 0.5, 1, analytical forms of Equation (3.111) can be de-
rived, however an iterative method, such as Brent’s method [394], must be used for
other reaction orders. When the char consumption reactions are expected to compete
over reactive sites, which is often the case for CO2 and H2O gasification mechanisms,
the surface concentration of reactive species become coupled, which requires a more
sophisticated numerical method such as Powell’s method or the Levenberg-Marquardt
method [374].
While the above derivation provides a reasonably complete description of the char
combustion process, the calculation requires several parameters that are not well defined
across a wide distribution of particles or throughout the combustion process. Empir-
ical models are widely applied to describe char combustion, where kinetic parameters
are fitted to Equation (3.100), with the exception that the kinetic rate is dependent on
the external surface area, absorbing the role of pore diffusion into the apparent reaction
order and kinetic rate. These rates are more readily developed, however the combus-
tion measurements must match the conditions that are being modelled, and models
developed in air-fired combustion are very likely to be inaccurate in an oxyfuel envir-
onment.
During char combustion, the changes to particle diameter and density are often
modelled using a burnout mode parameter and the following relations [220],
dp = dp,0 (1 − X)α (3.112)
ρp = ρp,0 (1 − X)1−3α (3.113)
where dp is the particle diameter, ρp is the particle density, X is the fractional degree of
burnoff and dp,0 and ρp,0 are the char particle diameter and density for unburned char
respectively. The burnout mode α changes between the different burnout regimes. Un-
der zone I conditions the char burns at constant diameter and reducing density, α = 0,
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as the particle burns at the same rate throughout. Under zone III conditions, only
the particle surface is exposed to the char consumption mechanism, and the particle
shrinks while at constant density, α = 1/3. The burnout mode α will vary through-
out zone II combustion. It is most common to approximate the changes in the char
size/density by using a constant value for α, and a value of 0.25 is widely used [379],
however under oxyfuel combustion, where each char oxidation reaction is likely to be
participating under different combustion regimes, this value may not be valid.
The heterogeneous combustion of char is a complex process, which requires nu-
merous models to capture the various physical properties of char during the process;
modelling diffusion, pore evolution and variations in the particle’s size and density,
as well as models for the kinetic mechanism itself. Due to the significant complexity
of this process, and also due to the strong variability in many modelling parameters
across coal samples, it is often preferable to use global rates that are known to perform
well in the specific conditions that are being modelled. Oxyfuel environments are a re-
latively unfamiliar, and may not be well characterised by these modelling approaches.
The high concentration of CO2, and potentially H2O in a wet recycle environment,
will both promote enhanced oxidation, through increased gasification rates, and re-
duce oxidation through lower gas temperatures and lower diffusion rates [376], and
therefore cannot easily be explained by intuition.
3.3.2.3 Soot formation
As mentioned in Subsection 3.2.1, soot can participate significantly in radiative trans-
fer, and can contribute up to 60% of the total radiative emission from particulates
in the flame [395]. Despite its significance, soot formation is often neglected as its
production and fate is difficult to model. While accurate kinetic models exist that
describe the formation and burnout of soot particles using elementary kinetics [396],
these mechanisms often have several hundred reaction steps, and are clearly too large
and detailed for CFD applications, particularly as the volatile gas is rarely modelled
as a true species. Global soot models are often used for combustion CFD calculations,
however, for coal combustion, due to the variability of the fuel and as the soot pre-
cursor volatile species are not modelled directly, it is not clear how valid these models
can be.
The coal soot model derived by Brown and Fletcher [397], which is based on the
global model by Brookes and Moss [398], has been applied in previous CFD studies
[218]. The model has shown reasonable agreement using tar yields predicted from
the CPD model, however more validation against a wide range of coal ranks is still
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required for confident application in general cases.
3.3.3 Turbulence-chemistry interaction
The chemical kinetics of combustion occur on very small time- and length-scales,
often much smaller than the resolved scales in a LES [399]. Due to the non-linear re-
lationship between the transported fields and the combustion kinetics, it is necessary to
model the influence of unresolved turbulent structures on the chemistry of combustion
in both RANS and LES calculations. The gaseous volatile matter from coal is assumed
to evolve from the particle without mixing with oxygen and react as a diffusion flame,
where a significant rate-limiting factor of the combustion is the displacement of the
product species and the mixing of the oxidiser and the volatile gasses. Models that are
used to describe the combustion of diffusion flames often rely on the assumption of
the reaction being completely mixing-limited, and the combustion is modelled as the
rate of turbulent mixing.
One of the most widely used methods to model turbulent combustion in coal flames
is the eddy dissipation (ED) model [400]. This model approximates the averaged
rate of combustion to be proportional to the slowest time-averaged dissipation rate of
reactant and product species,
Rr = Aρ
1
τ
min
Y˜ f , Y˜oxβ , B Y˜pβ + 1
 (3.114)
where Rr is the mass rate of fuel consumption associated with the reaction, τ is the
large-eddy mixing time-scale, Y˜ f is the Favre-averaged mass fraction of fuel species,
Y˜ox is the Favre-averaged mass fraction of oxidising species, usually O2, Y˜p is the
Favre-averaged mass fraction of product species, β is the mass of oxidant per unit mass
of fuel stoichiometry, and A and B are model constants, which may depend on the fuel
and flame structure [400]. The mixing time-scale in RANS calculations is taken as
the ratio of turbulent kinetic energy to the dissipation rate, k/ǫ. For the application
of this model to LES calculations, the time-averaged terms are replaced with spatially
filtered values, and the mixing time-scale is calculated as the reciprocal of the rate of
strain. The constants introduced in Equation (3.114) are normally assigned 4 and 0.5
for A and B respectively, which were originally suggested for methane flames [400].
Studies on swirled coal flames have identified that A should be set to 0.5 and 0.7 for
volatile gas and CO oxidation respectively [206, 207], however these parameters may
not necessarily translate to an oxyfuel environment or LES calculations.
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The ED model is only valid in mixing-controlled regions, where temperatures are
high enough to make the chemically controlled kinetics significantly faster than the
physical mixing of the reactants. Due to this assumption, the ED model is only ap-
plicable with simple global reaction mechanisms that neglect intermediate species and
reversible reactions that hold a balanced equilibrium. An extension of the ED method
for chemically controlled regions, known as the finite-rate eddy dissipation (FR-ED)
method, involves associating an Arrhenius rate expression to the reaction based on
bulk thermochemical properties, and the overall reaction rate is evaluated as the min-
imum of this Arrhenius rate and Equation (3.114). While the FR-ED method prevents
ignition in cold regions of the domain, the association of the bulk averaged quantities,
or even the spatially filtered quantities in an LES, to a kinetic rate is physically un-
sound, and the kinetic rate only serves as an extra parameter to forcibly prevent early
ignition. As with the ED method, the FR-ED method is only capable of describing
global mechanisms, and cannot describe a system with a balanced equilibrium.
A more sophisticated development for the ED model, which extend its principle for
systems with kinetically controlled chemistry, is the eddy dissipation concept (EDC)
model. As with the ED model, the EDC model assumes that all chemical reactions
take place in the fine scales, which are characterised by a length-scale, ζ∗, and time-
scale, τ∗, within the EDC model [350, 401], defined as
ζ∗ =
3CD24C2
D1

1/4 (
νǫ
k2
)1/4
(3.115)
τ∗ =
(
CD2
3
)1/2 (
ν
ǫ
)1/2
(3.116)
where ν is the kinematic viscosity of the fluid, k is the turbulent kinetic energy, ǫ is
the dissipation rate of the turbulent kinetic energy, and CD1 and CD2 are model con-
stants set to 0.134 and 0.5, respectively. The small scales can be treated as perfectly
stirred reactors, with an initial condition taken from the bulk mass fractions, which
react for the residence time of τ∗. The computational requirement to integrate a kin-
etic scheme for each control volume can be hugely significant, however this can be
alleviated through tabulation techniques such as the in situ adaptive tabulation (ISAT)
method [402]. The EDCmodel is increasingly popular in RANS calculations [77, 403]
as the method is capable of applying detailed chemistry to averaged bulk fields, al-
though most studies focus on the application of the EDC with simplified global re-
action mechanisms, such as the Westbrook and Dryer [404] and Jones and Lindstedt
[405] mechanisms. Some studies have applied the EDC model to LES calculations
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[406, 407], however these have not been applied for LES of coal combustion.
The main benefit of the widely used ED model is its simplicity and straightfor-
ward implementation in CFD calculations. Particularly for coal combustion, where
the volatile gasses are often derived empirically from the chemical analyses of the
coal, the benefits of the detailed mechanisms achieved by the EDC approach is often
questionable. While some methods have been developed to predict the speciation of
volatile matter [408–410], these methods have not been widely validated against differ-
ent coals, and the precise speciation will always depend on the chemical interactions
within the coal particle during pyrolysis. However, the shortfalls of the EDmethod are
clear; the model is incapable of representing kinetically controlled chemistry and bal-
anced reversible reaction schemes. It has been suggested that under oxyfuel conditions
the balance of the CO2 dissociation reaction,
CO2 −−−⇀↽−− CO + O (R 3.9)
is more significant than under conventional air-firing, which cannot be described by
the ED model [411].
Alternatively to the models discussed above, diffusion flames are frequently mod-
elled as the mixing of two conserved scalars, representing the fuel and the oxidiser
streams. Under several simplifying assumptions, the flow field is reduced to a single
transport equation for the Favre-averaged, or spatially filtered, mixture fraction that
represents the composition of a location based on how well the two streams are mixed.
As there are typically two fuel streams that are considered in coal combustion, one
stream for gas-phase volatile species and another for the solid-phase char fuel, it is
necessary to introduce the transport of a second mixture fraction.
In order to capture the distribution of the transported mixture fractions across the
unresolved turbulent scales it is necessary to define a probability distribution function
(PDF) that describes this variation. It is common in RANS models to assume a β-
function shape, which describes the distribution as a function of the averaged mixture
fraction and its variance, which is either treated as an additional transported quantity
or is defined algebraically from the local levels of turbulence. In LES calculations, a
small filter length will often lead to inconsistencies in applying the β-function shape,
and instead a simpler top-hat function is preferred [412].
Detailed chemistry can be included in the mixture fraction approach by associating
the local level of mixing to pre-computed tables. By assuming the interface between
the fuel and oxidiser streams as a laminar diffusion flame, it is possible to pre-compute
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the representative 1D laminar flamelet for a range of local conditions, which can be
used to describe the local gas composition and associated properties. In the absence
of detailed kinetics, which is often the case for the unknown volatile species, it is
also common to calculate an equilibrium based on the local enthalpy and elemental
composition.
There are challenges associated with applying the flamelet approach to oxyfuel
combustion. Under oxyfuel conditions, the oxygen concentration of the primary re-
gister is often different from the main oxidising streams, which means the oxidising
stream and the transport stream must be treated separately in a flamelet approach to
oxyfuel combustion. In addition to separate streams for the volatile evolution and char
availability, oxyfuel will require the modelling of the mixture fractions between four
separate streams, which will ideally be transported with their variance and also tabu-
lated against fluid enthalpy, greatly increasing the complexity of the flamelet method.
Despite this, the mixture fraction approach has been successfully applied to CFD cal-
culations of a laboratory-scale oxy-coal combustion facility [413], however there was
only a single inlet composition. While studies have noted a significant sensitivity on
the choice of either the mixture fraction approach or the ED model for the turbulence-
chemistry interaction in coal combustion [414], it was not possible to categorically
suggest which model was more accurate.
Composition PDF methods have also been developed to describe the turbulence
chemistry interaction [415]. In these methods the distribution of unresolved scales is
discretised as a series of single-point particles that are tracked in a Lagrangian man-
ner. Detailed chemistry can then be employed to integrate species composition as the
particles are transported in time. While composition PDF methods have been em-
ployed in CFD calculations of coal combustion [212, 416], achieving good agreement
to measured data, these methods are not widely available and have a considerable
computational expense.
3.3.4 Turbulence-radiation interaction
As combustion largely takes place in the small unresolved eddies, temperature sources
are localised to spatial regions that are not explicitly considered in spatially filtered or
Favre-averaged fields. As a result of the non-linear relationship between both radi-
ation emission and absorption with temperature and species, potentially significant
features of the intensity field are neglected through the use of averaged or spatially
filtered quantities in the calculation of the RTE. This dependence of accounting for
the turbulent structures in the predictions of the radiation intensity field, as well as the
91
reciprocal dependence of the temperature field on the predicted radiative transfer, is
known as turbulence radiation interaction (TRI).
Methods to resolve TRI have mostly focussed on composition PDF methods [222,
417–421], on comparing DNS and LES results [422, 423], or on the influence of the
resolved transient scales in LES in comparison with results obtained with averaged
fields [424]. While TRI influences radiative properties including surface heat flux
[222, 418, 424], the influence over the temperature field has often been shown to
be less significant [417, 421, 423]. If the coal-particles are being modelled using
Lagrangian particle tracking, the radiative sources from the solid-phase, which can be
significantly higher than from the gas-phase, are neither averaged or spatially filtered,
and so a significant portion of the TRI is being resolved.
3.4 Summary
Numerical modelling of combustion systems allows for the optimisation of the pro-
cess. Applied to the oxy-coal process, modelling techniques will serve to optimise
the novel combustion environment so that it can become a competitive low-carbon
technology. However, models that are specific for an air-fired environment need to be
re-evaluated for their applicability to predicting oxy-coal systems, specifically mod-
els for radiative heat transfer, which represents the most significant mode of energy
transfer at combustion temperatures.
CFD is widely used for predicting the fluid flow within combustion systems, how-
ever the models that are widely used for radiative heat transfer are often chosen for
their computational efficiency rather than their physical accuracy. This chapter has re-
viewed a series of models to represent the radiative properties of gaseous species and
coal-derived particles.
The widely used greyWSGGmethod for gaseous radiative properties is fixed to pre-
defined combustion environments and will be incapable of predicting the influence of
recycle schemes on thermal radiation, and so more sophisticated models are required,
which are more independent on the combustion medium. Further WSGG parameters
developed for wider ranges of operating conditions have been put forward in the lit-
erature, however the grey WSGG model still relies on the poorly-defined mean beam
length, and the non-grey alternative may be required for cases with higher partial pres-
sures of participating species.
Further global methods have also been put forward, namely the ADF, SLW and
FSK methods. These methods, which are independent of any predefined medium, of-
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fer a promising alternative to the WSGG methods, but require further validation and
comparison before any one method can be recommended for a range of oxyfuel con-
ditions. Each method assumes a scaled or correlated absorption coefficient across the
entire spectrum, which are invalid in cases with significant thermal gradients in the
medium or variations in relative species concentrations, which are both likely under
oxyfuel conditions. In Chapter 5 the global models for thermal radiation are validated
against narrow band and LBL calculations to identify an optimal method for repres-
enting gaseous radiative properties.
Suspended particles in a coal combustion system are responsible for significant ab-
sorption and emission of radiative energy. Despite this, the radiative properties of
coal-derived particles are often assumed to be constant and grey throughout combus-
tion. Mie theory results from optical constants measured from coal-derived particles
suggest that these properties can vary across the electromagnetic spectrum, as well as
varying with particle size and composition.
Further to the development of radiative property models, oxyfuel presents many
challenges in the application of the heterogeneous and homogeneous combustion mod-
els. Due to the unfamiliarity of the combustion environment, additional scrutiny must
be applied to all modelling assumptions used for an oxyfuel process, however this
will be beyond the scope of this thesis. Consideration for the modelling assumptions
and how these may influence the predictions under oxyfuel have been introduced in
this chapter, however current methods will not be developed in later chapters of this
work. Instead, these discussions will aid in the analysis of the later modelling res-
ults that must make use of these models to represent a real combustion environment,
which will be presented in Chapter 6, where additional benchmark calculations will be
compared against global model results to separate the impact of potentially inaccurate
models for the other phenomena of oxy-coal combustion.
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4 Modelling investigation into mercury
oxidation for oxyfuel
It is possible to predict the chemical composition of a system when provided with the
mechanism and kinetics of chemical reactions and the thermodynamics of the poten-
tial species that could be present. Through only the definition of the thermodynamic
properties of the chemical species, namely the enthalpy and entropy of a compound,
it is also possible to predict the equilibrium of a given system by calculating the spe-
cies composition with a minimal Gibbs free energy [144]. The chemical equilibrium
of a system can be an important consideration as it indicates the potential for a given
mixture when it is not constrained by kinetic limitations, and also plays a fundamental
role in the kinetics of reversible reactions.
This chapter contains fundamental investigations on thermodynamic equilibria and
kinetic modelling of the gas-phase interactions of mercury under oxyfuel conditions.
The purpose of the studies covered in this chapter are to question the existing data
available for chemical modelling and apply these to air-fired and oxy-fired combustion
environments. In Section 4.1, thermodynamic values are used to predict equilibrium
distributions for mercury and the halogen species under conventional and oxyfuel flue
gas conditions. A kinetic modelling study is conducted in Section 4.2, where a mech-
anism is constructed from published studies. The mechanism is optimised against
measured values for mercury oxidation under the two flue gas conditions, and the res-
ulting kinetic rates are analysed to provide new insight into the important reactions for
mercury oxidation.
4.1 Thermodynamic modelling
Mercury does not reach an equilibrium between its elemental and oxidised states un-
der the short residence times of the flue gas train [169]. Nevertheless, a study on the
thermodynamic equilibria of mercury compounds under flue gas conditions provides
a fundamental insight into the behaviour of mercury, being indicative of the dominant
directions of the reversible reactions involved in a kinetic model, and the minimum
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temperature at which mercury will begin to oxidise. Equilibria calculations are also
good at predicting high temperature gas compositions, where chemical kinetic lim-
itations on the composition are mitigated [144]. Previous studies have analysed the
equilibria shift under various halogen concentrations [94, 144, 169, 425], and for a
specific chlorine concentration under oxyfuel conditions [426]. This study profiles
the equilibrium distributions of gas-phase species related to coal combustion between
300 K and 2500 K. Equilibrium distributions are calculated under both air-fired and
oxyfuel conditions. Additional attention is paid to fluorine and iodine species, which
are often neglected. The goal of this study is to perform a preliminary investigation
into the effects of oxyfuel combustion and the influence that different halogen species
are likely to have.
4.1.1 Thermodynamic data and initial composition
Thermodynamic data were obtained from the NIST JANAF thermochemical tables
[427]. A notable omission from these tables include the mercuric sulphide (HgS), and
so thermodynamic values from Barin and Platzki [428] for this species were also in-
cluded. Due to uncertainties around the thermodynamic values of HgO, mentioned in
Subsection 2.1.1, the species was not included in these calculations. Previous studies
have noted a very small presence of the HgO species in equilibria above 700 K [144].
Thermochemical properties were modelled by fitting a piecewise polynomial to the
values in the data tables using a least-squares approximation. The piecewise polyno-
mials were calculated as two fifth-order polynomials for each specie’s heat capacity
across the temperature range of 300 K to 2500 K, with a midpoint varied to suit the
data. Two additional fitting coefficients were then calculated to fit the enthalpy and
entropy of the substance. The polynomial coefficients were calculated as the 7-form
NASA polynomials to satisfy the equations:
Cp
R
= a1 + a2T + a3T
2 + a4T
3 + a5T
4 (4.1)
H
RT
= a1 + a2
T
2
+ a3
T 2
3
+ a4
T 3
4
+ a5
T 4
5
+
a6
T
(4.2)
S
R
= a1 ln T + a2T + a3
T 2
2
+ a4
T 3
3
+ a5
T 4
4
+ a7 (4.3)
where a1 − a7 are the constant polynomial coefficients, T is the temperature, R is the
universal gas constant and Cp, H and S are the heat capacity, enthalpy and entropy of
the substance, respectively. The resulting thermodynamic database used in this study
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Major elements Weight %
C 70.56
H 5.96
O 16.29
N 1.47
S 4.08
Table 4.1: Major coal elements for equilibrium calculations. Values taken from Zhuang
and Pavlish [33].
contained 250 species, representing 17 elements (Hg, Cl, F, Br, I, O, N, S, C, H, Be,
Cr, Co, Pb, Mn, Ni, Ar). Species for arsenic, selenium, cadmium and antimony were
not included as there were no data available from the thermodynamic tables.
The python interface of the Cantera [389] library was used to calculate the equi-
librium values across the temperature range. The equilibrium prediction method that
was used from Cantera minimises the Gibbs free energy of the system for a constant
temperature and pressure. This method relies solely on the thermodynamic data and
atomic composition of the species, and is independent of any reaction mechanisms.
Only gaseous phase species were included in the thermodynamic calculations, as the
focus on this study is on homogeneous oxidation, however it is noted that some spe-
cies could form more stable solid-phase compounds at the conditions studied [144].
All calculations were undertaken for mixtures at atmospheric pressure.
The coal analysis data provided by Zhuang and Pavlish [33] was used in the ther-
modynamic calculations as the analysis included levels of trace elements, as well as
providing an oxyfuel firing regime for the equilibria calculations. Tables 4.1 and 4.2
contain the composition values used in the calculation. Solid-phase ash species were
not included in the coal composition as this analysis was based solely on gas-phase
species. The only reported halogen in the analysis by Zhuang and Pavlish [33] was
chlorine, so the concentrations of fluorine, bromine and iodine were estimated based
on their reported Clarke value, an estimate of the average species composition across
all coals, to the same ratio of the chlorine content in order to investigate their effects
[86]. The fuel-to-air equivalence ratio was set to match the experimental values of 0.93
for the oxy-fired case and 0.83 for the air-fired case. The oxidant used in the oxyfuel
equilibrium calculations was set to 73% CO2 and 27% O2 to match the experiments
by Zhuang and Pavlish [33]. Unlike in the experiments, the oxidant for the oxy-fired
case did not contain any pre-existing pollutants or nitrogen.
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Trace elements ppmw
Be 0.95
Cr 14.9
Co 5.69
Pb 7.62
Mn 33.0
Hg 0.08
Ni 22.2
Cl 137
Fa 84
Bra 6
Ia 1.5
a Value estimated from the Clarke value and the chlorine-to-Clarke value ratio from Ketris and
Yudovich [86].
Table 4.2: Trace elements for equilibrium calculations. Values taken from Zhuang and
Pavlish [33].
4.1.2 Results
The results shown in Figure 4.1 illustrate that there is very little change in the equilib-
rium distribution of Hg species when switching from air-fired to oxy-fired coal com-
bustion. When the halogen concentrations are increased by a factor of 100, shown
in Figure 4.2, the equilibrium distributions for air and oxy-27 both demonstrate the
same behaviour; shifting the point where [Hg] is equal to [HgCl2] to similar higher
temperatures. The results clearly show that HgCl2 is the most stable form of mercury
in the cooler regions of the flue gas, and is more stable than other mercuric halide
compounds, and that elemental mercury will not react at temperatures above 1200 K,
even with a considerable excess of halogen species. These calculations also suggests
that variations between the two conditions observed in experimental studies do not
arise from the thermodynamic properties of the system. This conclusion emphasises
the importance of an investigation into the kinetic parameters that govern mercury
interactions.
Equilibrium distributions for the halogen species were calculated for the oxyfuel
and air-fired cases. As with mercury, the halogen species exhibited the same distribu-
tions for both cases, and therefore only the oxyfuel distributions have been presented
in Figure 4.3. These results illustrate why the various halogens exhibit different ox-
idation efficiencies. Of all the atomic halogen species, only atomic fluorine is not
represented at combustion temperatures, and therefore it is justified to disregard the
fluoride species as an oxidiser of mercury. Reasonable levels of atomic chlorine are
97
 0
 0.2
 0.4
 0.6
 0.8
 1
 400  600  800  1000 1200 1400
M
er
cu
ry
 fr
ac
tio
n
Temperature (K)
[Hg]
[HgCl2]
[HgBr2]
(a) Air equilibrium
 0
 0.2
 0.4
 0.6
 0.8
 1
 400  600  800  1000 1200 1400
M
er
cu
ry
 fr
ac
tio
n
Temperature (K)
[Hg]
[HgCl2]
[HgBr2]
(b) Oxy-27 equilibrium
Figure 4.1: Equilibrium distributions for mercury in coal derived flue gas.
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Figure 4.2: Equilibrium distributions with increased halogen concentrations. Halogen
species’ concentrations were increased by a factor of 100 over the baseline
amount in Table 4.2.
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produced at the higher temperatures of combustion, which would remain in the flue
gas at temperatures relevant to mercury oxidation if the kinetic rates of the reactions
that consume Cl are reasonably slow. Both atomic Br and I are stable at regions close
to mercury oxidation temperatures, however their low concentrations reduce the ox-
idising potential of these halogens. The stability of these atomic halogens may also
serve to destabilise the respective mercurous halide species, which would reduce the
oxidation efficiency of the halogen.
This study introduced the thermodynamic behaviour of mercury and halogen spe-
cies under conventional and oxyfuel combustion conditions, for an atomic composition
that is representative of coal combustion. The equilibrium distributions of both mer-
cury and the halogen species exhibit negligible differences in response to the change in
combustion environment. The equilibria calculations reaffirm that mercury will only
oxidise in the lower temperature regions of the flue gas train, that atomic chlorine is
only produced at higher temperatures, and that atomic bromine is well represented at
far cooler temperatures than with chlorine.
4.2 Kinetic modelling investigation
A wide variety of published chemical-kinetic rate coefficients for mercury oxidation
were introduced in Subsection 2.2.3. The modelling study presented in this section
utilises a genetic algorithm to optimise a kinetic model so that the mechanism best
approximates the experimental data by Preciado et al. [117], which were obtained
for mercury oxidation under conventional and oxyfuel combustion conditions. The
mechanism is then analysed to determine the processes that are responsible for the
measured increase in oxidation efficiency observed under the oxyfuel conditions. The
genetic algorithm is applied to both chlorine and bromine reactions, and the result-
ing mechanisms are investigated using a brute force sensitivity analysis to identify
the most influential kinetic rates in each firing regime. This modelling investigation
highlights features of the mechanism that influence mercury oxidation, and provides
motivation for a wider consideration of chemical kinetics outside of the current mer-
cury oxidation scheme.
The experimental study by Preciado et al. [117] measured mercury oxidation rates
by chlorine and bromine species in both an oxyfuel and air-fired combustion envir-
onment, including measurements with varying levels of NO and SO2 pollutants. The
experiments were conducted in a 300 W laminar flow quartz reactor that was approx-
imately 1.3 m in length. The oxyfuel experiments were conducted with an oxidant
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Figure 4.3: Equilibrium distributions for halogen species under oxy-coal flue-gas en-
vironments.
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Figure 4.4: Temperature profiles for the training data from the experiments by Pre-
ciado et al. [117].
composed of 27% O2 and 73% CO2 supplied from gas cylinders. Chlorine concen-
trations were varied between 100 ppmv to 500 ppmv HCl, and bromine was varied
between 10 ppmv to 50 ppmv HBr. Reactants were introduced either dilute in air or
N2, providing potentially significant sources of N2 in the oxyfuel combustion envir-
onment. The temperature profiles across the reactor for the air-fired and oxy-fired
experiments were controlled using a Thermcraft high-temperature heater within the
first 0.54 m of the reactor, with the remainder being controlled with heating tapes.
The resulting temperature profiles along the length of the reactor for the two firing re-
gimes are shown in Figure 4.4. The total flow rate of the flue gas was fixed to 6 slpm,
and the stoichiometric ratio was varied to achieve an exit O2 concentration of 2% on
a dry basis under both firing conditions. Mercury oxidation was detected through a
scheme akin to the Ontario Hydro method, with additives to the conditioning system
to overcome experimental bias introduced by Cl2 formation or from the oxyfuel envir-
onment.
A genetic algorithm was applied to optimise the kinetic mechanism against the ex-
perimental data. Genetic algorithms are a class of optimisation techniques that are
used to generate solutions that can minimise an associated arbitrary cost function. In
a genetic algorithm the problem solution is encoded as a vector of numbers, allowing
numerous solutions to be represented as varying strings of values. Traditionally, the
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Figure 4.5: Flow chart for a genetic algorithm.
solution vector is represented by a string of binary digits, however it is also possible
to use real valued numbers.
The flow diagram for an arbitrary genetic algorithm is illustrated in Figure 4.5.
The algorithm starts with an initial stochastically generated population of solutions,
and then each solution is evaluated against a cost function, assigning a fitness to the
solutions. The best ranking solutions are mixed using cross-over operations, where
new solution vectors are generated through some combination of values contained in
two or more existing solutions. Mutation operations, where a new random value is
introduced into a solution’s vector, are also used to provide continued variance in the
population. The new population that is generated from these cross-over and mutation
operations is then evaluated against the cost function again, and the process continues
until a satisfactory solution is produced. In this study, the optimisation process was
terminated when the solution had not improved for over five generations.
A genetic algorithm is well suited for optimising a kinetic model due to the inherent
parametrisation of rate coefficients in the modified Arrhenius equation, Equation (2.3)
of Subsection 2.2.1. Genetic algorithms have been widely applied to successfully pro-
duce reduced kinetic mechanisms for combustion conditions [429–434]. The method
in this study uses a genetic algorithm to explore the solution space described by a
detailed chemical kinetic mechanism for mercury oxidation in a post-combustion flue
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gas. The solution vector is encoded as a three-tuple for each mercury and halogen
reaction, representing the pre-exponential factor A, temperature exponent n and ac-
tivation energy Ea of the modified Arrhenius equation. The solution vector omitted
the parameters n or Ea for reactions where these values were equal to zero. Only the
halogen and mercury reactions were allowed to change during the optimisation, as
mercury oxidation is most likely to be sensitive to these sub-mechanisms, and these
reactions are also associated with considerable uncertainty.
The cost function was based on the difference between measured and predicted
results from the one-dimensional solver of the Cantera library [389]. Reducing the
domain to a one-dimensional problem enforces assumptions that the flow has no ve-
locity in the radial directions of the reactor and that all of the gaseous species are
perfectly mixed. The C++ interface of Cantera was used to integrate the genetic al-
gorithm implementation with the cost function evaluation. The temperature of the
solution was fixed to the values presented in Figure 4.4, and the post-flame flue gas at
the inlet of the domain was calculated based on an equilibrium calculation at the inlet
temperature to achieve a representative radical pool, as was done in a previous study
[198]. The concentration of NO was fixed after the equilibrium calculation so that the
exit concentration was the same as was achieved in the experimental campaign, where
the model predicted that less than 1% of the NO concentration was lost to reactions
throughout the domain. The NO concentration for the oxyfuel cases was kept to the
value calculated from equilibrium.
Values in the solution vectors were restricted to vary only within limits on the base
mechanism. The pre-exponential factor was allowed to vary between 0.1-10, while the
exponential terms, the activation energy and temperature exponent, were allowed to
vary between a factor of ±0.25 from the base mechanism. The amount that the solution
vector varied from the base mechanism was also included in the cost function, so that
the algorithm selected solutions that are most representative of the mechanisms that
were developed on alternative data sets.
The full cost function is given as
C(xˆ) =
Nc∑
c
∣∣∣Mc − Pcxˆ∣∣∣
Ec
+
Nr∑
r

∣∣∣∣∣∣log10 ArArxˆ
∣∣∣∣∣∣ + 4
∣∣∣∣∣∣1 − EarEarxˆ
∣∣∣∣∣∣ + 4
∣∣∣∣∣∣1 − nrnrxˆ
∣∣∣∣∣∣
 (4.4)
where C(xˆ) is the cost of solution vector xˆ, Nc is the number of test cases, Nr is the
number of variable reactions, Mc is the measured mercury oxidation ratio for case
c, Pcxˆ is the predicted mercury oxidation ratio for case c using the mechanism de-
scribed by vector xˆ, Ec is the measured error bar for case c, and Ar, Ear and nr are
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the pre-exponential factor, activation energy and temperature exponent for reaction r,
respectively, with Arxˆ, Earxˆ and nrxˆ representing the pre-exponential factor, activation
energy and temperature exponent for the mechanism described by xˆ, respectively.
New generations of solution vectors were created through cross-over and mutation
operations. The cross-over operation selected values between two parent solutions
stochastically, providing a 50% chance of the child solution inheriting each set of rate
parameters from either parent, thus avoiding any fixed relationship between the reac-
tions. Reaction parameters were copied across as a full three-tuple, so parameters for
a specific reaction were not mixed in the cross-over operation. Each generation con-
tained a population of 128 solution vectors, where the six best performing solutions
were combined through cross-over operations with the top eighteen solutions. The best
performing solution was maintained across generations. Identical solutions were not
combined, and any shortfall in the new generation over the last generation was regener-
ated with new stochastically determined solutions, as in the initiation step, to continue
to promote variance in the population. Mutation operations occurred stochastically
once every eighty cross-over operations.
Validation of the developed model was carried out by comparing the optimised
mechanism against the measurements by van Otten et al. [97]. The validation case
is very similar to the case measured by Preciado et al. [117], however the main focus
on these cases was applied to different temperature profiles under air-fired conditions.
The flow rates and halogen concentrations are the same between the training and val-
idation cases, however the excess O2 in the case by van Otten et al. [97] was kept at
0.96% dry by volume, as opposed to 2% in the case by Preciado et al. [117]. The
temperature profiles used in the data by van Otten et al. [97] are shown in Figure 4.6,
and represent a high quench rate of 440 K/s and a low quench rate of 210 K/s, where
the temperature profile for the high quench rate is broadly similar to the temperature
curves used by Preciado et al. [117]. Experimental measurements carried out after
the results by van Otten et al. [97] demonstrated that the analysis of mercury oxida-
tion by bromine species requires continual cleaning of the sampling system to provide
reproducible results [435], and therefore the values for bromine oxidation efficiency
presented by van Otten et al. [97] may not be reliable, and so comparisons to these
data are done tentatively.
The resulting mechanisms from the genetic algorithm were analysed using a brute
force sensitivity analysis. The model for the halogen run that was consistent with the
measured values with pollutants, 200 ppmv HCl or 30 ppmv HBr, was executed sep-
arately for each of the reactions in the mechanism, with the kinetic rate scaled by 0.5
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Figure 4.6: Temperature profiles for the validation data from the experiments by van
Otten et al. [97].
and compared against the results without suppressing any reactions. The sensitivity
of mercury oxidation towards each reaction was calculated as the logarithm of the ra-
tio between the Hg0 mole fraction at the outlet with the reaction suppressed and the
baseline case,
S (r) = log2
XHg0 ,rXHg0,0
 (4.5)
where S (r) is the sensitivity value for reaction r, XHg0 ,0 is the baseline mole fraction
for Hg0 at the reactor outlet and XHg0,r is the mole fraction for Hg
0 at the outlet when
reaction r is suppressed. Intuitively a S (r) value of −1 would represent twice the
oxidation rate when reaction r is suppressed, thus implying that the reaction is detri-
mental to mercury oxidation, and a value of +1 would represent half of the mercury
oxidation when the reaction is suppressed, implying that the reaction is a promoter of
oxidation. This analysis method is simple and will allow for a quick determination of
reactions that either enable or prevent mercury oxidation in isolation, however it will
not highlight relationships between reactions.
This section will now continue to investigate the reaction schemes for mercury
with chlorine and bromine species using the genetic algorithm. The algorithm is ap-
plied separately to the mercury-chlorine reaction scheme in Subsection 4.2.1, and the
mercury-bromine scheme in Subsection 4.2.2. The conclusions to these investigations
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are discussed in Subsection 4.2.3.
4.2.1 Mercury chlorine reactions
The mechanism for mercury-chlorine oxidation was based on the GRI-3.0 mechan-
ism for C/H/O/N chemistry [436]. The sub-mechanism from Pelucchi et al. [437] was
used to describe the chlorine reactions, with the exception that the atomic chlorine re-
combination reaction was taken from the measured value by Donohoue [139]. A third
body efficiency of 2.33 times that of N2 for CO2 was used for the recombination reac-
tion of chlorine atoms as this has been reported previously [115]. The sub-mechanism
provided by Roesler et al. [111] was used for the NOx and Cl reactions, with the
omission of the HONO reaction with atomic chlorine, as the formation of HONO is
not included in the GRI-3.0 mechanism. The sulphur sub-mechanism from Gime´nez-
Lo´pez et al. [124], which has been validated for oxyfuel conditions, was used in this
study for the SO2-doped cases. Interactions between sulphur species and halogen spe-
cies were neglected. The measured Arrhenius rate expression by Donohoue [139] was
used for the recombination reaction of mercury and chlorine atoms, while the kin-
etic rates of the other reactions of the Widmer et al. [93] mechanism were taken from
the theoretical study by Krishnakumar and Helble [192]. The resulting mechanism
contained 86 species and 489 reactions, of which 75 reactions contained mercury or
halogen species, and were allowed to change under the genetic algorithm optimisation
process.
The best-performing solution was obtained by the genetic algorithm after twenty
generations, and did not change after the twenty-fifth generation. The genetic al-
gorithm took over one week to run on a 4-core 3.6 GHz CPU to optimise against the
nineteen cases measured by Preciado et al. [117]. The results of the optimised mech-
anism against measured values of mercury oxidation are shown in Figures 4.7 to 4.10.
The original mechanism was omitted from the results since less than 1% of the mer-
cury was predicted to have been oxidised in all of the cases with the base mechanism.
The results for air and oxyfuel conditions across varying HCl concentrations without
any additional pollutants is shown in Figure 4.7. The optimised mechanism demon-
strates good agreement to the measured values for mercury oxidation under both fir-
ing regimes. The weakest agreement between the modelled oxidation rate and the
measurements occurs at low HCl concentrations, where the oxidation efficiency under
air-fired conditions is predicted to be higher than in oxyfuel, which is not the case for
measured values at any HCl concentration.
The results for the mercury oxidation by chlorine under varying NO concentrations
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Figure 4.7: Comparison between modelled and experimental mercury chlorination
across varying HCl concentrations for air-fired and oxy-fired conditions.
Experimental data from Preciado et al. [116].
is shown in Figure 4.8. While there is some demonstration that increasing NO in the
measurements reduces the mercury oxidation rate, although this effect can be easily
masked within the error bars of the data, the model significantly over-predicts this
influence. The model predicts that almost all of the mercury is present in an unoxidised
state at the highest concentrations of NO, while measurements indicate less than a 50%
drop in the oxidation efficiency.
The results for mercury oxidation by chlorine under conditions with SO2 pollutants
is shown in Figure 4.9. The model predicts a greater sensitivity to SO2 concentra-
tions under oxyfuel conditions than under air-fired conditions, however this is not
reproduced in the measured data. Under both firing conditions, the mercury oxidation
ratio is predicted to decrease under increasing SO2 concentrations, although this is not
demonstrated significantly in the measured data that the model was trained to.
Finally, the results for the mechanism against the validation data is shown in Fig-
ure 4.10. The mechanism shows reasonable agreement with the validation data, pre-
dicting the right relative trend between the high and low quench cases. Despite the
good agreement with the low quench case, the high quench case is significantly over-
predicted, however the predicted oxidation efficiencies are very similar to the air-fired
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Figure 4.10: Validation of mercury chlorination model using the measurements by van
Otten et al. [97].
case by Preciado et al. [117]. This similarity is unsurprising, as the high quench val-
idation case and the air-fired case are very similar, and it is perhaps more indicative of
the reproducibility of the results and the changes in the conditioning system that were
developed between when the results by van Otten et al. [97] and Preciado et al. [117]
were published.
A sensitivity study was carried out to analyse the trends produced by the optimised
model. The sensitivity analysis was carried out on the 200 ppmv HCl air-fired and
oxyfuel cases, as well as the air-fired cases with 300 ppmv NO and 400 ppmv SO2,
and the oxyfuel case with 300 ppmv NO. The results of the sensitivity analysis is
presented in Figures 4.11 to 4.15, showing the ten reactions that mercury oxidation is
most sensitive to. The profiles along the length of the reactor for the atomic Hg and
Cl species for these cases is shown in Figure 4.16.
The results of the sensitivity study for the air-fired condition in the absence of ad-
ditional pollutants is shown in Figure 4.11. The results demonstrate the main pro-
moters of mercury oxidation in these conditions involves the atomic recombination
of mercury and chlorine atoms and the further reaction of HgCl with Cl2. The reac-
tion between HgCl and atomic Cl is shown to be detrimental to mercury oxidation in
this case, however this sensitivity is due to the reverse reaction, where atomic Cl and
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Figure 4.11: Sensitivity of mercury oxidation to mercury-chlorine reactions under the
air-fired environment in the model derived from the genetic algorithm.
the monohalide species are consumed. The results also show that the formation of
nitrosyl chloride, ONCl, can significantly reduce the formation of oxidised mercury
species, which is due to the pathway reducing the availability of the reactive Cl spe-
cies. The other reactions that control the rate of mercury oxidation are concerned with
consuming atomic Cl species. The atomic Cl recombination reaction shows relatively
low sensitivity, however this is likely to be due to the presence of other routes of Cl2
production, such as using ONCl as an intermediate.
Under increased NO concentration, the sensitivity of the results to the kinetic rates
of the reactions is far lower, which is shown in Figure 4.12. These low sensitivity
values are due to the very low oxidation rate, something that the optimisation pro-
cess was unable to rectify. The only reaction that the oxidation process shows any
appreciable sensitivity to is the formation of ONCl. This process is responsible for
the low oxidation rate in the cases with elevated NO concentrations. The relatively
high concentration of NO compared to Hg, and the increased stability of ONCl over
HgCl, are the reason why the model is incapable of predicting appreciable oxidation
at higher NO concentrations, despite the reasonably liberal changes permitted under
the optimisation process.
When SO2 is present, the model shows increased sensitivity to reactions including
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Figure 4.12: Sensitivity of mercury oxidation to mercury-chlorine reactions under the
air-fired environment with 300 ppmv NO in the model derived from the
genetic algorithm.
OH and HO2. Mercury oxidation in the presence of SO2 shows additional sensitivity
to the reactions
SO2 + OH(+M) −−−⇀↽−− HOSO2(+M) (R 4.1)
Cl2 + OH −−−⇀↽−− HOCl + Cl (R 4.2)
where Reaction (R 4.1) serves to mitigate mercury oxidation, and Reaction (R 4.2)
promotes oxidation, but only in cases with SO2. The presence of SO2 serves to restrict
the availability of Cl by reacting with OH species that would otherwise liberate the
atomic halogen species.
The results of the sensitivity analysis for the oxyfuel combustion case is shown in
Figure 4.14, with the case containing SO2 shown in Figure 4.15. The results under
oxyfuel show a similar trend as with the air-fired cases, except there is an increased
sensitivity to reactions involving OH species, due to the increase in the concentration
of these species under oxyfuel combustion conditions. Due to the lower concentration
of NO in the oxyfuel case, there is very little sensitivity to the formation of ONCl. It
is this variation in the NO levels that is responsible for the different oxidation rates
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Figure 4.13: Sensitivity of mercury oxidation to mercury-chlorine reactions under the
air-fired environment with 400 ppmv SO2 in the model derived from the
genetic algorithm.
between the two firing conditions. However, as the sensitivity to the NO concentration
is not adequately modelled across the air-fired conditions in Figure 4.8, it is uncertain
whether this feature of the developed model is valid of real combustion systems.
The concentration profiles for the cases analysed above, shown in Figure 4.16, il-
lustrate the dependence of mercury oxidation to the availability of atomic Cl radicals
in the model. Mercury oxidation only occurs after 0.8 m from the exit of the burner,
when the temperature in the domain drops below 750 K, however in the cases with NO
or SO2 added, the atomic Cl concentration has been largely consumed by this point.
In both the air-fired and oxyfuel cases without added pollutants, a low but noticeable
level of atomic Cl concentration persists until the exit of the domain, which causes
the mercury to oxidise. In the current mechanism, the level of mercury oxidation
is directly related to the availability of Cl radicals, which are sensitive to secondary
chemistry with NO and SO2.
The optimised kinetic rates for the reactions that mercury oxidation demonstrated
the most sensitivity to are shown in Table 4.3. The results shown in Figures 4.7 to
4.10 can be reproduced by applying only the modifications listed in Table 4.3 to the
base mechanism. The most significantly modified reaction is the formation of ONCl,
112
−0.08 −0.04 0 0.04 0.08
Hg + Cl +M −−−⇀↽−− HgCl +M
HgCl + Cl
2
−−−⇀↽−− HgCl2 + Cl
Hg + Cl
2
−−−⇀↽−− HgCl + Cl
2OH(+M) −−−⇀↽−− H2O2(+M)
OH +HO
2
−−−⇀↽−− O2 +H2O
HOCl + Cl −−−⇀↽−− HCl + ClO
H +O
2
−−−⇀↽−− O +OH
Cl + Cl +M −−−⇀↽−− Cl2 +M
Cl +HO
2
−−−⇀↽−− HCl +O2
ClO +NO −−−⇀↽−− NO2 + Cl
Sensitivity
Figure 4.14: Sensitivity of mercury oxidation to mercury-chlorine reactions under the
oxyfuel combustion environment in the model derived from the genetic
algorithm.
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Figure 4.15: Sensitivity of mercury oxidation to mercury-chlorine reactions under the
oxyfuel combustion environment with 400 ppmv SO2 addition in the
model derived from the genetic algorithm.
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Figure 4.16: Species concentration profiles along the distance of the reactor for atomic
Hg and Cl species in parts per billion by volume (ppbv).
in which the pre-exponential factor is reduced by close to the limit allowed by the
restrictions on the genetic algorithm, with the activation energy similarly increased by
close to the maximum allowable limit. It is highly unlikely that the original kinetic
rate is so significantly out of line with reality, however without these modifications
to the mechanism, the predicted concentration of reactive Cl species is far too low to
influence mercury oxidation. This result suggests that mercury may oxidise under al-
ternative routes, as the currently proposed mechanisms cannot account for an adequate
supply of Cl radicals without greatly reducing the formation of ONCl.
4.2.2 Mercury bromine reactions
As with the mercury-chlorine mechanism, the mechanism for mercury-bromine oxid-
ation was based on the GRI-3.0 mechanism for C/H/O/N chemistry [436]. The mech-
anism from Dixon-Lewis et al. [438] was used to describe the bromine chemistry, with
the rates suggested by Molina et al. [439] for the reactions between NO and bromine
species. The measured rate for the atomic recombination of Hg and Br by Donohoue
[139] was used in this study. The kinetic rates of mercury species with BrOH were
taken from the study by Niksa et al. [197], and kinetic rates from Wilcox and Okano
[191] were used for the remainder of the bromine-equivalent Widmer et al. [93] mech-
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Optimised kinetic rate Ratio to original rate
Reaction A n Ea A n Ea
Hg + Cl +M −−−⇀↽−− HgCl +M 1.74E+09 0 -5681 2.136 - 1.0
Hg + Cl2 −−−⇀↽−− HgCl + Cl 4.90E+10 0 144755 1.085 - 0.96
HgCl + Cl2 −−−⇀↽−− HgCl2 + Cl 1.58E+2 2.34 -16765 2.724 0.975 1.176
Cl + Cl +M −−−⇀↽−− Cl2 +M 4.79E+08 0 -7853 2.724 - 1.111
Cl + HO2 −−−⇀↽−− HCl + O2 7.18E+11 -0.676 0 0.958 1.073 -
Cl + OH +M −−−⇀↽−− HOCl +M 1.04E+14 -1.377 0 8.647 0.963 -
HOCl + Cl −−−⇀↽−− HCl + ClO 7.54E-4 4.54 -1207 2.093 1.115 0.856
ClO + O(+M) −−−⇀↽−− OClO(+M) 1.25E+09 0 -4784 1.535 - 0.847
OClO(+M) −−−⇀↽−− Cl + O2(+M) 2.05E+11 0 128065 4.540 - 0.850
ONCl +M −−−⇀↽−− NO + Cl +M 4.55E+11 0 161128 0.182 - 1.207
Table 4.3: Optimised reaction rate parameters of the most sensitive reactions involving
Hg or Cl species. The most significant deviations from the base mechanism
are highlighted in bold face.
anism. The resulting mechanism contained 63 species and 369 reactions, which is
far fewer than for the chlorine mechanism due to the absence of sulphur species and
a less detailed mechanism for the bromine chemistry. The mechanism contained 43
reactions that involved mercury or bromine species, which were allowed to change
under the genetic algorithm optimisation process.
The results of the optimised mechanism against the training data is shown in Fig-
ures 4.17 and 4.18 for the cases without added NO and with additional NO, respect-
ively. The results for the mechanism without optimisation have been included for
comparison. The genetic algorithm optimisation process was able to achieve excellent
agreement with the measured values of mercury oxidation by bromine species, with
all of the modelled predictions in Figure 4.17 lying between the error bars of the meas-
urements. This agreement is likely to be due to the higher concentration of atomic Br
species at equilibrium, resulting in the mercury oxidation rate being more sensitive to
the kinetically limited rates involving the reactive halogen species, and less dependent
on secondary chemistry that was not being modified in the optimisation.
The least agreement with the training data was found with the cases that had a
higher concentration of NO, which is similar to the cases containing chlorine species.
Unlike the chlorine cases, mercury oxidation by bromine is not completely suppressed
at higher concentrations of NO, but a significant sensitivity is demonstrated by the
model that is not present in the measurements, despite the model being optimised
to these cases. Again, this suggests that there may be further routes to the mercury
oxidation process that are not being considered in the current model.
Despite the shortcomings associated with the bromine cases measured by van Ot-
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Figure 4.17: Comparison between modelled and experimental mercury bromination
across varying HBr concentrations for air-fired and oxy-fired conditions.
Experimental data from Preciado et al. [116].
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Figure 4.18: Comparison between modelled and experimental mercury bromination
across varying NO concentrations with 30 ppmv HBr for air-fired and
oxy-fired conditions. Experimental data from Preciado et al. [116].
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Figure 4.19: Comparison between modelled and experimental mercury bromination
across varying HBr concentrations for the validation case. Experimental
data from van Otten et al. [97].
ten et al. [97], the model was applied to this case for illustrative purposes, shown in
Figure 4.19. While quantitatively these results show that the model fails to capture
the measured mercury oxidation profile, the trend shows that the lower quench rate
achieves the higher oxidation efficiency, the opposite to the results obtained for chlor-
ine, is captured by the model.
The results for the sensitivity analysis carried out for the three experimental condi-
tions measured by Preciado et al. [117] are shown in Figures 4.20, 4.21 and 4.22 for
the air-fired, air-fired with 300 ppmv NO at the outlet and oxyfuel cases, respectively.
Mercury oxidation by bromine broadly shows the same sensitivity to the analogous
reactions with the chlorine mechanism. Mercury oxidation is promoted by the recom-
bination reaction between Hg and Br, as well as the reaction between the monohalide
HgBr and Br2 species. The main inhibitory reactions involve the ONBr species, which
catalyses the formation of Br2.
At elevated NO concentrations, the oxidation of mercury by bromine species shows
less sensitivity to the kinetic rates, as was also the case for mercury oxidation by
chlorine species. This trend further suggests that the current mechanism is incomplete
in its description of mercury and halogen chemistry, as modifying just the kinetic
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Figure 4.20: Sensitivity of mercury oxidation to mercury-bromine reactions under the
air-fired environment in the model derived from the genetic algorithm.
rates will only have a small impact on the model predictions. Additional studies into
further potential pathways that include reactive species that are less sensitive to NO
concentrations are required to match modelling work to experimental measurements.
Under oxyfuel conditions, the reduced concentration of NO increases the import-
ance of the direct recombination reaction of Br atoms to form Br2 in governing the
modelled rate of mercury oxidation. There is a less significant sensitivity on the OH
chemistry than what was present for oxidation by chlorine species, principally due to
the relative abundance of atomic Br. The differences between the mercury oxidation
rates in the air-fired and oxyfuel conditions are explained by the different concentra-
tions of NO in the model, however as the sensitivity to the NO concentration is not
well predicted in air-fired environments, this may not be true in reality.
The concentration profiles for the cases analysed above, shown in Figure 4.23, again
illustrate the dependence of mercury oxidation to the availability of atomic halogen
radicals in the model. The concentration of Br atomic radicals is over two orders
of magnitude higher than the equivalent chlorine species, however the Br species is
readily consumed during the section of the reactor where mercury will oxidise, and so
the model is still somewhat sensitive to the prediction of other flue gas species, most
notably NO.
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Figure 4.21: Sensitivity of mercury oxidation to mercury-bromine reactions under the
air-fired environment with 300 ppmv NO in the model derived from the
genetic algorithm.
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Figure 4.22: Sensitivity of mercury oxidation to mercury-bromine reactions under the
oxyfuel combustion environment in the model derived from the genetic
algorithm.
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Figure 4.23: Species concentration profiles along the distance of the reactor for atomic
Hg in parts per billion by volume (ppbv) and Br species in parts per mil-
lion by volume (ppmv).
A selection of the modifications that were made in the optimisation process are
shown in Table 4.4. The results shown in Figures 4.17 to 4.19 can be reproduced by
only applying these modifications to the base mechanism. The three most signific-
ant modifications made by the optimisation process correspond to some of the most
sensitive reactions across the studied cases. Firstly, the reaction between HgBr and
Br2 has been accelerated by close to the maximum permissible by the optimisation
process. Furthermore the recombination reaction of Br atoms has been kinetically in-
creased with a rise in the pre-exponential factor as well as very significant increase in
the magnitude of the negative activation energy. The combined effect of these modi-
fications is to push the bromine distribution close to the equilibrium values.
In the optimisied mechanism, the modification of the ONBr formation reaction is
modified less significantly than what is necessary for the mercury-chlorine mechan-
ism, however the reaction of ONBr with atomic Br has been greatly reduced by the
optimisation process. This reaction is associated with considerable uncertainty, having
only been represented without any temperature-dependent kinetic parameters having
only been measured at 298 K [440], and must be investigated further to determine the
true influence of this process. The modifications in the bromine mechanism may be
feasible in reality, and therefore the current mechanism may be sufficient, however
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Optimised kinetic rate Ratio to original rate
Reaction A n Ea A n Ea
Hg + Br +M −−−⇀↽−− HgBr +M 4.82E+14 -2.072 0 2.274 1.11 -
HgBr + Br2 −−−⇀↽−− HgBr2 + Br 1.10E+12 0 517 9.932 - 1.035
Br + Br +M −−−⇀↽−− Br2 +M 6.66E+08 0 -2066 3.506 - 1.215
Br + HO2 −−−⇀↽−− HBr + O2 7.59E+06 0.970 477 0.883 0.970 1.019
HOBr(+M) −−−⇀↽−− Br + OH(+M) 1.73E+14 -1.581 0 0.816 0.850 -
HOBr + OH −−−⇀↽−− BrO + H2O 0.06213 3.036 -1345 0.327 0.973 1.076
ONBr +M −−−⇀↽−− Br + NO +M 1.14E+12 0 27250 0.949 - 1.088
ONBr + Br −−−⇀↽−− Br2 + NO 3.87E+10 0 0 0.176 - -
Table 4.4: Optimised Hg and Br reaction rate parameters of the most sensitive reactions.
The most significant deviations from the base mechanism are highlighted in bold
face.
further work is still required to identify the measured insensitivity to the NO concen-
tration.
4.2.3 Conclusions
This study used a series of published kinetic rates to construct a model for mercury
oxidation by chlorine and bromine species under the influence of NO and SO2 pollut-
ants. A genetic algorithm was used to optimise the model to the experimental results
of Preciado et al. [117] in order to analyse the important mechanisms in the chemical
process. Without optimisation, the presence of NO significantly mitigated mercury
oxidation by consuming most of the reactive halogen species, and the model was in-
capable of predicting any of the experimentally measured oxidation rates.
While the optimised model demonstrated reasonable agreement for the baseline
air and oxyfuel cases, as well as promising agreement to an alternative validation
data set, the models predicted considerable sensitivity to the presence of pollutant
species that was not present in the measured data. This sensitivity in the model is in
spite of the optimisation process that included these cases. In particular, it was not
possible for the optimisation process to mitigate the detrimental effects of NO on the
consumption of reactive halogen species. Therefore, it must be concluded that there
are mechanisms that are not present in the current model that need to be accounted for.
This may include surface-catalysed reactions, or reactions between mercury species
and nitrogen species, such as ONCl or ONBr.
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4.3 Summary
This chapter presented a thermodynamic and chemical kinetic study on mercury ox-
idation in both air-fired and oxy-fired combustion environments. While the thermo-
dynamic study yielded no significance in speciation between air-fired and oxy-fired
conditions, the chemical kinetic study was able to capture the differences between the
combustion environments, although with a heightened sensitivity to the NO concen-
tration.
The thermodynamic study in Section 4.1 illustrates that for both air-fired and oxy-
fired cases, Hg0 is the dominant gas-phase species of mercury at higher temperatures.
The equilibrium distributions also show that there is a tipping point, determined by the
total halogen concentrations, at which Hg2+ becomes dominant. Both mercury and
halogen species’ equilibrium distributions are unaffected by changing the combustion
environment.
The chemical kinetic investigation in Section 4.2 highlights the importance of mod-
elling several aspects of the combustion chemistry. A genetic algorithm was employed
to optimise a chemical kinetic model based on published mechanisms and kinetic rates
for mercury and halogen species. The optimisation process was successful in achiev-
ing agreement across several measured values for mercury oxidation rates, however
the model failed to capture some of the measured chemical behaviour.
The chemical kinetic study has demonstrated that the observed variations in mer-
cury oxidation rates under air-fired and oxy-fired combustion can be somewhat ex-
plained by variations in NO concentrations. However, the study has also demonstrated
that the currently published mechanisms for mercury oxidation are incapable of rep-
licating the insensitivity to the NO concentration in air-fired combustion, even with a
fairly liberal optimisation process. Further work should investigate the importance of
additional routes to mercury oxidation, which may include surface catalysed reactions
or interactions with other halogen species, such as the nitrosyl halides.
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5 Radiation model validation for
oxyfuel conditions
This chapter presents calculations of idealised environments that represent potential
oxyfuel conditions to provide validation of modelling approaches for the spectral ab-
sorption coefficient. Firstly, in Section 5.1, the LBL and narrow band models are
validated against the high resolution measurements of gas transmissivity by Alberti
et al. [256] for CO2/H2O/N2 mixtures. In Section 5.2, the LBL and narrow band mod-
els are used to calculate radiative transfer through a one-dimensional inhomogeneous
medium to test the inherent approximations introduced by the narrow band models
against LBL calculations. In Section 5.3, the global models that were introduced in
Subsection 3.1.2 are compared against narrow band calculations of radiative transfer
within a three-dimensional enclosure, which represents conditions that are relevant
to CFD calculations of oxy-coal combustion environments. Conclusions from these
studies are presented in Section 5.4.
The methods that are considered in this chapter are the LBL method using the
HITEMP-2010 [224] and CDSD-4000 [253] spectral databases, the SNB and CK nar-
row band models with the parameters provided by Rivie`re and Soufiani [263], the
SLW model using the ALBDF provided by Pearson et al. [309], the WSGG model
with the coefficients suggested by Smith et al. [220], Yin et al. [286], Johansson et al.
[291], Krishnamoorthy [293] and Kangwanpongpan et al. [292], and the FSK models
using the narrow band k-g distributions from Cai and Modest [441]. The SLWmethod
uses the multiplicative approach to generate the ALBDF from the single-specie lookup
tables, and the CK and FSK models both employ the mixing scheme of Modest and
Riazzi [282] to calculate the mixture k-g distributions. This study aims to validate
these various approaches and suggest a method for modelling the spectral component
of radiation that is suitable for CFD calculations of oxyfuel combustion.
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5.1 Validation of spectral models
Measurements by Alberti et al. [256] provide high resolution transmissivity values for
mixtures of CO2, H2O and N2 at elevated temperatures, and at concentrations that are
relevant for oxyfuel conditions. These fundamental measurements of homogeneous
paths allow for the validation of the computationally expensive LBL and narrow band
models, which are used as benchmark solutions to validate more expensive methods
in complex cases, such as the studies in Sections 5.2 and 5.3.
5.1.1 Case definitions
The LBL and narrow band models are validated against the measurements by Alberti
et al. [256] through the comparison of total emissivity. The measurements were con-
ducted using a high temperature ceramic flow gas cell, which has been used in other
previous measurements of gas spectra [259, 442]. Gas transmissivity was measured
using a blackbody power source at one end of the gas cell and an FTIR spectrometer
at the other end, separated by a column of radiatively participating gas species. It is
expected that uncertainties in the measurements using this technique are below 0.5%
for the majority of spectral lines [256].
The calculations in this study compare model results against the experimental meas-
urements of all 22 cases from Alberti et al. [256], which are outlined in Table 5.1.
These cases are grouped into cases that contain only CO2 and N2, labelled as the C#
cases, containing only H2O and N2, labelled as the W# cases, and containing mixtures
of the two participating species in N2, labelled as M# cases. The LBL calculations
in this study were evaluated using the HITEMP-2010 [224] spectral database for CO2
and H2O, which is also compared against the CDSD-4000 [253] database for the cases
that contain CO2. All of the LBL calculations assume a Voigt line profile, which is cal-
culated using the algorithm by Humlı´cˇek [255]. The modelled spectrum in the LBL
method was divided into uniform discrete intervals that were 0.001 cm-1 wide, and
was bound between 450 cm-1 and 7600 cm-1, representing the measured portion of the
spectrum and resulting in 7.15 × 106 spectral intervals for the absorption coefficient.
The contribution of each spectral line was truncated when the line strength fell below
a cutoff of 10−9 cm-1. The HITEMP-2010 database was used with the omission of the
spectral lines that were identified by Rivie`re and Soufiani [263] as being anomalous,
which have been similarly noted by other studies [256, 259].
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Case Length (m) Temp. (K) XCO
2
XH
2
O XN
2
C1 0.5339 500.15 1.0 0.0 0.0
C2 0.5371 1202.75 0.4314 0.0 0.5686
C3 0.54 1770.75 0.1726 0.0 0.8274
C4 0.54 1770.75 0.4314 0.0 0.5686
C5 0.54 1770.75 0.6903 0.0 0.3097
C6 0.54 1770.75 1.0 0.0 0.0
W1 0.5339 500.15 0.0 0.9811 0.0189
W2 0.5371 1202.75 0.0 0.1726 0.8274
W3 0.5371 1202.75 0.0 0.4314 0.5686
W4 0.5376 1302.15 0.0 0.9811 0.0189
W5 0.5389 1552.15 0.0 0.9811 0.0189
W6 0.54 1770.15 0.0 0.4314 0.5686
W7 0.54 1770.15 0.0 0.9811 0.0189
M1 0.5352 801.95 0.4314 0.4314 0.1372
M2 0.5352 801.95 0.6903 0.1726 0.1371
M3 0.5352 801.95 0.1726 0.6903 0.1371
M4 0.5371 1202.75 0.4314 0.4314 0.1372
M5 0.5371 1202.75 0.6903 0.1726 0.1371
M6 0.5371 1202.75 0.1726 0.6903 0.1371
M7 0.54 1770.75 0.4314 0.4314 0.1372
M8 0.54 1770.75 0.6903 0.1726 0.1371
M9 0.54 1770.75 0.1726 0.6903 0.1371
Table 5.1: Cases for the calculations of spectral transmissivity, taken from the experi-
mental cases defined by Alberti et al. [256]. Cases are defined by path length,
temperature and mole fractions of CO2, H2O and N2.
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The total gas emissivity for a path, ǫs→s′ , is calculated as
ǫs→s′(T ) =
∫ η+
η− Ibη(T )
(
1 − exp
[
−κηL
])
dη
Ib(T )
(5.1)
where η denotes wavenumber, Ibη is the Planck function, Ib is the total blackbody
emissivity, T is the temperature of the gas, L is the length of the gas column, and η−
and η+ are the minimum and maximum bounds over the spectral dimension that the
measurements were taken over, set to be 450 cm-1 and 7600 cm-1 respectively. The
relative percentage error in this study is expressed in the same terms as in the study by
Alberti et al. [256], and is given by
Error =
ǫp − ǫm
ǫm
× 100% (5.2)
where ǫp is the predicted emissivity from the model calculations and ǫm is the meas-
ured emissivity from the gas cell experiment, which was calculated using Equation (5.1)
with the measured spectral transmissivity data.
5.1.2 Results and discussion
The results of this study are shown in Figures 5.1 to 5.3. The results for the emissivity
calculations for CO2, Figure 5.1, demonstrate good agreement between the models and
the measured data, with the CDSD-4000 database achieving the greatest agreement
with the measured results for total emissivity across the majority of the CO2 cases. The
two narrow band models, which are based on the data from the CDSD-4000 database,
show the most deviation from the measured values of total emissivity, however this
disagreement is still below 5% for all of the cases.
The disagreement with the measured spectral data is greater for the cases containing
H2O, shown in Figure 5.2. The spectral absorption for water vapour extends past
the measured range in the experiments by Alberti et al. [256], which causes some
inaccuracy in applying the narrow band CKmodel, as the model parameters by Rivie`re
and Soufiani [263] are not aligned with the boundaries of the measured spectrum. The
SNB model, however, is aligned to a spectral resolution of 25 cm−1, and demonstrates
better agreement with the LBL data that the SNB parameters are based upon, however
the LBL data itself shows the worst agreement to the measured data across most of the
cases, and the greater agreement achieved by the narrow band models may be assumed
to be coincidental.
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Figure 5.1: Results for the total emissivity calculated for the cases C1–C6 against the
measurements by Alberti et al. [256].
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Figure 5.2: Results for the total emissivity calculated for the cases W1–W7 against the
measurements by Alberti et al. [256].
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Figure 5.3: Results for the total emissivity calculated for the cases M1–M9 against the
measurements by Alberti et al. [256].
The total emissivity values for the cases that contain a mixture of CO2 and H2O are
shown in Figure 5.3. The level of relative error in the mixture cases are consistent with
the error in the H2O cases, and are least significant in cases with a high concentration
of CO2. The errors associated with the two LBL methods are broadly similar across
all of the cases, thus indicating that the largest source of inaccuracy is in the treatment
of the H2O spectral absorption coefficient.
In general, the results of the calculations shown in Figures 5.1 to 5.3 demonstrate
good agreement between measured emissivity and model predictions across all of the
22 cases. Errors in the calculations are most significant for the higher temperature
emissivity of H2O, however all errors are below 7% of the measured emissivity value,
and the models accurately follow the relative trends across the cases. It is not possible
to use measured values for the following test cases used in this chapter, and therefore
the results of the spectral models are taken as an analogue for reality. While these
methods are reasonably accurate, it is important to acknowledge that these methods
will still have inaccuracies when compared against the true radiative properties of
gasses.
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5.2 Calculations of one-dimensional radiative transfer
The cases defined by Alberti et al. [256], which were used in Section 5.1 for val-
idating the spectral models, describe the transmissivity across a homogeneous path,
where the narrow band models are very close representations of the LBL data, and
inaccuracies are mostly incurred from numerical considerations associated with the
implementation. It is necessary to define cases that describe radiative transfer through
inhomogeneous media to test the inherent approximations in the models for practical
cases, namely the assumptions of a scaled or correlated absorption coefficient. Both
the scaled and correlated approximations break down in cases with strong temper-
ature gradients [283], or in cases with variations in the relative composition of the
participating species [284]. Additional hypothetical cases are introduced to compare
the predictions of LBL and narrow band models across a one-dimensional path. For
brevity, the global models are not included in this study, however these models are
validated in Section 5.3 against the narrow band models that are included in this study.
The radiative transfer in the hypothetical cases of inhomogeneous media is calcu-
lated using the DO method for a one-dimensional slab and solving for the integral
form of the RTE, which is presented for a non-scattering medium as [270]
Ii,n+1 = τi,n→n+1Ii,n + (1 − τi,n→n+1)Ib,n+1/2 (5.3)
where Ii,n is the radiative intensity at nodal point n and direction i, τi,n→n+1 is the mono-
chromatic transmissivity between nodal point n and n + 1 in direction i, and Ib,n+1/2 is
the blackbody intensity evaluated at the temperature between the nodal points n and
n+1. The path length between nodal point n and n+1 along direction i, which is used
to calculate τi,n→n+1, is evaluated as |xn → xn+1|/|µi|, where xn is the position of node
n and µi is the directional cosine associated with direction i, which is defined by the
angular quadrature scheme. The results for the CK model were evaluated in the same
way, where each interval in the spectral dimension was replaced by a term for each
quadrature point within each narrow band. The RTE for the SNB model is modified to
account for the additional correlation terms that arise from applying the narrow-band
averaged transmissivity, so that the averaged intensity at a node n in direction i, I¯i,n, is
given by [270]
I¯i,n+1 = I¯i,n + (1 − τ¯i,n→n+1)I¯b,n+1/2 + C¯i,n+1/2 (5.4)
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where
C¯i,n+1/2 = I¯i,1(τ¯i,1→n+1 − τ¯i,1→n)+
n−1∑
k=1
[
(τ¯i,k+1→n+1 − τ¯i,k+1→n) − (τ¯i,k→n+1 − τ¯i,k→n)
]
I¯b,k+1/2 (5.5)
where the nodal point 1 corresponds to the boundary. All of the models assume that
the medium is constant between nodal points.
Once the intensity has been calculated for each directional position, the radiative
heat flux at each nodal point is calculated as
qn =
Ni∑
i
wiµiIi,n (5.6)
where qn is the nodal radiative heat flux, wi is the quadrature weight associated with the
directional cosine µi and Ni is the number of ordinates. The results from the different
models are compared against their prediction of the radiative source term, − dq/ dx,
which is calculated from the nodal heat flux using a finite difference scheme. The S 8
quadrature scheme was used to describe the ordinates in this study, resulting in a total
of eight directional cosines for the one-dimensional cases.
The LBL calculations in this study are calculated using the HITEMP-2010 and
CDSD-4000 databases. The LBL spectral data is calculated using Voigt line profiles
with a line cut-off intensity of 10−9 cm-1 and omitting the lines that were identified
by Rivie`re and Soufiani [263] as being anomalous, in the same way as was calculated
in Section 5.1. The spectral range was increased in this study to cover 50 cm−1 to
15000 cm−1, with the same resolution of 0.001 cm−1, resulting in 1.495× 107 discrete
intervals across the spectral dimension.
The percentage relative error in this study was calculated as
Error =
∇qnb − ∇qcdsd
max
∣∣∣∇qcdsd∣∣∣ × 100% (5.7)
where ∇qnb is the radiative source term calculated from the narrow band models,
∇qCDSD is the radiative source term calculated from the LBL calculation using the
CDSD-4000 database for the spectral lines of CO2. The LBL results using the CDSD-
4000 database was chosen for the benchmark in the error calculation as both sets of
narrow band model parameters are based on the spectral data in the CDSD-4000 data-
base.
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5.2.1 Case definitions
Three test cases are introduced in this study to validate the assumptions of a scaled or
correlated absorption coefficient in an oxyfuel combustion environment. The first hy-
pothetical test case, which will be referred to as H1, is based on the three-dimensional
case introduced by Liu [272], and updated by Porter et al. [299] to represent oxyfuel
conditions. The test case has a fixed gas composition, with the mole fractions of CO2,
H2O and N2 set to 0.85, 0.1, and 0.05 respectively, which loosely represents the flue
gas of an oxyfuel process with a dry recycle. The case is defined with variable tem-
perature along the path, which is defined as the centreline temperature in the original
case [272]; a piecewise linear profile across a 4 m domain is defined as
T (x) =

400 + 1400x/0.375 x ≤ 0.375 m
1800 − 1000(x − 0.375)/3.625 x > 0.375 m
(5.8)
where T (x) is the temperature, in Kelvin, at position x, in metres. The boundary
conditions of the case, where x = 0 m and x = 4 m, is set to the blackbody intensity
evaluated at 300 K, and neither boundary is treated as reflective with an emissivity of
1. The RTE is calculated over 24 grid points, which are most finely spaced across the
high temperature region, as defined in the case by Liu [272].
The second hypothetical case, H2, represents a similar 4 m path length with variable
species concentrations with a fixed temperature. The species concentration was chosen
to vary so that the relative partial pressures of CO2 and H2O obeyed the relationship
0.125 ≤ H2O/CO2 ≤ 2, so that the conditions span the range of the ratios specified
by the oxyfuel WSGG coefficients that are employed in the Section 5.3 where this
distribution is also applied. The species concentrations are defined according to the
following distribution
XH2O(x) = 2
(
x
4
) (
1 − x
4
)
+ 0.1 (5.9)
XCO2(x) = 0.9 − XH2O(x) (5.10)
XN
2
(x) = 0.1 (5.11)
where Xsp denotes mole fraction of species sp, and again, x is the position in metres.
The boundary to this case is set to the blackbody intensity at 500 K to comply with the
limits of the WSGG coefficients that are used in the latter study.
The final case, denoted H3, is similar to the oxyfuel case put forward by Chu et al.
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Figure 5.4: Temperature and species distribution for the third one-dimensional test
case, H3. Points indicate the location of the node centres used in the cal-
culation.
[265], which was used to compare LBL databases and narrow band predictions for
oxyfuel conditions, and was based on the initial case by Liu et al. [271] to represent
a counterflow diffusion methane-flame. In the previous study by Chu et al. [265], the
LBL method with the HITEMP2010 database was compared with the SNB model us-
ing parameters based on earlier spectral data databases, and was shown to have good
agreement. In this study the narrow band CK model and more recently developed
SNB parameters are compared against the HITEMP-2010 and CDSD-4000 databases.
The composition of the domain is also modified to represent an oxy-coal combustion
environment with a dry recycle. The advantages of testing with a dry recycle ensures
that the molar ratio of CO2 and H2O varies across the domain, which will test one
of the noted causes of inaccuracies in the application of the correlated or scaled as-
sumption for oxyfuel combustion. The temperature and species distribution is listed
in Table 5.2 and shown graphically in Figure 5.4. The inlet and outlet points are set
to the same values, which are 300 K for the temperature and 0.6 and 0 for the mole
fractions of CO2 and H2O, respectively. All values peak at a distance of 0.1375 m,
with values of 2000 K for temperature, and mole fractions of 0.74 and 0.07 for CO2
and H2O respectively. Twenty evenly spaced nodes were used for the solutions of case
H3.
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Distance (m) Temp. (K) XCO
2
XH
2
O
0.0125 300 0.600 0.000
0.0375 400 0.628 0.014
0.0625 700 0.656 0.028
0.0875 1100 0.684 0.042
0.1125 1600 0.712 0.056
0.1375 2000 0.740 0.070
0.1625 1800 0.726 0.063
0.1875 1600 0.712 0.056
0.2125 1300 0.698 0.049
0.2375 1000 0.684 0.042
0.2625 800 0.670 0.035
0.2875 700 0.656 0.028
0.3125 600 0.642 0.021
0.3375 550 0.628 0.014
0.3625 500 0.621 0.011
0.3875 450 0.614 0.007
0.4125 400 0.607 0.004
0.4375 350 0.604 0.002
0.4625 325 0.600 0.000
0.4875 300 0.600 0.000
Table 5.2: Temperature and species distribution for the third one-dimensional test case,
H3. Locations are represented at the location between nodes used in the
calculation.
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5.2.2 Results and discussion
The results for cases H1, H2 and H3 are shown in Figures 5.5, 5.6 and 5.7, respectively.
Within all three of the test cases, the LBL method demonstrated excellent agreement
between the two databases, with the only visual disagreements occurring around the
peak temperatures in the cases H1 and H3.
The results for the case H1, shown in Figure 5.5, demonstrate a less than ±2% dis-
agreement between the benchmark data and the narrow band models across the entire
domain. The results show a similar profile that is present in the three-dimensional
case by Liu [272], where the source term is positive in the low temperature regions,
reduces to a sharp negative peak where the gas temperature is at its maximum, and
then reduces to a value close to zero in the region where the temperature is more uni-
form. The majority of the error is associated with the region close to x = 0 m, where
the temperature gradient is most significant. The error is significantly reduced in the
low-gradient region past x = 0.5 m. Between the two narrow band models, the SNB
model shows the most smooth and consistent error that follows the magnitude of the
source term, thus indicating that the induced error is likely to be a systematic error
associated with the specific implementation of the model, and which is likely to be
case independent.
The results for the case with variable species composition across the path length,
case H2, is shown in Figure 5.6. The error in all but two of the nodal locations is less
than ±1%, however the error next to the boundaries of the domain are significantly
higher at over 8%. Within this region there is a sharp temperature gradient between
the walls at 500 K and the medium at 1500 K, which explains the disagreement being
localised to the edge nodal locations. The predicted radiative source term from the
narrow band models across the path with variable species concentrations is in excel-
lent agreement with the benchmark data, and so the variations in species distributions
appear to be captured well by the narrow band models, while errors are still induced
by strong temperature gradients.
The results of the radiative source term calculation for the case with variable spe-
cies concentrations and gas temperature, case H3, is shown in Figure 5.7. As with
the H1 case, the source term shows a sharp negative peak at the maximum temper-
ature, which also coincides with the maximum species concentration as well. The
shape of the source term plot generally follows the same trend as the gas temperature
across the domain. As with the case in H1, the errors for the SNB model smoothly
follow the magnitude of the source term calculation, further indicating that the SNB
model demonstrates a very good approximation of the LBL data. While the CK model
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Figure 5.5: Radiative source term across the one-dimensional slab for case H1.
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Figure 5.6: Radiative source term across the one-dimensional slab for case H2.
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Figure 5.7: Radiative source term across the one-dimensional slab for case H3.
demonstrates more variable error relative to the LBL data, specifically across the peak
temperature region of the domain, all errors are below 2% of the maximum source
term value.
The narrow band models demonstrated excellent agreement with the LBL method
for the calculation of the radiative source term, with all relative errors being less than
2%, with the exception of the near-boundary locations in case H2. The relative errors
induced in the calculation of the radiative source term are significantly lower than the
errors encountered for the calculation of the total emissivity presented in Section 5.1.
While the SNB model was shown to agree better with the LBL data, both narrow band
models are applicable to calculating benchmark results for oxyfuel environments in
more complex cases.
5.3 Calculations of radiative transfer within a
three-dimensional enclosure
The studies in Sections 5.1 and 5.2 identified the narrow band methods as being accur-
ate in the calculation of radiative transfer through media relevant for an oxyfuel envir-
onment. This study applies narrow band and global methods to a three-dimensional
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enclosure, calculating the radiation energy source term and radiative heat flux within
the framework of the commercial CFD code ANSYS Fluent v15. The conclusions
from this study are directly applicable to CFD calculations of oxyfuel combustion.
The two narrow band models that were validated in the previous sections are used
to generate benchmark data to validate the global methods. The benchmark data are
generated for two cases within a three-dimensional geometry with fixed temperature
and species compositions. Both the SNB and the CK methods are used to generate
benchmark data. The CK model and the global methods are solved using the FVM
in Fluent, with user-defined functions to customise how the RTE is solved. The FVM
is used due to its accuracy at the boundary for evaluating the radiative heat flux. The
large computational cells used in this study result in a significant optical thickness
for the control volumes, so the second order upwind scheme was used for the FVM
spatial discretisation. The results for varying the number of quadrature points in the
FSK methods, and the number of grey gasses in the SLW method, are compared, as
well as comparing the grey and non-grey WSGG approaches and the SLW-1 method.
Validation is carried out by comparing the calculation of the radiation energy source
term and the radiative heat flux, the two quantities that have a direct impact on the
energy and temperature fields in the solutions of CFD calculations.
The SNB model cannot be used with the RTE solvers that are available in Fluent,
and so the model is applied to the cases by implementing a ray tracing method similar
to the DTM to solve the RTE, as described in the study by Liu [272]. The narrow band
averaged integral form of the RTE, Equation (5.4), is solved for a number of rays,
which are prescribed by the Tn quadrature set [443], originating from the faces of
each cell in the domain. The radiative source term for the centre of a cell is calculated
by a finite difference between the values of the radiative heat flux at the cell faces. This
method is implemented with a user-defined function within Fluent to ensure that the
case specifications between the SNB and CK benchmark calculations and the global
methods are identical.
As discussed in Chapter 3, the application of the non-grey WSGG method cannot
be applied to non-homogeneous cases without further development, specifically for
the parameters defined by Johansson et al. [291] and Kangwanpongpan et al. [292], as
these methods directly base the emissivity weighting function on the local gas com-
position, which is not defined for radiation emitting from the boundary. In the current
study, two approaches are proposed. In the first method, the gas composition used
for the emissivity weighting of the boundary is derived from the adjacent fluid cell.
In the second method the gas composition for all spectral quantities is derived from
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the volume averaged mole fractions, and is applied to the fluid absorption coefficient
as well as the emissivity weighting function. The WSGG parameters defined by Yin
et al. [286] and Krishnamoorthy [293], which are defined across discontinuous inter-
vals of the gas composition, are also compared in a similar manner, whereby either
the local composition or the volume-averaged composition is used to select the dis-
crete interval for the radiative properties. This treatment is not considered for the grey
WSGG method, which has been widely implemented by only considering local gas
compositions.
The FSK models were implemented using the narrow band k-g distribution data-
bases from Cai and Modest [441]. The full-spectrum k-g distributions for mixtures
were generated by applying the mixing scheme by Modest and Riazzi [282] to the
narrow band distributions first, and then constructing the full-spectrum k-g distri-
bution from the narrow band mixture distribution. As the construction of these k-g
distributions can be relatively computationally expensive, and would therefore be in-
appropriate for CFD calculations, full-spectrum k-g distributions are tabulated in a
pre-processing step for a range of thermodynamic states and linear interpolation is
used to calculate the local k-g distribution. The tabulation uses temperature spacing of
100 K, and the species tabulation is done across intervals in the mole fraction of 0.1.
As the benchmark cases are at a constant atmospheric pressure, the k-g distributions
are only calculated for the one pressure value.
The reference state in the FSK models was calculated as a volume averaged species
composition and using a reference temperature T0 that satisfies the implicit relation
[284]
κpl(φ
0
)T 40 =
1
V
∫
V
κpl(φ)T
4 dV (5.12)
where κpl(φ) is the Planck averaged absorption coefficient at the thermodynamic state
φ, V denotes volume and φ
0
is the reference state, which is composed of the volume
averaged gas species composition, the reference temperature and the pressure at 1 atm.
The SLW and SLW-1 methods are implemented using the ALBDF lookup tables
from Pearson et al. [309]. The mixture ALBDF is generated using the multiplicat-
ive approach in the SLW method. The SLW-1 parameters are generated by using a
Newton-Raphson method to fit the emissivity over two lengths to the predicted value
from the SLW method using the direct integration method to calculate the mixture
ALBDF. The two lengths were calculated as factors of 0.5 and 2 of the mean beam
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length [306], where the mean beam length is approximated as [223]
s =
3.6V
A
(5.13)
where s is the mean beam length, V is the internal volume and A is the surface area of
the box. The mean beam length in these cases was 1.44 m. The reference approach was
employed for both the SLW and SLW-1 to extend the methods to a non-homogeneous
medium [303].
5.3.1 Case definitions
The two cases used in this study are similar to two of the cases originally proposed
by Liu [272], and are defined on a cuboid geometry that is 2 m × 2 m × 4 m and
bounded by black walls and at a constant atmospheric pressure. The predictions from
the global methods are compared against the narrow band calculations of the radiative
source term along the centreline of the domain parallel to the z-axis and the radiative
heat flux half way up the wall, along the line (0 m, 1 m, z).
The first case has a non-uniform temperature distribution that is symmetrical around
the z-axis, and is identical to the oxyfuel case proposed by Porter et al. [299]. The
centreline temperature parallel to the z-axis is defined by a piecewise linear temperat-
ure profile, as described for case H1 in Subsection 5.2.1, with the radial temperature
distribution defined as
T =

(Tc − 800) f (r) + 800 r ≤ 1
800 r > 1
(5.14)
where Tc is the centreline temperature, defined by Equation (5.8), r is the distance of
the location from the centreline and where f (r) = 1 − 3r2 + 2r3. The walls of the
geometry are set to 300 K with an emissivity of 1. The temperature distribution in this
case is shown in Figure 5.8. The gas composition is constant throughout the medium,
with the mole fractions of CO2 and H2O are set to 0.85 and 0.1 respectively, with the
balance made up from N2, which is assumed to be transparent. The case is solved on
a 17×17×24 cell grid, with a higher density of cells in the high temperature region;
identical to the original case proposed by Liu [272]. Both the SNB benchmark data
and the FSCK results for this case have been updated to the more recent parameters
used in this study. The T6 quadrature scheme was used to generate the SNB benchmark
data, as increasing the number of rays to the T8 scheme did not significantly affect the
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Figure 5.8: Temperature distribution for case 1.
solution. A 3×3 angular discretisation was used in the FVMmethod, where increasing
to a 4 × 4 discretisation did not affect the solution.
The second case has a variable species concentration and a uniform temperature.
The species distribution along the z-axis is the same as the distribution in case H2,
which is defined in Equations (5.9) to (5.11), and did not vary along the x and y
directions. The distribution of H2O is shown in Figure 5.9. The geometry is divided
into a uniform 11×11×25 cell grid, as was done for the second case in Liu [272].
The temperature of the medium in the second case is 1500 K and the walls are fixed
to 500 K to adhere to the limits of the WSGG methods. The T8 quadrature scheme
was used for the SNB results on the second case as there were noticeable differences
between the T6 and T8 schemes, but not between the T8 and T10 schemes. As with the
first case, a 3×3 angular discretisation was used in the FVMmethod, where increasing
to a 4 × 4 discretisation did not affect the solution.
5.3.2 Results and discussion
All global methods were calculated in serial on a 3 GHz CPU, and took less than a
few minutes to reach a converged solution. The time required to reach the converged
solution was directly related to the number of RTEs required, regardless of the model,
with the addition that the FSK models also required a preprocessing step to generate
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Figure 5.9: H2O mole fraction distribution for case 2.
the k-distributions. The results are given in Figures 5.10 to 5.21. The two narrow band
models show good agreement in both of the cases, and variations between the two are
assumed to be due to the different RTE solver as these differences are more significant
than in the errors in the study shown in Section 5.2.
The calculated values for the radiative source term and heat flux for the widely used
grey WSGG are shown in Figures 5.10 and 5.11. The calculated values for the radiat-
ive source term in the non-isothermal case, Figure 5.10(a), demonstrate the unsuitab-
ility of the widely used parameters by Smith et al. [220] for oxyfuel environments, as
these parameters significantly under-predict the magnitude of the source term across
the whole domain. The parameters developed for oxyfuel conditions produce results
that are much closer to the benchmark data. However these results show the same
qualitative trend as the results from the parameters by Smith et al. [220], and do not
capture the peaks in gas absorption and emission at z=0 m and z=0.375 m respectively.
The heat flux calculations from the greyWSGGmethods are shown in Figure 5.10(b).
The parameters that were developed for oxyfuel conditions all significantly over-
predict the heat flux compared to the benchmark data. The only calculation that is
close to the benchmark data is from the parameters by Smith et al. [220], however,
due to the significant under prediction of the magnitude of the radiative source term,
this is likely to be a coincidental result, and the parameters by Smith et al. [220] are
not recommended for CFD calculations of oxyfuel combustion.
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Figure 5.10: Results from applying the grey WSGG model in case 1 for calculating
the radiation source term along the centreline parallel to the z-axis and
the radiative heat flux at the wall line (0 m, 1 m, z).
The calculations on the case with a variable gas composition highlight signific-
ant deficiencies in the grey WSGG methods, shown in Figure 5.11. The calculation
of the radiation source term, Figure 5.11(a), shows neither qualitative or quantitat-
ive agreement with the benchmark data. Furthermore, discontinuities in the WSGG
model parameters by Smith et al. [220], Yin et al. [286] and Krishnamoorthy [293]
are clearly visible in the derived quantities. The prediction of the radiative heat flux in
Figure 5.11(b) shows better agreement with the benchmark data, however the misrep-
resentation of the radiation source term is likely to cause significant errors in coupled
CFD calculations.
The results for the non-grey WSGG method are shown in Figures 5.12 and 5.13. In
comparison to the grey formulation discussed above, the non-grey WSGG shows much
better agreement with the benchmark data in the non-isothermal case. The calculation
of the radiative source term, Figure 5.12(a), correctly captures the peaks at z=0 m and
z=0.375 m, and the calculations of radiative heat flux, Figure 5.12(b), are in close
agreement with the benchmark data.
The non-grey WSGG model was applied using two approaches on the second case,
the first approach applied the radiative properties calculated from the gas composi-
tion of the nearest cell, and the second approach applied the volume averaged species
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Figure 5.11: Results from applying the grey WSGG model in case 2 for calculating
the radiation source term along the centreline parallel to the z-axis and
the radiative heat flux at the wall line (0 m, 1 m, z).
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Figure 5.12: Results from applying the non-grey WSGG model in case 1 for calcu-
lating the radiation source term along the centreline parallel to the z-axis
and the radiative heat flux at the wall line (0 m, 1 m, z).
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concentrations. The results for both approaches is shown in Figure 5.13. The results
for the application of the nearest cell’s composition shows the same errors associated
with discontinuities in the radiative source term that were apparent for the grey WSGG
model, shown in Figure 5.13(a). The source term appears much smoother when the
global species composition is taken instead of the values at the nearest local cell and
there is better agreement with the benchmark data, as shown in Figure 5.13(c). Des-
pite this agreement in the radiative source term, without accounting for the local vari-
ations in the gas composition the heat flux predictions produce a flat profile along the
wall, which does not match the benchmark data, as shown in Figure 5.13(d). The best
agreement with the heat flux is achieved by using the parameters by Kangwanpongpan
et al. [292] based on the local cell composition, however the source term predictions
for these values demonstrates significant variability across the centreline that is not
present in the benchmark data.
The calculated results using the SLW method are shown in Figures 5.14 and 5.15
for a range of values for the number of grey gasses, N j. The results across the two test
cases show a reasonable approximation of the benchmark results, however the method
demonstrates noticeable inaccuracies In the second case that are not resolved through
the refinement of the total number of grey gasses. The optimal number of grey gasses
in the two benchmark cases is around 10, which is twice as high as the requirement
for the non-grey WSGG methods.
The results for the more computationally efficient SLW-1 method are shown in Fig-
ures 5.16 and 5.17. The trends in the results from the SLW-1 model are very similar
to the trends shown by the SLW method in the first case, however with a significantly
reduced computational requirement. However, unlike the grey WSGG model and the
SLW model with few grey gas components, the SLW-1 method under-predicts the
heat flux in the first case, shown in Figure 5.16(b). The results for the calculation of
the radiative source term from the SLW-1 method in the second case are also show a
similar, but more exaggerated, curvature in the centre of the domain to the non-grey
WSGGmethod, illustrated in Figure 5.17(a). In contrast with the first case, the SLW-1
over-predicts the heat flux in the second case, however there is a good agreement in
the corners of the domain.
Finally, the results for the FSK models are shown in Figures 5.18 to 5.21. Both the
FSCK and FSSK models were calculated with a variation of the number of Gaussian
quadrature points, Nq, between 2 and 9, but only the values for 3, 5 and 7 are presented.
There was very little change in the calculated results for the FSK models beyond
Nq = 5, as can be seen in the results for Nq = 5 and Nq = 7.
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Figure 5.13: Results from applying the grey WSGG model in case 2 for calculating
the radiation source term along the centreline parallel to the z-axis and
the radiative heat flux at the wall line (0 m, 1 m, z) for two approaches of
applying the species composition dependency on the radiative properties.
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Figure 5.14: Results from applying the SLW model in case 1 for calculating the ra-
diation source term along the centreline parallel to the z-axis and the
radiative heat flux at the wall line (0 m, 1 m, z).
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Figure 5.15: Results from applying the SLW model in case 2 for calculating the ra-
diation source term along the centreline parallel to the z-axis and the
radiative heat flux at the wall line (0 m, 1 m, z).
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Figure 5.16: Results from applying the SLW-1 model in case 1 for calculating the
radiation source term along the centreline parallel to the z-axis and the
radiative heat flux at the wall line (0 m, 1 m, z).
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Figure 5.17: Results from applying the SLW-1 model in case 2 for calculating the
radiation source term along the centreline parallel to the z-axis and the
radiative heat flux at the wall line (0 m, 1 m, z).
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Figure 5.18: Results from applying the FSCK model in case 1 for calculating the ra-
diation source term along the centreline parallel to the z-axis and the
radiative heat flux at the wall line (0 m, 1 m, z).
Both the FSCK and the FSSKmodel demonstrate excellent agreement to the bench-
mark solutions for the first case, with very little difference between the predicted val-
ues from the two models. For both of the FSK models the optimal number of quadrat-
ure points, Nq, is shown to be around five points. Across both the radiative source term
and the heat flux calculations the FSK models show greater agreement with the CK
model. This agreement is most likely attributable to the shared RTE solver between
the CK and global methods, as the assumption of a scaled or correlated absorption
coefficient between the SNB and CK models respectively is shared with the two FSK
models, however the disagreement is only apparent for the narrow-band models.
The second case shows some small differences between the two FSK models, with
the FSCK model showing better agreement with the benchmark data for the radiative
source term near to the boundary of the domain. The FSSK model does not fully cap-
ture the sharp gradient in the radiative source term across the first few nodes, however
the prediction of the FSCK model is almost in complete agreement with the bench-
mark data. Both FSK models show a slightly higher calculated radiative heat flux than
the narrow band models in the second case, however this error is significantly lower
than any of the other global models tested in this study.
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Figure 5.19: Results from applying the FSCK model in case 2 for calculating the ra-
diation source term along the centreline parallel to the z-axis and the
radiative heat flux at the wall line (0 m, 1 m, z).
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Figure 5.20: Results from applying the FSSK model in case 1 for calculating the ra-
diation source term along the centreline parallel to the z-axis and the
radiative heat flux at the wall line (0 m, 1 m, z).
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Figure 5.21: Results from applying the FSSK model in case 2 for calculating the ra-
diation source term along the centreline parallel to the z-axis and the
radiative heat flux at the wall line (0 m, 1 m, z).
5.4 Conclusions
The study in this chapter aimed to validate a range of methods for modelling spec-
tral radiation in an oxyfuel combustion environment. This aim was achieved using
three approaches. Firstly, high resolution spectral measurements were used to validate
the LBL and narrow band methods, which are often used in place of real values for
the absorption coefficients of participating gas species. Secondly, the approximations
of a scaled or correlated absorption coefficient in the narrow band models was chal-
lenged by comparing calculated results with LBL calculations of radiative transfer in
a one-dimensional domain. Finally, global models were validated against the narrow
band models in a three-dimensional enclosure, using implementations that are directly
applicable to CFD calculations of oxyfuel combustion.
The LBL and narrow band calculations of total emissivity were shown to achieve
good agreement across all 22 cases measured by Alberti et al. [256], with maximum
errors of less than 10% when compared to the measured emissivity. While the LBL
method introduces very few approximations regarding the underlying physical phe-
nomena of radiative transfer, it must be recognised that this approach still induces
some errors, and inaccuracies in more approximate models will propagate these errors
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further.
Comparisons of the narrow band models with LBL calculations under conditions
relevant for oxyfuel combustion demonstrated good agreement between the spectral
models. While the narrow band models showed similar disagreement towards the
LBL calculations and the measurements for total emissivity, less than 7% error, the
calculations of the radiation energy source term showed much better agreement, with
less than 2% error across the cases studied, with the exception of the locations with
a hot gas juxtaposed to a significantly cooler wall. These results indicate that for
problems of practical interest, the narrow band models agree very closely with the
LBL results and can be used as benchmark data for oxyfuel combustion cases.
The global methods were implemented in ANSYS Fluent v15, a commercial CFD
software code, and were validated against the narrow band models that were previ-
ously validated for one-dimensional cases. It was found that the grey WSGG method,
which is widely used in CFD calculations, is inaccurate for both the radiation source
term and heat flux, failing to capture large gradients in the source term and signific-
antly over-predicting the heat flux. It was also found that discontinuous WSGG para-
meters induce significant errors in the resulting predicted radiation fields when ther-
modynamic properties crossed the defined boundaries. The non-grey WSGG model
showed significantly better agreement with the benchmark data, however the method
is not directly applicable to media containing variable species distributions. While it
was shown that taking a global species distribution for calculating the radiative para-
meters achieved reasonable agreement for the radiation source term, the prediction of
radiative heat flux reduced in accuracy.
The SLW, SLW-1, FSSK and FSCK models were also validated against the narrow
band benchmark data. The SLW-1 method demonstrated significant inaccuracies for
the variable species case, and the SLW method required a significant number of grey
gasses to achieve a solution that was invariable to the introduction of further grey
gasses. The results showed that the FSK models achieved the best agreement to the
benchmark data. The FSCK model, using five quadrature points, is recommended as
an accurate radiation model for oxyfuel conditions, as this method demonstrates the
greatest agreement with the benchmark data, and has a similar computational cost as
the non-grey WSGG methods.
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6 Modelling of oxy-coal combustion
systems
The work in this chapter applies the radiation models that were introduced in Chapter 3
and validated in Chapter 5 to CFD calculations of a coal-fired test facility. The facility
that has been modelled is the 500 kWth Pulverised Fuel Combustion Rig (KSVA)
operated by the Institute of Combustion and Power Plant Technology at the University
of Stuttgart. The cases that are modelled include one air-fired case and one oxy-
coal case, with modelling results validated against experimental measurements of gas
temperature, gas species composition and radiative heat flux to the furnace walls. As
the furnace can be approximated as a two-dimensional axis-symmetric geometry, it
is also possible to apply the narrow-band CK model that was used to validate the
global models in Chapter 5. Applying the CK model allows for the approximations
in the global radiation models applied in this study to be assessed separately from
the assumptions introduced by other approximate sub-models, such as turbulence and
combustion models, that were necessary to model the entire combustion process.
Section 6.1 introduces the cases to be modelled, including a description of the fur-
nace. Studies into the influence of radiation models and particle radiation treatment on
the KSVA facility are discussed in Section 6.2, and the conclusions from these studies
are discussed in Section 6.3.
6.1 Case description
The KSVA is a 500 kWth down fired single-burner combustion facility. The facility is
equipped with pollutant control devices, such as a selective catalytic converter (SCR)
and ESP, and a flue gas recycle line, thus allowing the furnace to be operated in an
oxyfuel mode that would be typical for a utility power station operating with oxyfuel
combustion for CCS [211, 444]. A process flow diagram of the KSVA facility is shown
in Figure 6.1. The furnace is cylindrical in shape, and is approximately 7 m high with
an internal diameter of 0.8 m. The furnace is equipped with numerous access ports
to facilitate the measurement of wall heat fluxes and in-flame species concentrations
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Figure 6.1: The KSVA test facility. Figure taken from Grathwohl et al. [444].
and gas temperatures. The top 4 m of the furnace is lined with a refractory material
that is 0.12 m thick and has a low thermal conductivity of 2.4 W/mK, so that the gas
temperature and residence times are comparable to a full-scale boiler. The outside
of the refractory wall is water-cooled to control the refractory temperature. Storage
tanks are used for the O2 supply when the facility is running in oxyfuel mode. Addi-
tionally, CO2 storage tanks are used during oxyfuel firing to transport the coal into the
combustion chamber.
Two cases have been calculated in this study; a baseline air-fired case and an oxy-
coal case, which are reported in detail by Grathwohl et al. [444]. The two cases were
operated at the same thermal input and with the same South African coal. The cal-
orific, proximate and ultimate analyses of the coal are shown in Table 6.1, and the
particle size distribution is shown in Figure 6.2. A Rosin-Rammler distribution was
used to model the range of particle sizes, which defines the mass fraction of particles
with a diameter greater than diameter d as
Yd = exp
−
(
d
d¯
)n (6.1)
where Yd is the mass fraction of particles with a diameter greater than d, d¯ is the mean
particle diameter and n is the spread parameter. The particle size distribution provided
by Grathwohl et al. [444] is defined based on the volume fraction of particles, however
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Calorific Value (kJ/kg, ara):
Net 24,316
Gross 25,444
Proximate Analysis (weight%, ara):
Moisture 8.94
Volatile Matter 25.20
Fixed Carbon 52.56
Ash 13.30
Ultimate Analysis (weight%, dabb):
C 80.76
H 5.47
O 11.13
N 2.11
S 0.53
a As received.
b Dry, ash-free basis.
Table 6.1: Coal properties from the KSVA experiments. Coal analysis from Grathwohl
et al. [444].
in the model each particle is assumed to have the same density, so Equation (6.1) is
used without modification. The Rosin-Rammler distribution parameters were chosen
by fitting Equation (6.1) to the measured distribution, which resulted in a mean dia-
meter of 41 μm and a spread parameter of 1.2, which is also shown in Figure 6.2.
The operating parameters of the two cases are outlined in Table 6.2. The oxyfuel case
was operated with a total inlet oxygen concentration of 29.5% by volume so that the
adiabatic flame temperature between the oxyfuel case and the air-fired case were the
same.
The KSVA furnace was fitted with a burner that was based on a scaled IFRF aerody-
namically air staged burner (AASB) design during the test campaigns. The dimensions
of the burner and the quarl are shown in Figure 6.3. The burner consists of an inner
primary annulus, which carries the pulverised coal particles into the furnace, and an
outer secondary annulus that carries the majority of the oxidant for combustion. The
core that is internal to the primary annulus consists of a perforated plate that is used
to introduce a methane flame at start-up, but is not in use under steady conditions of
solid fuel combustion. The secondary register is swirled using four fixed blades at a
45◦ angle to ensure a well-defined inlet boundary condition. Due to the fixed thermal
load and stoichiometric ratio between the two cases, while the total O2 concentration
varied, the velocity of the secondary register in the oxyfuel case is significantly re-
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Figure 6.2: Coal particle size distribution compared with a fitted Rosin-Rammler dis-
tribution. Measured particle size distribution from Grathwohl et al. [444].
Operating parameters Air Oxy
Thermal input (kW) 305 305
Primary inlet gas Air CO2
Primary gas mass flow (kg/h) 43 67
Primary velocity magnitude (m/s) 22.2 22.8
Fuel feed rate (kg/h) 41.5 41.5
Secondary gas mass flow (kg/h) 371 309
Secondary velocity magnitude (m/s) 55.0 37.0
Secondary gas composition (vol %, wet):
O2 20.84 36.04
N2 77.71 5.8
CO2 0.04 47.25
H2O 0.49 10.91
Total O2 (vol%, wet) 20.9 29.5
Recycle ratio (%) – 76.9
Stoichiometric ratio 1.15 1.15
Table 6.2: Operating parameters for the KSVA experiments.
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Figure 6.3: Schematic of the burner fitted to the KSVA facility. Measurements are
given in mm. Locations within the furnace are given relative to the ‘Burner
exit’ point in this figure.
duced from the air-fired case, which may have an impact on the burner aerodynamics.
6.2 Radiation models for oxy-coal combustion
The objective of this study is to validate global radiation models for CFDmodelling of
oxy-coal combustion. The work in this chapter will first define a baseline modelling
approach, which will be tested for grid dependency and validated against experimental
measurements. Following the definition of the baseline case, the results are then com-
pared against different approaches for modelling gas and particle radiation.
6.2.1 Baseline model specifications
The KSVA furnace was modelled as a two-dimensional axis-symmetric cylinder using
the commercial CFD code ANSYS Fluent v15. Only the first 4 m from the exit of
the burner was modelled, as the refractory material changes past 4 m and this region
contained all of the measurements made in the experimental campaign. The flows used
to cool the diagnostic flame-scanning equipment were neglected in order to model the
furnace as a two-dimensional geometry. The two flame scanners were positioned in
the ceiling of the furnace, angled 30◦ towards the flame, and at port 5, 0.63 m from the
exit of the burner. The cooling flow from the two flame scanners were each metered to
the same value at 8.5 kg/h and 9 kg/h under air and oxyfuel conditions, respectively.
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Figure 6.4: Computational mesh that was developed for the CFD calculations of the
KSVA test facility.
The total mass flow from the two scanners accounted for less than 5% of the overall
mass flow.
The computational mesh that was developed for the CFD calculations of the KSVA
furnace, shown in Figure 6.4, contained 59,990 quadrilateral cells. The mesh was
developed so that the y+ value, a non-dimensional wall distance related to the thickness
of the laminar boundary layer, is greater than 11 inside the furnace, so that the standard
wall functions of Launder and Spalding [445] can be used. Scalable wall functions
were selected so that in regions where the value of y+ falls below a minimum value it
is clamped, so that the wall functions do not deteriorate under grid refinement. Grid
dependency was tested by calculating the results on a new mesh that was generated
by reducing the lengths of the cells by a factor of 0.5, thus dividing each quadrilateral
cell into four smaller cells, resulting in a total cell count of 239,960 cells. The mesh
is refined so that there is a high density of cells inside the quarl to resolve the mixing
between the two inlet registers and capture the combustion behaviour in the near-quarl
region.
The baseline modelling approach is outlined in Table 6.3. A RANS model was used
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for predicting the turbulent flow, utilising the Launder et al. [446] Reynolds stress
model. The constants in the Reynolds stress model were kept to the same values
as those used by Launder et al. [446]. The Reynolds stress model has been chosen
as this method has been shown to work reasonably well in similar combusting flows
[351, 447]. The dispersed phase was modelled with Lagrangian tracking of discrete
particles, using the discrete random walk model [359] to include the effect of turbu-
lence on the particle motion. The two phases were coupled by introducing source
terms into the appropriate equations for the continuous phase.
The ED combustion model [400] was applied for the gaseous combustion, with a
two-step mechanism for volatile combustion. The volatile gasses were modelled as
an empirical species based on the ultimate analysis of the fuel, assuming a molecular
weight of 30 g/mol. The ratio between the volatile gas yield at high temperatures
and the measured value in the proximate analysis was also taken to be the same as
the value measured by Backreedy et al. [448] for a similar South African coal, which
were based on drop-tube furnace measurements. This high temperature volatile yield
resulted in a total yield of 26.8% by weight of the ‘as received’ coal particle, with
the increased yield is offset by a reduced fixed carbon content. The resulting two-step
mechanism that was used to model the gas-phase combustion reactions is given as
C1.10H4.72O0.61N0.13S0.01 + 1.44O2 −−−→ (R 6.1)
1.10CO + 2.36H2O + 0.065N2 + 0.01SO2
CO + 0.5O2 −−−→ CO2 (R 6.2)
The standard mixing parameters defined by Magnussen and Hjertager [400] were used
in this study, where A = 4 and B = 0.5 for both reactions, and where A and B are the
mixing parameters defined in Equation (3.114) in Subsection 3.3.3.
The single Arrhenius rate devolatilisation model and apparent char kinetics were
used to model the coal conversion. The same devolatilisation rate that was used by
Backreedy et al. [448] for a similar South African coal was used in this study, which
was based on FG-DVC [366] calculations at a high heating rate of 105 K/s. The
particle swelling coefficient, the ratio between the raw and devolatilised coal particle
diameter, was set to 1.1 [208].
The char combustion kinetics were modelled using an n-th order Arrhenius expres-
sion based on apparent kinetics from the study by Karlstro¨m et al. [379], that measured
the combustion rate for a similar South African coal char in a drop-tube furnace under
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Model Details
Turbulence Reynolds stress model Model constants from [446]
Coal particles Lagrangian tracking Ndiameters = 30
Particle dispersion Discrete random walk Ntries = 10
Spectral radiation FSCK Nq = 5
Particle Qabs Mie theory
Particle Qsca Mie theory
RTE solver Finite volume method 3 × 3 angle
Combustion model Eddy-dissipation
Devolatilisation Single kinetic rate [448] A = 4.68 × 1011 s−1
Ea = 155.9 kJ/mol
Char combustion Apparent kinetics [379] A = 1.9 × 10−4 kg/(m2sPan)
Ea = 70 kJ/mol
n = 1.08
α = 0.25
Table 6.3: Models employed for calculating the baseline case for the KSVA facility.
air-fired combustion conditions. The rate of char consumption is calculated as
dmc
dt
= kiApp
n
O
2
,s (6.2)
where ki = A exp (−Ea/RT ) is the kinetic rate of combustion in Arrhenius form, mc is
the mass of char, t denotes time, Ap is the external surface area of the particle (Ap = πd
2
p
with particle diameter dp), pO
2
,s is the partial pressure of O2 at the particle surface and
n is the apparent reaction order. The values for A, Ea and n are parameters that are
taken from the study by Karlstro¨m et al. [379]. The partial pressure at the particle
surface is eliminated, and the overall rate of char combustion is calculated as [379]
dmc
dt
= kiAp
(
pO
2
,∞ − dmc
dt
1
ApRd,i
)n
(6.3)
where Rd,i is the diffusion limited rate, which is calculated using the expression in
Equation (3.102). Equation (6.3) is solved using Brent’s method [394]. The bulk
diffusion of O2 to the particle surface, used in evaluating Rd,i, is calculated using the
binary diffusion coefficients calculated by ANSYS Fluent that are based on kinetic
theory, in order to account for the difference in diffusion between air- and oxy-coal
combustion environments. The size of the char particle during combustion is modelled
with a burning mode α = 0.25, as in the study by Karlstro¨m et al. [379].
The recommended radiation property model from Chapter 5, the FSCK model with
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a five-point Gaussian quadrature, was applied in the baseline case due to its compu-
tational efficiency and accuracy in the validation cases. The FSCK model is imple-
mented so that full-spectrum mixture k-g distributions are assembled from the single-
specie narrow band k-g distributions tabulated by Cai and Modest [441], using the
mixing scheme by Modest and Riazzi [282]. In order to improve computational effi-
ciency, the full-spectrum k-g distributions are tabulated for a range of temperatures and
gas concentrations that span the computational domain, and the local k-g distributions
are calculated using linear interpolation. As with the study in Chapter 5, the tabulation
is implemented with a constant step size of 100 K in temperature and a value of 0.1
in gas specie mole fraction. The reference state in the FSCK model was calculated
as a volume averaged species composition and using a reference temperature T0 that
satisfies the implicit relation [284]
κpl(φ
0
)T 40 =
1
V
∫
V
κpl(φ)T
4 dV (6.4)
where κpl(φ) is the Planck averaged absorption coefficient at the thermodynamic state
φ, V denotes volume and φ
0
is the reference state, which is composed of the volume
averaged gas species composition, the reference temperature and the pressure at 1 atm.
The tabulated k-g distributions were recalculated regularly, every 2000 iterations, to
ensure that the reference condition was representative of the solution.
The particle radiation properties were calculated from the Mie theory, using the
method of Bohren and Huffman [333]. The optical constants that were used for coal
particles were taken from the measured values by Manickavasagam and Mengu¨c¸ [337]
for a constant real index of n = 1.8 for the Kentucky No. 9 coal. The measured optical
constants by Goodwin and Mitchner [322] were used for fly ash particles, using the
tabulation from Liu and Swithenbank [347]. Planck averaged Mie theory values were
tabulated in a pre-processing step for a range of temperature and particle sizes, and
were linearly interpolated at run-time. The optical properties for burning char particles
were calculated as a linear interpolation between the optical properties of char and ash
particles based on the fractional burnoff of the particle. A zero-order delta-Eddington
scattering phase function was used, where the scattering efficiency of the particle,
Qsca, was modified by the asymmetry factor to remove forward scattering directions,
Q∗sca = Qsca(1 − g), where g is the asymmetry factor [245]. Efficiency values for the
mean particle diameter, 41 μm, for the absorption efficiency, Qabs, and the modified
scattering efficiency are shown in Figure 6.5.
One of the main deficiencies in the modelling approach outlined in this subsection
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Figure 6.5: Particle scattering and absorption efficiency for the particle size with the
mean diameter as a function of particle temperature.
is that the effect of the oxyfuel environment on the coal conversion and combustion
processes is largely neglected. Devolatilisation kinetics and the devolatilisation yield
is constant between the two combustion environments, and neither CO2 or H2O gasi-
fication is considered. Furthermore, a simple two-step volatile combustion mechanism
is used, neglecting the potential equilibrium balance in CO2 dissociation. As the focus
of this thesis is on radiation models, only standard modelling approaches have been
considered for other phenomena, however it is acknowledged that the simplifications
in these models could lead to significant errors in the resulting predictions.
Two thermal boundary conditions were applied in the modelling work. The vertical
section of the furnace wall was modelled with an outside temperature of 350 K and a
thermal thickness based on the conductivity of the wall. The surfaces inside the burner
and the ceiling of the furnace, which make the remainder of the other walled surfaces
of the case, were modelled as adiabatic walls, where it was assumed that no heat was
lost through these surfaces at steady conditions. The furnace walls, namely the vertical
wall, the ceiling and the quarl, were modelled with an internal emissivity of 0.8, which
has been used in other studies on similar furnace refractory materials [216], while the
internal burner surfaces were modelled with an emissivity of 1.
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The primary and secondary gas inlets were both specified as constant velocity pro-
files across the surfaces, however the domain was extended so that a fully developed
velocity profile was produced before the primary and secondary gasses were intro-
duced into the combustion furnace. The swirl in the secondary gas register was mod-
elled by imposing an initial constant swirl velocity to represent a 45◦ swirl angle. An
outflow boundary condition, which assumes a zero diffusive flux at the exit of the
domain, was used to model the boundary at 4 m from the burner. Both the inlets and
outlets are treated as blackbody surfaces at the boundary temperatures for the radiation
boundary conditions.
6.2.2 Baseline results
Three cases were run with the baseline case approach; the ‘baseline’ case as outlined
above, the ‘refined space’ case, which is calculated on the finer 239,960 cell mesh,
and the ‘refined angle’ case, which is calculated on the original mesh but with a 4 × 4
angular discretisation in the FVM RTE solver. Results are presented for the air-fired
and oxyfuel cases, comparing against in-flame temperature and species profiles and
surface radiative heat flux. The results for the air-fired case are presented in Figures 6.6
to 6.8, and the oxyfuel case results are presented in Figures 6.9 to 6.11 for the baseline
modelling approach.
Comparisons of the CFD results for air-fired combustion against in-flame temperat-
ure and O2 concentration are shown in Figure 6.6(a) and 6.6(b), respectively. In both
plots it is shown that refining the mesh or the angular discretisation has only a minor
impact on the results. The results show that the for the z=0.33 m to z=0.99 m lines,
the combustion rate is being significantly under-predicted, as the gas temperature is
far lower than the measured value while the O2 concentration is being over-predicted
in the central region.
It is unlikely that the homogeneous combustion model is under-predicting the rate of
combustion, as the EDmodel neglects any kinetic limitations of the combustion mech-
anism. Additionally, the devolatilisation process has largely finished by this region,
with the ignition of the flame falling behind the first measurement line. It is most likely
that the char combustion process is being inadequately modelled. This could be due to
many reasons, such as the aerodynamics incorrectly tracking the particles, resulting in
a shorter residence times, the char conversion model incorrectly predicting the correct
rate of combustion, or that the particle radiative properties are not accurately affecting
the particle temperature. Only the latter of these is tested in this chapter, however it is
likely that a combination of these factors, and more besides, could be contributing to
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Figure 6.6: Baseline CFD calculations against in-flame measurements in the air-fired
case for (a) temperature and (b) O2 concentration.
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Figure 6.7: Baseline results for radiative heat flux in air.
these results.
The results for the radiative heat flux to the furnace wall is shown in Figure 6.7. As
with the in-flame predictions, there is no significant deviation between the baseline,
refined space, or refined angle calculations. The greatest disagreement between the
measured values and the predictions from CFD calculations occurs in the top 1 m
of the furnace, which corresponds to the region where the combustion rate is being
under-predicted. Further downstream, the radiative heat flux starts to become over-
predicted, presumably due to the combustion process being deferred to the later stages
in the furnace.
The results in the radiative heat flux also demonstrate a sharp spike near to the loc-
ation 0.5 m from the burner exit, which does not change under grid refinement. This
spike corresponds to a region where the particle tracking model predicts an accumu-
lation of particles undergoing char combustion. This region is noticeable in the O2
distribution shown in Figure 6.8(b) between the second and third measuring line and
against the furnace wall. The level of turbulent kinetic energy is small in this region,
so the discrete random walk model does not predict any sizeable perturbations from
the continuous velocity in this region. Furthermore, the axial velocity, shown in Fig-
ure 6.8(c), is essentially zero, which causes long residence times. The discrete random
walk model is known to perform poorly in wall bounded flows [357], and models that
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(a) Temperature (b) O2 mole fraction (dry) (c) Axial velocity
Figure 6.8: Distributions of baseline CFD calculations in air for (a) temperature, (b)
O2 distribution and (c) axial velocity. Lines indicate the position of the
measurement ports.
account for the boundary layer may improve these predictions [449]. This sharp spike
in the radiative heat flux is an artefact of the particle tracking method; however, even
with this somewhat artificial influence, the results are still significantly lower than the
measured values for the surface incident radiation.
Comparisons between CFD predictions and measured gas temperatures and O2 con-
centrations are shown in Figures 6.9(a) and 6.9(b), respectively. As with the air-fired
case, the results with a refined angular discretisation and the case with the refined spa-
tial mesh demonstrate the same results as the baseline case. Generally, the results for
temperature and O2 show a greater agreement between CFD and measurements than
was found for the air-fired case, although the region that is closest to the burner is still
not well predicted.
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Figure 6.9: Baseline CFD calculations against in-flame measurements in the oxyfuel
case for (a) temperature and (b) O2 concentration.
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Figure 6.10: Baseline results for radiative heat flux in the oxyfuel case.
The radiative heat flux predictions against measured values in the oxyfuel case is
shown in Figure 6.10. Again, the refined cases show little deviation from the baseline
modelling approach. The radiative heat flux is captured better by the CFD calculations
of the oxyfuel case, however the heat flux is still over-predicted in the downstream
regions of the domain.
The distributions of temperature, O2 concentration and axial velocity are shown in
Figure 6.11 for the oxyfuel case. These results show that the flame shape is differ-
ent to the air-fired case. This is due to the lower velocity in the secondary register,
which causes a weaker recirculation zone in the centre of the domain, and causes the
secondary stream to directly impinge on the furnace wall.
The results shown in this subsection provide a baseline calculation for further com-
parisons. The results demonstrate that the mesh containing 59,990 cells and a 3 × 3
angular discretisation is adequate for these calculations. The results also show some
significant deviations from measured values. The narrow band calculations that are
undertaken in Subsection 6.2.3 are important in separating the influence of other mod-
elling assumptions, and allow for the assessment of radiation models in isolation.
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(a) Temperature (b) O2 mole fraction (dry) (c) Axial velocity
Figure 6.11: Distributions of baseline CFD calculations in the oxyfuel case for (a)
temperature, (b) O2 distribution and (c) axial velocity. Lines indicate the
position of the measurement ports.
169
6.2.3 Gas radiative property models
To analyse the sensitivity of the gas property model on the prediction of the radiat-
ive heat flux and in-flame gas temperatures and compositions, the CFD calculations
of the KSVA facility are repeated with different gas property models. Furthermore,
the narrow band CK method is also applied, which, due to its close agreement to the
LBL calculations presented in Chapter 5, is expected to be highly accurate. The nar-
row band CK model serves as additional validation data so that the radiation models
can be compared without the additional uncertainties introduced by other modelling
assumptions of the combustion process. Due to the significantly increased compu-
tational requirements of the CK model, this method was only validated by solving
the RTE with a fixed temperature and gas composition, which was taken from the
baseline case results. The other gas property models were evaluated by undertaking
fully coupled calculations.
The gas property models that are compared in this study include the grey WSGG
method with the parameters by Smith et al. [220], which is the most widely applied
method for modelling radiative properties of combustion gasses, the grey and non-
grey WSGG method using the parameters of Kangwanpongpan et al. [292], the FSCK
baseline case and the narrow band CK model, which was applied using the parameters
by Rivie`re and Soufiani [263]. The non-grey WSGG method was implemented using
the volume averaged gas composition to evaluate the local radiative properties. The
results for in-flame temperature and O2 predictions from applying the spectral models
are shown in Figures 6.12 and 6.13 for the air-fired and oxyfuel cases, respectively.
The air-fired case and the oxyfuel case show a small sensitivity of in-flame proper-
ties towards the choice of radiation model, with gas temperatures at the final measure-
ment port differing by around 50 K. As radiation is a long-distance thermal transport
mechanism, this sensitivity is expected to increase for larger combustion systems. In
the refractory lined KSVA facility, the hot walls and particles act as significant sources
of radiative energy, and the treatment of the participating medium becomes less signi-
ficant than would be the case under large-scale industrial combustion systems.
The radiative heat flux values, shown in Figures 6.14 and 6.15 for air and oxyfuel
respectively, demonstrate some sensitivity to the choice of radiation model in the up-
stream region of the furnace. The results demonstrate that the grey WSGG methods
predict a higher radiative heat flux to the wall, in a very similar fashion to what was
found in the study in Chapter 5. Changing to a non-grey method, such as the non-grey
WSGG or FSCK methods, lowers the prediction of radiative heat flux. The non-grey
methods also show excellent agreement to the narrow band CK method, further sug-
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Figure 6.12: Different radiation models against in-flame measurements in the air-fired
case for (a) temperature and (b) O2 concentration.
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Figure 6.13: Different radiation models against in-flame measurements in the oxyfuel
case for (a) temperature and (b) O2 concentration.
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Figure 6.14: Radiative heat flux for the air-fired case with different radiation models.
gesting that these methods are accurate.
Under oxyfuel combustion, only the grey WSGG method using the parameters by
Kangwanpongpan et al. [292] predicts a higher radiative flux to the wall, with the
model by Smith et al. [220] showing similar predictions to the non-grey methods.
However, as with the benchmark cases in Chapter 5, this is most likely to be a com-
pensation of errors due to the model not accounting for the high levels of CO2. Again,
the non-grey WSGG method and the FSCK method show excellent agreement to the
narrow band CK method in the oxyfuel case.
The study in this subsection applied a selection of gas radiative property models
to the CFD calculations of the KSVA facility operating under air-fired and oxyfuel
coal combustion. Both the air-fired and oxyfuel cases demonstrated the same relative
behaviour when the radiation model was changed. The results demonstrated that the
prediction of in-flame temperature had a small sensitivity to the choice of radiation
property model. The prediction of heat flux was over-predicted in the grey radiation
models, which caused extra heat to be lost through the boundaries of the domain, and
lowered the gas temperatures. The results of the non-grey radiation models, namely
the FSCK and non-grey WSGG method, showed excellent agreement to a narrow
band radiation model, and are recommended for CFD calculations of coal combustion
environments.
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Figure 6.15: Radiative heat flux for the oxyfuel case with different radiation models.
6.2.4 Particle radiation treatment
The particles in the medium participate significantly in radiation. Planck averaged val-
ues from Mie theory calculations have been used in the baseline case to describe the
particle absorption and scattering efficiencies. The study in this subsection also invest-
igates the impact of using more conventional methods to model the particle radiative
properties, namely using a constant value. The constants that have been chosen have
been Qabs = 0.9 and Qsca = 0.01, which correspond to the default values implemented
in ANSYS Fluent.
One of the most strict constraints of using global radiation models is the require-
ment that all radiative quantities other than the absorption coefficient are treated as
grey. This study will validate this assumption by using the CK method with non-grey
particle radiative properties. The value of Qabs and Qsca were calculated for each of
the spectral interval as an arithmetic average across each narrow band. As with the
narrow band model calculations introduced in the last subsection, these calculations
are done in an uncoupled fashion, where heat transfer to the particle is still calcu-
lated with grey particle values, and only the radiative source terms to the medium are
non-grey.
The non-grey particle radiative properties for the particle with the mean diameter,
174
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 0  2000  4000  6000  8000  10000  12000  14000
Ef
fic
ie
nc
y
Wavenumber (cm-1)
Q  abs char
Q*  sca char
Q  abs ash
Q*  sca ash
Figure 6.16: Non-grey particle scattering and absorption efficiency for the particle size
with the mean diameter as a function of wavenumber.
41μm, is shown in Figure 6.16. Both particle materials, coal and fly-ash, demonstrate
a peak absorption efficiency in the wavenumber range between 0 cm−1 and 2000 cm−1,
which correspond to significant absorption bands for both CO2 and H2O [256]. While
the absorption of the char particle is fairly constant for the remainder of the spectrum,
the fly-ash particle changes from being opaque to practically transparent, which may
cause inaccuracies when the properties are applied as spectrally averaged quantities.
The impact that particle radiative properties have on the in-flame predictions is
shown in Figures 6.17 and 6.18. A greater sensitivity in the prediction of gas tem-
peratures is shown over what was demonstrated by the choice over radiative property
model, with in-flame temperature predictions changing by up to 70 K near the exit of
the domain. There are no changes in the prediction of the O2 concentration, which
indicates that the radiative properties are not affecting the combustion of the particles,
and only affect the rate that heat is lost from the system.
The influence that the particle radiative properties have over the radiative heat flux
is shown in Figures 6.19 and 6.20 for the air-fired and oxyfuel cases, respectively. The
results show a similar dependency on the particle radiative properties as there exists
on the gas radiative properties. The higher surface incident radiation using constant
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Figure 6.17: Different treatment of particle radiative properties against in-flame meas-
urements in the air-fired case for (a) temperature and (b) O2 concentra-
tion.
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Figure 6.18: Different treatment of particle radiative properties against in-flame meas-
urements in the oxyfuel case for (a) temperature and (b) O2 concentration.
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Figure 6.19: Radiative heat flux for different particle radiative properties in the air-
fired case.
particle radiative properties causes more heat loss from the domain, and results in
the lower gas temperature predictions. The influence of non-grey particle properties
demonstrated only a small impact on the overall results, which was most significant
under air-fired conditions.
6.3 Summary & conclusions
The study in this chapter applied the radiation models developed and validated in
Chapter 5 to CFD calculations of the KSVA combustion test facility operating in air
and oxyfuel combustion modes. The results showed some departure from the meas-
ured values for in-flame temperature and species composition, particularly for air-fired
combustion, however this was due to inaccuracies incurred through modelling assump-
tions in the combustion process and flow calculations. Comparisons of the non-grey
radiation models against the narrow band CK method showed very good agreement,
and the non-grey radiation models, namely the FSCKmodel with a five-point Gaussian
quadrature and non-grey WSGG model, are recommended for modelling radiation in
combustion environments.
The radiative properties for the particulate phase are also important in the accurate
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Figure 6.20: Radiative heat flux for different particle radiative properties in the oxyfuel
case.
prediction of heat fluxes and gas temperatures. This study used three approaches for
the particle properties; firstly, the Planck function weighted average values from Mie
theory calculations, constant values and spectrally variable Mie theory values. It was
found that non-grey particle radiative properties had little impact on the narrow band
calculations. However these calculations were undertaken with band-averaged proper-
ties in uncoupled calculations, and further calculations without any spectral averaging
or with fully coupled calculations may identify different results.
Finally, it was noticed with increased fidelity in the calculations, the results for
the radiative heat flux move further away from the measured values. These results
suggest the importance of improving the accuracy of all aspects of modelling com-
bustion systems. Furthermore, the particle radiative properties used in this study were
not measured for the coal that was fired in the experimental campaign, and there is
a need for more measured values for the radiative properties of coal particles. This
is particularly true of fly ash particles, which may be chemically altered for different
combustion regimes [322].
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7 Conclusions and future work
The work in this thesis has focussed on the development of sub-models for mercury
oxidation and radiative heat transfer under oxyfuel conditions. Modelling can be a
valuable tool for designing and understanding combustion systems, however the cur-
rent models require further development and validation before they can be used with
confidence to predict the behaviour of unfamiliar combustion environments, such as
the conditions that are present under oxyfuel combustion. This thesis provides new
insights and new guidance on how to model some aspects of oxy-coal combustion.
The main conclusions of this thesis are outlined in Section 7.1, and suggestions for
further work are discussed in Section 7.2.
7.1 Conclusions
Mercury, a toxic pollutant released from coal combustion, is being targeted for stricter
controls over emissions, and current control technologies are dependent upon the
metal’s oxidation chemistry. The study presented in Chapter 4 provided a detailed
modelling investigation into the oxidation of mercury under air-fired and oxy-fired
combustion conditions. The study identified negligible differences in equilibrium dis-
tributions between the two firing regimes, however, through an optimised chemical
kinetic mechanism, it was possible to replicate the experimentally observed trends
using a chemical kinetic model. The study demonstrated that the genetic algorithm
method is well suited to optimising chemical kinetic schemes. Analysis of the model
provided new insight into the role of the nitrosyl halide species in preventing mercury
oxidation.
The formation of both nitrosyl chloride and nitrosyl bromide were responsible for
reducing the concentration of the reactive atomic halogen species in the cooler regions
of the reactor. These results demonstrated that mercury oxidation is highly sensitive to
secondary chemistry. It is necessary to correctly predict the concentration of halogen
species in order to reasonably predict mercury oxidation. However, there is still sig-
nificant uncertainties in correctly predicting the distribution of halogen species under
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combustion conditions.
While it was possible to achieve a good agreement with measured values of mercury
oxidation, the optimisation method was required to significantly reduce the kinetic rate
of nitrosyl chloride formation in order to predict any mercury oxidation. The degree
that the kinetic rate of this reaction was reduced by was so severe that this may not
bear out in reality, and therefore it must be considered that the current mechanisms
for mercury oxidation by chlorine species may be incomplete. Modelling of mercury
oxidation by bromine species achieved through less severe kinetic restrictions, and it
may be feasible to describe the oxidation chemistry with the currently available mech-
anisms, however there exists greater uncertainties associated with bromine reactions.
Accurate calculation of heat transfer at combustion temperatures is dependent upon
the thermal radiation mechanism. For the complete description of radiative heat trans-
fer, it is necessary to account for the spectral variation in the radiative absorbency of
participating gas species, such as CO2 and H2O, which are present under significantly
higher concentrations under oxyfuel environments than conventional firing conditions.
A complete description of this spectral variation is computationally prohibitive, and
approximate models must be used when considering fully coupled calculations of the
combustion process.
The validation study in Chapter 5 compared a series of spectral radiation models
against idealised environments that were relevant to oxyfuel combustion conditions.
The study demonstrated that the LBL and narrow band methods show reasonable ac-
curacy in predicting gas emissivity against experimental measurements, particularly
for the CO2 molecule. The study went on to show that the narrow band models
show excellent agreement with the more expensive LBL methods for a wide range
of conditions that are relevant for oxyfuel combustion. Finally, through a comparison
between the validated narrow band models, global methods implemented on a three-
dimensional enclosure were validated. This validation work demonstrated that the
FSK methods, particularly the FSCK method using a five-point Gaussian quadrature,
achieve very good accuracy, while still being sufficiently computationally efficient to
be applied to CFD calculations.
A range of WSGG methods were also applied to the cases in the three-dimensional
enclosure in Chapter 5. These methods represent the most widely used approach to
modelling spectral radiative properties in CFD calculations, and included parameters
that were developed specifically for oxyfuel conditions. It was shown that discon-
tinuous WSGG parameters, such as the parameters by Smith et al. [220], Yin et al.
[286] and Krishnamoorthy [293], induce discontinuous results in derived properties,
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and therefore should be avoided in CFD calculations where the gas properties in the
domain cross the boundaries in the WSGG parameters. Two methods were also intro-
duced to apply the non-grey WSGGmethod to non-homogeneous gas mixtures, where
either the volume averaged values of the domain’s gas composition were used to eval-
uate the radiative properties, or the local conditions of the nearest cell were used. It
was found that the former approach achieved the greatest agreement for the radiative
source term in the case that was tested, although the method was not able to predict
the radiative heat flux accurately.
Some of the radiation models that were validated in Chapter 5 were then applied
to the CFD calculation of a coal-fired combustion test facility under air and oxyfuel
combustion modes in Chapter 6. Generally, both the air-fired and oxyfuel conditions
demonstrated the same level of sensitivity to the radiative properties of the combus-
tion medium in the case that was modelled. The study demonstrated that the FSCK
method is very accurate under a broad range of conditions through comparisons with
the narrow band CK model. Comparisons against measured data proved to be less
straightforward due to significant uncertainties and assumptions associated with the
modelling approaches for other combustion phenomena.
The CFD calculations of the coal combustion facility also demonstrated significant
sensitivity to the gas temperatures and surface heat flux associated with the radiative
properties of particulates. Narrow band calculations using grey and non-grey particle
radiative properties were conducted for the first time for a coal combustion case, and
demonstrated that grey particle radiative properties are a reasonable assumption with
the parameters that were tested. There is a significant need for accurate spectrally
variable particle radiative properties before the assumption of grey properties can be
fully justified.
The results in this thesis have shown that the FSCK method represents an accurate
description of gaseous radiative properties across a wide range of combustion condi-
tions. A five-point Gaussian quadrature, which represents at least the same computa-
tional complexity as other accurate non-grey methods, was found to produce the best
results, and is therefore strongly recommended for CFD calculations of combustion
in air and oxyfuel conditions. Mie theory values were introduced for modelling the
radiative properties of particulates, however this approach could not be validated in
the current work.
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7.2 Topics for future work
Further work is required in the development of a predictive chemical kinetic model of
mercury oxidation. Despite the modelling investigation undertaken in Chapter 4 being
able to achieve good agreement across several trends in mercury oxidation, one of the
most significant outcomes was that the model is incapable of capturing the measured
insensitivity to NO concentration. The incapability of the model to capture this trend,
despite subjecting the mechanism to a reasonably liberal optimisation approach, hints
strongly that the mechanism for mercury oxidation is incomplete. In order to provide
predictive modelling capabilities for mercury oxidation under combustion conditions,
either conventional or oxyfuel conditions, it is necessary to further investigate altern-
ative routes for mercury oxidation. These additional routes may include reactions with
halogen species that have not yet been investigated, such as the nitrosyl halides.
The kinetic parameters used to describe a reactive system, such as the mercury ox-
idation process studied in this work, are inherently subject to significant uncertainties.
A significant number of principle reactions, such as the reactions that directly con-
cern mercury and halogen species, are subject to considerable uncertainties, and have
yet to be validated against detailed measurements under combustion conditions. It is
necessary to develop detailed halogen sub-mechanisms, that are validated against a
range of conventional and oxyfuel combustion conditions. The development of these
mechanisms will include further theoretical and experimental determination of key
kinetic rates, including investigations into the impact of CO2 as a third body species
in gas-phase reactions.
Further to a more complete gas-phase description of mercury oxidation, insights
into how mercury binds and reacts with particulate matter would be important in de-
veloping a comprehensive model. The work in this thesis only focussed on gas-phase
interactions, however surface catalysed reactions and mercury adsorption mechanisms
must be considered if a predictive model is to be used for large scale combustion sys-
tems. Further laboratory scale experiments to isolate these phenomena and provide a
model validation data set would be hugely beneficial to the understanding of mercury
oxidation mechanisms.
The studies in Chapters 5 and 6 demonstrated that the FSCK model is a highly ac-
curate method for representing gas radiative absorptivity in the cases that were studied.
However the cases also highlighted that the representation of particle radiative proper-
ties can have a similar impact on the predictions of the combustion process. It has been
several decades since spectrally variable optical properties of coal particles have been
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published, and studies on more modernly available fuels would be beneficial to redu-
cing uncertainties in applying these properties. Furthermore, the optical properties of
fly-ash can change based on the oxidation level of the mineral content contained in
the particle [322], and experimental measurements of the optical properties of a wide
range of fly-ash particles is necessary for the development of accurate models for coal
combustion.
One of the main deficiencies in applying the FSCKmethod in coal combustion sys-
tems is the requirement to treat all particle radiative properties as spectrally constant.
This assumption was challenged in Chapter 6, and it was found that the use of grey
particles was an accurate assumption based on narrow-band averaged particle proper-
ties. In order to fully assert that this assumption is not detrimental to numerical results,
it is necessary to measure high resolution particle optical properties and validate this
approach on a LBL basis.
In addition to further improvements in the modelling of thermal radiation, devel-
opments into combustion chemistry and char reactivity would also go a long way to
improving predictions of coal combustion systems. The rate of combustion in both the
homogeneous gas-phase and the heterogeneous gas-solid reactions are both known to
change under oxyfuel conditions [375, 411], and without accounting these changes, it
will be impossible to predict the influence of operating an oxyfuel combustion envir-
onment on an existing system with confidence.
Furthermore, the results in Chapter 6 also highlighted a shortcoming in the widely
used discrete random walk model for predicting turbulent dispersions in bounded
flows. While it is known that this model performs poorly in bounded flows [357],
alternative models are not widely available. Validated particle trajectory modelling
would improve confidence in RANS modelling of coal combustion systems.
The pathway to widespread adoption of CCS will require great efficiency savings
in order to make the technology economically viable. Computational modelling will
be part of the design process to reduce the energy penalty associated with separat-
ing the CO2 stream, however greater confidence in the modelling approaches is re-
quired. Following the validation work in this thesis, the FSCK method can be used
with confidence for predicting gas radiative properties, however application of a com-
bined advanced modelling approach for turbulence, combustion, radiative heat trans-
fer and pollutant formation for oxy-coal combustion still needs further developments.
Mercury oxidation, in particular, is still subject to considerable uncertainties. More
detailed pilot-scale measurements and demonstration scale experience of oxy-coal fa-
cilities will aid in the validation and development of these modelling capabilities, as
184
well as improve the general experience of oxyfuel conditions, and will be crucial in
the large-scale deployment of CCS.
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