Abstract. An equivalence between attainability of simultaneous diagonalization (SD) and hidden convexity in quadratically constrained quadratic programming (QCQP) stimulates us to investigate necessary and sufficient SD conditions, which is one of the open problems posted by HiriartUrruty [SIAM Rev., 49 (2007), pp. 255-273] nine years ago. In this paper we give a necessary and sufficient SD condition for any two real symmetric matrices and offer a necessary and sufficient SD condition for any finite collection of real symmetric matrices under the existence assumption of a semi-definite matrix pencil. Moreover, we apply our SD conditions to QCQP, especially with one or two quadratic constraints, to verify the exactness of its second-order cone programming relaxation and to facilitate the solution process of QCQP.
in QCQP stimulates the research in this paper.
In this paper, we provide a necessary and sufficient SD condition for any two real symmetric matrices, which extends the result in [21] to any two arbitrary matrices. We then show its applications in QCQP with one quadratic inequality constraint or with an interval constraint. Furthermore, we find a necessary and sufficient SD condition for m (m ≥ 3) real symmetric matrices when there is a semi-definite matrix pencil, i.e., there exist λ 1 , . . . , λ m ∈ ℜ (not all of which are zero), such that λ 1 A 1 + λ 2 A 2 + · · · + λ m A m 0. The semi-definite matrix pencil has been a widely adopted assumption in the solvability study in SDP and its duality [9, 18] . We also show its applications in QCQP and show that QCQP with two quadratic constraints has a non-trivial exact relaxation. Our proofs are constructive for both cases of two matrices and multiple (more than two) matrices. Thus, we essentially establish systematic procedures for testing SD using the derived sufficient and necessary condition for any finite number of symmetric matrices.
Our paper is organized as follows. In Section 2, we provide a necessary and sufficient SD condition for any pair of real symmetric matrices and show its applications in QCQP with one quadratic inequality constraint or an interval quadratic constraint. In Section 3, we show necessary and sufficient SD conditions for a finite number of real symmetric matrices under the definite matrix pencil condition and a more general semi-definite matrix pencil condition. We next discuss the applications of SD in QCQP with multiple, in particularly 2, quadratic constraints in Section 4. Finally, we conclude our paper in Section 5.
Notation. We use I p and 0 p to denote the identity matrix of dimension p × p and the zero square matrix of dimension p × p, respectively, and use 0 p×q to denote a zero matrix of dimension p × q. The notation ℜ n represents the n dimensional vector space and S n represents the n × n symmetric matrix space. We denote by tr(A) the trace of a square matrix A, and diag(A 1 , A 2 , . . . , A k ) the block diagonal matrix
where A i , i = 1, . . . , k, are all square matrices. Finally, we use Diag(X) to denote the vector formed by the diagonal elements of the square matrix X with Diag(X) k representing its kth entry.
Simultaneous diagonalization for two matrices.
In this section, we first derive a necessary and sufficient simultaneous condition for any two matrices and then show its applications in the trust region subproblem (TRS) and its variants.
SD condition.
The following lemma from [21] shows a necessary and sufficient condition for SD of two matrices if at least one of the two matrices is nonsingular.
Lemma 2.1. [21] If one of the two real symmetric matrices A and B is nonsingular (without loss of generality, we assume that A is nonsingular), they are SD if and only if the Jordan normal form of A −1 B is diagonal. The following lemma is also useful in deriving the congruent matrix to achieve the SD for two matrices.
Lemma 2.2. (Lemma 1 in [20] ) Let a Jordan matrix be denoted by K := diag(C(λ 1 ), C(λ 2 ), . . . , C(λ k )), where C(λ i ) := diag(K i1 (λ i ), K i2 (λ i ), . . . , K it (λ i )) denotes all the Jordan blocks associated with eigenvalue λ i , and
If SK is symmetric for a symmetric matrix S, then S is block diagonal,
When the condition in Lemma 2.1 is satisfied, we can identify a congruent matrix that makes two n × n symmetric matrices A and B SD as follows.
When A is nonsingular and the Jordan normal form, denoted by J, of A −1 B is diagonal, there exists a nonsingular matrix P such that
where k ≤ n. Noting the facts that P T AP is symmetric and (P T AP )J = P T BP is symmetric. Applying Lemma 2.2, we have the following two block diagonal matrices,
where diag(A 1 , . . . , A k ) and diag(B 1 , . . . , B k ) have the same partition as J, i.e., dim
Thus, for i = 1, . . . , k, A −1
So with the two nonsingular matrices P and R, (P R)
T AP R and (P R)
T BP R are both diagonal, i.e., A and B are SD via the congruent matrix P R. Lemma 2.3. Let A := diag(A 1 , 0 q+r ) and
where both A 1 and B 1 are p × p nonsingular real symmetric matrices, B 3 is a q × q nonsingular real symmetric matrix, and B 2 is a p × r matrix with r ≤ p and with full column rank, then A and B cannot be SD. Proof. We will prove the lemma by contradiction. Let us assume that A and B are SD. Then, there exists a congruent matrix
where the partition of P is the same as the partition of B, such that P T AP and P T BP are diagonal, and without loss of generality, the nonzero elements of P T AP lie in the first p entries of the diagonal
Since A 1 and P T 1 A 1 P 1 are nonsingular and P 1 is nonsingular, and thus P T 1 A 1 is nonsingular. As P T AP is diagonal, then P T 1 A 1 P 2 and P T 1 A 1 P 3 are both zero matrices. Thus, P 2 = 0 and P 3 = 0.
Furthermore, the following transformation holds for matrix B,
From our assumptions, B 1 and B 3 are both nonsingular, and B 2 is of full column rank, which implies that B is nonsingular. So the diagonal matrix P T BP must be nonsingular. As P T 5 B 3 P 5 is nonsingular, P 5 is thus nonsingular. Note that P T 5 B 3 P 6 = 0 implies that P 6 = 0 q×r , which further leads to P Proof. The "⇒" part: If A 1 and B 1 are SD via congruent matrix S p×p , then the congruent matrix diag(S p×p , I q ) makes A and B SD.
The "⇐" part: If A and B are SD, then there exists a nonsingular matrix
such that, i) matrix
is diagonal, where, without loss of generality, the diagonal matrix P T 1 A 1 P 1 is assumed to be nonsingular, and ii) matrix P T BP is diagonal. Then, P 1 must be nonsingular and P 2 must be a zero matrix. We can now simplify P T BP to
Since both B 2 and P T 4 B 2 P 4 are nonsingular, P 4 is nonsingular. Thus, P 3 = 0, due to P T 3 B 2 P 4 = 0. Finally, we conclude that P T 1 B 1 P 1 is diagonal. Lemma 2.5. For any two n × n singular real symmetric matrices A and B, there always exists a nonsingular matrix U such that
where p, q, r ≥ 0, p + q + r = n, A 1 is a nonsingular diagonal matrix, A 1 and B 1 have the same dimension of p × p, B 2 is a p × r matrix, and B 3 is a q × q nonsingular diagonal matrix.
Proof. We outline a proof for this lemma. Applying the spectral decomposition to A identifies matrix Q 1 such thatĀ := Q
,
is not diagonal, we can further apply the spectral decomposition to B 3 by identifying a congruent matrix Q 2 := diag(I p , V 1 ) such that V 
where B 6 is a nonsingular diagonal matrix of dimension q × q. Applying the congruent matrix
which take exactly the forms in (2.1) and (2.2), respectively. In summary, letting U := Q 1 Q 2 Q 3 yields the forms of U T AU and U T BU given in (2.1) and (2.2) in the lemma, respectively.
We present next a theorem which extends the results in [21] to situations where both matrices are singular. Theorem 2.6. Two singular matrices A and B, which take the forms (2.1) and (2.2), respectively, are SD if and only if the Jordan normal form of A −1 1 B 1 is diagonal and B 2 is a zero matrix or r = 0 (B 2 does not exist).
Proof. Recall that A and B are SD if and only ifÃ andB are SD (The notations A andB are the same as those in Lemma 2.5.). We can always choose a sufficiently large λ such that the first p columns ofB + λÃ are linearly independent. For example, by setting λ = max i=1,...,p p j=1 |b ij |/|a ii | + 1, where a ii is the ith diagonal entry of the nonsingular diagonal matrix A 1 and b ij is the (i, j)th entry of B 1 and noting that A 1 is diagonal, λA 1 + B 1 becomes diagonally dominant and is thus nonsingular. If the columns of B 2 are linearly dependent, we can find a nonsingular congruent matrix
where
is the product of elementary matrices which makes
and B 4 is a p × s (s < n − p − q) matrix with full column rank. Then according to Lemma 2.3, similar to the case where B 2 is of full column rank, A and B are not SD. We complete the proof of the theorem. Algorithm 1 provides us an algorithmic procedure to verify whether two matrices A and B are SD.
We next demonstrate the computational procedure to find the congruent matrix in checking whether a pair of matrices are SD via an illustrative example. The notations in the example follow the ones in Algorithm 1. return "not SD" 6: else 7:
if the Jordan normal form of A −1
Find R k , k = 1, . . . , t, which is a spectral decomposition matrix of the kth diagonal block of V return "not SD" 13: end if 14: end if Remark 2.1. Computational methods for obtaining the Jordan normal form that are of complexity O(n 3 ) can be found in [1] and [5] . One computational problem in computing the SD form for two matrices is the unstability of the numerical methods for Jordan normal form, see Chapter 7 in [4] , [5] and [8] . As a small perturbation in a problem setting may cause significant change in the formation of the Jordan blocks, it becomes difficult to deal with large-scale problems, see [1] . Our situation, however, is special, as we only need to calculate the Jordan normal form for real eigenvalues and we stop when the block size of any Jordan block is larger than 1 (implying that the two matrices are not SD). On the other hand, several symbolic computational methods have been developed to calculate the exact Jordan normal form (Please refer to [11] and [16] ).
Applications to the generalized trust region subproblem and its variants.
Recall that the TRS is a special QCQP problem with one quadratic constraint:
where B is an n × n symmetric matrix and a ∈ ℜ n . Numerous solution methods for problem formulation (TRS) have been developed in the literature, see for example, [12] and [15] .
We consider the following extension of (TRS), which is called the generalized trust region subproblem (GTRS) in the literature:
where A and B ∈ S n are n × n symmetric matrices, and a, c, x ∈ ℜ n and d ∈ ℜ. Sturm and Zhang [19] prove the equivalence between the primal problem and its SDP relaxation for the GTRS. However, the state-of-the-art of SDP solvers do not support effective implementation in solving large scale GTRSs. Several other methods have been proposed for solving large scale instances of GTRSs under different conditions, see [2] , [13] and [17] .
The SD condition developed above in Section 2.1 could find its immediate applications in the GTRS. When the two matrices A and B are SD, the problem is equivalent to the following SOCP problem as showed in [2] :
and P is the congruent matrix that makes both P T AP and P T BP diagonal. As SOCP reformulation can be solved much faster than SDP reformulation, it becomes possible to solve large scale GTRSs using SOCP reformulation when a problem is identified to be SD. Algorithm 1 actually enables us to verify whether a given instance of the GTRS is equivalent to its SOCP relaxation. Note that if the inequality in the GTRS becomes equality, the above analysis still holds true, see [2] .
Problem (TRS) is always SD, as the Jordan normal form of I −1 B = B is a diagonal matrix (due to that the Jordan normal form of the symmetric matrix B is diagonal). Thus, problem (TRS) is always equivalent to its SOCP relaxation.
When B − λA ≻ 0 holds for some λ ∈ ℜ, this instance of (GTRS) is classified as a regular case [17] . It is clear that all regular cases are SD, since A and B under the above regularity condition are SD as discussed in Section 1. We thus claim that any regular case of the GTRS has an equivalent SOCP relaxation. We can further conclude that the applicability of the SD approach is wider than the existing methods based on regularity conditions. SD condition can also be applied to solve the following interval bounded GTRS:
where lower and upper bounds l and u ∈ ℜ are chosen such that −∞ < l < u < +∞. For regular cases of (IGTRS), [14] extends the results in [17] to the interval bounded GTRS. Adopting Algorithm 1 developed in this paper to identify whether a given instance of (IGTRS) is SD, we can verify whether the problem can be reduced to an SOCP problem based on the the results in [2] for QCQP with two quadratic constraints, which will be discussed in Section 4. We emphasize that the regularity condition implies SD. Thus, the applicability of our approach is wider than the results in [14] .
3. Simultaneous diagonalization for finite number of matrices. We now develop a method of checking simultaneous diagonalization for m symmetric matrices A 1 , A 2 , . . . , A m , which have a semi-definite matrix pencil, i.e., there exists λ ∈ ℜ m with λ = 0, such that
Note that this condition is always assumed in the SDP relaxation for a QCQP problem; Otherwise the SDP relaxation is unbounded from below, see [9, 18] .
It is well known from [7] that, if two matrices A and B commute, they are SD. It is interesting to extend this sufficient condition to a necessary and sufficient condition. The results in the following lemma have been mentioned in [2] . We provide its detailed proof in the following, which will be used to prove its extension, Theorem 3.2.
Lemma 3.1. Suppose that A and B are two symmetric n × n matrices, and I is the n × n identity matrix. Then A, B and I are SD via an orthogonal congruent matrix if and only if A and B commute.
Proof. "⇒" part: If A, B and I are SD, then there exists a nonsingular matrix P such that P T AP , P T BP and P T IP are diagonal. Since P T IP is positive definite and diagonal, so there exists a diagonal matrix Q such that Q T P T IP Q = I. Let U = P Q, then U T AU , U T BU and U T IU are all diagonal and U T IU = I. So U is an orthogonal matrix. Furthermore, U T AU and
e., A and B commute. "⇐" part: Let P be the spectral decomposition matrix for A such that P T P = I and P T AP is diagonal. If A and B commute, i.e., AB = BA, then by P P T = I we obtain P T AP P T BP = P T BP P T AP . We can always assume P to be a nonsingular matrix such that P T AP = diag(λ 1 I n1 , λ 2 I n2 , . . . , λ k I n k ), where k ≤ n, n k is the algebraic multiplicity of λ i . So,
T BP Q and Q T P T AP Q are both diagonal matrices. Besides, Q T P T IP Q = I. Thus, A, B and I are SD. One by-product of Lemma 3.1 is its applicability in solving the following CDT problem [3] :
Note that we can view the matrix in the quadratic term of the first inequality in the above CDT problem as I. We can then use Lemma 3.1 to identify if the three matrices are SD, i.e., if B and AA T commute. If so, we can then apply the method in [2] to solve the problem if one of the KKT multipliers is 0.
The following theorem shows the SD condition for the identity matrix I and other m symmetric matrices when the congruent matrix is orthogonal, which is a classical result in linear algebra, see [7] . For the sake of completeness, we give a brief proof here.
Theorem 3.2. Matrices I, A 1 , A 2 , . . . , A m are SD if and only if A i commutes with A j , ∀i, j = 1,2,. . ., m, i = j.
Proof. Note that I, A 1 , A 2 , . . . , A m are SD if and only if there exists a matrix P such that P T P = I, and P T A 1 P, · · · , P T A m P are all diagonal matrices. Thus, P is orthogonal.
We first prove the "⇒" part. Since there is an orthogonal matrix P , which makes
and, thus,
. . ., m, i = j. Next we prove the "⇐" part. As the case where m = 2 has already been proved in Lemma 3.1, we will use the induction principle to prove the general case. Suppose that Q
SoÃ i l commutes withÃ j l , ∀2 ≤ i, j ≤ m, l = 1, 2, · · · , k. Now for every l = 1, 2, · · · , k, the case reduces to prove if m − 1 matricesÃ i l , 2 ≤ i ≤ m, commute with each other, then they are SD by some orthogonal matrix R l . Note that the congruent matrix, R = diag(R 1 , . . . , R k ) has the same block structure asÃ i . According to the induction principle and Lemma 3.1, which represents the case m = 2, we complete the proof. Theorem 3.2 also gives a recursion procedure to identify if I, A 1 , A 2 , . . . , A m are SD.
By applying Theorem 3.2, we have the following theorem. Theorem 3.3. If there exists λ ∈ ℜ m such that λ 1 A 1 + λ 2 A 2 + · · · + λ m A m ≻ 0, where, without loss of generality, λ m is assumed not to be zero, then A 1 , A 2 , . . . , A m are SD if and only if P T A i P commute with P T A j P , ∀i = j, 1 ≤ i, j ≤ m − 1, where P is any nonsingular matrix that makes
is positive definite and thus there exists an orthogonal matrix
nn ), and then
if and only if P
T A 1 P, . . . , P T A m−1 P, P T (λ 1 A 1 + λ 2 A 2 + · · · + λ m A m )P are SD, and from Theorem 3.2, we conclude that P T A 1 P, . . . , P T A m−1 P, P T (λ 1 A 1 + λ 2 A 2 + · · ·+λ m A m )P are SD if and only if P T A i P commutes with
We first prove the "⇒" part: If A 1 , A 2 , . . . , A m are SD, then there exist a nonsingular matrix P such that P T A 1 P, P T A 2 P, . . . , P T A m P are all diagonal matrices.
Thus,
We prove next the "⇐" part: If A 1 , A 2 , . . . , A m−1 , λ 1 A 1 + λ 2 A 2 + · · · + λ m A m are SD, then there exists a nonsingular matrix P such that P T A 1 P, P T A 2 P, . . . ,
For the semi-definite matrix pencil case, we have the following results. Theorem 3.4. Suppose that A 1 , A 2 , . . . , A m and B are n× n symmetric matrices with the following forms,
, and B := I p 0 , 
. . , m, mutually commute. Proof. The "⇒" part: If A 1 , A 2 , . . . , A m and B are SD, there exists a nonsingular matrix P such that P T A 1 P, P T A 2 P, . . . , P T A m P and P T BP are all diagonal, and we can assume, without loss of generality, P T BP = B. As P T BP = B if and only if
we conclude P 1 is orthogonal and P 2 = 0. Furthermore, we have
i P 3 = 0 holds true for i = 1, . . . , m. As P 4 is nonsingular, we have (A
and by the nonsingularity of P 1 , we further have
for i = 2, . . . , m. Since the (1,1)th blocks of P T A i P, i = 1 . . . , m, and B are all diagonal matrices and P 1 is orthogonal, we conclude that
The "⇐" part: If conditions 1 and 2 hold, then P T A i P, i = 1 . . . , m, and P T BP are all diagonal by choosing
where P 1 is the orthogonal matrix such that P
Note that the existence of P 1 is due to condition 2 and Theorem 3.2. Now we extend the result in Theorem 3.4, in which λ 1 A 1 +λ 2 A 2 +· · ·+λ m A m ≻ 0 holds true, to situations where only the following assumption holds.
Assumption 3.1. For m symmetric n × n matrices, A 1 , A 2 , . . . , A m , there exists λ ∈ ℜ m and λ = 0, such that
Without loss of generality, we assume λ m = 0.
For a given set of A i , i = 1, . . ., m, we can always use an SDP formulation to verify whether there exist λ = 0, which satisfies Assumption 3.1. If the following SDP is feasible, then there exists such a λ = 0 because otherwise tr(
When Assumption 3.1 holds, we can find a nonsingular matrix Q 1 and the corre-
and
. ., m, are SD, then, by rearranging the common 0s to the lower right corner of the matrix, there exists a nonsingular matrix Q 2 := diag(I p , V ) such that
where For any diagonal matrices D and E, denote supp(
. . , D k , if there exists no common 0s in the same position, then the following procedure will find
, and µ i = 0, for i = 2, 3, . . . , n, j = 1;
, where µ j+1 = s n , s ∈ {0, 1, . . . , n} with s being chosen such that
; if D is nonsingular or j = n, STOP and output D; Else, go to Step 2.
Proof. We only need to prove that in
Step 2 
. One way to find such an s is to test s from 0 to n to find out the value of s such that Proof. The first "⇔" can be proved by the same technique with the proof for Theorem 3.3.
We next prove the second "⇔". 
Since 
. . , m − 1, are all diagonal, and q = dim(A 3 1 ). Then one can check that
Although we choose µ following the procedure in Lemma 3.5, the proof shows that Theorem 3.6 always holds for every µ such that D 3 is nonsingular. Based on the above discussion, we develop a systematic procedure in Algorithm 2 to verify whether the given m matrices are SD.
Example 2 The following example shows a case in which three matrices do not mutually commute, but they are SD. Consider A = 1 2 2 20 , B = −1 −2 −2 −28 , and C = 3 6 6 −20
. It is easy to check that AB = BA. Let U = 1 −0.5 0 0.25 .
Then, we can show that A, B and C are SD, as
, and U T CU = 3 0 0 −2 .
4. Applications to quadratically constrained quadratic programming. Consider the following QCQP problem: Find a congruent matrix V that makes all A 3 i diagonal 1 , and
Find µ i , i = 1, 2, . . . , m − 1, via the procedure in Lemma 3.5, such that
i is nonsingular, and denote
. . , m, and U = Q 1 Q 2 P , where P is defined in (3.5)
9:
return "not SD"
11:
end if 12: end if
In fact, (HQPSD) is equivalent to the following linear programming problem formulation:
which can be solved efficiently by several methods in the literature, e.g., the simplex algorithm. Introducing x n+1 = ±1 in nonhomogeneous (QP) gives rise to the following equivalent problem formulation:
, and B m+1 = 0 n 1 .
We can rewrite (QP ′ ) as the following homogeneous problem:
We can then apply Algorithm 2 to check the SD condition of the above problem. In an SD situation, a nonhomogeneous QCQP problem can be also reduced to an equivalent linear programming formulation, similar to the homogeneous case. Furthermore, when m = 1 or 2, the above problem has exact relaxations in some cases as showed below.
For m = 1, it is the GTRS, which possesses an exact relaxation when SD condition holds as we discussed in (TRS) and (GTRS) in Section 2.2.
For m = 2, we have the following SOCP relaxation when the three matrices are SD:
i ≤ y i , i = 1, . . . , n, where δ, ǫ, α, β, η, θ ∈ ℜ n , δ = Diag(P T A 0 P ), α = Diag(P T A 1 P ), η = Diag(P T A 2 P ), ǫ = P T a 0 , β = P T a 1 , θ = P T a 2 and P is the congruent matrix that makes P T A i P , i = 0, 1, 2, all diagonal. Ben-Tal and Hertog [2] demonstrate that if one of the KKT multipliers of the first two constraints in (QP 2 −SOCP) is 0, then the SOCP relaxation is exact. For the SOCP relaxation of problem (IGTRS), the two quadratic constraints are relaxed to
and one of the KKT multipliers must be 0, as the two boundary conditions cannot be binding simultaneously, i.e., it can not be l = α T y + β T x = u, thus, satisfying Assumption 6 in [2] automatically.
Conclusion.
In this paper, we have succeeded in providing complete answers to the open question on simultaneous diagonalization (SD) posted in [6] . More specifically, we have identified a necessary and sufficient SD condition for any two real symmetric matrices and a necessary and sufficient SD condition for multiple (more than two) real symmetric matrices under the existence assumption of a semi-definite matrix pencil. Furthermore, we have demonstrated how SD can be utilized as a powerful instrument to verify the exactness of the SOCP relaxation of QCQP, especially with one or two quadratic constraints, and to facilitate the solution process. One of our future work is to find a necessary and sufficient SD condition for multiple matrices without the assumption of semi-definite matrix pencil and find more real-world applications of our SD procedure.
Appendix. Derivation of the congruent matrix for Example 1. In this appendix, we show how to derive the congruent matrix P for Example 1 by applying Algorithm 1: First note that A is already in the form of diag(A 1 , 0) and thus we 
