ABSTRACT. In this paper we study the space Ω(m), of holomorphic m-(poly)differentials of a function field of a curve defined over an algebraically closed field of characteristic p > 0 when G is cyclic or elementary abelian group of order p n ; we give bases for each case when the base field is rational, introduce the Boseck invariants and give an elementary approach to the G module structure of Ω(m) in terms of Boseck invariants. The last computation is achieved without any restriction on the base field in the cyclic case, while in the elementary abelian case it is assumed that the base field is rational. An application to the computation of the tangent space of the deformation functor of curves with automorphisms is given.
INTRODUCTION
Let F be an algebraic function field with field of constants K, where K is an algebraic closed field of characteristic p. Let F/E be a Galois extension with abelian Galois group G of order p n . We will denote by Ω F (m) the space of holomorphic m-(poly)differentials of F . We know that Ω F := Ω F (1) is a g F -dimensional K-space, while the Ω F (m), is a (2m − 1)(g F − 1)-dimensional K-space, when g F ≥ 2. The Galois module structure of the space of holomorphic 1-differentials has been determined explicitly in some cases. The cyclic group case was studied by Hurwitz [9] if the characteristic of K is zero. When F/E is unramified and G has a prime to p order, or is a cyclic group, Tamagawa [20] proved that is the direct sum of one identity representation of degree one and g E − 1 regular representations. Valentini [22] generalized this result for unramified extensions having p-groups as their Galois groups, while Salvador and Bautista [14] determined completely the semisimple part of holomorphic differentials when G is a p-group. If G is cyclic then Valentini and Madan [23] , determine completely the whole structure of Ω F in terms of indecomposable K[G]-modules. The same is done when G is an elementary abelian, by Calderón, Salvador and Madan [17] . Also N. Borne [2] developed a theory, using advanced techniques from modular representation theory and K-theory, and he is able to compute the K[G]-module structure for holomorphic m-differentials Ω F (m), when G is a cyclic group of order p n . In general the K[G]-module structure of Ω F , in positive characteristic is unknown. The difficulties that arise in positive characteristic, in contrast to the same problem in characteristic zero, are first all the difficulties of modular representation theory, in contrast to ordinary representation theory, and second the appearance of wild ramification in extensions F/E.
In this paper we will mainly focus on the m > 1 case and on the two "extreme" cases of abelian groups of order p n namely cyclic groups and elementary abelian groups. We first compute a basis for holomorphic differentials and then we define the quantities ν ik (m) to be mδ i + {evaluation of the kth E-basis element of F by a normalized valuation of F } p ei ,
Date: January 15, 2010. keywords: Automorphisms, Curves, Differentials, Galois module structure, AMS subject classification 14H37,11G20. where δ i , e i , i are related with the ramification of the extension, see Conjecture 26 below and Remark 16; the basis element is evaluated by a (normalized) valuation determined by a place of F above a ramified place of E and ⌊·⌋ denotes the integer part. We introduce the Boseck invariants that are quantities of the form Γ k (m) := i ν ik (m), where the index i runs over all ramified places. These quantities were used by Boseck [3] for constructing bases for 1-holomorphic differentials and the conditions for holomorphicity are expressed in terms of them. In order to find Bosek's invariants for the function fields F/E that we study, we take the rational extensions F/K(x) and find K-bases for the corresponding Ω F (m)'s for m ≥ 1 (when m = 1 these bases often called Boseck bases). The choice of the rational function field is clear each time from the defining equations of our curves (Eq. (6), (22) , (23)). It turns out that in the cases we study, the Boseck invariants determine the Galois module structure of the space of m-holomorphic differentials. The formula that gives this K[G] module structure in terms of the Boseck invariants remains the same in both the elementary abelian and the cyclic case. In addition in the cyclic case this formula is independent from r, with r measuring how high in the tower of intermediate fields is placed an unramified subextension E r /E. This is not true when m = 1 (see Remark 8).
The elements Γ k (m) carry a lot of information, for instance the degree of the different of the extension each time, can be described totally by them (see Remarks 7, 14, 18) , namely
Using Boseck invariants, we describe every K[G]-module structure of holomorphic m-(poly)differentials Ω F (m) for m 1, when: G is cyclic (for m = 1 case this is [23, Theorem 2]), or elementary abelian of degree p n (for m = 1 case this is [17, Theorem 1] ). Finally we show how the Boseck basis in the m = 1 case when F/E is tame, i.e, of degree n, with n being prime to p, will give another proof of the classical Hurwitz Theorem [9, p. 439, formula 2].
Our approach, which is quite elementary, follows closely the ideas of Valentini-Madan, Calderón,Villa-Salvador and Madden [16] . Madden, used the same analysis and constructed a K-basis of Ω F (1), in order to compute the rank of the Hasse-Witt matrix. We should mention here that all the above authors had used Boseck invariants in their papers [23] , [17] , [16] .
The organization of the paper is as follows: In first section we focus on the cyclic case and give the Galois module structure of Ω F (m) in Theorem 6, in subsection 2.1. As our analysis is going deeper, the ideas of Boseck [3] are rising up. We follow him, in subsection 2.2, in order to give a basis for m-holomorphic (poly)differentials of F , when E is rational. Subsection 2.3 is devoted to a proof of the classical result of Hurwitz mentioned above. In section 3 we consider the elementary abelian case. At first we give an analogous K basis for Ω F (m). These bases can lead to the computation of m-Weierstrass points (see Remark 20) . Our proof of theorem 21 in subsection 3.2 is based on the work of Calderón, Salvador and Madan [17] .
In section 4 we state a conjecture concerning the Galois module structure of m-differentials when G is a general abelian extension of order p n . Finally, in section 5 we give an application to the computation of the tangent space of the local deformation functor in the sense of J.Bertin and A. Mézard [1] . The results are given in terms of the Boseck invariants, and coincide with computations done previously by other authors [1] , [13] , [11] , [12] using completely different methods. This allows us to verify our complicated computations concerning the Galois module structure. Also proving the conjectures stated in section 4 will give a method in order to compute the above mentioned dimension in the case of abelian groups, a problem that is still open.
An other application we have in mind and we would like to explore in a following article is the computation of higher order Weierstrass points and the study of the fields generated by the coefficients of them, a problem that is similar to the classical study of fields generated by torsion points of the Jacobian, [18] , [21] .
In order to avoid trivial cases we will always assume that g F ≥ 2, where g F is the genus of F . We use the symbol P to denote the set of places (sometimes referred just as "primes") of the field in question.
THE CYCLIC CASE
Since the characteristic p divides the order of the group G, the representation of G on Ω F (m) is not necessary completely reducible, but it is the direct sum of indecomposable
For k = 1 we obtain the identity representation and for k = p n the regular representation. Let
be a decomposition into a direct sum of indecomposable K[G]-modules and let d k be the number of W λ 's that are isomorphic to
These K-subspaces form an increasing sequence with Ω 0
Proof. Indeed, we would like to compute the kernel of the multiplication with (σ − 1) i ,
We distinguish the following two cases:
Using the decomposition of Ω F (m) given in Eq. (2) and Lemma 2 we obtain
Therefore, for k = 1, . . . , p n − 1 we have:
Following [23] we write down a convenient E-basis for F and we find the G-action on the basis elements and state the main Theorem.
Since F/E is cyclic of degree p n , there is a tower of intermediate fields
where each of the E j /E j−1 is an Artin-Schreier extension given by
The elements b j are called to be in standard form, for a place P of E j−1 , if the valuation of the divisor of b j at P is positive, zero or relatively prime to the characteristic p.
The first part of the following Theorem is due to Madden, and allows us to take b j 's in standard form [16 (1) For any place P of E j−1 divisible by a ramified place in F/E the valuation of P of the divisor of b j is either zero or negative and relatively prime to p.
This basis, has the following property Lemma 4. LetP be a place of E and let P 1 , P 2 , . . . , P r be the places of F , aboveP . Let v i the normalized valuation of F , determined by P i , i = 1, . . . , r. Let also b j be in standard form for any place of E j−1 below some
Proof. [ 2.1. Galois Module Structure of Ω F (m). LetP i , i = 1, . . . , s be the places of E which ramify in F and set p ei := e(P F /P i ), i = 1, . . . , s for the corresponding ramification indices, with P F a fixed place of F aboveP i . We will denote byv i the normalized valuation of E determined byP i . Set r = n − max i {e i }. We observe that E r /E is an unramified extension: if not then from the transitivity of the ramification indices we will have
where h is a nonzero natural number. So e i = n − r + h r=n−maxi{ei} =⇒ e i = max i {e i } + h which contradicts the maximality of e i .
Fix an i. Let r i = n − e i . Let also P (i, j, µ) be the places of E j which dividē P i and v(i, j, µ, z) be the normalized valuation of E j determined by P (i, j, µ), applied to an element z ∈ E j . Each of the E j /E j−1 is normal and separable, so every one of the P (i, j, µ)'s will have the same exponent d(P (i, n, µ)/P i ) := δ i in the different of F/E, Diff(F/E). We can recover this different from the Diff(E j /E j−1 ), for all j = 1, . . . , n using the transitivity property of the different (see Stichtenoth, [19, p.88 
Also, every automorphism of F will act transitively on every place overP i , so the set Diff(E j /E j−1 ) is stable under σ, and the exponent of P (i, j, µ) in Diff(E j /E j−1 ) is independent of µ. The following Lemma gives us the relation among δ i and b j . 
which equals to
The valuations of the basis elements w k are given by
Proof. This comes from Proposition 2 of Madden [16] , after replacing j, by ν + n − e i and noticing that the different exponent does not depend on the choice of the base field (rational or not). However, we can prove it directly; fix an i and apply the transitivity property of the different exponent d(P (i, n, µ)/P i ), which equals to:
n − r i = e i times to get δ i . Observe finally that v(i, j − 1, µ, b j ) = 0, for all 1 ≤ j ≤ n − e i . The last equality comes from the E-basis of Theorem 3 and the fact that:
. Now, using the transitivity of the valuations, one can easily get that v(i, n, µ, y j ) = −Φ(i, j)p n−j .
We are now ready to define the key-quantities for our Theorem. For k = 0, 1, . . . , p n −1, we define
and
In subsection 2.2 we interpret these Γ k (m) 's as the Boseck invariants. 
Proof. As we saw, we have to compute
Choose an x ∈ E, such that dx = 0. Every holomorphic (poly)differential ω of F can be written in a unique way as ω =
We claim that
Proof of the claim.
ǫ ! ∈ K, for all ǫ = 1, . . . , n, so the product is fixed by the generator σ. From that we have
If the last equality is equal to zero, then we can see that
We apply the above argument recursively and we finally get
Now we write
and we repeat the whole procedure to get c k = c k+1 = · · · = c p n −2 = 0 and prove the claim. We now have an alternative expression for the quotients of
, and from that we see that
is an integral divisor. As the left side of the above equality has no poles, the same will be true for the right side, so the only poles that we allow for c k (dx) ⊗m , are the ones that can be canceled out from the factor mDiff(F/E). Hence c k (dx) ⊗m can have poles only at ramified primes of E. As div(ω) is an effective divisor, Lemma 4 requires that
We also have
Combining Eq. (9) and (10), we obtain p
The divisor of E
⊗m ) are linear equivalent. Thus they have the same degrees and
With that in mind, we will use the Riemann-Roch Theorem on the function field E in order to compute
We have the following cases:
with the last term of the sum being zero because
We want to show that inequality (13) is actually an equality, so using Eq. (4), we are going to calculate the d k ′ s. We compute:
If we show that dim K Ω F (m) is equal to Eq. (14), then we have the desired equality. This is done using Riemann-Hurwitz Theorem:
where
Moreover, since the F/E is Galois the number of places of F aboveP i is µ, where
From Eq. (14) and (15), it is enough to show that (16)
Remark 7. Observe from Eq. (16) that it is enough to show that
We compute:
First we take care of the second summation. Fix a j. As k runs over 0, . . . , p n − 1, the elements a (k) j take all the values from zero to p − 1, p n−1 times. Considering this we have
where the last equality came from Lemma 5. Then we consider the fractional part. Observe that Φ(i, j) = 0, for all j ≤ n − e i and Φ(i, j) is relatively prime to p, from the standard form hypothesis. We notice that as a
In the case where r = 0, then the same numbers, for j ≥ 1, form a complete system mod p n . It is well known from elementary number theory that the same is true for
Thus as k runs over 0, . . . , p n − 1, the numbers
complete residue system for all z ∈ Z), p n−ei times. We are ready to calculate
The final step is to combine the Equations (17), (18) and the first summand, in order to obtain
We showed that inequality (14) is actually an equality. Using Eq. (4), to compute the d k 's, Theorem follows.
The extra cases that we do not consider in Eq. (13) are
Observe that for the exceptional cases-the inequalities above-, we have that 
. This is the major difference between the exposition found there and the one followed here, which also shows that for m 1 Boseck invariants, and hence the conditions for holomorphicity that they compactly express, as well as the K[G] module structure of Ω F (m), do not depend on r and thus on the existence of an unramified subextension, E r /E, that appears when no place is totally ramified in F/E.
A New Basis for Holomorphic Differentials.
We now proceed to a basis construction for the holomorphic m-(poly)differentials Ω F (m) when E is rational. Without loss of generality, we will assume that E = K(x) and F/K(x) will be a cyclic extension of degree p n . The main result of this subsection, looks like Lemma 5 of Madden [16] . The main difference is that there, he assumed that the infinite prime of E ramifies and takes two cases; case one stands for the P (i, n, µ)'s that are lying over the "finite" primes of E while case two, for P (i, n, µ)'s that are lying over the "infinite" prime of E, p ∞ . Here we assume that the infinite prime of E does not ramify and give a single basis for the holomorphic differentials first (m = 1), and then for holomorphic m-(poly)differentials, (m > 1).
The quantities that we defined at Eq. (7) play a major role for us. They are the quantities that Valentini and Madan defined at [23, p.110 ] and the quantities that followed from the restrictions on ν, at Lemma 5 of Madden, [16] . These are in fact, the same quantities that Boseck constructed in his work [3] in the late fifties, which led him to a similar basis for Ω F (1), when F/K(x) was an Artin-Schreier or a Kummer (of degree q, with g.c.d(p, q) = 1) extension, of an algebraic function field. Let us have a closer analysis.
or using Lemma 5, we have
Using Lemma 5 and observing that v(i, n, µ, w k ) = v(i, n, µ ′ , w k ), we can write:
where P w k is an effective divisor of F , prime to P (i, n, µ), for all i's. Then
We analyze
Notice that we are consistent with the definition of ν ik (m)'s given in Eq. (7). We denote the ramified places of E,P i , i = 1, . . . , s withP i (x), (since E is rational then every ramified place of E,P i , corresponds to an irreducible polynomial,P i (x) ) and let
Then the quantity Γ k (m) of Eq. (7) is naturally defined as the degree of g k (x). This is the Boseck invariant for this case. We then have (20) div
Observe that if
then, the divisor of Eq. (20) is effective, so for k = 0 . . . , p n − 1, Γ k (m) ≥ 2m and for
Recall that the set w k = y
is an E-basis of F . The main result of this subsection is: 
Proof. First remember that
We now observe that: Since the base field is rational, r = 0, because every finite separable extension of the rational function field should be ramified. Thus, for m = 1, the condition a (k) j = p − 1, for all j = 1, . . . n, is equivalent to k = p n − 1 and Γ p n −1 (1) = 0, while for m > 1, we always have that Γ k (m) = 0 for every k. It is enough to prove the equalities below:
(i) For m = 1, we must prove that
). This number is well defined since g F ≥ 2 from our hypothesis.
For case (i), we see from Eq. (19) for m = 1 that this number has been computed :
Where the last equality comes from Riemann-Hurwitz Theorem, a version of that can be found in Eq. (15) . For m ≥ 2 Eq. (19), gives that
The following Remarks are here to confirm the correctness of our arguments, given in the proof of the Theorem 6, in subsection 2.1. 
Remark 11. Observe that the restriction for Γ k (m), given in Eq. (12), when the genus of E was zero, is the same restriction that results from our basis in order to ensure that an m-(poly)differential is holomorphic (see Eq. (21)).

Remark 12. A second, simpler proof for Theorem 6 can be given when g E = 0, using the basis of Lemma 10. Indeed having Eq. (8) instead of using Riemann-Roch Theorem to count the c k 's, we use our basis. From Eq. (8) the needed differentials are of the form
ω = x k [g k (x)] −1 w k (dx) ⊗m with c k := x k [g k (x)]
(4), we get that
d k = Γ k−1 (m) − 2m + 1 − (Γ k (m) − 2m + 1) = Γ k−1 (m) − Γ k (m), while for k = p n we have that d p n = Γ p n −1 (m) − 2m + 1.
A classical theorem of Hurwitz.
We will study now how Boseck invariants behave when F/E is a cyclic tame ramified extension of function fields. Let F/E is be a cyclic Kummer extension of degree n, with g.c.d(n, p) = 1. Choose a primitive nth root of unity, ζ of K. Let F = E(y) and
LetP i ∈ P E , with 1 ≤ i ≤ r , be the ramified places of E in F and P i ∈ P F the places aboveP i . We can assume that if σ is a generator of G then σ(y) = ζy and also that 0 vP i (u) n. Using Kummer theory [19, p.110, Proposition III.7.3] we have that
and the corresponding d k 's for this case are
Notice that this is false in positive characteristic in the case of wild ramification.
In order to find the K[G] module structure of Ω F (1), we should compute once more the d k 's. For that reason we should find the Boseck invariant for this case, i.e. consider the corresponding rational extension. If E = K(x), then Boseck [3, p. 50, Satz 16] , proved that (for m = 1) :
⌋ and
Remark 14. One crucial step in the proof of Proposition 13 is to show that
We have k distinct irreducible representations of degree 1. If g E = 0 and k = 0, we may count the differentials in Proposition 13 in order to find the d k 's. We see that
Their number equals to
So the kth representation occurs d n−k = Γ n−k (1) − 1 times in the representation of G in Ω F (1) . When k = 0 we know that occurs d 0 = g E = 0 times. Notice that, in general, the Γ k (m)'s depend on the different exponent and the evaluation of basis elements, thus the genus of the base field E, g E does not affect them. We can claim now that the same result will be true when g E ≥ 0. Indeed this is the Hurwitz theorem (compare also to [ 
23, Theorem 2]):
Theorem 15 (Hurwitz) . For k = 0, . . . , n − 1, we have n distinct irreducible representations of degree 1. The kth representation occurs d n−k := Γ n−k (1) − 1 + g E times in the representation of G in Ω F (1), when k = 0 and g E times when k = 0.
THE ELEMENTARY ABELIAN CASE
Let K be an algebraically closed field of characteristic p and consider an elementary abelian Galois extension F/K(x) of the rational function field E = K(x). Set G = Gal(F/K(x)) and assume that |G| = p n . We also assume that every place of K(x) that is ramified in the above extension is totally ramified, i.e, F = K(x, y), where y satisfies the equation:
Thus, p ∞ , the infinite place of K(x), is assumed to be unramified in F . Finally all the Φ(i)'s are relatively prime to p for all i = 1 . . . , r. Let p i ∈ P K(x) , i = 1, . . . , r, be the rational places of K(x) that are totally ramified in F , corresponding to (x − a i ), a i ∈ K.
First we fix some notation, similar to the notation given in subsection 2.2: It is well known (see for example Stichtenoth, [19, Prop. III.7.10] 
, for all i = 1, . . . , r. We also know that for any β ∈ F q the element σ β ∈ G acts on the generator of the extension y as: σ β (y) = y + β. For an m-(poly)differential of F , (dx) ⊗m we will also have
where (x) ∞ is the pole divisor of x. Taking degrees to the above divisors (or alternatively using the Riemann-Hurwitz formula), we have
Set div F (y) = P y − r i=1 Φ(i)P i , for an effective divisor P y of F , prime to P i , for i = 1, . . . , r. Then for k = 0, . . . , p n − 1 we compute div F (y k (dx) ⊗m ), which equals to
We also take
and let Γ k (m) = For m > 1, this is not the case because ν ik (m) > 0, for all k's. We finally observe that div
So when inequality (29) is fulfilled, then
Remark 16.
We kept the notation of this section as close is possible, to the notation used in Section 2. Generally the quantities ν ik (m), for a p-extension with p|charK, are equal to
the kth E basis element of F by a normalized valuation of F } p ei , where i runs the ramified places of E, δ i is the different exponent of the extension and e i the ramification indices of the ramified primes of E in F . The basis element is evaluated by a (normalized) valuation determined by a place of F above a ramified place of E.
Here we have total ramification, so e i = n. In the case where F/E was a cyclic extension, the term in the brackets is nothing else than v(i, n, µ,
given in Lemma 5. Here if we take the standard E basis for F , namely, 3.1. Basis Construction. Following Boseck (see [3] , Satz 15), we now prove the analogue of Lemma 10. Proof. For m = 1, we have nothing to prove since this is Theorem 2 of Garcia [8] . For m > 1 it is enough to show that
Proposition 17. The set
First, we will compute
. This is equal to
where d p n equals to Γ p n −1 (m) − 2m + 1 and is the number of times that the regular representation of G occurs in Ω F (m), while the indecomposable representation W j occurs , for all j = 1, . . . , p n − 1, and for all m > 1.
Proof. Let ω m k,ν be an arbitrary basis element of Ω F (m) and σ α ∈ G for an α ∈ F q . Then (32) (33) and (28) we obtain that
⊗m is a basis element, namely ω m i,ν+e . Thus, we have that the G action on the basis of Ω F (m), is given by
Observe that the coefficient of ω Observing that
we see that the action is well defined, i.e. ω 
, which is zero when any of its roots a j equals to zero. Thus we may assume, after a birational transformation (i.e. an appropriate translation), that a j = 0 in Eq. (23) , for all 1 ≤ j ≤ r.
We now present a counting argument: Let 0 ≤ k 0 ≤ p n − 1 be maximal such that Γ k0 (m)− 2m ≥ 0 and set 0 ≤ Γ k0 (m)− 2m = ν 0 . Observe that with the above hypothesis k 0 = p n − 1. If we were in the case m = 1 an admissible value for k 0 would be 
We need the followings Propositions in order to prove the claim:
Proof. According to Eq. (41), every θ Proof. Fix a j and let j ′ = j. We may also assume that j j ′ . We consider a linear combination of elements θ 
That finishes the zeroth step of the proof of the Theorem. Then we proceed to the first step. We take N m k0,ν0 , in place of Ω F (m):
Then, repeating the claim in the previous step we, can see that 
with the same dimension, say j, are K[G]-isomorphic, thus are isomorphic with U m j−1 . We re-index in order to be consistent with the dimension, letting j − 1 = k ζ (observe that with this setting k ζ + 1 = k ζ−1 ), we obtain
The module T p n is a direct sum of Γ p n −1 (m) − 2m + 1 modules of dimension p n and T j is a direct sum of Γ j−1 (m) − Γ j (m) modules of dimension j, with 1 ≤ j ≤ p n − 1. We will now prove that the modules
Since G is a p-group, we know that τ , the one-dimensional trivial representation, is the only irreducible representation of G (see [24, p.187 
Evaluating Eq. (48), for the places P i ∈ P F we have for all 1 ≤ i ≤ r and for all
F (m) and using Eq. (48) and (24), we have that
while for the infinite place of K(x), the same hypothesis and Equations yield
Gathering Eq. (49), (50) and (51), we can write Ω G F (m) in an alternative form, namely 
, that is a contradiction.
A CONJECTURE CONCERNING ABELIAN GROUPS OF ORDER
We strongly believe that for an arbitrary Galois p-extension, F/E, with abelian Galois group, one can calculate explicitly the K[G]-module structure of the space of holomorphic m-(poly)differentials: The first case is proved when G is cyclic or an elementary abelian of order p n . The second case is Hurwitz's Theorem (see Theorem 15) . Note that in all cases, Boseck invariants Γ k (m), defined to be the quantities that come out from Boseck's bases.
Let C denote the Cartier operator (see for example [14, p. 349] ), then from the theory of (1), that is the K vector space spanned by the set {ω ∈ Ω F (1)| C ω = ω}, and Ω n F (1) denotes the nilpotent part, the K vector space spanned by {ω ∈ Ω F (1)| C i ω = 0, for some i ≥ 1}. Now if the Conjecture 27 (i) is proved then, coupled with the main result of [14] , will give explicitly the structure of the nilpotent part of Ω F (1), a problem that is open, as far as we know. Notice finally that we can calculate the nilpotent part of Ω F (1) in both the elementary abelian and the cyclic case, i.e. for the cases that this Conjecture has already been proved, combining the results of [23] , [17] and [14] .
The reason we believe that this conjecture is true is that we are able to prove it for the two extreme cases of abelian groups of order p n , namely elementary abelian groups Z/pZ × · · · × Z/pZ and cyclic groups Z/p n Z. Since G is abelian we can decompose it to a direct sum of cyclic p-groups. Thus a function field having G as its Galois group can result as the compositum of (some) cyclic function fields found in subsection 2.1 with elementary abelian function fields from section 3. A difficult that now arises for such extensions is that we do not know how Boseck invariants, and hence bases (even in the m = 1 case) behave under such compositums.
