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Chapter 1
Introduction
The last decades have seen unprecedented advances in the production of minia-
turized electronic circuits, from the leviathan computers filling entire rooms in
the humble beginnings to the powerful and omnipresent microchips of today. A
similar revolution under the motto “smaller is better” is currently taking place
in the life sciences regarding the manipulation of fluids, with the transition from
test tubes and beakers to micropipettes and microtitre plates.
In contrast to the field of microelectronics where the aim is still to reduce the
size of transistors, in microfluidics the main concern nowadays is to manufacture
increasingly complex systems of channels with sophisticated pumps, valves,
mixers, separators, and filters, all on a scale of micrometers. A popular concept
today is known as lab-on-a-chip. The goal of a lab-on-a-chip is the integration
of a complete analysis and reaction system on a small surface (≈ 1cm2 or less).
A sample device is shown in Figure 1.1 below.
There are many reasons for desiring small scale. Less energy and lesser
amounts of expensive reagents are needed, reducing costs. Devices can be
used in parallel and with automatic control, useful in applications such as gene
sequencing. From the physical point of view we have more efficient heat and
material transport, leading to better yields and faster analysis.
Despite all of these promising aspects there are certain technical difficulties
arising in the production of microfluidic components. Specifically, the task of
performing controlled pumping or mixing of nano- or picoliter quantities of
fluids becomes difficult. For instance, the low Reynolds number of typical flows
on this scale signifies that flows in this regime are laminar and not turbulent.
This is an obstacle in designing a component to mix reagents.
A novel type of microfluidic biochip employs surface waves as a driving force.
The key of this technology is a pump able to position reagents on the surface of
chips or in microfluidic channels without mechanical contact. This is achieved
using surface acoustic waves induced using radio frequency electric signals. The
waves arise through the use of piezoelectric substrate materials in the chip,
e.g. lithium niobate. The electromagnetic signal is efficiently converted into
an elastic wave confined to the surface layer of the substrate, hence Surface
Acoustic Wave (SAW).
The interaction of these waves with the fluid leads to streaming patterns
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in the fluid, or of the motion of the fluid as a whole. It is thus possible to
mix minute amounts of fluid or conduct chemical reactions through precisely
controlled transport of reagents. See e. g. [73,38] for further details.
The mathematical modeling and numerical simulation of this fluid-structure
interaction is a mostly unexplored field. This is mainly due to the novelty of the
applied technology. The few known approaches are mostly based on dimension
reduced models solved using widespread numerical methods, see [41]. It is the
aim of this thesis to develop specialized and efficient techniques to promote
the understanding of microfluidic phenomena with the methods of scientific
computing.
Figure 1.1: Example of a biochip.
In this work we will use the compressible Navier-Stokes equations as a start-
ing point to describe fluid flow. This is justified since the typical value of the
Knudsen number, defined as the ratio of the characteristic physical length scale
to the molecular mean free path length, is much less than 1. Due to the pres-
ence of widely different time scales in the physical problem we will derive further
model equations to describe the fluid behavior.
The resulting two subproblems describe fluid flow at a microscopic time
scale where acoustic effects are dominant, and at a macroscopic time scale where
the streaming effects are observable. The solution of the microscopic model is
necessary to calculate the effective force terms in the macroscopic model.
Furthermore, we will consider the case of free capillary fluid boundaries
which raises the complexity of the problem tremendously. This problem is
of interest because some biochip models do not employ closed fluid channels.
Instead these chips are constructed with a virtual channel geometry defined
by planar regions with different wetting properties on the chip surface. Fluids
adhere to the hydrophilic regions by surface tension and are thus contained,
see [77]. A second use of free capillary boundaries is passive filling of small
cavities by surface tension, see [16].
1.1 Outline of the thesis
This work starts from the physical fundamentals in Chapter 2 in which we
describe how the classical Navier-Stokes equations of hydrodynamics serve as
a basis to develop the numerical model. The model consists of two separate
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systems of partial differential equations to describe the flow variables at pressure
p and velocity v on two different time scales.
The following Chapter 3 presents an analysis of the central mathematical
problem arising in the model. The problem may be characterized as a gen-
eralized instationary, compressible Stokes problem, supplied with initial and
boundary conditions. We define suitable function spaces as well as the used
concept of weak solutions within these spaces. The main theoretical result of
this work is a theorem proving the convergence of solutions with time-periodic
data towards oscillating equilibrium states.
Chapter 4 introduces the methods for gaining approximate solutions through
discretization in space and time. We present some easily accessible results on
the convergence of discrete solutions to the continuous solutions of Chapter 3.
Chapter 5 is entirely devoted to the extension of the prior problems to
problems incorporating free capillary boundaries. Due to the complexity of the
problem we restrict ourselves to the study of appropriate numerical algorithms.
More details of the numerical discretization, especially the important issue
of solving the resulting large linear systems, are presented in Chapter 6. This
chapter also serves as a recapitulation of how all the smaller tools and methods
are put together to simulate the behavior of a SAW-driven fluidic device.
The final chapter presents results of numerical experiments. Academic test
problems are formulated which serve to validate the software implementation.
Problems with realistic physical parameters are also defined which demonstrate
the applicability to real-life situations. These are compared to the results of
physical experiments. Finally, we give an outlook on unsolved issues and pos-
sible future improvements.
1.2 Notation and function spaces
In this work we choose R to signify the set of real numbers, N as the set of
natural numbers, as well as N0 := N ∪ {0}. For any set A ⊂ Rd, d ∈ N we
denote A as the (topological) closure of A and ∂A as the boundary of A. If A
is Lebesgue-measurable we denote the Lebesgue measure of A as λd(A).
We will generally use bold type for symbols to suggest that these are
functions assuming values in Rd. A typical usage is v as a velocity field over
Ω ⊂ Rd. We employ “non-italic” symbols such as x, A to denote vectors or
matrices in Rn for some (typically large) n ∈ N. We will use the symbol C
to denote constant terms in the variables of interest which may or may not be
the same at different occurrences. For convenience we have provided a table of
symbols and notations at the end of the work on page 147.
1.2.1 Spaces on bounded domains
In the sequel we will denote by Ω a bounded domain in Rd. We will now
introduce some notation and review a few basic results.
Definition 1.2.1 (Spaces of polynomials)
For a multi-index α = (αi)i=1,...,d ∈ Nd0 we define |α| :=
∑d
i=1 αi and x
α :=
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∏d
i=1 x
αi
i for all x ∈ Rd. For k ∈ N0 we define
Pk(Ω) :=
{
p : Ω→ R | p(x) =
k∑
|α|=0
cαx
α, cα ∈ R
}
.
Definition 1.2.2 (Spaces of smooth functions)
Let α ∈ Nd0. If f : Ω → R is an |α| times continuously differentiable function,
let
Dαf :=
∂|α|f
∂xα11 · · · ∂xαdd
,
D(0,...,0)f := f.
For any m ∈ N0 we define the following spaces of continuous and differentiable
functions
Cm(Ω) := {f : Ω→ R | f is continuous and
m times cont. differentiable}
Cm(Ω) := {f ∈ Cm(Ω) | all derivatives Dαf, |α| ≤ m
may be continuously extended to Ω}
as well as
C∞(Ω) :=
⋂
m∈N0
Cm(Ω)
Cm0 (Ω) := {f ∈ Cm(Ω) | supp f ⊂⊂ Ω} for m ∈ N0 ∪ {∞}.
The notation A ⊂⊂ Ω implies that the set A is compactly contained in Ω.
Definition 1.2.3 (Lebesgue spaces)
Let p ∈ [1,∞]. We define the standard Lebesgue spaces
Lp(Ω) := {f : Ω→ R | f is Lebesgue-measurable and ‖f‖Lp(Ω) <∞},
where ‖f‖Lp(Ω) :=
{(∫
Ω |f(x)|p dx
) 1
p for p <∞,
ess supx∈Ω |f(x)| for p =∞,
Lp0(Ω) := {f ∈ Lp(Ω) |
∫
Ω
f(x)dx = 0}.
As usual, the Lebesgue spaces are actually defined as classes of functions
whose values coincide almost everywhere. With this identification the Lebesgue
spaces Lp(Ω) together with ‖·‖Lp(Ω) are Banach spaces. In the case p = 2 we
may define a scalar product
(f, g)L2(Ω) :=
∫
Ω
f(x)g(x)dx for all f, g ∈ L2(Ω)
giving L2(Ω) the additional structure of a Hilbert space.
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Definition 1.2.4 (Sobolev spaces)
Let p ∈ [1,∞]. We define the Sobolev spaces
a) Let m ∈ N. Then
Wm,p(Ω) := {f ∈ Lp(Ω) | There exist weak derivatives
Dαf ∈ Lp(Ω) for all |α| ≤ m}
with the norm
‖f‖m,p :=

(∑
|α|≤m ‖Dαf‖pLp(Ω)
) 1
p for p <∞,
max|α|≤m ‖Dαf‖L∞(Ω) for p =∞,
as well as the seminorm
|f |m,p :=

(∑
|α|=m ‖Dαf‖pLp(Ω)
) 1
p for p <∞,
max|α|=m ‖Dαf‖L∞(Ω) for p =∞.
b) For m > 0 we define Wm,p0 (Ω) as the closure of C
∞
0 (Ω) in W
m,p(Ω).
c) For m < 0 we define Wm,p(Ω) as the dual space of W−m,q0 (Ω), with the dual
exponent 1q +
1
p = 1.
The Sobolev spaces Wm,p(Ω) with corresponding norms are Banach spaces.
In the case p = 2 we will write Hs(Ω), ‖·‖s instead ofW s,2(Ω), ‖·‖s,2 and Hs0(Ω)
instead of W s,20 (Ω). H
s(Ω) and Hs0(Ω) are Hilbert spaces.
1.2.2 Lipschitz domains
For prescribing boundary values we will need the concepts of Lebesgue spaces
defined on the boundary Γ of Ω as well as trace and extension operators.
The following definitions follow [1].
Definition 1.2.5 (Lipschitz domain)
Given are j ∈ {1, . . . , l}, l ∈ N, a Euclidean coordinate system ej1, . . . , ejd of
Rd, a reference point yj ∈ Rd−1, parameters rj , hj > 0 as well as a Lipschitz-
continuous function gj : Rd−1 → R. Define
x˜j := (xj1, . . . , x
j
d−1) for x =
d∑
i=1
xjie
j
i ,
U j := {x ∈ Rd | ∣∣x˜j − yj∣∣ < rj and ∣∣∣xjd − gj(x˜j)∣∣∣ < hj}.
Ω is called a Lipschitz domain, iff for all x ∈ U j
0 < xjd − gj(x˜j) < hj ⇒ x ∈ Ω,
xjd = g
j(x˜j)⇒ x ∈ ∂Ω,
0 > xjd − gj(x˜j) > −hj ⇒ x 6∈ Ω,
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Figure 1.2: Partitioning of a domain Ω.
as well as
∂Ω ⊂
l⋃
j=1
U j .
Assume U0 ⊂ Ω as a suitable further open set, so that U0, . . . , U l cover Ω.
We will need a partition of unity on Ω corresponding to the covering U j ,
e. g.
ηj ∈ C∞0 (U j), 0 ≤ ηj ≤ 1 for j = 0, . . . , l,
l∑
j=0
ηj = 1 on Ω.
We now define a boundary integral as well as Lebesgue spaces on the bound-
ary Γ = ∂Ω.
Definition 1.2.6 (Boundary integral and Lebesgue spaces)
Let Ω be an open bounded Lipschitz domain with boundary Γ = ∂Ω.
a) A function f : Γ → R is measurable/integrable, iff (using the notation of
1.2.5) for j = 1, . . . , l the functions
y 7→ (ηjf)
(
d−1∑
i=1
yie
j
i + g
j(y)ejd
)
for y ∈ Rd−1 with ∣∣y − yj∣∣ < rj
1.2. NOTATION AND FUNCTION SPACES 7
are measurable/integrable with respect to the (d− 1)-dimensional Lebesgue
measure. For integrable f with support in U j define∫
Γ
f dHd−1 :=
∫
Rd−1
f
(
d−1∑
i=1
yie
j
i + g
j(y)ejd
)√
1 + |∇gj(y)|2dy.
For a general integrable f : Γ→ R set∫
Γ
f dHd−1 :=
l∑
j=1
∫
Γ
ηjf dHd−1.
b) For 1 ≤ p ≤ ∞ we define the Lebesgue spaces
Lp(Γ) := {f : Γ→ R | f is measurable and ‖f‖Lp(Γ) <∞}.
Here we define ‖·‖Lp(Γ) analogously to the above Lp norms.
c) The outer unit normal to Γ may be defined almost everywhere on Γ as
n(x) :=
(
1 +
∣∣∇gj(x˜)∣∣2)− 12 (d−1∑
i=1
∂gj
∂xi
(x˜)eji − ejd
)
for
x =
d−1∑
i=1
xie
j
i + g
j(x˜)ejd ∈ U j ∩ Γ.
n is measurable on Γ with |n| = 1. With this sign the vector n will point
outward, meaning x+εn(x) 6∈ Ω if n is defined in x and ε > 0 small enough.
These definitions are independent of the used partitioning of the boundary.
With the help of the boundary integral we are able to prove the following
important trace theorem, stated e. g. in [30].
Theorem 1.2.7 (Trace theorem)
Let Ω ⊂ Rd be an open bounded Lipschitz set and 1 < p < ∞. There exists a
unique linear continuous mapping
T :W 1,p(Ω)→ Lp(Γ),
with
Tf = f |Γ for f ∈W 1,p(Ω) ∩ C0(Ω).
Using this mapping we obtain
W 1,p0 (Ω) = {f ∈W 1,p(Ω) | Tf = 0}
as the kernel and
W 1−1/p,p(Γ) = {g ∈ Lp(Γ) | g = Tf, f ∈W 1,p} (1.1)
as the image1 of T . We will equip W 1−1/p,p(Γ) with the image norm
‖g‖1−1/p,p := inf{‖f‖1,p | g = Tf}.
Finally, there exists a continuous right inverse E : W 1−1/p,p(Γ) → W 1,p(Ω) to
T . This extension operator E is not unique with this property.
1For our purposes it will be sufficient to regard (1.1) as a definition of W 1−1/p,p(Γ). For
the general theory behind fractional order Sobolev spaces refer to the literature.
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1.2.3 Further spaces
In this work we will often be dealing with vector valued functions, e. g. velocity
fields. For a normed spaceX of functions f : Ω→ R we define the corresponding
vector valued space Xd, d ∈ N, as the standard Cartesian product with norm:
Xd := {f : Ω→ Rd | fi ∈ X for i = 1, . . . , d}
‖f‖Xd :=
(
d∑
i=1
‖fi‖2X
) 1
2
.
In the case of a scalar product defined on X, we extend it to Xd by
(f, g)Xd :=
d∑
i=1
(fi, gi)X
In the cases X = Cm(Ω), Lp(Ω), Hm(Ω) we simply denote Cm(Ω) instead of
(Cm(Ω))d, etc.
For evolution PDEs such as parabolic equations we require functions with
values in a real Banach space. Let (X, ‖·‖X) be a Banach space, a < b ∈ R and
p ∈ [1,∞].
C0([a, b];X) := {f : [a, b]→ X | f is continuous},
‖f‖C0([a,b];X) := max
x∈[a,b]
‖f(x)‖X ,
Lp(a, b;X) := {f : (a, b)→ X | f is Lebesgue-measurable and ‖f‖Lp(a,b;X) <∞},
where ‖f‖Lp(a,b;X) :=

(∫ b
a ‖f(x)‖pX dx
) 1
p for p <∞,
ess supx∈[a,b] ‖f(x)‖X for p =∞,
Hk(a, b;X) := {f ∈ L2(a, b;X) | There exist weak derivatives
Dαf ∈ L2(a, b;X) for all |α| ≤ k}.
Chapter 2
Physical background and
modeling
2.1 Fluid manipulation using SAWs
The biochips treated in this work contain a substrate layer consisting of a
piezoelectric material, e. g. lithium niobate. Embedded on the substrate surface
are fine electrodes known as Interdigital Transducers (IDTs) due to their comb-
like structure. When a radio frequency signal (typical frequencies are 100 MHz)
is applied to the IDTs the inverse piezoelectric effect causes a distortion of the
substrate layer. Using special crystal cuts one is able to obtain coupled elastic-
electromagnetic waves in the substrate.
The chips used for manipulating fluid are designed to favor a special type
of wave known as Surface Acoustic Wave (SAW), also called Rayleigh waves.
These waves spread out along the surface of the substrate in the fashion of a
miniature earthquake. The wavelength is defined by the IDT geometry, typical
amplitudes of displacement are in the nanometer regime. Rayleigh waves are
restricted to a thin layer of several wavelengths on the surface of the chip.
If the surface of the substrate is in contact with fluid and if the normal
component of displacement is nonzero, part of the energy will be radiated into
the fluid. The thus damped SAW is known as a leaky SAW, (LSAW). The in-
teraction between the LSAW and the fluid causes an internal streaming effect
as explained below, see Figure 2.1 for an illustration. This streaming can be
used to mix the fluid or as a contact free pump. It is even possible [77] to
define a virtual fluidic network on the chip surface using hydrophobic and/or
hydrophilic materials etched onto the substrate using photolithographic tech-
niques. Here we will also be interested in the effect of the streaming on free
capillary boundaries.
The full physical process is a coupled system involving elastic, electromag-
netic, and hydrodynamic effects. The numerical simulation of the full system
is a very complex problem. In [7] a simulation of a biosensor is presented using
a fully coupled model. The physical setup is similar to the one used in this
work, with solid piezoelectric layers radiating acoustic waves into a liquid layer.
However, only the microscopic time scale is relevant in that work. This means
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that a simpler single scale model can be used.
Our approach is based on a splitting into two subproblems, with coupling
being either neglected or treated empirically. The analysis and numerical sim-
ulation of the elastic/electromagnetic subproblem describing the creation of
SAWs was the subject of [28]. In this thesis we will focus on the coupling of
LSAWs with the fluid. This interaction will be modeled in only one direction.
To be precise, we use an empiric LSAW displacement as input parameter for the
streaming effect and neglect the backward coupling of the fluid on the elastic
substrate.
Figure 2.1: Working principles of a SAW-driven fluidic device.
2.2 Overview of the fluidics problem
For the modeling of the fluid flow we use the compressible Navier-Stokes equa-
tions, see [44,8]. Assume a bounded fluid domain Ω(t) with part of the boundary
Γd(t) ⊆ ∂Ω(t) in contact with elastic walls traversed by SAWs.
ρ
(
∂v
∂t
+ (∇v)v
)
= ∇ · Σ in Ω(t), t > 0,
∂ρ
∂t
+∇ · (ρv) = 0 in Ω(t), t > 0,
v(t,x+ u(t,x)) =
∂u
∂t
(t,x) on Γd(t), t > 0
v · n = 0 on Γs,
Σn = 0 on Γn,
v = 0, p = p0, Ω(0) = Ω0 for t = 0.
(2.1)
with the Newtonian stress tensor Σ = Σ(v, p) defined as
Σij(v, p) = −pδij + η
(
∂vi
∂xj
+
∂vj
∂xi
)
+ (ζ − 2
3
η)(∇ · v)δij .
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The quantities that appear are
v fluid velocity,
p fluid pressure,
ρ fluid density,
η, ζ standard and bulk viscosity coefficients1,
u SAW displacement from equilibrium position,
typically a harmonic function of time,
n outer unit normal vector on ∂Ω.
The boundary segments Γ ⊂ ∂Ω have the following physical interpretation:
Γd Dirichlet boundary conditions for velocity,
Γs tangential slip boundary conditions for velocity,
Γn do-nothing boundary conditions,
meaning absence of stress on this boundary.
See Figure 2.2 for an illustration. The divergence of the stress tensor yields
∇ · Σ = −∇p+ η∆v +
(
ζ +
η
3
)
∇(∇ · v).
We will need a supplementary equation to close this system. We use an
equation of state arising from the assumption of constant entropy in time and
space (see [20]). This leads to a simple relation of the form
p− p0 = a(ρ− ρ0)γ , (2.2)
where p0, ρ0 are equilibrium states and a, γ > 0. We assume a linear dependence
for liquids such as water, thus γ = 1.
2.3 Acoustic streaming
2.3.1 Physical origin of acoustic streaming
As discussed above we assume that flow in the fluid region arises exclusively
from the harmonic oscillation of the solid boundary. When using standard
acoustics theory, where nonlinear effects are neglected and low frequencies and
amplitudes are assumed, we expect the propagation of acoustic waves in the
fluid. An additional effect observed in real life, however, is that of a stationary
average flow field, not accounted for by standard acoustic theory.
This effect, known as acoustic streaming, was first studied by Lord Rayleigh
[55]. Further contributions to the study of this phenomenon were made by
Lighthill, Eckart, Nyborg, Riley, and others [56,57,49,50,46,58,25]. Two types
of acoustic streaming are generally distinguished today:
1Physically reasonable values fulfill η > 0, ζ − 2
3
η > 0.
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slip boundary
along fixed
walls
Γf :
Dirichlet boundary traversed by SAWs
Γd(t) :
Γn :
do nothing boundary to limit flow region
Figure 2.2: Sample computational domain Ω(t) demonstrating the three types
of boundary conditions. The Dirichlet boundary is time dependent because of
the motion of the surface acoustic waves.
• Rayleigh streaming is associated with the boundary layers of a fluid near
solid surfaces.
• Quartz wind is associated with the dissipation of acoustic energy in the
main body of the fluid.
Acoustic streaming effects are a result of the nonlinearity of the Navier-
Stokes equations (2.1) in combination with the viscosity. For the derivation of
the model we follow a recent paper by Bradley [8] which provides a rigorous
treatment of boundary conditions often neglected in other works.
The main problem for the numerical treatment of acoustic streaming is that
extremely different time scales are involved. Typical frequencies of the harmonic
oscillation are 100 MHz, requiring a time discretization on the order of 10−8 s.
The acoustic streaming relaxation times are of the order 10−3–10−1 s.
2.3.2 Acoustic subproblem
We assume an expansion of the unknowns v, p, and ρ of the form
p = p(0) + ²p′ + ²2p′′ +O(²3) ,
ρ = ρ(0) + ²ρ′ + ²2ρ′′ +O(²3) ,
v = 0 + ²v′ + ²2v′′ +O(²3) . (2.3)
The small parameter 0 < ² ¿ 1 is later fixed as the ratio u0/L, with u0
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being the maximal SAW displacement of the domain boundary and L being the
typical length scale used for a dimensionless formulation.
Set p(1) := ²p′, p(2) := ²2p′′, and analogously ρ, v, Σ. All terms with index
0 are constant in time and space and represent the known equilibrium state
without SAW driving. By gathering all terms of order O(²) we arrive at
ρ(0)
∂v(1)
∂t
−∇ · Σ(1) = 0 in Ω(t), t > 0, (2.4a)
∂ρ(1)
∂t
+ ρ(0)∇ · v(1) = 0 in Ω(t) t > 0, (2.4b)
p(1) = c20ρ
(1), (2.4c)
v(1)(t,x) =
∂u
∂t
(t,x), on Γd(t), t > 0, (2.4d)
v(1) · n = 0 on Γs, (2.4e)
Σ(1)n = 0 on Γn, (2.4f)
v(1) = 0, p(1) = 0 Ω(0) = Ω0 for t = 0. (2.4g)
where c0 is the small signal sound velocity in the fluid. The boundary condition
is derived by observing that u = O(²) and performing a Taylor expansion:
v(t,x+ u) = v(t,x) + (∇v)u+O(‖u‖2) = ∂u
∂t
(t,x).
In the future we will neglect the time dependence of Ω arising through the
SAW oscillation. This is possible since the SAW displacement u is much smaller
than the typical length L, equivalent to the fact that ²¿ 1.
This linear system describes the damped propagation of acoustic waves.
These arise solely as a reaction to the time harmonic boundary values (2.4d)
since the right hand sides are zero. Due to the parabolic character of the
system and the boundedness of Ω we expect the solution to converge into a time
harmonic quasi-equilibrium state for large t. A formal proof of this property is
presented in Chapter 3. Since the goal is the solution of the system (2.1) on
the large time scale the startup effects are of less interest than this equilibrium
state.
2.3.3 Acoustic streaming subproblem
Assuming that the above first order system (2.4) is solved we may proceed to
gather terms of second order in ² while treating the solution of (2.4) as given
data. The result is
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ρ(0)
∂v(2)
∂t
−∇ · Σ(2) = −ρ(1)∂v
(1)
∂t
− ρ(0)(∇v(1))v(1) in Ω(t), t > 0, (2.5a)
∂ρ(2)
∂t
+ ρ(0)∇ · v(2) = −∇ · (ρ(1)v(1)) in Ω(t), t > 0, (2.5b)
p(2) = c20ρ2, (2.5c)
v(2) = −(∇v(1))u on Γd(t), t > 0, (2.5d)
v(2) · n = 0 on Γs, (2.5e)
Σ(2)n = 0 on Γn, (2.5f)
v(2) = 0, p(2) = 0, Ω(0) = Ω0 for t = 0. (2.5g)
This system may be interpreted as an instationary Stokes problem describ-
ing creeping flow and containing mass sources and body forces.
Define T := 2piω as the period of the harmonic SAW oscillation. Since we
are interested in the acoustic streaming effects observable on the larger time
scale we take a temporal average of the right hand sides. More precisely, we
apply the operation
〈a〉 := 1
T
∫ t0+T
t0
a(t) dt.
We thereby obtain the system
ρ(0)
∂v¯(2)
∂t
−∇ · Σ¯(2) =
〈
−ρ(1)∂v
(1)
∂t
− ρ(0)(∇v(1))v(1)
〉
in Ω(t), t > 0,
∂ρ¯(2)
∂t
+ ρ(0)∇ · v¯(2) = 〈−∇ · (ρ(1)v(1))〉 in Ω(t), t > 0,
p¯(2) = c20ρ¯2,
v¯(2) = −〈(∇v1)u〉 on Γd(t), t > 0,
v¯(2) · n = 0 on Γs,
Σ¯(2)n = 0 on Γn,
v¯(2) = 0, p(2) = 0, Ω(0) = Ω0 for t = 0.
In the following we will deal only with the average terms v¯(2), p¯(2), ρ¯(2) and
therefore denote these without the bars for simplicity. The corresponding sta-
tionary problem is also of interest when performing simulations without free
capillary boundaries. For the remainder of this chapter we will restrict our-
selves to the stationary system when solving problems without free capillary
boundaries.
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−∇ · Σ(2) =
〈
−ρ(1)∂v
(1)
∂t
− ρ(0)(∇v(1))v(1)
〉
in Ω, (2.6a)
ρ(0)∇ · v(2) = 〈−∇ · (ρ(1)v(1))〉, in Ω, (2.6b)
p(2) = c20ρ2, (2.6c)
v(2) = −〈(∇v1)u〉 on Γd, (2.6d)
v(2) · n = 0 on Γs, (2.6e)
Σ(2)n = 0 on Γn. (2.6f)
Remark 2.3.1
If we assume that Γd = ∂Ω and Ω ⊂ R3 then we may verify that the boundary
values h = − 〈(∇v(1))u〉 and the right hand side fp = 〈−∇· (ρ(1)v(1))〉 of (2.6)
are compatible in the sense that Gauß’s theorem is satisfied:
∫
Γd
v(2) · n dH2 = −
∫
Γd
〈
(∇v(1))u
〉
· n dH2
=
∫
Γd
〈 −1
ρ(0)
ρ(1)v(1) +
1
2
∇× (ζ(1) × v(1))
〉
· n dH2
= −
∫
Ω
1
ρ(0)
〈∇ · (ρ(1)v(1))〉 =
∫
Ω
∇ · v(2).
Here we have defined ζ(1) :=
∫
v(1)dt as an extension of u to Ω. We have
used (2.4b), the vector property∇×(a×b) = (∇a)b−(∇b)a+(∇·b)a−(∇·a)b,
and the periodicity of v(1). The cross product terms in the second step vanish
because the manifold ∂Ω does not possess a relative boundary (classical Stokes
law).
The general idea behind this multiscale modeling is known in physics as
approximation theory. On the mathematical side, the model we use may also
be interpreted in the formal framework of Heterogeneous Multiscale Methods as
described in [23, 24]. This general approach attempts to formalize the idea of
performing microscale simulations to close macroscale models. For the prob-
lem of acoustic streaming we have the macroscale variables v(2), p(2) which
require macroscale forcing terms. To derive these we have performed temporal
averaging using the microscale, quickly oscillating terms v(1), p(1).
There is also a certain connection to the methods of classical homogenization
theory, as stated in [26, Section 4.5.4]. The problems treated in homogeniza-
tion theory, however, involve rapidly oscillating coefficients of the differential
operator rather than problem data.
2.3.4 Free capillary boundaries
In addition to the problems with fixed channel geometries we will also treat the
case of free capillary surfaces along parts of the boundary. To prepare this we
first rewrite (2.1) using additional boundary conditions which are valid on a free
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capillary boundary Γf (t) between liquid and air. The new boundary conditions
are necessary to determine the normal velocity of the moving interface as well
as the stress acting due to capillary forces.
ρ
(
∂v
∂t
+ (∇v)v
)
= ∇ · Σ in Ω(t), t > 0, (2.7a)
∂ρ
∂t
+∇ · (ρv) = 0 in Ω(t), t > 0, (2.7b)
v(t,x+ u(t,x)) =
∂u
∂t
(t,x) on Γd, (2.7c)
v · n = 0 on Γs, (2.7d)
Σn = 0 on Γn, (2.7e)
Σn = σ(d− 1)κ on Γf (t), t > 0, (2.7f)
v · n = V on Γf (t), t > 0, (2.7g)
v = 0, p = p0, Ω(0) = Ω0 for t = 0. (2.7h)
Here we have σ as the constant of surface tension between water and vac-
uum, the difference to the conditions of water/air-interfaces being negligible,
(cf. [44]), Γf ⊂ ∂Ω(t) as the free boundary, and V as the normal velocity com-
ponent of the free boundary. Furthermore we have κ as the vector of curvature.
By definition this vector has magnitudeH (mean curvature of ∂Ω(t)) and points
in the direction of n (outer unit normal vector of ∂Ω(t)).
The location of Γf (t) will change significantly in time and now represents
one of the unknowns of the problem. To adapt the two scale model for the
inclusion of capillary boundary effects, we include the capillary stress condition
(2.7f) in both subproblems.
For the sake of consistency we will continue to neglect the motion of the
domain when solving the first order acoustics problem (2.4). However, we will
need to take it into account when solving the large time scale acoustic streaming
subproblem (2.6).
2.4 Dimensionless formulation
2.4.1 Acoustic subproblem
From the physical formulation of the acoustic equations (2.4) we will need to
derive a corresponding dimensionless system with proper scaling for numerical
computations. The first step is to divide the momentum equation by the density
ρ(0) and to eliminate ρ(1):
∂v(1)
∂t
− ν˜1∆v(1) − ν˜2∇(∇ · v(1)) +∇p˜(1) = 0, (2.8a)
1
c20
∂p˜(1)
∂t
+∇ · v(1) = 0 in Ω. (2.8b)
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Here we have p˜ = p/ρ(0) as the so-called relative pressure, ν˜1 = η/ρ(0) and
ν˜2 = (η + ζ/3) /ρ(0) as constants of kinematic viscosity. As a next step we
choose scales for length L, time T , and velocity V . Symbols with hat denote
the dimensionless physical terms and operators:
x = Lx̂ position,
t = T t̂ time,
v = V v̂ velocity,
p˜ =
L2
T 2
p̂ relative pressure,
∂
∂t
=
1
T
∂
∂t̂
time derivative,
∇ = 1
L
∇̂ gradient,
∆ =
1
L2
∆̂ Laplacian.
(2.9)
A dimensionless formulation of the stress tensor Σ may be obtained by
defining
Σ̂(1)(p̂(1), v̂(1))ij = −p̂(1)δij+ V T
2
L3ρ0
η
(
∂v̂
(1)
i
∂x̂j
+
∂v̂
(1)
j
∂x̂i
)
+
V T 2
L3ρ0
(ζ−2
3
η)(∇̂·v̂(1))δij .
We may now formulate a dimensionless version of the acoustic problem:
V T
L
∂v̂(1)
∂t̂
− V T
2
L3
(
ν˜1∆̂v̂(1) + ν˜2∇̂(∇̂ · v̂(1))
)
+ ∇̂p̂(1) = 0 in Ω,
L3
c20V T
3
∂p̂(1)
∂t̂
+ ∇̂ · v̂(1) = 0 in Ω,
V T
L
v̂(1) =
∂û
∂t̂
on Γd,
v̂(1) · n = 0 on Γs,
Σ̂(1)n = 0 on Γn,
v̂(1) = 0, p̂(1) = 0 for t̂ = 0.
(2.10)
2.4.2 Acoustic streaming subproblem
As for the acoustic subproblem, we now derive a dimensionless version of (2.6).
We will begin by stating an alternative form of the forcing terms in (2.6a):
〈−ρ(1)∂v
(1)
∂t
〉 = 〈+∂ρ
(1)
∂t
v(1)〉 = 〈−ρ(0)(∇ · v(1))v(1)〉
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Here we have used the periodicity of v(1) and ρ(1) as well as the equation of
mass conservation (2.6b). We divide again by ρ(0) and obtain
−ν˜1∆v(2) − ν˜2∇(∇ · v(2)) +∇p˜(2) = −
〈
(∇ · v(1))v(1) + (∇v(1))v(1)
〉
in Ω,
∇ · v(2) = − 1
c20
〈∇ · (p˜(1)v(1))〉 in Ω,
v(2) = −
〈
(∇v(1))u
〉
on Γd.
Using the same scales L,T , and V as before yields
−V T
2
L3
(
ν˜1∆̂v̂(2) + ν˜2∇̂(∇̂ · v̂(2))
)
+ ∇̂p̂(2)
= −V
2T 2
L2
〈
(∇̂ · v̂(1))v̂(1) + (∇̂v̂(1))v̂(1)
〉
in Ω,
∇̂ · v̂(2) = − L
2
T 2c20
〈∇̂ · (p̂(1)v̂(1))〉 in Ω,
v̂(2) = −
〈
(∇̂v̂(1))û
〉
on Γd,
v̂(2) · n = 0 on Γs,
Σ̂(2)n = 0 on Γn.
(2.11)
2.4.3 Free capillary boundaries
The corresponding dimensionless free capillary boundary conditions are
Σ̂n = σ̂(d− 1)κ̂, (2.12)
v̂ · n = V̂ on Γf (t), (2.13)
Here we define σ̂ = T
2σ
L3ρ0
as the dimensionless coefficient of surface tension,
κ̂ = Lκ is the dimensionless curvature vector of the interface, and V̂ as the
dimensionless speed of the capillary free boundary in normal direction.
Chapter 3
Analysis of the subproblems
In this chapter we will introduce and analyze a mathematical model of the
acoustics and acoustic streaming subproblems introduced in Chapter 2 for a
fixed domain without free boundaries. For simplicity we will limit the discussion
to the case of Dirichlet boundary conditions for the velocity specified on the
entire boundary ∂Ω of the domain. Both subproblems (2.10) and (2.11) then
have the following general form: Given right hand sides fv, fp, boundary values
g, and initial values v0, p0, find v and p satisfying
µv
∂v
∂t
− ν1∆v − ν2∇(∇ · v) +∇p = fv in Ω, t > 0 (3.1a)
µp
∂p
∂t
+∇ · v = fp in Ω, t > 0 (3.1b)
v = g on ∂Ω, t > 0, (3.1c)
v = v0, p = p0 in Ω, t = 0, (3.1d)
with positive constant parameters µv, µp, ν1, ν2. We will consider both the
time dependent and the stationary case µv = µp = 0 which requires different
methods.
3.1 Problems on fixed domains
As before, we assume Ω to be a bounded Lipschitz domain. We will first proceed
to derive a variational formulation of (3.1). This is done in the standard way
of multiplying with test functions, integrating over the domain Ω, and then
making use of integration by parts at fixed time t > 0:
µv
∫
Ω
∂v
∂t
·w + ν1
∫
Ω
∇v : ∇w + ν2
∫
Ω
(∇ · v)(∇ ·w)
−
∫
Ω
p∇ ·w =
∫
Ω
fv ·w for all w ∈ C∞0 (Ω),
µp
∫
Ω
∂p
∂t
q +
∫
Ω
q∇ · v =
∫
Ω
fpq for all q ∈ C∞0 (Ω).
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Instationary problemsStationary problems
solutions
Periodic solutions
Harmonic solutions
independent solutions
General time
Driving force example
General
problem
General time dependent
Figure 3.1: Different solution concepts.
Remark 3.1.1
In our analysis we will assume µv = µp. This can be achieved by setting the
characteristic velocity V in (2.9) on page 17 to V = L2/(c0T 2). This is actually
done in the numerical calculations. It is also sufficient to assume µv = µp = 1
– otherwise execute a rescaling of the time variable t 7→ t/µv.
Furthermore, we will assume homogeneous boundary conditions (g = 0) for
now and treat the more general situation later in the chapter.
To deal with the instationary problem we will introduce three different so-
lution concepts each requiring a separate theoretical treatment and numerical
implementation. The validity of each approach is determined by the form of
the problem data (right hand sides fv, fp and boundary conditions g):
• General time dependent solutions, requiring no assumptions on the form
of the problem data
• Time periodic solutions, requiring periodic problem data
• Time harmonic solutions, requiring problem data given as a superposition
of sine and cosine terms
Periodic solutions are of interest since the application to SAW driven acoustic
streaming often involves time periodic data fv, fp, g. In the case of time har-
monic problem data it is possible to eliminate the time dependence altogether
and reduce the problem to an equivalent stationary system. This so-called
quasi-stationary approach is treated later in this chapter. Figure 3.1 presents
an overview of the different approaches.
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3.1.1 Solution spaces and variational formulation
For the variational formulation we define the following spaces
V =H10(Ω),
Q = L20(Ω),
U =H10(Ω)× L20(Ω),
H = L2(Ω)× L20(Ω),
U ′ =H−1(Ω)× L20(Ω) as the dual space of U.
We may define embeddings
i1 : U → H, i1(f) = f,
i2 : H → U ′, 〈i2(f), g〉U ′×U = (f, i1(g))H .
(3.2)
This yields a Gelfand triple
U ↪→i1 H ↪→i2 U ′ (3.3)
with each space continuously embedded and dense in the subsequent space, see
e. g. [78]. Observe that this implies a different concept of f ∈ U interpreted
as a functional in U ′ than the embedding defined by the Riesz Representation
Theorem. In particular, we will not identify U with U ′.
For a given bounded time interval [0, T ] ⊂ R we define
W (0, T ) = {f ∈ H1(0, T ;U ′) | There exists g ∈ L2(0, T ;U)
with i2(i1(g(t))) = f(t) f. a. a. t ∈ (0, T )}.
The function g is unique with this property. We define the following scalar
product on W (0, T ):
(f1, f2)W (0,T ) =
∫ T
0
(g1(t), g2(t))Udt+
∫ T
0
(
f ′1(t), f
′
2(t)
)
U ′ dt
for all f1, f2 ∈ W (0, T ) with corresponding g1, g2 ∈ L2(0, T ;U). Since the
distinction between f and g is cumbersome we will use the notation
f ∈ L2(0, T ;U), f ′ ∈ L2(0, T ;U ′)
for functions f ∈W (0, T ) in the following.
From [78] we cite the following theorem:
Theorem 3.1.2
The space W (0, T ) is a Hilbert space. The functions of W (0, T ) are continuous
with values in H, or to be precise, there exists a continuous embedding
W (0, T ) ↪→ C([0, T ];H). (3.4)
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Thanks to the continuity property we will be able to justify the specification
of initial values in H. We now define the following bilinear forms:
a : V × V → R, (3.5a)
a(v,w) = ν1
∫
Ω
∇v : ∇w + ν2
∫
Ω
(∇ · v)(∇ ·w), (3.5b)
b : Q× V → R, (3.5c)
b(p, v) = −
∫
Ω
p∇ · v, (3.5d)
s : U × U → R, (3.5e)
s((v, p), (w, q)) = a(v,w) + b(q,v)− b(p,w). (3.5f)
We will need an important analytical result concerning the solvability of the
divergence equation.
Theorem 3.1.3 (Solution of the divergence equation)
There exists a constant β > 0 such that for all p ∈ Q there is a v ∈ V with
p = ∇ · v, ‖v‖1 ≤ β−1 ‖p‖0 .
Proof. See [15] or [32, Theorem 12.2.14].
Lemma 3.1.4
The following properties hold for the bilinear forms defined in (3.5):
a) The form a is V -elliptic, meaning that there exist constants ca, Ca > 0 so
that for all v,w ∈ V
|a(v,w)| ≤ Ca ‖v‖1 ‖w‖1 ,
a(v,v) ≥ ca ‖v‖21 .
b) There exist constants cb, Cb > 0 so that for all v ∈ V and p ∈ Q
|b(p,v)| ≤ Cb ‖p‖0 ‖v‖1 , (3.6)
inf
p∈Q\{0}
sup
v∈V \{0}
b(p,v)
‖p‖0 ‖v‖1
≥ cb. (LBB)
The inequality (LBB) is the well-known Ladyzhenskaya-Babusˇka-Brezzi con-
dition.
c) The form s is U -coercive (see e. g. [47]), in other words there are constants
cs, Cs > 0, ks ∈ R so that for all f, g ∈ U
|s(f, g)| ≤ Cs ‖f‖U ‖g‖U , (3.7)
s(f, f) + ks ‖f‖2H ≥ cs ‖f‖2U . (3.8)
We may choose cs = ks = ca.
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Proof. a) The first inequality is a simple application of the Ho¨lder inequality.
Let v ∈ V . Using the Poincare´ inequality (e. g. [78], Theorem 7.6) we get
‖v‖21 ≤ Cp |v|21 = Cp
∫
Ω
∇v : ∇v ≤ Cp
ν1
a(v,v),
where Cp denotes the constant of the Poincare´ inequality.
b) Again, the first inequality is obvious. For any p ∈ Q choose vp ∈ V with
∇ · vp = −p according to Theorem 3.1.3. We calculate
inf
p∈Q\{0}
sup
v∈V \{0}
b(p,v)
‖p‖0 ‖v‖1
= inf
p∈Q\{0}
sup
v∈V \{0}
− ∫Ω p∇ · v
‖p‖0 ‖v‖1
≥ inf
p∈Q\{0}
− ∫Ω p∇ · vp
‖p‖0 ‖vp‖1
≥ inf
p∈Q\{0}
‖p‖20
β−1 ‖p‖20
= β.
c) For the first inequality let v,w ∈ V and p, q ∈ Q. Then
|s((v, p), (w, q))| = |a(v,w) + b(q,v)− b(p,w)|
≤ Ca ‖v‖1 ‖w‖1 + Cb (‖q‖0 ‖v‖1 + ‖p‖0 ‖w‖1)
≤ max(Ca, Cb) (‖v‖1 + ‖p‖0) (‖w‖1 + ‖q‖0)
≤ Cs
(
‖v‖21 + ‖p‖20
) 1
2
(
‖w‖21 + ‖q‖20
) 1
2
= Cs ‖(v, p)‖U ‖(w, q)‖U .
The second equality follows thus:
s((v, p), (v, p)) = a(v,v) ≥ ca ‖v‖21
= ca
(
‖v‖21 + ‖p‖20
)
− ca ‖p‖2
≥ ca ‖(v, p)‖2U − ca ‖(v, p)‖2H .
Definition 3.1.5 (Operators for the bilinear forms)
Using Lemma 3.1.4 we may define the following bounded linear operators. Let
v,w ∈ V , p, q ∈ Q, f, g ∈ U .
A ∈ L(V ,V ′) : 〈Av,w〉V ′×V = a(v,w),
B ∈ L(Q,V ′) : 〈Bp,v〉V ′×V = b(p,v),
B∗ ∈ L(V , Q) : 〈B∗v, p〉Q×Q = b(p,v),
S ∈ L(U,U ′) : 〈Sf, g〉U ′×U = s(f, g),
K ∈ L(Q,Q) : K = B∗A−1B.
(3.9)
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Also useful will be the bilinear form corresponding to the Schur complement
operator K:
k : Q×Q→ R,
k(p, q) = (Kp, q)0.
We can now formulate the variational formulation of (3.1).
Problem 3.1.6 (Weak formulation of the instationary problem)
Let u0 = (v0, p0) ∈ H and f = (fv, fp) ∈ L2(0, T ;U ′). Find u = (v, p) ∈
W (0, T ) so that
〈w, u′(t)〉U×U ′ + s(w, u(t)) = 〈w, f(t)〉U×U ′ for all w ∈ U, f. a. a. t ∈ (0, T ),
u(0) = u0 in H.
(P)
We remark that Problem 3.1.6 is well posed due to the properties of the
solution space W (0, T ). In particular, the specification of initial values in H
makes sense due to Theorem 3.1.2.
Lemma 3.1.7
The Problem (P) may be equivalently formulated as
Find (v, p) ∈W (0, T ) so that
〈w,v′(t)〉V ×V ′ + a(w,v(t)) + b(p(t),w) = 〈w,fv(t)〉V ×V ′ for all w ∈ V ,
(q, p′(t))0 − b(q,v(t)) = (q, fp(t))0 for all q ∈ Q,
f. a. a. t ∈ (0, T ),
v(0) = v0 in L2(Ω),
p(0) = p0 in Q.
(P′)
Proof. Assume (P′) holds. Set w = (w, q), u0 = (v0, p0) and sum the first two
equations to get (P). Now assume (P) holds. Select first ψ = (w, 0) to obtain
the first variational equality in (P′) and then ψ = (0, q) for the second one. The
initial condition is clear.
The stationary problem corresponding to (3.1) is the well-known Stokes
system, except for the definition of the bilinear form a and possibly nonzero
divergence of v.
Problem 3.1.8 (Weak formulation of the stationary problem)
Let f = (fv, fp) ∈ U ′. Find u = (v, p) ∈ U so that
a(w,v) + b(p,w) = 〈w,fv〉V ×V ′ for all w ∈ V ,
−b(q,v) = (q, fp)0 for all q ∈ Q.
(Pstat)
We remark that an equivalent reformulation of (Pstat) using the form s is
possible using the same methods as in Lemma 3.1.7.
Remark 3.1.9
Concerning the choice of spaces a few remarks seem justified.
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a) The choice of V = H10(Ω) implies homogeneous Dirichlet boundary condi-
tions for velocity in a weak sense as stated by Theorem 1.2.7.
b) The choice of Q as pressure space is also a real restriction as the following
example shows:
Given Ω = (0, 1)2, solve the problem
∂v
∂t
(t)−∆v −∇(∇ · v) +∇p = 0 in Ω,
∂p
∂t
(t) +∇ · v = 1 in Ω,
v(x, t) = 0 on ∂Ω,
v0(x) = 0, p0(x) = 0.
(3.10)
We immediately verify that a solution is given by v(x, t) = 0, p(x, t) = t.
Solutions with a mean value of pressure that is not constant in time may be
physically meaningful when studying compressible flows.
We will extend the existence and uniqueness theory of the following two sections
to the case of generalized solutions (v, p) sought in the larger space H1(Ω) ×
L2(Ω). This is presented in the final section of the chapter.
3.2 Solvability results
3.2.1 Existence and uniqueness of the stationary problem
Since the Ladyzhenskaya-Babusˇka-Brezzi condition (LBB) is fulfilled we may
deduce existence and uniqueness of solutions of Problem 3.1.8.
Lemma 3.2.1
Problem (Pstat) has a unique solution (v, p) ∈ U . The following a-priori esti-
mate holds:
‖v‖1 + ‖p‖0 ≤ C(‖fv‖V ′ + ‖fp‖0),
with a constant C > 0.
Proof. Given the properties of the bilinear forms in Lemma 3.1.4, we may use
the saddle point theory specified in [53]. Additional references are [32, 43,
12].
3.2.2 Existence and uniqueness of time dependent solutions
We observe that (P) defines a parabolic problem due to the properties of s(·, ·)
explained in Lemma 3.1.4. We cite the following theorem.
Theorem 3.2.2 (Existence and Uniqueness of (P))
For 0 < T < ∞ the problem (P) possesses a unique solution (v, p) ∈ W (0, T ).
Furthermore, we have the following stability estimate
‖(v, p)‖W (0,T ) ≤ C
(
‖(v0, p0)‖H + ‖(fv, fp)‖L2(0,T ;U ′)
)
.
The constant C will generally depend on T .
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Proof. [78, Theorem 26.1].
We also state the following result for time regularity of the solution.
Theorem 3.2.3 (Time regularity of the solution of (P))
Assume u = (v, p) as the solution of the parabolic problem (P) stated in the
following form
u′(t) + Su(t) = f(t) a. e. in (0, T ),
u(0) = u0 for t = 0.
Let 0 < k ∈ N. We assume f ∈ Hk(0, T ;U ′) and u0 fulfilling the following
compatibility conditions:
w0 := u0 ∈ U,
wj :=
dj−1f
dtj−1
(0)− Swj−1 ∈ U, j = 1, . . . , k − 1,
wk :=
dk−1f
dtk−1
(0)− Swk−1 ∈ H.
We then have
u ∈ Hk(0, T ;U) and d
k+1u
dtk+1
∈ L2(0, T ;U ′).
Proof. [78, Theorem 27.2].
3.2.3 Existence and uniqueness of periodic solutions
For the acoustics subproblem (2.10) on page 17 we generally have a periodic
driving force. It is therefore of interest to reformulate Problem 3.1.6 for right
hand sides f which have period T and search for periodic solutions. This
changes the character of the problem from an initial value problem to a periodic
problem, where u(0) and u(T ) are unknown a-priori.
Later in this section we will compare the solution u of the initial value
problem (P) supplied with a periodic forcing f to the solution uper of the
corresponding periodic problem. We expect the solution of the initial value
problem to converge in some sense towards a periodic equilibrium state, that is
uper, for large times. This phenomenon is known as forced oscillation in physics.
We will present a theorem confirming this convergent behavior.
We first specify what is meant by a periodic solution. The definition may
be surprising at first since periodicity is not mentioned explicitly. The charac-
terization given in Proposition 3.2.5 will justify the terminology.
Problem 3.2.4 (Periodic solutions)
Let 0 < T < ∞ and f = (fv, fp) ∈ L2(0, T ;H). Find u = (v, p) ∈ W (0, T ) so
that
〈w, u′(t)〉U×U ′ + s(w, u(t)) = (w, f(t))H for all w ∈ U, f. a. a. t ∈ (0, T ),
u(0) = u(T ) in H.
(Pper)
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Note that u(0) and u(T ) are unknowns, not data of the problem. We demand
more regularity in space, i. e. f(t) ∈ H. This will enable us to use elementary
results of Fourier analysis (see [1]) for the derivation of a-priori estimates.
Proposition 3.2.5 (Characterization of periodic solutions)
Assume that the right hand side f is extended to a periodic function f˜ by
f˜(t+ kT ) = f(t) for t ∈ [0, T ), k ∈ Z.
A solution u of (Pper) may be then be uniquely extended to a periodic solution
u˜ fulfilling
〈w, u˜′(t)〉U×U ′ + s(w, u˜(t)) = (w, f˜(t))H for all w ∈ U, f. a. a. t ∈ R.
Proof. The existence and uniqueness theorem 3.2.2 implies that the solution
u with initial values u(0) is well defined for an arbitrarily large interval [0, τ ].
Define z(t) := u(T + t) − u(t). The function z is a solution of the following
initial value problem:
z′(t) + Sz(t) = 0,
z(0) = 0.
The a-priori estimate of Theorem 3.2.2 then implies z = 0, therefore u(t) =
u(T+t). A similar argument shows that the solution may be uniquely extended
backwards in time.
We now state an existence and uniqueness result for periodic solutions.
Theorem 3.2.6 (Existence and Uniqueness of (Pper))
The problem (Pper) has a unique solution (v, p) ∈ W (0, T ). We have the sta-
bility estimate
‖(v, p)‖W (0,T ) ≤ C ‖(fv, fp)‖L2(0,T ;H) .
The constant C will generally depend on the period T .
The theorem will be proven using the standard Galerkin method. The idea
is to establish stability properties of corresponding finite dimensional problems
and to use a compactness argument to extend these to the infinite dimensional
case. Before proving the theorem we therefore first consider the corresponding
finite dimensional problem.
Lemma 3.2.7
Let V k ⊂ V , Qk ⊂ Q, k ∈ N be finite dimensional subspaces which are stable
with respect to b(·, ·). By this we mean that the following inf-sup condition holds
with c˜b,k:
inf
p∈Qk\{0}
sup
v∈V k\{0}
b(p,v)
‖p‖0 ‖v‖1
≥ c˜b,k > 0. (LBBk)
Assume f ∈ L2(0, T ;H). Then there exists a unique solution of the finite
dimensional problem:
Find uk = (vk, pk) ∈ H1(0, T ;V k ×Qk) so that(
wk, u
′
k(t)
)
H
+ s(wk, uk(t)) = (wk, f(t))H for all wk ∈ Uk, f. a. a. t ∈ (0, T ),
uk(0) = uk(T ).
(3.11)
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Proof. We assume {ψl}l=1,...,n to be an H-orthonormal system spanning V k ×
Qk, n = nv+np = dimV k+dimQk <∞. Without restriction we may suppose
that ψl = (ψv,l, 0) ∈ V k×{0} for l = 1, . . . , nv and ψl = (0, ψp,l−nv) ∈ {0}×Qk
for l = nv + 1, . . . , n.
As stated in the introduction we reserve “non-italic” symbols U, S, etc. for
vectors or matrices over R or C in contrast to elements in “abstract” vector
spaces. Set
uk(t) =
n∑
m=1
Um(t)ψm, Um(t) ∈ R,
Fl(t) = (ψl, f(t))H , l = 1, . . . , n,
Slm = s(ψl, ψm), l,m = 1, . . . , n.
We see that (3.11) is equivalent to the following periodic boundary value prob-
lem in Rn:
Find U ∈ H1(0, T ;Rn) fulfilling
U′(t) + SU(t) = F(t) for almost all t ∈ (0, T ),
U(0) = U(T ).
The method of “variation of constants” yields the following solution formula
U(t) = exp(−St)U(0) +
∫ t
0
exp(−S(t− τ))F(τ)dτ
Thus, we may reformulate the finite dimensional problem (3.11) as
Find U ∈ H1(0, T ;Rn) with
U(T ) = exp(−ST )U(0) +
∫ T
0
exp(−S(T − τ))F(τ)dτ = U(0).
The problem is thus reduced to finding U0 = U(0) satisfying the following linear
equation in Rn:
(exp(ST )− I)U0 =
∫ T
0
exp(Sτ)F(τ)dτ. (3.12)
It is sufficient to prove that the matrix exp(ST ) − I is regular. The matrix is
singular iff 1 is an eigenvalue of exp(ST ). According to [27, Corollary A1.8],
this happens iff 2Npii/T is an eigenvalue of S for some N ∈ Z, where i ∈ C is
the imaginary unit. The remaining proof serves to show that S does not have
eigenvalues of this form.
The Stokes operator S ∈ L(V k ×Qk) corresponding to S is regular thanks
to the stability of the couple V k×Qk, (LBBk). This may be seen e. g. using [32,
Theorem 12.2.7]. We may therefore exclude 0 as an eigenvalue of S.
Decompose S as follows:
S
[
v
p
]
=
[
A B
−BT 0
] [
v
p
]
,
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with v ∈ Rnv , p ∈ Rnp .
Let l,m ∈ {1, . . . , nv}. We have
Alm = Slm = s(ψl, ψm) = a(ψv,l,ψv,m),
which implies that A ∈ Rnv×nv is symmetric and positive definite.
We will denote by (·, ·)Cj , |·|Cj the Euclidean scalar product and norm on
Cj , analogously (·, ·)Rj and |·|Rj on Rj , j ∈ N. Assume λ ∈ C \ 0 is an arbitrary
eigenvalue of S with corresponding eigenvector Φ ∈ Cn, |Φ|Cn = 1. Let Φv ∈
Cnv , Φp ∈ Cnp be the components of Φ. We calculate
<λ = <(λΦ,Φ)Cn = <(SΦ,Φ)Cn ,
= <[(AΦv,Φv)Cnv + (BΦp,Φv)Cnv − (BTΦv,Φp)Cnp︸ ︷︷ ︸
∈iR
]
= <(AΦv,Φv)Cnv
= < (A(<Φv + i=Φv), (<Φv + i=Φv))Cnv
= (A<Φv,<Φv)Rnv + (A=Φv,=Φv)Rnv ≥ 0,
since A is symmetric positive definite. Please note the transition from the
complex scalar product to the real scalar product in the final step. This already
shows <λ ≥ 0. We will make use of more detailed eigenvalue estimates specified
in [6, Proposition 2.11]. In the case =λ 6= 0 we have
0 <
1
2
λA,min ≤ <λ,
with λA,min as the minimal eigenvalue of the matrix A. If =λ = 0 we immedi-
ately arrive at <λ 6= 0, since λ 6= 0. We therefore do not have purely imaginary
eigenvalues of S. This completes the proof.
The next lemma proves the stability of finite dimensional solutions.
Lemma 3.2.8
Let the spaces V k, Qk be defined with the same properties as in Lemma 3.2.7.
The solution of (3.11) fulfills the following a-priori estimate:
‖uk‖W (0,T ) ≤ C ‖f‖L2(0,T ;H) . (3.13)
The constant C will generally depend on T, ks, cs, Cb (see Lemma 3.1.4 for def-
initions) but not on c˜b,k.
Proof. We will use the same notation as in the proof of Lemma 3.2.7. For any
X ∈ Cn we define |X|U on Cn as follows:
|X|2U :=
∥∥∥∥∥
n∑
l=1
<(Xl)ψl
∥∥∥∥∥
2
U
+
∥∥∥∥∥
n∑
l=1
=(Xl)ψl
∥∥∥∥∥
2
U
.
|·|U is a norm on Cn. We restrict ourselves to proving definiteness. Assume
X ∈ Cn with |X|U = 0. Then
0 =
n∑
l=1
<(Xl)ψl =
n∑
l=1
=(Xl)ψl.
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Since the ψl form a basis of V k ×Qk this implies
<Xl = =Xl = 0, for all l = 1, . . . , n,
and thus X = 0. Before we start the proof itself it is worth noting a few
useful properties that will ease the calculations. Let U ∈ Rn, u =∑nl=1Ulψl ∈
V k ×Qk, and V ∈ Cn. Then
|V|2U = |<V + i=V|2U = |<V|2U + |=V|2U ,
|V|2Cn = |<V|2Rn + |=V|2Rn ,
‖u‖2H =
n∑
l,m=1
UlUm(ψl, ψm)H = |U|2Rn ,
‖u‖2U =
∥∥∥∥∥
n∑
l=1
Ulψl
∥∥∥∥∥
2
U
= |U|2U .
We will use Fourier analysis to derive the estimate (3.13). Define the following
terms:
ej(t) =
1√
T
exp(2piijt/T ) ∈ C, j ∈ Z,
Ul(t) ∈ R with uk(t) =
n∑
l=1
Ul(t)ψl,
Fl(t) = (ψl, f(t))H ,
Û
j
l =
∫ T
0
Ul(t)e¯j(t)dt,
F̂
j
l =
∫ T
0
Fl(t)e¯j(t)dt.
Here we denote e¯j(t) ∈ C as the complex conjugate of ej(t) ∈ C. Elementary
results of Fourier analysis (see e. g. [1, Example 7.9]) yield
Ul =
∑
j∈Z
Û
j
l ej , U
′
l =
∑
j∈Z
2piij
T 3/2
Û
j
l ej , Fl =
∑
j∈Z
F̂
j
l ej ,
with convergence of the sums in L2(0, T ;C), as well as the Parseval identities∫ T
0
|Ul(t)|2 dt =
∑
j∈Z
∣∣∣Ûjl ∣∣∣2 , ∫ T
0
|Fl(t)|2 dt =
∑
j∈Z
∣∣∣F̂jl ∣∣∣2 .
Now fix j ∈ Z and l ∈ {1, . . . , n}. Choose wk := ψl in (3.11). Then multiply by
e¯j(t) and integrate from 0 to T . This yields
−
∫ T
0
(ψl, uk(t))H e¯′j(t)dt+
∫ T
0
s(ψl, uk(t))e¯j(t)dt =
∫ T
0
(ψl, f(t))H e¯j(t)dt,
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after integrating by parts in the first term. Substituting the basis representation
of uk(t) leads to
n∑
m=1
∫ T
0
2piij
T 3/2
(ψl, ψm)HUm(t)e¯j(t)dt
+
n∑
m=1
∫ T
0
s(ψl, ψm)Um(t)e¯j(t)dt =
∫ T
0
Fl(t)e¯j(t)dt.
The last equation is equivalent to the stationary Stokes system in Cn
2piij
T 3/2
Û
j
+ SÛ
j
= F̂
j
.
We test this equation with Û
j
which gives
2piij
T 3/2
(Û
j
, Û
j
)Cn + (SÛ
j
, Û
j
)Cn = (F̂
j
, Û
j
)Cn . (3.14)
Let uR := (vR, pR) :=
∑n
l=1< Û
j
lψl, uI := (vI , pI) :=
∑n
l=1= Û
j
lψl. We esti-
mate
<(SÛj , Ûj)Cn = (S(< Ûj),< Ûj)Rn + (S(= Ûj),= Ûj)Rn
= s(uR, uR) + s(uI , uI)
≥ cs
(
‖uR‖2U + ‖uI‖2U
)
− ks
(
‖uR‖2H + ‖uI‖2H
)
= cs
(∣∣∣< Ûj∣∣∣2
U
+
∣∣∣= Ûj∣∣∣2
U
)
− ks
(∣∣∣< Ûj∣∣∣2
Rn
+
∣∣∣= Ûj∣∣∣2
Rn
)
= cs
∣∣∣Ûj∣∣∣2
U
− ks
∣∣∣Ûj∣∣∣2
Cn
,
as well as∣∣∣=(SÛj , Ûj)Cn∣∣∣ = ∣∣∣(S(= Ûj),< Ûj)Rn − (S(< Ûj),= Ûj)Rn∣∣∣
= |s(uI , uR)− s(uR, uI)|
= 2 |b(pR,vI)− b(pI ,vR)|
≤ 2Cb (‖pR‖0 ‖vI‖1 + ‖pI‖0 ‖vR‖1)
≤ 2Cb (‖uR‖H ‖uI‖U + ‖uI‖H ‖uR‖U )
≤ 2Cb
(
‖uR‖2H + ‖uI‖2H
) 1
2
(
‖uI‖2U + ‖uR‖2U
) 1
2
= 2Cb
∣∣∣Ûj∣∣∣
Cn
∣∣∣Ûj∣∣∣
U
,
with the constants of Lemma 3.1.4. From (3.14) we therefore get
cs
∣∣∣Ûj∣∣∣2
U
≤ ks
∣∣∣Ûj∣∣∣2
Cn
+ <(SÛj , Ûj)Cn
= ks
∣∣∣Ûj∣∣∣2
Cn
+ <(F̂j , Ûj)Cn
≤ ks
∣∣∣Ûj∣∣∣2
Cn
+
∣∣∣(F̂j , Ûj)Cn∣∣∣ ,
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and (using Young’s inequality)
2pij
T 3/2
∣∣∣Ûj∣∣∣2
Cn
= =(F̂j , Ûj)Cn −=(SÛj , Ûj)Cn
≤
∣∣∣(F̂j , Ûj)Cn∣∣∣+ 2Cb ∣∣∣Ûj∣∣∣Cn ∣∣∣Ûj∣∣∣U
≤
∣∣∣(F̂j , Ûj)Cn∣∣∣+ cs ∣∣∣Ûj∣∣∣2
U
+ C(cs, Cb)
∣∣∣Ûj∣∣∣2
Cn
.
Combining these last two inequalities we have
2pij
T 3/2
∣∣∣Ûj∣∣∣2
Cn
≤ 2
∣∣∣F̂j∣∣∣
Cn
∣∣∣Ûj∣∣∣
Cn
+ C(ks, cs, Cb)
∣∣∣Ûj∣∣∣2
Cn
and thus for large j the relation∣∣∣Ûj∣∣∣
Cn
≤ C(T, ks, cs, Cb)
j
∣∣∣F̂j∣∣∣
Cn
. (3.15)
For the periodic solution uk we may translate this to∫ T
0
‖uk(t)‖2H dt =
∫ T
0
|U(t)|2Rn dt =
∑
j∈Z
∣∣∣Ûj∣∣∣2
Cn
≤
∑
j∈Z
C(T, ks, cs, Cb)
j2
∣∣∣F̂j∣∣∣2
Cn
, by virtue of (3.15)
≤ C
∑
j∈Z
∣∣∣F̂j∣∣∣2
Cn
= C
∫ T
0
|F(t)|2Rn dt = C
∫ T
0
‖f(t)‖2H dt.
(3.16)
Note that we have been rather brutal in estimating 1/j2 ≤ 1. For the derivative
u′k we need to be more careful. A similar calculation shows:∫ T
0
∥∥u′k(t)∥∥2U ′ dt ≤ C ∫ T
0
∥∥u′k(t)∥∥2H dt = C ∫ T
0
∣∣U′(t)∣∣2Cn dt
= C
∑
j∈Z
4pi2j2
T 3
∣∣∣Ûj∣∣∣2
Cn
≤ C
∑
j∈Z
j2
j2
∣∣∣F̂j∣∣∣2
Cn
= C
∫ T
0
‖f(t)‖2H dt.
We now have estimates for uk ∈ L2(0, T ;H) and for u′k ∈ L2(0, T ;U ′). What
remains to be done is to estimate uk ∈ L2(0, T ;U). For this we return to the
original equation (3.11) and now choose wk := uk(t). Integration yields
0 =
1
2
(
‖uk(T )‖2H − ‖uk(0)‖2H
)
=
∫ T
0
(uk(t), u′k(t))Hdt
=
∫ T
0
(uk(t), f(t))Hdt−
∫ T
0
s(uk(t), uk)dt.
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Using (3.8) then gives us
cs
∫ T
0
‖uk(t)‖2U dt ≤
∫ T
0
s(uk(t), uk(t))dt+ ks
∫ T
0
‖uk(t)‖2H dt
=
∫ T
0
(uk(t), f(t))Hdt+ ks
∫ T
0
‖uk(t)‖2H dt
≤
(
1
2
+ ks
)∫ T
0
‖uk(t)‖2H dt+
1
2
∫ T
0
‖f(t)‖2H dt
≤ C
∫ T
0
‖f(t)‖2H dt.
Combining estimates finally proves
‖uk‖W (0,T ) ≤ C(T, ks, cs, Cb) ‖f‖L2(0,T ;H) .
We now turn to the
Proof of 3.2.6. For the proof we will use a constructive Galerkin approach.
Since the proof is rather similar to the case of initial value problems we will
concentrate on the essential details.
We first construct a sequence of finite dimensional subspaces {Uk}k∈N ⊂ U
with the following properties:
i) Uk = V k ×Qk, with subspaces V k ⊂ V , Qk ⊂ Q.
ii)
⋃
k∈N Uk is dense in U (and therefore in H).
iii) An inf-sup condition for b(·, ·) is fulfilled for each pair V k, Qk:
inf
p∈Qk\{0}
sup
v∈V k\{0}
b(p,v)
‖p‖0 ‖v‖1
≥ c˜b,k > 0. (L˜BB)
This may be done as follows: Take a sequence {qm}m∈N ⊂ Q which is linearly
independent and with span{qm}m dense in Q. Define wk = div−1 qk according
to 3.1.3 and select another linearly independent sequence {w˜l}l∈N whose span
is dense in V . Define Qk = span{q1, . . . , qk} and set
V k = span ({w1, . . . ,wk} ∪ {w˜1, . . . , w˜k}) .
We verify that iii) is fulfilled. Let
p =
k∑
l=1
λkqk ∈ Qk \ {0}, λk ∈ R.
Define w := −div−1 p. Because of the linearity of div−1 we get
w ∈ span{w1, . . . ,wk} ⊂ V k.
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Then
b(p,w)
‖p‖0 ‖w‖1
=
− ∫Ω p divw
‖p‖0 ‖w‖1
=
∫
Ω p
2
‖p‖0 ‖w‖1
=
‖p‖0
‖w‖1
≥ cb > 0.
The rest follows by taking first a supremum over all w followed by an infimum
over all p.
We may therefore use Lemma 3.2.7 to determine a unique solution uk =
(vk, pk) ∈ H1(0, T ;Uk) of the finite dimensional problem(
ψk, u
′
k(t)
)
H
+ s(ψk, uk(t)) = (ψk, f(t))H for all ψk ∈ Uk, f. a. a. t ∈ (0, T ),
uk(0) = uk(T ).
(3.17)
Using Lemma 3.2.8 we gain the estimate
‖uk‖W (0,T ) ≤ C ‖f‖L2(0,T ;H) ,
with a constant C independent of k. This uniform stability property is vitally
important for the proof.
Since the space W (0, T ) is a Hilbert space and thus reflexive there exists
a weakly convergent subsequence {ukl}l∈N, ukl ⇀ u ∈ W (0, T ), ‖u‖W (0,T ) ≤
C ‖f‖L2(0,T ;H (see e. g. [1]). We may assume without loss of generality that
the original sequence {uk} converges weakly to u. It remains to be proven that
u = (v, p) is a solution of (Pper).
Let k ∈ N. By using the continuity of the bilinear forms involved we may
pass to the limit for the uk:〈
ψk, u
′(t)
〉
U×U ′+s(ψk, u(t)) = (ψk, f(t))H for all ψk ∈ Uk, f. a. a. t ∈ (0, T ).
Since the union of spaces Uk is dense in U we verify that this equation still
holds when tested with any element of U :〈
w, u′(t)
〉
U×U ′ + s(w, u(t)) = (w, f(t))H for all w ∈ U, f. a. a. t ∈ (0, T ).
It remains to be checked that this solution is periodic. Theorem 3.1.2 states that
W (0, T ) is continuously embedded in C([0, T ];H), thus pointwise evaluation
of u(t) is meaningful. Let ϕ ∈ C1([0, T ]) with ϕ(0) = ϕ(T ) = 1. Define
v(t) := ϕ(t)u(t). It follows that v ∈W (0, T ) and
v′(t) = ϕ′(t)u(t) + ϕ(t)u′(t).
For almost all s, t ∈ [0, T ] the following equation in U ′ holds:
v(t)− v(s) =
∫ t
s
v′(τ)dτ =
∫ t
s
ϕ′(τ)u(τ) + ϕ(τ)u′(τ)dτ.
Let l ∈ N. Then
ϕ(t)(ψl, u(t))H − ϕ(s)(ψl, u(s))H = (ψl, v(t)− v(s))H
= 〈ψl, v(t)− v(s)〉U×U ′
= 〈ψl,
∫ t
s
ϕ′(τ)u(τ) + ϕ(τ)u′(τ)dτ〉U×U ′
=
∫ t
s
ϕ′(τ)(ψl, u(τ))H + ϕ(τ)〈ψl, u′(τ)〉U×U ′dτ.
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Since u is continuous with values in H this equations actually holds for all
s, t ∈ [0, T ]. We choose s = 0, t = T . It follows that
(ψl, u(T )− u(0))H =
∫ T
0
ϕ′(τ)(ψl, u(τ))H + ϕ(τ)〈ψl, u′(τ)〉U×U ′dτ
for all l ∈ N. For the finite dimensional solutions uk we analogously get
0 = (ψl, uk(T )− uk(0))H =
∫ T
0
ϕ′(τ)(ψl, uk(τ))H + ϕ(τ)〈ψl, u′k(τ)〉U×U ′dτ
for all k ≥ l. The right hand side of the last two equations may be interpreted
as the action of a functional defined on W (0, T ). The weak convergence of uk
to u implies that
0 = (ψl, u(T )− u(0))H .
Since span{ψl}l∈N is dense in H we get u(T ) = u(0) which concludes the proof.
3.2.4 Oscillating equilibrium states
As a final result of this section we now examine the convergence of time de-
pendent solutions to oscillating equilibrium states, under the assumption of
periodic forcing. Similar problems in the setting of periodic solutions defined
on Rn were treated e. g. in [4], [45]. The periodic nonlinear compressible Navier-
Stokes problem was treated in [74]. We will introduce a few useful definitions
first.
We define the following orthogonal decomposition of V =H10(Ω):
V = V 0 ⊕ V ⊥,
where V 0 := kerB∗, the kernel of the divergence operator, and V ⊥ := (V 0)⊥,
its orthogonal complement, are closed subspaces of V (confer [32, Lemma
6.1.17]). These definitions give rise to an orthogonal decomposition of V ′:
V ′0 := {v′ ∈ V ′ | 〈v′,v〉 = 0 for all v ∈ V ⊥},
V ′⊥ := {v′ ∈ V ′ | 〈v′,v〉 = 0 for all v ∈ V 0},
V ′ = V ′0 ⊕ V ′⊥, V ′0 ⊥ V ′⊥.
V ′0, V
′
⊥ are therefore the annihilators of V ⊥, V 0 respectively.
Lemma 3.2.9
We have the following property for the operators B and K:
1) The operator B maps Q onto V ′⊥. Furthermore we have B−1 ∈ L(V ′⊥, Q)
with
∥∥B−1∥∥ ≤ 1cb .
2) The Schur complement operator K is continuously invertible and satisfies
K ∈ L(Q,Q), ‖K‖ ≤ C
2
b
ca
,
K−1 ∈ L(Q,Q), ∥∥K−1∥∥ ≤ C2a
cac2b
.
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Proof. 1) Because of (3.6) and the Babusˇka-Brezzi condition (LBB) we may
apply [32, Lemma 12.2.9], yielding the result.
2) The first inequality is clear, since
∥∥A−1∥∥ ≤ 1ca , see [32, Theorem 6.5.8]. Let
p ∈ Q. Using part i), we may calculate
‖p‖20 ≤
1
c2b
‖Bp‖2−1 =
1
c2b
∥∥A(A−1Bp)∥∥2−1
≤ C
2
a
c2b
∥∥A−1Bp∥∥2
1
≤ C
2
a
cac2b
〈A(A−1Bp), A−1Bp〉V ′×V
=
C2a
cac2b
(p,Kp)0 =
C2a
cac2b
k(p, p).
The form k is therefore Q-elliptic. Another application of [32, Theorem
6.5.8] provides the invertibility of K and the bound on the norm of K−1.
Theorem 3.2.10 (Convergence to periodic states)
Assume f is T-periodic, f |(0,T ) ∈ L2(0, T ;H). The solution u = (v, p) of the
initial value problem
〈ψ, u′(t)〉U×U ′ + s(ψ, u(t)) = (ψ, f(t))H for all ψ ∈ U, f. a. a t ∈ (0, T ),
u(0) = u0 in H.
(Pdp)
may be extended to arbitrarily large times. Let uper = (vper, pper) be the periodic
solution, extended to the time interval [0,∞), corresponding to f . Assume
u, uper ∈W 1(0, τ ;U), u′′, u′′per ∈ L2(0, τ ;H) for arbitrary τ > 0. We then have
‖u(t)− uper(t)‖H ≤
C√
t
,
with C > 0 independent of t.
Proof. Choose τ > 0. Theorem 3.2.2 yields the existence of a solution u on the
interval [0, τ). Using Proposition 3.2.5 we may also extend the periodic solution
uper to the interval [0, τ). Defining w = (v, p) = u−uper we see that w satisfies
the following initial value problem:
(ψ,w′(t))H + s(ψ,w(t)) = 0 for all ψ ∈ U, f. a. a. t ∈ (0, τ),
w(0) = w0 = u(0)− uper(0) in H.
(3.18)
This equation immediately leads to the following estimate:
c
∫ τ
0
‖v(t)‖20 dt ≤
∫ τ
0
s(w(t), w(t)) dt = −
∫ τ
0
(
w(t), w′(t)
)
H
dt
=
1
2
(
‖w(0)‖2H − ‖w(τ)‖2H
)
≤ 1
2
‖w0‖2H <∞.
(3.19)
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Differentiating (3.18) with respect to time, we may repeat the argument to gain
c
∫ τ
0
∥∥v′(t)∥∥2
0
dt ≤
∫ τ
0
s(w′(t), w′(t)) dt = −
∫ τ
0
(
w′(t), w′′(t)
)
H
dt
=
1
2
(∥∥w′(0)∥∥2
H
− ∥∥w′(τ)∥∥2
H
)
≤ 1
2
∥∥w′(0)∥∥2
H
<∞.
(3.20)
For the corresponding property of the pressure we first note that the first
equation of the system (3.18) is equivalent to
v′(t) +Av(t) +Bp(t) = 0 in V ′,
p′(t)−B∗v(t) = 0 in Q,
for almost all t ∈ [0, τ). This yields
v(t) = A−1
(−Bp(t)− v′(t))
as an equation in V and thus
p′(t) +Kp(t) = B∗A−1v′(t)
as an equation in Q, where K = B∗A−1B is the Schur complement operator
defined above. Testing this equation with p(t) and integrating over time as
before yields
‖p(τ)‖20 = ‖p0‖20 + 2
∫ τ
0
(p(t), B∗A−1v′(t))0 dt− 2
∫ τ
0
(p(t),Kp(t))0 dt
≤ ‖p0‖20 + ck
∫ τ
0
‖p(t)‖20 dt+ C
∫ τ
0
∥∥v′(t)∥∥2−1 dt− 2ck ∫ τ
0
‖p(t)‖0 dt
≤ ‖p0‖20 − ck
∫ τ
0
‖p(t)‖20 dt+ C
∫ τ
0
∥∥v′(t)∥∥2
0
dt.
(3.21)
This, together with (3.20), implies
‖p(τ)‖20 + ck
∫ τ
0
‖p(t)‖20 dt ≤ C <∞. (3.22)
Combining (3.19) and (3.22) gives∫ τ
0
‖w(t)‖2H dt ≤ C <∞. (3.23)
Now choose ψ = 2tw(t) in (3.18) and integrate over time. Since
d
dt
(
t ‖w(t)‖2H
)
= ‖w(t)‖2H + 2t
(
w(t), w′(t)
)
H
= ‖w(t)‖2H − 2ts(w(t), w(t)),
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we arrive at
τ ‖w(τ)‖2H =
∫ τ
0
‖w(t)‖2H dt− 2
∫ τ
0
ts(w(t), w(t)) dt
=
∫ τ
0
‖w(t)‖2H dt− 2
∫ τ
0
ta(v(t),v(t)) dt
≤
∫ τ
0
‖w(t)‖2H dt ≤ C <∞,
where we have used (3.23) in the last line. This proves the theorem.
3.3 Quasi-stationary approach
In the physical applications the forcing terms are typically given by a harmonic
signal:
fv(t,x) = f̂vc(x) cos(ωt) + f̂vs(x) sin(ωt),
fp(t,x) = f̂pc(x) cos(ωt) + f̂ps(x) sin(ωt),
g(t,x) = ĝc(x) cos(ωt) + ĝs(x) sin(ωt),
(3.24)
with a frequency ω = 2pi/T > 0. As proven above the solution of the acoustic
system will converge against a periodic equilibrium state for t → ∞. As will
become clear later this periodic equilibrium state must also be time harmonic.
Since the equilibrium state is what we are interested in when solving the full
problem we may attempt to split the spatial and temporal dependence of the
acoustic field solution. This eliminates the need for a time discretization. To
be precise, we consider the following ansatz :
v(t,x) = v̂c(x) cos(ωt) + v̂s(x) sin(ωt),
p(t,x) = p̂c(x) cos(ωt) + p̂s(x) sin(ωt),
(3.25)
with a frequency ω equal to the driving frequency of the boundary conditions
and right hand sides in (3.24). This idea is standard for solving time har-
monic problems, although a decomposition using the complex terms exp(iωt),
exp(−iωt) is usually used instead.
After substituting these formulae for v and p in system (3.1) and using the
linear independence of sine and cosine functions we arrive at four new field
equations in the unknowns v̂i, p̂i, i = 1, 2:
ωµvv̂s − ν1∆v̂c − ν2∇(∇ · v̂c) +∇p̂c = f̂vc,
−ωµvv̂c − ν1∆v̂s − ν2∇(∇ · v̂s) +∇p̂s = f̂vp,
ωµpp̂s +∇ · v̂c = f̂pc,
−ωµpp̂c +∇ · v̂s = f̂ps in Ω,
v̂c = ĝc,
v̂s = ĝs on ∂Ω.
(3.26)
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We are now faced with solving only one stationary system at the price of twice
as many unknowns as before.
For the analysis of this system we will again introduce function spaces and
bilinear forms.
X = V × V ,
Y = Q×Q,
X ′ = V ′ × V ′ as the dual space of X,
Y ′ = Q×Q as the dual space of Y.
(3.27)
We will equip X and Y with the natural scalar products and norms. We define
(f, g)0 = (f c, gc)0 + (f s, gs)0 for f = (f c,f s), g = (gc, gs) ∈ X.
Let u, v ∈ X, p, q ∈ Y and decompose u = (uc,us), etc. We define the
following bilinear forms:
a : X ×X → R,
a(u, v) = ν1
∫
Ω
(∇uc : ∇vc +∇us : ∇vs)
+ ν2
∫
Ω
((∇ · uc)(∇ · vc) + (∇ · us)(∇ · vs))
+ ωµv
∫
Ω
(uc · vs − us · vc),
b : Y ×X → R,
b(p, u) = b(pc,uc) + b(ps,us),
c : Y × Y → R,
c(p, q) = ωµp
∫
Ω
(pcqs − psqc).
(3.28)
These properties of a, b, c are easily verified:
Lemma 3.3.1
The bilinear forms defined in (3.28) fulfill
a) a is X-elliptic, meaning there exist ca, Ca > 0 so that for all u, v ∈ X
|a(u, v)| ≤ Ca ‖u‖X ‖v‖X ,
a(u, u) ≥ ca ‖u‖2X .
b) There exist cb, Cb > 0 so that for all u ∈ X, p ∈ Y
|b(p, u)| ≤ Cb ‖p‖Y ‖u‖X , (3.29)
inf
q∈Y \{0}
sup
v∈X\{0}
b(p, v)
‖q‖Y ‖v‖X
≥ cb. (3.30)
c) The form c is weakly coercive, in other words there is Cc > 0 so that for all
p, q ∈ Y
|c(p, q)| ≤ Cc ‖p‖Y ‖q‖Y , (3.31)
c(p, p) ≥ 0. (3.32)
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Proof. We restrict ourselves proving to the inf-sup condition (3.30) for b. Let
p ∈ Y \ {0}. Use Lemma 3.1.4, b) to get v = (vc,vs) ∈ X, ‖vc‖1 = ‖vs‖1 = 1
with
b(pc,vc) ≥ cb ‖pc‖0 ,
b(ps,vs) ≥ cb ‖ps‖0 .
This implies
b(p, v)
‖v‖X
=
1√
2
(b(pc,vc) + b(ps,vs))
≥ cb√
2
(‖pc‖0 + ‖ps‖0) ≥ C(cb) ‖p‖Y
and thus
sup
v∈X\{0}
b(p, v)
‖v‖X ‖p‖Y
≥ sup
v∈X,‖vc‖=‖vs‖=1
b(p, v)
‖v‖X ‖p‖Y
≥ C(cb).
We may now define a variational formulation of (3.26) in the same way as
before.
Problem 3.3.2 (Weak formulation, quasi-stationary problem)
Given fX ∈ X ′, fY ∈ Y ′ find v = (vc,vs) ∈ X and p = (pc, ps) ∈ Y so that
a(w, v) + b(p, w) = 〈w, fX〉X×X′ for all w ∈ X,
−b(q, v) + c(q, p) = 〈q, fY 〉Y×Y ′ for all q ∈ Y.
(Pqs)
Existence and uniqueness for a generalized saddle point system with the
given properties are well known.
Theorem 3.3.3
Problem (Pqs) possesses a unique solution (v, p). The following a-priori esti-
mate holds:
‖v‖X + ‖p‖Y ≤ C(‖fX‖X′ + ‖fY ‖Y ′).
Proof. The properties stated in Lemma 3.3.1 imply that we are in the saddle
point problem framework specified in [53, Theorem 2.2]. See also [43] and
[12].
Remark 3.3.4 (Convergence to harmonic states)
Let T = 2pi/ω and forcing terms f = (fv, fp) ∈ L2(0, T ;H) of the form (3.24)
be given. The periodic solution uper of the problem
〈w, u′per(t)〉U×U ′ + s(w, uper(t)) = (w, f(t))H for all w ∈ U, f. a. a. t ∈ (0, T ),
uper(0) = uper(T ),
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is obviously given by
vper : [0, T ]→ V ,
vper(t) = v̂c cos(ωt) + v̂s sin(ωt),
pper : [0, T ]→ Q,
pper(t) = p̂c cos(ωt) + p̂s sin(ωt),
uper(t) = (v(t), p(t)),
which is smooth in time. We extend uper to arbitrary times as in Proposition
3.2.5 yielding u˜per ∈ C∞([0, τ ], U), τ > 0. Assuming any sufficiently regular
starting value u0, we may apply Theorem 3.2.10 to guarantee the convergence
of the solution u of the corresponding initial value Problem (Pdp) against u˜per
for t→∞.
3.4 Some generalizations
The theory for the problems presented in Sections 3.2 and 3.3 used the pair
of spaces U = V × Q = H10(Ω) × L20(Ω) which is standard in the treatment
of Navier-Stokes equations. We will now present possibilities to extend the
prior results to problems with solutions in H1(Ω) × L2(Ω) – this implies the
possibility of 1) inhomogeneous boundary conditions for velocity and 2) nonzero
mean value for pressure.
The methods for both cases are similar in that we attempt to reduce prob-
lems back to the setting of the prior sections. Alternatively, the theory of the
prior sections could have been formulated in this generalized setting from the
beginning. This approach, however, was rejected in favor of a simpler presen-
tation with fewer technical details and different cases to consider.
We first extend the bilinear forms a, b, s of (3.5) to larger spaces:
V˜ :=H1(Ω),
Q˜ := L2(Ω),
H˜ := L2(Ω)× L2(Ω),
a : V˜ × V˜ → R,
a(v,w) = ν1
∫
Ω
∇v : ∇w + ν2
∫
Ω
(∇ · v)(∇ ·w),
b : Q˜× V˜ → R,
b(p, v) = −
∫
Ω
p∇ · v,
s : (V˜ × Q˜)2 → R,
s((v, p), (w, q)) = a(v,w) + b(q,v)− b(p,w).
(3.33)
In the same way we now extend the bilinear forms a, b, c defined in (3.28) to
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larger spaces.
X˜ = V˜ × V˜ ,
Y˜ = Q˜× Q˜,
X˜ ′ = V˜
′ × V˜ ′ as the dual space of X˜,
Y˜ ′ = Q˜× Q˜ as the dual space of Y˜ .
(3.34)
3.4.1 Inhomogeneous velocity boundary conditions
As a first step we will generalize the following problems to the case of inhomo-
geneous Dirichlet boundary conditions for velocity:
• the stationary problem 3.1.8,
• the initial value problem 3.1.6,
• the time periodic problem 3.2.4,
• the quasi-stationary problem 3.3.2.
Let Γ = ∂Ω be the boundary of the domain. As before we assume that
Dirichlet boundary conditions for the velocity are stated on the entire boundary
Γ. We first introduce an analog of the classical harmonic extension adapted to
the Stokes operator S. For this we define the space of velocity traces
H
1
2 (Γ) =W
1
2
,2(Γ) = T (V˜ ) ⊂ L2(Γ)
with norm ‖·‖ 1
2
= ‖·‖ 1
2
,2 in the notation of Theorem 1.2.7. In this subsection
we will need to extend the embedding i1 of (3.2) as follows
i1 : V˜ ×Q→ H,
i1(f) = f.
Lemma 3.4.1
Let g ∈H 12 (Γ) and g = (gc, gs) ∈H
1
2 (Γ)2.
1. There exists a unique function u = (v, p) ∈ V˜ ×Q satisfying
a(w,v) + b(p,w) = 0 for all w ∈ V ,
−b(q,v) = 0 for all q ∈ Q,
Tv = g,
(3.35)
with T as the trace operator of 1.2.7. The thus defined operator
E0 :H
1
2 (Γ)→ V˜ ×Q,
E0(g) = u,
(3.36)
is furthermore linear and continuous.
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2. Recall the notation of (3.27). There exist unique functions v ∈ X˜, p ∈ Y
satisfying
a(w, v) + b(p, w) = 0 for all w ∈ X,
−b(q, v) + c(q, p) = 0 for all q ∈ Y,
Tvc = gc,
Tvs = gs.
(3.37)
This again defines a linear and continuous operator
Eqs :H
1
2 (Γ)2 → X˜ × Y,
Eqs(g) = (v, p).
(3.38)
Proof. We first turn to the case of the Stokes extension operator E0. Let
g ∈ H 12 (Γ). Choose an extension Eg ∈ V˜ according to Theorem 1.2.7. This
extension is naturally not unique, in fact we may add any element of V to get
another possible extension of g. Define the function f = (Eg, 0) ∈ V˜ ×Q and
let u˜ = (v˜, p˜) ∈ U be the unique solution of
a(w, v˜) + b(p˜,w) = −a(w, Eg) for all w ∈ V ,
−b(q, v˜) = b(q, Eg) for all q ∈ Q.
given by Lemma 3.2.1. Now set u = (v, p) = u˜+ f ∈ V˜ ×Q.
It follows that
a(w,v) + b(p,w) = a(w, v˜) + a(w, Eg) + b(p˜,w) = 0,
−b(q,v) = −b(q, v˜)− b(q, Eg) = 0,
for all w ∈ V , q ∈ Q, and Tv = T v˜ + g = g, meaning that (3.35) is fulfilled.
To show that u is independent of the choice of extension Eg let u1, u2 be two
solutions fulfilling (3.35). It follows that w = u1 − u2 fulfills Sw = 0, w ∈ U .
Lemma 3.2.1 yields w = 0 and thus uniqueness of u.
The operator E0 is therefore well-defined. The linearity of E0 follows from
the linearity of the operators E and S. As for continuity we obtain
‖E0g‖U = ‖u‖U ≤ ‖u˜‖U + ‖f‖U
≤ C ‖Eg‖1 ≤ C ‖g‖ 1
2
,
where we have extended ‖·‖U as ‖·‖V˜ ×Q. The proof of the second part for Eqs
is similar.
We may now reformulate the stationary problems (Pstat) and (Pqs) to in-
clude arbitrary boundary values for velocity.
Problem 3.4.2 (Inhomogeneous stationary problem)
Let f = (fv, fp) ∈ U ′ and g ∈H
1
2 (Γ). Find u = (v, p) ∈ E0g + U ⊂ V˜ ×Q so
that
a(w,v) + b(p,w) = 〈w,fv〉V ×V ′ for all w ∈ V ,
−b(q,v) = (q, fp)0 for all q ∈ Q.
(Pstat,g)
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Problem 3.4.3 (Inhomogeneous quasi-stationary problem)
Given right hand sides fX ∈ X ′, fY ∈ Y ′ and boundary values g = (gc, gs) ∈
H
1
2 (Γ), find (v, p) ∈ Eqsg +X × Y so that
a(w, v) + b(p, w) = 〈w, fX〉X×X′ for all w ∈ X,
−b(q, v) + c(q, p) = 〈q, fY 〉Y×Y ′ for all q ∈ Y.
(Pqs,g)
Lemma 3.4.4
Let f = (fv, fp) ∈ U ′ and g ∈ H
1
2 (Γ), as well as fX ∈ X ′, fY ∈ Y ′, and
g = (gc, gs) ∈H
1
2 (Γ).
1. There exists a unique solution u = (v, p) ∈ E0g+U of (Pstat,g). We have
the stability estimate
‖v‖1 + ‖p‖0 ≤ C(‖fv‖V ′ + ‖fp‖0 + ‖g‖ 12 ). (3.39)
2. There exist unique solutions v = (vc,vs) ∈ Eqsg+X and p = (pc, ps) ∈ Y
of (Pqs,g). We have the estimate
‖v‖X + ‖p‖Y ≤ C(‖fX‖X′ + ‖fY ‖Y ′ + ‖g‖H 12 (Γ)2).
Proof. To solve (Pstat,g) we simply solve the corresponding homogeneous prob-
lem of finding u˜ ∈ U with
s(w, u˜) = 〈w, f〉U×U ′ for all w ∈ U,
and then set u = u˜+E0g, which does the trick. This solution is unique because
a difference of two such solutions is a solution of (Pstat) with zero right hand
sides. The a-priori bound on the solution u follows using the a-priori bound
of Lemma 3.2.1 on u˜ together with the continuity of the operator E0 given by
Lemma 3.4.1.
Similar methods apply to the quasi-stationary problem (Pqs).
For the instationary problem (P) and periodic problem (Pper) we may pro-
ceed in an analogous manner.
Lemma 3.4.5
Let g ∈ H1(0, T ;H 12 (Γ)).
1. There exists a unique function u = (v, p) ∈ H1(0, T ;U ′)∩L2(0, T ; V˜ ×Q)
satisfying
〈w, u′(t)〉U×U ′ + s(w, u(t)) = 0 for all w ∈ U, f. a. a. t ∈ (0, T ),
u(0) = 0 in H,
T (v(t)) = g(t) f. a. a. t ∈ (0, T ).
(3.40)
The operator
E0 : H1(0, T ;H 12 (Γ))→ H1(0, T ;U ′) ∩ L2(0, T ; V˜ ×Q),
E0(g) = u,
(3.41)
is linear and continuous.
3.4. SOME GENERALIZATIONS 45
2. Assume in addition that g(0) = g(T ). Then there exists a unique function
uper = (v, p) ∈ H1(0, T ;U ′) ∩ L2(0, T ; V˜ ×Q) satisfying
〈w, u′per(t)〉U×U ′ + s(w, uper(t)) = 0 for all w ∈ U, f. a. a. t ∈ (0, T ),
uper(0) = uper(T ) in H,
T (v(t)) = g(t) f. a. a. t ∈ (0, T ).
(3.42)
The operator
Eper : H1(0, T ;H 12 (Γ))→ H1(0, T ;U ′) ∩ L2(0, T ; V˜ ×Q),
Eper(g) = uper,
(3.43)
is linear and continuous.
Proof. Let g ∈ H1(0, T ;H 12 (Γ)). For almost all t ∈ (0, T ) we may choose the
extensions E0(g(t)), E0(g′(t)) ∈ V˜ with the extension operator E0 of Lemma
3.4.1. Define f(t) = E0(g(t)), f˜(t) = E0(g′(t)), both of which are in V˜ ×Q for
almost all t.
Since the operator E0 is continuous we obtain that f , f˜ are measurable as
functions of t. Furthermore∫ T
0
‖f(t)‖2
V˜ ×Q dt ≤ C
∫ T
0
‖g(t)‖21
2
dt
≤ ‖g‖2
H1(0,T ;H
1
2 (Γ))
<∞,
similarly for f˜ . Thus f , f˜ are functions in L2(0, T ; V˜ × Q). In addition, we
have demonstrated that the linear operator
E : H1(0, T ;H 12 (Γ))→ L2(0, T ; V˜ ×Q),
(Eg)(t) = E0(g(t)),
is continuous. We now show that f˜ is the distributional time derivative of f .
Let ϕ ∈ C∞0 (0, T ) be a scalar test function on the time interval. Then∫ T
0
E0(g′(t))ϕ(t) dt+
∫ T
0
E0(g(t))ϕ′(t) dt =
∫ T
0
E0(ϕ(t)g′(t) + ϕ′(t)g(t)) dt
= E0(
∫ T
0
ϕ(t)g′(t) + ϕ′(t)g(t) dt)
= 0,
where the second step was possible since E0 is continuous. This shows that
E(g) possesses the weak derivative E(g)′ = E(g′), in other words f ′ = f˜ . As in
(3.2) we interpret f ′(t) as a functional defined on U by
〈f ′(t), w〉U ′×U = (f ′(t), w)H ,
46 CHAPTER 3. ANALYSIS OF THE SUBPROBLEMS
for all w ∈ U . This means that the problem of finding u˜ ∈W (0, T ) satisfying
〈w, u˜′(t)〉U×U ′ + s(w, u˜(t))
= 〈w,−f ′(t) + Sf(t)︸ ︷︷ ︸
= S(E0g(t)) = 0
〉U×U ′ for all w ∈ U, f. a. a. t ∈ (0, T ),
u˜(0) = −f(0) in H,
is well posed. As above we then set u = u˜ + f . As in Lemma 3.4.1 above
we verify that u fulfills (3.40) and is unique with this property. We define
E0(g) = u.
To construct the periodic operator Eper we pose the problem: Find a periodic
solution u˜per ∈W (0, T ) fulfilling
〈w, u˜′per(t)〉U×U ′ + s(w, u˜per(t)) = (w,−f ′(t))H , for all w ∈ U, f. a. at ∈ (0, T ),
u˜per(0) = u˜per(T ) in H,
which is also well posed, since f ′(t) is in H f. a. a. t, see Theorem 3.2.6. Again,
we set uper = u˜per + f and note that uper satisfies (3.42) and is unique. Then
set Eper(g) = uper.
It remains to prove continuity of E0 and Eper. We restrict ourselves to
demonstrating that E0 is continuous as a mapping into L2(0, T ;U ′):∫ T
0
‖E0g(t)‖2U ′ dt =
∫ T
0
‖u(t)‖2U ′ dt
≤ C
∫ T
0
‖u(t)‖2
V˜ ×Q dt
≤ C
∫ T
0
‖u˜(t) + f(t)‖2
V˜ ×Q dt
≤ C
∫ T
0
∥∥f ′(t) + Sf(t)∥∥2
U ′ + ‖f(t)‖2V˜ ×Q dt
≤ C
∫ T
0
∥∥f ′(t)∥∥2
V˜ ×Q + ‖f(t)‖2V˜ ×Q dt
≤ C
∫ T
0
∥∥g′(t)∥∥21
2
+ ‖g(t)‖21
2
dt
≤ C ‖g‖2
H1(0,T ;H
1
2 (Γ))
.
After these technical preliminaries we may proceed to generalize the insta-
tionary Problem (P) as follows.
Problem 3.4.6 (Inhomogeneous instationary problem)
Let 0 < T < ∞, u0 = (v0, p0) ∈ H, f = (fv, fp) ∈ L2(0, T ;U ′), and g ∈
H1(0, T ;H
1
2 (Γ)). Find u = (v, p) ∈ E0g +W (0, T ) so that
〈w, u′(t)〉U×U ′ + s(w, u(t)) = 〈w, f(t)〉U×U ′ for all w ∈ U, f. a. a. t ∈ (0, T ),
u(0) = u0 in H.
(Pg)
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The periodic problem may be restated for inhomogeneous boundary condi-
tions in much the same way.
Problem 3.4.7 (Inhomogeneous periodic solutions)
Let 0 < T < ∞, f = (fv, fp) ∈ L2(0, T ;H), and g ∈ H1(0, T ;H
1
2 (Γ)) with
g(0) = g(T ). Find u = (v, p) ∈ Eperg +W (0, T ) so that
〈w, u′(t)〉U×U ′ + s(w, u(t)) = (w, f(t))H for all w ∈ U, f. a. a. t ∈ (0, T ),
u(0) = u(T ) in H.
(Pper,g)
Again, we may verify the well-posedness of both inhomogeneous problems.
Lemma 3.4.8
Let 0 < T <∞ and f = (fv, fp) ∈ L2(0, T ;U ′), and g ∈ H1(0, T ;H
1
2 (Γ)).
1. Let u0 = (v0, p0) ∈ H. There exists a unique solution u = (v, p) ∈
E0g +W (0, T ) satisfying (Pg) and
‖(v, p)‖W (0,T ) ≤ C
(
‖(v0, p0)‖H + ‖(fv, fp)‖L2(0,T ;U ′) + ‖g‖H1(0,T ;H 12 (Γ))
)
.
2. Assume additionally that g(0) = g(T ). There exists a unique solution
u = (v, p) ∈ Eperg +W (0, T ) so that
‖(v, p)‖W (0,T ) ≤ C
(
‖(fv, fp)‖L2(0,T ;H) + ‖g‖H1(0,T ;H 12 (Γ))
)
.
The constant C will generally depend on T in both cases.
3.4.2 Pressure with arbitrary mean
It is a well-known fact that the pressure solution of the classical incompressible
Navier-Stokes equations is only determined up to a constant. The standard way
to deal with this is to prescribe that pressure solutions must have mean zero in
space which fixes this degree of freedom. The situation for compressible Navier-
Stokes equations is different, however, as the example of (3.10) demonstrates.
The physical interpretation of such solutions is simple. We have modeled
the pressure change to be proportional to the density change. A closed cavity
into which fluid is forced from outside at a constant rate will fill with mass. If
the volume does not change then the density and thus the pressure must rise –
naturally not a situation which would remain stable indefinitely in nature.
As in the last subsection we will adhere to our program of treating each of
the four main problems individually.
Problem 3.4.9 (Generalized stationary problem)
Let f = (fv, fp) ∈ V˜
′ × Q˜ and g ∈H 12 (Γ). Find u = (v, p) ∈ V˜ × Q˜ so that
a(w,v) + b(p,w) = 〈w,fv〉V˜ ×V˜ ′ for all w ∈ V ,
−b(q,v) = (q, fp)0 for all q ∈ Q˜,
Tv = g.
(Pstat,gen)
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Observe that we still test the first equation only with functions in V . The
possibility of extending the theory to include solutions with arbitrary mean
(and accordingly arbitrary functions fp ∈ Q˜ as right hand sides) is somewhat
limited in the case of stationary solutions. To guarantee the existence of so-
lutions we will have to pose a compatibility condition balancing the effect of
the Dirichlet velocity boundary conditions g and the right hand side fp. The
physical interpretation: For a net inflow or outflow in the domain we must have
volume sources or sinks such that the mass of fluid remains constant. Anything
else could not be a stationary, hence equilibrium, solution.
Theorem 3.4.10
Let f = (fv, fp) ∈ V˜
′ × Q˜ and g ∈ H 12 (Γ). There exists a solution u =
(v, p) ∈ V˜ ×Q˜ satisfying (Pstat,gen) iff the problem data fulfills the compatibility
condition ∫
Γ
g · n = (1, fp)0, (3.44)
with 1 as the constant function with value 1 on Ω. All solutions of (Pgen) are of
the form u˜ := (v, p+ c1), c ∈ R where (v, p) is any given solution. By choosing
the constant c ∈ R so that p ∈ Q, we retain the a-priori estimate
‖v‖1 + ‖p‖0 ≤ C(‖fv‖−1 + ‖fp‖0 + ‖g‖ 12 ). (3.45)
Proof. We first show that any solution u = (v, p) of (Pstat,gen) fulfills the com-
patibility condition (3.44). To this end select q = 1. The second equation
yields
(1, fp)0 = −b(1,v) =
∫
Ω
∇ · v =
∫
Γ
(Tv) · n =
∫
Γ
g · n,
using Gauß’s theorem. Now assume (3.44) holds. We define the reduced func-
tional fv|V for values in V . We also define f˜p as the Q-projection of fp ∈ Q˜.
With this we use Lemma 3.4.4 to solve the problem of finding (v, p) ∈ E0g+U
with
a(w,v) + b(p,w) = 〈w,fv|V 〉V ×V ′ for all w ∈ V ,
−b(q,v) = (q, f˜p)0 for all q ∈ Q.
We must now verify that the second equation holds for fp when tested with any
q ∈ Q˜. We may decompose q = q¯ + (q − q¯) with the mean value q¯ := (−∫ Ωq)1.
This implies q − q¯ ∈ Q. Therefore
(q, fp)0 = (q¯, fp)0 + (q − q¯, f˜p)0
=
∫
Γ
q¯g · n− b(q − q¯,v)
=
∫
Ω
q¯∇ · v − b(q − q¯,v) = −b(q,v).
If u = (v, p) is an arbitrary solution, we may take w ∈ V , c ∈ R and calculate
b(p+ c1,w) = b(p,w)− c
∫
Ω
∇ ·w
= b(p,w)− c
∫
Γ
(Tw) · n = b(p,w),
(3.46)
3.4. SOME GENERALIZATIONS 49
meaning that the pressure-shifted function (v, p+ c1) is also a solution.
Now let u = (v, p) be the difference of two solutions of (Pstat,gen). The
function u will then solve the homogeneous equations
a(w,v) + b(p,w) = 0 for all w ∈ V ,
−b(q,v) = 0 for all q ∈ Q˜,
Tv = 0.
The last equation implies v ∈ V . Choosing w = v in the first equation yields
0 = a(v,v) + b(p,v) = a(v,v),
and therefore v = 0 since a is V -coercive. Hence
b(p,w) = 0 for all w ∈ V ,
and thus B(p − p¯) = 0, where p¯ = (−∫ Ωp)1 ∈ Q˜ is the mean of p. This in turn
implies p− p¯ = 0 using Lemma 3.2.9, 1). In particular this means p is constant,
proving the statement on the form of solutions.
The a-priori bound follows from (3.39) using
‖v‖1 + ‖p‖0 ≤ C(‖fv|V ‖−1 +
∥∥∥f˜p∥∥∥
0
+ ‖g‖ 1
2
)
≤ C(‖fv‖−1 + ‖fp‖0 + ‖g‖ 12 ).
This concludes the case of the stationary problem. The instationary problem
will require a generalization of the previously used Gelfand triple U ↪→ H ↪→ U ′.
We define
U˜ := V × Q˜ =H10(Ω)× L2(Ω),
i˜1 : U˜ → H˜,
i˜1(f) = f,
i˜2 : H˜ → U˜ ′,
〈˜i2(f), g〉U˜ ′×U˜ = (f, i˜1(g))H˜ .
(3.47)
This is again a Gelfand triple
U˜ ↪→i˜1 H˜ ↪→i˜2 U˜ ′ (3.48)
with each space continuously embedded and dense in the subsequent space.
This allows us to formulate a more general solution space
W˜ (0, T ) := {f ∈ L2(0, T ; U˜) | f ′ ∈ L2(0, T ; U˜ ′)},
with 0 < T <∞ and the corresponding norm
‖f‖2
W˜
:=
∥∥f ′∥∥2
L2(0,T ;U˜ ′) + ‖f‖2L2(0,T ;U˜) .
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Theorem 3.4.11
The space W˜ (0, T ) is a Hilbert space and again permits a continuous embedding
W˜ (0, T ) ↪→ C([0, T ]; H˜).
Proof. See [78, 25.4 and 25.5].
Problem 3.4.12 (Generalized instationary problem)
Let 0 < T < ∞, u0 = (v0, p0) ∈ H˜, f = (fv, fp) ∈ L2(0, T ; V˜
′ × Q˜), and
g ∈ H1(0, T ;H 12 (Γ)). Find u = (v, p) ∈ E0g + W˜ (0, T ) so that
〈w,v′(t)〉V ×V ′ + a(w,v(t)) + b(p(t),w) = 〈w,fv(t)〉V˜ ×V˜ ′ for all w ∈ V ,
(q, p′(t))0 − b(q,v(t)) = (q, fp(t))0 for all q ∈ Q˜,
f. a. a. t ∈ (0, T ),
(v(0), p(0)) = (v0, p0) in H˜.
(Pgen)
In contrast to the stationary case it is not necessary to assume compatibility
conditions for the initial value problem. An imbalance between net outflow
given by
∫
Γ g ·n and mass generation rate (1, fp)0 simply causes an increase of
the mean pressure with time.
Theorem 3.4.13
Let 0 < T < ∞, u0 = (v0, p0) ∈ H˜, f = (fv, fp) ∈ L2(0, T ; V˜
′ × Q˜), and
g ∈ H1(0, T ;H 12 (Γ)). There exists a unique solution u = (v, p) ∈ E0g+W˜ (0, T )
of (Pgen). We have the stability estimate
‖(v, p)‖W˜ ≤ C
(
‖(v0, p0)‖H˜ + ‖(fv, fp)‖L2(0,T ;V˜ ′×Q˜) + ‖g‖H1(0,T ;H 12 (Γ))
)
.
Proof. We first define a transformed pressure right hand side f˜p as the Q-
projection of fp pointwise a. e.:
f˜p ∈ L2(0, T ;Q),
f˜p(t) = fp(t)−
(
−
∫
Ω
fp(t)
)
1.
We also define p˜0 as the Q-projection of p0. Using these we solve the problem
of finding (v, p1) with
〈w,v′(t)〉V ×V ′ + a(w,v(t)) + b(p1(t),w) = 〈w,fv(t)〉V˜ ×V˜ ′ for all w ∈ V ,
(q, p′1(t))0 − b(q,v(t)) = (q, f˜p(t))0 for all q ∈ Q,
f. a. a. t ∈ (0, T ),
T (v(t)) = g(t) f. a. a. t ∈ (0, T ),
(v(0), p1(0)) = (v0, p˜0) in H.
This is possible due to Lemma 3.4.8, 1). We define a function p2 as follows:
p2 ∈ H1(0, T ; Q˜),
p2(t) =
(
−
∫
Ω
p0
)
1+
∫ t
0
1
λn(Ω)
(∫
Ω
fp(τ)−
∫
Γ
g(τ) · n
)
1dτ.
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Note that p′2(t) ∈ Q˜ is a constant function and
(c1, p′2(t))0 = (c1, fp(t))0 + b(c1,v(t)),
for all c ∈ R. We have the estimates
‖p2‖L2(0,T ;Q˜) ≤ C
(
‖p0‖Q˜ + ‖fp‖L2(0,T ;Q˜) + ‖g‖L2(0,T ;H 12 (Γ))
)
,∥∥p′2∥∥L2(0,T ;Q˜) ≤ C (‖fp‖L2(0,T ;Q˜) + ‖g‖L2(0,T ;H 12 (Γ))) .
Now set p := p1 + p2. Because of (3.46) we will still have
〈w,v′(t)〉V ×V ′ + a(w,v(t)) + b(p(t),w) = 〈w,fv(t)〉V˜ ×V˜ ′ for all w ∈ V ,
thus the first equation of (Pgen) is fulfilled. Concerning the second equation we
calculate for any q ∈ Q˜, q = q¯ + (q − q¯), q¯ := (−∫ Ωq) 1:
(q, p′(t))0 − b(q,v(t)) = (q¯, p′2(t))0 − b(q¯,v(t))
(q¯, p′1(t))0︸ ︷︷ ︸
=0
+ (q − q¯, p′2(t))0︸ ︷︷ ︸
=0
+(q − q¯, p′1(t))0 − b(q − q¯,v(t))︸ ︷︷ ︸
=(q−q¯,f˜p(t))0=(q−q¯,fp(t))0
= (q¯, fp(t))0 + (q − q¯, fp(t))0
= (q, fp(t))0.
The second equation of (Pgen) is therefore also fulfilled. The initial value of p
in H˜ is
p(0) = p1(0) + p2(0) =
(
p0 − −
∫
Ω
p0
)
+ −
∫
Ω
p0 = p0.
The a-priori estimate is easily verified by combining estimates for p1 and p2. It
remains to confirm uniqueness of the solution. Assume (v, p) is the difference
of two solutions of (Pgen). Then (v, p) will be a solution of the homogeneous
system
〈w,v′(t)〉V ×V ′ + a(w,v(t)) + b(p(t),w) = 0 for all w ∈ V ,
(q, p′(t))0 − b(q,v(t)) = 0 for all q ∈ Q˜,
f. a. a. t ∈ (0, T ),
T (v(t)) = 0 f. a. a. t ∈ (0, T ),
(v(0), p(0)) = 0 in H˜.
Choose q = 1. The second equation yields
(1, p′(t))0 = b(1,v(t)) = 0
for almost all t ∈ (0, T ) since v(t) ∈ V due to the third equation. This implies
(1, p(t))0 = (1, p(0))0 +
∫ t
0
(1, p′(τ))0dτ = 0,
for almost all t ∈ (0, T ), in other words p(t) ∈ Q. This means that Lemma 3.4.8
is applicable to (v, p), yielding v = 0, p = 0. This proves uniqueness.
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We now turn to the third problem on our program, namely periodic solu-
tions. The formulation of generalized periodic solutions is straightforward.
Problem 3.4.14 (Generalized periodic solutions)
Let 0 < T < ∞, f = (fv, fp) ∈ L2(0, T ; H˜), and g ∈ H1(0, T ;H
1
2 (Γ)) with
g(0) = g(T ). Find u = (v, p) ∈ Eperg + W˜ (0, T ) so that
〈w,v′(t)〉V ×V ′ + a(w,v(t)) + b(p(t),w) = 〈w,fv(t)〉V˜ ×V˜ ′ for all w ∈ V ,
(q, p′(t))0 − b(q,v(t)) = (q, fp(t))0 for all q ∈ Q˜,
f. a. a. t ∈ (0, T ),
T (v(t)) = g(t) f. a. a. t ∈ (0, T ),
u(0) = u(T ) in H˜.
(Pper,gen)
Periodic problems require a compatibility condition similar to the one nec-
essary for the stationary problem. However, it is not necessary to demand a
balance between net outflow and mass generation at all points in time. In-
stead, it is sufficient to demand that the total difference between outflow and
mass generation over the time interval [0, T ] is zero, as shown by the following
theorem.
Theorem 3.4.15
Let 0 < T < ∞, f = (fv, fp) ∈ L2(0, T ; H˜), and g ∈ H1(0, T ;H
1
2 (Γ)) with
g(0) = g(T ). There exists a solution u = (v, p) ∈ Eperg+ W˜ (0, T ) of (Pper,gen)
iff the problem data satisfies the compatibility condition∫ T
0
(∫
Ω
fp(τ)−
∫
Γ
g(τ) · n
)
dτ = 0. (3.49)
All solutions of (Pper,gen) are of the form (v, p+ c1), c ∈ R where (v, p) is any
given solution. For the solution with p(0) = p(T ) ∈ Q we have the stability
estimate
‖(v, p)‖W˜ ≤ C
(
‖(fv, fp)‖L2(0,T ;H˜) + ‖g‖H1(0,T ;H 12 (Γ))
)
.
Proof. We first show that the compatibility condition (3.49) is necessary. This
may be seen by choosing q = 1 in (Pper,gen) whence
0 = (1, p(T )− p(0))0 =
∫ T
0
(1, p′(t))0 dt
=
∫ T
0
(1, fp(t))0 + b(1,v(t)) dt
=
∫ T
0
(∫
Ω
fp(t)−
∫
Ω
∇ · v(t)
)
dt
=
∫ T
0
(∫
Ω
fp(t)−
∫
Γ
g(t) · n
)
dt.
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Now assume that this condition holds. We again define a transformed pres-
sure right hand side f˜p as
f˜p ∈ L2(0, T ;Q),
f˜p(t) = fp(t)−
(
−
∫
Ω
fp(t)
)
1,
and p˜0 as the Q-projection of p0. With these we solve the problem of finding
u1 = (v, p1) with
〈w,v′(t)〉V ×V ′ + a(w,v(t)) + b(p1(t),w) = 〈w,fv(t)〉V˜ ×V˜ ′ for all w ∈ V ,
(q, p′1(t))0 − b(q,v(t)) = (q, f˜p(t))0 for all q ∈ Q,
f. a. a. t ∈ (0, T ),
T (v(t)) = g(t) f. a. a. t ∈ (0, T ),
u1(0) = u1(T ) in H,
which is possible due to Lemma 3.4.8, 2). We define the function p2 as follows:
p2 ∈ H1(0, T ; Q˜),
p2(t) =
∫ t
0
1
λn(Ω)
(∫
Ω
fp(τ)−
∫
Γ
g(τ) · n
)
1dτ.
As before we have
(c1, p′2(t))0 = (c1, fp(t))0 + b(c1,v(t)),
for all c ∈ R, as well as
0 = p2(0) = p2(T )
due to (3.49). We arrive at the estimate
‖p2‖H1(0,T ;Q˜) ≤ C
(
‖fp‖L2(0,T ;Q˜) + ‖g‖L2(0,T ;H 12 (Γ))
)
.
Now set p := p1 + p2. A similar calculation as in Theorem 3.4.13 confirms that
the first two equations in (Pper,gen) are satisfied. The periodicity is undamaged
since
p(0) = p1(0) + p2(0) = p1(T ) + p2(T ) = p(T ).
The a-priori estimate is easily verified by combining estimates for p1 and p2.
We still need to check the form of solutions. Assume (v, p) is any solution.
As in Theorem 3.4.10 we see that (v, p + c1), c ∈ R is again a solution. Now
assume (v, p) is the difference of two solutions. A similar argument as in the
proof of Theorem 3.4.13 yields
(1, p(t))0 = (1, p(0))0 +
∫ t
0
(1, p′(τ))0dτ = (1, p(0))0
for almost all t ∈ (0, T ), meaning that the pressure solution has constant mean
in time. Setting p˜ := p(t) − p¯, p¯ := (−∫ Ωp)1 then yields a solution (v, p˜) of the
fully homogeneous periodic problem, and therefore p˜ = 0. This proves that all
pressure solutions differ by a constant.
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We finally turn to the last problem of generalized quasi-stationary solutions.
Problem 3.4.16 (Generalized quasi-stationary problem)
Given right hand sides fX ∈ X˜ ′, fY ∈ Y˜ ′ and boundary values g = (gc, gs) ∈
H
1
2 (Γ), find (v, p) ∈ Eqsg +X × Y˜ so that
a(w, v) + b(p, w) = 〈w, fX〉X×X′ for all w ∈ X,
−b(q, v) + c(q, p) = 〈q, fY 〉Y˜×Y˜ ′ for all q ∈ Y˜ .
(Pqs,gen)
It turns out that compatibility conditions are unnecessary for the quasi-
stationary problem. This is intuitively clear since the compatibility condition
for periodic problems is automatically fulfilled for right hand sides and boundary
values with time harmonic behavior.
Theorem 3.4.17
Let fX ∈ X˜ ′, fY ∈ Y˜ ′ and g = (gc, gs) ∈H
1
2 (Γ). There exists a unique solution
(v, p) ∈ Eqsg +X × Y˜ of (Pqs,gen) satisfying the a-priori bound
‖v‖X + ‖p‖Y ≤ C(‖fX‖X˜′ + ‖fY ‖Y˜ ′ + ‖g‖H 12 (Γ)2).
Proof. Define a transformed pressure right hand side f˜Y as
f˜Y ∈ Y ′,
f˜Y,c := fY,c −
(
−
∫
Ω
fY,c(t)
)
1,
f˜Y,s := fY,s −
(
−
∫
Ω
fY,s(t)
)
1.
Solve the problem of finding (v, p1) ∈ Eqsg +X × Y with
a(w, v) + b(p1, w) = 〈w, fX〉X×X′ for all w ∈ X,
−b(q, v) + c(q, p1) = 〈q, f˜Y 〉Y×Y ′ for all q ∈ Y,
using Lemma 3.4.4, 2). Define the function p2 ∈ Y˜ as follows:
p2 ∈ Y˜ ,
p2,c :=
1
ωµpλn(Ω)
(∫
Ω
fY,s −
∫
Γ
gs · n
)
1,
p2,s := − 1
ωµpλn(Ω)
(∫
Ω
fY,c −
∫
Γ
gc · n
)
1.
Define p := p1 + p2 ∈ Y˜ . For all q = q¯ + (q − q¯) ∈ Y˜ , q¯i := (−
∫
Ωqi)1, i ∈ {c, s}
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we verify that
−b(q, v) + c(q, p) =− b(q¯, v) + c(q¯, p2)
−b(q − q¯, v) + c(q − q¯, p1)︸ ︷︷ ︸
=(q−q¯,f˜Y )Y×Y ′=(q−q¯,fY )Y˜×Y˜ ′
+ c(q¯, p1)︸ ︷︷ ︸
=0
+ c(q − q¯, p2)︸ ︷︷ ︸
=0
=− b(q¯, v) + (q − q¯, fY )Y˜×Y˜ ′ + ωµp
∫
Ω
(p2,cq¯s − p2,sq¯c)
=− b(q¯, v) + (q − q¯, fY )Y˜×Y˜ ′ + (q¯, fY )Y˜×Y˜ ′ + b(q¯, v)
=(q, fY )Y˜×Y˜ ′ ,
which means that the second equation of (Pqs,gen) is fulfilled. The first equation
is fulfilled since w ∈ X as before.
It remains to check uniqueness of this solution. Once again we assume that
(v, p) ∈ X˜ × Y˜ is the difference of two solutions. This implies that
a(w, v) + b(p, w) = 0 for all w ∈ X,
−b(q, v) + c(q, p) = 0 for all q ∈ Y˜ ,
Tvc = Tvs = 0.
The function v = (vc,vs) is therefore in X. Choose q = (λc1, λs1), λc, λs ∈ R.
The second equation yields
0 = −b(q, v) + c(q, p) = c(q, p) = ωµp
∫
Ω
(pcλs − psλc),
or
λc
∫
Ω
ps = λs
∫
Ω
pc.
This implies that both integrals are zero since λc, λs ∈ R are arbitrary. There-
fore p ∈ Y . As before we may use Theorem 3.3.3 to deduce v = 0, p = 0. The
a-priori estimate follows as before.
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Chapter 4
Numerical discretization
In this chapter we will present a numerical discretization of the problems pre-
sented in Chapter 3. We will first introduce the finite element spaces used
for spatial discretization. After presenting the discretization of the stationary
problem 3.1.8 we will concentrate on the time dependent Problem 3.1.6, which
we will discretize first in space and then in time (Method of Lines).
4.1 Finite elements
The aim of this section is the definition of suitable conforming finite element
spaces V h ⊂ V = H10(Ω) and Qh ⊂ Q = L20(Ω) for velocity and pressure,
respectively. For simplicity we will not consider the more general setting of
Section 3.4. The discretized spaces should yield optimal error estimates in
terms of the mesh parameter h, as usual. As will become clear later, the spatial
discretization must also be stable in the sense of fulfilling uniformly a discrete
Babusˇka-Brezzi condition
inf
ph∈Qh\{0}
sup
vh∈V h\{0}
b(ph,vh)
‖ph‖0 ‖vh‖1
≥ c˜b,h ≥ c˜b > 0. (LBBh)
The important point here is that the lower bound c˜b is independent of the
discretization parameter h.
The space Qh being a subset of L20(Ω) contains functions of mean zero.
In practice we will not implement this space itself. Instead we will perform
calculations in a more readily implemented space Q˜h ⊂ L2(Ω) and enforce the
condition of mean zero implicitly as described in Chapter 6.
4.1.1 Triangulations and finite element spaces
We will first define the concepts conforming triangulations and finite element
spaces. In the following, we will assume that Ω ⊂ Rd is a bounded domain with
polygonal boundary. The definition and concepts are taken from [17,9, 11,64].
Definition 4.1.1 (Simplex)
Let A := {a0, . . . , as} ⊂ Rd, 0 ≤ s ≤ d. The s vectors a1 − a0, . . . , as − a0 are
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assumed to be linear independent in Rd. The set
S = convA =
{
s∑
i=0
λiai | λi ∈ [0, 1] and
s∑
i=0
λi = 1
}
,
is known as the s-dimensional simplex spanned by a0, . . . , as. 0-, 1-, 2- resp. 3-
dimensional simplices are points, intervals, triangles, resp. tetrahedra. The
coefficients λi describing a point x ∈ S are unique and known as the barycentric
coordinates of x in the simplex S.
If B ⊂ A contains r elements, then
S′ := convB
is an r-dimensional subsimplex of S.
For a simplex S we define the following characteristic quantities:
h(S) := sup{|x− y| | x, y ∈ S},
ρ(S) := sup{2R | BR ⊂ S is a sphere of radius R},
σ(S) :=
h(S)
ρ(S)
.
Definition 4.1.2
Let T be a finite set of d-simplices. Then T is a conforming triangulation of Ω
iff the following conditions are fulfilled:
1) The domain Ω is the interior of the set
⋃
S∈T S.
2) The intersection S1 ∩ S2 of any two elements S1, S2 ∈ T is either empty or
a complete r-subsimplex of both S1 and S2, with 0 ≤ r ≤ d.
A sequence (Ti)i∈N of conforming triangulations of Ω is regular iff the pa-
rameter σ(S) remains bounded in the following sense:
sup
i∈N
max
S∈Ti
σ(S) <∞.
Remark 4.1.3
The finite element algorithms in this work employ regular sequences of triangu-
lations arising through iterated bisection of elements of a so-called macro tri-
angulation T0 of Ω. The choice of bisection edge implemented in ALBERTA [64]
guarantees the boundedness of σ(S). This implies that simplices do not degen-
erate during successive refinement. As in the literature we will from now on use
the maximal element diameter hi = maxS∈Ti h(S) as the index for a sequence of
triangulations defined by successive refinement of a given macro triangulation
T0.
Let T be a conforming triangulation of Ω. For any S ∈ T we will assume
that P(S) ⊂ C1(S) is a finite dimensional function space on S, typically con-
taining polynomials up to a fixed order. An abstract finite element space Xh
on the triangulation T is then defined as
Xh = Xh(T , C0) = {ϕh ∈ C0(Ω) | ϕh|S ∈ P(S) for all S ∈ T }.
We require only global continuity which is sufficient to ensure that our finite
element spaces are subspaces of H1(Ω).
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Figure 4.1: Lagrange meshes of first, second, and third order of a triangle
spanned by a0, a1 and a2, with multi-index i = (i0, i1, i2).
4.1.2 Lagrange and Taylor-Hood elements
Assume again that T is a conforming triangulation of Ω. We now specify
P(S) := Pk(S) as the space of polynomials up to order k ≥ 1 on S ∈ T . We
define
S :=
{
λ = (λi)di=0 ∈ Rd+1 | λi ∈ [0, 1],
d∑
i=0
λi = 1
}
as the so-called reference simplex. Every simplex S ∈ T is then the image xS(S)
under an affine transformation xS , this transformation being the conversion of
barycentric coordinates to coordinates of Rd,
xS : S → S ⊂ Rd,
xS(λ) = a0 +
d∑
i=1
λi(ai − a0) =
d∑
i=0
λiai,
if ai ∈ Rd are the vertices of S. Every function ϕ : S → R may be transformed
in a similar way to barycentric coordinates:
ϕ : S → R,
ϕ(λ) := ϕ ◦ xS(λ) = ϕ(xS(λ)).
The principle of element-wise evaluation of a FE-function through the evalua-
tion of a reference function defined on S is important in the practical imple-
mentation.
Definition 4.1.4
Assume S ∈ T is spanned by a0, . . . , an, k ∈ N. By
Gk(S) :=
{ d∑
l=0
il
k
al | i ∈ Nd+10 with |i| = k
}
⊂ S
we define the Lagrange mesh of order k on S. See Figure 4.1 for an illustration.
Lemma 4.1.5
Let S ∈ T , k ∈ N, and p ∈ Pk(S). Then p is uniquely identified by its values
on the Lagrange mesh Gk(S). We have the representation
p(xS(λ)) = p(λ) =
∑
i∈Nd+10 ,
|i|=k
p(
i
k
)ϕi(λ)
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with ik :=
(
il
k
)d
l=0
and
ϕi ∈ Pk(S),
ϕi(λ) =
d∏
l=0
il−1∏
jl=0
λl − jlk
il
k − jlk
.
We have dimPk(S) = #Gk(S) =
(
n+k
k
)
. The set (ϕi)|i|=k has the following
property:
ϕi(
j
k
) = δij =
d∏
l=0
δiljl for all j ∈ Nd+10 with |j| = k,
with the Kronecker symbol δ.
Proof. See e. g. [11].
Theorem and Definition 4.1.6 (Lagrange elements)
Let k ∈ N and
Xkh = {ϕh ∈ C0(Ω) | ϕh|S ∈ Pk(S) for all S ∈ T } ⊂ H1(Ω).
Define
Gk :=
⋃
S∈T
Gk(S) =: {xν ∈ Ω | ν = 1, . . . , N}
as the Lagrange mesh of order k for the triangulation T . A function ϕh ∈ Xkh
is uniquely defined by specifying the values in the nodes xν . The set of functions
ϕν ∈ Xkh with ϕν(xµ) := δνµ for all ν = 1, . . . , N,
is the nodal basis of Xkh .
Proof. See e. g. [11].
We may now define the Taylor-Hood element, first proposed in [39], which
we will use for the spatial discretization of the problems in Chapter 3.
Definition 4.1.7 (Taylor-Hood elements)
Let k ∈ N. Define
V kh = (X
k+1
h )
d ∩ V ⊂ V ,
Qkh = X
k
h ∩Q ⊂ Q,
as the Taylor-Hood element space of order k.
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4.1.3 Properties of the Taylor-Hood element
From now on we will assume that Ω ⊂ Rd with d = 1, 2, 3. This is not a restric-
tion for practical problems, and it will simplify the definition of interpolation
operators into finite element spaces. Due to the classical Sobolev embedding
theorem we gain the continuous embedding
Hm(Ω) ↪→ C0(Ω)
if m ≥ 2.
Let Th be a conforming triangulation of Ω. For Lagrange finite elements
Xkh = {ϕh ∈ C0(Ω) | ϕh|S ∈ Pk(S) for all S ∈ T },
we may therefore define the standard Lagrange interpolation operator by eval-
uating functions at the Lagrange nodes:
Ik : H2(Ω)→ Xkh ,
(Ikf)(x) := f(x) for all x ∈ Gk,
The following interpolation estimate is well known:
Lemma 4.1.8
Let {Th}h be a regular family of conforming triangulations of Ω ⊂ Rd, d ≤ 3.
Let f ∈ Hs(Ω), 2 ≤ s ≤ k + 1. Then
|f − Ikf |m ≤ Chs−m |f |s , (4.1)
for m = 0, 1, with C independent of f .
Proof. See e. g. [11, Remark 4.4.27].
We will also require more general interpolation operators which may be
defined on spaces of rougher, not necessarily continuous functions. The basic
ideas were presented in Cle´ment, [18], with later improvements by Scott and
Zhang, [66].
Lemma 4.1.9
Let {Th}h be a regular family of conforming triangulations of Ω ⊂ Rd. Let
f ∈ Hs(Ω), 1 ≤ s ≤ k, k ∈ N. Then there exists a bounded, linear interpolation
operator
Jk : H1(Ω)→ Xkh
satisfying
‖f − Jkf‖0 ≤ Chs |f |s , (4.2)
with C independent of f .
Proof. Follows from [11, Corollary 4.8.9].
The most significant property of the Taylor-Hood element is that it satisfies
a discrete LBB condition as described above.
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Theorem 4.1.10
Let {Th}h be a regular family of conforming triangulations of Ω ⊂ Rd, d ≤ 3.
The Taylor-Hood element spaces V kh × Qkh, k ∈ N, satisfy the discrete LBB
condition
inf
ph∈Qkh\{0}
sup
vh∈V kh\{0}
b(ph,vh)
‖ph‖0 ‖vh‖1
≥ c˜b,hk ≥ c˜b,k > 0. (LBBh(TH))
For v ∈Hk+1(Ω)∩V and p ∈ Hk(Ω)∩Q we have the following approximation
properties:
inf
vh∈V kh
‖v − vh‖1 ≤ Chs |v|s+1 ,
inf
ph∈Qkh
‖p− ph‖0 ≤ Chs |p|s ,
with 0 ≤ s ≤ k.
Proof. A proof of (LBBh(TH)) may be found in [52].
Concerning the approximation properties we first note that the vector valued
version Ik of the Lagrange interpolation operator retains homogenous Dirichlet
boundary values:
Ik :H2(Ω) ∩ V → V kh,
(Ikv)(x) = v(x) for all x ∈ Gk.
We may therefore apply Lemma 4.1.8 to get
inf
vh∈V kh
‖v − vh‖1 ≤ ‖v − Ikv‖1 ≤ Chs |v|s+1 .
The pressure space estimate may be derived by defining the following improved
interpolation operator retaining mean value zero:
J˜k : H1(Ω) ∩Q→ Qkh,
J˜p = Jkp−
(
−
∫
Ω
Jkp
)
1,
using the interpolation operator of Lemma 4.1.9. This yields
inf
ph∈Qkh
‖p− ph‖0 ≤
∥∥∥p− J˜kp∥∥∥
0
=
∥∥∥∥p− Jkp+ (−∫
Ω
Jkp
)
1
∥∥∥∥
0
=
∥∥∥∥p− Jkp+ (−∫
Ω
(p− Jkp)
)
1
∥∥∥∥
0
≤ ‖p− Jkp‖0 + |Ω|−
1
2
∣∣∣∣∫
Ω
(p− Jkp)
∣∣∣∣
≤ 2 ‖p− Jkp‖0 ≤ 2Chs |p|s ,
using Lemma 4.1.9.
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4.2 Discretized problems on fixed domains
The standard convergence theory for the Stokes system is well known, see [29,
9, 17, 11, 72, 36, 32], to name just a few works. However, we will repeat the
theory in a concise manner here since some details (e. g. the bilinear form a)
of the posed problem differ from the classical treatments. Additionally, we will
be able to make use of the presented theory when dealing with the less known
quasi-stationary approach.
4.2.1 Stationary problem
Assume that Uh = V h ×Qh is a finite dimensional subspace of U fulfilling the
discrete LBB-condition (LBBh).
The abstract discretized version of Problem 3.1.8 is:
Problem 4.2.1 (Discrete stationary problem)
Let f = (fv, fp) ∈ U ′. Find uh = (vh, ph) ∈ Uh so that
a(wh,vh) + b(ph,wh) = 〈wh,fv〉V ×V ′ for all w ∈ V h,
−b(qh,vh) = (qh, fp)0 for all qh ∈ Qh.
(Pstat,h)
Lemma 4.2.2
Problem (Pstat,h) has a unique solution (vh, ph) ∈ Uh. The following a-priori
estimate holds:
‖vh‖1 + ‖ph‖0 ≤ C(‖fv‖−1 + ‖fp‖0), (4.3)
with a constant C > 0 independent of h.
Proof. We note that the bilinear form a automatically retains its coercivity
when restricted to V h, while the LBB-condition for V h×Qh had to be assumed.
Existence, uniqueness, and the estimate of the solution then follow as in Lemma
3.2.1. The constant C is independent of h since we have a uniform lower bound
c˜b > 0 in the LBB-condition (LBBh).
As an important tool for deriving error estimates we present a variant of
the well-known Ce´a’s Lemma for the stationary problem.
Lemma 4.2.3 (Quasi-optimality of solutions)
Assume (vh, ph) ∈ Uh and (v, p) ∈ U are the solutions of (Pstat,h) and (Pstat)
for the same right hand side f = (fv, fp) ∈ U ′. We then have the following
quasi-optimality property of the discrete solution:
‖vh − v‖1 + ‖ph − p‖0 ≤ C
(
inf
ψh∈V h
‖ψh − v‖1 + inf
ϕh∈Qh
‖ϕh − p‖0
)
.
Proof. We may take the difference of the continuous and discrete equations to
get
a(wh,vh − v) + b(ph − p,wh) = 0,
−b(qh,vh − v) = 0,
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for all (wh, qh) ∈ Uh. This also implies
a(wh,vh −ψh) + b(ph − ϕh,wh) = a(wh,v −ψh) + b(p− ϕh,wh),
−b(qh,vh −ψh) = −b(qh,v −ψh),
for all (wh, qh), (ψh, ϕh) ∈ Uh. We use the right hand side to define a functional
F = (F v, Fp) ∈ U ′ as follows:
〈w,F v〉V ×V ′ = a(w,v −ψh) + b(p− ϕh,w),
(q, Fp)0 = −b(q,v −ψh).
With this definition we may use the a-priori estimate (4.3) to derive
‖vh −ψh‖1 + ‖ph − ϕh‖0 ≤ C(‖F v‖−1 + ‖Fp‖0)
≤ C (Ca ‖v −ψh‖1 + Cb(‖p− ϕh‖0 + ‖v −ψh‖1))
≤ C (‖v −ψh‖1 + ‖p− ϕh‖0) .
Finally we use the triangle inequality to get
‖vh − v‖1 + ‖ph − p‖0 ≤ ‖vh −ψh‖1 + ‖ψh − v‖1 + ‖ph − ϕh‖0 + ‖ϕh − p‖0
≤ (C + 1) (‖v −ψh‖1 + ‖p− ϕh‖0) .
Since ψh and ϕh are arbitrary, we may take the inf on the right hand side.
In the following we will use Ukh = V
k
h×Qkh as the Taylor-Hood finite element
space defined above to define a convergent spatial discretization. Combining
Theorem 4.1.10 and Lemma 4.2.3 we immediately have the following conver-
gence theorem:
Theorem 4.2.4 (Convergence of stationary problem)
Let {Th}h be a regular family of conforming triangulations of Ω ⊂ Rd, d ≤ 3. Let
Ukh = V
k
h ×Qkh be the Taylor-Hood element space of order k ∈ N. Assume that
the solution of (Pstat) fulfills the regularity property (v, p) ∈Hk+1(Ω)×Hk(Ω).
We then have the error estimate
‖vh − v‖1 + ‖ph − p‖0 ≤ Chs
(|v|s+1 + |p|s) , (4.4)
with 0 ≤ s ≤ k, where the constant C is independent of h.
Remark 4.2.5 (Regularity of (Pstat))
Unfortunately, we do not have satisfying regularity properties of the Stokes-like
system (Pstat) on typical meshes used for finite element calculations.
Assume that the right hand sides satisfy fv ∈ Hm(Ω), fp ∈ Hm+1(Ω),
m ≥ 0. From [72, Proposition 2.3] we have
∂Ω ∈ Cm+2, ν2 = 0, d = 2, 3 =⇒ (v, p) ∈Hm+2(Ω)×Hm+1(Ω).
Here, ν2 is the coefficient of bulk viscosity, see (3.1) on page 19, and d is the
dimension of the domain Ω. To gain optimal a-priori error estimates on a
domain with smooth boundary we would have to use iso-parametric elements
as described e. g. in [9]. Another regularity property applicable for non-smooth
domains is specified in [42]:
∂Ω ∈ C0,1, ν2 = 0, d = 2 =⇒ (v, p) ∈H2(Ω)×H1(Ω).
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4.2.2 Quasi-stationary approach
The quasi-stationary approach introduced in Chapter 3 was based on the as-
sumption of time-harmonic acoustic solutions as a response to harmonic driving
forces. Recalling the definition of the continuous spaces for the quasi-stationary
approach in (3.27), page 39, we now assume that Xh ⊂ X and Yh ⊂ Y are finite
dimensional subspaces fulfilling the discrete LBB-condition
inf
ph∈Yh\{0}
sup
uh∈Xh\{0}
b(p, u)
‖ph‖Y ‖uh‖X
≥ c˜b,h ≥ c˜b > 0. (LBBqs,h)
Problem 3.3.2 corresponds to:
Problem 4.2.6 (Discrete harmonic approach)
Given fX ∈ X ′, fY ∈ Y ′ find vh = (vh,c,vh,s) ∈ Xh and ph = (ph,c, ph,s) ∈ Yh
so that
a(wh, vh) + b(ph, wh) = 〈wh, fX〉X×X′ for all wh ∈ Xh,
−b(qh, vh) + c(qh, ph) = 〈qh, fY 〉Y×Y ′ for all qh ∈ Yh.
(Pqs,h)
The well-posedness of Problem 4.2.6 as stated in the next Lemma is obvious,
using the same methods as before.
Lemma 4.2.7
Problem (Pqs,h) possesses a unique solution (vh, ph) ∈ Xh × Yh. The following
a-priori estimate holds:
‖vh‖X + ‖ph‖Y ≤ C(‖fX‖X′ + ‖fY ‖Y ′).
As finite element spaces Xh and Yh we define
Xkh = V
k
h × V kh ⊂ X,
Y kh = Q
k
h ×Qkh ⊂ Y,
(4.5)
for k ∈ N. The finite element spaces thus simply consist of two copies of the
Taylor-Hood element spaces defined above.
As in the proof of Lemma 3.3.1 we may quickly verify that the Taylor-Hood
LBB condition (LBBh(TH)) may be extended to an LBB-condition (LBBqs,h)
for the pair Xkh × Y kh . Making use of approximation properties of the finite
element spaces Xkh × Y kh we arrive at a convergence theorem as before.
Theorem 4.2.8 (Convergence of quasi-stationary problem)
Let {Th}h be a regular family of conforming triangulations of Ω ⊂ Rd, d ≤ 3.
Let Xkh × Y kh ⊂ X × Y be defined as above, k ∈ N. Assume that the solution of
(Pqs) fulfills the regularity property (v, p) ∈Hk+1(Ω)2 ×Hk(Ω)2.
We then have the error estimate
‖vh − v‖X + ‖ph − p‖Y ≤ Chs
(|v|s+1 + |p|s) , (4.6)
with 0 ≤ s ≤ k, where the constant C is independent of h.
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4.2.3 Instationary problem
We now turn to the discretization of the instationary problem (P) on page 24.
As before, we assume that Uh = V h ×Qh ⊂ U is a finite dimensional subspace
fulfilling the LBB condition (LBBh). If we replace U by the discrete space Uh
in (P) we gain the semi-discretized problem
Problem 4.2.9 (Semi-discretized instationary problem)
Let uh,0 = (vh,0, ph,0) ∈ Uh and f = (fv, fp) ∈ L2(0, T ;U ′). Find uh =
(vh, ph) ∈ H1(0, T ;Uh) so that(
ψh, u
′
h(t)
)
H
+ s(ψh, uh(t)) = 〈ψh, f(t)〉U×U ′ for all ψh ∈ Uh, a. e. in (0, T ),
u(0) = uh,0.
(Ph)
We observe that (Ph) is equivalent to an ODE initial-value problem in Rnh ,
where nh = dimUh. Existence and uniqueness of solutions follow as in Lemma
3.2.7.
For a full discretization we choose a sequence of variable time steps τn > 0,
n = 1, . . . , N and set
tn :=
n∑
m=1
τm, T = tN , τ = max
m=1,...,N
τm.
We are now looking for an approximation unh ∈ Uh of the semi-discrete solution
uh(tn) ∈ Uh at the discrete times tn. As usual, this is achieved by replacing the
time derivative u′h(tn) with a difference quotient
duh
dt
(tn) ≈ u
n
h − un−1h
τn
.
The time discretization schemes used in this work are the classical Backward
Euler and Crank-Nicolson schemes (see [19]) which are of first resp. second
order in time and possess good stability properties. Both schemes are special
cases of the Theta-scheme which we now define.
Problem 4.2.10 (Theta-scheme for the instationary problem)
Choose θ ∈ [0, 1]. Let uh,0 = (vh,0, ph,0) ∈ Uh and f = (fv, fp) ∈ C([0, T ], U ′).
Find a sequence (unh)n = ((v
n
h, p
n
h))n ⊂ Uh so that for all n = 1, . . . , N
1
τn
(ψh, unh − un−1h )H + s(ψh, un−1+θh ) = 〈ψh, f(tn−1+θ)〉U×U ′ for all ψh ∈ Uh,
u0h = uh,0.
(Ph,τ )
Here we have used the shortcuts
un−1+θh = u
n−1
h + θ(u
n
h − un−1h ),
tn−1+θ = tn−1 + θ(tn − tn−1).
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Remark 4.2.11
For θ ∈ (0, 1] the Theta-scheme is an implicit scheme since un must be found as
the solution of a stationary Stokes-like system. However, even for θ = 0 we still
need an inversion of a mass matrix due to the scalar product (·, ·)H . Special
values of θ yield well-known algorithms:
• θ = 0: first order forward Euler scheme,
• θ = 12 : second order Crank-Nicolson scheme,
• θ = 1: first order backward (implicit) Euler scheme.
To derive error estimates for the solution of (Ph,τ ) we will assume from now
on that the following hypothesis holds.
Assumption 4.2.12
Let Ω ⊂ Rd, d = 1, 2, 3. Assume that the discrete space Uh ⊂ U is chosen so
that
inf
uh∈Uh
‖uh − u‖U ≤ Chk(|v|k+1 + |p|k),
for all u = (v, p) ∈ U ∩ (Hk+1(Ω)×Hk(Ω)), with a fixed k ∈ N and C inde-
pendent of h, v, p.
Assumption 4.2.12 may be fulfilled by choosing the Taylor-Hood spaces
defined above.
We now define define a projection operator which is an analog of the Ritz
projection in the case of the heat equation.
Theorem and Definition 4.2.13 (Stokes projection)
There exists a continuous linear operator Πs : U → Uh fulfilling
s(wh,Πsu) = s(wh, u) for all wh ∈ Uh, (4.7)
for all u ∈ U . Furthermore, we have the estimate
‖u−Πsu‖U ≤ Chk(|v|2 + |p|1), (4.8)
for all u = (v, p) ∈ U ∩ (Hk+1(Ω)×Hk(Ω)).
Proof. Let u ∈ U . We notice that the right hand side of (4.7) defines a func-
tional F ∈ U ′, Fu = s(·, u). Trivially, we have the property that u is the solution
of
s(w, u) = 〈w,Fu〉U×U ′ for all w ∈ U.
We define Πsu = uh as the solution of
s(wh, uh) = 〈wh, Fu〉U×U ′ for all wh ∈ Uh,
thus fulfilling (4.7). The continuity of the operator Πs is guaranteed by the
a-priori estimate for the stationary system (4.3).
Now assume that u = (v, p) is also regular, i. e. u ∈ U∩(Hk+1(Ω)×Hk(Ω)).
Lemma 4.2.3 yields
‖u−Πsu‖U ≤ C inf
wh∈Uh
‖wh − u‖U ,
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which may be improved using Assumption 4.2.12 to
‖u−Πsu‖U ≤ Chk(|v|2 + |p|1).
This proves (4.8).
We will now prove error estimates in terms of h and τ for the backward
Euler and Crank-Nicolson schemes. The following discrete analog of Gronwall’s
Lemma is standard and easily proved by induction. We present it here for the
reader’s convenience.
Lemma 4.2.14 (Discrete Gronwall inequality)
Let {zn}n∈N be a sequence of nonnegative real numbers satisfying
zn ≤ αn +
n−1∑
k=0
βkzk, n ≥ 0,
where {αn}n∈N is a nondecreasing sequence of nonnegative numbers and βk ≥ 0.
Then
zn ≤ αn exp
(
n−1∑
k=0
βk
)
, n ≥ 0.
Theorem 4.2.15 (Convergence of backward Euler)
Assume that the exact solution u = (v, p) ∈W (0, T ) of (P) satisfies
u ∈ H2(0, T ;H) and u ∈ H1(0, T ;H2(Ω)×H1(Ω)).
Let unh, n = 1, . . . , N be the solution of Problem (Ph,τ ) using θ = 1, that is
backwards Euler scheme. Then
max
n=0,...,N
‖unh − un‖H ≤ C
{
‖uh,0 − u0‖H
+ h
(
‖u0‖H +
∥∥u′∥∥
L2(0,T ;H2(Ω)×H1(Ω))
)
+ τ
∥∥u′′∥∥
L2(0,T ;H)
}
. (4.9)
Here we have set un = u(tn), n = 0, . . . , N as well as |(v, p)|2 = |v|22 + |p|21.
Proof. Let ψh ∈ Uh, n ∈ N. We will denote the H-scalar product and norm
as simply (·, ·) resp. ‖·‖. The exact solution u corresponding to the data f , u0
fulfills
(ψh, u′(tn)) + s(ψh, un) = 〈ψh, f(tn)〉U×U ′ .
Adding a difference quotient yields
1
τn
(ψj , un−un−1)+ s(ψh, un) = 〈ψh, f(tn)〉U×U ′ +(ψh, 1
τn
(un−un−1)−u′(tn)).
The discrete solution uh calculated using backwards Euler satisfies
1
τn
(ψh, unh − un−1h ) + s(ψh, unh) = 〈ψh, f(tn)〉U×U ′ .
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Combining these gives us
1
τn
(ψh, (unh−un)−(un−1h −un−1))+s(ψh, unh−un) = −(ψh,
1
τn
(un−un−1)−u′(tn)).
We decompose the error according to
unh − un = En − en,
En = unh −Πsun,
en = un −Πsun.
The error term en is the “easy” part which may easily be treated using inter-
polation properties of Πs. For the “difficult” part En we get
(ψh, En − En−1) + τns(ψh, En) = (ψh, en − en−1)
+ τn s(ψh, en)︸ ︷︷ ︸
=0
−(ψh, un − un−1 − τnu′(tn)).
Now choose ψh = En ∈ Uh. This yields
‖En‖2−(En, En−1)+τs(En, En) = (En, en−en−1)−(En, un−un−1−τnu′(tn)).
Using the identity∥∥En − En−1∥∥2 = ‖En‖2 − 2(En, En−1) + ∥∥En−1∥∥2
yields
(En, En−1) =
1
2
(‖En‖2 + ∥∥En−1∥∥2)− 1
2
∥∥En − En−1∥∥2
and thus
1
2
(‖En‖2−∥∥En−1∥∥2) + 1
2
∥∥En − En−1∥∥2 + τns(En, En)
≤ ‖En‖ (∥∥en − en−1∥∥+ ∥∥un − un−1 − τnu′(tn)∥∥)
=
τn
4T
‖En‖2 + T
τn
(∥∥en − en−1∥∥+ ∥∥un − un−1 − τnu′(tn)∥∥)2 .
Summing this inequality for n = 1, . . . , k yields
1
2
∥∥∥Ek∥∥∥2 ≤ 1
4T
k∑
n=1
τn ‖En‖2 + αk
≤ 1
4
∥∥∥Ek∥∥∥2 + 1
4T
k−1∑
n=1
τn ‖En‖2 + αk,
where
αk =
1
2
∥∥E0∥∥2 + T k∑
n=1
1
τn
(∥∥en − en−1∥∥+ ∥∥un − un−1 − τnu′(tn)∥∥)2 .
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We may now apply the discrete Gronwall lemma 4.2.14 to get
∥∥∥Ek∥∥∥2 ≤ C(T )(∥∥E0∥∥2 + k∑
n=1
1
τn(∥∥en − en−1∥∥+ ∥∥un − un−1 − τnu′(tn)∥∥)2). (4.10)
We will now estimate terms on the right hand side of (4.10). Since time deriva-
tives commute with interpolation we have
en − en−1 = (u(tn)−Πsu(tn))− (u(tn−1)−Πsu(tn−1))
=
∫ tn
tn−1
d
dt
(u(t)−Πsu(t)) dt =
∫ tn
tn−1
u′(t)−Πsu′(t)dt.
Using (4.8) this yields
∥∥en − en−1∥∥ ≤ ∫ tn
tn−1
∥∥u′(t)−Πsu′(t)∥∥ dt ≤ Ch ∫ tn
tn−1
∥∥u′(t)∥∥ dt.
Using Ho¨lder’s inequality then leads to
1
τn
∥∥en − en−1∥∥2 ≤ Ch2
τn
(∫ tn
tn−1
∥∥u′(t)∥∥ dt)2
≤ Ch2
∫ tn
tn−1
∥∥u′(t)∥∥2 dt.
For the third term in (4.10) we may use a Taylor expansion to get
u(tn)− u(tn−1)− τnu′(tn) = −
∫ tn
tn−1
(t− tn−1)u′′(t)dt
and so
∥∥un − un−1 − τnu′(tn)∥∥ ≤ ∫ tn
tn−1
(t− tn−1)
∥∥u′′(t)∥∥ dt ≤ τn ∫ tn
tn−1
∥∥u′′(t)∥∥ dt.
As before, this yields
1
τn
∥∥un − un−1 − τnu′(tn)∥∥2 ≤ τ2n
τn
(∫ tn
tn−1
∥∥u′′(t)∥∥ dt)2 ≤ τ2n ∫ tn
tn−1
∥∥u′′(t)∥∥2 dt
The first term may be handled as follows:∥∥E0∥∥ = ‖uh,0 −Πsu0‖ ≤ ‖uh,0 − u0‖+ ‖u0 −Πsu0‖
≤ ‖uh,0 − u0‖+ Ch ‖u0‖ ,
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and therefore (4.10) finally leads to∥∥∥Ek∥∥∥2 ≤ C{‖uh,0 − u0‖2 + h2(‖u0‖2 + ∫ T
0
∥∥u′(t)∥∥2 dt)
+ τ2
∫ T
0
∥∥u′′(t)∥∥2 dt}. (4.11)
For the “easy” error ek we derive∥∥∥ek∥∥∥2 = ‖u(tk)−Πsu(tk)‖2
≤ Ch2 ‖u(tk)‖2
= Ch2
∥∥∥∥u0 + ∫ tk
0
u′(t)dt
∥∥∥∥2
≤ Ch2
(
2 ‖u0‖2 + 2T
∫ T
0
∥∥u′(t)∥∥2 dt) .
(4.12)
Using ∥∥∥ukh − uk∥∥∥2 ≤ 2(∥∥∥Ek∥∥∥2 + ∥∥∥ek∥∥∥2)
we finally combine (4.11) and (4.12) to yield the desired result (4.9).
Remark 4.2.16 (Good starting values, optimal estimates)
If we choose uh,0 well, e. g. uh,0 = Πsu0 so that
‖uh,0 − u0‖H ≤ Ch ‖u0‖H
we will get the overall estimate of the form
max
n=0,...,N
‖unh − un‖H ≤ C(u)(h+ τ).
Note that this estimate is not optimal in the sense that we expect a higher
order of spatial convergence O(h2) for the velocity component v in the L2-
norm. Although a more careful and detailed treatment is expected to yield this
better result, the prior simpler theorem was mainly intended to demonstrate the
temporal order of convergence. The same holds true for the following theorem.
Theorem 4.2.17 (Convergence of Crank-Nicolson)
Assume that the exact solution u = (v, p) ∈W (0, T ) of (P) satisfies
u ∈ H3(0, T ;H) and u ∈ H2(0, T ;H2(Ω)×H1(Ω)).
Let unh, n = 1, . . . , N be the solution of (Ph,τ ) using θ =
1
2 , i. e. the Crank-
Nicolson scheme. Then
max
n=0,...,N
‖unh − un‖H ≤ C
{
‖uh,0 − u0‖H
+ h
(
‖u0‖H +
∥∥u′∥∥
L2(0,T ;H2(Ω)×H1(Ω))
)
+ τ2
(∥∥Su′′∥∥
L2(0,T ;H)
+
∥∥u′′′∥∥
L2(0,T ;H)
)}
. (4.13)
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Here we have used the same notation as in Theorem 4.2.15 and the Stokes
operator S : U → H as defined in (3.9) on page 23.
Proof. We will use the same methods as in the proof of Theorem 4.2.15. For
tn− 1
2
= 12(tn−1 + tn) we have the Taylor expansions
u(tn) = u(tn− 1
2
) +
τn
2
u′(tn− 1
2
) +
1
2
τ2n
4
u′′(tn− 1
2
) +
1
2
∫ tn
t
n− 12
(t− tn)2u′′′(t)dt
as well as
u(tn−1) = u(tn− 1
2
)− τn
2
u′(tn− 1
2
) +
1
2
τ2n
4
u′′(tn− 1
2
) +
1
2
∫ tn−1
t
n− 12
(t− tn−1)2u′′′(t)dt.
Subtracting these yields
un − un−1 = τnu′(tn− 1
2
) +
1
2
∫ t
n− 12
tn−1
(t− tn−1)2u′′′(t)dt+ 12
∫ tn
t
n− 12
(t− tn)2u′′′(t)dt︸ ︷︷ ︸
=:−An
= τn(f(tn− 1
2
)− Su(tn− 1
2
))−An.
Let ψh ∈ Uh. Using the regularity of the solution u it follows that
(ψh, un − un−1) + τn2 s(ψh, u
n + un−1)
= τn(ψh,
1
2
(Sun + Sun−1)− Sun− 12︸ ︷︷ ︸
=:−Bn
) + τn〈ψh, f(tn− 1
2
)〉U×U ′ − (ψh, An).
The discrete solution gained using the Crank-Nicolson scheme satisfies
(ψh, unh − un−1h ) +
τn
2
s(ψh, unh + u
n−1
h ) = τn〈ψh, f(tn− 12 )〉U×U ′ .
This yields the error equation
(ψh, (unh − un)− (un−1h − un−1)) +
τn
2
s(ψh, (unh − un) + (un−1h − un−1))
= (ψh, An) + τn(ψh, Bn).
Again, we set unh − un = (unh − Πsun) − (un − Πsun) = En − en. We gain the
following equation for En:
(ψh, En−En−1)+ τn2 s(ψh, E
n+En−1) = (ψh, en−en−1)+(ψh, An)+τn(ψh, Bn).
Now choose ψh = 12(E
n + En−1) ∈ Uh. As in the proof of Theorem 4.2.15 this
leads to
1
2
(‖En‖2−∥∥En−1∥∥2)+ τn
4
s(En+En−1, En+En−1) ≤ τn
4
(‖En‖2+∥∥En−1∥∥2)
+
C
τn
∥∥en − en−1∥∥2 + C
τn
‖An‖2 + Cτn ‖Bn‖2 .
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Summing up this inequality and using the discrete Gronwall Lemma 4.2.14 as
before yields the estimate
‖En‖2 ≤ C
{∥∥E0∥∥2 + n∑
k=1
(
1
τk
∥∥∥ek − ek−1∥∥∥2 + 1
τk
∥∥∥Ak∥∥∥2 + τk ∥∥∥Bk∥∥∥2)
}
.
The first and second terms are treated as before. It remains to estimate the
terms in An and Bn. For the third term we get
1
τn
‖An‖2 ≤ 1
τn
τ4n
(∫ tn
tn−1
∥∥u′′′(dt)∥∥ dt)2 ≤ τ4 ∫ tn
tn−1
∥∥u′′′(t)∥∥2 dt.
For the fourth term we make use of the Taylor expansions
Sun = Su(tn) = Su(tn− 1
2
) +
τn
2
Su′(tn− 1
2
) +
1
2
∫ tn
t
n− 12
(tn − t)Su′′(t)dt,
Sun−1 = Su(tn−1) = Su(tn− 1
2
)− τn
2
Su′(tn− 1
2
) +
1
2
∫ tn−1
t
n− 12
(tn−1 − t)Su′′(t)dt,
hence
τn ‖Bn‖2 = τn
∥∥∥∥12(Sun + Sun−1)− Sun− 12
∥∥∥∥2
≤ τn
4
τ2n
(∫ tn
tn−1
∥∥Su′′(t)∥∥ dt)2 ≤ τ4
4
∫ tn
tn−1
∥∥Su′′(t)∥∥2 dt.
The remainder of the proof is similar to the backward Euler case.
4.2.4 Periodic problem
We have already covered the discretization of periodic problems for which the
quasi-stationary approach is valid, i. e. with problem data having harmonic time
dependence. The question of how to discretize the general periodic problem
3.2.4, though, has not been treated yet.
If the problem data is regular enough then the solution of the initial value
problem will converge towards the unique periodic equilibrium state, see The-
orem 3.2.10. This immediately suggests a straightforward method for finding
discrete periodic solutions with period T > 0.
We use a discrete time step τ with T = mτ , m ∈ N. Starting from an
arbitrary starting value uh,0 we may use the Theta-Scheme 4.2.10 to calculate
a sufficient number of time step solutions unh until a specified condition for
periodicity of unh is reached. In practice we use the following condition based
on the pressure ph: ∥∥∥∥∥ 1m
n∑
i=n−m
ei
∥∥∥∥∥
0
/ ‖pnh‖0 ≤ ε, (4.14)
where ei := pih − pi−mh and ε > 0.
We have the following theoretical convergence result.
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Lemma 4.2.18
Let 0 < T < ∞ and f = (fv, fp) be a T -periodic function in H, f |(0,T ) ∈
L2(0, T ;H). Set u0 = 0. Assume that the solution u of the initial value problem
〈w, u′(t)〉U×U ′ + s(w, u(t)) = 〈w, f(t)〉U×U ′ for all w ∈ U, a. e. in R,
u(0) = u0 = 0,
for f and u0 meets the regularity criteria of Theorem 3.2.10. Let unh be a
corresponding discrete solution of the initial value problem as given by Problem
4.2.10.
Define uper(t) ∈ H as the solution of the periodic problem
〈w, u′per(t)〉U×U ′ + s(w, uper(t)) = (w, f(t))H for all w ∈ U, f. a. a. t ∈ R,
uper(t) = uper(t+ T ) in H, f. a. a. t ∈ R.
For any ε > 0 there exists a sufficiently large time t˜ > 0 and sufficiently fine
discretization parameters h > 0, τ > 0 so that
max
i∈N
ti∈[t˜,t˜+T ]
∥∥uih − uper(ti)∥∥H ≤ ε.
Proof. Let ε > 0. Choose t˜ > 0 according to Theorem 3.2.10 so that
‖u(t)− uper(t)‖H ≤
C√
t
≤ ε
2
for all t ≥ t˜. Now choose a sufficiently fine discretization h > 0, τ > 0 so that
for certain r, s ∈ N, r, s ≥ 1
max
i∈N
ti∈[t˜,t˜+T ]
∥∥uih − u(ti)∥∥H ≤ C(hr + τ s) ≤ ε2 .
This may be reached e. g. using the the Crank-Nicolson time discretization
together with Taylor-Hood elements. Note that the constant will generally
depend on t˜. Combining both inequalities yields∥∥uih − uper(ti)∥∥H ≤ ∥∥uih − u(ti)∥∥H + ‖u(ti)− uper(ti)‖H ≤ ε
for all i ∈ N with ti ∈ [t˜, t˜+ T ].
The prior result is naturally not very satisfying for practical purposes. There
are other methods for determining approximate solutions to time-periodic dif-
ferential equations, for example shooting methods. Very promising recent tech-
niques may be found under the keywords waveform relaxation or dynamic it-
eration. For these the reader is referred to [75] and references therein. The
investigation of waveform relaxation techniques for the periodic systems is fu-
ture work.
Chapter 5
Free boundary problems
5.1 Free capillary boundaries
This chapter will treat the discretization of free capillary problems associated
with (3.1) on page 19. Most of the available literature for free capillary bound-
ary problems concentrates on the incompressible (nonlinear) Navier-Stokes sys-
tem, see [3] and references therein. It is interesting to note that the nonlinear
convection term, together with the assumption of incompressibility may actu-
ally serve to prove stability of numerical schemes, see [3, page 6]. Analytical
results of existence and uniqueness, even for the more well known case of incom-
pressible Navier-Stokes, are applicable only to special domains, small times, or
rely on function spaces with high regularity properties unsuitable for a FEM
discretization, see [69,65].
5.1.1 Free boundaries and acoustic streaming
We will treat the case of Dirichlet and free capillary boundary conditions spec-
ified on subsets Γd, resp. Γf of ∂Ω, Γd ∪ Γf = ∂Ω. We will assume that Γd
is a topologically closed surface, implying that the contact line between free
surface and walls remains fixed. We note that this hypothesis is not always
valid in physical situations. However, moving contact lines cause problems in
mathematical formulations due to the incompatibility of boundary conditions,
see the first section of [69]. See Figure 5.1 for an illustration.
Γf (t)
Γd
SAW-
induced
streaming
Ω(t)
Figure 5.1: Domain Ω(t) with free capillary boundary and Dirichlet boundary.
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This yields the following system:
µv
∂v
∂t
−∇ · Σ = fv in Ω(t), t > 0, (5.1a)
µp
∂p
∂t
+∇ · v = fp in Ω(t), t > 0, (5.1b)
v = g on Γd, (5.1c)
Σn = σ(d− 1)κ on Γf (t), t > 0, (5.1d)
v · n = V on Γf (t), t > 0, (5.1e)
Ω(0) = Ω0, (5.1f)
v(t = 0,x) = v0 in Ω0, (5.1g)
p(t = 0,x) = p0 in Ω0. (5.1h)
with
Σij = −pδij + ν1
(
∂vi
∂xj
+
∂vj
∂xi
)
+ (ν2 − ν1)(∇ · v)δij the stress tensor,
V the normal velocity of Γf (t),
κ the vector of mean curvature,
σ > 0 the coefficient of surface tension.
We are interested in a sharp interface approach where the domain essentially
follows the motion of the fluid. This seems most promising because of its
simplicity, at the price of not being able to deal with domain topology changes,
for example due to the formation of cusps. Examples of more general methods
are Volume-of-Fluid [37] or the more recent Level Set methods [51, 71, 68, 70,
67]. In the standard physical situations considered we do not expect topology
changes.
5.1.2 Variational formulation including curvature
To incorporate free capillary boundaries in the finite element framework, we
will need a variational formulation of the curvature term, [21,22].
We assume Γ ⊂ Rd to be a subset of an orientable (d−1)-dimensional smooth
manifoldM , and χ : U → Γ, U open subset of Rd−1 as a local parameterization
of Γ. We define gij = ∂iχ · ∂jχ as the metric tensor of Γ and gij = (g−1)ij as
its inverse.
For functions f : Γ→ R, f : Γ→ Rd we introduce the following differential
operators on Γ:
(∇Γf) ◦ χ :=
d−1∑
i,j=1
gij∂i(f ◦ χ)∂jχ,
as the tangential derivative of f ,
(∇Γ · f) ◦ χ :=
d−1∑
i,j=1
gij∂i(f ◦ χ) · ∂jχ.
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as the tangential divergence of f , and
(∆Γf) ◦ χ := (∇Γ · ∇Γf) ◦ χ =
d−1∑
i,j=1
1√
det g
∂i
(√
det g gij∂j(f ◦ χ)
)
as the Laplace-Beltrami operator of f , see for instance [2, 14]. We have the
following identity:
∆Γ idΓ = κ,
where κ is the mean curvature vector on Γ. Let ψ be a smooth vector valued
function defined on Γ, with ψ = 0 on the relative boundary relbd(Γ) in M .
Using partial integration on Γ we get∫
Γ
κ ·ψ dHd−1 =
∫
Γ
(∆Γ idΓ) ·ψ dHd−1
= −
∫
Γ
∇Γ idΓ : ∇Γψ dHd−1 = −
∫
Γ
∇Γ ·ψ dHd−1. (5.2)
There is no boundary term in the partial integration because ψ = 0 on relbd(Γ).
We now return to the system (5.1). If we test (5.1a) with a smooth function ψ
defined on Ω¯(t) and fulfilling ψ = 0 on Γd, we get
µv
∫
Ω
ψ · ∂v
∂t
−
∫
Ω
ψ · fv =
∫
Ω
ψ · (∇ · Σ),
=
∫
Ω
∇ · (Σψ)−
∫
Ω
Σ : ∇ψ,
=
∫
∂Ω
(Σψ) · n dHd−1 −
∫
Ω
Σ : ∇ψ.
Thanks to (5.2) and the boundary condition (5.1d) the boundary integral is
equal to∫
∂Ω
(Σψ) · n dHd−1 =
∫
∂Ω
(Σn) ·ψ dHd−1 = −σ(d− 1)
∫
Γf
∇Γ ·ψ dHd−1.
The second integral evaluates to
−
∫
Ω
Σ : ∇ψ =
∫
Ω
p(∇ ·ψ)− ν1
2
∫
Ω
D(v) : D(ψ)
− (ν2 − ν1)
∫
Ω
(∇ · v)(∇ ·ψ),
with the deformation tensor D(v) := ∇v+∇vT . Combining the last equations
finally yields
µv
∫
Ω
ψ · ∂v
∂t
+
ν1
2
∫
Ω
D(v) : D(ψ) + (ν2 − ν1)
∫
Ω
(∇ · v)(∇ ·ψ)
−
∫
Ω
p(∇ ·ψ) =
∫
Ω
ψ · fv − σ(d− 1)
∫
Γf
∇Γ ·ψ dHd−1. (5.3)
This will be the starting point of the discrete formulation of the free boundary
problem in the following section.
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5.2 Discretization of free boundary problem
We will first introduce the concept of moving finite elements. The basic idea is
to use a special finite element space defined on a reference triangulation which
will contain the coordinate function defining the mesh nodes at any time step.
We will use a time marching procedure as before to calculate the evolution of
the velocity and pressure fields. The velocity at the free capillary boundary will
be used to update the mesh position for the next time step.
5.2.1 Concepts of moving finite elements
For the beginning we consider the extension of the evolution problem (P), page
24, to a time dependent, but given domain Ω(t). Let Ωˆ ⊂ Rd be a bounded
reference domain. We define a time dependent continuous transformation to
map Ωˆ to the current domain Ω(t):
Φ : [0, T ]× Ωˆ→ Rd,
Φ(t, Ωˆ) = Ω(t),
G = {(t,x) ∈ [0, T ]× Rd | x ∈ Ω(t)}.
We define a reverse transformation Ψ as follows:
Ψ : G→ Ωˆ,
Ψ(t,Φ(t, xˆ)) = xˆ.
We will assume that the following natural requirements for a proper space-
time domain G are fulfilled:
Assumption 5.2.1 (Admissible transformation)
Let t ∈ [0, T ]. Then
• Φ(t, ·) : Ωˆ→ Ω(t) is injective, and
• inf xˆ∈Ωˆ detDxˆΦ(t, xˆ) > 0.
Here DxˆΦ(t, xˆ) stands for the Jacobian of Φ with respect to the space variable.
We refer to Figure 5.2 for an illustration of a time dependent domain in one
space dimension. For a given function ϕ : G → R we may therefore define a
related reference function as
ϕˆ : [0, T ]× Ωˆ→ R,
ϕˆ(t, xˆ) = ϕ(t,Φ(t, xˆ)).
Let Φ and ϕ : G → R be sufficiently smooth to apply the chain rule of
differentiation. We have:
Dtϕˆ(t, xˆ) = Dtϕ(t,Φ(t, xˆ)) +Dxϕ(t,Φ(t, xˆ))DtΦ(t, xˆ)
= Dtϕ(t, x) +Dxϕ(t, x)DtΦ(t, xˆ),
(5.4)
where x = Φ(t, xˆ).
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Φ(t, ·)
t
Ω(t)
T
t
x0
G
Ψ(t, ·)
Ωˆ
Figure 5.2: Time dependent 1D-domain with transformations.
Now we will perform a discretization in space as well as in time, as in
Subsection 4.2.3. Assume that we have a finite dimensional reference subspace
Uˆh ⊂ Uˆ defined on Ωˆ = Ω0. Furthermore, we assume that a sequence of
discrete time steps 0 = t0 < t1 < · · · < tN = T are given with corresponding
mesh transformations Φnh : Ωˆ→ Ωn, Ψnh : Ωn → Ωˆ.
We now seek the discrete solution
unh ∈ Uh,n = {ϕˆh ◦Ψnh | ϕˆh ∈ Uˆh},
for n = 1, . . . , N . When formulating a full discretization analogous to (Ph,τ )
on page 66 we have the problem that a straight-forward replacement of a time
derivative by a difference quotient is no longer possible since the domains and
finite element spaces of unh, u
n−1
h differ. However, we may use the formula (5.4)
to motivate the choice of time discretization. Let (tn−1, x) ∈ G, xˆ = Ψ(t, x).
Then
Dtu(tn−1, x) = Dtuˆ(tn−1, xˆ)−Dxu(tn−1, x)DtΦ(tn−1, xˆ)
≈ uˆ
n
h(Ψ
n−1
h x)− uˆn−1h (Ψn−1h x)
τn
−Dxun−1h (x)
(
Φnh(Ψ
n−1
h x)−Φn−1h (Ψn−1h x)
τn
)
=
1
τn
(
u˜nh(x)− un−1h (x)
)− 1
τn
(
Dxu
n−1
h (x)(Φ
n
h(Ψ
n−1
h x)− x)
)
,
(5.5)
with u˜nh = u
n
h ◦Φnh ◦Ψn−1h .
Remark 5.2.2 (Higher order term in (5.5))
In the practical algorithm described in the next section the transformation Φn
will naturally not be given a-priori, but must instead be calculated at each time
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step. The second term on the right hand side of (5.5) is thus implicit, since
Φn is unknown. Because we wish to decouple the update of the mesh from the
calculation of flow terms (cf. Algorithm 5.2.4) this term is troublesome.
The condition (5.1e) will fix the normal velocity V of the free capillary
boundary, therefore it makes sense to require that the mesh change at time
step n− 1
∆n−1h := Φ
n
h ◦Ψn−1h − idΩn−1 ,
is of the order∥∥∆n−1h x∥∥ = ∥∥Φnh(Ψn−1h (x))− x∥∥ ≈ ∥∥x+ vn−1h (x)τn − x∥∥ = τn ∥∥vn−1h (x)∥∥ ,
for all x ∈ Ωn−1.
If we are solving a free boundary problem for the acoustic streaming terms
v(2), p(2) in (2.6) on page 14, then the second term in (5.5) will be of order
O(²4). It is therefore justified to neglect that term in the algorithm below.
5.2.2 Algorithm
We will now define an algorithm to discretize the free boundary problem (5.1).
We assume that a reference domain Ωˆ with a conforming triangulation Tˆ is
given. We define Γˆf ⊂ ∂Ωˆ as the part of the boundary where free capillary
boundary conditions are prescribed, and Γˆd ⊂ ∂Ωˆ as the part with Dirichlet
boundary conditions. We choose Γˆd to be a relatively closed surface in ∂Ωˆ and
require ∂Ωˆ = Γˆf ∪ Γˆd, Γˆf ∩ Γˆd = ∅.
We assume that Tˆ is chosen in such a way that the boundary faces of the
simplices Sˆ ∈ Tˆ induce a conforming triangulation Rˆ of dimension d− 1 of Γˆf .
We split the simplices of Tˆ into two sets
Tˆi := {S ∈ Tˆ | S ∩ Γˆf = ∅},
Tˆf := T \ Tˆi,
We thus have the property
Rˆ = {Tˆ | Tˆ is d− 1 dim. simplex, Tˆ = Sˆ ∩ ∂Ωˆ, Sˆ ∈ Tf}.
We define the finite element spaces for the discrete velocity, pressure, and mesh
position in the interior and at the free boundary as follows:
Vˆ h = {wh ∈ C0(Ωˆ)d | wh|S ∈ P2(S)d for all S ∈ Tˆ ,wh|Γd = 0},
Qˆh = {qh ∈ C0(Ωˆ) | qh|S ∈ P1(S) for all S ∈ Tˆ },
Mˆh = {Φh ∈ C0(Ωˆ)d | Φh|S ∈ P1(S)d for S ∈ Tˆi and Φh|S ∈ P2(S)d for S ∈ Tˆf},
Rˆh = {xh ∈ C0(Γˆf )d | xh|T ∈ P2(T )d for T ∈ Rˆ}.
In other words we use the Taylor-Hood element of order 1 for velocity and
pressure, piecewise linears for the interior simplices, and piecewise quadratics
for the boundary simplices. The choice of piecewise quadratics implies the use
of curved simplices at the free boundary which is desirable for precise modeling
of discrete curvature, cf. [3].
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Γd
Ωn
Γˆd
Ωˆ
Γf,n Γˆf
Φnh
Figure 5.3: On the left: discrete transformed 2D mesh Ωn with corresponding
triangulations T n and Rn.
Remark 5.2.3 (Mean of pressure)
By our choice of Qˆh we have given up the requirement −
∫
Ωˆph = 0 for the discrete
pressure ph, confer Definition 4.1.7. It makes no sense to require this of Qˆh or
Qh,n, since there are indeed situations where the mean pressure will vary with
time, see the numerical experiments.
Given a transformation Φnh ∈ Mˆh at time step n, we define the transformed
mesh and spaces as follows:
Ωn := Φnh(Ωˆ),
Γd := Φ0h(Γˆd), (stays fixed)
Γf,n := Φnh(Γˆf ),
T n := {Φnh(S) | S ∈ Tˆ },
T ni := {Φnh(S) | S ∈ Tˆi},
T nf := {Φnh(S) | S ∈ Tˆf},
Rn := {Φnh(T ) | T ∈ Rˆ},
Ψnh := (Φ
n
h)
−1 : Ωn → Ωˆ,
V h,n := {wˆh ◦Ψnh | wˆh ∈ Vˆ h},
Qh,n := {qˆh ◦Ψnh | qˆh ∈ Qˆh},
Mh,n := {xˆh ◦Ψnh | xˆh ∈ Mˆh},
Rh,n := {xˆh ◦Ψnh | xˆh ∈ Rˆh}.
(5.6)
Figure 5.3 demonstrates how a time dependent 2D mesh is mapped from the
reference mesh.
Since the domain will change with time, we define time dependent bilinear
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forms on the domain Ωn = Φnh(Ωˆ) for a variational formulation.
an : V h,n × V h,n → R,
an(vh,wh) =
ν1
2
∫
Ωn
D(vh) : D(wh) + (ν2 − ν1)
∫
Ωn
(∇ · vh)(∇ ·wh),
bn : Qh,n × V h,n → R,
bn(qh,vh) = −
∫
Ωn
qh∇ · vh,
dn : Rh,n ×Rh,n → R,
dn(vh,wh) = τnσ(d− 1)
∫
Γf,n
∇Γf,nvh · ∇Γf,nwhHd−1.
(5.7)
Two more tools are needed to define the discretized free boundary algorithm:
A discrete outer unit normal vector nnh ∈ Rh,n to the mesh boundary Γf,n, and
a suitable extension operator Eh : Rˆh × Mˆh → Mˆh.
The function nnh ∈ Rh,n is defined by setting the values in the nodes of the
quadratic Lagrange mesh G2 of Γf,n. If T ∈ Rn is a d− 1 dimensional simplex
we set
n˜T := nTHd−1(T ),
P (x) := {T ′ ∈ Rn | x ∈ T ′}.
Here nT is the (well-defined) outer unit normal vector on T . Now define
nnh ∈ Rh,n as
nnh(x) :=

P
T∈P (x) enT
|PT∈P (x) enT | if x ∈ Γf,n
0 otherwise
for all nodes x of G2. This means that the (well-defined) normal on faces is
averaged to define values on corners or edges.
The extension operator Eh is used to define the interior nodes of Ωn, based
on the position of Γf,n and the old mesh Ωn−1:
Φnh = Eh(Φ
n
h|Γˆf ,Φ
n−1
h ).
This is necessary, since the boundary condition (5.1e) only prescribes the motion
of the free boundary. The interior nodes should be selected in such a manner
as to guarantee a good quality of the mesh triangulation T n.
Algorithm 5.2.4 (Free boundary discretization)
Let Φ0h ∈ Mˆh and v0h ∈ V h,0, p0h ∈ Qh,0, as well as fnv , fnp as locally integrable
functions on Rd, n ∈ N, and gh as Dirichlet boundary conditions for the velocity.
Loop over n = 1, 2, . . . :
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1. Solve for (v˜nh, p˜
n
h) ∈ (gh + V h,n−1)×Qh,n−1:
1
τn
∫
Ωn−1
ψh · v˜nh + an−1(ψh, v˜nh) + dn−1(ψh, v˜nh) + bn−1(p˜nh,ψh)
=
1
τn
∫
Ωn−1
ψh · vn−1h +
∫
Ωn−1
ψh · fn−1v
− σ(d− 1)
∫
Γf,n−1
∇Γf,n−1 ·ψh dHd−1, (5.8)
for all ψh ∈ V h,n−1, and
1
τn
∫
Ωn−1
ϕh · p˜nh − bn−1(ϕh, v˜h)
=
1
τn
∫
Ωn−1
ϕh · pn−1h +
∫
Ωn−1
ϕhf
n−1
p (5.9)
for all ϕh ∈ Qh,n−1.
2. Update the position of the free boundary as follows: Define
∆n−1h := τn(v˜
n
h|Γf,n · nn−1h )nn−1h ∈ Rh,n−1,
Φnh|Γˆf :=
(
idΓf,n−1 +∆
n
h
) ◦Φn−1h |Γˆf .
3. Now update the position of the entire mesh:
Φnh := Eh(Φ
n
h|Γˆf ,Φ
n−1
h ),
with a suitable extension operator Eh. If Φnh is not an admissible mesh
transformation according to Assumption 5.2.1, then STOP.
4. Finally, set
Ωn := Φnh(Ωˆ),
Γf,n := Φnh(Γˆf ),
T n := {Φnh(S) | S ∈ Tˆ },
Rn := {Φnh(T ) | T ∈ Rˆ},
Ψnh := (Φ
n
h)
−1,
vnh := v˜
n
h ◦Φn−1h ◦Ψnh,
pnh := p˜
n
h ◦Φn−1h ◦Ψnh.
Remark 5.2.5
Several remarks about the free boundary algorithm are in order.
• The algorithm employs a decoupling of the bulk equations and the geom-
etry updates, which would otherwise be coupled in a nonlinear way.
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• The discretization has the following property:
−dn−1(ψh, v˜nh)− σ(d− 1)
∫
Γf,n−1
∇Γf,n−1 ·ψh dHd−1
= −σ(d− 1)
∫
Γf,n−1
∇Γf,n−1ψh · ∇Γf,n−1(idΓf,n−1 +τnv˜nh) dHd−1,
≈ σ(d− 1)
∫
Γf,n
κ dHd−1,
(5.10)
cf. (5.3). The capillary boundary condition is thus treated in a semi-
implicit manner, since information about the new boundary position Γf,n
enters the definition of the curvature term. Furthermore, note that the
term dn adds additional coercivity on the left hand side.
The idea for this discretization of curvature was taken from [3] where it
is crucial for proving stability of a Discontinuous Galerkin scheme for the
free boundary incompressible Navier-Stokes equations.
• We have defined the update of the free boundary as
Φnh|Γˆf :=
(
idΓf,n−1 +τn(v˜
n
h|Γf,n · nn−1h )nn−1h
) ◦Φn−1h |Γˆf .
A simpler formula, motivated by (5.10), is
Φnh|Γˆf :=
(
idΓf,n−1 +τnv˜
n
h|Γf,n
) ◦Φn−1h |Γˆf . (5.11)
This method is actually used during the mesh update algorithm 5.2.6
below.
However, in the case of large variations of the tangential velocity at the
boundary (5.11) may lead to a quick distortion of the mesh, making the
definition of a suitable mesh extension Eh even more difficult. Moving
the free boundary only in normal direction is justified since the set Γf,n
remains essentially the same – only the nodes defining the triangulation
Rn are placed differently.
We conclude the discussion of the algorithm by presenting two implemented
algorithms to define the mesh extension Enh : Rˆh × Mˆh → Mˆh.
Algorithm 5.2.6 (Mesh update algorithm 1)
Given old mesh positions Φn−1h ∈ Rˆh and the velocity field v˜nh ∈ V h,n−1 of Step
1 in Algorithm 5.2.4 define Φnh = E(Φ
n
h|Γˆf ,Φ
n−1
h ) as follows:
Φnh|Ωˆ∪Γˆf :=
(
idΩn−1 +τnv˜
n
h
) ◦Φn−1h |Ωˆ∪Γˆf ,
Φnh|Γˆd := Φ
0
h|Γˆd .
In other words, all interior nodes as well as the nodes on the free boundary are
moved with the velocity field v˜nh.
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Remark 5.2.7
This is actually a Lagrangian formulation of the flow – each mesh node can be
considered to be a particle advected with the fluid. If we set the parameter
µp as well as the mass source fp of (3.1), page 19, to zero for our calculation,
corresponding to incompressible flow without pressure time derivatives, then
this method yields a consistent discretization of the standard incompressible
nonlinear Navier-Stokes equations. We will demonstrate this surprising fact
heuristically.
Let xˆ ∈ Ωˆ∪ Γˆf be one of the movable Lagrange grid nodes and xn = Φnh(xˆ)
the position of the node at time step n, n ∈ N0. With Eh calculated using
Algorithm 5.2.6 the time discretization yields
vnh(x
n) = (vnh ◦Φnh ◦Ψn−1h )(xn−1)
= (vnh ◦ (idΩn−1 +τnv˜nh) ◦Φn−1h ◦Ψn−1h )(xn−1)
= (vnh ◦ (idΩn−1 +τnv˜nh))(xn−1)
= vnh(x
n−1 + τnv˜nh(x
n−1)),
hence
1
τn
(v˜nh(x
n−1)− vn−1h (xn−1)) =
1
τn
(vnh(x
n−1 + τnv˜nh(x
n−1))− vn−1h (xn−1)
≈ d
dt
vL(tn−1,x0).
Here we have defined vL(t,x0) := v(t,χ(t;x0)), with a particle trajectory χ as
solution of the ODE
χ(0;x0) = x0,
d
dt
χ(t;x0) = v(t,χ(t;x0)),
for the given velocity field v. The derivative of the Lagrangian velocity field vL
is
d
dt
vL(tn−1,x0) =
∂v
∂t
(tn−1,χ(tn−1;x0)) + (∇v(tn−1,χ(tn−1;x0)))dχ
dt
(tn−1;x0)
=
∂v
∂t
(tn−1,χ(tn−1;x0))
+ (∇v(tn−1,χ(tn−1;x0)))v(tn−1,χ(tn−1;x0))
≈ ∂v
∂t
(tn−1,xn−1) + (∇v(tn−1,xn−1))v(tn−1,xn−1).
In other words
1
τn
(v˜nh(x
n−1)−vn−1h (xn−1)) ≈
∂v
∂t
(tn−1,xn−1)+(∇v(tn−1,xn−1))v(tn−1,xn−1),
which shows that the solution (v˜h, ph) (5.8) and (5.9) approximates the nonlin-
ear incompressible Navier-Stokes equations
∂v
∂t
+ (∇v)v = ∇ · Σ(v, p) + fv,
∇ · v = 0,
with the stress tensor Σ.
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Algorithm 5.2.8 (Mesh update algorithm 2)
Given are old mesh positions Φn−1h ∈ Rˆh as well as the new positions of the
free boundary Φnh|Γˆf . Determine Ξh ∈Mh,n−1 (see (5.6)) as the solution of the
elliptic system∫
Ωn−1
∇ψh : ∇Ξh = 0 for all ψh ∈Mh,n−1,
Ξh = Φnh|Γˆf ◦Ψ
n−1
h on Γf,n−1,
Ξh = idΓd on Γd.
Now set Φnh = E(Φ
n
h|Γˆf ,Φ
n−1
h ) as
Φnh := Ξh ◦Φn−1h .
This idea of using the Laplace operator to smooth the mesh nodes was taken
from [3]. Although simple and efficient to implement this method has certain
drawbacks, e. g. it can not deal with non-convex domains without modifications.
Nevertheless, this algorithm was sufficient for our purposes. We refer to [59] for
more sophisticated ideas on mesh smoothing.
Chapter 6
Details of the implementation
In the preceding three chapters we have covered the mathematical theory and
numerical analysis of Problem 3.1.6 on fixed domains as well as the possibilities
of extending this problem to capillary free boundaries. Some important details
concerning the choice of algorithms to solve saddle point systems and, at the
lowest level, the resulting sparse linear systems will be treated in this chapter.
Later on we will return to the central problem of this thesis, the numerical
simulation of SAW-induced fluid streaming. We will present the big picture – an
overview of how all methods and algorithms introduced in detail in prior chap-
ters will be combined. The chapter is rounded off with a compact description
of the software implementation.
6.1 Efficient solution of linear systems
The basic principle of many numerical computations is to reduce a given ab-
stract problem to a system of linear equations in Rn, n ∈ N,
Ax = b, (6.1)
with a system matrix A ∈ Rn×n, a vector of unknowns x ∈ Rn and a given
right hand side b ∈ Rn. The solution of these linear systems is often the most
expensive part of a solver in terms of CPU time. It is therefore worthwhile to
invest effort in optimizing this step.
The spatial discretization of a system of partial differential equations by
means of the Finite Element Method typically leads to large but sparsely pop-
ulated system matrices. Classical direct solvers such as Gauß’s method scale
poorly with problem size and are not suited for the solution of these systems.
Although special direct solvers for sparse systems have been developed the pre-
ferred alternative is to use modern iterative solvers such as CG or GMRES. We
will introduce these solvers later in this section.
6.1.1 Sample derivation of a linear system
As an example we will present the assembly of the linear system resulting
from the finite element discretization of a variational problem with a symmetric
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and coercive bilinear form a. In this subsection we assume a vector valued
Lagrange finite element space V˜ h ⊂ H1(Ω) as introduced in Subsection 4.1.2.
Set V h := V˜ h ∩H10(Ω), fv ∈ V ′h, and gh ∈ V˜ h as Dirichlet boundary values.
Our example problem is: Find vh ∈ V˜ h satisfying
a(wh,vh) = 〈wh,fv〉V h×V ′h for all wh ∈ V h,
wh = gh on ∂Ω.
(6.2)
This system is not just a model problem, but arises as a subproblem, for example
during the solution of saddle point systems in Section 6.2. We will now construct
a basis of the space V˜ h.
(ψi)
nv
i=1 ⊂ V˜ h.
To define the exact form of the basis functions we will first consider the
scalar valued Lagrange finite element space X˜h ⊂ H1(Ω) containing the com-
ponents vh,i, vh = (vh,1, . . . , vh,d). We will denote by (ϕj)nj=1 the nodal basis
of X˜h defined in Definition 4.1.6. Without restriction we will demand that the
functions (ϕj)n˚j=1 assume their maximal value 1 on interior nodes of Ω, whereas
(ϕj)nj=n˚+1 do this on nodes belonging the the boundary of Ω.
Since V˜ h is equal to the Cartesian product
∏d
i=1 X˜h we may choose the
following vector valued basis functions on V˜ h:
ψi = (ψi,1 . . . , ψi,d),
ψdl+j,k : = δjkϕl+1,
where d is the space dimension, l ∈ {0, . . . , n − 1}, j, k ∈ {1, . . . , d}. This
implies that (ψ1, . . . ,ψdn˚) forms a basis of V h. The functions vh, gh ∈ V˜ h
permit unique decompositions of the form
vh =
nv∑
i=1
viψi, with vi ∈ R,
gh =
nv∑
i=1
giψi, with gi ∈ R.
We may now define a system matrix A ∈ Rnv×nv ,
A :=

a(ψ1,ψ1) . . . a(ψ1,ψdn˚) a(ψ1,ψdn˚+1) . . . a(ψ1,ψnv)
...
. . .
...
...
. . .
...
a(ψdn˚,ψ1) . . . a(ψdn˚,ψdn˚) a(ψdn˚,ψdn˚+1) . . . a(ψdn˚,ψnv)
0 . . . 0 1 0 . . . 0
0 . . . 0 0 1 . . . 0
...
. . . 0 0 0
. . .
...
0 . . . 0 0 0 . . . 1

,
(6.3)
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as well as a right hand side b ∈ Rnv
b :=

〈ψ1,fv〉V h×V ′h
...
〈ψdn˚,fv〉V h×V ′h
gdn˚+1
...
gnv

,
The system (6.2) may be equivalently formulated as:
Find vh =
∑nv
i=1 viψi ∈ V˜ h satisfying
nv∑
j=1
a(ψi,ψj)vj = 〈ψi,fv〉V h×V ′h for i = 1, . . . , dn˚
vi = gi for i = dn˚+ 1, . . . , nv.
In matrix notation this is simply
Av = b. (6.4)
6.1.2 Krylov space methods
In this subsection we will introduce a class of iterative solvers known as pro-
jection methods. Krylov space methods are special projection methods, among
which are the well-known conjugate gradient (CG) and generalized minimum
residual (GMRES) solvers. These last two solvers are used in the implemen-
tation and therefore treated with some detail. For the background we refer to
the book of Saad, [60].
We consider the linear system (6.1). Note that we will use indices to denote
iterates instead of components in this subsection. The meaning should be clear
from the context.
Algorithm 6.1.1 (Projection method)
Let x0 ∈ Rn be an arbitrary starting value and Km, Rm ⊂ Rn given subspaces
of dimension m. For m ∈ N calculate approximate solutions of (6.1) of the form
xm ∈ x0 +Km
with the constraint
rm ⊥ Rm, (6.5)
where ⊥ stands for orthogonality with respect to the standard Euclidean scalar
product (·, ·)2 in Rn and rm := b−Axm is the m-th residual vector.
After at most m = n steps we have
(rn,Rn)2 = 0⇐⇒ rn = 0⇐⇒ Axn = b, (6.6)
and the algorithm will stop with the exact solution. Projection methods as
defined above may therefore be interpreted as direct methods.
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Definition 6.1.2
For the choice Km = Rm Algorithm 6.1.1 is known as an orthogonal projection
method and the constraint (6.5) is known as the Galerkin conditions. In the
case Km 6= Rm we have an oblique projection method with (6.5) known as the
Petrov-Galerkin conditions.
A Krylov space method is characterized by the choice
Km := Km(A, r0) := span{r0,Ar0, . . . ,Am−1r0}.
6.1.2.1 The CG method
The method of conjugate gradients was introduced by Hestenes and Stiefel
[35]. It is a Krylov subspace method suited for symmetric and positive definite
matrices. We will therefore assume that A is symmetric and positive definite
(SPD) when using the CG method.
Algorithm 6.1.3 (CG method)
The CG method is defined by
1. Choose x0 ∈ Rn and a tolerance ε > 0, set p0 := r0 = b − Ax0, and
α0 := |r0|22.
2. For m = 0, . . . , N − 1
(a) If αm < ε, then xm is the solution, STOP. Otherwise calculate
(b) vm := Apm, λm :=
αm
(vm,pm)2
(c) xm+1 := xm + λmpm
(d) rm+1 := rm − λmvm
(e) αm+1 := |rm+1|22
(f) pm+1 := rm+1 +
αm+1
αm
pm
Remark 6.1.4
The iterates of the CG method fulfill
Km = span{p0, . . . ,pm−1} = span{r0, . . . ,Am−1r0},
xm ∈ x0 +Km,
rm ⊥ Km,
for m ∈ N0 which means that CG is an orthogonal Krylov space method.
The following bound on the convergence rate of the CG iteration is classical.
Lemma 6.1.5 (Convergence of CG)
Let A be SPD. Let |·|A be the norm induced by the scalar product (·, ·)A :=
(A·, ·)2. The errors em := xm − x of the CG iterates satisfy
|em|A ≤ 2
(√
κ− 1√
κ+ 1
)m
|e0|A ,
where κ := cond2(A) is the condition number of A.
Proof. See [33, Theorem 9.4.12]
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6.1.2.2 The GMRES method
The Generalized Minimal Residual Method was presented by Saad and Schultz
[61]. It is applicable for arbitrary regular matrices. One may view GMRES as a
method to efficiently calculate solutions of the following minimization problem:
Problem 6.1.6 (Minimization problem associated with (6.1))
Define
F : Rn → R
F (x) = |b−Ax|22 .
(6.7)
Find x∗ ∈ Rn with
x∗ = argmin
x∈Rn
F (x). (6.8)
The solution of (6.8) is obviously x = A−1b.
As the following lemma shows this minimization problem is related to an
oblique projection method.
Lemma 6.1.7
Define F : Rn → R as in (6.7) and let Km, m = 1, . . . , n be a sequence of
m-dimensional subspaces of Rn. Let x0 ∈ Rn be an arbitrary starting vector.
Then
xm = argmin
y∈x0+Km
F (y)
holds iff
(rm, Lm)2 = 0, where Lm := AKm.
Proof. See [48, Lemma 4.75].
The idea of GMRES is to iteratively define a set of orthonormal basis vectors
(v1, . . . , vm) spanning the m-th Krylov space Km. This reduces the minimiza-
tion problem 6.1.6 to a simpler form. There are several different approaches to
construct this basis, for example Arnoldi’s method, Gram-Schmidt orthogonal-
ization, or the Householder method. The software implementation of this work
presented below uses a modified Householder method, see [76].
If this method were used all the way to m = n then we would certainly
reach the exact solution, as shown by (6.6). However, this would necessitate
a prohibitively large amount of memory, of the order n × n numbers to store
all basis vectors vi. The GMRES method is therefore usually employed as
a “restarted” version. For this the dimension m of the Krylov spaces Km
is kept bounded to some k ≤ n while searching for an approximate solution
xk ∈ x0 + Kk. At this point the method is restarted using this xk as a new
starting value. This method is guaranteed to yield a monotone decline of the
residual norm |rm| = |b−Axm| but not necessarily convergence, see [48].
Algorithm 6.1.8 (Restarted GMRES method)
Given are ε > 0 as a tolerance for the residual and k ∈ N as the maximal dimen-
sion of the Krylov spaces. Let In ∈ Rn×n be the unit matrix and {e1, . . . , en}
the canonical basis vectors of Rn.
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1. (a) Set r := b−Ax0. If |r|2 < ε, STOP.
(b) Calculate a Householder transformation P1 := In−2u1u>1 , such that
P1r = ± |r| e1. The sign is chosen to avoid cancellation of digits.
(c) Set
w := P1r
U1 := [u1] ∈ Rn×1, and
L1 := [1] ∈ R1×1.
2. For m = 1, . . . , k
(a) Calculate
r :=
(
In − 2UmL−1m U>m
)
A
(
In − 2UmL−>m U>m
)
em.
(b) If the component (r)i = 0 for i = m+2, . . . , n, set Pm+1 = In, other-
wise determine Householder transformation Pm+1 = In−2um+1u>m+1,
such that (Pm+1r)i = 0 for i = m+ 2, . . . , n. Set r := Pm+1r.
(c) If m > 1, set r := Gm−1 · · ·G1r.
(d) If (r)m+1 6= 0, determine a Givens rotation Gm, such that (Gmr)m+1 = 0
and set r := Gmr, w := Gmw.
(e) Set
Rm :=
{
[r] for m = 1
[Rm−1, r] for m > 1.
(f) If |(w)m+1| < ε, goto 3.
(g) Set Um+1 := [Um,um+1] and calculate
Lm+1 :=
[
Lm 0
2u>m+1Um 1
]
3. (a) Determine ym ∈ Rm as the solution of the triangular system with
upper triangular matrix R˜m, stored in the first m lines of Rm, and
the right hand side w˜ := (w)mi=1.
(b) Set x0 := x0 + (In − 2UmL−>m U>m)[e1 · · · em]ym.
(c) If |(w)m+1| < ε then STOP, else goto 1.
6.1.2.3 Krylov space methods on subspaces
We return to our sample linear system (6.4) arising from the discrete variational
problem (6.2). Although the bilinear form a was assumed to be symmetric and
coercive the matrix A is neither symmetric nor positive definite, as is clearly vis-
ible in the definition (6.3). This is due to the chosen method of incorporating the
inhomogeneous Dirichlet boundary values in the linear system. Nevertheless,
we may use the CG method to solve this system. The theoretical background
for this is presented below.
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Lemma 6.1.9 (CG on subspaces)
Let U ⊂ Rn be an l-dimensional subspace and A ∈ Rn×n a matrix such that the
corresponding linear operator on U ,
α : U → U,
α(u) := Au,
(6.9)
is symmetric and positive definite, meaning
(α(u), v)2 = (u, α(v))2 and (α(u),u)2 ≥ cα > 0 for all u, v ∈ U.
Let z ∈ Rn be arbitrary with Az = z. Assume a right hand side b ∈ z+U and a
starting value x0 ∈ z+U are given. The CG method will then converge against
the unique solution x ∈ z + U of Ax = b.
Proof. We first need to verify that there exists a unique solution of Ax = b.
Since we are dealing with a finite dimensional space it is sufficient to verify
uniqueness. This holds because for x ∈ z + U
Ax = b⇐⇒ A(x− z) = b− z⇐⇒ α(x− z) = b− z ∈ U.
The last equation is uniquely solvable for x˜ := x− z since α is positive definite
and therefore invertible.
Let I : U → Rl be an arbitrary linear isomorphism. By
(I(u), I(v))I := (u, v)2, u, v ∈ U,
we define a suitable scalar product on Rl. We may now transform the terms
appearing in the CG algorithm 6.1.3:
A¯ ∈ Rl×l with A¯I(u) := I(Au),
=⇒ (A¯I(u), I(v))I = (Au, v)2,
x¯0 : = I(x0 − z),
b¯ : = I(b− z),
p¯0 = r¯0 := I(b−Ax0) = I((b− z)− T (x0 − z)) = b¯− A¯x¯0,
v¯m : = I(Apm) = A¯p¯m,
α¯m : = ‖rm‖22 = ‖r¯m‖I ,
etc.
It is clear that A¯ is an SPD matrix on Rl and that the CG method on Rl is
completely transported into Rl. The CG method on Rl converges towards a
x¯ ∈ RL with
A¯x¯ = b¯ =⇒ AI−1(x¯) = b− z.
Setting x := z + I−1(x¯) ∈ z + U we finally gain Ax = b.
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An obvious application to (6.4) is
z : = g,
U : = {u ∈ Rnv |
nv∑
i=1
uiψi ∈ V h}.
This applicability of the CG method to subspaces is also useful when solving
elliptic systems in pressure space that require ph ∈ Qh ⊂ L20(Ω). As mentioned
before, we do not explicitly implement a conforming finite element space Qh
with functions of mean zero. Lemma 6.1.9 states that is is sufficient to work
with a more readily available space Q˜h ⊂ L2(Ω) as long as starting value and
right hand sides are coefficient vectors belonging to functions in Qh.
A similar property, not proven here, holds for the GMRES method.
Lemma 6.1.10 (GMRES on subspaces)
Assume A ∈ Rn×n is regular. Let z ∈ Rn with Az = z and U be an l-dimensional
subspace of Rl. If α defined as in (6.9) is invertible, then GMRES will converge
for the system Ax = b, provided that the starting value x0 and right hand side
b are both contained in z + U .
6.1.3 Preconditioning
The convergence properties of iterative solvers are determined by the condition
of the system matrix, see Lemma 6.1.5 for the case of the CG solver. One
is therefore interested in improving the condition of system matrices, which is
known as preconditioning.
For a given system
Ax = b (6.10)
in Rn we choose two regular linear operators Pl and Pr, which may or may not
be given explicitly in the form of matrices. The system (6.10) is equivalent to
the preconditioned system
[PlAPr][P−1r x] = [Plb].
The operators Pl, Pr are known as left and right preconditioners, respec-
tively. To choose suitable preconditioners we must balance between the com-
peting goals of small condition of the transformed operator PlAPr and low
CPU/memory cost of applying the operators in each iteration.
Preconditioning in this work is used in two instances.
• For elliptic systems in velocity space V h of the form (6.2): Here we use
1. the classical hierarchical basis method described by [80]
2. the Bramble-Pasciak-Xu method as in [10]. Under certain circum-
stances this method provides optimal preconditioning in the sense
that the condition number of the transformed system is bounded by
a constant independent of the discretization parameter h.
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These two methods are already provided by the underlying software pack-
age ALBERTA. Both methods are multilevel preconditioners in that they
make use of the hierarchical structure of triangulations described in Re-
mark 4.1.3. We use the preconditioned variant PCG of the CG iteration
for these systems.
• For the discretization of non-symmetric systems of the form
A˜ ωµvMV B 0
−ωµvMV A˜ 0 B
B∗ 0 0 −ωµpMP
0 B∗ ωµpMP 0


vc
vs
pc
ps
 =

Fvc
Fvs
−Fpc
−Fps
 . (6.11)
where ω, µv, µp > 0, A˜ is an SPD stiffness matrix in velocity space, B
has full column rank, and MV and MP are SPD mass matrices in velocity
and pressure space respectively. Systems of this form arise during the
discretization of the quasi-stationary problem 4.2.6. For these we have
implemented an incomplete lower/upper decomposition with thresholding
and pivoting (ILUTP) as preconditioner, see [60, Algorithm 10.6]. The
ILUTP preconditioner is used as a right preconditioner for the GMRES
iteration.
6.2 Saddle point solvers
A very important and recurring task is the solution of systems of equations
resulting from saddle point problems. The systems we are specifically interested
in are the following:
1. Stationary problems on fixed grids, Problem 4.2.1.
2. Solution of a single time step using the Theta Scheme, Problem 4.2.10.
3. Solution of a single time step for the free boundary problem, Algorithm
5.2.4, Step 1.
All of these problems fit into a common framework which we will lay out
now. Let V h ⊂ V = H10(Ω) and Qh ⊂ Q = L20(Ω) be finite dimensional
subspaces. On V we are given a symmetric V -elliptic bilinear form a with
a : V × V → R,
|a(v,w)| ≤ Ca ‖v‖1 ‖w‖1 ,
a(v,v) ≥ ca ‖v‖21 ,
for all v,w ∈ V , with constants ca, Ca > 0. We have a continuous form b
b : Q× V → R,
|b(p,v)| ≤ Cb ‖p‖0 ‖v‖1 ,
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for all p ∈ Q, v ∈ V and constant Cb > 0. We assume that inf-sup conditions
hold for the pairs V ×Q and V h ×Qh:
inf
p∈Q\{0}
sup
v∈V \{0}
b(p,v)
‖p‖0 ‖v‖1
≥ cb > 0,
inf
ph∈Qh\{0}
sup
vh∈V h\{0}
b(ph,vh)
‖ph‖0 ‖vh‖1
≥ cb,h > 0.
Finally, we have a third symmetric and weakly coercive form c on Q with
c : Q×Q→ R,
|c(p, q)| ≤ Cc ‖p‖0 ‖q‖0 ,
c(p, p) ≥ 0,
for all p ∈ Q, with Cc > 0. Note the c can be the zero form.
Problem 6.2.1 (Discrete saddle point system)
Let f = (fv, fp) ∈ V ′ ×Q′. Find uh = (vh, ph) ∈ V h ×Qh so that
a(wh,vh) + b(ph,wh) = 〈wh,fv〉V ×V ′ for all wh ∈ V h,
−b(qh,vh) + c(qh, ph) = (qh, fp)0 for all qh ∈ Qh.
(SPh)
For a comprehensive overview of the numerical methods available for solving
saddle point systems we refer the reader to [5]. As a short aside we will proceed
to justify the labeling of Problem 6.2.1 as a “saddle point problem”. In the case
of the symmetric elliptic model problem of finding vh ∈ V h with
a(wh,vh) = 〈wh,fv〉V ×V ′ for all wh ∈ V h,
we may characterize vh as the unique minimum of the energy functional
Ia(wh) :=
1
2
a(wh,wh)− 〈wh,fv〉V ×V ′ for all wh ∈ V h, (6.12)
on V h, see [32, Theorem 6.5.12]. For Problem 6.2.1 with the form c = 0 the
corresponding functional Is is defined as
Is(wh, qh) :=
1
2
a(wh,wh) + b(qh,wh)
− 〈wh,fv〉V ×V ′ − (qh, fp)0 for all wh ∈ V h, qh ∈ Qh.
A solution (vh, ph) ∈ V h ×Qh of (SPh) will not minimize the functional Is, in
fact Is is not even bounded from below. However, (vh, ph) may be interpreted
as a saddle point of Is:
Lemma 6.2.2
Assume f = (fv, fp) ∈ V ′ ×Q′ and c = 0. The function (vh, ph) ∈ V h ×Qh is
a solution of (SPh) iff
Is(vh, qh) ≤ Is(vh, ph) ≤ Is(wh, ph) for all w ∈ V h, qh ∈ Qh
holds. This is also equivalent to the minimax problem
Is(vh, ph) = min
wh∈V h
Is(wh, ph) = max
qh∈Qh
min
wh∈V h
Is(wh, qh).
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Proof. See [32, Theorem 12.2.4].
Let us define operators corresponding to the bilinear forms as before:
Ah ∈ L(V h,V ′h), 〈Ahvh,wh〉V ′h×V h = a(vh,wh),
Bh ∈ L(Qh,V ′h), 〈Bhph,vh〉V ′h×V h = b(ph,vh),
B∗h ∈ L(V h, Qh), (B∗hvh, ph)0 = b(ph,vh),
Ch ∈ L(Qh, Qh), (Chph, qh)0 = c(ph, qh),
Kh ∈ L(Qh, Qh), Kh = B∗hA−1h Bh + Ch.
The elliptic operator Ah is continuously invertible with
∥∥A−1h ∥∥ ≤ 1/ca due to
the well-known Lax-Milgram Theorem, thereforeKh is well-defined. In addition
we may define
fv,h as the restriction to V h of fv,
fp,h as the Qh-projection of fp.
With these we reformulate (SPh) as
Find vh ∈ V h, qh ∈ Qh with
Ahvh +Bhph = fv,h,
−B∗hvh + Chph = fp,h.
Using the Schur complement operator Kh = B∗hA
−1
h Bh + Ch this yields
Khph = B∗hA
−1
h fv + fp, (6.13a)
vh = A−1h fv −A−1h Bph. (6.13b)
We know that the operator Kh ∈ L(Qh, Qh) has good properties.
Lemma 6.2.3
The operator Kh ∈ L(Qh, Qh) is self-adjoint. Furthermore, we have the follow-
ing spectral bounds:
0 <
cac
2
b,h
C2a
=: cK <
(Khqh, qh)0
‖qh‖20
< CK :=
C2b
ca
+ Cc <∞, (6.14)
for all qh ∈ Qh.
Proof. We have
K∗h = (B
∗
hA
−1
h Bh + Ch)
∗ = B∗h(A
−1
h )
∗Bh + C∗h = B
∗
hA
−1
h Bh + Ch,
therefore Kh is self-adjoint. The decomposition of V and V ′ explained at the
beginning of Section 3.2.4 can be carried out in an analogous fashion for the
discrete spaces V h and V ′h. Adapting the arguments of Lemma 3.2.9 we have
that Bh maps Qh onto a subspace V ′h,⊥ of V
′
h with a continuous inverse B
−1
h ,∥∥B−1h ∥∥ ≤ 1/cb,h.
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Let qh ∈ Qh. The upper bound in (6.14) is clear. For the lower bound we
calculate
‖qh‖20 ≤
1
c2b,h
‖Bhqh‖2−1 =
1
c2b,h
∥∥Ah(A−1h Bhqh)∥∥2−1
≤ C
2
a
c2b,h
∥∥A−1h Bhqh∥∥21 ≤ C2acac2b,h 〈Ah(A−1h Bhqh), A−1h Bhqh〉V ′h×V h
=
C2a
cac2b,h
(qh, B∗hA
−1
h Bhqh)0 ≤
C2a
cac2b,h
(qh,Khqh)0.
We note that for a stable discretization fulfilling (LBBh) on page 57, Lemma
3.2.9 provides bounds on the spectrum of Kh which are independent of h. This
suggests the use of a conjugate gradient method in the finite dimensional Hilbert
space Qh, see [34, 54, 79]. For such a method we have the following classical
bound on the convergence rate of the iterates q(n)h ∈ Qh:∥∥∥q(n)h ∥∥∥
Kh
≤ 2
(√
CK/cK − 1√
CK/ck + 1
)n ∥∥∥q(0)h ∥∥∥
Kh
,
where
‖·‖Kh := (·,Kh·)
1
2
0 ,
see [79, Theorem 1.2.2]. We will now present a variant of the CG method
for solving the saddle point system (SPh) which will calculate the velocity v
according to (6.13b) as an integral part of the algorithm. The basis for this
algorithm was the saddle point solver for the Stokes equations presented in [13].
Algorithm 6.2.4 (Saddle point CG method)
Choose a starting value p0 ∈ Qh, tolerance ε > 0, and a maximal number of
iterations M ∈ N. Calculate an approximation p ∈ Qh as follows.
1. (a) Solve for v0 ∈ V h: Ahv0 = fv −Bhp0.
(b) Set r0 := −B∗hv0 + Chp0 + fp.
(c) Set d0 := r0 and δ0 := ‖r0‖20.
2. For m = 0, . . . ,M do:
(a) If δm < ε set (v, p) := (vm, pm), STOP.
(b) Solve for χm ∈ V h: Ahχm = Bhdm.
(c) Set
ρm :=
δm
(dm, B∗hχm + Chdm)0
.
(d) Updates:
pm+1 : = pm − ρmdm,
vm+1 : = vm + ρmχm(
= fv −Bhpm+1
)
.
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(e) New residual: rm+1 := −B∗hvm+1 + Chpm+1 + fp.
(f) Set δm+1 := ‖rm+1‖20.
(g) New search direction: dm+1 := rm+1 +
δm+1
δm
dm.
The Schur complement systems typically arising in this work are not too
badly conditioned; we therefore did not implement preconditioning of the CG
iteration above.
Remark 6.2.5
The steps 1(a) and 2(b) above involve the solution of an elliptic system in the
velocity space V h, done in practice using a preconditioned CG subiteration in
Rnv with nv as the dimension of V h. These are the most costly parts of the
algorithm.
In steps 1(b) and 2(e) we have applications of B∗h and Ch on the right hand
sides. In practice this means that we will solve a system with a mass matrix in
pressure space. This is also done with a CG subiteration.
6.3 Overview of algorithms
The main goal of this thesis – the simulation of acoustic streaming induced by
SAWs – was realized by a two-stage model already introduced in Chapter 2.
We now present the detailed algorithms to calculate solutions. We differentiate
between the fixed mesh case and the case of free capillary boundaries.
6.3.1 Fixed meshes
For the simulation of acoustic streaming we need to specify the following phys-
ical and numerical parameters. We have supplied typical values as a reference,
see Table 6.1.
Algorithm 6.3.1 (Acoustic streaming, fixed domain)
Given is a computational domain Ω ⊂ Rd, parameters as in Table 6.1, and a
periodic function u as the SAW displacement on Γd.
1. Solve the acoustics subproblem (2.10) on page 17 for (v(1), p(1)):
V T
L
∂v(1)
∂t
− V T
2
L3
(
ν˜1∆v(1) + ν˜2∇(∇ · v(1))
)
+∇p(1) = 0 in Ω, t > 0,
L3
c20V T
3
∂p(1)
∂t
+∇ · v(1) = 0 in Ω, t > 0
V T
L
v(1) =
∂u
∂t
on Γd, t > 0
v(1) · n = 0 on Γs, t > 0
Σ(1)n = 0 on Γn, t > 0
v(1) = 0, p(1) = 0 for t = 0,
in a weak formulation. We are interested in the periodic equilibrium state
corresponding to the periodic forcing terms. We use one of the following
algorithms:
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Parameter Value and units Description
Constants for dimensionless formulation and scaling
V 1.0 · 10−1 m/s Velocity scale
L 1.0 · 10−7 m Length scale
T 1.0 · 10−8 m Time scale
Physical parameters
f 1.0 · 108 Hz Frequency of the SAW device
c0,l 1.484 · 103 m/s Small signal sound speed in water
c0,s 3.8 · 103 m/s Small signal sound speed in solid
ρ0 1.0 · 103 kg/m3 Density of liquid
ν1 1.002 · 10−6 m2/s Kinematic viscosity of water
ν2 1.002 · 10−6 m2/s Kinematic bulk viscosity of water
Numerical discretization parameters
h 2−6 Maximal finite element diameter
τ (1) 1 · 10−1 Time step size for the acoustic (mi-
croscale) subproblem
τ (2) 1 · 103 Time step size for the acoustic
streaming (macroscale) subproblem
Table 6.1: Parameters for a typical SAW simulation
(a) Theta-scheme time discretization according to Problem 4.2.10 with
fixed time step size τ (1) > 0 together with Taylor-Hood finite el-
ements with mesh parameter h. We use either θ = 12 or θ = 1,
corresponding to backwards Euler or Crank-Nicolson. We perform
either a fixed number of time steps or iterate until the periodicity
condition (4.14), page 73, is fulfilled at a time tend.
(b) Quasi-stationary approach (no time discretization!) according to
Problem 4.2.6. The solution ((vc,vs), (pc, ps)) can be transformed
into a time dependent solution of the original problem using (3.25),
page 38.
2. Calculate right hand terms and boundary conditions for (2.11) on page
18 according to:
(ψ,f (2)v )0 :=
(
ψ,−V
2T 2
L2
−
∫
t
(∇ · v(1))v(1) + (∇v(1))v(1)
)
0
,
(ϕ, f (2)p )0 :=
(
ϕ,− L
2
T 2c20
−
∫
t
∇ · (p(1)v(1))
)
0
,
(χ, g(2))Γd,0 :=
(
χ,−(∇v(1))u
)
Γd,0
,
(6.15)
for allψ ∈ V h, ϕ ∈ Qh, χ in the trace of V h to Γd. The symbol−
∫
t denotes
taking the temporal average over one period of the solution (v(1), p(1)) of
Step 1.
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(a) When using a time discretization in Step 1 above use a numerical
quadrature to calculate the time averages in (6.15).
(b) When using the quasi-stationary approach in Step 1 it is possible to
calculate the time average directly from the c- and s-terms as follows:
(ψ,f (2)v )0 : =
(
ψ,−V
2T 2
2L2
(
(∇ · vc)vc + (∇ · vs)vs
+ (∇vc)vc + (∇vs)vs
))
0
,
(ϕ, f (2)p )0 : =
(
ϕ,− L
2
2T 2c20
(
∇ · (p(1)c v(1)c ) +∇ · (p(1)s v(1)s )
))
0
,
(χ, g(2))Γd,0 : =
(
χ,−1
2
(
(∇v(1)c )uc + (∇v(1)s )us
))
Γd,0
,
(6.16)
In both cases we may have to adjust the problem data to fulfill com-
patibility conditions (see Theorem 3.4.10) to guarantee good numerical
behavior for the next step. The reason for this difficulty is that we are
not using a subspace of L20(Ω) as pressure space, see also the remarks at
the end of 6.1.2.3 above.
3. Solve the acoustic streaming subproblem (2.11), page 18, for (v(2), p(2)):
−ν˜1V T
2
L3
∆v(2) − ν˜2V T
2
L3
∇(∇ · v(2)) +∇p(2) = f (2)v in Ω,
∇ · v(2) = f (2)p in Ω,
v(2) = g(2) on Γd,
v(2) · n = 0 on Γs,
Σ(2)n = 0 on Γn.
(6.17)
Here we have the following alternatives:
(a) We solve the stationary problem (6.17).
(b) We solve an instationary variant of (6.17) by means of the Theta
scheme with fixed time step size τ (2). This is primarily of interest
when determining the relaxation time of the acoustic streaming flow.
6.3.2 Free capillary boundaries
For the simulation of acoustic streaming with free capillary boundaries we will
need the same parameters as before, and additionally a coefficient σ of surface
tension. A typical value would be σ = 7.3 · 10−2 N/m.
The basis of this algorithm was already presented as Algorithm 5.2.4. It
remains to specify the right hand sides fnv , f
n
p for each time step. These are
now determined by solving the acoustics subproblem as above.
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Algorithm 6.3.2 (Acoustic streaming, free boundaries)
Given is a starting domain Ω0 ⊂ Rd, parameters as before, and a periodic
function u as the SAW displacement on Γd. Loop over n = 0, 1, 2, . . . :
1. Solve the acoustics subproblem (2.10) on page 17 for (v(1), p(1)) on the
domain Ωn up to the periodic equilibrium state. This is done as above in
Algorithm 6.3.1, with either a time discretization or the quasi-stationary
approach. In the former case iterate until periodicity is reached.
2. Calculate right hand terms f (2),nv , f
(2),n
p and boundary conditions for the
acoustic streaming solution at time step tn using v(1) and p(1) as above.
3. Perform Step 1 of Algorithm 5.2.4 to determine the acoustic streaming
solution (v(2),n, p(2),n) at time step tn with τn := τ (2). We may specify
more general boundary conditions (slip boundary conditions on Γs and
free flow boundary conditions on Γn).
4. Update the position of the mesh to determine Ωn+1, as described in Steps
2 and 3 of Algorithm 5.2.4. We have the alternatives 5.2.6 and 5.2.8 as
mesh smoothing methods.
Remark 6.3.3
Recalculating the acoustics solution (v(1), p(1)) in each time step tn of the main
iteration is extremely costly. In practice we have relaxed this requirement by
continuing to use f (2),nv , f
(2),n
p for several time steps before recomputing. Nu-
merical experiments show that the additional error involved does not have a sig-
nificant effect on the equilibrium state of the solution (Ωn,v(2),n, p(2),n) reached
for large n.
6.4 Software
The software implementation is based on the finite element library ALBERTA
developed by Schmidt and Siebert. ALBERTA is a very general toolbox for
the implementation of (adaptive) finite element methods in space dimensions
d = 1, 2, 3. It is based on hierarchical simplicial grids and employs refinement
by bisection. ALBERTA is easily extendible for special purposes. It offers
• Tools for triangulations in any dimension, e. g. quadrature formulae for
element-wise integration
• Lagrange elements up to order 4 as well as discontinuous piecewise poly-
nomial elements of orders 0, 1, 2
• Comfortable routines for assembling system matrices and right hand sides
• General algorithms for instationary or stationary problems with adaptive
local refinement and coarsening
• Integrated iterative solvers for the resulting linear systems
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• Support for multigrid solvers
ALBERTA has been under ongoing development since 1995 with a printed
manual available as of 2005, see [63]. The current stable version of ALBERTA
is available for download at http://www.alberta-fem.de. For this work we
extended ALBERTA to include new features listed below.
• Grids of different dimension in one simulation. A so-called master/slave-
mechanism makes it possible to automatically define triangulations of
submanifolds such as boundaries of original meshes. These slave meshes
are automatically refined and coarsened with a master mesh.
• Trace operations for slave meshes
• New visualization interfaces
• Mesh projection mechanism. This is useful to automatically determine
triangulations of geometric objects such as the unit sphere S2.
For the visualization of results we used GMV (General Mesh Viewer) de-
veloped at the Los Alamos National Laboratory, http://laws.lanl.gov/XCM/
gmv.
Calculations were done on AMD OpteronTM 64 bit 2.6GHz dual-head pro-
cessors with 8GB memory.
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Chapter 7
Numerical Results
The final chapter of this thesis is devoted to the presentation of numerical
experiments. The experiments are divided into test problems which serve to
verify the correctness of the implementation, and problems with realistic phys-
ical parameters. We also present the results of physical experiments intended
to validate the numerical model.
7.1 Test problems
7.1.1 Fixed domains
7.1.1.1 Experimental order of convergence
We will first study the model problem on a fixed domain
µv
∂v
∂t
− ν1∆v − ν2∇(∇ · v) +∇p = fv in Ω,
µp
∂p
∂t
+∇ · v = fp in Ω,
v = g on ∂Ω,
v = v0 for t = 0,
p = p0 for t = 0.
(7.1)
which was analyzed in Chapter 3.
We test the discretization using finite elements and the Theta-Scheme as
described in Problem 4.2.10. As usual we measure the effect of the the maximal
element diameter h and maximal time step τ on the discretization error. The
error will naturally depend on the used norms.
For the spatial discretization we will use Taylor-Hood elements
V˜
k
h = (X
k+1
h )
d ⊂ V˜ :=H1(Ω),
Q˜kh = X
k
h ⊂ Q˜ := L2(Ω),
of order k ∈ {1, 2, 3, 4}, confer also 4.1.6. The triangulations are created by
successive global bisectional refinement of a macro triangulation. The time
discretization is done by either the backward Euler or Crank-Nicolson scheme.
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We will use fixed time steps τn = τ , N = T/τ . The typical result predicted by
Theorems 4.2.15 and 4.2.17 is of the form
max
n=0,...,N
‖unh − u(nτ)‖H ≤ C1hr + C2τ s, r, s ∈ N (7.2)
Here we have u(nτ) ∈ H as the exact solution of (7.1) and unh ∈ V˜
k
h × Q˜kh as
the discrete solution at time step n ∈ {0, . . . , N}. The constants C1, C2 are
independent of h and τ , but will generally depend on the exact solution u or
its derivatives. We will construct smooth problems thus avoiding the caveats
of insufficient regularity. The maximal values r, s for which such an estimate
holds are known as the spatial resp. temporal order of convergence.
It is our aim to determine experimental bounds on the order of convergence.
We define
vh,τ = (vnh)
N
n=0,
ph,τ = (pnh)
N
n=0,
uh,τ = (unh)
N
n=0,
as the sequences of calculated solutions unh = (v
n
h, p
n
h).
We will measure maximal time errors as in (7.2) or temporal L2-norms in
time, approximated by the Trapezoidal Rule
(∫ T
0
f(t)2dt
) 1
2
≈
(
τ
2
(
f(0)2 +
N−1∑
n=1
2f(nτ)2 + f(Nτ)2
)) 1
2
, (7.3)
with a given function f : [0, T ]→ R. We use the suggestive notations
‖·‖L∞(Z) and ‖·‖L2(Z) ,
for the discrete L∞- and L2-norms in time combined with the Z-norm in space.
For velocity error in space we are interested in the possibilities of using the
H1(Ω)-seminorm |·|1, denoted by Z = H1, as well as the L2(Ω)-norm ‖·‖0,
denoted by Z = L2. For pressure, we will restrict ourselves to Z = L2.
We will now proceed to motivate the concept of experimental order of con-
vergence. By choosing a very fine time discretization 0 < τ0 ¿ 1 the measured
error in a given norm is expected to be
‖u− uh,τ0‖ ≤ C1hr + C2τ s0
≈ C1hr,
(7.4)
in other words, the spatial error will be dominant. By running simulations on
a sequence of increasingly fine meshes with parameters hj , j = 1, 2, . . . we may
thus eliminate the constant C1 for j > 1:∥∥u− uhj−1,τ0∥∥∥∥u− uhj ,τ0∥∥ ≈
(
hj−1
hj
)r
.
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Thus
r ≈ ln
(∥∥u− uhj−1,τ0∥∥∥∥u− uhj ,τ0∥∥
)/
ln
(
hj−1
hj
)
,
assuming the denominators are nonzero.
Hence, we define
Definition 7.1.1 (Experimental order of convergence)
Let (v, p) be the exact solution of (7.1) and (vh,τ , ph,τ ) the discrete solution
calculated on a triangulation Th with maximal element diameter h and time
step size τ .
1) For a sequence of triangulations Thj with j = 1, 2, . . . and fixed time step τ0
we define
EOCj‖·‖(h,v) := ln
(∥∥v − vhj−1,τ∥∥∥∥v − vhj ,τ∥∥
)/
ln
(
hj−1
hj
)
,
EOCj‖·‖(h, p) := ln
(∥∥p− phj−1,τ∥∥∥∥p− phj ,τ∥∥
)/
ln
(
hj−1
hj
)
,
(7.5)
as the experimental spatial order of convergence for v and p.
2) For a sequence of time steps τj with j = 1, 2, . . . and fixed mesh parameter
h0 let
EOCj‖·‖(τ,v) := ln
(∥∥v − vh0,τj−1∥∥∥∥v − vh0,τj∥∥
)/
ln
(
τj−1
τj
)
,
EOCj‖·‖(τ, p) := ln
(∥∥p− ph0,τj−1∥∥∥∥p− ph0,τj∥∥
)/
ln
(
τj−1
τj
)
,
(7.6)
be the experimental temporal order of convergence of v and p.
3) For a sequence of mesh parameters hj , j = 1, 2, . . . as well as coupled time
step sizes τj = Chkj with fixed C, k, define
EOCj‖·‖(v) := ln
(∥∥v − vhj−1,τj−1∥∥∥∥v − vhj ,τj∥∥
)/
ln
(
hj−1
hj
)
,
EOCj‖·‖(p) := ln
(∥∥p− phj−1,τj−1∥∥∥∥p− phj ,τj∥∥
)/
ln
(
hj−1
hj
)
,
as the general experimental order of convergence for v and p.
7.1.1.2 Validity of time and space discretization
7.1.1.2.1 2D test problem
We use the following data:
• Domain Ω = [0, 1]2 with macro triangulation as in Figure 7.1.
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Figure 7.1: Top left: macro triangulation in 2D, Top middle, right: first and
second refinement levels defined by double bisection of all triangles.
Bottom left: macro triangulation in 3D, the longest diagonal is the refinement
edge. Bottom right: detail of the six macro tetrahedra.
• Time interval [0, T ], T = 1.
• Parameters: µv = µp = 1, ν1 = ν2 = 1.
• Velocity and pressure functions:
v1(t,x) = sin(2pit) sin(3pix1) cos(5pix2),
v2(t,x) = sin(2pit) cos(2pix1) sin(7pix2),
p(t,x) = sin(2pit)
(
exp(x1 + x2)−
√
e− 1) ,
which satisfies p(t) ∈ L20(Ω) for all t ∈ R.
The right hand side (fv, fp), Dirichlet boundary values g, and starting values
(v0, p0) are chosen to match this solution, as described above.
7.1.1.2.2 3D test problem
The data used is
• Domain Ω = [0, 1]3 with macro triangulation as in Figure 7.1.
• Time interval [0, T ], T = 1.
• Parameters: µv = µp = 1, ν1 = ν2 = 1.
• Velocity and pressure functions:
v1(t,x) = sin(c0t) cos(c0x1) sin(c0x2) sin(c0x3),
v2(t,x) = sin(c0t) sin(c0x1) cos(c0x2) sin(c0x3),
v3(t,x) = −3 sin(c0t) sin(c0x1) sin(c0x2) cos(c0x3),
p(t,x) = cos(c0t) exp(−x21 − x22 − x23),
7.1. TEST PROBLEMS 109
7.1.1.2.3 Temporal convergence results of the 2D test problem
Implicit Euler, L∞-norm in time
0.001
0.01
0.1
1
10
0 1 2 3 4 5 6 7
e
rr
o
r
level
‚‚v − vh,τ‚‚L∞(L2)‚‚v − vh,τ‚‚L∞(H1)‚‚p− ph,τ‚‚L∞(L2)
τ v, L2 v,H1 p, L2
2−1 — — —
2−2 0.95 0.95 0.99
2−3 0.95 0.95 0.99
2−4 0.97 0.97 1.00
2−5 0.98 0.98 1.00
2−6 0.99 0.99 1.00
2−7 0.99 0.99 1.00
2−8 1.00 1.00 1.00
Implicit Euler, L2-norm in time
0.001
0.01
0.1
1
10
0 1 2 3 4 5 6 7
e
rr
o
r
level
‚‚v − vh,τ‚‚L2(L2)‚‚v − vh,τ‚‚L2(H1)‚‚p− ph,τ‚‚L2(L2)
τ v, L2 v,H1 p, L2
2−1 — — —
2−2 1.15 1.14 1.18
2−3 0.97 0.97 1.01
2−4 0.97 0.98 1.00
2−5 0.99 0.99 1.00
2−6 0.99 0.99 1.00
2−7 1.00 1.00 1.00
2−8 1.00 1.00 1.00
Crank-Nicolson, L∞-norm in time
1e-05
1e-04
0.001
0.01
0.1
1
10
100
0 1 2 3 4 5 6 7
e
rr
o
r
level
‚‚v − vh,τ‚‚L∞(L2)‚‚v − vh,τ‚‚L∞(H1)‚‚p− ph,τ‚‚L∞(L2)
τ v, L2 v,H1 p, L2
2−1 — — —
2−2 3.24 3.25 2.21
2−3 2.34 2.32 1.99
2−4 2.08 2.08 2.01
2−5 2.02 2.02 2.00
2−6 2.01 2.00 2.00
2−7 2.00 1.98 2.00
2−8 2.00 1.72 1.99
Crank-Nicolson, L2-norm in time
1e-05
1e-04
0.001
0.01
0.1
1
10
100
0 1 2 3 4 5 6 7
e
rr
o
r
level
‚‚v − vh,τ‚‚L2(L2)‚‚v − vh,τ‚‚L2(H1)‚‚p− ph,τ‚‚L2(L2)
τ v, L2 v,H1 p, L2
2−1 — — —
2−2 3.05 3.05 1.99
2−3 2.33 2.33 2.07
2−4 2.07 2.07 2.02
2−5 2.02 2.02 2.00
2−6 2.00 2.00 2.00
2−7 2.00 1.98 2.00
2−8 2.00 1.71 1.99
Table 7.1: Left column: errors for vh,τ and ph,τ . Right column: values of
EOCj‖·‖(τ) for h0 = 2
−5 using Taylor-Hood order 2.
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7.1.1.2.4 Spatial convergence results of the 2D test problem
Taylor-Hood order 1 in space
1e-06
1e-05
1e-04
0.001
0.01
0.1
1
10
100
0 1 2 3 4 5 6 7
e
rr
o
r
level
‚‚v − vh,τ‚‚L∞(L2)‚‚v − vh,τ‚‚L∞(H1)‚‚p− ph,τ‚‚L∞(L2)
h v, L2 v,H1 p, L2
1 — — —
2−1 0.52 0.04 0.92
2−2 1.79 1.06 0.55
2−3 2.90 1.69 1.75
2−4 2.88 1.89 1.76
2−5 2.96 1.97 1.88
2−6 2.99 1.99 1.97
2−7 2.88 2.00 1.99
Taylor-Hood order 2 in space
1e-06
1e-05
1e-04
0.001
0.01
0.1
1
10
100
0 1 2 3 4 5 6
e
rr
o
r
level
‚‚v − vh,τ‚‚L∞(L2)‚‚v − vh,τ‚‚L∞(H1)‚‚p− ph,τ‚‚L∞(L2)
h v, L2 v,H1 p, L2
1 — — —
2−1 0.99 0.30 −0.19
2−2 3.01 2.12 2.36
2−3 3.85 2.72 2.92
2−4 3.95 2.96 3.19
2−5 3.95 2.99 3.18
2−6 2.14 2.99 3.05
Taylor-Hood order 3 in space
1e-06
1e-05
1e-04
0.001
0.01
0.1
1
10
100
0 1 2 3 4 5 6
e
rr
o
r
level
‚‚v − vh,τ‚‚L∞(L2)‚‚v − vh,τ‚‚L∞(H1)‚‚p− ph,τ‚‚L∞(L2)
h v, L2 v,H1 p, L2
1 — — —
2−1 1.63 0.82 1.06
2−2 4.27 3.23 3.11
2−3 4.91 3.77 4.15
2−4 4.93 3.92 3.81
2−5 2.09 3.92 3.84
2−6 0.01 1.78 1.05
Table 7.2: Left column: error for vh,τ and ph,τ . Right column: values of
EOCj‖·‖(h) for τ0 = 10
−3 using the Crank-Nicolson scheme.
The results in Table 7.1 demonstrate the correctness of the time discretiza-
tion. The order of the implicit Euler method is 1 while the Crank-Nicolson
scheme is of order 2. The linear solvers and the saddle point solver were run
with a tolerance of 10−10.
The decline of EOC(h)-rates for higher order Taylor-Hood in Table 7.2 is
due to the fact that the EOC(h) calculation relies on a sufficiently small con-
tribution of temporal error terms to the total error, confer (7.4). For very fine
space discretizations the total error will no longer be dominated by space error
contributions causing the stagnation effect. The numerical behavior is therefore
correct. Similar effects are visible in the subsequent two tables.
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7.1.1.2.5 Temporal convergence results of the 3D test problem
Implicit Euler, L∞-norm in time
1e-04
0.001
0.01
0.1
1
0 1 2 3 4 5
e
rr
o
r
level
‚‚v − vh,τ‚‚L∞(L2)‚‚v − vh,τ‚‚L∞(H1)‚‚p− ph,τ‚‚L∞(L2) τ v, L
2 v,H1 p, L2
2−1 — — —
2−2 0.91 0.91 0.89
2−3 0.97 0.97 0.95
2−4 0.99 0.99 0.98
2−5 0.99 0.99 0.99
2−6 1.00 1.00 0.99
Implicit Euler, L2-norm in time
1e-04
0.001
0.01
0.1
1
0 1 2 3 4 5
e
rr
o
r
level
‚‚v − vh,τ‚‚L2(L2)‚‚v − vh,τ‚‚L2(H1)‚‚p− ph,τ‚‚L2(L2) τ v, L
2 v,H1 p, L2
2−1 — — —
2−2 0.84 0.84 0.92
2−3 0.92 0.92 0.97
2−4 0.96 0.96 0.98
2−5 0.98 0.98 0.99
2−6 0.99 0.99 1.00
Crank-Nicolson, L∞-norm in time
1e-05
1e-04
0.001
0.01
0.1
0 1 2 3 4 5
e
rr
o
r
level
‚‚v − vh,τ‚‚L∞(L2)‚‚v − vh,τ‚‚L∞(H1)‚‚p− ph,τ‚‚L∞(L2) τ v, L
2 v,H1 p, L2
2−1 — — —
2−2 2.04 2.04 2.01
2−3 1.99 1.99 2.00
2−4 2.00 2.00 2.00
2−5 2.00 1.96 2.00
2−6 1.99 1.51 1.99
Crank-Nicolson, L2-norm in time
1e-06
1e-05
1e-04
0.001
0.01
0.1
0 1 2 3 4 5
e
rr
o
r
level
‚‚v − vh,τ‚‚L2(L2)‚‚v − vh,τ‚‚L2(H1)‚‚p− ph,τ‚‚L2(L2) τ v, L
2 v,H1 p, L2
2−1 — — —
2−2 2.08 2.08 2.13
2−3 2.02 2.02 2.04
2−4 2.00 2.00 2.01
2−5 2.00 1.96 2.00
2−6 1.99 1.54 1.90
Table 7.3: Left column: errors for vh,τ and ph,τ . Right column: values of
EOCj‖·‖(τ) for h0 = 2
−4 using Taylor-Hood order 2.
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7.1.1.2.6 Spatial convergence results of the 3D test problem
Taylor-Hood order 1 in space
1e-05
1e-04
0.001
0.01
0.1
1
10
0 0.5 1 1.5 2 2.5 3 3.5 4
e
rr
o
r
level
‚‚v − vh,τ‚‚L∞(L2)‚‚v − vh,τ‚‚L∞(H1)‚‚p− ph,τ‚‚L∞(L2) h v, L2 v,H1 p, L2
1 — — —
2−1 2.66 1.79 1.05
2−2 2.83 1.95 1.95
2−3 2.89 1.99 1.98
2−4 2.77 1.93 2.00
Taylor-Hood order 2 in space
1e-07
1e-06
1e-05
1e-04
0.001
0.01
0.1
1
0 0.5 1 1.5 2 2.5 3 3.5 4
e
rr
o
r
level
‚‚v − vh,τ‚‚L∞(L2)‚‚v − vh,τ‚‚L∞(H1)‚‚p− ph,τ‚‚L∞(L2) h v, L2 v,H1 p, L2
1 — — —
2−1 3.78 2.85 3.44
2−2 3.99 2.96 2.97
2−3 3.72 2.99 2.99
2−4 3.76 2.94 3.00
Taylor-Hood order 3 in space
1e-08
1e-07
1e-06
1e-05
1e-04
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‚‚v − vh,τ‚‚L∞(L2)‚‚v − vh,τ‚‚L∞(H1)‚‚p− ph,τ‚‚L∞(L2) h v, L2 v,H1 p, L2
1 — — —
2−1 4.83 3.86 4.36
2−2 4.81 3.96 4.01
2−3 4.62 3.99 3.99
2−4 2.62 3.94 0.82
Table 7.4: Left column: error for vh,τ and ph,τ . Right column: values of
EOCj‖·‖(h) for τ0 = 10
−3 using the Crank-Nicolson scheme.
The convergence tests of Table 7.3 show that time discretization works cor-
rectly in three dimensions as well. The CPU time to run the largest 3D-tests
was approximately one day.
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7.1.1.3 Validity of the quasi-stationary approach
Now we will turn to the implementation of the quasi-stationary approach for
the evolution problem with the model equations
ωµvv̂s − ν1∆v̂c − ν2∇(∇ · v̂c) +∇p̂c = f̂vc,
−ωµvv̂c − ν1∆v̂s − ν2∇(∇ · v̂s) +∇p̂s = f̂vp,
ωµpp̂s +∇ · v̂c = f̂pc,
−ωµpp̂c +∇ · v̂s = f̂ps in Ω,
v̂c = ĝc,
v̂s = ĝs on ∂Ω.
(7.7)
studied in Section 3.3. This problem only involves a spatial discretization with
twice as many unknowns as before. We use the double Taylor-Hood element
X˜kh × Y˜ kh of order k, the tilde denoting the generalized spaces as in Section 3.4.
By virtue of Theorem 4.2.8 we expect convergence rates
‖vh − v‖X + ‖ph − p‖Y ≤ Chr,
where v = (v̂c, v̂s) ∈ X˜ = H1(Ω)2, p = (p̂c, p̂s) ∈ Y˜ = L2(Ω)2 are the exact
solutions of (7.7) and (vh, ph) ∈ X˜kh × Y˜ kh are the discrete solutions given by
Problem 4.2.6.
Analogously to Definition 7.1.1 we define suitable EOC terms as
EOCj‖·‖(h,v) := ln
(∥∥v − vhj−1∥∥∥∥v − vhj∥∥
)/
ln
(
hj−1
hj
)
,
EOCj‖·‖(h, p) := ln
(∥∥p− phj−1∥∥∥∥p− phj∥∥
)/
ln
(
hj−1
hj
)
,
where v may be either v̂c or v̂s, similarly for p. We will only consider a 2D
problem for brevity here.
7.1.1.3.1 2D quasi-stationary test problem
The data for the quasi-stationary test problem in 2D:
• Domain Ω = [0, 1]2 with macro triangulation as in Figure 7.1.
• Parameters: µv = µp = 1, ν1 = ν2 = 1, ω = 2pi.
• Velocity and pressure functions:
v̂c,1(x) = exp(−x1) sin(x1),
v̂c,2(x) = sin(x1) cos(x2),
p̂c(x) = exp(−x1) sin(x1),
v̂s,1(x) = − exp(−x1) cos(x1),
v̂s,2(x) = 2 cos(x1) sin(x2),
p̂s(x) = − exp(−x1) cos(x1).
The right hand side (fX , fY ) and Dirichlet boundary values g are again chosen
to match this solution.
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7.1.1.3.2 Convergence results 2D quasi-stationary test problem
Taylor-Hood order 1
1e-07
1e-06
1e-05
1e-04
0.001
0.01
0.1
1
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o
r
level
‚‚bvc − bvc,h‚‚H1‚‚bvs − bvs,h‚‚H1‚‚bpc − bpc,h‚‚L2‚‚bps − bps,h‚‚L2
h v̂c,H
1 v̂s,H
1
1 — —
2−1 1.98 1.94
2−2 2.00 1.98
2−3 2.00 2.00
2−4 2.00 2.00
2−5 2.00 2.00
h p̂c, L
2 p̂s, L
2
1 — —
2−1 1.88 2.06
2−2 1.99 2.00
2−3 2.00 2.00
2−4 2.00 2.00
2−5 2.00 2.00
Taylor-Hood order 2
1e-09
1e-08
1e-07
1e-06
1e-05
1e-04
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‚‚bvc − bvc,h‚‚H1‚‚bvs − bvs,h‚‚H1‚‚bpc − bpc,h‚‚L2‚‚bps − bps,h‚‚L2
h v̂c,H
1 v̂s,H
1
1 — —
2−1 3.01 2.96
2−2 2.98 3.00
2−3 2.99 3.01
2−4 2.99 3.00
h p̂c, L
2 p̂s, L
2
1 — —
2−1 2.75 2.37
2−2 2.87 2.76
2−3 2.94 2.87
2−4 2.97 2.93
Taylor-Hood order 3
1e-11
1e-10
1e-09
1e-08
1e-07
1e-06
1e-05
1e-04
0.001
0.01
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‚‚bvc − bvc,h‚‚H1‚‚bvs − bvs,h‚‚H1‚‚bpc − bpc,h‚‚L2‚‚bps − bps,h‚‚L2
h v̂c,H
1 v̂s,H
1
1 — —
2−1 3.76 4.01
2−2 3.95 4.01
2−3 3.99 4.01
2−4 4.00 4.00
h p̂c, L
2 p̂s, L
2
1 — —
2−1 4.09 3.87
2−2 4.01 3.98
2−3 4.00 4.00
2−4 4.00 4.00
Table 7.5: Left column: error for v̂c,h, v̂s,h, p̂c,h, and p̂s,h. Right column: values
of EOCj‖·‖(h).
The results shown in Table 7.5 show the expected decline of errors.
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7.1.1.4 Acoustic streaming right hand sides
When carrying out complete SAW-fluid interaction simulations we have the
subproblem of transforming the acoustic subproblem solution (v(1), p(1)) into
the correct right hand sides of the acoustic streaming subproblem, see Algo-
rithm 6.3.1, Step 2. Since this process implies numerical averaging over time
as well as forming nonlinear terms involving finite element functions additional
discretization errors will occur at this stage. We are again interested in verifying
the correctness of the implementation.
Recalling (6.16) on page 101 the time averaging at least may be done ex-
actly when using the quasi-stationary approach for calculating the acoustics
subproblem solution.
Let v̂c, v̂s, p̂c, p̂s be the sufficiently smooth exact solution of the acoustics
subproblem given by the quasi-stationary approach. The exact right hand sides
and Dirichlet boundary values are given by
fv = −
βv
2
((∇ · v̂c)v̂c + (∇v̂c)v̂c + (∇ · v̂s)v̂s + (∇v̂s)v̂s) ,
fp = −βp2 (∇ · (p̂cv̂c) +∇ · (p̂sv̂s)) ,
g = − 1
2ω
(−(∇v̂c)v̂s + (∇v̂s)v̂c) ,
with parameters βv, βp > 0 introduced by the scaling. The discrete terms
corresponding to fv and fp available in practice are
Fv,h = ((fv,h,ψi)0)
n˚v
i=1 ∈ Rn˚v ,
Fp,h = ((fp,h, ϕi)0)
np
i=1 ∈ Rnp ,
where ψi and ϕi are the Lagrange basis functions of the finite element spaces
V h and Q˜h respectively. These are the right hand side vectors for the linear
systems arising from (6.17) on page 101.
Accordingly, we calculate
Fv = ((fv,ψi)0)
n˚v
i=1,
Fp = ((fp, ϕi)0)
np
i=1,
based on the exact solutions and high degree quadrature formulae. We use the
l∞-error norms in Rn
|Fv − Fv,h|∞ , |Fp − Fp,h|∞ ,
as well as the L2(Γ)-norm on the boundary
‖g − gh‖L2 := ‖g − gh‖L2(Γ) ,
to test the correctness of the approximation. For the numerical test we again use
Test Problem 7.1.1.3.1 at different levels of refinement and with Taylor-Hood
elements of orders 1, 2, 3.
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7.1.1.4.1 Errors in the right hand sides
Taylor-Hood order 1
1e-08
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1e-04
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e
rr
o
r
level
˛˛
Fv − Fv,h
˛˛
∞˛˛
Fp − Fp,h
˛˛
∞‖g − gh‖L2
h Fv, l∞ Fp, l∞ g, L2
1 — — —
2−1 3.49 2.31 1.98
2−2 3.00 2.71 2.04
2−3 3.76 2.97 2.02
2−4 3.93 2.98 2.01
2−5 3.97 3.00 2.00
Taylor-Hood order 2
1e-11
1e-10
1e-09
1e-08
1e-07
1e-06
1e-05
1e-04
0.001
0 1 2 3 4 5
e
rr
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r
level
˛˛
Fv − Fv,h
˛˛
∞˛˛
Fp − Fp,h
˛˛
∞‖g − gh‖L2
h Fv, l∞ Fp, l∞ g, L2
1 — — —
2−1 4.68 3.07 3.08
2−2 4.75 3.59 3.05
2−3 4.86 3.79 3.01
2−4 4.91 3.82 3.00
2−5 4.96 3.85 3.00
Taylor-Hood order 3
1e-14
1e-13
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1e-10
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˛˛
Fv − Fv,h
˛˛
∞˛˛
Fp − Fp,h
˛˛
∞‖g − gh‖L2
h Fv, l∞ Fp, l∞ g, L2
1 — — —
2−1 5.94 3.95 4.07
2−2 5.97 4.84 3.99
2−3 5.76 4.76 4.00
2−4 5.88 4.90 3.48
2−5 5.95 4.96 1.23
Table 7.6: Left column: differences |Fv − Fv,h|∞,|Fp − Fp,h|∞, ‖g − gh‖L2 .
Right column: corresponding EOCs.
The results shown in Table 7.6 demonstrate a correct implementation of the
discrete right hand sides for the acoustic streaming problem.
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7.1.2 Free boundaries
In this subsection we will present two test situations for the free boundary
problem
µv
∂v
∂t
−∇ · Σ = fv in Ω(t), (7.8a)
µp
∂p
∂t
+∇ · v = fp in Ω(t), (7.8b)
v = g on Γd,
Σn = σ(d− 1)κ on Γf (t), (7.8c)
v · n = V on Γf (t),
Ω(0) = Ω0,
v(t = 0,x) = v0, p(t = 0,x) = p0 in Ω0.
with
Σij = −pδij+ν1
(
∂vi
∂xj
+
∂vj
∂xi
)
+ (ν2 − ν1)(∇ · v)δij as the stress tensor,
V as the normal velocity of Γf (t),
κ as the vector of mean curvature,
σ > 0 as a coefficient of surface tension.
treated in Chapter 5. Performing convergence tests as above is difficult due to
the complex nonlinear nature of the problem which makes it hard to find exact
solutions and corresponding data. We will perform several simple experiments:
• A circular 2D drop of compressible fluid falling under the influence of an
external force such as gravity: This setup will demonstrate the correctness
of the mesh update algorithm.
• A circular 2D drop of compressible fluid performing volume oscillations:
The equilibrium state will show whether the capillary force terms are
implemented correctly. Furthermore, this test may provide some evidence
that the introduction of compressibility in the Navier-Stokes system does
not destroy the stability of the free boundary algorithm.
• Elliptical/Ellipsoidal incompressible 2D/3D drops oscillating solely through
the action of capillary forces. This setup was also studied in [3]. The re-
sults of this work and [3] coincide, providing further confirmation of the
correct implementation.
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7.1.2.1 Falling droplet
7.1.2.1.1 Data of the falling droplet problem
The reference domain Ωˆ is the diamond-shaped set
conv{(−1, 0), (0,−1), (1, 0), (0, 1)} ⊂ R2.
The reference free capillary boundary Γˆf is the entire boundary ∂Ωˆ. The initial
domain Ω0 is defined as follows: The reference domain is refined several times.
After each refinement step, the new mesh nodes lying on the boundary are
projected to the boundary of the unit circle using
φ : R2 \ {0} → S1,
φ(x) =
x
|x| ,
(7.9)
see Figure 7.2. The resulting triangulation represents Ω0 and approximates the
unit circle. The further data:
• fv(t,x) = (0,−1) (“gravity pulling downwards”), fp = 0.
• µv = 1, µp = 1.
• v0 = p0 = 0, time interval [0, 1].
• σ = 1, ν1 = ν2 = 0.1.
• Mesh update algorithm 5.2.6 is used (simple transport of all mesh points
using the current velocity).
The exact solution is obviously
v(t,x) = (0,−t),
p(t,x) = 1,
Ω(t) = {x ∈ R2 |
∣∣∣∣x− (0,−12 t2
)∣∣∣∣ ≤ 1},
meaning that velocity and pressure will actually lie in the finite element spaces.
We therefore expect extremely high accuracy. For the results we measure the
error norms ‖·‖L2(Z), ‖·‖L∞(Z) as in the beginning of the section – however, we
replace the fixed domain Ω by the current domain Ωn for space integrals.
Since the discretization is first order in τ , we couple τ and h according to
τ = hk+1 with k as the order of the Taylor-Hood element space to define the
refinement levels. We also provide data on the relative mesh volume change
ρV = λ2(ΩN )/λ2(Ω0) between beginning and end of the simulation.
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Figure 7.2: Left: Reference domain Ωˆ. Right: Domain Ω0 using six bisection
refinement steps. Triangulation of T 0i is shown in green, T 0f is drawn in purple
(see (5.6) on page 81)
7.1.2.1.2 Results of the falling droplet problem
Taylor-Hood order 1 in space, L2-norm in time
1e-07
1e-06
1e-05
1e-04
0.001
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e
rr
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level
‚‚v − vh,τ‚‚L2(L2)‚‚v − vh,τ‚‚L2(H1)‚‚p− ph,τ‚‚L2(L2) h/√2 ρV
1 9.940901 · 10−1
2−1 9.996112 · 10−1
2−2 9.999753 · 10−1
2−3 9.999983 · 10−1
2−4 9.999996 · 10−1
Taylor-Hood order 2 in space, L2-norm in time
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level
‚‚v − vh,τ‚‚L2(L2)‚‚v − vh,τ‚‚L2(H1)‚‚p− ph,τ‚‚L2(L2)
h/
√
2 ρV
1 9.940901 · 10−1
2−1 9.994681 · 10−1
2−2 9.999630 · 10−1
2−3 9.999976 · 10−1
Table 7.7: Left: Errors ‖v − vh,τ‖ and ‖p− ph,τ‖ with τ = hk+1, Right: Values
of the relative mesh volume ρV . Note that EOC tests are not useful since the
true solution lies in the finite element space.
7.1.2.2 Contracting and expanding droplet
For the contracting and expanding droplet experiment we start with the same
starting mesh Ω0 as in the prior experiment. However, we now prescribe a
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starting pressure p0 which is not in equilibrium with capillary forces. If the
starting pressure is too low, then the capillary forces will start to compress the
droplet radially, otherwise expansion will occur.
Oscillations between contraction and expansion may occur due to the inter-
action between capillary forces and the equation of mass conservation (7.8b).
This may easily be explained heuristically in the case of the radially symmetric
2D droplet.
Choosing σ = 1, the capillary stress F c at any point x and time t on the
boundary is exactly equal to the curvature
F c(t,x) = Σ(t,x)n(t,x) = σ(d− 1)κ(t,x) = −1
r
n(t,x),
using the boundary condition (7.8c). If the pressure stress F p = pn at the
boundary is less than F c in magnitude, a radial inward flow will result. Due to
symmetry the domain Ω(t) will remain a circle of radius r(t). We may assume
that the pressure is more or less constant in the domain and solely dependent
on the radius r(t). The pressure buildup in the domain may then be estimated
using (7.8b) as follows:
dp
dr
(r(t))
dr
dt
(t) =
dp
dt
(t) =
1
pir(t)2
∫
Ω(t)
dp
dt
(t) dx
= − 1
pir(t)2
∫
Ω(t)
∇ · v(t,x) dx
= − 1
pir(t)2
∫
Γf (t)
v(t,x) · n(t,x) dHd−1(x)
= − 1
pir(t)2
∫
Γf (t)
dr
dt
(t) dHd−1(x),
= − 2
r(t)
dr
dt
(t).
(7.10)
This implies the simple ODE for pressure
dp
dr
= −2
r
=⇒ p(r) = p0 − 2 ln(r). (7.11)
As the plots of Figure 7.3 show, the pressure approximated by (7.11) may rise
faster than capillary stress. If we neglect viscous stresses, this implies that the
total stress F = F c + F p at the boundary may change direction and point
outwards at some point. The result is an oscillating behavior of the radius r
with time for certain values of p0. Viscous damping (and damping effects of
the time discretization) will attenuate the oscillation. The equilibrium radius
is expected to be p0 if the implementation is correct.
7.1.2.2.1 Data of the contracting/expanding droplet
Several experiments to measure the time evolution of the radius, measured
as r(t) :=
√
λ2(Ω(t))/pi were performed. We used the data
• Ω0 ⊂ R2 as an approximation to the unit circle as above.
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Figure 7.3: Total stress in normal direction F = F · n = p0 − 1/r − 2 ln(r) for
several values of p0
• fv(t,x) = (0, 0), fp = 0.
• µv = 1, µp = 1.
• v0 = 0, time interval [0, 10].
• Refinement level: h = 2−3, τ = 0.01.
• σ = 1, ν1 = ν2 = ν.
• Mesh update algorithm 2 is used (Laplace smoothing to define interior
nodes)
Figure 7.4 features a plot of the droplet radius over time for different values
of starting pressure and viscosity. Interestingly, Figure 7.4 shows one run in
magenta with p0 = 0.6 which led to a collapsing droplet, meaning that the
droplet radius went to zero (at which point the simulation naturally crashed).
The corresponding magenta line in Figure 7.3 already suggests this result since
F does not change sign.
7.1.2.3 Comparison with another work
As a final testing case for the free boundary algorithm we set up a test using
the same data as specified in [3, Section 4.1]. We define starting domains
which approximate ellipses in 2D and ellipsoids in 3D with main axes along the
coordinate axes. This is done by altering the definition of (7.9) to project points
in Rd to the boundary of an ellipse/ellipsoid. The fluid is made incompressible
by setting µp = 0. Since the the mean curvature of Γf = ∂Ω is larger at the
tips corresponding to smaller radii and vice versa we expect oscillatory motion
with axial/planar symmetry, this time with conserved domain volume.
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7.1.2.3.1 Data of the ellipse/ellipsoid simulation
In the simulation we measured the motion of the tips with time. The data
used is
• All cases:
– fv = 0, fp = 0, µv = 1, µp = 0, v0 = 0, p0 = 0, time interval [0, 7],
σ = 1.
– Mesh update algorithm 2 is used (Laplace smoothing to define inte-
rior nodes)
• 2D case:
– Ω0 ⊂ R2 as an ellipse with principal radii r1 = 1, r2 = 1.2.
– Refinement level: h = 2−5, τ = 0.0025.
– Viscosity coefficients: ν1 = 1/300, ν2 = 0.
• First 3D case:
– Ω0 ⊂ R3 as an ellipsoid. Principal radii were ri = 1, 1, 1.2
– Refinement level: h = 2−3, τ = 0.008.
– Viscosity coefficients: ν1 = 1/300, ν2 = 0.
• Second 3D case:
– Ω0 ⊂ R3 as an ellipsoid. Principal radii were ri = 0.9, 1.0, 1.2.
– Refinement level: h = 2−3, τ = 0.005.
– Viscosity coefficients: ν1 = 1/200, ν2 = 0.
Figure 7.5 shows a plot of the trajectories of the 2D droplet tips over time.
Figures 7.6 and 7.7 show corresponding plots for the two 3D cases. Figure 7.8
features a series of six 2D droplet shapes.
The results coincide very well with those of [3].
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Figure 7.5: Trajectories of the 2D droplet tips.
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Figure 7.6: Trajectories of the 3D droplet tips, first case.
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Figure 7.7: Trajectories of the 3D droplet tips, second case.
7.2 Realistic problems
The goal of this section is to present simulation results of SAW-induced stream-
ing with realistic physical parameters. The computational effort for solving
fixed domain problems is still acceptable for our 3D setup – the simulation of
streaming effects including free capillary boundaries, however, is only possible
in a simple 2D configuration using the current implementation. The reason
for this is that the change of the domain in each time step necessitates the
recalculation of the acoustic field solution, confer Remark 6.3.3.
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Figure 7.8: Solution of the 2D droplet at the times t1 = 0.025, t2 = 0.725,
t3 = 1.475, t4 = 2.2, t5 = 2.95, t6 = 3.675. The color indicates pressure and the
arrows velocity.
7.2.1 Fixed domains
7.2.1.1 2D simulation
We refer to (2.1) on page 10 for the notation. The 2D simulation setting is a
fluid-filled square cavity Ω = [0, 1 mm]2 with SAW displacements u prescribed
on the bottom edge. The velocity v is set to zero on the other three edges.
The SAW propagates from left to right with exponential attenuation. The
exact shape assumed in this work is based on wavelengths, wave velocities,
amplitudes, and damping parameters of a typical lithium niobate crystal as
described in [31].
This setup approximates the case of a vertically oriented thin slice of water
trapped in a container and touching the SAW-traversed solid surface at the
bottom. The fluid is assumed to be initially at rest, i. e. v0 = 0, p0 = 0.
7.2.1.1.1 Data of the 2D SAW device simulation
The function u to describe the SAW displacement at the lower edge is defined
in dimensionless form as
u1(t,x) = 0.6² exp(−Ĉdx1) sin(2pi(−k̂x1 + f̂ t)),
u2(t,x) = −² exp(−Ĉdx1) cos(2pi(−k̂x1 + f̂ t)),
(7.12)
for x ∈ ∂Ω, x2 = 0 with parameters ² = u0/L, Ĉd = CdL, k̂ = L/λ, f̂ = fT .
Note that the discretization parameter ² is 0.1, confer (2.3), page 12. Additional
126 CHAPTER 7. NUMERICAL RESULTS
Parameter Value and units Description
V 1.0 · 10−1 m/s Dimensionless velocity scale
L 1.0 · 10−7 m Dimensionless length scale
T 1.0 · 10−8 s Dimensionless time scale
f 1.0 · 108 Hz Frequency of the SAW device
c0,l 1.484 · 103 m/s Small signal sound speed in water
c0,s 3.8 · 103 m/s Small signal sound speed in solid
ρ0 1.0 · 103 kg/m3 Density of liquid
u0 1.0 · 10−9 m Maximal SAW displacement
Cd 8.06 · 103 1/m Damping parameter of the LSAW
ν1 1.002 · 10−6 m2/s Kinematic viscosity of water
ν2 1.002 · 10−6 m2/s Kinematic bulk viscosity of water
Table 7.8: Numerical and physical parameters for the 2D SAW simulation.
damping terms, not mentioned here, serve to avoid sharp jumps of the function
u at x = 0 and t = 0. The other parameters used in the simulation are given
in Table 7.8.
As described in Chapter 2 and Algorithm 6.3.1 the acoustic streaming field
(v(2), p(2)) is calculated via a two-stage algorithm using the intermediate acous-
tics field solution (v(1), p(1)). We use the Crank-Nicolson variant of the time
discretization procedure 6.3.1, Step 1a, to solve the acoustics field (v(1), p(1)).
The tolerance tol for characterizing the oscillating equilibrium state is set to
0.01. To get the acoustic streaming field we utilize the stationary algorithm in
6.3.1, Step 3a.
7.2.1.1.2 Results of the 2D SAW device simulation
The CPU time necessary for the full calculation was approximately two hours.
Figure 7.9: Detail of computational mesh and SAW displacement field in the
bottom left corner of the domain with computational length scale (1 unit ≡
10−1µm)
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Figure 7.10: Left: Acoustics subproblem solution: pressure field p(1) at time
t = 142 ≡ 1.42µs. Right: Plot of effective force fv for the acoustic streaming
solution. Clearly visible is the reflection of the pressure wave at the top bound-
ary of the domain as well as the typical Rayleigh angle corresponding to the
ratio of sound speeds in liquid and substrate.
Figure 7.11: Acoustic streaming solution: velocity field v(2) in mm/s.
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Figure 7.12: Convergence to periodicity. The red line shows the value of the
left hand side of (4.14) on page 73 at each time step.
7.2.1.2 3D simulation
The parameters used for the 3D simulation are similar to the 2D case. The
domain will again be a fluid-filled rectangular cavity. We set Ω = [0, 250 µm]2×
[−50 µm, 50 µm], see Figure 7.13. The SAW traverses the bottom face, on
the other walls we again prescribe zero Dirichlet boundary conditions for fluid
velocity.
7.2.1.2.1 Data of the 3D SAW device simulation
The parameters are set to the same values as before. The function u is
defined in dimensionless form as
u1(t,x) = 0.6² exp(−Ĉdx1) sin(2pi(−k̂x1 + f̂ t))d(x3),
u2(t,x) = −² exp(−Ĉdx1) cos(2pi(−k̂x1 + f̂ t))d(x3),
u3(t,x) = 0.
(7.13)
The terms have the same meaning as in (7.12) above. What is new is the term
d(x3), defined as
d(x3) = 4 · 10−6(x3 − 500)(x3 + 500).
Observing that the domain depth 100 µm corresponds to the dimensionless
depth of 1000 units, we have thus extended the SAW shape of the 2D simulation
to a parabolic profile over the bottom face.
7.2.1.2.2 Results of the 3D SAW device simulation
The CPU time necessary for the full calculation was approximately six days.
The acoustic streaming velocity values v(2) are shown in Figure 7.14.
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Figure 7.13: Left: domain for the 3D simulation runs. Right: acoustics sub-
problem solution: slab x3 ≥ 0 of the pressure field p(1) at time t = 200 ≡ 2 µs
Figure 7.14: Acoustic streaming solution: slab x3 ≥ 0 of the velocity field v(2).
We additionally took a vertical cross section of the 3D mesh to define a 2D
mesh, together with values of the SAW displacement field u along the cross
section. This permits a comparison of a 3D solution with a corresponding 2D
solution. Figure 7.15 shows that the result is qualitatively close to the 3D field.
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Figure 7.15: Comparison with the corresponding 2D simulation: acoustic
streaming velocity field v(2).
7.2.2 Free boundaries
As described above, we will restrict ourselves to performing a 2D simulation.
We will describe the deformation of an originally semicircular drop of water of
radius 2500 ≡ 0.25 mm posed above a SAW wave of the same shape as in the
fixed domain 2D simulations. The maximal SAW amplitude was u0 = 100 nm, a
much higher value compared to the fixed domain simulations. The coefficient of
surface tension assumed in the simulations is σ = 7.3 ·10−2 N/m corresponding
to a water/vacuum interface.
We used Algorithm 6.3.2 to perform the calculation. The acoustics subprob-
lem in Step 1 was solved using the Crank-Nicolson scheme using 200 microscopic
time steps of length τ (1) = 0.1 ≡ 1.0 · 1 ns. The acoustic streaming solution in
Step 3 was done using a macroscopic time steps of length τ (2) = 1000 ≡ 10 µs.
The recalculation of the acoustic field v(1), p(1) as explained in Remark 6.3.3
was performed at every tenth macroscopic time step.
One important change was done in the calculations. The mass generation
rate f (2),np and outflow g(2),n ·n used in Step 3 of Algorithm 6.3.2 will in general
not be balanced as described in Subsection 3.4.2. This implies a change in
the pressure mean over time. In the presence of free capillary boundaries a
change in the overall pressure leads to a change in volume — this is undesirable
and non-physical behavior. We therefore restored the balance between outflow
and mass generation in the numerical calculations by multiplying g(2),n with
a correction factor. Numerical experiments performed without this correction
indeed displayed a continuously decreasing volume of the droplets.
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7.2.2.0.3 Results of the free boundary SAW simulation
Figure 7.16: Top: Acoustic pressure field p(1) at microscopic time t(1) = 19 and
macroscopic time t(2) = 2.81 · 105. Bottom: Acoustic streaming pressure field
p(2) at macroscopic time t(2) = 2.81 · 105.
The maximal CPU time for the calculation of 10 time steps (including one
recalculation of the acoustic field) was approximately five hours. The observed
behavior of the drop is characterized by initial damped oscillations. A deformed
equilibrium position is assumed after a short period of time.
Figure 7.16 shows the acoustic and acoustic streaming pressure fields p(1)
resp. p(2) in the droplet at different times. The figures on pages 132 and 133
show a macroscopic time series of the droplet shape together with values of the
acoustic streaming velocity.
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Figure 7.17: Sixteen panels: Acoustic streaming velocity field shown at various
(numerical) times.
7.3 Physical experiments
The first two sections of this chapter dealt with numerical experiments. We now
present a series of preliminary physical experiments performed in cooperation
with the Chair of Experimental Physics I at the University of Augsburg. The
experiments were performed by the author together with Dipl.-Math. Thomas
Frommelt under the supervision of Prof. Dr. A. Wixforth. The statistical eval-
uation of results is due to Thomas Frommelt.
The aims in performing these experiments were
• to demonstrate the quadratic dependence of the streaming velocity v on
the maximal SAW amplitude u0. A quadratic dependence is predicted
by our model since the acoustic terms p(1), v(1) depend linearly on u0,
confer (2.4) on page 13. The acoustic streaming velocity v in turn depends
quadratically on p(1) and v(1), see (2.6), page 14.
• to demonstrate that the numerically calculated acoustic streaming veloc-
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ity v := v(2) is of the correct order of magnitude. Due to still unknown
parameters, among these the exact geometric shape and amplitude of the
SAWs, we can not yet expect more precision, see below.
7.3.1 Experimental layout
We now describe the experimental layout. We use a typical SAW chip incor-
porating an IDT (Interdigital Transducer) embedded on a standard LiNbO3
YXl 128◦ substrate. We refer to [28, 40] for an explanation of the crystal cut
nomenclature. The resonance frequency of the chip lies at 114 MHz. On top of
the chip were placed two vertical glass slides 250 µm apart with a water film
trapped between them, see Figure 7.18. The idea is to construct a quasi two
dimensional fluid environment similar to the numerical experiments explained
above.
camera
mirror prism
substrate
IDTlightsource
lithium niobate
glass
plates
water
film
latex
beads
Figure 7.18: Layout of the SAW measurements
The SAW induced by the IDT couples with the water to produce acoustic
streaming. The square of the amplitude of the SAW wave is proportional to
the electric signal power P if linear behavior of the electronic components is
assumed – a reasonable assumption at low P . The signal power P is varied using
an oscilloscope to produce different streaming patterns. Sufficiently low P also
guarantees a stationary laminar streaming pattern, hence the dependence of
v on the time t may be neglected. Latex beads of diameter 20 µm serve to
visualize the streaming motion. The setup is completed by a light source, a
mirror in the background, and a standard camera to record the motion of the
latex beads with time. Figure 7.19 shows a sample recorded movie.
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Figure 7.19: Left: The superposition of several movie frames gives an impression
of the streaming motion. The visible fluid region is approximately 3.4 mm in
width and 3.3 mm in height, the IDT and wiring is visible at the bottom. Right:
A simulation run showing similar qualitative behavior.
7.3.2 Particle tracking
We used the particle tracking functionality of the dedicated software package
OpenBox 1.74, [62]. After some image processing including decompression,
conversion to grayscale, and subtraction of static background noise we used the
integrated particle tracking algorithms to follow individual beads. The output
for each tracking particle is a list of X-Y positions xn indexed by the movie
frame n. At 25 frames per second each movie frame corresponds to a time step
τ = 0.04 sec.
From these trajectory lists we derived velocity data. The straightforward
definition
v˜n :=
xn+1 − xn
τ
is not always well suited due to the errors introduced by the tracking algorithm
and finite camera resolution. Instead, we use a variably defined difference quo-
tient.
To calculate the particle velocity vn at time step n we searched the preceding
positions xn−1, xn−2, . . . , until a position difference of |xn − xi| > 6 image
pixels was reached. The same was done in forward direction to find the first xj
with |xj − xn| > 6 pixels. The length of 6 image pixels corresponds to 34 µm
or about 1.5 times the bead diameter. The velocity vn is then defined as the
difference quotient
vn :=
xj − xi
(j − i)τ .
Choosing the time difference adaptively as described implies more smoothing
in regions with small velocity and less smoothing in regions with large velocity,
see Figure 7.20.
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Figure 7.20: Time history of the velocity of a single particle. The dots represent
values of v˜ while the red curve demonstrates the smoothing effect introduced
by using v.
Measuring fluid streaming velocities by tracking small beads naturally in-
troduces further errors due to the finite mass and size of the beads. The latex
beads should ideally have sufficiently small size to guarantee minimal effects
on the fluid streaming and sufficiently large size to guarantee visibility in the
movie images.
7.3.3 Streaming velocity versus SAW amplitude
As mentioned above, the numerical model implies quadratic dependence of the
acoustic streaming velocity v on the maximal SAW amplitude u0.
In the experiment the SAW amplitude in turn is proportional to the square
of the radio frequency signal power P used to drive the chip, if P is not too large.
We therefore expect the experiments to show a linear dependence |v| ∼ P .
This behavior was confirmed, within certain limits, in [31]. To measure the
effect of the input power P on the streaming velocity v we compared different
tracking experiments performed using the same geometric setup but varying
signal power Pi, i = 1, . . . , n. A direct comparison of velocities v(Pi,x) at
a given position x is difficult since only a small set of particle trajectories is
available which do not necessarily coincide in space.
To overcome this problem we divided the observation area into “boxes” Bij ,
j = 1, . . . ,M , of size 6 × 6 pixels. For each experiment i we collected and
averaged all velocity information belonging to a given box. This process yields
a subset of boxes Bijk , k = 1, . . . , N
i, containing useful velocity information.
For two given experiments i1 and i2 we may use the intersection of the sets of
useful boxes to compare velocity information, see Figure 7.21.
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Figure 7.21: Boxed velocity information for two separate experiments where
only the power P was varied. The green shades represent relative values of v
in either experiment, boxes with no velocity information are rendered in red.
A comparison is possible in those boxes shared among both experiments.
Since we are only interested in relative velocities we select one experiment
containing as many usable boxes as possible as the reference case 0 correspond-
ing to a power P0. We then compared the velocity magnitudes v := |v| of a
series of seven other experiments against this reference experiment. This yields
a set of several hundred relative velocity measurements for each of the seven
test cases. Note that this procedure only makes sense if the the velocity fields
v(Pi, ·) at different powers Pi, i = 1, . . . , 7 are more or less proportional to
v(P0, ·). Ideally we would require
v(Pi,x) = civ(P0,x) for all x,
with a constant ci independent of x, i = 1, . . . , 7.
For a given experiment i ∈ {1, . . . , 7} corresponding to power Pi we denote
the set of relative velocity magnitudes as
Qi := {w0, . . . , wKi}.
We treat these as approximate measurements of the ideal relative velocity given
by
wi :=
Pi
P0
.
In the following we are concerned with how well the measured values in Qi
correspond to wi. We define a histogram function Ψi as follows:
Ψi(w) := #{j ∈ {0, . . . ,Ki} | |wj − w| ≤ ξi},
with # as the set cardinality and w ∈ [0,maxj=1,...,Ki wj ]. Here ξi denotes the
so called category width, chosen as wi/8 in practice. The histogram function Ψi
is thus an extension of the concept of a histogram in that it counts the number
of values in a bin of width 2ξi centered around a given value w.
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7.3.4 Results
The resulting distributions are presented in Figure 7.22. The results confirm
the first hypothesis stated above that the streaming velocity v is proportional to
P . Concerning the second hypothesis, we arrived at the following conclusions.
In principle, it is possible to compare the streaming velocity values of the
particle tracking experiments to the resulting field v = v(2) of the numerical
simulations. Several difficulties must be overcome, however, before simulations
can be expected to yield truly realistic results.
• The numerical simulations accept a given SAW displacement field u at
the solid/liquid interface to calculate streaming velocity values. In con-
trast to this, the experimental variable is the electric input power. A
precise formula relating input power and SAW amplitude must still be
determined, either theoretically or experimentally.
• A second problem concerns the precise shape of the surface acoustic wave,
including possible errors involved when reducing the problem to two di-
mensions. The simulation tool developed by A. Gantner, [28], could be
used to calculate precise SAW shapes, alternatively, direct experimental
measurements could also be conceived to solve this problem.
• A third problem is the neglected backward coupling of the water on the
surface of the SAW chip. The numerical simulations performed here used
heuristical parameters in the definition of u to treat the damping influence
of water on the SAW, confer (7.12). One possibility to solve this problem
is to develop a fully coupled solver incorporating elastic/electromagnetic
effects in the solid substrate and fluid streaming effects in the water layer.
Due to these problems, we can only expect numerical streaming velocity
values to be of the right order of magnitude. This means that values of v should
be in the range 1–10 mm/s. This is indeed the case. Table 7.9 gives a statistical
overview of streaming velocities measured at different input powers Pi. These
results are of the same order of magnitude as the velocities of comparable
numerical simulations, cf. Figure 7.11.
Exp. P/P0 vmin in mm/s vmax in mm/s vmean in mm/s
1 0.50 1.69 · 10−5 2.31 2.63 · 10−1
2 0.63 4.98 · 10−5 1.89 2.920 · 10−1
3 0.79 6.95 · 10−5 2.78 2.927 · 10−1
4 1.26 5.47 · 10−5 3.87 4.50 · 10−1
5 1.58 2.55 · 10−5 6.02 7.31 · 10−1
6 2.00 1.32 · 10−5 6.71 9.09 · 10−1
7 2.51 1.26 · 10−5 7.45 1.10
Table 7.9: Statistical information about measured velocities along the particle
trajectories. The values for different experiments are not directly comparable
due to differing velocity measurement locations along trajectories.
7.3. PHYSICAL EXPERIMENTS 139
K1 = 387, w1 = 0.5 K2 = 187, w2 = 0.63
K3 = 296, w3 = 0.79 K4 = 314, w4 = 1.26
K5 = 128, w5 = 1.58 K6 = 292, w6 = 2.00
K7 = 262, w7 = 2.51
Figure 7.22: Histogram functions Ψi of experiments i = 1, . . . , 7 together with
the ideal value wi marked as a red line. Additionally, a Gauss curve fitted to
Ψi is shown as a smooth curve.
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7.4 Conclusions and outlook
We have presented a numerical model for the calculation of acoustic streaming
patterns generated by high frequency surface acoustic waves. The model equa-
tions were of linear parabolic structure, thus opening the way to theoretical
analysis using well-known methods. With the software implementation it is
possible to solve problems on fixed domains in two or three space dimensions.
We have also considered an algorithm to solve the acoustic streaming prob-
lem in the presence of free capillary boundaries. However, due to the amount
of computational work necessary to implement the presented algorithm we are
only able to solve two dimensional problems here.
The numerical tests confirm the correctness of the code. The comparison
of simulation runs using realistic parameters and a series of simple preliminary
physical experiments also showed promising coincidence of results.
Future work might concentrate on the following points:
• Improvement of the algorithm or new faster algorithms to calculate acous-
tic solutions v(1), p(1). This is mainly of interest in the case of free capillary
boundary problems where the acoustic field should ideally be recalculated
on every change of the domain geometry, see Remark 6.3.3.
• More validation of the model using physical experiments.
• Research on the possibilities of treating fully coupled problems involving
the piezoelectric substrate and fluid layers. The resulting problems would
incorporate elastic, fluidic, and electro-magnetic effects.
• Optimization problems in the design of SAW biochips.
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Appendix B
Reference of notation and
symbols
N set of nonzero natural numbers
N0 natural numbers with zero: N ∪ {0}
R set of real numbers
C set of complex numbers
i imaginary unit,
√−1, if not an index
< z, < z real part,
= z, = z imaginary part, and
z¯, z¯ complex conjugate of a complex number z ∈ C or vector z ∈ Cn
A⊕B direct sum of vector spaces A and B
A topological closure of a set A ⊂ Rd
∂A boundary set of a set A ⊂ Rd
convA convex hull of a set A ⊂ Rd
relbd(A) relative boundary of A ⊂ M in M , where M is a submanifold
of Rd
λd(A) Lebesgue measure of a set A ⊂ Rd
ess sup f essential supremum of a function f
supp f support of a function f
A ⊂⊂ B set A is compactly contained in B
A> transpose of a matrix A ∈ Rn×m
A : B for matrices A,B ∈ Rn×m the scalar product A : B :=∑
i,j AijBij
SPD symmetric and positive definite
(v, w) scalar product of v and w
v ⊥ w orthogonality of v and w with respect to a given scalar product
L(E,F ) space of bounded linear mappings between two normed spaces
E and F
E′ dual space of a Banach space E, defined as the space of bounded
linear functionals on E
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B∗ : F ′ → E′ dual operator of a bounded linear operator B : E → F between
Banach spaces
〈g, f〉E×E′ duality pairing of f ∈ E′ with g ∈ E, defined as f(g)
|x|p lp-norm of x ∈ Rn, defined as |x|p = (
∑n
i=1 |xi|p)1/p
|x| Euclidean l2-norm of x ∈ Rn
Sd−1 boundary of the unit sphere in Rd; Sd−1 := {x ∈ Rd | |x|2 = 1}
Lp(Ω) Lebesgue space of p-integrable functions on Ω
Lp0(Ω) p-integrable functions with mean zero over Ω
Hm(Ω) Sobolev space of scalar functions with weak derivatives up to
order m in L2(Ω)
Hm(Ω) Sobolev space of vector valued functions;Hm(Ω) :=Hm(Ω,Rd)
Hm0 (Ω) subpace of H
m
0 (Ω) with functions of zero trace
‖u‖m norm of the Sobolev space Hm(Ω) or Hm(Ω)
f. a. a. “for almost all”, short notation for “for all elements except those
contained in a set of (Lebesgue) measure zero”
a. e. “almost everywhere”, meaning that a property is fulfilled
f. a. a. elements
−∫ Ωp mean of a function p over Ω, defined as 1λd(Ω) ∫Ω p
Σ Newtonian stress tensor Σ = Σ(v, p)
EOC experimental order of convergence
