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Abstract
We consider a delayed predator–prey system. We first consider the existence of local Hopf bifurca-
tions, and then derive explicit formulas which enable us to determine the stability and the direction of
periodic solutions bifurcating from Hopf bifurcations, using the normal form theory and center mani-
fold argument. Special attention is paid to the global existence of periodic solutions bifurcating from
Hopf bifurcations. By using a global Hopf bifurcation result due to Wu [Trans. Amer. Math. Soc.
350 (1998) 4799], we show that the local Hopf bifurcation implies the global Hopf bifurcation after
the second critical value of delay. Finally, several numerical simulations supporting the theoretical
analysis are also given.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
For a long time, the global existence of a periodic solution to the mathematical models
of population dynamics has attracted much attention due to its theoretical and practical sig-
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in delay differential equations. However, these periodic solutions bifurcating from Hopf
bifurcations are generally local. Therefore, it is an important mathematical subject to in-
vestigate if these non-constant periodic solutions which are obtained through local Hopf
bifurcations exist globally. Recently, a great deal of research has been devoted to the topics.
One of the methods used in them is the ejective fixed point argument developed by [16],
which has been successfully used to obtain the global existence of periodic solutions bifur-
cating from the Hopf bifurcation by many researchers (see, for example, [1,2,7,10,14,17,
22,24,30]). The other is the global Hopf bifurcation theorem due to Erbe et al. [4], which
was established using a purely topological argument. Krawcewicz et al. [12] first applied
this global Hopf bifurcation theorem to a neutral functional differential equation. There-
after, many researchers have employed it to investigate the global existence of periodic
solutions for retarded functional differential equations (see, e.g., [11,19–21,25,26,28,29]).
In the present paper, we again devote our attention to the global existence of periodic
solutions to the following predator–prey system:{
x˙(t) = x(t)[r1 − a11x(t − τ ) − a12y(t)],
y˙(t) = y(t)[−r2 + a21x(t) − a22y(t)], (1.1)
which was first proposed and discussed briefly by May [15]. Recently, there is an extensive
literature about systems similar to (1.1), regarding persistence, local and global stabilities
of equilibria and other dynamics (see, e.g., [5,9,13,23] and references therein).
In biological terms, τ , ri , aij (i, j = 1,2) are positive constants, x(t) and y(t) can be
interpreted as the densities of prey and predator populations, respectively, and τ is the
generation time of the prey species. In the absence of predator species, the prey species are
governed by the well-known delayed logistic equation
x˙(t) = x(t)[r1 − a11x(t − τ )]. (1.2)
There is an extensive literature on various aspects of (1.2) (see, e.g., monographes [6,7,
13]). For instance, as far as a Hopf bifurcation is concerned, we have the following well-
known results.
Proposition [7]. For (1.2), when r1τ = π2 , a Hopf bifurcation occurs at x = r1a11 , that is,
periodic solutions bifurcate from x = r1
a11
. The periodic solutions exist for all r1τ > π2 and
are stable.
The main purpose of this paper is to establish similar results for (1.1). More precisely,
by using a global Hopf bifurcation theorem in Wu [29], we show that the local Hopf bifur-
cation of (1.1) implies the global Hopf bifurcation after the second critical value of delay.
This paper is organized as follows. In the next section, we shall consider the stability
and the local Hopf bifurcation of the positive equilibrium. In Section 3, we use the normal
form method and the center manifold theory introduced by Hassard et al. [8] to analyze the
direction, stability and the period of the bifurcating periodic solution at critical values of τ .
The global existence of these bifurcating periodic solutions will be considered in Section 4.
In Section 5, we shall give some numerical simulations.
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It is obvious that (1.1) has equilibria E1 = (0,0), E2 = (0,− r2a22 ), E3 = (
r1
a11
,0) and
always have a unique positive equilibrium E∗ = (x∗, y∗) provided that the condition
(H ) r1a21 − r2a11 > 0
holds, where
x∗ = r1a22 + r2a12
a11a22 + a12a21 , y∗ =
r1a21 − r2a11
a11a22 + a12a21 .
By the translation u1(t) = x(t) − x∗, u2(t) = y(t) − y∗, (1.1) is written as{
u˙1 = (u1(t) + x∗)[−a11u1(t − τ ) − a12u2(t)],
u˙2 = (u2(t) + y∗)[a21u1(t) − a22u2(t)]. (2.1)
The linearization of (2.1) at u = 0 is{
u˙1 = −a11x∗u1(t − τ ) − a12x∗u2(t),
u˙2 = a21y∗u1(t) − a22y∗u2(t), (2.2)
whose characteristic equation is
λ2 + pλ + r + (sλ + q)e−λτ = 0, (2.3)
where p = a22y∗, r = a12a21x∗y∗, s = a11x∗, q = a11a22x∗y∗. The second-degree tran-
scendental polynomial equation (2.3) has been extensively studied by many researchers
(see, for example, [3,13,18,27]). In particular, we introduce the following results stated in
[18] about the distributions of the roots of the characteristic Eq. (2.3).
Let
(H1) p + s > 0;
(H2) q + r > 0;
(H3) either s2 − p2 + 2r < 0 and r2 − q2 > 0 or (s2 −p2 + 2r)2 < 4(r2 − q2);
(H4) either r2 − q2 < 0 or s2 − p2 + 2r > 0 and (s2 −p2 + 2r)2 = 4(r2 − q2);
(H5) r2 − q2 > 0, s2 − p2 + 2r > 0 and (s2 − p2 + 2r)2 > 4(r2 − q2).
Lemma 2.1 [18]. For Eq. (2.3), we have
(i) If (H1)–(H3) hold, then all roots of Eq. (2.3) have negative real parts for all τ  0.
(ii) If (H1), (H2), and (H4) hold and τ = τ+j , then Eq. (2.3) has a pair of purely imagi-
nary roots ±iω+. When τ = τ+0 , then all roots of Eq. (2.3) except ±ω+i have negative
real parts.
(iii) If (H1), (H2), and (H5) hold and τ = τ+j (τ = τ−j , respectively), then Eq. (2.3) has
a pair of imaginary roots ±iω+ (±iω−, respectively). Furthermore, when τ = τ+j
(τ = τ−j , respectively), then all roots of Eq. (2.3) except ±ω+i (±ω−i , respectively)
have negative real parts.
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ω± =
√
2
2
{
s2 − p2 + 2r ±
√
(s2 − p2 + 2r)2 − 4(r2 − q2)}1/2 (2.4)
and
τ±j =
1
ω±
arccos
{
q(ω2± − r) − psω2±
s2ω2± + q2
}
+ 2jπ
ω±
, j = 0,1,2, . . . . (2.5)
From Lemma 2.1, we easily obtain the following results about the stability of the posi-
tive equilibrium and the Hopf bifurcation of (1.1).
Theorem 2.2. For system (1.1), we have
(i) if either a11a22 −a12a21 < 0 and (a11x∗)2 − (a22y∗)2 +2a12a21x∗y∗ < 0 or (a211x2∗ +
a222y
2∗)2 + 4a12a21x∗y∗(a211x2∗ − a222y2∗) < 0, then the equilibrium E∗ of the system
(1.1) is asymptotically stable for all τ  0;
(ii) if a11a22 −a12a21 > 0, then E∗ is asymptotically stable when τ ∈ [0, τ+0 ) and unstable
when τ > τ+0 . System (1.1) undergoes a Hopf bifurcation at E∗ when τ = τ+j ;
(iii) if the condition
(Q): a11a22 − a12a21 < 0, (a11x∗)2 − (a22y∗)2 + 2a12a21x∗y∗ > 0,(
a211x
2∗ + a222y2∗
)2 + 4a12a21x∗y∗(a211x2∗ − a222y2∗) > 0
holds, then there is a positive integer k, such that the equilibrium E∗ switches k times
from stability to instability to stability; that is, E∗ is asymptotically stable when
τ ∈ [0, τ+0 )∪ (τ−0 , τ+1 )∪ · · · ∪ (τ−k−1, τ+k )
and unstable when
τ ∈ (τ+0 , τ−0 )∪ (τ+1 , τ−1 )∪ · · · ∪ (τ+k−1, τ−k−1) and τ > τ+k .
Here, ω± and τ±j are defined as follows:
τ±j =
1
ω±
arccos
{ −a12a21a22y2∗
a11[ω2± + a222y2∗]
}
+ 2jπ
ω±
, j = 0,1,2, . . . , (2.6)
ω± =
√
2
2
{
a211x
2∗ − a222y2∗ + 2a12a21x∗y∗
± [(a211x2∗ + a222y2∗)2 + 4a12a21x∗y∗(a211x2∗ − a222y2∗)]1/2}1/2. (2.7)
Denote
λj = αj (τ ) + iωj (τ ), j = 0,1,2, . . .
the root of Eq. (2.1) satisfying
αj
(
τ±
)= 0, ωj (τ±)= ω±.j j
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d
dτ
Reλj
(
τ+j
)
> 0,
d
dτ
Reλj
(
τ−j
)
< 0. (2.8)
3. Direction and stability of the Hopf bifurcation
In Section 2, we obtain the conditions which guarantee system (1.1) undergoes the Hopf
bifurcation at the positive equilibrium E∗ when τ = τ±j . In this section, we shall derive the
explicit formulaes determining the direction, stability, and period of these periodic solu-
tions bifurcating from equilibrium E∗ at these critical values of τ , by using the normal
form and the center manifold theory developed by Hassard et al. [8]. Without loss of gen-
erality, denote any one of these critical values τ = τ±j (j = 0,1,2, . . .) by τ˜ , at which
Eq. (2.3) has a pair of purely imaginary roots ±iω and system (1.1) undergoes a Hopf
bifurcation from E∗.
Let u1(t) = x(τ t) − x∗, u2(t) = y(τ t) − y∗ and τ = τ˜ + µ, µ ∈ R. Then µ = 0 is the
Hopf bifurcation value of system (1.1) and (1.1) may be written as{
u˙1 = τ (u1(t) + x∗)[−a11u1(t − 1)− a12u2(t)],
u˙2 = τ (u2(t) + y∗)[a21u1(t) − a22u2(t)]. (3.1)
Thus, we can work in the fixed phase space C = C([−1,0],R2), which does not depend
on the delay τ .
For φ = (φ1, φ2) ∈ C, let
Lµφ = (τ˜ + µ)
(−a11x∗φ1(−1)− a12x∗φ2(0)
a21y∗φ1(0)− a22y∗φ2(0)
)
(3.2)
and
f (µ,φ) = (τ˜ + µ)
(−a11φ1(0)φ1(−1) − a12φ1(0)φ2(0)
a21φ2(0)φ1(0)− a22φ22(0)
)
. (3.3)
By the Riese representation theorem, there exists a matrix whose components are
bounded variation functions η(θ,µ) in θ ∈ [−1,0] such that
Lµφ =
0∫
−1
dη(θ,µ)φ(θ) for φ ∈ C,
where bounded variation functions η(θ,µ) can be chosen as
η(θ,µ) = (τ˜ + µ)
(
0 −a12x∗
a21y∗ −a22y∗
)
+ (τ˜ + µ)
(
a11x∗ 0
0 0
)
.
For φ ∈ C1([−1,0],R2), define
A(µ)φ =
{
dφ(θ)
dθ
, θ ∈ [−1,0),∫ 0
dη(µ, s)φ(s), θ = 0,
(3.4)
−1
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R(µ)φ =
{
0, θ ∈ [−1,0),
f (µ,φ), θ = 0. (3.5)
Then system (3.1) is equivalent to
u˙t = A(µ)ut + R(µ)ut . (3.6)
For ψ ∈ C1([0,1], (R2)∗), define
A∗ψ(s) =
{
− dψ(s)
ds
, s ∈ (0,1],∫ 0
−1 dη(t,0)ψ(−t), s = 0,
(3.7)
and a bilinear inner product
〈
ψ(s),φ(θ)
〉= ψ¯(0)φ(0) −
0∫
−1
θ∫
ξ=0
ψ¯(ξ − θ) dη(θ)φ(ξ) dξ, (3.8)
where η(θ) = η(θ,0). Then A(0) and A∗ are adjoint operators. In addition, from Section 2
we know that ±iτ˜ω are eigenvalues of A(0). Thus, they are also eigenvalues of A∗. Let
q(θ) is the eigenvector of A(0) corresponding to iτ˜ω and q∗(s) is the eigenvector of A∗
corresponding to −iτ˜ω. Then it is not difficult to show that
q(θ) =
(
1,− iωτ˜ + a11x∗e
−iωτ˜
a12x∗
)T
eiωτ˜θ and
q∗(s) = B
(
−a22y∗ − iωτ˜
a12x∗
,1
)
eiωτ˜ s .
Since 〈
q∗(s), q(θ)
〉
= B¯
{(
−a22y∗ + iωτ˜
a12x∗
,1
)(
1
− iωτ˜+a11x∗e−iωτ˜
a12x∗
)
−
0∫
−1
θ∫
ξ=0
(
−a22y∗ + iωτ˜
a12x∗
,1
)
e−iωτ˜ (ξ−θ) dη(θ)
(
1
− iωτ˜+a11x∗e−iωτ˜
a12x∗
)
eiωτ˜ ξ dξ
}
= B¯
{
−a11x∗e
−iωτ˜ + a22y∗ + 2iωτ˜
a12x∗
−
0∫
−1
(
−a22y∗ + iωτ˜
a12x∗
,1
)
θeiωτ˜θ dη(θ)
×
(
1
− iωτ˜+a11x∗e−iωτ˜
a12x∗
)}
= B¯
{
−a11x∗e
−iωτ˜ + a22y∗ + 2iωτ˜ + (a22y∗ + iωτ˜ )a11τ˜ e
−iωτ˜ }
,
a12x∗ a12
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B =
{
(a22y∗ − iωτ˜ )a11x∗τ˜ eiωτ˜ + 2iωτ˜ − a11x∗eiωτ˜ − a22y∗
a12x∗
}−1
, (3.9)
which assures that〈
q∗(s), q(θ)
〉= 1.
Using the same notations as in Hassard et al. [8], we first compute the coordinates to
describe the center manifold C0 at µ = 0. Let ut be the solution of Eq. (3.1) when µ = 0.
Define
z(t) = 〈q∗, ut 〉, W(t, θ) = ut (θ) − 2 Re{z(t)q(θ)}. (3.10)
On the center manifold C0 we have
W(t, θ) = W(z(t), z¯(t), θ),
where
W(z, z¯, θ) = W20(θ)z
2
2
+ W11(θ)zz¯ + W02(θ) z¯
2
2
+ W30(θ)z
3
6
+ · · · , (3.11)
z and z¯ are local coordinates for center manifold C0 in the direction of q∗ and q¯∗. Note
that W is real if ut is real. We consider only real solutions. For solution ut ∈ C0 of (3.1),
since µ = 0,
z˙(t) = iωτ˜z + q¯∗(θ)f (0,w(z, z¯, θ) + 2 Re{zq(θ)})
def= iωτ˜z + q¯∗(0)f0, (3.12)
that is
z˙(t) = iωτ˜z(t) + g(z, z¯), (3.13)
where
g(z, z¯) = g20 z
2
2
+ g11zz¯+ g02 z¯
2
2
+ g21 z
2z¯
2
+ · · · . (3.14)
For the simplification of notations, let
M = − iωτ˜ + a11x∗e
−iωτ˜
a12x∗
, N = −a22y∗ − iωτ˜
a12x∗
.
Then it follows from (3.10) that
ut (θ) = W(t, θ)+ 2 Re
{
z(t)q(θ)
}
= W20(θ)z
2
2
+ W11(θ)zz + W02(θ) z¯
2
2
+ (1,M)T eiωτ˜θ z
+ (1, M¯)T e−iωτ˜ θ z¯ + · · · . (3.15)
It follows together with (3.3) that
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= q¯∗(0)τ˜


−a11(W(1)(0)+ z + z¯)(W(1)(−1) + ze−iωτ˜ + z¯eiωτ˜ )
−a12(W(1)(0)+ z + z¯)(W(2)(0) + Mz + M¯z¯)
a21(W(2)(0) + Mz+ M¯z¯)(W(1)(0) + z + z¯)
−a22(W(2)(0)+ Mz + M¯z¯)2


= −BNτ˜
{
2
[
a11e
−iωτ˜ + a12M
]z2
2
+ 2[a11 Re{eiωτ˜}+ a12 Re{M}]zz¯
+ 2(a11eiωτ˜ + a12M¯) z¯22 +
[
a11
(
W
(1)
20 (0)e
iωτ˜ + 2W(1)11 (0)e−iωτ˜
+ W(1)20 (−1) + 2W(1)11 (−1)
)+ a12(W(1)20 (0)M¯ + 2W(1)11 (0)M
+ W(2)20 (0) + 2W(2)11 (0)
)]z2z¯
2
}
+ B¯τ˜
{
2M(a21 − a22M)z
2
2
+ 2[a21 Re{M} − a22|M|2]zz¯ + 2M¯[a21 − a22M¯] z¯22
+ [a21(W(2)20 (0) + 2W(2)11 (0)+ M¯W(1)20 (0)+ 2MW(1)11 (0))
− 2a22
(
M¯W
(2)
20 (0)+ 2MW(2)11 (0)
)]z2z¯
2
}
+ · · · . (3.16)
Substituting (3.14) into the left side of (3.16) and comparing the coefficients, we obtain
g20 = −2BNτ˜
(
a11e
−iωτ˜ + a12M
)+ 2BMτ˜(a21 − a22M),
g11 = −2BNτ˜
(
a11 Re
{
eiωτ˜
}+ a12 Re{M})+ 2B¯τ˜ (a21 Re{M} − a22|M|2),
g02 = −2BNτ˜
(
a11e
iωτ˜ + a12M¯
)+ 2BMτ˜ (a21 − a22M),
g21 = −BNτ˜
[
a11
(
W
(1)
20 (0)e
iωτ˜ + 2W(1)11 (0)e−iωτ˜ + W(1)20 (−1)
+ 2W(1)11 (−1)
)+ a12(W(1)20 (0)M¯ + 2W(1)11 (0)M + W(2)20 (0) + 2W(2)11 (0))]
+ B¯τ˜ [a21(W(2)20 (0)+ 2W(2)11 (0) + M¯W(1)20 (0) + 2MW(1)11 (0))
− 2a22
(
M¯W
(2)
20 (0) + 2MW(2)11 (0)
)]
.
Since there are W20(θ) and W11(θ) in g21, we still need to compute them.
From (3.6) and (3.10), we have
W˙ = u˙t − z˙q − ˙¯zq¯ =
{
AW − 2 Re{q¯∗(0)f0q(θ)}, θ ∈ [−1,0),
AW − 2 Re{q¯∗(0)f0q(0)} + f0, θ = 0,
def= AW + H(z, z¯, θ), (3.17)
where
H(z, z¯, θ) = H20(θ)z
2
+ H11(θ)zz¯+ H02(θ) z¯
2
+ · · · . (3.18)
2 2
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obtain
(A − 2iωτ˜ )W20(θ) = −H20(θ), AW11(θ) = −H11(θ), . . . . (3.19)
From (3.17), we know that for θ ∈ [−1,0),
H(z, z¯, θ) = −q¯∗(0)f0q(θ)− q∗(0)f 0q¯(θ) = −g(z, z¯)q(θ) − g(z, z)q¯(θ). (3.20)
Comparing the coefficients with (3.18) gives that
H20(θ) = −g20q(θ)− g02q¯(θ) (3.21)
and
H11(θ) = −g11q(θ)− g11q¯(θ). (3.22)
From (3.19) and (3.21), we get
W˙20(θ) = 2iωτ˜W20(θ) + g20q(θ)+ g02q¯(θ).
Note that q(θ) = q(0)eiωτ˜θ , hence
W20(θ) = ig20
ωτ˜
q(0)eiωτ˜θ + ig02
3ωτ˜
q¯(0)e−iωτ˜ θ + E1e2iωτ˜ θ . (3.23)
Similarly, from (3.19) and (3.22), we have
W˙11(θ) = g11q(θ) + g11q(θ),
and
W11(θ) = − ig11
ωτ˜
q(0)eiωτ˜θ + ig11
ωτ˜
q(0)e−iωτ˜ θ + E2. (3.24)
In what follows we shall seek appropriate E1 and E2 in (3.23) and (3.24), respectively.
It follows from the definition of A and (3.19) that
0∫
−1
dη(θ)W20(θ) = 2iωτ˜W20(0) − H20(0), (3.25)
0∫
−1
dη(θ)W11(θ) = −H11(0), (3.26)
where η(θ) = η(0, θ).
From (3.17), we have
H20(0) = −g20q(0)− g02q¯(0)+
(−2a11e−iωτ˜ − 2a12M
2Ma21 − 2M2a22
)
(3.27)
and
H11(0) = −g11q(0)− g11q¯(0)+
(−2a11 Re{eiωτ˜ } − 2a12 Re{M}
2a Re{M} − 2a |M|2
)
. (3.28)21 22
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(
2iωτ˜I −
0∫
−1
e2iωτ˜ θ dη(θ)
)
E1 =
(−2a11e−iωτ˜ − 2a12M
2Ma21 − 2M2a22
)
,
that is(
2ωi + a11x∗e−2iωτ˜ a12x∗
−a21y∗ 2ωi + a22y∗
)
E1 =
(−2a11e−iωτ˜ − 2a12M
2Ma21 − 2M2a22
)
. (3.29)
Similarly, substituting (3.24) and (3.28) into (3.26), we get
0∫
−1
dη(θ)E2 = −
(−2a11 Re{eiωτ˜ } − 2a12 Re{M}
2a21 Re{M} − 2a22|M|2
)
,
which means that(
a11x∗ a12x∗
−a21y∗ a22y∗
)
E2 =
(−2a11 Re{eiωτ˜ } − 2a12 Re{M}
2a21 Re{M} − 2a22|M|2
)
. (3.30)
It follows from (3.23), (3.24), (3.29), and (3.30) that g21 can be expressed. Thus, we can
compute the following values:
c1(0) = i2ωτ˜
(
g11g20 − 2|g11|2 − |g02|
2
3
)
+ g21
2
,
µ2 = − Re(c1(0))Re(λ′0(τ˜ ))
,
β2 = 2 Re
(
c1(0)
)
,
T2 = − Im(c1(0))+ µ2 Im(λ
′
0(τ˜ ))
ω
, (3.31)
which determine the quantities of bifurcating periodic solutions at the critical value τ˜ ,
i.e.,µ2 determines the directions of the Hopf bifurcation: if µ2 > 0 (µ2 < 0), then the
Hopf bifurcation is supercritical (subcritical) and the bifurcating periodic solutions exist
for τ > τ˜ (τ < τ˜ ); β2 determines the stability of the bifurcating periodic solutions: the bi-
furcating periodic solutions in the center manifold are stable (unstable) if β2 < 0 (β2 > 0);
and T2 determines the period of the bifurcating periodic solutions: the period increase (de-
crease) if T2 > 0 (T2 < 0). Further, it follows from (2.8) and (3.31) that the following
results about the direction of the Hopf bifurcations hold.
Theorem 3.1. Suppose that the condition (H) and either a11a22 − a12a21 > 0 or the con-
dition (Q) in Theorem 2.2 hold. Then the Hopf bifurcations of (1.1) at E∗ and τ = τ+j
are supercritical (respectively subcritical) if Re(c1(0)) < 0 (respectively Re(c1(0)) > 0).
However, the directions of the Hopf bifurcations (1.1) at E∗ and τ = τ−j is τ < τ−j (respec-
tively τ > τ−j ) if Re(c1(0)) < 0 (respectively Re(c1(0)) > 0).
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mulaes which determine the direction of the Hopf bifurcation and the stability of the
periodic solutions projected in the center manifold. However, from Theorem 2.2, we know
that if a11a22 − a12a21 > 0, then the all roots of Eq. (2.3), except ±iω+, have negative
real parts when τ = τ+0 ; if the condition (Q) holds, then the all roots of Eq. (2.3) for
τ = τ+j (j = 0,1, . . . , k) and τ = τ−j (j = 0,1, . . . , k−1), except ±iω± respectively, have
negative real parts. Thus, the center manifold theory implies that the stability of the peri-
odic solutions projected in the center manifold coincide with the stability of the periodic
solutions in the whole phase space. But, at other critical values of τ , there exist character-
istic roots with positive real part, so that the bifurcating periodic solutions, though stable
in the center manifold, are unstable in the whole phase space.
Theorem 3.3. If the condition (H) holds, and either a11a22 − a12a21 > 0 and τ = τ+0
or the condition (Q) holds and τ = τ+j (j = 0,1,2, . . . , k) and τ = τ−j (j = 0,1,2, . . . ,
k − 1), then the bifurcating periodic solution is stable if Re(c1(0)) < 0 and unstable if
Re(c1(0)) > 0.
4. Global existence of periodic solutions
In this section, we study the global continuation of periodic solutions bifurcating from
the point (E∗, τ+j ), j = 1,2, . . . , for system (1.1). Throughout this section, we follow
closely the notations in [29]. For simplification of notations, setting zt = (xt , yt ), we may
rewrite systems (1.1) as the following functional differential equation:
z˙(t) = F(zt , τ,p), (4.1)
where zt (θ) = z(t + θ) ∈ C([−τ,0],R2). It is obvious that (4.1) has four equilibria z¯1 =
(0,0), z¯2 = (0,− r2a22 ), z¯3 = (
r1
a11
,0), and z∗ = E∗. Following the work of Wu [29], we need
to define
X = C([−τ,0],R2),
Σ = Cl{(z, τ,p) ∈ X ×R ×R+: z is a p-periodic solution of (4.1)},
N = {(z¯, τ , p¯);F(z¯, τ , p¯) = 0},
and let (z∗,τ+j , 2πω+ )
denote the connected component of (z∗, τ+j ,
2π
ω+ ) in Σ , where τ
+
j and
ω+ are defined in (2.6) and (2.7), respectively.
Lemma 4.1. If the condition (H) holds, then all the nontrivial periodic solutions of system
(1.1) is uniformly bounded.
Proof. For periodic functions x(t) and y(t), we define
x(ξ1) = min
{
x(t)
}
, x(η1) = max
{
x(t)
}
,
y(ξ2) = min
{
y(t)
}
, y(η2) = max
{
y(t)
}
. (4.2)
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x(t) = x(0) exp{∫ t0 [r1 − a11x(s − τ ) − a12y(s)]ds},
y(t) = y(0) exp{∫ t0 [−r2 + a21x(s) − a22y(s)]ds},
which implies either x(t) ≡ 0 or x(t) = 0, and either y(t) ≡ 0 or y(t) = 0. Thus, there are
five cases to be considered.
Case 1. When x(t) > 0, y(t) > 0 or y(t) ≡ 0, we have, from the first equation of (1.1),
0 = r1 − a11x(η1 − τ ) − a22y(η1) r1 − a11x(η1 − τ ),
which leads to
x(η1 − τ ) r1
a11
. (4.3)
From the first equation of (1.1), we also have
x˙(t) < r1x(t),
which implies
x(t) < exp{r1τ }x(t − τ ).
It follows from (4.2) and (4.3) that
x(η1)
r1
a11
exp{r1τ }. (4.4)
On the other hand, we get, from the second equation of (1.1),
0 = −r2 + a21x(η2) − a22y(η2)−r2 + r1a21
a11
exp{r1τ } − a22y(η2).
It follows that
y(η2)− r2
a22
+ r1a21
a11a22
exp{r1τ }. (4.5)
Case 2. If x(t) > 0, y(t) < 0, then from the second equation of (1.1) we obtain
0 = −r2 + a21x(ξ2) − a22y(ξ2) > −r2 − a22y(ξ2),
which means
y(ξ2) > − r2
a22
. (4.6)
It follows together with the first equation of (1.1) that
x˙(t) < x(t)
[
r1 − a11x(t − τ ) + r2a12
a22
]
<
r1a22 + r2a12
a22
x(t),
which induce
x(t) < x(t − τ ) exp
{ [r1a22 + r2a12]τ }
,
a22
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x(t − τ ) > exp
{
−[r1a22 + r2a12]τ
a22
}
x(t).
Thus, we obtain
x˙(t) < x(t)
[
r1a22 + r2a12
a22
− a11 exp
{
−[r1a22 + r2a12]τ
a22
}
x(t)
]
. (4.7)
By comparison, (4.7) implies that x(t) is bounded above by the solution of
u˙(t) = u(t)
[
r1a22 + r2a12
a22
− a11 exp
{
−[r1a22 + r2a12]τ
a22
}
u(t)
]
, (4.8)
satisfying u(0) = x(0).
Denote u(t) by the solution of (4.8) starting at u(0) > 0. Then we have
lim sup
t→∞
u(t) r1a22 + r2a12
a11a22
exp
{ [r1a22 + r2a12]τ
a22
}
.
Thus, we have
x(η1) <
r1a22 + r2a12
a11a22
exp
{ [r1a22 + r2a12]τ
a22
}
+ 1. (4.9)
Case 3. If x(t) < 0, y(t) > 0, then from the second equation of (1.1) we obtain
0 = −r2 + a21x(ξ2) − a22y(ξ2) < −r2 − a22y(ξ2),
which leads to
y(ξ2) < − r2
a22
< 0.
Obviously, it is a contradiction. Thus, there are no nontrivial periodic solutions to (1.1) in
this case.
Case 4. If x(t) < 0, y(t) < 0 or y(t) ≡ 0, then the first equation of (1.1) leads to
0 = r1 − a11x(η1 − τ ) − a12y(η1) r1 − a11x(η1 − τ ),
which means
x(η1 − τ ) r1
a11
> 0.
It is a contradiction, which implies that there are no nontrivial periodic solutions to (1.1)
in this case.
Case 5. Suppose x(t) ≡ 0, y(t) = 0. Then, from the second equation of (1.1), we have
0 = −r2 − a22y(η2), 0 = −r2 − a22y(ξ2),
which implies y(ξ2) = y(η2) = − r2a22 . Thus, we get y(t) ≡
r2
a22
, which contradicts with the
fact that (x(t), y(t)) is a nonconstant periodic solution of (1.1).
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from (4.4) and (4.9) we have
0 < x(t)max
{
r1
a11
exp{r1τ }, r1a22 + r2a12
a11a22
exp
{ [r1a22 + r2a12]τ
a22
}
+ 1
}
,
and from (4.5) and (4.6) we get
− r2
a22
< y(t)− r2
a22
+ r1a21
a11a22
exp{r1τ }.
Therefore, Lemma 4.1 is true. 
Remark 4.2. Although the boundaries of x(t) and y(t) depend on the value of τ , they are
uniformly bounded on τ when τ is bounded.
Lemma 4.3. When the condition (H) hold, system (1.1) has no any nontrivial τ -periodic
solution.
Proof. For a contradiction, suppose that system (1.1) has τ -periodic solution. Then the
following system (4.10) of ordinary differential equations has periodic solution:{
x˙(t) = x(t)[r1 − a11x(t) − a12y(t)],
y˙(t) = y(t)[−r2 + a21x(t) − a22y(t)], (4.10)
which has the same equilibria to system (1.1), i.e.,
z¯1 = (0,0), z¯2 =
(
0,− r2
a22
)
, z¯3 =
(
r1
a11
,0
)
and a unique positive equilibrium z∗ = (x∗, y∗). Note that x-axis and y-axis are the in-
variable manifold of system (4.10) and the orbits of system (4.10) do not intersect each
other. Thus, there are no solutions crossing the coordinate axes. On the other hand, note
the fact that if system (4.10) has a periodic solution, then there must be the equilibrium in
its interior, and that z¯1, z¯2, and z¯3 is located on the coordinate axis. Thus, we conclude that
the periodic orbit of system (4.10) must lie in the first quadrant. It is well known that the
positive equilibrium E∗ is global asymptotically stable in the first quadrant (see, for exam-
ple, [9,23]). Thus, there is not periodic orbit in the first quadrant too. The above discussion
means that (4.10) has no any nontrivial periodic solutions. It is a contradiction. Therefore,
Lemma 4.3 is confirmed. 
Theorem 4.4. Suppose that a11a22 − a12a21 > 0 and the condition (H) holds. Then for
each τ > τ+j (j = 1,2, . . .), system (1.1) has at least k − 1 periodic solutions.
Proof. It is sufficient to prove that the projection of 
(z∗,τ+j ,
2π
ω+ )
onto τ -space is [τ,∞) for
each j  1, where τ  τ+j .
The characteristic matrix of (4.1) at an equilibrium z¯ = (z¯(1), z¯(2)) ∈ R2 takes the fol-
lowing form:
∆(z¯, τ,p)(λ) = λ Id−DF(z¯, τ , p¯)(eλ· Id),
Y. Song, J. Wei / J. Math. Anal. Appl. 301 (2005) 1–21 15i.e.,
∆(z¯, τ,p)(λ) =
(
λ − r1 + a12 z¯(2))+ a11z(1)(1 + e−λτ ) a12 z¯(1)
−a21z¯(2) λ+ r2 − a21 z¯(1) + 2a22 z¯(2)
)
. (4.11)
(z¯, τ , p¯) is called a center if F(z¯, τ , p¯) = 0 and det(∆(z¯, τ , p¯)( 2π
p
i)) = 0. A center
(z¯, τ , p¯) is said to be isolated if it is the only center in some neighborhood of (z¯, τ , p¯).
It follows from (4.11) that
det
(
∆(z¯1, τ,p)(λ)
)= (λ− r1)(λ + r2) = 0, (4.12)
det
(
∆(z¯2, τ,p)(λ)
)= (λ− r1 − r2a12
a22
)
(λ − r2) = 0, (4.13)
and
det
(
∆(z¯3, τ,p)(λ)
)= (λ + r1e−λτ )
(
λ + r2 − r1a21
a11
)
= 0. (4.14)
Obviously, Eqs. (4.12) and (4.13) have no purely imaginary roots. Thus, we conclude that
(4.1) has no the center of the form as (z¯i , τ,p) (i = 1,2).
For ω > 0, iω is a root of (4.14) if and only if
ωi + r1(cosωτ − i sinωτ) = 0.
Separating the real and imaginary parts, we have
r1 cosωτ = 0, r1 sinωτ = ω,
which implies
ω = r1 and τk = π2r1 +
2kπ
r1
.
Thus, when τk = π2r1 + 2kπr1 , Eq. (4.14) has a pair of simple imaginary roots ±ir1. By
direction computation, we may obtain that
Re
{
dλ
dτ
∣∣∣∣
τ=τk
}
= r
2
1
1 + r21 τ 2k
> 0. (4.15)
Therefore, we conclude that (z¯3, τk, 2πr1 ) is a isolated center stated as above.
On the other hand, from the discussion about the local Hopf bifurcation in Section 2, it
is easy to verify that (z∗, τ+j ,
2π
ω+ ) is also a isolated center, and there exist ε > 0, δ > 0 and
a smooth curve λ : (τ+j − δ, τ+j + δ) → C such that det(∆(λ(τ))) = 0, |λ(τ)−ω+| < ε for
all τ ∈ [τ+j − δ, τ+j + δ] and
λ(τ+j ) = ω+i,
d Reλ(τ)
dτ
∣∣∣∣
τ=τ+j
> 0.
Let
Ω
ε, 2π
ω
=
{
(η,p): 0 < η < ε,
∣∣∣∣p − 2π
∣∣∣∣< ε
}
.+ ω+
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det
(
∆(z∗, τ,p)
(
η + 2π
p
i
))
= 0 if and only if η = 0, τ = τ+j , and p =
2π
ω+
.
Therefore, the hypotheses (A1) ∼ (A4) in [29] are satisfied. Moreover, if we define
H±
(
z∗, τ+j ,
2π
ω+
)
(η,p) = det
(
∆(z∗, τ+j ± δ,p)
(
η + i 2π
p
))
,
then we have the crossing number of isolated center (z∗, τ+j ,
2π
ω+ ) as follows:
γ
(
z∗, τ+j ,
2π
ω+
)
= degB
(
H−
(
z∗, τ+j ,
2π
ω+
)
,Ω
ε, 2πω+
)
− degB
(
H+
(
z∗, τ+j ,
2π
ω+
)
,Ωε, 2π
ω+
)
= −1.
For the isolated center (z¯3, τk, 2πr1 ), the similar arguments may also show that
γ
(
z¯3, τk,
2π
r1
)
= −1.
Thus, we have∑
(z¯,τ ,p¯)∈C
(z∗,τ+j , 2πω+ )
γ (z¯, τ , p¯) < 0,
where (z¯, τ , p¯), in fact, take the form of either (z∗, τ+k ,
2π
ω+ ) or (z¯3, τk,
2π
r1
), k = 0,1, . . . . It
follows together with [29, Theorem 3.3] that the connected component (z∗,τ+j , 2πω+ ) through
(z∗, τ+j ,
2π
ω+ ) in Σ is unbounded. From (2.6), we have
τ+j =
1
ω+
arccos
{ −a12a21a22y2∗
a11[ω2+ + a222y2∗]
}
+ 2jπ
ω+
, j = 0,1,2, . . . .
Thus, when j > 0, we have
2π
ω+
< τ+j .
Now we prove that the projection of 
(z∗,τ+j ,
2π
ω+ )
onto τ -space is [τ,∞), where
τ  τ+j . Clearly, it follows from the proof of Lemma 4.3 that system (1.1) with τ = 0
has no nontrivial periodic solution. Hence, the projection of (z∗,τ+j , 2πω+ ) onto τ -space is
away from zero.
For a contradiction, we suppose that the projection of 
(z∗,τ+j ,
2π
ω+ )
onto τ -space is
bounded. This means that the projection of 
(z∗,τ+j ,
2π
ω+ )
onto τ -space is included in a interval
(0, τ ∗). Noticing 2π < τ+ and applying Lemma 4.3, we have 0 < p < τ ∗ for (z(t), τ,p)
ω+ j
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(z∗,τ+j ,
2π
ω+ )
. This implies that the projection of 
(z∗,τ+j ,
2π
ω+ )
onto p-space is
bounded. Then, applying Lemma 4.1 we get that the connected component 
(z∗,τ+j ,
2π
ω+ )
is
bounded. This contradiction completes the proof. 
5. Numerical examples
In this section, we present some numerical results of system (1.1) at different values
of ri , aij (i, j = 1,2) and τ . From Section 3, we may determine the direction of a Hopf
bifurcation and the stability of the bifurcating periodic solutions. We first consider the
following system:{
x˙(t) = x(t)[1 − x(t − τ ) − 0.5y(t)],
y˙(t) = y(t)[−1 + 2x(t) − 4y(t)], (5.1)
which has a positive equilibrium E∗ = (0.9,0.2) and satisfy the condition (ii) indicated
in Theorem 2.2. From the formulaes in Section 3, it follows that τ+0
.= 1.65893 and
Re c1(0)
.= −67.0121, which, together with (3.30), implies µ2 > 0 and β2 < 0. Thus,E∗
is stable when τ < τ+0 as in illustrated by the computer simulations (see Fig. 1(a)–(c)).
When τ pass through the critical value τ+0 , E∗ loses its stability and a Hopf bifurcation
occurs, i.e., a family of periodic solutions bifurcates from E∗. Since µ2 > 0 and β2 < 0,
the direction of the bifurcation is τ > τ+0 , and these bifurcating periodic solutions from E∗
at τ+0 are stable, which are depicted in Fig. 1(d)–(f).
Fig. 1. (a)–(c): τ = 1.5 < τ+0 E∗ = (0.9,0.2) is asymptotically stability; (d)–(f): τ = 2 > τ+0 , bifurcating periodic
solution from E∗ occurs.
18 Y. Song, J. Wei / J. Math. Anal. Appl. 301 (2005) 1–21Fig. 2. When τ = 2 < τ+0 , the positive equilibrium E∗ = (0.5,0.5) is asymptotically stability.
Fig. 3. When τ+0 < τ = 2.6 < τ−0 and is sufficiently near to τ+0 , the bifurcating periodic solution from E∗ occurs
and is asymptotically stable.
Finally, we simulate the following system:{
x˙(t) = x(t)[1 − x(t − τ ) − 1y(t)],
y˙(t) = y(t)[−1 + 3x(t) − 1y(t)], (5.2)
which has a positive equilibrium E∗ = (0.5,0.5). It is easy to verify that system (5.2) sat-
isfy the condition (Q) indicated in Theorem 2.2. From Theorem 2.2, we can determine that
τ+ .= 2.2143, τ− .= 4.4288, τ+ .= 8.49748, τ− .= 13.3286, τ+ .= 14.7807, τ+ .= 21.0639,0 0 1 1 2 3
Y. Song, J. Wei / J. Math. Anal. Appl. 301 (2005) 1–21 19Fig. 4. τ+0 < τ = 4.05 < τ−0 and is sufficiently near to τ−0 , the bifurcating periodic solution from E∗ occurs and
is also asymptotically stable.
Fig. 5. When τ−0 < τ = 5 < τ+1 , the positive equilibrium E∗ regains its stability.
τ−2
.= 22.2142, . . . . Thus, the positive equilibrium E∗ switches 2 times from instability to
stability and unstable for any τ > τ+2 . By results in Section 3, it follows that when τ
+
0 ,
Re(c1(0))
.= −44.4003, and Re(c1(0)) .= −263.937 for τ−0 . Therefore, from Theorem 2.2
and (3.30), we conclude that the Hopf bifurcation of system (5.2) occurring at critical value
τ+ is supercritical and orbitally stable, while the bifurcation occurring at critical value τ−0 0
20 Y. Song, J. Wei / J. Math. Anal. Appl. 301 (2005) 1–21Fig. 6. When τ = 9.8 > τ+1 , the positive equilibrium E∗ becomes unstable again and a Hopf bifurcation occur.
takes place when τ crosses τ−0 to the left, and the bifurcating periodic solution is also
asymptotically stable. These numerical simulations stated above are shown in Figs. 2–6.
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