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Sleep changes across the lifespan, with a delay in sleep timing and a reduction in slow wave sleep seen in
adolescence, followed by further reductions in slow wave sleep but a gradual drift to earlier timing
during healthy ageing. The mechanisms underlying changes in sleep timing are unclear: are they pri-
marily related to changes in circadian processes, or to a reduction in the neural activity dependent build
up of homeostatic sleep pressure during wake, or both?
We review existing studies of age-related changes to sleep and explore how mathematical models can
explain observed changes. Model simulations show that typical changes in sleep timing and duration,
from adolesence to old age, can be understood in two ways: either as a consequence of a simultaneous
reduction in the amplitude of the circadian wake-propensity rhythm and the neural activity dependent
build-up of homeostatic sleep pressure during wake; or as a consequence of reduced homeostatic sleep
pressure alone. A reduction in the homeostatic pressure also explains greater vulnerability of sleep to
disruption and reduced daytime sleep-propensity in healthy ageing.
This review highlights the important role of sleep homeostasis in sleep timing. It shows that the same
phenotypic response may have multiple underlying causes, and identiﬁes aspects of sleep to target to
correct delayed sleep in adolescents and advanced sleep in later life.
© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).Observed changes in sleep across the human lifespan
In many species, the structure, total duration and temporal
organisation of sleep exhibit profound changes across the lifespan,
and humans are no exception [1,2].
In early life, sleep is polyphasic, becoming monophasic as chil-
dren reach primary school age. Timing of sleep for primary school
children is often associated with early bedtimes and early wake
times. With the onset of puberty the (preferred) timing of sleep is
delayed, leading to the characteristic ‘owl’-like behaviour of ado-
lescents. Once men andwomen reach their early 20's this change in
timing reverses and there is a drift back to earlier timing. For
example, measurements of mid-sleep on free (non-work) days
(MSF) indicate that the time of mid-sleep occurs at approximately
03:00 h at age 10, shifts to 05:00 h by the late teens and drifts back
to approximately 03:30 h by age 60 [3].on).
Ltd. This is an open access article uFew studies have quantiﬁed age-related changes in sleep dura-
tion across the lifespan. In early life, sleep takes up a considerable
percentage of the 24-h day. Studies of self-reported sleep duration/
time spent in bed of people from ages 10 to 80, indicate that sleep
duration decreases monotonically up until the age of 60 and then
levels off, or even increases, in retirement [1,4,5]. There are, how-
ever, systematic differences between different studies: the Amer-
ican Time Use survey [5] indicates that young adults in the 15e24 y
age category sleep 10.5 h on Sundays and that this reduces
monotonically to approximately 9 h a night for the 55e64 y age
category. In [4], sleep duration on free (non-work) days is seen to
decrease from approximately 9.5 h a night at age 15 y to 7.5 h a
night at age 60 y. A reduction in sleep duration and the maximal
capacity for sleep with age is supported by laboratory measure-
ments: when adults were given 16 h of sleep opportunity per 24 h
for one week, a terminal sleep duration of 7.5 h in older adults
versus 8.9 h in young adults was found [6].
Changes in sleep duration and timing are accompanied by
changes in sleep structure: in early infancy, sleep is rich in rapid eye
movement (REM) sleep with approximately 50% of sleep spent innder the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Abbreviations
DMH dorsomedial hypothalamus
EEG electroencephalography
KSS Karolinska sleepiness scale
MA monoaminergic
MSF mid-sleep on free days
MSLT multiple sleep latency test
NREM non-rapid eye movement
REM rapid eye movement
SCN suprachiasmatic nucleus
SWA slow wave activity
SWS slow wave sleep
VLPO ventro-lateral preoptic area
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is reduced to around 20% of sleep time and there is much slowwave
sleep (SWS). With the onset of puberty, SWS and slowewave ac-
tivity (SWA) start declining in parallel with synaptic density in
cortical layers, with a 65% decrease in SWA observed between the
ages of 11 y and 17 y [8]. This decline of SWS/SWA continues in the
middle years of life, with decreases varying in magnitude
depending on gender and EEG channel [9,10]. A continued decline
is seen for older adults, but at a slower rate: the SWA decrease seen
in a study of adults between the ages of 45 y and 90 y is reported as
about one third of the decline seen between the ages of 20 y and
40 y [11].
Thus compared to healthy people in their twenties, healthy
older people sleep less, go to bed earlier, wake up earlier and their
sleep contains less SWS/SWA. These hallmarks of sleep in older
adults are accompanied by consistent reporting of reduced sleep
consolidation in older individuals with an increase in the number of
awakenings, particularly fromNREM sleep [12,13]. This occurs even
in healthy people with no sleep complaints or sleep disorders.
The observed age-related changes in sleep, if not driven by so-
cietal and environmental pressures, must be the result of under-
lying physiological changes. Considering age-related changes
within the context of different functional theories of sleep suggests
several possible underlying causes.
Sleep as a recovery process
One functional theory of sleep conceptualises sleep as a recov-
ery process [14,15]. In accordance with this view, poor or short
sleep at night, both in young and in older people, leads to poor
alertness (increased sleepiness), poor attention and impaired
cognitive performance during the day [16,17].
If sleep is primarily a recovery process, then shorter sleep
duration at night in older individuals would suggest impaired re-
covery, perhaps reﬂecting a reduced ability to activate neural sys-
tems generating sleep [18]. Such a reduced ability to activate sleep
generating systems with age could explain reductions in SWS, in-
creases in sleep fragmentation (cf [18]), shallower sleep and in-
creases in multiple sleep latency test (MSLT) times [20,21], but
would also suggest an increase in daytime sleepiness. On the
contrary, when changes in daytime sleepiness have been assessed
using the Karolinska sleepiness scale (KSS), KSS values decrease
with increasing age [19]. It is important to note that in older, as in
younger people, when sleep fragmentation and reduced SWS are
experimentally induced, daytime sleepiness increases [22,23,19].
Thus the reduced sleepiness in older people cannot be explained by
an inability to respond to disrupted sleep.An alternative view is that reduction of sleep duration with age
reﬂects reduced sleep ‘need’, and not a reduced ability to activate
sleep. A reduced need for sleep could explain not only the reduction
in KSS, but is also consistent with a reduction in SWS and increases
in sleep fragmentation and MSLT times.
One could argue that reduced KSS is insufﬁcient to distinguish
reduced ability to activate sleep-generating systems from reduced
sleep need. Indeed, there is no universally acceptedmarker that can
distinguish between these two processes. However, within the
context of aging, not only is KSS reduced but also it has been
observed that differences in sleep duration between older and
younger participants persist, even when both groups are given a
repeated opportunity to sleep for up to 16 h [6]. Furthermore, there
is a reduction in performance decrements during total sleep
deprivation with age [24]. Thus it may be argued that reduced
physiological need for sleep is the most parsimonious interpreta-
tion of the observation of shorter sleep duration in older adults.
This interpretation does not require the postulate of a sleep debt,
something which cannot readily be measured independently from
the ability to sleep.
Overall, the data suggest that, in healthy ageing, sleep need is
reduced but that daytime sleep propensity remains responsive to
insufﬁcient sleep. In other words, healthy older people, without
sleep disorders, do not live under a higher sleep debt and are not
sleepier than young people, a stigma often associated with ageing.
Such a reduced sleep need could perhaps be understood within
the context of a second functional theory of sleep, where sleep is
seen as a use-dependent process that changes with ageing.
Sleep as a use-dependent process reﬂecting changes in plasticity
According to this functional theory of sleep, plastic processes
occurring during wake lead to an overall increase in synaptic
strength. The role of sleep, and in particular SWS, is then to reduce
synaptic strength to a sustainable baseline level and selectively
prune the neural network to improve its performance: sleep is the
price we pay for plasticity [25,26].
In support of this functional theory of sleep, wakefulness is
observed to accompany high levels of activity in the ascending
arousal system, for example, the noradrenergic locus coeruleus
[27], and there is a correlation between global noradrenergic ac-
tivity and SWA: reducing global noradrenergic activity during
wakefulness leads to reduced SWA during sleep [28]. Locally
intensifying the activity of speciﬁc neural networks during wake-
fulness by, for example, vibrating a hand [29] or learning a motor
skill [30], leads to local increases in SWA during subsequent sleep.
Whereas locally reducing brain activity, for example by constrain-
ing an arm, results in local reductions in SWA [31].
Local cortical synaptic density changes could explain reduced
SWS (cf [32e37]), leading to reduced sleep need. Neuronal changes
leading to altered processing of external stimuli could also explain
the reduction in sleep consolidation with age. For example, there
are observed age-related reductions in sleep spindles (12e14 Hz
oscillations) and these have been implicated in sleep consolidation
[38e40]. Within this context, age-related changes in sleep and
homeostatic sleep pressure are related to age-related changes in
plasticity.
Sleep as a circadian adaptive rhythm
Finally, a third functional theory of sleep sees sleep as a circa-
dian, adaptive, rhythm of inactivity [41]. This theory sees sleep
primarily as a daily rhythm enabling animals to conserve energy
during times of cold, high predation risk or low food availability.
This rhythm has evolved as a consequence of the Earth's rotation
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ture. Within this theory, sleep is not seen as having a particular
relation to brain function. Circadian rhythmicity is a clock-like
process which modulates sleep propensity, and many other as-
pects of sleep, such as REM sleep, sleep spindles and to a lesser but
signiﬁcant extent EEG slow waves [42,43].
At the molecular level, circadian rhythmicity is generated by a
group of core clock genes present in nearly all cells. Circadian
rhythmicity in mammals is believed to be coordinated by a master
circadian pacemaker located in the suprachiasmatic nucleus (SCN)
[44,45]. The SCN receives inputs from the environmental light-
edark cycle through a specialised pathway from light sensitive
retinal ganglion cells [46], enabling endogenous rhythms to syn-
chronise to 24 h. Via the dorsomedial hypothalamus (DMH), the
SCN inhibits sleep active neurons in the ventro-lateral preoptic area
(VLPO), activates orexinergic neurons [47] and limits the secretion
of melatonin during the biological night [48].
The net effect is that the SCNmodulates the sleep-wake cycle by
generating an oscillatory signal that acts in opposition to the ho-
meostatic sleep propensity; promoting wake during the biological
day as homeostatic sleep propensity is increasing, and promoting
sleep during the night as the homeostatic sleep propensity is
decreasing. Sleep remains consolidated throughout the night if the
circadian sleep promoting signal is sufﬁciently strong [49].
Many aspects of circadian rhythmicity are found to correlate
with sleep variables. At the gene level, polymorphisms and muta-
tions in clock genes correlate with variation in sleep timing and
duration [50e52] and sleep structure [53e55]. Individual differ-
ences in the timing of molecular rhythms and melatonin concen-
trations in blood also correlate with individual differences in sleep
timing [56]. The inter-individual variation of in-vivo period corre-
lates with individual preferences for timing of sleep in young adults
[57e59], with a shorter endogenous circadian period associated
with earlier sleep timing. This correlation is not seen in older
people [60].
Age-related changes in circadian regulation have been investi-
gated at many different levels. In humans, the endogenous circa-
dian period does not appear to be markedly affected by age [61],
although there are intriguing experiments that show thermolabile
serum factors from older individuals can alter in vitro periodicity
[62]. Age-related changes in patterns of clock gene expression have
been reported [63]. Within the SCN, ageing is associated with phase
desynchrony between neurons, resulting in an overall reduced
amplitude of multiple unit activity, even though the molecular
oscillations within individual neurons may or may not be affected
[64e67]. A reduction in circadian amplitude has been implicated in
age-related cognitive decline [68].
Experiments inwhich the sleep-wake cycle was desynchronized
from endogenous circadian rhythms (forced desynchrony) have
demonstrated that the basic aspects of circadian regulation of sleep
are preserved in old age, but quantitative differences appear. Spe-
ciﬁcally, in older people: the timing of circadian rhythms, such as
the core body temperature andmelatonin rhythm, is advanced. Just
as in young people, sleep duration is modulated by the circadianTable 1
Summary of current interventions for perceived underlying causes of sleep timing probl
Problem Assumed primary cause
Adolescents: delayed sleep timing Lengthening of circadian pe
Reduced homeostatic sleep
Excess social evening light
Older adults: earlier sleep timing Shortening of circadian per
Reduced ability to activate
Reduced need for sleep
Increased sleep vulnerabilitphase at which sleep occurs, but in older people total sleep dura-
tion and sleep consolidation is reduced at all circadian phases. In
fact, older people are muchmore susceptible to the negative effects
of circadian phase misalignment than young people [69e71].
Hence, seeing sleep as a circadian adaptive rhythm suggests age-
related sleep change primarily reﬂects changes in the circadian
process, and functional consequences of these changes for brain
function, be it ‘recovery’ or ‘plasticity’ may be minimal.
Theoretical studies of age-related changes to sleep
Interpretations of age-related changes in sleep have direct
consequences for our approaches in dealing with age-related sleep
problems. For example, our advice to an older person with short
sleep may be very different depending on whether we believe that
sleep need declines with age, as opposed to acute sleep need being
age-invariant. Typical problems and associated interventions are
summarised in Table 1.
In order to provide effective advice, we therefore need a better
understanding of the mechanisms by which observed physiological
changes translate to changes in sleep timing and duration. Models
have been instrumental in providing a framework for under-
standing sleep-wake regulation, with the seminal two-process
model [14,72e76] explaining many global aspects of sleep regula-
tion. The two process model provides a quantitative description of
the dependency of sleep duration on circadian phase of sleep onset;
the change frommonophasic to polyphasic sleep patterns [77]; and
the effects of total sleep deprivation on subsequent sleep intensity
and duration. Many of its predictions have been conﬁrmed in
numerous experiments, and in particular, in forced desynchrony
experiments in which the sleep-wake cycle has been desynchron-
ised from endogenous circadian rhythmicity [42,78,70].
The two-process model has been combined with data to suggest
that the shift of sleep to later times during adolescence could be a
consequence of a larger homeostatic time constant, resulting in a
slower homeostatic build-up [33]. The two-process model has not
been used to model the post-adolescent drift to earlier times per se,
but, it has been used tomodel sleep in depression [79]. Like sleep in
older adults, a characteristic of sleep timing during depression is
earlier wake times. In order to replicate this earlier sleep timing
using the two process model, it had to be assumed that sleep onset
was ﬁxed by clock time rather than the model. This suggests that
the two process model will not be able to explain earlier sleep
timing due to age-related change either, and that more sophisti-
cated physiologically-based models are needed.
Recent research on sleep-wake regulation highlights the inter-
action between sleep active neurons in the VLPO and other areas in
the pre-optic area of the hypothalamus, and wake active mono-
aminergic (MA) brain stem and posterior hypothalamus nuclei [47].
This has resulted in several physiology-based models of the sleep-
wake cycle [80e82] that focus on the principle groups of neurons
believed to promote wake and sleep states and link them to ho-
meostatic and circadian processes. In particular, the Phil-
lipseRobinson model and its extensions have been extensivelyems.
Intervention
riod Morning light/delay school
pressure Impose early rise time
exposure Reduce social light exposure
iod Increase light in the evening
sleep executive mechanisms Extra time in bed
Reduce time in bed
y Reduce time in bed
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impulsive auditory stimuli [83]; measures of sleepiness during
sleep deprivation experiments [84,85]; the effects of caffeine [86];
spontaneous internal desynchrony [87], and the effects of non-
rotating and rotating shift schedules [88,89].
An extended version of the PhillipseRobinson model that in-
cludes the interaction of the lightedark cycle with the sleep-wake
cycle has been used to investigate changes in diurnal preference
[90], where the authors considered ageing within the context of
reduced circadian amplitude. However, their results have wider
implications as we discuss below, where we use the extended
PhillipseRobinson model to explore various interpretations of the
changes in sleep across the life span.The PhillipseRobinson model as a tool to understand age-related
sleep change
At the centre of the PhillipseRobinson model are wake active
neurons, loosely represented by the MA neurons, and sleep active
neurons in the VLPO, which mutually inhibit each other (for a
schematic view of themodel, see Fig.1). There is a ﬂip-ﬂop between
the ﬁring of wake active neurons and sleep active neurons as the
result of a time-dependent sleep drive, DVLPO, consisting of ho-
meostatic and circadian components. The model is entrained to the
24 h lightedark cycle through the interaction of light with photo-
receptors in the eye.
There is a close relationship between the two-process model and
the PhillipseRobinson model [77], but with some signiﬁcant differ-Wake drive 
(orexin & 
acetylcholine)
Sleep 
drive 
Sleep active 
(VLPO)
Wake active        
(MA)
Circadian
(SCN)
Homeostatic sleep pressure
(generated by use-dependent 
activation/plasticity in neuronal networks during 
wakefulness/EEG activation) 
μ QMA
νvc C
νvh H
DVLPO
Eye
Light
DMA
Fig. 1. Schematic presentation of the PhillipseRobinson model. The model consists
of a core ﬂip-ﬂop system of mutually inhibitory sleep active (ventro-lateral preoptic
area, VLPO) and wake active neurons (monaminergic (MA) neurons). The ﬁring rate of
wake active neurons (QMA) leads to an increase in homeostatic sleep pressure (H),
where the parameter m measures the rate of homeostatic rise during wake and is
therefore a measure of sleep need. The VLPO is affected by a sleep drive that has
homeostatic and circadian (C) components with strengths nvh and nvc respectively.
Hence, nvh is a measure of the sensitivity to the homeostatic process, and nvc is a
measure of the circadian amplitude. The circadian pacemaker's endogenous period Tc
is 24.2 h but is synchronised to the external lightedark cycle via photoreceptors.ences. Importantly, the PhillipseRobinson model assigns physiolog-
ical meaning to some aspects of the two-process model enabling a
direct link to be made between physiological changes with changes
in the sleep-wake cycle. The version we discuss includes feedback
between the lightedark cycle and the sleep-wake cycle; this is a
critical factor in understanding how reductions in circadianamplitude impact sleep timing and duration. Speciﬁcally, the circa-
dian pacemaker is modelled as a standard oscillator (the van der Pol
oscillator) that generates self-sustaining oscillations. This circadian
pacemaker has its own natural period of oscillation but is entrained
to 24 h by a forcing term that is derived from the lightedark cycle
[91]. Thus the lightedark cycle determines circadianphase relative to
clock time,which then helps determine sleep timing. However, sleep
timing feeds back on the inﬂuence of light on the pacemaker, since it
is assumed that the eyelid acts as a gate for light. Consequently,
during sleep, no light reaches photoreceptors and the external signal
to the circadian pacemaker is turned off; duringwake, the amount of
light that reaches photoreceptors and the consequent signal to the
circadian pacemaker is dependent on clock time. Further details on
the model are given in Fig. 2, where typical time courses of neuronal
ﬁring rates, the circadian and homeostatic processes and the light
signal to the circadian pacemaker are also shown.
Phillips and Robinson consider the behaviour of their model
both as a function of key parameters and the effect of disturbances.
Here, we discuss how each of these features can explain changes in
sleep-timing and duration across the lifespan.
The effect of changing circadian and homeostatic parameters
Different mechanisms for age-related sleep change can be
explored by changing the circadian and homeostatic parameters in
the model as in [90] and replicated in Fig. 3.
Changes to two homeostatic parameters have been considered.
These are m, which represents the rate of homeostatic rise during
wake, and nvh, which represents the sensitivity to the homeostatic
process (see Fig. 3). Respectively, these represent the build up of
sleep need and the ability to activate neuronal systems generating
sleep. Reducing either m or nvh results: in shorter sleep duration, as
seen by both the reduced width of the blue band in Fig. 3(a,c) and
the red line in Fig. 3(b,d); a shift in sleep timing, as seen by the
change in position of the blue band in Fig. 3(a,c); a smaller differ-
ence between upper and lower values of the sleep pressure, as seen
by the reduced width of the magenta band, Fig. 3(b,d). The change
in sleep timing is most pronounced in the shift to later bedtimes,
with a much smaller change in wake times.
The fact that both changing m and nvh changes sleep timing is a
result of changes to the homeostatic component of the drive, nvhH.
This term may be reduced either directly by reducing nvh (meaning
sleep pressure is less effective at activating neuronal systems
generating sleep and therefore resulting in increasedH) or indirectly
by reducing m (a reduction in the rate of homeostatic rise during
wake, resulting in a reduced level of H and therefore reduced sleep
need). The fact that m and nvh have opposite effects on sleep pressure
is seen by the position of the magenta band, Fig. 3(b,d), with
decreasing nvh (the sensitivity to the homeostatic process) resulting
in higher sleep pressures and decreasing m (the rate of homeostatic
rise during wake) resulting in lower sleep pressures respectively.
The effect of changing two of the circadian parameters, the
amplitude, nvc, and the period Tc, has also been considered and is
shown in Fig. 3(eeh). As can be seen in Fig. 3(e) and (f), reducing nvc
leads to a large shift in sleep timing, with smaller values of nvc
resulting in both earlier bedtimes and earlier wake times. There are
corresponding small changes in sleep duration and in the average
level of the sleep pressure. The most signiﬁcant effect of the circa-
dian period Tc is also on sleep timing, with smaller periods corre-
lated with earlier sleep timing, see Fig. 3(g,h). This is in line with
observations that clock period is correlated to chronotype [57,59].
Overall, the dominant effect of changing homeostatic parame-
ters is on sleep duration, with reduced homeostatic drive tending to
result in later bedtimes rather than earlier wake times. Whereas,
the dominant effect of changing circadian parameters, is to change
sleep timing.
Fig. 2. Typical time courses resulting from simulating the PhillipseRobinson model. Neuronal ﬁring rates of the monoaminergic (MA) nuclei and the ventro-lateral preoptic
area (VLPO) are given by QMA and QVLPO respectively. During wake, the ﬁring rate of the MA nuclei is high and low for the VLPO; whereas during sleep, ﬁring rates are high for VLPO
and low for MA (see Fig. 2 (a)). Wake is deﬁned by a MA nuclei ﬁring rate above a ﬁxed threshold value. Timing of sleep is indicated by the shaded region. A ﬂip-ﬂop switching
between wake and sleep occurs because a ‘drive’, DVLPO, see (d), consisting of homeostatic and circadian components, see (b), provides a time dependent input to the VLPO. The
homeostatic sleep drive is nvhH, where H is the homeostatic sleep pressure and nvh is a constant which measures the sensitivity to the homeostatic process. The homeostatic sleep
pressure is modelled in a similar way to the two-process model, with homeostatic sleep pressure (mostly) increasing during wakefulness and decreasing during sleep (the switch
fromwake to sleep and from sleep to wake occur within a few minutes of the maximum and minimum values of the homeostatic sleep pressure respectively). A distinctive feature
of the PhillipseRobinson model is that the increase of the homeostatic sleep pressure during wakefulness is directly linked to high MA nuclei activity and is governed by two
factors: the ﬁring rate in the MA nuclei, and the parameter m that measures the rate of homeostatic rise during wake. The circadian component of the drive is nvcC, where C is the
output from the circadian pacemaker. As in [90], the circadian component of the drive is modelled as the approximately sinusoidal output from a van der Pol oscillator representing
the endogenous circadian pacemaker with an intrinsic period Tc . The magnitude of the effect of the circadian signal on the VLPO is given by the parameter nvc and the phase of the
circadian signal is determined by the interaction of the sleep-wake cycle with the lightedark cycle. The external lightedark cycle is modelled as a sinusoidal input where, to be
speciﬁc, we have illustrated model behaviour with a maximal intensity (10000 lux) occurring at a clock time of noon, and minimum intensity (0 lux) at midnight. The external
lightedark cycle acts as a forcing term on the endogenous circadian rhythm, through the interaction of light with photoreceptors. The effect of the light is to provide a strong pulse
at the change from sleep to wake (c) that both adjusts the phase and entrains the period of the pacemaker to 24 h. The size of this pulse is dependent on the intensity of light at time
of waking. The parameter dVLPO represents a background drive to the VLPO and takes the ﬁxed value of 10.2. In addition to the drive to the VLPO, there is a drive to the MA nuclei,
DMA motivated by the action of cholinergic and orexinergic nuclei on the MA nuclei. When considering age-related changes to sleep, Phillips and Robinson keep DMA ﬁxed, although
a time dependent DMA has been used to explain changes in sleepiness in sleep deprivation experiments [84,85] and to model the role of orexin in narcolepsy [98].
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a reduction in the amplitude of the circadian pacemaker, resulting
in earlier sleep timing and reduced average homeostatic sleep
pressure as well as a reduced difference between wake time and
endogenous circadian phase. However, changing the circadian
amplitude cannot explain either the reduction in sleep duration in
older adults, or the shift to later sleep times seen in adolescents. In
fact, the results in [90] suggest that changing a single parameter
cannot reproduce themain characteristics of age-related changes in
sleep across the lifespan. As shown in Fig. 3, varying a single
parametermonotonically results in amonotonic change to themid-
sleep on free days (MSF), unlike the data of [3].
It therefore seems clear that only changes in both circadian and
homeostatic parameters can provide a consistent explanation for
changes in sleep timing and duration across the lifespan. Since theevidence from measurements of KSS do not support an increase in
homeostatic sleep pressure for older individuals, and there is little
evidence for changes in the intrinsic period with age, we focus on
the homeostatic parameter m that describes the rate of homeostatic
rise during wake, and the circadian amplitude nvc.
Comprehensive data on both MSF and sleep duration, from age
10 to 70, are given in [3] and [4] respectively and reproduced in
Fig. 4(a). These data show a monotonic decrease in sleep duration
and an ‘n’-shaped curve for MSF values, peaking at around age 20.
The same changes in sleep duration and MSF can be obtained
from the extended PhillipseRobinson model if the two parameters
m and nvc, representing the rate of homeostatic rise during wake
and the circadian amplitude respectively, both reduce with age, as
shown in Fig. 4(b). These parameter dependencies are derived as
follows.
Fig. 3. Sleep timing and sleep pressure as a function of model parameters. Left hand panels show sleep timing as a function of the parameters. Sleep times are shaded in blue
with the timing of the circadian minimum ( ) and the timing of mid-sleep ( ) both marked. The right hand panels show the corresponding changes in sleep pressure, H
(shaded magenta region) and sleep duration ( ). Panels (a) and (b) show changes for the parameter nvh that reﬂects sensitivity to the homeostatic process (ability to activate
neuronal systems generating sleep). Panels (c) and (d) show changes for the parameter m that describes the rate of homeostatic rise during wake (sleep need). Panels (e) and (f)
show the effect of changing the circadian amplitude, nvc. Panels (g) and (h) show the effect of changing the period of the circadian pacemaker, Tc.
A.C. Skeldon et al. / Sleep Medicine Reviews 28 (2016) 96e107 101Running a simulation of the model results in a sleep-wake cycle
with a sleep duration andMSF that is dependent on the values of nvc
and m. Contour plots for sleep duration and MSF as a function of nvc
and m are shown in Fig. 4(c) and (d) respectively. The fact that the
contours in (c) are close to vertical shows that varying circadian
amplitude has only a small impact on sleep duration (cf Fig. 3(f)).
The diagonal nature of the contour lines in Fig. 4(d) shows that MSF
monotonically increases with decreasing m, and decreases with
decreasing nvc (cf Fig. 3(c) and (e)). For each age, the data for MSF
and sleep duration is used to locate a unique point in the
ðm; nvcÞ-plane for which the model produces the same MSF and
sleep durationdthe black crosses on Fig. 4(c) and (d) show the
positions of these points. This then gives the direct relationship
between m and nvc and age shown in Fig. 4(b).
This suggests a mechanism for explaining the observed age-
related changes in sleep. Namely, that during adolescence there
are simultaneous changes in both the circadian amplitude and in
the sleep homeostat, which together result in later sleep timingand reduced sleep duration. After adolescence the reduction in
circadian amplitude dominates, resulting in progressively earlier
timing.
The results in Fig. 4 use the same parameters as in [90] along
with the choice relative to clock time that the maximum light in-
tensity occurs at midday. We note that, although the results shown
in Fig. 4(d) result in changes in the MSF of the same magnitude as
the data, there is a relative shift of 2 h between the data and the
computed values. Two possible explanations for this are: ﬁrstly,
that the maximum intensity of daylight is not at 12 noon and is
dependent on location within a time zone; secondly, and more
importantly, an individual's exposure to light is far from sinusoidal,
and may include limited natural light through day time hours and
signiﬁcant amounts of artiﬁcial light, particularly in the evening.
This is likely to offset an individual's lightedark exposure from the
natural lightedark cycle.
The results of the simulations shown in Fig. 4 suggest that both
changes to circadian and homeostatic variables must occur to
Fig. 4. Effects on sleep timing and duration of simultaneous changes in the rate of homeostatic rise during wake, m, and the circadian amplitude nvc. Data for sleep duration
and mid-sleep on free days (MSF) across the lifespan are given in [4] and [3] respectively and are reproduced in panel (a). These show a monotonic decrease in sleep duration and an
‘n’-shaped curve for MSF values, peaking at around age 20. The same changes in sleep duration and MSF can be obtained from the extended PhillipseRobinson model if the two
parameters m and nvc, representing rate of homeostatic rise during wake and the circadian amplitude respectively, both reduce with age, as shown in panel (b). The derivation of the
relationship between m and nvc and age is explained below with reference to panels (c) and (d). Running a simulation of the model results in a sleep-wake cycle with a sleep duration
and MSF that is dependent on the values of m and nvc. Contour plots for sleep duration and MSF as a function of m and nvc are shown in panels (c) and (d) respectively. Each age
shown in panel (a) corresponds to a particular sleep duration and MSF. Taking each age in turn, the corresponding values of ðm; nvcÞ that result in the same value of sleep duration
and MSF in the model can be founddthe black crosses on panels (c) and (d) show the positions of these points. This then gives the direct relationship between m and nvc and age
shown in panel (b). The red cross on panels (c) and (d) indicate the position of the ‘standard’ parameters used in the extended PhillipseRobinson model.
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However, an important aspect of age-related sleep change is
reduced sleep consolidation and increased fragmentation in
response to stimuli. This can be investigated within the model by
delivering perturbations to the system when it is in a sleep state
[83]. Note that these perturbations could represent either envi-
ronmental stimuli, internal stimuli associated with sleep disorders
or other problems such as pain, or biological noise.The effect of disturbances and relation to sleep vulnerability
In the PhillipseRobinsonmodel, the inhibition of the VLPO by the
MA nuclei, means that it takes a higher value of the VLPO drive to
initiate VLPO ﬁring when the system is in a wake state, than to
maintain VLPO ﬁring once the system is in a sleep state. This results
in hysteresis between wake and sleep states, leading to times of the
day when both sleep and wake states are possible. At these times it
is sleep/wake history, rather than the value of physiological pa-
rameters, that determine whether it is sleep or wake that actually
occurs. Within the hysteretic region it is particularly easy to switch
between sleep and wake: if asleep, then sleep is vulnerable in the
sense that a sufﬁciently strong stimulus will result in waking. The
details of this mechanism are further explained in Fig. 5.The time spent in the hysteretic region is dependent on the
parameters. Consequently, for different parameter values, the same
size perturbation applied at the same clock time can have a
signiﬁcantly different effect. This is illustrated in Fig. 5(c) and (d),
where the effect of applying a stimulus that momentarily increases
the ﬁring rate of the MA nuclei at 04:30 h every morning is shown
for two different values of the parameter m, corresponding to the
‘normal’ value (m ¼ 4:4) and to an ‘older’ value (m ¼ 3:8), respec-
tively. In the ‘normal’ case, the model rapidly falls back asleep
following the perturbation. For the reduced value, the perturbation
is large enough to shift the model from the sleep to the wake state
and no immediate return to sleep is possible. The effect of the early
morning perturbation in the long term has a knock-on effect on
sleep timing due to the increased light exposure in the early
morning hours, resulting in a slight phase advance for the normal
value of m and a substantial phase advance of sleep-wake timing for
the reduced value of m.
Consequently, the effect of the hysteresis is that sleep in the
early morning is particularly vulnerable to disturbances. Further-
more, this region of sleep vulnerability varies, with reducing the
circadian amplitude or reducing the homeostatic parameters
leading to a larger region of sleep vulnerability (for example, see
Fig. 6(a)). Early morning waking results in early morning light
Fig. 5. The effect of perturbations on the PhillipseRobinson model. The mutual inhibition between the ventro-lateral preoptic area (VLPO) and the monoaminergic (MA) nuclei
results in hysteresis between wake and sleep states, leading to a region where both sleep and wake states exist. This can be seen by plotting the ﬁring rate of the MA nuclei, QMA,
against the sleep drive, as in Fig. 5 (a). As the drive to the VLPO, DVLPO, oscillates the model switches fromwake to sleep and back again, as indicated by the arrows. The regionwhere
both wake and sleep states occur for the same drive value is shown in red. Plotting the PhillipseRobinson model in the form of the two-process model illustrates that the hysteretc
region corresponds to the region between the upper and lower thresholds, see Fig. 5 (b). Sleep in the hysteretic region is vulnerable, in the sense that a sufﬁciently strong stimulus
will result in spontaneous waking. Since the time spent in the hysteretic region is dependent on the parameters, for different parameter values the same perturbation can have a
signiﬁcantly different effect. This is illustrated in (c) and (d) where the effect of applying a stimulus that momentarily increases the ﬁring rate of the MA nuclei at 04:30 h every
morning is shown for two different values of the parameter m that describes the rate of homeostatic rise during wake. One value corresponds to the ‘normal’ value (m ¼ 4:4) and the
other value corresponds to an ‘older’ value (m ¼ 3:8). In the ‘normal’ case, the model rapidly falls back asleep following the perturbation. For the reduced value, the perturbation is
large enough to shift the model from the sleep to the wake state and no immediate return to sleep is possible.
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times. The net impact on sleep timing is shown in Fig. 6(b),
where it can be seen that reducing the homeostatic parameter m
whilst including perturbations can result in an ‘n’ shapedMSF along
with a monotonic decrease in sleep duration, as observed in the
data [3,4]. Consequently, the computed MSF can be mapped to the
MSF data to give a relationship between the parameter m and age,
see Fig. 6(d). This suggests that changes in sleep timing and dura-
tion can be explained by changing the single parameter related to
the rate of homeostatic rise during wake.
We have illustrated model behaviour with a single stimulus of a
ﬁxed size, occurring after the circadian minimum, in order to
highlight the impact of changes in sleep vulnerability using
parameter values as given in [90]. The response of the model to
perturbations depends critically on the size of the sleep vulnera-
bility region, a feature that is sensitive to the parameters used to
model the neuronal potentials, as well as the distributions in size
and timing of any stimulus. Furthermore, a comprehensive study of
the effect of perturbations on sleep should include the distinction
between REM and NREM sleep. Nevertheless, our analysisillustrates that reducing the rate of homeostatic rise during wake
can, not only result in a reduction in sleep duration, but also affect
sleep timing in away that is consistent with observed changes right
from adolescence through to later life.
Discussion
It is well established that the structure and timing of sleep
change across the lifespan, but a consensus on the underlying
mechanisms and the functional signiﬁcance has not been reached.
Models can help frame our thinking: particularlywhere feedback,
which can lead to non-intuitive results, is concerned. The Phil-
lipseRobinson model implies that changes in the circadian pace-
maker can change sleep timing, but tendnot to change sleep duration
and means that on its own, changes to the circadian pacemaker may
not be able to explain changes in sleep duration across the lifespan. It
is then perhaps not surprising that changes in sleep-timing and
duration canbe explained as the result of a simultaneous reduction in
the sleep pressure and in the amplitude of the circadian rhythm,with
both changing rapidly during adolescence, perhaps reﬂecting the
Fig. 6. Vulnerability of sleep and ageing. As described in Fig. 5, theﬂip-ﬂop switch results in sleep at the end of the night being ‘vulnerable’ in the sense that perturbations can result in
early awakening. In panel (a), the shaded region shows sleep times as a function of the parameter m, the rate of homeostatic rise during wake. This is the same as the shaded region in
Fig. 3 (a), but now the vulnerable sleep region is distinguished in red. The size of the sleep vulnerability region increases as m decreases. The averagemid-sleep on free days (MSF) is also
marked ( ). The presence of the sleep vulnerability region means that when simulations are performed with random perturbations to the ﬁring rate of the monoaminergic (MA)
neurons,QMA, themodel frequently ‘wakes up’ earlier thanwhenno perturbations are applied. This earlierwake time results in earlier light exposure, shifting the phase of the circadian
clock, and resulting in earlier bedtimes. The inclusion of randomperturbationsmeans that each simulation yields slightly different results. In panel (b), grey crosses indicate the results
of 50 simulations for each of a sequence of values of m: the solid grey line indicates themean bedtimes andwake times. For comparison, the unperturbed sleep region is shown in blue.
The effect of perturbation is more pronounced for smaller m because of the increased size of the sleep vulnerability region. Consequently, the shape of the MSF ( ) is no longer
monotonic. Since the computedMSF nowhas an ‘n’-shape like the data in [3], the computedMSF data can bemapped to themeasuredMSF data (black points in panel (c)), resulting in
theﬁt (black line) shown inpanel (c). Thismapping then gives a relationship between the value of m and age, as shown inpanel (d). This suggests that, if perturbations are included, age-
related change in the MSF can be explained by reducing the single parameter m.
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changes in the circadian pacemaker dominating in later years.
Importantly, the change in the homeostatic process does not describe
a reduced capacity to activate neural systems generating sleep, but
instead an age-dependent reduction in the activity dependent build-
up of homeostatic sleep pressure. This could be related to age-related
changes in plasticity [36]. Such simultaneous reductions could lead
to: 1) ‘reduced sleep pressure’ during wakefulness, an observation
consistent with the reduced sleepiness in older people; and 2)
reduced SWA during sleep, an observation also consistent with the
data.
It is also of interest to consider the role of disturbanceswithin the
PhillipseRobinson model. A reduction in the parameter that de-
scribes the rate of homeostatic rise during wake results in greater
vulnerability of sleep to disturbances. In turn, because of the feed-
back between the lightedark cycle and the sleep-wake cycle
through the gating of the eye, this results in changes to sleep timing.
This challenges the commonview that changes in sleep timingmust
be due to changes in the circadian pacemaker. It also suggests that
themost parsimonious explanation for age-related changes in sleep
is a reduction in acute sleep need. Such an interpretation, of course,
does not argue against interventions which may prevent such age-
related changes in sleep and associated brain function.
Our review underlines the need to better understand the role of
feedback between the different sleep-wake regulatory processes.There is increasing evidence that the SCN is affected by multiple
feedbacks: its ﬁring rate is directly modulated by vigilance state,
with reduced ﬁring rate during NREM sleep, compared to wake-
fulness and REM sleep [92,93]; the circadian amplitude of rhythms
in the SCN are reducedwith activity [94]; recent animal and human
data show that sleep during the active phase can reduce circadian
amplitude of gene expression in the periphery, including extra SCN
brain areas. Light has a strong inﬂuence on circadian rhythmicity
through both natural and artiﬁcial light input to the SCN [94a]:
artiﬁcial light can suppress melatonin, delay sleep onset, and shift
the phase of the circadian system [95]. But light availability is
coupled to the sleep-wake cycle by the gating effect of the eye. This
leads to a complex situation in which changes in the light envi-
ronment, lead to changes in sleep propensity which in turn lead to
changes in light exposure. Whereas early on in adolescence these
changes are most likely to impact on the decision to go to bed in the
evening, thereby further delaying the clock, later on in life when
sleep is shallower, it affects light input in the morning, thereby
advancing the clock.
There is also a need to distinguish cause and effect: it may be
that altered strength of the homeostat, as reﬂected in reduced SWS,
may result in shorter sleep, leading to altered light exposure that in
turn may change the amplitude of many circadian variables [96].
It may also be useful to revisit assumptions in relation to the use
of SWS as a marker of the homeostatic process. SWS is deduced
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neuronal activity. Sleep homeostasis has been characterised in dose
response studies of the EEG versus wake duration [97], but there
are remarkably few studies which have quantiﬁed the dose
response characteristics in both young and older people [71].
Finally, the further development of physiology-based models in
which the interaction and feedback between environmental cycles,
neuronal systems generating sleep, and circadian systems are
represented in a quantitative manner, has the potential to bring
insight to the causes and consequences of changes in sleep timing
across the lifespan. It may provide important clues to the aspects of
sleep to be targeted to correct extremes in age-related changes to
sleep, which can lead to advanced sleep phase disorder later in life
and delayed sleep phase syndrome in adolescents. For example,
increasing sleep pressure in older people through restriction of
time in bed may lead to reduced vulnerability of sleep and conse-
quent later sleep timing. Likewise, strong social early morning
zeitgebers in adolescents, combined with reduced evening light
input, may prevent later bedtimes and associated delays in the
circadian timing system.Practice points
Age-related changes in sleep include: reduced sleep dura-
tion; reduced slow wave sleep; changes in sleep timing;
reduced sleep consolidation. Within the framework of
models of sleep, a consistent explanation requires either
 a simultaneous reduction in homeostatic sleep need and
in circadian amplitude or
 a reduction in homeostatic sleep need resulting in
reduced sleep consolidation and associated early awak-
ening and light exposure.
Research agenda
Carefully designed interventional studies in young and
older people are needed to investigate
 the extent to which changes in sleep duration lead to
similar or quantitatively different changes in daytime
sleep propensity and waking performance in young and
older people,
 the extent to which age-related changes in circadian
amplitude originate from within the circadian system it-
self or whether they are the consequence of reduced
feedback from environmental or sleep-wake cycles,
 the role of the environmental lightedark cycle in age-
related changes in sleep timing in adolescents and older
people,
 the extent to which markers of cortical synaptic strength
and neuronal plasticity changes correlate with changes in
sleep,
 the degree to which age-related changes in circadian
rhythmicity and its amplitude as well as changes in sleep
consolidation contribute to cognition.
Models have an important part to play in interpreting data
from such studies.Conﬂicts of interest
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