In doing so, we remove various boundedness conditions. Furthermore, we obtain that the convergence property of gradient-type method with new nonmontone linear search method will not be changed when search directions are perturbed slightly. Numerical examples are given in the third section of this paper.
I. INTRODUCTION
We consider the unconstrained optimization problem min{f (x) : x ∈ R n }, (1.1)
where R n denotes the n−dimensional Euclidean space and f : R n → R is a continuously differentiable function. There are many iterative schemes for solving (1.1). Among them the line search method has the form
2)
where d k is a descent direction of f (x) at x k and α k is a step size. Denote x 0 the initial point and x k the current iterate at the kth iteration. Generally, we denote f (x k ) by f k , ∇f (x) by g(x), ∇f (x k ) by g k and f (x * ) by f * , respectively. The search direction d k is generally required to satisfy g
3)
The set that consists of all the stationary points of problem (1.1) is denoted by Ω * , that is, Ω * = {x ∈ R n |g(x) = 0}. There are many methods for solving (1.1), for example, gradient method, conjugate gradient method, Newton method, quasi-Newton method, trust region method, et al (see [1] [2] [3] [4] [5] [6] [7] ). In line search methods, if the search direction d k is given at the kth iteration then the next task is to find a step size α k along the search direction. The ideal line search rule is the exact one that satisfies
(1.4)
In fact, the exact step size is difficult or even impossible to seek in practical computation, and thus many researchers constructed some inexact line search rules, such as Armijo rule, Goldstein rule, Wolfe rule and nonmonotone line search rules(see [1, 2, 8] ).
As to nonmonotone line search methods, the descent property is not guaranteed for every step. However, the nonmonotone line search rules are effective or even powerful at some iterations, especially when the iterates are trapped in a narrow curved valley of objective functions. Since Grippo, Lampariello, and Lucidi proposed the nonmonotone line search rule for Newton methods, the new line search approach has been studied by many authors (e.g. [8] [9] [10] [11] [12] ). Although it has many advantages, especially in the case of iterates trapped in a narrow curved valley of objective functions, the nonmonotone line search rule has some drawbacks(see [13] ). Therefore, Shi and Shen [13] proposed a new nonmonotone line search for general line search method, which is described as follows.
New nonmonotone line search (NNLS): Let M be a nonnegative integer. For each k, let m(k) satisfy
(1.5) Given β ∈ (0, 1), σ ∈ (0, 1 2 ) and δ ∈ [0.5, 2), B k is a symmetric positive definite matrix that approximates the Hessian of f (x) at the iterate x k and
(1.6) The new line search is a novel scheme of the nonmonotone Armijo line search and allows one to find a larger accepted step size and possibly reduces the function evaluations at each iteration.
In this paper, we propose a kind of nonmontone line search method with perturbations (see Algorithm 2.1). We prove the iteration sequence {x k } generated by the algorithm satisfies either f k → −∞ or f k converges to finite value and g k → 0 only in the case where g(x) is uniformly continuous on an open convex set containing the iteration sequence {x k }. In doing so, we remove various boundedness conditions such as boundedness from below of f (·), boundedness of x k , etc. By the analysis, we know that the convergence property of gradient-type method with new nonmontone linear search method will not be changed when search directions are perturbed slightly.
The rest of this paper is organized as follows. In the second section, we propose the kind of nonmontone line search method with perturbations and prove its convergence property. In the third section, we give the numerical examples. The conclusions of this paper are showed in the forth section.
II. NEW HYBRID PROJECTION METHODS WITH PERTURBATIONS
In this paper, the algorithms have the following iterative scheme
and
In the above-mentioned two formulae, the main direction s k satisfies the following conditions.
The new hybrid projection methods with perturbations are described as follows.
2 ) and δ ∈ [0.5, 2), µ 0 , µ 1 , γ ∈ (0, 1) and a symmetric positive definite matrix B 0 . Set k := 0.
Step 1 If g k = 0, then stop. x k is a stationary point. Else, goto step 2.
Step 2 If k ∈ I, then let
Step 3 Let α k = γ m k , where m k is the smallest nonnegative integer satisfying
Step 4 Set
and modify B k−1 as B k by using BFGS or DFP formula or other quasi-Newton formulae.
Step 5 Let
where λ k is defined by the NNLS.
Step 6 Set k := k + 1, return to step 1. In the following, we prove the convergence property of Algorithm 2.1. We first assume that {x k } is an infinite sequence generated by Algorithm 2.1. The following assumptions are satisfied.
(H 5 ) The objective function f (x) has a lower bound on R n . (H 6 ) The gradient g(x) is uniformly continuous on an open convex set D that contains {x k }.
(H 7 ) There exists m > 0, for any k,
The assumption (H 5 )is very mild. Because the objective function f (x) can be replaced by e f (x) , if the assumption is not satisfied.
According to the related reference, we have the following Lemma.
Lemma 2.1 [14] . Suppose that (H 2 ), (H 3 ) and (H 4 ) hold for s k , w k and γ k . Then when k ∈ I is sufficiently large, we have
where
proof. When k ∈ J, by Algorithm 2.1, there exists l ∈ {0, 1, . . .}, such that λ k = s k β l and according to (1.6),we have
Therefore, the conclusion is true. Lemma 2.3. Let
and (H 5 ) and (H 7 ) hold. Then when k ∈ J, {f l(k) } is monotone and non-increasing. proof. When k ∈ J, by Lemma 2.2, we have
Therefore, by the definition of f l(k+1) , we have
Lemma 2.4. Assume that (H 1 ), (H 3 ) − (H 7 ) hold. Then there exists a constant c 4 > 0 such that {f l(k) + c 4 T k } is monotone and non-increasing, where
Further, the sequence {f l(k) } is convergent (which converges to a finite value or −∞).
The conclusion may be obtained analogous to the proof of Lemma 2.3 in [14] . For the convenience of readers, we give the proof as follows.
proof. For k ∈ I is sufficiently large, by (H 1 ), (H 3 ) and Lemma 2.1, we have
Hence lim k∈I,k→∞
It follows from the median value theorem, CauchySchwartz inequality and (2.3) that
where θ k ∈ (0, 1).
By (2.4), the above inequality and the uniform continuity of g(x) on D, there exists a constant c 4 > 0 such that
when k ∈ I is sufficiently large. It follows from the above inequality that when k ∈ I is sufficiently large,
According to
we have
When k ∈ J, (2.6) is obviously true by Lemma 2.3. Therefore the sequence {f l(k) + c 4 T k } is monotone and non-increasing. It follows from (H 4 ) that T k → 0(k → ∞). Hence the sequence {f l(k) } is convergent (which converges to a finite value or −∞). This completes the proof. Denote
where i = 0, 1, 2, ..., M − 1. In addition, denote
According to the definition of f l(k ) , we have
Thus,
Without loss of generality, we assume that
Lemma 2.5. Let {x k } be an infinite iteration sequence generated by Algorithm 2. 
and (2) lim k∈Ki,k→∞
proof. Now we show that (1) holds in two cases. Case 1: When I ∩ K i is an infinite index set, it follows from Lemma 2.1 that
Case 2: When J ∩ K i is an infinite index set, suppose, on the contrary, that there exist an infinite subsetK i ⊆ J ∩ K i and 0 > 0 such that
Utilizing (2.1), (2.2), (H 2 ), (H 3 ) and (2.7), we have
On the other hand, by Algorithm 2.1, (H 1 ), (H 3 ) and (2.7), we have
Therefore by (1.6), for ∀k ∈K i ,we have
which, together with (2.8) and σ > 0, δ < 2, implies that
(2.11)
Taking limits on the both sides of the above inequality as k ∈K i , k → ∞, according to
we obtain lim k∈Ki,k→∞
By (2.7), we have
It follows from (2.13), Armijo rule and NNLS that if ψ k = α k γ and ψ k = λ k γ , at least one of the following three inequalities holds for k ∈K i sufficiently large.
But whichever holds, similar to the proof of Lemma 2.4 in [14] , by using (2.7), (2.12) and (2.13), we can obtain the corresponding µ i ≥ 1(i = 0, 1), σ > (2) Similar to the proof of (2) in Lemma 2.4 [14] , we can obtain the conclusion easily. 
Similarly, we can use Lemma 2.5 repeatedly and get
which completes the proof.
By Theorem 2.1, the following corollary is obvious. Corollary 2.1. Suppose that the assumption conditions of Theorem 2.1 hold. If the infinite iteration sequence {x k } generated by Algorithm 2.1 has cluster point x * , then x * ∈ Ω * .
III. NUMERICAL RESULTS
In this section, we report the numerical results obtained for a set of standard test problems, by means of the Algorithm 3.1 [14] (denote by HNGP) and Algorithm 2.1 in this paper(denote by NHNGP). We utilize the negative gradient direction instead of the main direction s k , that is, s k = −∇f (x k ). The perturbation term ω k is obtained randomly in the case where it satisfies (H 3 ) and (H 4 ). And only one of the results is given in table 1-4.
In particular we report, for each problem, the number IT of iteration, the amount T of time and the value f (x) of the objective function at the solution foundx.
Typical values for the parameters are:
The algorithm have been tested on the following set of problems.
Problem 3.
Problem 4.
The numerical results have been showed in Table I-IV. For every method, we obtain the corresponding results for ∇f (x) ≤ 0.1, 0.01, 0.001. 3.2(-3),1.6(-4),6.6(-6) 6.9(-5),9.5(-6),1.4(-8)
Because the perturbation term is produced randomly, Table V-VI give the different three results of HNGP and NHNGP to problem 1 and problem 3 when ∇f (x) ≤ 0.01. Table 1 -6, we can see that the new hybrid projection method can improve the convergence rate of the problems if we choose proper perturbation term and it is superior than Algorithm 3.1 proposed in [14] . Certainly, more adequate test would be probably required.
