In this note, we show that sub-Riemannian manifolds can contain branching normal minimizing geodesics. This phenomenon occurs if and only if a normal geodesic has a discontinuity in its rank at a non-zero time, which in particular for a strictly normal geodesic means that it contains a non-trivial abnormal subsegment. The simplest example is obtained by gluing the threedimensional Martinet flat structure with the Heisenberg group in a suitable way. We then use this example to construct more general types of branching.
Sub-Riemannian geometry
We recall some basic facts in sub-Riemannian geometry, following [ABB19] (see also [Rif14, Mon02] ). A sub-Riemannian structure on a smooth n-dimensional manifold M , where n ≥ 2, is defined by a set of m global smooth vector fields X 1 , . . . , X m , called a generating frame. The distribution is the possibly rank-varying family of subspaces of the tangent spaces spanned by the vector fields at each point
The generating frame induces an inner product g x on D x such that
We assume that the structure is bracket-generating, i.e., the tangent space T x M is spanned by the vector fields X 1 , . . . , X m and their iterated Lie brackets at x. A horizontal curve γ : [0, 1] → M is an absolutely continuous path such that there exists a control u ∈ L 2 ([0, 1], R m ) satisfying This implies thatγ(t) ∈ D γ(t) for almost every t. Notice that the control u in (1) is not unique, but one can always find a unique minimal control, i.e. the one such that g x (γ(t),γ(t)) = |u(t)| 2 for a.e. t ∈ [0, 1]. We define the length of γ as (γ) = 1 0 g(γ(t),γ(t))dt.
The sub-Riemannian (or Carnot-Carathéodory) distance is defined by:
d SR (x, y) = inf{ (γ) | γ(0) = x, γ(1) = y, γ horizontal}.
By the Chow-Rashevskii theorem, under the bracket-generating assumption, between any two points x, y ∈ M , there exists a horizontal path, and therefore the sub-Riemannian distance is well-defined. Furthermore, one can prove that it is continuous and its induced topology is the same as the manifold topology. We remark that this definition of sub-Riemannian metric, based on the concept of global generating frame, includes the classical constant-rank case, see [ABB19, Section 3.1.4].
In place of the length, it is often convenient to consider the energy
Horizontal trajectories minimizing the energy with fixed endpoints are exactly paths that minimize the length, parametrized with constant speed. We call a minimizing geodesic between two points x and y in M a horizontal path γ : [0, 1] → M , with γ(0) = x and γ(1) = y, that minimizes the energy among all horizontal paths sharing the same extremities. The term geodesic, instead, denotes the more general class of horizontal paths that are minimizing geodesics locally around each of its points. 
The end-point map is weakly continuous and differentiable. The problem of finding a minimizing geodesic between two points x and y is then the problem of minimizing the functional J (seen as a smooth functional defined on U) under the constraint E x (u) = y. By the Lagrange's multipliers rule, if γ is a minimizing geodesic between x and y, and u is its minimal control, then there exists λ 1 ∈ T * y M and ν ∈ {0, 1}, with (λ 1 , ν) = 0, such that
where • denotes the composition of linear maps and D the (Fréchet) differential. Any path whose minimal control verifies (2) with ν = 0 is called abnormal, or singular. A path verifying (2) for its minimal control with ν = 1 is called normal. Notice that the case ν = 0 means that u is a critical point of the end-point map.
The covector λ 1 can be interpolated for times t ∈ [0, 1] yielding a lift of the curve γ in the cotangent bundle. In particular in the normal case, the lift λ : [0, 1] → T * M solves a Hamiltonian differential equation. To state this fact more precisely, let us first define some objects: if X is a vector field on M , we can associate to it a function h X : T * M → R defined by h X (λ) = λ, X . In turn, if h is a function on the cotangent bundle, its associated vector field h is defined by σ(·, h) = dh, where σ is the canonical symplectic form on the cotangent bundle, which can be expressed in coordinates as σ = n i=1 dp i ∧ dq i . Finally, for a sub-Riemannian structure in M given by a generating family as above, we define the Hamiltonian H : T * M → R by
The following result is an immediate consequence of the characterization of energy minimizers by the Lagrange multipliers rule, or can also be seen as a version of the Pontryagin maximum principle in this setting, cf. [AS04] .
Theorem 1. Let γ be a horizontal path minimizing the energy between x et y, and let u be its minimal control. Then there exists a Lipschitz path λ :
Moreover, one of those two conditions is verified:
The conditions (N) and (A) correspond to the normal and abnormal cases of Lagrange multipliers rule, with λ(1) corresponding to the multiplier λ 1 in (2).
Remark 2. From (2) the set of normal Lagrange multipliers of a path is an affine space over the linear space generated by its abnormal ones. The same property holds for the corresponding lifts.
The Hamiltonian characterization in the normal case allows us to define an exponential map exp x :
where t → e t H denotes the one-parameter group of diffeomorphisms on the cotangent bundle given by the Hamiltonian flow. In other words exp x (λ) is the extremity at time 1 of the normal geodesic whose lift verifies λ(0) = λ, that is parametrized by constant speed equal to 2H(λ). Normal paths are locally length minimizing, and hence are geodesics. We assume that (M, d SR ) is complete, so that H is a complete vector field.
Note that if a path is normal (resp. abnormal), any smaller segment is also normal (resp. abnormal) as the restriction of the lift verifies the same conditions.
The lift of a minimizing path given by Theorem 1 is not necessarily unique and therefore the same horizontal path can be normal and abnormal at the same time. We will call a path strictly normal if it is normal and it does not admit an abnormal lift, and strictly abnormal if it is abnormal and it does not admit a normal lift.
As a final remark, if a path is strictly normal, then its normal lift is unique. Indeed, if λ and µ were two distinct normal lifts, then λ(1) − µ(1) would be an abnormal multiplier for this path (cf. Remark 2).
Branching geodesics
A natural question is whether strictly normal paths can contain non-trivial abnormal subsegments. We will first show that this behaviour is linked to the occurrence of branching normal geodesics, and moreover that such an occurrence is actually equivalent to a jump in the rank of the differential of the end-point map. Then, in the next section, we will show a simple and natural example of this phenomenon. To our best knowledge, it is the first time that this branching phenomenon is observed in sub-Riemannian geometry.
First let us define precisely what we will call branching here. We only consider the branching of normal geodesics, so we will not cover the possible branching of two abnormal geodesics, with at least one being strict. Examples of this type can be easily found, and are quite unrelated to the object of this note. Let γ be a normal geodesic. For t ∈ [0, 1] we define the set
This set is a non-empty affine space corresponding to the initial normal covectors of the path γ| [0,t] given by Theorem 1. The set Π t is an isomorphic image of the set of normal Lagrange multipliers of γ| [0,t] and, from Remark 2, its dimension is the corank of the path γ| [0,t] , defined as the corank of the application D ut E x , where u t is the minimal control of γ| [0,t] . The function t → Π t for t ∈ [0, 1] is nonincreasing for the inclusion order and it is thus piecewise constant with some possible jumps where its dimension decreases.
Definition 4. The corank function of γ is the function that associates to a time t ∈ [0, 1] the corank of γ| [0,t] , that is the function t → dim Π t . We say that γ is rank-jumping (or corank-jumping) at time t if there is a discontinuity in the corank function for this time.
The corank function is nonincreasing and piecewise constant and moreover, from the lower semicontinuity of the rank and the C 1 regularity of the end-point map, it is left-continuous. We say that γ is rank-jumping (or corank-jumping) at time t if there is a discontinuity in the corank function for this time.
We can now state our theorem linking the phenomenon of branching normal geodesics with rank jumps, which at this point is very elementary to prove.
Theorem 5. A normal geodesic γ branches at time t ∈ (0, 1) if and only if it is rank-jumping at time t.
Proof. Assume γ branches at time t. Then the branching geodesic γ has an initial covector λ such that λ ∈ Π t but λ / ∈ Π t+ε for all ε > 0, which means the rank jumps at t. Conversely, if the rank jumps at time t, there is a covector λ in Π t that is not contained in Π s for s > t, and the path γ defined by γ (t) = π • e t H (λ ) branches with γ at time t.
An immediate consequence is that a normal path can only branch a finite amount of times (up to the maximal corank of a path, which is the corank of the distribution), and furthermore γ| [0,t] must be abnormal.
If γ is strictly normal, its corank is 0 and we have the following corollary, corresponding to the situation encountered in the example from next section. Corollary 6. A strictly normal geodesic γ is branching for some time t ∈ (0, 1) if and only if it contains a non-trivial abnormal subsegment that starts at time 0. In particular if t is the last branching time, γ| [0,t] is a maximal abnormal subsegment.
In this situation, if γ branches at time t ∈ (0, 1), then it branches in a whole family of distinct normal paths, parametrized by the abnormal Lagrange multipliers of the abnormal subsegment. To be more precise, let A ⊂ T * γ(t) M be the set of abnormal Lagrange multipliers associated with the maximal abnormal subsegment γ| [0,t] . Notice that A ∪ {0} is a vector space, and its dimension is the corank of the abnormal path γ| [0,t] . Let λ be the unique normal lift of γ. Then for all α ∈ A ∪ {0} the family of curves
is a smooth family of normal geodesics, all coinciding with γ on the subinterval [0, t], and branching from it at time t.
We know that each of the paths in this family is locally minimizing since they are normal. Moreover, if we take a compact subfamily of those, the time at which they are minimizing, starting from the branching point, can be chosen uniformly.
Theorem 7. Let γ α be a family of normal paths branching from γ at time t ∈ (0, 1), as in (3). Then for any compact subset A 0 ⊂ A ∪ {0} there exists ε > 0 such that γ a | [t−ε,t+ε] is the unique length-minimizing path between its extremities, up to reparametrizations, for all α ∈ A 0 .
The proof of Theorem 7 is a small adaptation of the proof for a single normal path, and it is an immediate consequence of the following more general result. 
Thenγ is the unique length-minimizing path, up to reparametrization, among all horizontal paths γ : [−T, T ] → M with the same extremities and such that
To do it, for λ ∈ Λ, we construct a family of functions a λ , continuous with respect to λ such that d x a λ = λ. Indeed, the theorem being a local result, we can suppose to be in a coordinates system (x 1 , . . . , x n ) on a neighborhood of x, and if
Let Ω 0 be a relatively compact neighborhood of x which, for small T , contains γ λ | [−T,T ] for all λ ∈ Λ. Consider the maps φ λ t = π • e t H • da λ | Ω 0 , for t ∈ [−T, T ] and λ ∈ T * x M , noting that they are continuous in t and λ. For all λ ∈ Λ, we have φ λ 0 = Id| Ω 0 , so by semi-continuity of the rank, and by the fact that Ω 0 is compact, there exists a neighborhood of {0} × Λ where d x φ λ t in an isomorphism. By compactness of Λ, this neighborhood contains a set of the form [−t 0 , t 0 ] × Λ. By the inverse function theorem, and up to reducing Ω 0 , φ λ t is a diffeomorphism on its image for all (t, λ) ∈ [−t 0 , t 0 ] × Λ. Indeed, by compactness, the neighborhood of x given by the inverse function theorem can be uniformly chosen for (t, λ) ∈ [−t 0 , t 0 ] × Λ, by using a quantitative version of the latter, see [Rif14, Theorem B.1.4].
Let K 1 ⊂ Ω 0 be a compact neighborhood of x. By continuity, there exists a neighborhood of {0} × Λ such that K 1 ⊂ Ω λ t = φ λ t (Ω 0 ) for all (t, λ) in this neighborhood. Since Λ is compact, we get t 1 ∈ (0, t 0 ] such that K 1 ⊂ Ω λ t for all t ∈ [−t 1 , t 1 ] and all λ ∈ Λ. Let then K 2 be a compact neighborhood of x included in the interior of K 1 and we find t 2 ∈ (0, t 1 ] such that γ λ (t) ∈ K 2 for all λ ∈ Λ and all t ∈ [−t 2 , t 2 ]. Finally, let us pose δ = d SR (K 2 , M \ K 1 ) > 0, and ε = min t 2 , δ 4 2 max λ∈Λ H(λ) .
Let λ ∈ Λ and γ be a horizontal path defined for [−ε, ε] such that γ(−ε) = γ λ (−ε) and γ(ε) = γ λ (ε), but whose image Γ is distinct from the image of γ λ . If Γ ⊂ K 1 , then γ(t) ∈ Ω λ t for all t, and we can thus apply Lemma 9 to conclude that (γ) > (γ λ | [−ε,ε] ). Otherwise, there exists t * ∈ [−ε, ε] such that γ(t * ) / ∈ K 1 . Then, since γ(−ε) ∈ K 2 , we have:
An example of branching strictly normal geodesic
Let us stress that normal geodesics cannot branch in real-analytic sub-Riemannian structures, that is when the corresponding Hamiltonian function is real-analytic. In fact in this case, by the Cauchy-Kowalevski theorem, normal geodesics, which are projections of the solutions of the Hamiltonian equation, are real-analytic paths. By the principle of permanence, two distinct real-analytic paths cannot be equal on a segment. That is, the following well-known fact holds: Proposition 10. If H is real-analytic, normal geodesic cannot branch.
For building an example, we need to find a smooth, but non real-analytic structure, in which there is an abnormal geodesics that becomes strictly normal. A natural idea is to start from a structure admitting non-trivial abnormal geodesics (the simplest example being the flat Martinet structure) and "glue" it to a structure that do not admit non-trivial abnormal paths, like the Heisenberg structure. In fact, this works exactly as stated, and this is the idea that led us to the discovery of branching geodesics. Let θ : R → [0, 1] be a smooth non-decreasing function such that θ(t) = 0 if t ≤ 0, θ(t) > 0 if t > 0, and θ(t) = 1 if t ≥ 1.
Letting φ(x, y) = xθ(y) + x 2 θ(1 − y), we consider a rank 2 sub-Riemannian structure on R 3 defined by the following vector fields:
so that we have a flat Martinet structure on the half-space y ≤ 0 and a Heisenberg one for y ≥ 1. The Lie bracket between those vector fields is: At all points in Σ, we have [X, [X, Y ]] = 2θ(1 − y)∂ z = 0, therefore Σ is smooth and the distribution is bracket-generating. It is well-known that abnormal paths for this distribution are exactly the horizontal ones contained in Σ, see for example [Mon02, Rif14] . To characterize normal geodesics, the Hamiltonian function is
The Hamiltonian vector field is thus, in coordinates (x, y, z, p x , p y , p z ):
In particular, the path in the cotangent bundle (0, t, 0, 0, 1, 0), for t ∈ R is an integral curve of H, and therefore the lift of the normal geodesic γ(t) = (0, t, 0). For t < 0, its projection γ is contained in the Martinet surface Σ, and therefore this part of the curve is abnormal. Indeed, for every α = 0, the path (0, t, 0, 0, 0, α) is an abnormal lift of this geodesic. As soon as t > 0, however, γ is not contained in Σ and therefore any such a segment is strictly normal. It is quite natural for this to happen as the Heisenberg structure has no abnormal geodesics. So if we consider the path γ(t) = (0, t, 0) for t ∈ [−T, T ] for some T > 0, it has a maximal abnormal subsegment [−T, 0] and therefore by Corollary 6, it branches at time t = 0. What happens is that, starting at t = −T and until t = 0, the differential of the end-point map has a 1-dimensional cokernel for the corresponding control, which is the family of covectors (0, 0, α) for α ∈ R, and thus the space of initial covectors of normal lifts for this path is the 1-dimensional affine space {(0, 1, α) | α ∈ R}. Once time t = 0 is attained the abnormal geodesic can still be prolonged (as the trace of the distribution in Σ) but it loses its normal status, becoming strictly abnormal. Meanwhile, the 1-dimensional family of normal lifts can be prolonged yielding a family of distinct geodesics, which are all strictly normal. In Figure 1 we computed, using the Euler method, some of those geodesics γ α , for different values of α. Figure 1 . Numerical plot of the branching geodesics γ α , projected on the xy plane. Notice that the abnormal path lies in the Martinet surface, which must bend in order to avoid the Heisenberg region.
Finally, we observe that the collection of those normal geodesics do describe an embedded surface of R 3 , at least locally around the y-axis (which is the normal geodesic with initial covector (0, 1, 0)) as shown in this result:
Proposition 11. The map Φ : R 2 → R 3 defined by Φ(t, α) = π • e (t+T ) H (λ α ), where λ α is the initial covector (0, 1, α) at point (0, −T, 0), is an embedding on a neighborhood of any point (t, 0) with t > 0.
Proof. Since Φ(t, 0) = (0, t, 0), we have ∂Φ ∂t (t, 0) = ∂ y . So we just have to show that ∂Φ ∂α (t, 0) is independent from ∂ y , which we will do by pointing out that its x component is non zero. Let t → (x α (t), y α (t), z α (t), p α x (t), p α y (t), p α z (t)) be the solution of Hamilton's equation (4), with initial condition (0, −T, 0, 0, 1, α) at time t = 0, in such a way that Φ(t, α) = (x α (t), y α (t), z α (t)). We observe that p α z (t) = α for all times, and thus:
x α (t) = 
