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Программа заключительного семестра курса высшей математики, читаемого студен-
там специальности АСОИ и У, весьма разнородна. Поэтому не существует единого 
учебника или учебного пособия, охватывающего все разделы курса. Для подготовки к 
выполнению контрольной работы студентам приходится пользоваться четырьмя-пятью 
книгами, большинство из которых к тому же предназначены студентам физико-
математических специальностей, а потому предполагают от читателя владения поня-
тиями метрического и банахова пространства, нормы оператора, дифференцирования 
по Фреше и другими вопросами, выходящими за рамки образовательного стандарта 
данной специальности. Настоящее пособие призвано заполнить этот пробел. В нем три 
самостоятельные части, каждая из которых содержит необходимый теоретический ма-
териал и решение типовых примеров. Завершается пособие заданиями контрольной ра-
боты № 4, предусмотренной учебным планом для студентов заочного факультета, обу-
чающихся по указанной специальности. 
При выполнении контрольной работы студент должен строго придерживаться ука-
занных ниже правил. 
1. Номер выполняемого студентом варианта совпадает с последней цифрой но-
мера его зачетки (если последняя цифра есть 0, то выбирается вариант номер 
10). 
2. Контрольная работа следует выполнять в ученической тетради в клетку, ос-
тавляя поля для замечаний рецензента. 
3. Решения задач нужно располагать в порядке номеров, указанных в задании, 
сохраняя номера задач. 
4. Перед решением каждой задачи надо выписать полностью ее условие, заме-
няя общие данные конкретными из соответствующего варианта. 
5. Решения задач нужно излагать подробно и записывать аккуратно, объясняя 
все действия и делая необходимые чертежи. В качестве образца можно ис-
пользовать решения типовых примеров данного пособия. 
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I ЭЛЕМЕНТЫ ОПЕРАЦИОННОГО ИСЧИСЛЕНИЯ 
 
 В конце 19  начале 20 века для решения ряда задач математики, механики, элек-
тротехники и других разделов науки было развито так называемое операционное ис-
числение. В частности, им широко пользовался известный английский электротехник 
О. Хевисайд. Первоначально операционное исчисление выступало как набор рецептов, 
не имеющих строгого математического обоснования. Впоследствии такое обоснование 
было получено на основе интегрального преобразования Лапласа. 
 
1.1 Оригиналы и их изображения 
Комплекснозначная функция ( )tf , определенная на R, называется оригиналом, если 
она удовлетворяет следующим условиям: 
1) ( ) 0f t =  при 0t < ; 
2) ( )tf  кусочно-непрерывна при 0t ≥  (т.е. на любом конечном промежутке полуоси 
0t ≥  имеет не более чем конечное число точек разрыва, причем только первого рода); 
3) ( )tf  растет не быстрее экспоненты, т.е. существует такое положительное число 
M  и такое неотрицательное число 0s , что для всех 0t ≥  выполняется неравенство  
( ) 0s tf t Me≤ . 
Число 0s  называется показателем роста функции ( )tf . 
Простейшим оригиналом является функция  
( ) 1 ï ðè 0,




η ≥⎧= ⎨ <⎩  
называемая единичной функцией Хевисайда. Ясно, что если функция ( )tf , определен-
ная на R, обладает свойствами 2) и 3), то функция ( )tf ( )tη  будет оригиналом. В даль-
нейшем, когда это не приводит к недоразумениям, мы вместо ( )tf ( )tη  пишем ( )tf  
(например, вместо ( )tη  пишем просто 1).  
 
Оригиналы обладают следующими свойствами: 
- если ( )tf  – оригинал с показателем роста 0s , то ( )tf  является оригиналом с тем 
же показателем роста; 
– если ( )tf1 , ( )tf2 , ... , ( )tfn  – оригиналы с показателями роста 1s , 2s , ... , ns , то 
функция ( ) ( ) ( ) ( )tfctfctfctf nn2211 L++= , ic ∈ℂ, 
является также оригиналом с показателем роста равным наибольшему из чисел 1s , 2s , 
... , ns ; 
– если ( )tf  – оригинал с показателем роста 0s , то являются оригиналами следую-
щие функции: 
а) функция ( ) ( )1f t f tα= , 0>α , имеющая показатель роста, равный 0sα ; 















в) функция ( )3 ( ), 0f t f t τ τ= − > , имеющая показатель роста, равный 0s ; 
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г) функция ( ) ( )4 zf t t f t= , z ∈ℂ, показатель роста которой равен 0s ; 
– если ( )tf  — оригинал с показателем роста 0s , то функция ( ) ( )∫=
t
0
dzzftg  является 
оригиналом с показателем роста 0s , непрерывным на промежутке ∞<≤ t0 .  
 
1.2 Преобразование Лапласа 
Изображением (преобразованием Лапласа) оригинала ( )tf  называется функция 




pt dtetfpF , 
задаваемая несобственным интегралом, зависящим от комплексного параметра p . 
Преобразованием Лапласа называется операция перехода от оригинала ( )tf  к изо-
бражению ( )pF . 
Соответствие между оригиналом ( )tf  и его изображением ( )pF  будет записываться 
в виде  ( ) ( )pFtf =&  
(часто используется также символ ≑). 
Те о р ем а  1  ( с ущ е ст в о в а н и е  и з о б р аже н и я ) .  Для любого оригинала ( )tf  
с показателем роста 0s0 >  изображение ( )pF  существует и определено в полуплос-
кости 0Re p s> . 
Те о р ем а  2  ( с в о й ст в а  и з о б р аже н и я ) .  Если функция ( )pF  является изо-





Те о р ем а  3  ( е д и н ст в е н н о ст ь  о р и г и н а л а ) .  Если изображения ( )pF  и 
( )pΦ  совпадают в некоторой полуплоскости 0Re p s> , то во всех своих точках непре-
рывности совпадают между собой и соответствующие оригиналы ( )tf  и ( )tϕ . 
 
1.3 Свойства преобразования Лапласа 
Преобразование Лапласа обладает следующими свойствами: 
– (линейность) линейной комбинации оригиналов соответствует линейная комбина-
ция изображений, т. е. если ( ) ( )pFtf 11 =&  и ( ) ( )pFtf 22 =&  и 1c , 2c  – числа, то  ( ) ( ) ( ) ( )pFcpFctfctfc 22112211 +=+ & ; 
– (подобие) если ( ) ( )pFtf =&  и 0>λ , то  
( ) 1 pf t Fλ λ λ
⎛ ⎞= ⎜ ⎟⎝ ⎠& ; 
– (запаздывание) если ( ) ( )pFtf =&  и 0>τ , то  
( ) ( )pf t e F pττ −− =& . 
– (смещение) Если ( ) ( )pFtf =&  и a  –  число, то 
( ) ( )apFtfeat −=⋅ & ; 
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– (дифференцирование оригинала) если ( ) ( )pFtf =&  и функции ( )tf ′ , ( )tf ′′ ,…, 
( )( )tf n  являются оригиналами, то  
( ) ( ) ( )0f t pF p f′ = −& , 
( ) ( ) ( ) ( )2 0 0f t p F p pf f′′ ′= − −& , 
..........................................................................  
( ) ( ) ( ) ( ) ( ) ( )11 0 0n nn nf t p F p p f f −−= − − −L& ; 
– (дифференцирование изображения) если ( ) ( )pFtf =& , то  
( ) ( )'F p tf t= −& , 
( ) ( )tftp''F 2 ⋅=& , 
............................................  
( ) ( ) ( ) ( )1 nn nF p t f t= −& . 
– (интегрирование оригинала) если ( ) ( )pFtf =& , то  





=∫ & . 
– (интегрирование изображения) если ( ) ( )pFtf =&  и интеграл ( )∫
∞
p
dF ρρ  сходится, то 







– (умножение изображений) если ( ) ( )pFtf 11 =&  при 0Re p s> , и ( ) ( )pFtf 22 =&  при 
'
0Re p s> , то  
( ) ( ) ( ) ( )1 2 1 2
0
t
F p F p f f t dτ τ τ⋅ = −∫& . 
Функция вида ( ) ( )∫ −
t
0
21 dtff τττ  называется сверткой функций ( )tf1  и ( )tf2  и обо-
значается: 1 2f f∗ , т. е. 




f f t f f t dτ τ τ∗ = ⋅ −∫ . 
Легко проверить, что свертка коммутативна и ассоциативна, т. е. 1 2 2 1f f f f∗ = ∗  и 
1 2 3 1 2 3( ) ( )f f f f f f∗ ∗ = ∗ ∗ . 
Учитывая понятие свертки, формулу умножения изображений можно записать в ви-
де  
( ) ( ) ( )1 2 1 2( )f f t F p F p∗ = ⋅& . 
Существуют таблицы преобразования Лапласа, позволяющие находить изображения 
важнейших оригиналов, а также решать обратную задачу (см., например, [2]). При ре-
шении этих задач с помощью таблиц, как правило, используются также свойства пре-
образования Лапласа, отмеченные выше.  
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Ниже приведены изображения некоторых функций-оригиналов (напомним, что мы 










7) wtsin ≑ 22 wp
w
+ ; 
9) wtcos ≑ 22 wp
p
+ ; 
11) wtsh ≑ 22 wp
w
− ; 
13) wtch ≑ 22 wp
p
− ; 








19) shate wt ≑ ( ) 22 wap
w
−− ; 





2) at ne t ≑ 1n)ap(
!n
+−  ( n ∈ℕ); 
4) sint wt≑ ( )222 wp wp2+ ; 






8) sht wt ≑ ( )222 wp wp2− ; 






12) sinate t wt≑ ( )
( )( )222 wap apw2 +− − ; 






16) ( )ϕ±wtsin ≑ 22 wp
sinpcosw
+
± ϕϕ ; 




20) nt ≑ 1np
!n
+  ( n ∈ℕ). 
 
 Решение типовых примеров 
1. Проверить, является ли оригиналом функция: 
2 sinte t ( )tη . 
Р еш е н и е . Проверим, удовлетворяет ли данная функции условиям 1-3 для ориги-
налов. В самом деле, 
1. очевидно, что ( ) 0f t =  при 0t < . 
2. При 0t ≥  функция непрерывна (а потому и кусочно непрерывна). 
3. Для любых ∈t R  выполняется неравенство t2t2 etsine ≤ . Поэтому в качестве M  
можно взять любое число 1≥ , при этом 2s0 = . 
2. Найти показатель роста функции ( ) atetf = , где a  – действительное или ком-
плексное число. 
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Р еш е н и е . Если 0aRe > , то, как видно из определения комплексной экспоненты, 
для функции ( ) atetf =  показатель ее роста 0aRes0 >= . Если 0aRe < , то функция 
ate  является ограниченной и можно взять 0s0 = . 
3. Пользуясь определением, вычислить преобразование Лапласа следующей функ-
ции-оригинала: 









б) ( ) atetf = , где a  – действительное или комплексное число. 
Р еш е н и е . а) по формуле  




pt dtetfpF  
























− ∫∫  
(мы воспользовались тем, что lim 0pN
N
e−→∞ =  при Re 0p >  (проверьте это)). Итак, 
( )
p
1t =&η . 
б) при ( ) 0apRe >−  имеем 










































1eat −=&  при aRepRe > . 
4. Пользуясь определением, вычислить преобразование Лапласа функции ( ) tsintf = . 





















































pt dtetsinp1dtetsin . 









5. Пользуясь свойством подобия, найти изображение оригинала ( ) t2sintf = . 




















=& , 0pRe > . 
6. Пользуясь свойством смещения, найти изображение оригинала ( ) t2cosetf t−= . 
Р еш е н и е . Так как 
4p





+=− & . 
7. Пользуясь свойством запаздывания, найти изображение оригинала  
( ) ( ) ( )21 1f t t tη= − − . 
Р еш е н и е . Для функции ( ) ( )21f t t tη=  (которая в таблице обозначается просто 2t ) 
имеем ( )1 32f t p=& . Поэтому по теореме запаздывания  
( ) ( )2 321 1 pt t e pη −− − =& . 




Рисунок 1. 3  
 



























С помощью единичной функции Хевисайда функцию ( )tf  можно записать следую-
щим образом: 
( ) ( ) ( ) ( )3 3( ) 3 3 4 9 4 9 6
2 2
f t t t t t t tη η η η⎛ ⎞ ⎛ ⎞= − − + − − − − − =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  








⎛ −+= ηηη . 
Для нахождения изображения этой функции представим ее в форме  ( ) ( ) ( ) ( ) ( ) ( )6t6t4t4tt3tf 21 −−+−−+= ηϕηϕη . 
Имеем  




3t3tf −−+−−−= ηηη . 
Так как  
( ) 21 p2
3t
2
3t −=−= &ϕ ,  
( ) 22 p2
3t
2
3t == &ϕ , 
то по теореме запаздывания и свойству линейности находим изображение  





3tf −− +−=& . 
9. Найти изображение оригинала ( ) tsintf =  (см. рисунок 1. 4). 
. 
 
Рисунок 1. 4  
 
Р еш е н и е . Имеем  
( )






sin | sin | | sin | [ ]
| sin( ) | ( ) sin
sin cos1 1








t t e dt t e dt t n x
n x e e dx e x e dx
e p x x e















= ⋅ = ⋅ = = + =
+ ⋅ = ⋅ =






(последний интеграл вычисляется двукратным интегрированием по частям как в при-
мере 4). 
 
10. Применяя свойство дифференцирования оригинала, найти изображение функций  
а) ( ) tsintf 2= ; б) ( ) t32ettf = . 
Р еш е н и е . а) пусть ( ) ( )pFtf =& . Тогда  
( ) ( ) ( )0fppFtf −=′ & . 
Но в нашем случае ( )0 0f = , и 
2
2( ) 2sin cos sin 2
4
f t t t t
p





2 =+ , 
откуда 
( ) ( )4pp 2pF 2 += . 
Значит, ( )4pp 2tsin 22 +=& . 
б) Из таблицы находим 
3p
1e t3 −=& . Применяя теорему о дифференцировании изо-
бражения, получаем теперь 







″⎛ ⎞= − =⎜ ⎟− −⎝ ⎠& . 
11. Найти изображение оригинала 
0
t
e dττ τ∫ . 
Р еш е н и е . Так как 
1p

















1de −=∫ ττ τ . 
12. Применяя теорему интегрирования изображения, найти изображение оригинала 
t
tsin . 
Р еш е н и е . Так как 
1p
1tsin 2 +=& , то по теореме интегрирования изображения 
2
sin arctg arctg arcctg
1 2pp
t dp p p p
t p
π∞ ∞= = = − =+∫& . 
13 Используя свертку, найти изображение оригинала  
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( ) ( )∫ −=
t
0
dett ττψ τ . 
Р еш е н и е . Оригинал ( )tψ  есть свертка оригиналов ( ) ttg =  и ( ) tetf = . По теореме 
о свертке  
( ) ( ) ( ) ( )2 2
1 1 1
1 1
t F p G p
p p p p
ψ = = ⋅ =− −& . 
 
1.4. Определение оригинала по изображению 
Для восстановления оригинала по заданному изображению в простейших случаях 
могут быть использованы таблицы преобразования Лапласа. Дополнительное примене-
ние свойств изображений позволяет существенно расширить возможности данного ме-
тода решения этой задачи. Кроме того, для восстановления оригинала по его изображе-
нию применяются формула Дюамеля, теоремы разложения и формулы обращения пре-
образования Лапласа, которые мы сейчас сформулируем. 
Формула Дюамеля. Пусть ( )tf1  и ( )tf2  – оригиналы, ( ) ( )pFtf 11 =& , '0spRe > , и 
( ) ( )pFtf 22 =& , ''0spRe > , причем ( )tf '2  также является оригиналом. Тогда имеет место 
равенство 




2121 ⋅+−⋅=⋅⋅ ∫ τττ& , 
где { }''0'0 s,smaxpRe > . 
   Те о р ема  1  ( 1 - я  те о р е м а  р а з л оже н и я ). Если функция ( )pF  в окрестно-





























= ⋅∑ , 0t >  
 является оригиналом, имеющим изображение ( )pF . 
Те о р ем а  2  ( 2 - я  те о р ем а  р а з л оже н и я ). Если ( ) ( )( )pQ
pPpF =  – рациональ-
ная правильная несократимая дробь, знаменатель которой ( )pQ  имеет лишь простые 
корни 1p , 2p , ... , np , то функция  










является оригиналом, имеющим изображение ( )pF . 
Видно, что коэффициенты kc , n,..,2,1k =  определяются как вычеты комплексной 












Вторую теорему разложения можно обобщить следующим образом. 
Те о р ем а  3  ( 3 - я  те о р ем а  р а з л оже н и я ).  Если ( ) ( )( )pQ
pPpF =  – рациональ-
ная правильная несократимая дробь, 1p , 2p , ... , np  – корни знаменателя ( )pQ , то 
оригинал ( )tf , соответствующий изображению ( )pF , определяется по формуле 
( ) ( )( ) == &pQ












Те о р ем а  4  (форм у л а  о б р ащ е н и я  Рима н а -Ме л л и н а ). Пусть функция ( )tf  является оригиналом и имеет показатель роста 0s , а ( )pF  – ее изображением. 
Тогда в любой точке t , где оригинал ( )tf  непрерывен, справедлива формула Римана-
Меллина 








1tf π , 
причем интегрирование производится вдоль любой прямой Rep=u (u>s0), a интеграл 
понимается в смысле главного значения. 
 Интеграл, стоящий в правой части этой формулы, как правило, вычисляется с 
помощью вычетов.  
 Отметим, что существуют и другие формулы обращения преобразования Лапла-
са. 
 
 Решение типовых примеров 







Р еше н и е . Поскольку  







2 =+ & , tcos1p
p
2 =+ & , 








22 +=+−⋅=+⋅+⋅ ∫ τττ& . 
2. По данному изображению ( ) ( )4pp 1pF 2 +=  найти оригинал ( )tf . 
Р еше н и е . Из таблицы изображений имеем t2sin
4p
2
2 =+ & . Используя свойства 
линейности и интегрирования оригинала, находим: 
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0 −=−= τ . 
3. Найти оригинал ( )tf , если ( )
1p
ppF 2 += . 



























⎛ −+−⋅= . 







=−+−=  при 0t ≥ . 
4. Найти оригинал, соответствующий изображению  
( ) ( )( )5p4p1pp 5pF 2 ++− −= . 
Р еш е н и е . Разлагаем ( )pF  на сумму простых дробей методом неопределенных ко-
эффициентов:  
( )( ) 5p4p DCp1pBpA5p4p1pp 5 22 ++ ++−+=++− − . 
Известным приемом находим коэффициенты: 
1A = ; 
2
1B −= ; 
2
1C −= ; 
2
3D = . 
Теперь с помощью таблиц получаем 
( )( ) =++ +⋅−−⋅−=++− − 5p4p 3p211p121p15p4p1pp 5 22  






















11 t2t2t −− −−−=& . 
5. Найти оригинал ( )tf  функции ( ) ( )( )4p1p 1ppF 2 ++ −= . 
Р еш е н и е . Функция ( )pF  есть правильная рациональная несократимая дробь. 
Корни знаменателя ( ) ( )( )4p1ppQ 2 ++=  есть 1p1 −= , i2p2 −= , i2p3 = . Это простые 































































то в итоге получим 













2 t +−−= − . 
6. Найти оригинал для изображения ( ) ( )22 1p ppF −= . 
Р еш е н и е . Функция ( )pF  имеет полюсы второго порядка 1p1 =  и 1p2 −= . 
Следовательно, по третьей теореме разложения 

















ppF &  































7. Найти оригинал ( )tf  функции ( ) 22ppF ω
ω
+=  по формуле обращения Римана-
Меллина. 
Р еш е н и е . Функция 22p ω
ω
+  имеет две особые точки – полюсы первого порядка 
ωip1 −=  и ωip2 = . Поэтому при 0u >  и 0t >  имеем по формуле обращения Римана-
Меллина (несобственный интеграл вычисляется с помощью вычетов; проверьте выпол-
нение условий соответствующей теоремы) 


























1.5. Применение операционного исчисления к решению линейных дифференци-
альных уравнений 
По с т а н о в к а  з а д а ч и : Требуется найти решение линейного дифференциального 
уравнения с постоянными коэффициентами 
( ) ( ) ( )tfya...yaya n1n1n0 =+++ − , 
удовлетворяющее начальным условиям (задача Коши) 
( ) 0c0y = , ( ) 1' c0y = , ... , ( )( ) 1n1n c0y −− = , 
где 0c , 1c , ... , 1nc −  – заданные числа, функция ( )ty  вместе с ее производными вплоть 
до n-го порядка и функция ( )tf  являются оригиналами. 
Пл а н  р еш е н и я . Пусть ( ) ( )pYty =& , ( ) ( )pFtf =& . Пользуясь свойствами диффе-
ренцирования оригинала и линейности, перейдем от оригиналов к изображениям: ( ) ( ) ++−−−+−−−− −−−−−− ...c...cpYpac...cpcpYpa 2n02n1n11n12n01nn0                                  ( ) FYacpYa n01n =+−+ − ,                                                                     (*) 
или  ( ) =+++ − Ya...papa n1n1n0  ( ) ( ) +++++++++= −−−−−− ...a...papaca...papac 2n3n12n011n2n11n00 Fac 01n ++ − . 
Положим  
( ) n1n1n0n a...papapQ +++= − ,  
( ) ( ) ( )++++++++= −−−−−−− 2n3n12n011n2n11n001n a...papaca...papacpR  
 01n ac... −++ . 





Полученная функция иногда называется операторным решением данной задачи Ко-
ши (а само уравнение (*)  операторным уравнением). Определяя оригинал ( )ty , соот-
ветствующий найденному изображению ( )pY , получаем искомое решение. 
Найденное решение ( )ty  во многих случаях оказывается справедливым при всех 
Rt ∈ , а не только при 0t ≥ . 
Отметим, что при нулевых начальных условиях решение операторного уравнения 
имеет особенно простой вид  





Решение типовых примеров 
1. Операционным методом решить уравнение 0y6yy '''''' =−−  при начальных ус-
ловиях ( ) 150y = , ( ) 20y' = , ( ) 560y '' = . 
Р еш е н и е . Пусть ( ) ( )pYty =& . Тогда  
( ) ( ) ( ) ( ) 15ppY0ypYpty −=−⋅=& , 
( ) ( ) ( ) ( ) ( ) 2p15pYp0y0yppYpty 2'2' −−=−⋅−⋅=& , 
( ) ( ) ( ) ( ) ( ) =′′−⋅−⋅−⋅= 0f0yp0yppFpty '23''' &  
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( ) 56p2p15pFp 23 −−−= . 
Подставляя это в дифференциальное уравнение , после преобразований получим  












По таблице оригиналов находим  
1
p
1 =& , t2e
2p
1 −=+ & , 
t3e
3p
1 =− & . 
Поэтому 
( ) t3t2 e4e56ty ++= − . 
2. Операционным методом решить задачу Коши tx4x =+′′ , ( ) 0x0x = , ( ) 1x0x =′  
Р еш е н и е . Пусть ( ) ( )pXtx =& .  
По свойству дифференцирования оригинала 
( ) ( ) 102 xpxpXptx −−=′′ & . 
Кроме того ( ) 21f t t p= =& . 
В результате приходим к уравнению 
( ) ( ) 2102 p
1pX4xpxpXp =+−− , 
откуда получаем  
( ) ( ) 4p x4ppx4pp 1pX 2 12 022 +++++= . 
Разложив изображение ( )pX  на простейшие дроби и используя таблицу изображе-
ний, находим решение задачи Коши 







1tx 10 ++−==& . 
3. Операционным методом решить задачу Коши  ( )tfx4x =+′′ , 





















Р еш е н и е . С помощью единичной функции Хевисайда запишем ( )tf  одним анали-
тическим выражением: ( ) ( ) ( ) ( ) ( ) ( ) ( ) =−−−−−+−−= 2tt241tt241tt2tt2tf ηηηη  
( ) ( ) ( ) ( ) ( )2t2t21t1t4tt2 −−+−−−= ηηη . 
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Применяя формулу  
( ) ( )pFetf pττ −=− & , 
получим  
( ) ( )p2p2p22p22 ee21p2ep2ep4p2tf −−−− +−=+−=& . 
Полагая ( ) ( )pXtx =&  и учитывая начальные условия, получим  
( ) ( )pXptx 2=′′ &  
Переходя в исходном уравнении к изображениям, имеем 
( ) ( ) ( )p2p22 ee21p2pX4pXp −− +−=+ , 
откуда 














































1 ηηηη&  




1 −−−−−+ ηη . 
Преобразуя, окончательно получаем  










ttx ηη  






⎛ −−−+ η . 
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II ВАРИАЦИОННОЕ ИСЧИСЛЕНИЕ 
 
В курсе математического анализа рассматривались задачи отыскания экстрему-
мов дифференцируемых функций одного или нескольких действительных переменных. 
В то же время в математике и механике нередко возникают задачи, приводящие к необ-
ходимости нахождения максимальных или минимальных значений переменных вели-
чин, которые сами определены на некотором множестве функций. Такие величины по-
лучили название функционалов. 
Итак, пусть Х  некоторое множество функций. Функционалом, определенным на 
Х, называется отображение  
:f X →R. 
Примеры функционалов (ниже C[a,b] обозначает множество всех непрерывных 
функций, определенных на отрезке [a,b], а C1[a,b]  множество всех дифференцируемых 









( ) ( ) 1 ' ( )f x x t x t dt
−
= +∫ , X={ x∈C1[-1,1]| x(-1)=r, x(1)=r}. 
К нахождению экстремума последнего функционала сводится задача отыскания по-
верхности вращения наименьшей площади, натянутой на две окружности радиуса r с 
общей осью (такие поверхности называются минимальными; их моделями являются 
мыльные пленки, натянутые на данный проволочный контур).  
Вариационное исчисление представляет собой такое обобщение классического 
анализа, которое дает возможность решать подобные экстремальные задачи. 
 Говоря приблизительно, функционал f  достигает на функции 0x  локального 
максимума (минимума), если его значение )x(f  на любой функции х, достаточно 
близкой к 0x , не больше (не меньше), чем f(x0).  
Более точно, говорят, что функционал f , определенный на множестве 
Х [ , ]C a b⊂ , достигает на функции 0x  из Х сильного локального максимума (сильного ло-
кального минимума), если для всех функций x  из Х, удовлетворяющих при всех 
[ , ]t a b∈  и некотором положительном ε неравенству 0( ) ( )x t x t ε− < , имеем 
0( ) ( )f x f x≤  (соответственно 0( ) ( )f x f x≥ ). 
Если же Х 1[ , ]C a b⊂  и 0( ) ( )f x f x≤  (соответственно 0( ) ( )f x f x≥ ), как только  
при всех [ , ]t a b∈  выполняются два неравенства 0( ) ( ) ,x t x t ε′ ′− <  1( ) ( )x t x t ε− < , то го-
ворят, что функционал f  достигает на функции 0x  слабого локального максимума (со-
ответственно слабого локального минимума). 
 Максимумы и минимумы (сильные и слабые) функционала f  называют локаль-
ными экстремумами.  







 Простейшая задача вариационного исчисления.  
 Пусть ( , , ')F t x x   непрерывная функция трех переменных. Простейшая задача 
вариационного исчисления состоит в том, чтобы среди всех функций )t(x , имеющих 
непрерывную производную и удовлетворяющих граничным условиям  
                                                         00 x)t(x = , 11 x)t(x = ,                                      (1) 
найти ту, которая доставляет слабый локальный экстремум функционалу 
1
0
( ) ( , ( ), '( )) .
t
t
f x F t x t x t dt= ∫                                                            (2) 
 
Другими словами, простейшая задача вариационного исчисления состоит в отыскании 
слабого локального экстремума функционала вида (2) на множестве всех гладких кри-
вых, соединяющих две заданные точки )x,t(P 000  и )x,t(P 111 . Формально это записы-
вается следующим образом: 
1
0
0 0 1 1( ) ( , ( ), '( )) , ( ) , ( ) . (3)
t
t
f x F t x t x t dt extr x t x x t x= → = =∫  
 
 Теорема 1. Пусть функция трех переменных ( , , ')F t x x  имеет непрерывные ча-
стные производные по всем аргументам до второго порядка включительно. Для того 
чтобы функционал (2), определенный на множестве Х функций )t(xx = , имеющих не-
прерывную первую производную и удовлетворяющих граничным условиям (1), дости-
гал на данной функции )t(xx = экстремума, необходимо, чтобы эта функция удовле-
творяла уравнению Эйлера  
                                             
'( , ( ), '( )) ( , ( ), '( )) 0.x x
dF t x t x t F t x t x t
dt
− =                               
(4) 
 Решения уравнения Эйлера называются экстремалями функционала f. Уравне-
ние (4) является дифференциальным уравнением второго порядка, так что его общее 
решение должно зависеть от двух произвольных постоянных. Значения этих постоян-
ных определяют из граничных условий (1). 
 Имеются и другие необходимые условия локального экстремума в задаче (3), 
например, следующее условие Лежандра. 
 Теорема 2. Пусть функция ( , , ')F t x x  имеет непрерывные частные производные 
вплоть до третьего порядка включительно. Если функция х0, имеющая непрерывные 
частные производные вплоть до второго порядка включительно, доставляет слабый 
минимум в задаче (3), то она является экстремалью, и  
                                                       '0 0( , ( ), ( )) 0x xF t x t x t′ ′ ≥ .                                                       (5) 
Для слабого максимума знак неравенства меняется на противоположный. 
 Если в (5) имеет место строгое неравенство, то говорят, что выполняется усилен-
ное условие Лежандра (для минимума). 
Правила решения простейшей задачи вариационного исчисления. 
1). Формализовать задачу, т. е. привести ее к виду (3) (если это еще не сделано). 
2). Записать необходимое условие – уравнение Эйлера. 
3). Найти допустимые экстремали, т.е. решения уравнения Эйлера, удовлетворяющие 
граничным условиям. 
4). Доказать, что решением является одна из допустимых экстремалей, или показать, 
что решения нет (если этого требует условие задачи). 
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 Отметим, что краевая задача  
                                         
'
0 0 1 1
( , ( ), '( )) ( , ( ), '( )) 0
( ) ; ( )
x x
dF t x t x t F t x t x t
dt
x t x x t x
⎧ − =⎪⎨⎪ = =⎩
                      
не всегда имеет решение, а если решение существует, то оно может быть не единствен-
ным (см. примеры ниже). 
 
  
Решение типовых примеров 
1. На каких гладких кривых, удовлетворяющих условиям (1) 0, (2) 1x x= = − , может 




( ) ( ' 2 )f x x tx dt= −∫ ? 
Решение. У нас 2( , , ') ' 2 .F t x x x tx= −  Уравнение Эйлера имеет вид 0t''x =+ , или 





tx ++−= . 













из которой находим C1=1/6, C2=0.
     
Следовательно, экстремум может достигаться лишь на кривой )t1(
6
t)t(x 2−= , кото-
рая является единственной экстремалью данного функционала. 
2. Найти экстремали функционала  
3
1
( ) (3 )f x t x xdt= −∫ , 
удовлетворяющие граничным условиям 1)1(x = , (3) 4,5x = .  
Решение. Здесь ( , , ') (3 )F t x x t x x= − . Уравнение Эйлера имеет вид 0x2t3 =− , 
откуда t
2
3)t(x = . Так как экстремаль t
2
3x =  не удовлетворяет условию 1)1(x = , то 
данная вариационная задача решения не имеет.  




22 dt)x'x()x(f , 
удовлетворяющие граничным условиям (0) 1x = , 1)2(x =π . Выполняется ли для них 
условие Лежандра? 
Решение. В этом примере '2 2( , , ')F t x x x x= − . Уравнение Эйлера имеет вид 
0x''x =+  и общее решение tsinCtcosC)t(x 21 +=  (почему?). Используя граничные 
условия, получаем, что 1C1 = , а 2C  - любое число (проверьте). Значит 
( ) cos sinx t t C t= + , где С  - произвольная постоянная. Таким образом, поставленная ва-
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риационная задача имеет бесчисленное множество экстремалей. Так как 2 0x xF ′ ′ = > , то 
все экстремали удовлетворяют усиленному условию Лежандра для минимума. 
4. Найти экстремали следующих функционалов в классе дифференцируемых 
функций с непрерывной производной [ ]10 t;t , удовлетворяющих условиям 00 x)t(x = , 






2 dt)tx2'x()x(f , 1)1(x,1)1(x =−=− ; 
 2) ∫ +=
1
0
22 dt)x4'x()x(f , 1)1(x,e)0(x 2 == . 
Решение. 1) 2( , , ') ' 2F t x x x tx= − . Уравнение Эйлера имеет вид: 
0'x2
dt
dt2 =−− ,  




tx ++−=  - общее решение этого уравнения. Исходя из 
















7C1 = , 0C2 = , и искомая экстремаль есть 2( ) (7 ).6
tx t t= −  
2) 2 2( , , ') ' 4F t x x x x= + . 
Запишем уравнение Эйлера: 0'x2
dt
dx8 =−  или 0x4''x =− . 
Находим экстремали: характеристическое уравнение 042 =−λ  имеет корни 2±=λ , а 
потому общее решение уравнения есть t22
t2
1 eCeC)t(x
−+= . Найдем произвольные 







C e C e−
⎧ + =⎨ + =⎩
; 
откуда 0C1 = , 22 eC = . Итак, искомая экстремаль есть )t1(2e)t(x −= . 
 Хотя выше мы не привели ни одного достаточного условия экстремума в задаче 
(3), иногда исследовать найденную экстремаль на экстремум удается прямым вычисле-
нием. 




( ) ( ' ' )f x tx x dt extr= + →∫ , 0)0(x = , (1) 1.x =  
Решение. У нас 2( , , ') ' 'F t x x tx x= + . Уравнение Эйлера имеет вид  
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( 2 ') 0,d t x
dt
+ =  
или 1''
2
x = − . Интегрируя уравнение Эйлера, находим экстремали 2 1 21( ) 4x t t C t C= − + + . 














5C1 = , 0C2 = . Значит, искомая допустимая экстремаль есть 20 5 1( ) 4 4x t t t= − .  
Проверим, реализует ли данная экстремаль экстремум в задаче, и какой. Для этого вы-
берем функцию 1[0,1],h C∈  удовлетворяющую нулевым граничным условиям 
(1) (0) 0h h= = , и рассмотрим значение функционала на функции 0x x h= +  (очевидно, 














5 5( ) ( ) ( ( ') ( ') )
4 2 4 2
5 25 5 5( ' ' ' ')
4 2 16 4 4 2
15 25 5 5( ) ( ) ' ( ) ' ( ).
04 2 16 4 4 2
t tf x f x h t h h dt
t tt h t h t h th dt
t tt t dt h t h dt f x h dt f x
= + = − + + − + =
= − + + + + − + − =









III ЧИСЛЕННЫЕ МЕТОДЫ 
 
В приложениях часто возникают задачи, либо не допускающие точного («аналитиче-
ского») решения, либо такое решение у них существует, но является очень сложным и 
громоздким. В то же время, точное решение, как правило, для нужд практики и не тре-
буется,  достаточно знать приближенное решение с точностью, определяемой точно-
стью исходных данных. Раздел математики, занимающийся отысканием таких реше-
ний, называется численным анализом, а его методы  численными методами. Ниже мы 
изложим некоторые из этих методов и дадим примеры их применения к конкретным 
задачам. 
  
 Метод простой итерации (последовательных приближений) решения уравне-
ний 
Пусть f  функция одного действительного переменного, определенная на промежут-
ке I.  Уравнение  
                                                                   f(x) = 0                                                         
(1) 
может быть многими способами приведено к виду 
                                                                    ( )x xϕ=                                                         
(2) 
(например, можно взять ( ) ( ), 0x x f xϕ α α= + ≠ ). Метод простой итерации (другие 
названия: метод итерации, метод последовательных приближений) решения уравне-
ния (2) состоит в том, что выбирается некоторое число 0x  из области определения 
функции ϕ , а затем строится последовательность ( )nx  действительных чисел по пра-
вилу 
                                                                  1 ( ).n nx xϕ+ =                                                      
(3) 
Говорят, что функция ϕ  удовлетворяет условию Липшица на промежутке I, если для 
некоторой константы L (называемой константой Липшица) при всех ', "x x I∈  выпол-
няется неравенство 
( ') ( '') ' "x x L x xϕ ϕ− ≤ − . 
Теорема 1. Пусть на некотором промежутке I (содержащем 0x ), функция ϕ  удовле-
творяет условию Липшица и отображает I в себя. Если константа Липшица 1L < , то 
 1) уравнение (2) имеет единственный корень *x I∈ ; 





Lx x x x
L
− ≤ −− . 
 Как следует из теоремы Лагранжа о конечном приращении, если ϕ  имеет на I 
непрерывную производную, причем ( )x Lϕ′ ≤  для некоторой константы L, то ϕ  удов-
летворяет на нем условию Липшица, и L есть константа Липшица. 
 
Существуют и другие методы приближенного решения уравнения (1), из которых 




Метод касательных (Ньютона) решения уравнений 
Этот метод предполагает предварительное отделение корней уравнения (1), т.е. раз-
биение промежутка I на части, каждая из которых содержит ровно один корень уравне-
ния. Здесь часто помогают аналитические и графические методы. Например, если на 
отрезке [a,b] функция f строго монотонна и принимает на его концах значения разных 
знаков, то на этом отрезке заведомо существует ровно один корень уравнения (1). 
Далее мы будем предполагать, что функция f имеет непрерывную вторую производ-
ную на отрезке [a,b], и на этом отрезке имеет место один из следующих четырех случа-
ев (сделайте соответствующие рисунки): 
(I) ( ) 0, ( ) 0f x f x′ ′′> > ; 
(II) ( ) 0, ( ) 0f x f x′ ′′< > ; 
(III) ( ) 0, ( ) 0f x f x′ ′′> < ; 
(IV) ( ) 0, ( ) 0f x f x′ ′′< <  
(в случае, когда f есть многочлен, этого всегда можно добиться за счет уменьшения от-
резка [a,b]).  
Метод Ньютона (касательных) отыскания корня функции f на отрезке [a,b] состоит 
в том, что в качестве нулевого приближения х0 выбирается тот из концов отрезка, на 
котором 0 0( ) ( ) 0f x f x′′ > , а затем последовательно вычисляются приближения по фор-
муле 








= − ′ .                                                     (4) 
При этом в случаях (I) и (IV) получается убывающая последовательность, сходящая-
ся к корню х* уравнения (1), а в случаях (II) и (III)  возрастающая. Геометрический 
смысл метода в том, что 1nx +  есть точка пересечения с осью абсцисс касательной к гра-
фику функции f, проведенной в точке с абсциссой nx  (сделайте соответствующий чер-
теж в каждом из случаев (I)  (IV)).  
Для оценки абсолютной погрешности метода используется формула 













′= , а также формула 
                                                       
2
1 2n n
Mx x x x
m
∗ ∗







′′= .  
 Неравенство (6) выполняет еще одну функцию. Если точность вычисления nx  
уже оценена (например, по формуле (5)), то оно позволяет оценить точность еще невы-
численного значения 1nx + . Это полезно знать при решении вопроса, на каком знаке це-
лесообразно его округлить. Отметим, что в промежуточных вычислениях округленное 
nx  должно располагаться с той же стороны от корня, что и х0. 
 
Перейдем к приближенному вычислению определенных интегралов. Из всего мно-






Метод трапеций приближенного вычисления определенных интегралов 
Пусть f  непрерывная функция на отрезке [a,b]. Для вычисления определенного ин-
теграла от этой функции по методу трапеций разобьем [a,b] на n равных частей длины 
h=(b-a)/n точками xi=a+ih (x0=a, xn=b) и положим для краткости yi = f(xi). Формула 
трапеций имеет вид 





y yf x dx h y y −
+≈ + + +∫ L .                                     (7) 
Геометрический смысл этой формулы состоит в том, что график данной функции 
заменяется ломаной с вершинами в точках (xi,yi). Абсолютная погрешность формулы 
(7) может быть оценена следующим образом. 
Теорема 2. Пусть функция f имеет непрерывную вторую производную на отрезке 
[a,b], причем на этом отрезке ( )f x M′′ ≤ . Тогда для абсолютной погрешности форму-
лы (7) справедлива оценка 







−∆ ≤                                                           (8) 
 
Метод Симпсона приближенного вычисления определенных интегралов 
Сохраним те же обозначения, что и в методе трапеций и, кроме того, положим      
xi+1/2=(xi+xi+1)/2, yi+1/2=f(xi+1/2). Формула Симпсона имеет вид 
                  0 1 1 1/ 2 1/ 2





f x dx h y y y y y y− −≈ + + + + + + +∫ L L .                        
(9) 
Абсолютная погрешность формулы (9) может быть оценена следующим образом. 
Теорема 3. Пусть функция f  имеет непрерывную четвертую производную на отрезке 
[a,b], причем на этом отрезке (4) ( )f x M≤ . Тогда для абсолютной погрешности форму-
лы (8) справедлива оценка 







−∆ ≤ .                                                       
(10) 
 
Метод Рунге-Кутта приближенного решения задачи Коши 
Рассмотрим задачу Коши для обыкновенного дифференциального уравнения перво-
го порядка, разрешенного относительно производной 
                                                
0 0 0 0
( , ),
( ) , [ ; ].
y f x y
y x y x x x T
′ =
= ∈ +                                                    
(11) 
Для численного решения этой задачи методом Рунге-Кутта выбирается шаг h=T/n 
(n – натуральное число) и вводится сетка с этим шагом на отрезке [x0, x0+T] 
0 ( 0, , )kx x kh k n= + = K . 
Приближенные значения решения задачи (11) в точках xk обозначаются уk. Мы изло-
жим один из вариантов метода, так называемый «счет-пересчет», имеющий второй по-
рядок точности (это означает, что найденные значения решения являются точными при 
f(x,y)=x2). При этом подходе сначала считается промежуточное значение уk* по форму-
ле  
                                                    ( , )
2k k k k
hy y f x y∗ = + ,                                                    (12) 
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а затем приближенное значение решения в точке xk+1 по формуле 
                                        *1 ( , ) ( 0,1, , 1)2k k k k
hy y hf x y k n+ = + + = −K .                                  (13) 
Таким образом мы последовательно находим у1, у2,…, уn.  
Следует отметить, что на практике чаще всего используется метод Рунге-Кутта чет-
вертого порядка точности (повышение точности достигается за счет усложнения мето-
да, см., например, [6]), на котором мы здесь не останавливаемся. 
 
Решение типовых примеров 
1. Методом простой итерации (последовательных приближений) найти решение 
уравнения 
 
2 1xxe =  
с точностью до 102. В решении указать все найденные приближения x0, x1, …. 
Решение. Ясно, что данное уравнение не имеет отрицательных корней, поэтому бу-
дем решать его на промежутке I = [0,∞ ). Запишем уравнение в виде (2): 
0.5 xx e−= . 
Поскольку здесь функция ( )xϕ = 0.5 xe−  отображает промежуток [0,∞ ) в себя, и на этом 
промежутке ( ) 0.5xϕ′ ≤ , то условия теоремы 1 выполнены с константой Липшица 
L=0.5. В качестве нулевого приближения выберем 0 0x =  и найдем 1 0( ) 0.5x xϕ= = . 
Число n итераций, необходимых для достижения точности (т.е. абсолютной погрешно-





− <−  
при L=0.5, 0 0x = , 1 0.5x = . Легко видеть, что наименьшее (натуральное) решение этого 
неравенства есть n = 7. Теперь по формуле (3) (с помощью калькулятора или компью-
тера) последовательно вычисляем приближения x2, …, x7 (вычисления ведем с тремя 
десятичными знаками после запятой), число x7 и будет искомым приближенным реше-
нием. Результаты вычислений заносим в таблицу. 
 
x0 x1 x2 x3 x4 x5 x6 x7 
0.000 0.500 0.303 0.369 0.346 0.354 0.351 0.352 
 
Таким образом, 0.35x ≈  c точностью до 102. 
2. Методом Ньютона вычислить с точностью до 102 положительный корень урав-
нения  
3 22 4 7 0x x x− − − = . 
Решение. Исследуя с помощью производной функцию 3 2( ) 2 4 7f x x x x= − − − , легко 
получить (проверьте), что она убывает на интервале ( 2 / 3,2)−  и возрастает на проме-
жутках, смежных к этому интервалу. Кроме того, эта функция имеет в точке -2/3 ло-
кальный максимум, равный ( 2 / 3)f − = -5.5185, а в точке 2  локальный минимум, рав-
ный -15. Следовательно, данное уравнение имеет единственный действительный ко-
рень, и он расположен на промежутке (2, )∞ . Сузим этот промежуток. Так как 
(3) 10 0, (4) 9 0f f= − < = > , то искомый корень лежит на интервале (3,4). На этом про-
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межутке 2( ) 3 4 4 0, ( ) 6 4 0f x x x f x x′ ′′= − − > = − > , т.е. имеем случай (I). Поэтому x0 = 4. 






= − =′  






∗− < = ≈ , 







= − =′  
 




x x∗− < <  
Поэтому 3.63x∗ ≈  с требуемой точностью. 
 
3. Методом Ньютона вычислить с точностью до 1010 положительный корень урав-
нения  
3 2 5 0x x− − = . 
Решение. Как и в предыдущем примере, легко показать с помощью производной, 
что данное уравнение имеет единственный действительный корень, и он расположен на 
промежутке ( 2 / 3, )∞ , причем функция 3( ) 2 5f x x x= − −  на этом промежутке возрас-
тает. Так как заданная точность вычислений весьма высока, постараемся как можно 
больше сузить промежуток, содержащий искомый корень. Поскольку f(2)=-1<0, 
f(2.1)=0.061>0, то этот корень расположен на интервале (2,2.1). На этом интервале 
2( ) 3 2 0, ( ) 6 0f x x f x x′ ′′= − > = > , т.е. снова имеем случай (I), а потому x0 = 2.1. Легко 
подсчитать, что 10, 12.6m M= < , так что M/2m<0.63. По формуле (5) 
0 0.061/10 0.0061.x x
∗− < =  Теперь, пользуясь равенством (6), мы заранее подсчитываем 
погрешность х1: 21 0.63 (0.0061) 0.000024.x x






= − = −′  
округляем в сторону корня, т.е. по недостатку, на пятом знаке: х1=2.09456. Так как 





x x∗− < <  
Теперь по (6)  
2
2 0.63 0.00001 0.000000000063.x x
∗− < ⋅ =  




x = − =  
Отличается от искомого корня меньше, чем на 10-10. Следовательно, 2 2.0945514815x =  
с требуемой точностью. 
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Решение. Для определения числа n воспользуемся формулой (8). Поскольку для 
подинтегральной функции 2 1( ) (1 )f x x −= +  имеем 2 2 2( ) 2(3 1)(1 )f x x x −′′ = − + , легко дока-
зать, что можно взять М=2 (проверьте). Теперь по формуле (8) получаем следующее 
неравенство для нахождения n: 2/(12 n2)<10-3, которому удовлетворяет значение n =10. 
Следовательно, h=1/10, xi=i/10. Вычисляем yi = f(xi) c четырьмя знаками после запятой 
(например, с помощью калькулятора) и найденные значения заносим в таблицу: 
 
y0 y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 
1.0000 0.9901 0.9615 0.9174 0.8621 0.8000 0.7353 0.6711 0.6098 0.5525 0.5000 
 








≈+∫  с заданной точностью. 
 5. По формуле Симпсона с точностью до 10-4 вычислить интеграл 
21
0
xe dx−∫ . 
Решение. Для определения числа n воспользуемся формулой (10). Непосредст-
венно вычислив четвертую производную подинтегральной функции, легко получаем, 
что М=12 (проверьте), поэтому 412 /180(2 )n n∆ ≤ . Достаточно взять n = 5, поскольку 
5
5 0.7 10
−∆ < ⋅ . Таким образом, h=1/5. Вычисляем нужные значения функции с пятью 
знаками после запятой, результаты заносим в таблицу: 
 
y0 y1 y2 y3 y4 y5 
1.00000 0.96079 0.85214 0.69768 0.52729 0.36788 
 
y1/2 y3/2 y5/2 y7/2 y9/2 
0.99005 0.91393 0.77680 0.61263 0.44486
 
Подставляя теперь найденные значения в формулу (9) и округляя до четырех 
знаков после запятой, получаем с заданной точностью 
21
0
0.7468.xe dx− ≈∫  
 
.           6. Используя метод Рунге-Кутта 2-го порядка точности с шагом h=1, составить 
таблицу приближенного решения задачи Коши на указанном отрезке. Вычисления вес-
ти с тремя десятичными знаками после запятой. 
, (0) 0, [0,5]y x y y x′ = + = ∈ . 















0 0.5(0 0) 0,
0 1(0 0.5 0) 0.5,
0.5 0.5(1 0.5) 1.354,
0.5 1(1 0.5 1.354) 2.163,
2.163 0.5(2 2.163) 3.898,
2.163 1(2 0.5 3.898) 6.637,
6.637 0.5(3 6.637) 9.425,









= + + =
= + + + =
= + + =
= + + + =
= + + =
= + + + =
= + + =




13.207 0.5(4 13.207) 17.024,





= + + =
= + + + =
 
 
Полученные значения заносим в таблицу 
 
хк 0 1 2 3 4 5 
ук 0 0.500 2.163 6.637 13.207 21.833 
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КОНТРОЛЬНАЯ РАБОТА № 4 
по высшей математике 
для студентов специальности АСОИ и У заочного факультета 
 
1. Пользуясь определением, вычислить преобразование Лапласа следующей функ-
ции-оригинала f(t): 
 
1) tte 3− ; 2) )12cos( +t ; 3) );31sin( t−  4) tet 2+ ; 5) tet 2 ; 6) shtt 2− ; 7) chtt +5 ;  




2. Операционным методом решить задачу Коши  
 
.)0(,)0(),( 10 yyyytfbyay =′==+′+′′  
 
вариант a b f (t) y0 y1 
1 0 16 17e-t 2 7 
2 -2 5 16e3t 3 1 
3 -2 1 32e5t 0 2 
4 -10 25 5(1+5t) 1 2 
5 -3 2 2(3-2t) 0 1 
6 0 9 5cos2t -1 1 
7 2 1 9e2t 0 2 
8 -3 0 cost 0 0 
9 -3 -4 17sint 4 0 
10 0 -1 2(1-t) 0 1 
 









в классе непрерывно дифференцируемых функций на отрезке [t0,t1], удовлетворяющих 
условиям x(t0)=x0, x(t1)=x1, и проверить для найденных экстремалей выполнение усло-
вия Лежандра (для максимума или минимума). 
 
вариант t0 t1 a b c d x0 x1 
1 0 1 1 0 1 2et 0,5 e 
2 -1 0 -1 0 0 12t 1 0 
3 1 2 1 2x 1 0 1 e 
4 1 e t x 0 0 0 1 
5 0 π  1 0 -1 4cost 0 0 
6 0 2π  1 0 -1 0 1 1 
7 0 π /4 1 0 -1 0 1 2 /2
8 1 2 t2 1 0 0 3 1 
9 0 1 -1 0 0 1 0 0 
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10 0 1 1 0 0 t 0 0 





с точностью до 10m , приняв в качестве нулевого приближения число 0 0x = . В ре-
шении указать все найденные приближения x0, x1, …. Промежуточные вычисления 
проводить с m+1 десятичными знаками после запятой. 
 
вариант a b c k d m 
1 2 1 0 1 6π  2 
2 5 -1 π /2 -1 10π  3 
3 4 -1 π /2 -2 2π  3 
4 2 1 π /2 -1/2 4π  2 
5 7 1 π  -2 7π  3 
6 6 1 π  2 -6π  3 
7 -3 -1 0 2 9π  2 
8 -4 1 -π  1 8π  3 
9 3 -1 -π /2 1/2 -6π  2 
10 -5 1 π /2 1 -10π  3 
 
5. Локализовать положительный корень уравнения 
 
023 =+++ cbxaxx  
 
аналитически и вычислить его методом касательных (Ньютона) с точностью до 10–3. 
В решении указать все найденные приближения x0, x1, х2,…. 
 
вариант a b c 
1 3 4 -4 
2 5 1 -2 
3 4 2 -1 
4 3 5 -3 
5 2 2 -3 
6 1 2 -1 
7 1 1 -2 
8 3 1 -3 
9 2 1 -2 
10 4 1 -3 
 
6. Вычислить интеграл ∫b
a
dxxf )(  с точностью до 103 а) по квадратурной формуле 
трапеций, б) по квадратурной формуле Симпсона. В решении указать найденные 





вариант f(x) a b 
1 (1 )x x+  0 1 
2 )1(1 x+  0 1 
3 xxe  0 1 
4 1 x+  0 1 
5 1 (1 2 )x+  0 2 
6 ln x  1 2 
7 x2sin  0 π  
8 x2ln  1 4 
9 xsin1+  0 2/π  
10 xxe−2  0 1 
 
7. Используя метод Рунге-Кутта 2-го порядка точности с шагом h=0.1, составить табли-
цу приближенного решения задачи Коши на указанном отрезке. Вычисления вести с 
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