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Abstract
We generalize the character formulas for multiplicities of irreducible constituents from group theory to
semigroup theory using Rota’s theory of Möbius inversion. The technique works for a large class of semi-
groups including: inverse semigroups, semigroups with commuting idempotents, idempotent semigroups
and semigroups with basic algebras. Using these tools we are able to give a complete description of the
spectra of random walks on finite semigroups admitting a faithful representation by upper triangular matri-
ces over the complex numbers. These include the random walks on chambers of hyperplane arrangements
studied by Bidigare, Hanlon, Rockmore, Brown and Diaconis. Applications are also given to decomposing
tensor powers and exterior products of rook matrix representations of inverse semigroups, generalizing and
simplifying earlier results of Solomon for the rook monoid.
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1. Introduction
Group representation theory has been crucial in so many areas of mathematics that there is
essentially no need to speak further of its successes. The same is not the case for semigroup
representation theory at the present time. This is beginning to change, in a large part due to work
of Brown [9,10] and Bidigare et al. [8] who found applications to random walks and connections
with Solomon’s descent algebra. Solomon, himself, has also found interest in representations
of semigroups, in particular inverse semigroups, for the purposes of algebraic combinatorics
and representation theory of the symmetric group [47,48]. Putcha has applied semigroup rep-
resentation theory to finding weights for finite groups of Lie type [34] and has explored other
connections with modern representation theory [31,33]. Recently, Aguiar and Rosas [2] have
used the inverse monoid of uniform block permutations to study Malvenuto and Reutenauer’s
Hopf algebra of permutations and the Hopf algebra of non-commutative symmetric functions.
Representations of infinite inverse semigroups on Hilbert spaces have received a lot of attention
in the C∗-algebra community, see the book of Paterson [28] for more details. This author has
been trying over the past couple of years to apply semigroup representations to finite semigroup
theory and to automata theory [4,5].
One of the great successes of group representation theory is character theory. Thanks to
Maschke’s theorem and the orthogonality relations and their consequences, much of group repre-
sentation theory boils down to the combinatorics of characters and character sums [45]. Despite
intensive work in the fifties and sixties on representations of finite semigroups [11,22–26,39],
culminating in the reduction of calculating irreducible representations to group representation
theory and combinatorics in matrix algebras over group rings, very few results on characters and
how to calculate multiplicities of irreducible constituents have been obtained until now. This is,
of course, complicated by the fact that semigroup algebras are almost never semisimple. But
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formulas seem to exist in the literature.
There are three notable exceptions. First there are Munn’s results on characters of the sym-
metric inverse monoid (also known as the rook monoid) [26]. These results were extended by
Solomon, who obtained multiplicity formulas for irreducible constituents using combinatorics
associated to partitions, Ferrer’s diagrams, symmetric functions and symmetric groups [48]. Then
there is Putcha’s work on the characters of the full transformation semigroup [31] and his work
on monoid quivers [33], in which he develops multiplicity formulas for certain representations.
In particular he obtained a formula in terms of the Möbius function on the J -order for multi-
plicities of irreducible constituents for representations of idempotent semigroups acting on their
left ideals. This same formula, in the special case of a minimal left ideal, was obtained inde-
pendently by Brown [9,10] and made much more famous because the formulas were applied to
random walks on chambers of hyperplane arrangements and to other Markov chains to obtain
absolutely amazing results! Also Brown’s work, based on the work of Bidigare et al. [8] for hy-
perplane face semigroups, developed the theory from scratch, making it accessible to the general
public. Putcha’s work, however goes much deeper from the representation theoretic point-of-
view: he shows that regular semigroups have quasi-hereditary algebras and he calculates the
blocks in terms of character formulas [33].
In our previous paper [50], we showed how Solomon’s [46] approach to the semigroup al-
gebra of a semilattice, that is an idempotent inverse semigroup, via the Möbius algebra can be
extended to inverse semigroups via the groupoid algebra. This allowed us to obtain an explicit
decomposition of the algebra of an inverse semigroup into a direct sum of matrix algebras over
algebras of maximal subgroups. Also we were able to explicitly determine the central primitive
idempotents of the semigroup algebra in terms of character sums and the Möbius function of the
inverse semigroup.
In this paper we use the above decomposition to give a character formula for multiplicities of
irreducible constituents in representations of inverse semigroups. In particular, we recover and
greatly generalize Solomon’s results [48] for the symmetric inverse monoid concerning decom-
positions of tensor and exterior powers of rook matrix representations. Moreover, we obtain the
results in a more elementary fashion.
We also give character theoretic proofs of the description of the decomposition of partial
permutation representations into irreducible constituents (this last result can also be obtained by
the classical semigroup techniques [11,39], with greater effort).
Just as the irreducible representations of idempotent semigroups correspond to irreducible
representations of semilattices (this has been known to semigroup theorists since [11,24,25,39]
and has recently been popularized by Brown [10]), there is a large class of semigroups whose
irreducible representations essentially factor through inverse semigroups; this includes all finite
semigroups with basic algebras. Our results therefore extend to this domain, and in particular we
recover the case of idempotent semigroups [9,10,33] and semigroups with basic algebras [50]. In
the process we calculate an explicit basis for the radical of the semigroup algebra of a finite semi-
group with commuting idempotents as well as identifying the semisimple quotient as a certain
retract.
Our aim is to make this paper accessible to people interested in algebraic combinatorics,
semigroups and representation theory and so we shall try to keep specialized semigroup notions
to a minimum. In particular, we shall try to prove most results from [11] that we need, or re-
fer to [4], where many results that we need are proved in a less semigroup theoretic language
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semigroup case our methods handle things from scratch.
The paper is organized as follows. We begin with a brief introduction to inverse semigroups.
This is followed by a review of Rota’s theory of incidence algebras and Möbius inversion. The
results of our first paper [50] are then summarized. The main argument of [50] is proved in a
simpler (and at the same time more complete) manner. The following section gives the gen-
eral formula for inverse semigroup intertwining numbers. To demonstrate the versatility of our
formula, we compute several examples involving tensor and exterior products of rook matrix
representations. We then compare our method for computing multiplicities to Solomon’s method
(properly generalized) via character tables. Finally we explain how to use the inverse semigroup
results to handle more general semigroups. This last section will be more demanding of the
reader in terms of semigroup theoretic background, but most of the necessary background can
be found in [4,11,18,38]. In this last section, we also finish the work begun in [50] on analyzing
random walks on triangularizable semigroups. In that paper, we calculated the eigenvalues, but
were unable to determine multiplicities under the most general assumptions. In this paper we can
handle the general case.
Herein we adopt the convention that all transformation groups and semigroups act on the right
of sets. We also consider only right modules.
2. Inverse semigroups
Inverse semigroups capture partial symmetry in much the same way that groups capture sym-
metry; see Lawson’s book [20] for more on this viewpoint and the abstract theory of inverse
semigroups.
2.1. Definition and basic properties
Let X be a set. We shall denote by SX the symmetric group on X. If n is a natural number,
we shall set [n] = {1, . . . , n}. The symmetric group on [n] will be denoted by Sn, as usual. What
is a partial permutation? An example of a partial permutation of the set {1,2,3,4} is
σ =
(
1 2 3 4
− 3 − 1
)
.
The domain of σ is {2,4} and the range of σ is {1,3}. More formally a partial permutation of a
set X is a bijection σ :Y → Z with Y,Z ⊆ X. We admit the possibility that Y and Z are empty.
Partial permutations can be composed via the usual rule for composition of partial functions and
the monoid of all partial permutations on a set X is called the symmetric inverse monoid on X,
denoted IX . The empty partial permutation is the zero element of IX , and so will be denoted 0.
We shall write In for the symmetric inverse monoid on [n]. Clearly Sn is the group of units
of In.
For reasons that will be come apparent later, we shall use the term subgroup to mean any sub-
semigroup of a semigroup that happens to be a group. For instance, if Y ⊆ X, then the collection
of all partial permutations of X with domain and range Y is a subgroup of IX , which is isomor-
phic to SY . This is a nice feature of In: it contains in a natural way all symmetric groups of
degree at most n and its representations relate to the representations of each of these symmetric
groups.
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its inverse σ−1 :Z → Y . The key properties of the involution are, for σ, τ ∈ IX :
• σσ−1σ = σ ;
• σ−1σσ−1 = σ−1;
• (σ−1)−1 = σ ;
• (στ)−1 = τ−1σ−1;
• σσ−1ττ−1 = ττ−1σσ−1.
Let us define a (concrete) inverse semigroup to be an involution-closed subsemigroup of
some IX . There is an abstract characterization, due to Preston and Vagner [11,20], which says
that S is an inverse semigroup if and only if, for all s ∈ S, there is a unique t ∈ T such that
sts = s and tst = t ; one calls t the inverse of s and denotes it by s−1. Moreover, S in this case
has a faithful representation (called the Preston–Vagner representation) ρS :S → IS by partial
permutations via partial right multiplication [11,20]. Thus we can view finite inverse semigroups
as involution closed subsemigroups of In and we shall draw our intuition from there. Later we
shall give a new interpretation of the Preston–Vagner representation for finite inverse semigroups
in terms of their semigroup algebras.
Another way to think of inverse semigroups is via so-called rook matrices. An n× n rook
matrix is a matrix of zeroes and ones with the constraint that if we view the ones as rooks on
an n× n chessboard, then the rooks must all be non-attacking. In other words a rook matrix is
what you obtain from a permutation matrix by replacing some of the ones by zeroes. One might
equally well call these partial permutation matrices and it is clear that the monoid of n× n rook
matrices Rn, called by Solomon the rook monoid [48], is isomorphic to the symmetric inverse
monoid. If σ ∈ In, the corresponding element of Rn has a one in position i, j if iσ = j and zero
otherwise. In Rn the involution is given by the transpose. It follows that any representation of an
inverse semigroup S by rook matrices is completely reducible over any subfield of C since if one
uses the usual inner product, then the orthogonal complement of an S-invariant subspace will be
S-invariant (as is the case for permutation representations of groups). If σ ∈ In, then by the rank
of σ , denoted rk(σ ), we mean the cardinality of the range of σ ; this is precisely the rank of the
associated rook matrix.
Let Mn(K) be the monoid of n × n matrices over a field K . Let B be the Borel subgroup of
invertible n× n upper triangular matrices over K . Then one easily verifies that the Bruhat de-
composition of Gln(K) extends to Mn(K) via Rn: that is Mn(K) =⊎r∈Rn BrB . Renner showed
more generally that, for any reductive algebraic monoid, there is a Bruhat decomposition in-
volving the Borel subgroup of the reductive group of units and a finite inverse monoid R, now
called the Renner monoid [30,35,36]. Solomon defined a Hecke algebra in this context [47] and
Putcha [32] studied the relationship of the Hecke algebra with the algebra of the Renner monoid.
2.2. Idempotents and order
If S is a semigroup, then we denote by E(S) the set of idempotents of S. Observe that the
idempotents of In are the partial identities 1X , X ⊆ [n]. Also the equality
1X1Y = 1X∩Y = 1Y 1X (2.1)
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of [n] with the meet operation. In general, if S  In is an inverse semigroup, then E(S) is a
meet subsemilattice of Bn (it will be a sublattice if S is a submonoid). The order can be defined
intrinsically by observing that
e f ⇐⇒ ef = e = f e, for e, f ∈ E(S). (2.2)
The ordering on idempotents extends naturally to the whole semigroup: let us again take In
as our model. We can define σ  τ , for σ, τ ∈ In, if σ is a restriction of τ . This order is clearly
compatible with multiplication and σ  τ implies σ−1  τ−1. Thus if S  In is an inverse semi-
group, it too has an ordering by restriction. Again the order can be defined intrinsically: it is easy
to see that if s, t ∈ S, then
s  t ⇐⇒ s = et, some e ∈ E(S) ⇐⇒ s = tf, some f ∈ E(S). (2.3)
If one likes, one can take (2.3) as the definition of the natural partial order on S [11,20].
Let us use the notation dom(σ ) for the domain of σ ∈ In and ran(σ ) for the range. If σ ∈ In,
then (recalling that In acts on the right of [n])
σσ−1 = 1dom(σ ), (2.4)
σ−1σ = 1ran(σ ). (2.5)
Thus if s is an element of an inverse semigroup, then it is natural to think of ss−1 as the “domain”
of s and s−1s as the “range” of s and so we shall write
ss−1 = dom(s),
s−1s = ran(s). (2.6)
This means that we are going to abuse the distinction between a partial identity and the corre-
sponding subset. So if S  In and s ∈ S, we shall write x ∈ dom(s) to mean x belongs to the
domain of s. With this viewpoint it is natural to think of s as an isomorphism from dom(s) to
ran(s). So let us define e, f ∈ E(S) to be isomorphic if there exists s ∈ S with dom(s) = e and
ran(s) = f : that is e = ss−1, f = s−1s. Following long standing semigroup tradition, going back
to Green [11,15,20], we shall write e D f . One can extend this relation to all of S by defining
s D t if dom(s) is isomorphic to dom(t) (or equivalently ran(s)D ran(t)). One can easily verify
that D is an equivalence relation on S. With a bit more work, one can verify that if S is a finite
inverse semigroup, then s D t if and only if s and t generate the same two-sided ideal [11,20].
The equivalence classes with respect to the D -relation are called D -classes, although connected
components in this context would be a better word.
Let S  In and let e ∈ E(S). Then e is the identity of a subset X ⊆ [n]. It is then clear that
the set
Ge =
{
s ∈ S ∣∣ dom(s) = e = ran(s)}
is a permutation group of degree rk(e). Actually Ge makes perfectly good sense via (2.6), and is
a group, without any reference to an embedding of S into In. It is called the maximal subgroup
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if e, f ∈ E(S) are isomorphic idempotents, then Ge ∼= Gf . In fact if s ∈ S with dom(s) = e,
ran(s) = f , then conjugation by s implements the isomorphism. It was first observed by Munn
and Ponizovskiı˘ [11,24,25,29] that the representation theory of S is in fact controlled by the
representations of its maximal subgroups. We shall see this more explicitly below.
Recall that an order ideal in a partially ordered set P is a subset I such that x  y ∈ I implies
x ∈ I . If p ∈ P , then p↓ denotes the principal order ideal generated by p. So
p↓ = {x ∈ P | x  p}.
As usual, for p1,p2 ∈ P , the closed interval from p1 to p2 will be denoted [p1,p2].
It is easy to see that if S is an inverse semigroup then the idempotent set E(S) is an order ideal
of S: any restriction of a partial identity is a partial identity. So if e, f ∈ E(S), then the interval
[e, f ] in S and in E(S) coincide. Also one can verify that if s, t ∈ S, then the following intervals
are isomorphic posets:
[s, t] ∼= [dom(s),dom(t)]∼= [ran(s), ran(t)]. (2.7)
3. Incidence algebras and Möbius functions
Let (P,) be a finite partially ordered set and A a commutative ring with unit. The incidence
algebra of P over A, which we denote A[[P ]], is the algebra of all functions f :P ×P → A such
that
f (x, y) = 0 ⇒ x  y
equipped with the convolution product
(f ∗ g)(x, y) =
∑
xzy
f (x, z)g(z, y).
In other words one can think of A[[P ]] as the algebra of all P × P upper triangular matrices
over A, where upper triangular is defined relative to the partial order on P .
With this product and pointwise addition A[[P ]] is an A-algebra with unit the Kronecker delta
function δ [16,49]. An element f ∈ A[[P ]] is invertible if and only if f (x, x) is a unit of A for all
x ∈ P [16,49]. One can define the inverse inductively by
f−1(x, x) = f (x, x)−1,
f−1(x, y) = −f (x, x)−1
∑
x<zy
f (x, z)f−1(z, y), for x  y. (3.1)
The zeta function ζ of P is the element of A[[P ]] that takes on the value of 1 whenever x  y
and 0 otherwise. The zeta function is invertible over any ring A and its inverse is called the
Möbius function. The Möbius function only depends on the characteristic; the characteristic zero
version is called the Möbius function of P and is denoted μ, or μP if we wish to emphasize
the partially ordered set. From (3.1), it follows that μ(x, y) depends only on the isomorphism
class of the interval [x, y]. In particular, for an inverse semigroup S, the Möbius function for S is
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Theorem [16,49].
Theorem 3.1 (Möbius Inversion Theorem). Let (P,) be a finite partially ordered set and G be
an Abelian group. Suppose that f :P → G is a function and define g :P → G by
g(x) =
∑
yx
f (y).
Then
f (x) =
∑
yx
g(y)μ(y, x).
Returning to our motivating example In, the Möbius function for Bn is well known [16,49]:
if Y ⊆ Z, then
μBn(Y,Z) = (−1)|Z|−|Y |.
Hence, for In, the Möbius function is determined by
μIn(s, t) = (−1)rk(t)−rk(s) (3.2)
for s  t .
The semilattice of idempotents of any Renner monoid R is the face lattice of a rational poly-
tope [30,36]. Such a partially ordered set is Eulerian [49] and so has a well-defined rank function.
This rank function extends to R and in this situation the Möbius function is given by (3.2).
4. Inverse semigroup algebras
Let A be a commutative ring with unit. Solomon [46] assigned to each partially ordered set P
an A-algebra called the Möbius algebra of P . When P is a semilattice, he used Möbius in-
version to show that the Möbius algebra is isomorphic to the semigroup algebra of P . In [50]
we extended this to arbitrary finite inverse semigroups. We review the construction here from a
different viewpoint; further details can be found in [50].
4.1. The groupoid algebra
Let S be a finite inverse semigroup. We define an A-algebra called the groupoid algebra of S
over A for reasons that will become clear. Let us denote by G(S) the set {s | s ∈ S}, a formal
disjoint copy of S. To motivate the definition of the groupoid algebra, let us point out that there
is another way to model partial bijections: allowing composition if and only if the domains and
ranges line up. The groupoid algebra encodes this. So let AG(S) be a free A-module with basis
G(S) and define a multiplication on AG(S) by setting, for s, t ∈ S,
st =
{ st if ran(s) = dom(t), (4.1)0 else.
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G(S) with the above multiplication (where 0 is interpreted as undefined) is a groupoid in the
sense of a small category [21] in which all arrows are invertible; see [20, Section 3.1] for details.
We shall use this fact and its consequences without further comment. In particular, we use that
if st is defined, then dom(st) = dom(s) and ran(st) = ran(t). The algebra AG(S) is termed
the groupoid algebra of S [50]. Notice that ∑e∈E(S)e is an identity for AG(S) and so AG(S)
is unital.
Define temporarily, for s ∈ S, an element vs ∈ AG(S) by
vs =
∑
ts
t.
So vs encodes s via its restrictions. Then by Möbius inversion:
s =
∑
ts
vtμ(t, s).
Hence {vs | s ∈ S} is a basis for AG(S). The following result from [50] can be viewed as a
coordinate-free form of the Schützenberger representation [43] or Preston–Vagner representa-
tion [11,20]. We include the proof for completeness. The proof here includes a small detail that
was unfortunately omitted from [50]. Nonetheless, the proof is more compact, as we avoid con-
sidering explicitly the direct sum of Schützenberger representations, as was done in [50].
Lemma 4.1. Let s, t ∈ S. Then vsvt = vst .
Proof. First we compute
vsvt =
(∑
s′s
s′
)(∑
t ′t
t ′
)
=
∑
s′s, t ′t, ran(s′)=dom(t ′)
s′t ′.
Since the natural partial order is compatible with multiplication if s′  s and t ′  t , it follows that
s′t ′  st . Thus to obtain the desired result it suffices to show that each u  st can be uniquely
factored as a product s′t ′ with s′  s, t ′  t and ran(s′) = dom(t ′). Note that u st implies that
uu−1st = u = stu−1u.
To obtain such a factorization u = s′t ′ we must have dom(s′) = dom(u) and ran(t ′) = ran(u).
That is, we must have s′ = uu−1s and t ′ = tu−1u. Clearly s′t ′ = uu−1stu−1u = uu−1u = u. Let
us check that ran(s′) = dom(t ′). First observe that (s′)−1 = tu−1. Indeed,
s′
(
tu−1
)
s′ = (uu−1stu−1u)u−1s = uu−1s = s′,(
tu−1
)
s′
(
tu−1
)= tu−1(uu−1st)u−1 = tu−1uu−1 = tu−1.
Similarly, one can verify that (t ′)−1 = u−1s. Thus we see
(s′)−1s′ = tu−1(uu−1s)= (tu−1u)u−1s = t ′(t ′)−1,
as desired. 
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shall identify AS with AG(S) by identifying s with vs and so from now on the notation AG(S)
will be dropped. Our viewpoint is that the semigroup algebra AS has two natural bases: the usual
basis and the basis {s | s ∈ S}. Let us make this precise [50].
Theorem 4.2. Let A be a unital commutative ring and S a finite inverse semigroup. Define, for
s ∈ S,
s =
∑
ts
tμ(t, s). (4.2)
Then {s | s ∈ S} is a basis for AS and the multiplication with respect to this basis is given
by (4.1).
It is worth remarking that Theorem 4.2 remains valid for infinite inverse semigroups S so
long as one assumes descending chain condition on the set of idempotents of S. We now give
a new proof of the semisimplicity of KS for S a finite semigroup and K a subfield of C by
comparing the linear representations associated to the two bases of KS. If we use the usual basis
{s | s ∈ S}, then the associated linear representation is just the regular representation of S. What
we now wish to show is that if we use the basis {s | s ∈ S}, then we obtain the rook matrix
representation associated to the Preston–Vagner representation ρS :S → IS . In particular, these
two representations will be equivalent and so, since the latter (as observed earlier) is completely
reducible, we shall obtain that the regular representation of KS is completely reducible, whence
KS is a semisimple algebra.
Let us recall the definition of ρS :S → IS ; details can be found in [11,20,28]. For s, t ∈ S,
sρS(t) =
{
st, s−1s  t t−1,
undefined, else.
Our claim in the above paragraph is then an immediate consequence of the following proposition.
Proposition 4.3. Let S be a finite inverse semigroup and A a commutative ring with unit. Then
for s, t ∈ S,
st =
{ st s−1s  t t−1,
0 else.
Proof. By Möbius inversion, t =∑utu. So
st = s
∑
ut
u =
∑
ut
su.
Now su = su if s−1s = uu−1 and is zero else. There can be at most one element u t with
s−1s = uu−1 [20, Theorem 3.1.2]. Now if u t and s−1s = uu−1, then s−1s  t t−1. Conversely,
if s−1s  t t−1, define u = s−1st . Then u t and
uu−1 = s−1stt−1s−1s = s−1s.
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st =
∑
ut
su =
{ st, s−1s  t t−1,
0, else,
completing the proof of the proposition. 
Corollary 4.4. Let S be a finite inverse semigroup and K any field. Then the regular represen-
tation of S and the Preston–Vagner representation of S are equivalent as linear representations.
In particular, if K is a subfield of C, then KS is semisimple.
4.2. Decomposition into matrix algebras over group rings
We now turn to decomposing AS into matrix algebras over group algebras. Let S be a finite
inverse semigroup with D -classes D1, . . . ,Dr . Recall these are the equivalence classes corre-
sponding to isomorphic idempotents. Let ADi be the A-span of {s | s ∈ Di}. The following
result is immediate from (4.1) and Theorem 4.2.
Theorem 4.5. Let A be a unital commutative ring and let S be a finite inverse semigroup with
D -classes D1, . . . ,Dr . Then AS =⊕ri=1 ADi .
For each i, fix an idempotent ei of Di and let Gei be the corresponding maximal subgroup.
Since the idempotents of Di are isomorphic, this group does not depend on the choice of ei
up to isomorphism. Let ni = |E(Di)|, that is ni denotes the number of idempotents in Di . The
structure of the algebra ADi can best be understood via the following simple argument. As a
right ADi -module, we have ADi ∼= nieiADi and hence
ADi ∼= EndADi (nieiADi) ∼= Mni (eiADiei) ∼= Mni (AGei ).
To make the isomorphism more explicit, we recall the argument from [50, Theorem 3.2] (es-
sentially due to Munn and Ponizovskiı˘ [11,24,25,29]) that ADi ∼= Mni (AGei ). We view ni × ni
matrices as having rows and columns indexed by the idempotents of Di . Fix, for each e ∈ Di ,
an element pe ∈ S with dom(pe) = ei and ran(pe) = e. We take pei = ei . Define a map
ϕ :ADi → Mni (AGei ) on a basis element s ∈ ADi with dom(s) = e and ran(s) = f by
ϕ
(s)= pesp−1f Ee,f (4.3)
where Ee,f is the standard matrix unit with 1 in position e, f and zero in all other positions.
Observe that pesp−1f ∈ Gei by construction. It is straightforward [50] to show that ϕ is an iso-
morphism and to verify that the inverse is induced by gEef → p−1e gpf , for g ∈ Gei and e, f
idempotents in Di . The reader should compare (4.3) to the calculation of the fundamental group
of a graph.
As a consequence of the above isomorphism, we obtain the following result, which is implicit
in the work of Munn and Ponizovskiı˘ [11,24,25,29] and can be found explicitly in [27] and [50,
Theorem 4.3].
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phism classes of idempotents. Let ni be the number of idempotents isomorphic to ei . Let A be a
commutative ring with unit. Then AS ∼=⊕ri=1 Mni (AGei ).
This decomposition implies the well-known fact that the size of S is
∑r
i=1 n2i |Gei |. One may
also deduce the following theorem [11,25,29].
Corollary 4.7 (Munn, Ponizovskiı˘). Let K be a field and S a finite inverse semigroup. If the
characteristic of K is 0, then KS is semisimple. If the characteristic of K is a prime p, then KS
is semisimple if and only if p does not divide the order of any maximal subgroup of S.
We mention that Solomon [48] gives the exact decomposition obtained above for the special
case of In (this decomposition was obtained independently by V. Dlab in unpublished work).
In [50] we went on to describe explicitly central idempotents and central primitive idempotents.
However, the author, somewhat embarrassingly, missed that the above decomposition allows one
to obtain a formula for character multiplicities. (Solomon also seems to have missed this [48]
since he uses a different approach to obtain multiplicity formulas for In; we shall compare the
two approaches in Section 7.) The goal of the next few sections is to rectify this.
5. Character formulas for multiplicities
In this section we assume that K is a field of characteristic zero. The most interesting case is
when K = C, the complex field. If ϕ is a representation of a group, semigroup or algebra, then
the character of ϕ is the composition tr ◦ ϕ where tr is the trace. Fix a finite inverse semigroup S
and, for each D -class D1, . . . ,Dr of S, fix an idempotent ei and set Gi = Gei . Again, let ni be
the number of idempotents in Di .
It is clear from Theorem 4.6 that the algebra KS is Morita equivalent to KG1 ×· · ·×KGr and
so the irreducible representations of S over K correspond to elements of the set
⊎r
i=1 Irr(Gi),
where Irr(Gi) is the set of irreducible representations of Gi (up to equivalence). Namely, if ϕ
is an irreducible representation of Gi , then we can tensor it up to KDi ∼= Mni (KGi) and then
extend to KS by making it zero on the other summands. Let us call this representation ϕ∗. If χ
is the character of G associated to ϕ, denote by χ∗ the character of S associated to ϕ∗. Note that
deg(ϕ∗) = ni deg(ϕ). Thus over an algebraically closed field we see that, as in the group case, the
size of S is the sum of the squares of the degrees of the (inequivalent) irreducible representations
of S.
Let G be a finite group and ψ,α :G → K be functions. We consider the usual bilinear form
on the space of K-valued functions on G given by
(ψ,α)G = 1|G|
∑
g∈G
ψ
(
g−1
)
α(g).
If χ is an irreducible character of G and α is any character of G, then standard group represen-
tation theory says that (χ,α)G = md where m is the multiplicity of χ as a constituent of α and
d is the degree over K of the division algebra of KG-endomorphisms of the simple KG-module
corresponding to χ .
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If we have a character θ of Mn(KG) and an irreducible character χ of G, then clearly
(χ, θ |G)G = md (5.1)
where m is the multiplicity of χ∗ in θ and d is the dimension of the associated division algebra
to χ .
We now wish to generalize the above formula to our finite inverse semigroup S. Given a
character θ of S and an idempotent f ∈ S, define θf by θf (s) = θ(f s). If e ∈ E(S), then θf
restricts to a K-valued function on Ge (for which we use the same notation); it need not in
general be a class function. Now if χ is a K-valued function on Ge , define
(χ, θ)S =
∑
fe
(χ, θf )Geμ(f, e). (5.2)
Of course, if S is a group this reduces to the usual formula. Here is the main new result of this
paper.
Theorem 5.1. Let S be a finite inverse semigroup and e ∈ E(S). Let θ be a character of S
and let χ be an irreducible character of Ge. Denote by d the dimension of the division algebra
associated to χ and by m the multiplicity of the induced irreducible character χ∗ of S in θ .
Then
(χ, θ)S =
∑
fe
(χ, θf )Geμ(f, e) = md.
Proof. Our discussion above about matrix algebras over group algebras and the explicit isomor-
phism we have constructed between KS and the direct sum of matrix algebras over maximal sub-
groups tells us how to calculate multiplicities using the basis {s | s ∈ S} for KS. Namely (5.1)
is transformed via our isomorphism to:
md = 1|Ge|
∑
g∈Ge
χ
(
g−1
)
θ
(g) (5.3)
= 1|Ge|
∑
g∈Ge
χ
(
g−1
)
θ
(∑
tg
tμ(t, g)
)
(5.4)
= 1|Ge|
∑
g∈Ge
χ
(
g−1
)∑
tg
θ(t)μ(t, g). (5.5)
But recall that the order ideal g↓ is isomorphic to the order ideal e↓ via the map sending f ∈ e↓
to fg ∈ g↓. In particular, for f  e, μ(fg,g) = μ(f, e). Thus the right-hand side of (5.4) is
equal to
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|Ge|
∑
g∈Ge
χ
(
g−1
)∑
fe
θ(fg)μ(f, e) =
∑
fe
(
1
|Ge|
∑
g∈Ge
χ
(
g−1
)
θf (g)
)
μ(f, e)
=
∑
fe
(χ, θf )Geμ(f, e)
= (χ, θ)S.
Thus we obtain (χ, θ)S = md , as desired. 
Of course, if K is algebraically closed, or more generally if χ is an absolutely irreducible char-
acter, then (χ, θ)S is the multiplicity of χ∗ in θ . It is well known that for any finite-dimensional
semisimple algebra over a field of characteristic 0, a representation is determined by its char-
acter [12]. Nonetheless, Theorem 5.1 yields a direct proof of this for the case of an inverse
semigroup.
Corollary 5.2. Let K be a field of characteristic 0 and let S be a finite inverse semigroup. Then
two representations of S are equivalent if and only if they have the same character.
Proof. Since KS is semisimple, two representations are equivalent if and only if they have the
same multiplicity for each irreducible constituent. But Theorem 5.1 shows that the multiplicities
of the irreducible constituents depend only on the character. 
6. Applications to decomposing representations
In this section we use the formula from Theorem 5.1 to calculate multiplicities in different set-
tings. Throughout this section we assume that K is an algebraically closed field of characteristic
zero.
Let us begin with S = In. We choose the idempotents 1[r] with r  n as a transversal to the set
of isomorphism classes of idempotents of S. We identify the maximal subgroup at 1[r] with Sr
(where S0 is the trivial group and the empty set is viewed as having a unique partition). If μ is
a partition of r , let χμ denote the irreducible character of Sr associated to μ [42]. Then, for θ
a character of In, we obtain the following multiplicity formula:
(
χμ, θ
)
In
=
∑
X⊆[r]
(−1)r−|X|(χμ, θ1X)Sr . (6.1)
This should be contrasted with [48, Lemma 3.17], where Solomon has a different formula that is
more difficult to apply.
6.1. Tensor powers
Solomon decomposes the tensor powers of the rook matrix representation of In using his
formula. We do the same using ours, but in a more general setting. In particular, we can handle
wreath products of the form G  S with G a finite group and S  In a finite inverse semigroup
containing all the idempotents of In. This includes, in addition to the symmetric inverse monoid,
the signed symmetric inverse monoid Z/2Z  In.
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We use xc for the complement of x in a Boolean algebra. We continue to use multiplicative
notation for the meet in a semilattice.
Lemma 6.1. Let B be a Boolean algebra and x ∈ B . Then B ∼= x↓ × (xc)↓ via the maps
y −→ (yx, yxc),
y ∨ z ←−  (y, z).
To apply Lemma 6.1 we use the well-known fact [49] that if P1,P2 are finite partially ordered
sets, then
μP1×P2
(
(p1,p2),
(
p′1,p′2
))= μP1(p1,p′1)μP2(p2,p′2). (6.2)
Combining Lemma 6.1 and (6.2) we obtain:
Corollary 6.2. Let B be a Boolean algebra and fix x ∈ B . Then for a, b ∈ B , μ(a, b) =
μ(ax, bx)μ(axc, bxc).
In the case of Bn, Corollary 6.2 just asserts that if X ⊆ [n] is fixed, then for Y ⊆ Z,
(−1)|Z|−|Y | = (−1)|Z∩X|−|Y∩X| · (−1)|Z∩Xc|−|Y∩Xc|.
We shall also need the following reformulation of the fact that μ is the inverse of ζ :
∑
xyz
μ(y, z) =
{
1, x = z,
0, x < z. (6.3)
If s ∈ S  In, then Fix(s) denotes the set of fixed points of s on [n]. Of course, Fix(s) ⊆
dom(s). Let us establish some terminology. If S  In, then by the rook matrix representation
of S, we mean the linear representation associated to the natural partial permutation action of
S on [n]. The character of this representation counts the number of fixed points and is hence
referred to as the fixed-point character of S.
Proposition 6.3. Let S  In and θp be the character of the pth-tensor power of the rook matrix
representation of S. Let e ∈ E(S) and χ ∈ Irr(Ge). Suppose that {X ⊆ dom(e) | 1X ∈ E(S)} is
closed under relative complement (i.e. X → dom(e) \ X). Suppose further that, for all g ∈ Ge ,
1Fix(g) ∈ E(S). Then
(
χ, θp
)
S
= 1|Ge| deg(χ)
∑
fe
rk(f )pμ(f, e). (6.4)
Proof. We begin by computing:
(
χ, θp
)
S
=
∑(
χ, θ
p
f
)
Ge
μ(f, e)fe
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∑
fe
1
|Ge|
∑
g∈G
χ
(
g−1
)
θp(fg)μ(f, e)
= 1|Ge|
∑
g∈G
χ
(
g−1
)∑
fe
θp(fg)μ(f, e). (6.5)
So let us analyze the term
∑
fe θ
p(fg)μ(f, e). Setting h = 1Fix(g) ∈ E(S) and hc =
1dom(e)\Fix(g) ∈ E(S), we can rewrite θp(fg) as follows:
θp(fg) = ∣∣Fix(fg)∣∣p = ∣∣Fix(g|dom(f ))∣∣p = ∣∣Fix(g)∩ dom(f )∣∣p = rk(hf )p.
The above equation, together with Corollary 6.2 and the fact that e↓ is a Boolean algebra (via
our hypotheses), allows us to rewrite our sum:
∑
fe
θp(fg)μ(f, e) =
∑
xh,yhc
rk(x)pμ(x,h)μ
(
y,hc
)
=
∑
xh
rk(x)pμ(x,h)
∑
0yhc
μ
(
y,hc
)
.
But by (6.3),
∑
0yhc
μ
(
y,hc
)= 0
unless hc = 0, or equivalently, unless e = h. In this latter case, we then have that dom(e) = Fix(g)
and hence g = e. Thus the right-hand side of (6.5) becomes:
1
|Ge|χ(e)
∑
fe
rk(f )pμ(f, e) = 1|Ge| deg(χ)
∑
fe
rk(f )pμ(f, e).
This proves (6.4). 
We now wish to obtain Solomon’s result [48, Example 3.18] in a more general form, in par-
ticular for wreath products. Let G be a finite group and S ⊆ In. Their wreath product G  S is
an inverse semigroup of partial permutations of G× [n]. It consists of all partial permutations of
G× [n] that can be expressed in the form (f,σ ) where σ ∈ S, f : [n] → G and
(g, i)(f, σ ) =
{
(gf (i), iσ ) if iσ is defined,
undefined else.
It is easy to verify that G  S is an inverse subsemigroup of IG×[n] ∼= I|G|n. The reader should
consult the text of Eilenberg [14] for more on wreath products of partial transformation semi-
groups. We remark that the representation in the form (f,σ ) is not unique if σ is not totally
defined: only the values of f on dom(σ ) are relevant. Alternatively, G  S can be described as all
matrices with entries in G∪ {0} that can be obtained by replacing ones in the rook matrices from
S by arbitrary elements of G. So, for example, the signed symmetric inverse monoid Z/2Z  In
consists of all signed rook matrices.
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are precisely the identities at the subsets of the form G×X with X ⊆ [n]. Hence, E(G  S) ∼= Bn
and so if Y ⊆ X, then
μ(1G×Y ,1G×X) = (−1)|X|−|Y |.
The maximal subgroup of G  S at G×X is isomorphic to the wreath product G GX where GX
is the maximal subgroup of S at X. In particular, for G  In, we see that the maximal subgroup
at G× [r] is G  Sr . So for the signed symmetric inverse monoid, the maximal subgroups are
the signed symmetric groups of appropriate ranks. Clearly if X ⊆ [n], then the set of subsets of
the form G× Y with Y ⊆ X is closed under relative complement in G×X. Thus to verify that
Proposition 6.3 applies to G  S, we must show that if (f, s) represents an element g of G GX ,
then Fix(g) is of the form G× Y with Y ⊆ X. But Fix(g) = G × (1f−1 ∩ Fix(s)), which is of
the required form.
Let S(p, r) be the Stirling number of the second kind [49]. It is given by
S(p, r) = 1
r!
r∑
k=0
(−1)r−k
(
r
k
)
kp.
Then we obtain the following generalization of [48, Example 3.18], where S = In and G is
trivial.
Theorem 6.4. Let S  In contain all the idempotents and let G be a finite group. Let θp be the
character of the p-tensor power of the representation of G  In  I|G|n by rook matrices. Let
X ⊆ [n] with |X| = r and let GX be the associated maximal subgroup of S. Let χ ∈ Irr(G GX).
Then
(
χ, θp
)
S
= 1|G|r−p|GX| deg(χ)r!S(p, r). (6.6)
In particular, for S = In, we obtain
(
χ, θp
)
S
= 1|G|r−p deg(χ)S(p, r). (6.7)
Proof. Since rk(1G×Y ) = |G||Y |, we calculate, using Proposition 6.3:
(
χ, θp
)
S
= 1|G|r |GX| deg(χ)
∑
Y⊆X
(−1)|X|−|Y |(|G||Y |)p
= 1|G|r−p|GX| deg(χ)
r∑
k=0
(−1)r−k
(
r
k
)
kp
= 1|G|r−p|GX| deg(χ)r!S(p, r).
In particular, if GX = Sr , (6.6) reduces to (6.7). 
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Corollary 6.5. Let S  In with E(S) = E(In). Let X ⊆ [n] with |X| = r and let GX be the
maximal subgroup of S with identity 1X . Let χ be an irreducible character of GX . Then the
multiplicity of χ∗ in the p-tensor power θp of the rook matrix representation of S is given by
(
χ, θp
)
S
= 1|GX| deg(χ)r!S(p, r).
In particular, if S = Ir , X = [r] and χλ is the irreducible character corresponding to a partition
λ of [r], then the multiplicity of (χλ)∗ in θp is fλS(p, r) where fλ is the number of standard
Young tableaux of type λ (cf. [42]).
Two other examples of semigroups for which the formula from Corollary 6.5 is valid are Bn
and for the inverse semigroup of all order-preserving partial permutations of [n]. In both these
cases all the maximal subgroups are trivial. So the formula then comes down to saying that if
e is an idempotent of rank r in either of these semigroups, then the multiplicity of the unique
irreducible representation associated to e in θp is simply r!S(p, r).
6.2. Exterior powers
We continue to take K to be an algebraically closed field of characteristic zero. Solomon
showed [48, Example 3.22] that the exterior powers of the rook matrix representation of In are
irreducible and are induced by the alternating representations of the maximal subgroups. The
proof is quite involved: he makes heavy use of the combinatorics of Ferrer’s diagrams and the
theory of symmetric functions. Here we obtain a more general result with a completely elemen-
tary proof.
Let us denote by AX the alternating group on a finite set X. If S  In and Ge is a maximal
subgroup with identity e, then define, for g ∈ Ge ,
sgne(g) =
{
1, g ∈ Adom(e),
−1, otherwise.
That is, sgne(g) is the sign of g as a permutation of dom(e). Then the map sgne :Ge → K is an
irreducible representation (it could be the trivial representation if Ge ⊆ Adom(e)).
Theorem 6.6. Let S  In and let θ∧p denote the character of the pth-exterior power of the rook
matrix representation of S. Suppose that S contains all the rank p idempotents of In. Let Ge be
a maximal subgroup of S and χ ∈ Irr(Ge). Then
(
χ, θ∧p
)
S
=
{
1, rk(e) = p, χ = sgne,
0, otherwise.
In particular, under these hypotheses θ∧p is an irreducible character if and only if all rank p
idempotents of S are isomorphic. So for In, all the exterior powers of the rook matrix represen-
tation are irreducible.
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standard basis; so a basis for
∧p
V is the set
{ei1 ∧ · · · ∧ eip | 1 i1 < · · · < ip  n}.
If s ∈ S, then
(ei1 ∧ · · · ∧ eip )s = ei1s ∧ · · · ∧ eips .
This will be a non-zero multiple of ei1 ∧· · ·∧eip if and only if Xs = X, where X = {ei1, . . . , eip }.
In this case,
(ei1 ∧ · · · ∧ eip )s = sgnX(s|X)(ei1 ∧ · · · ∧ eip ).
Thus
θ∧p(s) =
∑
Y⊆dom(s), |Y |=p,Y s=Y
sgnY (s|Y ). (6.8)
We now compute for χ ∈ Irr(Ge):
(
χ, θ∧p
)
S
=
∑
fe
1
|Ge|
∑
g∈Ge
χ
(
g−1
)
θ∧p(fg)μ(f, e)
= 1|Ge|
∑
g∈Ge
χ
(
g−1
)∑
fe
θ∧p(fg)μ(f, e). (6.9)
Using (6.8), we obtain
∑
fe
θ∧p(fg)μ(f, e) =
∑
fe
( ∑
Y⊆dom(f ), |Y |=p,Yfg=Y
sgnY
(
(fg)|Y
))
μ(f, e)
=
∑
fe
( ∑
Y⊆dom(f ), |Y |=p,Yg=Y
sgnY
(
(g|Y )
))
μ(f, e)
=
∑
Y⊆dom(e), |Y |=p,Yg=Y
sgnY (g|Y )
( ∑
1Yfe
μ(f, e)
)
.
An application of (6.3) then shows that∑1Yfe μ(f, e) is zero unless 1Y = e, in which case it
is one. So if rk(e) = p, (χ, θ∧p)S = 0. Otherwise, (6.9) becomes
(
χ, θ∧p
)
S
= 1|Ge|
∑
g∈Ge
χ
(
g−1
)
sgne(g) = (χ, sgne)Ge .
This establishes the first part of the theorem. The second part is immediate from the first. 
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Let us consider a direct product S × T of two inverse semigroups S,T . Then E(S × T ) =
E(S)×E(T ). Moreover, the natural order on S × T is the product ordering. Hence, by (6.2),
μS×T
(
(s, t), (s′, t ′)
)= μS(s, s′)μT (t, t ′).
The D -relation on S × T is the product of the D -relations on S and T and the maximal sub-
group at an idempotent (e, f ) is Ge × Gf . So if: K is a commutative ring with unit; e1, . . . , es ,
respectively f1, . . . , ft , represent the D -classes of idempotents of S,T , respectively; and ni,mj
are the number of idempotents in the D -classes of ei, fj , respectively, then
K(S × T ) ∼=
⊕
i,j
Mnimj
(
K(Gei ×Gfj )
)
∼=
⊕
i,j
Mnimj (KGei ⊗KGfj )
∼=
⊕
i,j
(
Mni (KGei )⊗Mmj (KGfj )
)
∼= KS ⊗KT.
If K is a field, then an irreducible character of Gei ×Gfj is of the form χ ⊗η where χ ∈ Irr(Gei ),
η ∈ Irr(Gfj ) and (χ ⊗ η)(g,h) = χ(g)η(h) [45]. So if θ is a character of S × T , then (assuming
characteristic zero) the intertwining number (χ ⊗ η, θ)S×T is given by
1
|Gei ||Gfj |
∑
eei , ffj
∑
g∈Gei ,h∈Gfj
χ
(
g−1
)
η
(
h−1
)
θ(eg,f h)μS(e, ei)μT (f,fj ).
6.4. Decomposing partial permutation representations
Let S  In be a partial permutation inverse semigroup of degree n. We wish to decompose
the associated rook matrix representation into irreducible constituents. If S is not transitive, then
we can clearly obtain a direct sum decomposition in terms of the transitive components, so we
may as well assume that S is a transitive partial permutation semigroup. One could obtain the
decomposition below from semigroup theory folklore results: one argues that in this case the
rook matrix representation is induced from the permutation representation of the unique maximal
subgroup G of the 0-minimal ideal of S via the Schützenberger representation and hence by [39]
and [19] it decomposes via the representations induced from those needed to decompose the
associated permutation representation of G. We shall prove this in a more combinatorial way
using our multiplicity formula. Let us first state the result precisely.
Theorem 6.7. Let S  In be a transitive partial permutation inverse semigroup. Let e ∈ E(S) be
an idempotent with associated maximal subgroup Ge. Let χ ∈ Irr(Ge) and let θ be the character
of the rook matrix representation of S (that is the fixed-point character). Then
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{
(χ, θ |Ge)Ge if e has minimal non-zero rank,
0 else.
(6.10)
Moreover, all idempotents of minimal non-zero rank are isomorphic.
This theorem says that decomposing θ corresponds to decomposing θ |Ge where e is an
idempotent of minimal non-zero rank. Before proving the theorem, we consider some of its
consequences. The following corollary (well known in the semigroup representation theory com-
munity) is quite useful. See the work of Zalcstein [52] for an analogue.
Corollary 6.8. Suppose that S  In is a transitive inverse semigroup containing a rank 1 trans-
formation. Then the rook matrix representation of S is irreducible and is induced from the trivial
representation of the maximal subgroup corresponding to a rank one idempotent.
Proof. The maximal subgroup at a rank 1 idempotent e is trivial and the restriction of the fixed-
point character θ to e is the character of the trivial representation of {e} since θ(e) = rk(e) = 1.
Theorem 6.7 immediately gives the result. 
The above result then leads to the following corollary identifying the representation of an
inverse semigroup S induced by the trivial representation of a maximal subgroup.
Corollary 6.9. Let S be a finite inverse semigroup and let D be a D -class of S. Then S acts by
partial permutations on the idempotents E(D) of D via conjugation as follows:
es =
{
s−1es, e dom(s),
undefined, else
for e ∈ E(D) and s ∈ S. The associated rook matrix representation of S is the irreducible repre-
sentation corresponding to the trivial representation of the maximal subgroup of D.
Proof. We first show that the action is well defined. Suppose e ∈ D and es is defined. Then
s−1ess−1es = s−1ees = s−1es
as e ss−1. Thus es ∈ E(S). Also
dom(es) = ess−1e = e,
ran(es) = s−1ees = s−1es,
showing that es ∈ D. The reader can verify directly that e  dom(st) if and only if e  dom(s)
and es  dom(t) and that in this case (es)t = est .
To complete the proof it suffices by Corollary 6.8 to show that S acts transitively and that
some element of D acts as a rank one partial transformation. If e, f ∈ D, then there exists s ∈ D
with dom(s) = e, ran(s) = f . Hence
es = s−1es = s−1ss−1s = s−1s = ran(s) = f
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finite inverse semigroup are incomparable [20]). Hence we may conclude that e acts as the rank
one partial identity that fixes e and is undefined elsewhere. This completes the proof. 
The above representation is the right letter mapping representation of Rhodes [18,38] in
disguise and its irreducibility follows from the results of [39]. The direct sum of the above rep-
resentations over all D -classes is the celebrated Munn representation [20].
The proof of Theorem 6.7 requires some preliminary results that form part of the body of
semigroup theory folklore. We begin with the proof of the final statement.
Proposition 6.10. Let S  In be a transitive inverse semigroup. Let e, f be idempotents of min-
imal non-zero rank. Then e D f .
Proof. If e = f , then there is nothing to prove. Assume that e = f . Choose x ∈ dom(e),
y ∈ dom(f ). By transitivity there exists s ∈ S such that xs = y. We claim that dom(esf ) = e,
ran(esf ) = f and so e D f . Indeed, x ∈ dom(esf ) ⊆ dom(e). Minimality then gives that
dom(esf ) = e. The argument that ran(esf ) = ran(f ) is similar. 
Lemma 6.11. Let S  In be a transitive inverse semigroup. Then the domains of the minimal
rank non-zero idempotents partition [n].
Proof. We first prove disjointness. Let i ∈ dom(e) ∩ dom(f ) with e and f minimal rank non-
zero idempotents. Then i ∈ dom(ef ) and so we have that 0 < rk(ef )  rk(e), rk(f ). Thus e =
ef = f , as required. Now we show that any i ∈ [n] belongs to the domain of some idempotent
e of minimal non-zero rank. Let f be any idempotent of minimal non-zero rank and let j ∈
dom(f ). By transitivity there is an element s ∈ S with js = i. Then i ∈ dom(s−1f s) and 0 <
rk(s−1f s) rk(f ). Since s−1f s is an idempotent, this completes the proof. 
6.4.1. Proof of Theorem 6.7
We shall use the notation from the statement of Theorem 6.7. Define h :S → Z by setting
h(s) =
∑
ts
θ(t)μ(t, s). (6.11)
We need a key technical lemma.
Lemma 6.12. The function h :S → Z is given by the formula:
h(s) =
{
θ(s) if s has minimal non-zero rank,
0 otherwise.
Proof. Let M be the set of elements of S of minimal non-zero rank and let Mc be the comple-
ment of M . Recall that θ(t) = |Fix(t)| for t ∈ S. In particular θ(0) = 0 (if 0 ∈ S). If s ∈ M , then
from θ(0) = 0 and (6.11) we may deduce h(s) = θ(s), as desired. So assume s /∈ M , i.e. s ∈ Mc.
Möbius inversion (Theorem 3.1) gives us
θ(s) =
∑
h(t) =
∑
h(t)+
∑
c
h(t). (6.12)
ts t∈M, ts t∈M , ts
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h(t) = θ(t) = ∣∣Fix(t)∣∣.
Let t, t ′ ∈ M with t, t ′  s and suppose that Fix(t) ∩ Fix(t ′) = ∅. In particular, dom(t) ∩
dom(t ′) = ∅. Since dom(t), dom(t ′) are minimal rank non-zero idempotents, Lemma 6.11 tells
us that dom(t) = dom(t ′). It then follows from the fact that t, t ′ are both restrictions of s that
t = t ′. Hence distinct t ∈ M with t  s have disjoint fixed-points sets implying
∑
t∈M, ts
h(t) =
∑
t∈M, ts
∣∣Fix(t)∣∣=
∣∣∣∣
⋃
t∈M, ts
Fix(t)
∣∣∣∣. (6.13)
We claim
⋃
t∈M, ts
Fix(t) = Fix(s).
Clearly the left-hand side is contained in the right-hand side. Conversely, if x ∈ Fix(s), then by
Lemma 6.11 there is a (unique) minimal non-zero idempotent f such that x ∈ dom(f ). Hence
x ∈ Fix(f s), f s ∈ M and f s  s. Thus the sum in (6.13) is |Fix(s)| = θ(s). Putting this together
with (6.12), we obtain
0 =
∑
t∈Mc, ts
h(t). (6.14)
The formula (6.14) is valid for any element s ∈ Mc. Therefore, Möbius inversion in Mc (with
the induced ordering) and (6.14) imply h(s) = 0 for any s ∈ Mc , as desired. 
We may now complete the proof of Theorem 6.7. One calculates
(χ, θ)S =
∑
fe
(χ, θf )Geμ(f, e)
= 1|Ge|
∑
g∈Ge
χ
(
g−1
)∑
fe
θ(fg)μ(f, e)
= 1|Ge|
∑
g∈Ge
χ
(
g−1
)∑
tg
θ(t)μ(t, g)
= 1|Ge|
∑
g∈Ge
χ
(
g−1
)
h(g)
= (χ,h|Ge)Ge .
But h|Ge = 0 if e is not of minimal non-zero rank and is θ |Ge otherwise by Lemma 6.12. This
establishes Theorem 6.7.
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In this section we generalize Solomon’s approach to multiplicities [48, Section 3], based on
the character table, to arbitrary finite inverse semigroups. We shall see that this approach leads to
greater combinatorial difficulties for computation. If s is an element of a finite semigroup, then
sω denotes its unique idempotent power. We set sω+1 = ssω . The element sω+1 belongs to the
unique maximal subgroup of 〈s〉. It is well known that any character χ of S has the property
that χ(s) = χ(sω+1) [23,39]. Indeed, if sn = sω , then s2n = sn. So if ρ is the representation
affording χ , then ρ(s) is a zero of the polynomial xn(xn − 1). It follows that ρ(s) and ρ(s)n+1
have the same trace by considering, say, their Jordan canonical forms over the algebraic closure.
Thus χ(s) = χ(sn+1) = χ(sω+1).
Let S be a finite inverse semigroup. Let e and f be isomorphic idempotents. Then g ∈ Ge
and h ∈ Gf are said to be conjugate if there exists s ∈ S such that dom(s) = e, ran(s) = f and
g = shs−1. Note that if e = f , this reduces to the usual notion of conjugacy in Ge . Conjugacy is
easily verified to be an equivalence relation. Let χ be a character of S and suppose that g and h
are conjugate, say g = shs−1 with s as above. Then
χ(g) = χ(shs−1)= χ(hs−1s)= χ(h)
since s−1s = ran(s) = f . Here we used that tr(AB) = tr(BA) for matrices.
Finally define, for s, t ∈ S, s ∼ t if sω+1 is conjugate to tω+1. It is easy to see that this is an
equivalence relation, which we call character equivalence. The discussion above shows that the
characters of S are constant on character equivalence classes. Let e1, . . . , en represent the distinct
isomorphism classes of idempotents and set Gi = Gei . Then there is a bijection between charac-
ter equivalence classes and the (disjoint) union of the conjugacy classes of the Gi . Namely, each
character equivalence class intersects one and only one maximal subgroup Gi and it intersects
that subgroup in a conjugacy class. We use s for the character equivalence class of s ∈ S.
One can the define (cf. [23,26,39]) the character table C of a finite inverse semigroup S to have
rows indexed by the irreducible characters of S over the complex field C and columns indexed
by the character equivalence classes. The entry in the row of a character χ and the column of a
character equivalence class s gives the value of χ on s. The table C is square since both sides are
in bijection with the (disjoint) union of the conjugacy classes of the Gi . In order to arrange the
table in the most convenient way possible, let us recall that there is a preorder on the idempotents
of any inverse semigroup S defined as follows [20]: e f if there is an idempotent e′ with
e D e′  f . This is the same as saying there are elements s, t ∈ S with e = sf t . For a finite
inverse semigroup, e f and f  e if and only if e D f [20]. In particular, if e1, . . . , en are as
above, then  induces a partial order on {e1, . . . , en}. Reordering if necessary, we may assume
that ei  ej implies i  j . It is easy to check (and well known) that if χ is an irreducible character
coming from a maximal subgroup Gi and g ∈ Gj is such that χ(g) = 0, then ei  ej . Indeed,
for the character not to vanish, g must have a restriction in the D -class of ei .
Instead of labelling the rows by irreducible characters of S we label them by
⊎
Irr(Gi) and,
similarly, instead of labelling the columns by character equivalence classes, we label them by
the conjugacy classes of the Gi . So if χ ∈ Irr(Gi) and C is a conjugacy class of Gj , then Cχ,C
is the value of χ∗ on the character equivalence class containing C. If we group the rows and
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block upper triangular. More precisely, we have
C =
⎛
⎜⎜⎝
X1 · · · ∗ ∗
...
. . .
...
...
0 · · · Xn−1 ∗
0 · · · 0 Xn
⎞
⎟⎟⎠
where Xi is the character table of Gi . In particular, the matrix C is invertible (as character tables
of finite groups are invertible). Notice that Solomon’s table [48] differs from ours cosmetically
in how the rows and columns are arranged.
Define a block diagonal matrix
Y = diag(X1, . . . ,Xn). (7.1)
Then there are unique block upper unitriangular matrices A and B such that
C = YA and C = BY. (7.2)
So to determine the character table of S, one just needs Y (that is the character tables of the
maximal subgroups) and A or B. We aim to show that A is determined by combinatorial data
associated to S. Solomon explicitly calculated this matrix for In, but it seems to be a daunting
task in general. If g ∈ Gi , we use Cig to denote the conjugacy class of g in Gi .
Proposition 7.1. Let h ∈ Gi and g ∈ Gj . Then ACih,Cjg is the number of restrictions of g that are
conjugate to h in S.
Proof. Let g ∈ Gj and χ be an irreducible character coming from Gi . For each idempotent
f D ei , choose pf with dom(pf ) = ei , ran(pf ) = f . Given h ∈ Gi , let aCih,Cjg be the number
of restrictions of g conjugate to h in S (this number can easily be verified to depend only on Cih
and Cjg ).
Then, by the results of [50] or direct calculation,
C
χ,C
j
g
=
∑
fej , fDei , g−1fg=f
χ
(
pf (fg)p
−1
f
)=∑
Cih
χ(h)a
Cih,C
j
g
where the last sum is over the conjugacy classes Cih of Gi . But
∑
Cih
χ(h)a
Cih,C
j
g
=
∑
Cih
Yχ,CihaCih,C
j
g
.
As Y is invertible, a quick glance at (7.2) allows us to deduce the equality A
Cih,C
j
g
= a
Cih,C
j
g
, as
required. 
1546 B. Steinberg / Advances in Mathematics 217 (2008) 1521–1557Solomon computed A explicitly for In. He showed that if the conjugacy class of σ ∈ Sr
corresponds to the partition α of r and the conjugacy class of τ ∈ S corresponds to the partition
β of  where α, β have respectively ai, bi parts equal to i, then
ACτ ,Crσ =
(
α
β
)
=
∏
i1
(
ai
bi
)
.
Similarly we can calculate B. If h ∈ Gi , denote by zh the size of the centralizer of h in Gi ; so
the equality zh · |Cih| = |Gi | holds.
Proposition 7.2. If χ is an irreducible character of Gi and θ is an irreducible character of Gj ,
then
Bχ,θ =
∑
Cih,C
j
g
z−1g ACih,Cjg χ
(
Cih
)
θ
(
C
j
g
) (7.3)
where Cih runs over the conjugacy classes of Gi and Cjg runs over the conjugacy classes of Gj .
Proof. Define for 1  i  n the matrix Zi = XTi Xi . By the second orthogonality relation for
group characters, Zi is a diagonal matrix whose entry in the diagonal position corresponding to
a conjugacy class Cih of Gi is zh. Let W = diag(Z1, . . . ,Zn). Then YT Y = W. So from (7.2), we
see that
B = YAY−1 = YAW−1YT .
Comparing the χ, θ entry of the right-hand side of the above equation with the right-hand side
of (7.3) completes the proof. 
For In, Solomon gave a combinatorial interpretation for the entries of B in terms of Ferrer’s
diagrams [48, Proposition 3.11]. We now turn to the analogue of Solomon’s multiplicity formulas
for In [48, Lemma 3.17], in terms of A and B, for the general case. It is not clear how usable
these formulas are since one needs quite detailed information about the inverse semigroup S to
determine these matrices. Our previous computations with the multiplicity formula (5.2) often
just used knowledge of the idempotent set, while Solomon’s approach requires much more. It
also explains why partitions, Ferrer’s diagrams and symmetric functions come into Solomon’s
approach for the tensor and exterior powers of the rook matrix representation of In, but they play
no role in our approach. We retain the above notation.
Theorem 7.3. Let χ be an irreducible character of Gi and θ a character of S. Then the following
two formulas are valid:
(χ, θ)S =
∑
Ci
χ(h)z−1h
∑
C
j
A−1
C
j
g ,C
i
h
θ(g), (7.4)
h g
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classes Cjg of all the Gj ; and
(χ, θ)S =
n∑
j=1
∑
ψ∈Irr(Gj )
B−1ψ,χ (ψ, θ |Gj )Gj (7.5)
Proof. For an irreducible character ψ of Gj , denote by mψ the multiplicity of ψ∗ in θ . So
θ =∑ψ mψψ∗. Hence, for a conjugacy class Cjg of Gj ,
θ(g) =
∑
ψ
mψψ
∗(g) =
∑
ψ
mψCψ,Cjg
where the sum runs over all the irreducible characters of all the Gj . Using this, we obtain:
(χ, θ)S =
∑
ψ
mψδψ,χ =
∑
ψ
mψ
∑
C
j
g
C
ψ,C
j
g
C−1
C
j
g ,χ
=
∑
C
j
g
C−1
C
j
g ,χ
θ(g) (7.6)
where the last sum runs over the conjugacy classes Cjg of the Gj , j = 1, . . . , n. Setting W = YT Y
again (as in the proof of Proposition 7.2), we compute:
C−1
C
j
g ,χ
= (A−1W−1YT )
C
j
g ,χ
=
∑
Cih
A−1
C
j
g ,C
i
h
z−1h χ(h)
where the last sum runs over the conjugacy classes Cih in Gi . This, in conjunction with (7.6)
implies (7.4). Also, for g ∈ Gj ,
C−1
C
j
g ,χ
= (W−1YT B−1)
C
j
g ,χ
= z−1g
∑
ψ∈Irr(Gj )
ψ(g)B−1ψ,χ . (7.7)
This last equality uses that YT is block diagonal. Combining (7.7) with (7.6) and the fact that as
C
j
g runs over all conjugacy classes of Gj ,
∑
C
j
g
z−1g ψ(g)θ(g) = (ψ, θ)Gj ,
where ψ is the conjugate character of ψ , gives (7.5). This completes the proof of the theo-
rem. 
8. Semigroups with commuting idempotents and generalizations
There is a large class of finite semigroups whose representation theory is controlled in some
sense by an inverse semigroup. For instance, every irreducible representation of an idempotent
semigroup factors through a semilattice; for a readable account of this classical fact for non-
specialists, see [10]. This section will require a bit more of a semigroup theoretic background
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results specific to finite semigroups. The book of Almeida [3] contains more modern results, as
does the forthcoming book [38].
8.1. Semigroups with commuting idempotents
Let us first begin with a class that is very related to inverse semigroups: semigroups with
commuting idempotents. Every inverse semigroup has commuting idempotents, as does every
subsemigroup of an inverse semigroup. However, not every finite semigroup with commuting
idempotents is a subsemigroup of an inverse semigroup. It is a very deep result of Ash [6,7] that
every finite semigroup with commuting idempotents is a quotient of a subsemigroup of a finite
inverse semigroup (Ash’s original proof uses Ramsey theory in an extremely clever way [6]; this
result can also be proved using a theorem of Ribes and Zalesskiı˘ about the profinite topology on
a free group [17,40]).
Elements s, t of a semigroup S are said to be inverses if sts = s and tst = t . Elements with
an inverse are said to be (von Neumann) regular. Denote by R(S) the set of regular elements
of S. A semigroup in which all elements are regular is called, not surprisingly, regular. Regular
semigroups are very important: a connected algebraic monoid with zero has a reductive group
of units if and only if it is regular [30,36]; the semigroup algebra of a finite regular semigroup
is quasi-hereditary [33]. It is known that a semigroup S is an inverse semigroup if and only
if it is regular and has commuting idempotents [11,20]. More generally it is known that if the
idempotents of a semigroup commute, then the regular elements have unique inverses [11]. We
give a proof for completeness.
Proposition 8.1. Suppose S has commuting idempotents and t, t ′ are inverses of s. Then t = t ′.
Proof. Using that st, ts, st ′, t ′s are idempotents we obtain:
t = tst = ts(t ′st ′)st = t ′stst ′st = t ′s(tst)st ′ = t ′st ′ = t ′.
This establishes the uniqueness of the inverse. 
If S is a semigroup with commuting idempotents and u ∈ R(S), then we denote by u−1 the
(unique) inverse of u. The following is a standard fact about semigroups with commuting idem-
potents.
Proposition 8.2. Let S be a finite semigroup with commuting idempotents. Then the set R(S) of
regular elements of S is an inverse semigroup.
Proof. The key point is that R(S) is a subsemigroup of S. Indeed, if a, b ∈ R(S), then we claim
that (ab)−1 = b−1a−1. Observing that aa−1, a−1a, bb−1 and b−1b are idempotents, we com-
pute:
ab
(
b−1a−1
)
ab = a(bb−1)(a−1a)b = a(a−1a)(bb−1)b = ab.
Similarly one verifies b−1a−1(ab)b−1a−1 = b−1a−1. Since the inverse of any regular element is
regular, R(S) is closed under taking inverses and hence is a regular semigroup with commuting
idempotents and therefore an inverse semigroup. 
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next goal is to show that if S has commuting idempotents and K is a field of characteristic
zero, then KS/Rad(KS) ∼= KR(S) and the isomorphism is the identity on KR(S) (viewed as
a subalgebra of KS). This means that we can use our results for inverse semigroups to obtain
character formulas for multiplicities of irreducible constituents in representations of S.
Proposition 8.3. Let S be a semigroup with commuting idempotents. Let u ∈ R(S) and s ∈ S.
Then the following are equivalent:
(1) uu−1s = u;
(2) u = es with e ∈ E(S);
(3) su−1u = u;
(4) u = sf with f ∈ E(S).
Proof. Clearly (1) implies (2). For (2) implies (1), suppose that u = es with e ∈ E(S). Then
eu = ees = es = u, so
u = uu−1u = uu−1es = euu−1s = uu−1s.
The equivalence of (3) and (4) is dual.
To prove that (1) implies (3), assume uu−1s = u. We show that su−1u is an inverse for u−1.
Then the equality su−1u = u will follow by uniqueness of inverses in R(S) (Proposition 8.2).
Indeed
(
su−1u
)
u−1
(
su−1u
)= su−1(uu−1s)u−1u = su−1uu−1u = su−1u.
Also, using u−1 = u−1uu−1,
u−1
(
su−1u
)
u−1 = u−1(uu−1s)u−1 = u−1uu−1 = u−1.
The implication (3) implies (1) is proved similarly. 
Let S be a semigroup with commuting idempotents. Define, for s ∈ S,
s↓ = {u ∈ R(S) ∣∣ uu−1s = u}.
In other words, s↓ is the set of elements for which the equivalent conditions of Proposition 8.3
hold. Notice that if s is regular, then s↓ just consists of all elements of R(S) below s in the natural
partial order on R(S), whence the notation. We can now establish an analogue of Lemma 4.1.
Lemma 8.4. Let ν : S → KR(S) be given by ν(s) =∑t∈s↓t. Then ν is a homomorphism that
restricts to the identity on R(S), where we view R(S) as a subsemigroup of KR(S).
Proof. The observation before the proof shows that if s ∈ R(S), then
ν(s) =
∑
t = s
ts
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For arbitrary s, t ∈ S, we have that
ν(s)ν(t) =
∑
u∈s↓, v∈t↓, ran(u)=dom(v)
uv.
First we show that if u ∈ s↓, v ∈ t↓ and ran(u) = dom(v), then uv ∈ (st)↓. Indeed dom(uv) =
dom(u). Hence uv(uv)−1 = uu−1. Also u−1u = vv−1 so
(uv)(uv)−1st = uu−1st = ut = u(u−1u)t = uvv−1t = uv.
To complete the proof, we must show that every element u of (st)↓ can be written uniquely
in the form s′t ′ with s′ ∈ s↓, t ′ ∈ t↓ and ran(s′) = dom(t ′). The proof proceeds exactly along
the lines of that of Lemma 4.1. Namely, to obtain such a factorization u = s′t ′ we must have
dom(s′) = dom(u) and ran(t ′) = ran(u), that is, we are forced to set s′ = uu−1s and t ′ = tu−1u
since, by Proposition 8.3, s′ = s′(s′)−1s and t ′ = t (t ′)−1t ′. Then one shows, just as in the proof of
Lemma 4.1, that s′ is regular with inverse tu−1 and t ′ is regular with inverse u−1s. Hence s′ ∈ s↓
and t ′ ∈ t↓ (the latter requires Proposition 8.3). The proofs that s′t ′ = u and ran(s′) = dom(t ′)
also proceed along the lines of the proof of Lemma 4.1 and so we omit them. 
Our next task is to show that the induced surjective homomorphism ν :KS → KR(S) has
nilpotent kernel. In any event ν splits as a K-vector space map and so KS = KR(S) ⊕ kerν as
K-vector spaces. Clearly then kerν has basis B = {s − ν(s) | s ∈ S \R(S)}. Indeed, the number
of elements in B is the dimension of kerν and these elements are clearly linearly independent
since the unique non-regular element in the support of s − ν(s) is s itself. Notice that, via ν,
any irreducible representation of R(S) extends to S. We shall prove the converse. Our method of
proof will show that kerν is contained in the radical of KS. First we need some definitions.
An ideal of a semigroup S is a subset I such that SI ∪ IS ⊆ I . We then place a preorder on
S by ordering elements in terms of the principal ideal they generate. That is, if s ∈ S, let J (s) be
the principal ideal generated by s. Define s J t if J (s) ⊆ J (t). We write s J t if J (s) = J (t).
This is an example of one of Green’s relations [11,15,18,38]. There are similar relations, denoted
R and L , corresponding to principal right and left ideals, respectively. The J -relation on a
finite inverse semigroup S coincides with what we called D earlier [20]. That is, for s, t ∈ S, we
have s J t if and only if dom(s) is isomorphic to dom(t). It is known that in a finite semigroup
the following are equivalent for a J -class J [11,18,38]:
• J contains an idempotent;
• J contains a regular element;
• every element of J is regular.
Such a J -class is called a regular J -class. Any inverse of a regular element belongs to its
J -class. If s, t are J -equivalent regular elements, then there are (regular) elements x, y,u, v
(J -equivalent to s and t) such that xsy = t and utv = s [11,18,38]. Hence if S has commuting
idempotents, then the J -classes of R(S) are precisely the regular J -classes of S. The follow-
ing proof uses a result of Munn [25] that is exposited in [11]. See [4,37,39] for refinements.
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be an irreducible representation. Then:
(1) ρ|R(S) is an irreducible representation;
(2) kerν ⊆ kerρ.
Proof. Let J be a J -minimal J -class of S on which ρ does not vanish. It is a result of
Munn [11, Theorem 5.33] (see also [4,39]) that J must be a regular J -class, say it is the J -
class of an idempotent e, and that ρ must vanish on any J -class that is not J -above J
[4,11,39]. Let I = J (e) \ J . Then I is an ideal of J (e) on which ρ vanishes and so ρ|J (e)
factors through a representation ρ of the quotient J 0 = J (e)/I . Munn proved [11, Theorem 5.33]
that ρ is an irreducible representation of J 0. Since J is a regular J -class and J 0 = J (e)/I =
(J (e) ∩ R(S))/(I ∩R(S)), it follows that ρ is also induced by ρ|J (e)∩R(S). It is then immediate
that ρ|R(S) is an irreducible representation since any R(S)-invariant subspace is (J (e) ∩ R(S))-
invariant. Moreover, since ρ|R(S) is induced by ρ, it must be an irreducible representation of
KR(S) associated to the direct summand of KR(S) spanned by {s | s ∈ J }, which we denote
KJ (recall that J is a D -class).
Now let s ∈ S. We show that ρ(s) = ρ(ν(s)). Since elements of the form s − ν(s) span kerν,
this will show that kerν ⊆ kerρ. If s is not J -above J , then ρ(s) is zero. Since each element
of s↓ is J -below s, we also have in this case that ρ(ν(s)) = 0. Suppose now that s J J ,
i.e. J ⊆ J (s). Consider 1J =∑f∈E(J ) f . This is the identity element of KJ and hence is
sent to the identity matrix under ρ, as ρ|R(S) is induced by first projecting to KJ . Therefore,
ρ(s) = ρ(1J s). It thus suffices to show that ρ(1J s) = ρ(ν(s)). Since, for t ∈ J , every summand
but t of t is strictly J -below J , we see that in this case ρ(t) = ρ(t). Now for f ∈ E(J )
either: f s <J J , and hence ρ(f s) = 0; or f s ∈ J , and so f s ∈ s↓. Conversely, if t ∈ J ∩ s↓,
then t = t t−1s and t t−1 ∈ E(J ). Thus
ρ(1J s) =
∑
f∈E(J ),f s∈J
ρ
(f s)= ∑
f∈E(J ),f s∈J
ρ(f s) =
∑
t∈s↓∩J
ρ(t). (8.1)
Suppose t ∈ s↓. If t /∈ J , then t is not in KJ and so ρ(t) = 0. Thus
ρ
(
ν(s)
)= ∑
t∈s↓∩J
ρ
(t)= ∑
t∈s↓∩J
ρ(t). (8.2)
Comparing (8.1) and (8.2) shows that ρ(1J s) = ρ(ν(s)), establishing that kerν ⊆ kerρ. 
Corollary 8.6. Let S be a finite semigroup with commuting idempotents and K a field. Define
ν :KS → KR(S) on s ∈ S by
ν(s) =
∑
t∈s↓
t.
Then ν is a retraction with nilpotent kernel. Hence we have the equality KS/Rad(KS) =
KR(S)/Rad(KR(S)).
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does not divide the order of any maximal subgroup of S), then kerν = Rad(KS). In this case
dim(Rad(KS)) = |S \R(S)| and a basis for Rad(KS) is given by the set {s−ν(s) | s ∈ S \R(S)}.
Proof. Theorem 8.5 shows that kerν is contained in the kernel of every irreducible represen-
tation of KS and hence kerν is a nilpotent ideal. From this the first paragraph follows. In the
context of the second paragraph, we have that KR(S) is semisimple and so has no nilpotent
ideals. Thus kerν is the largest nilpotent ideal of KS and hence is the radical. The remaining
statements are clear. 
It follows directly that the irreducible representations of S are in bijection with the irreducible
representations of its maximal subgroups up to J -equivalence (actually this is true for any finite
semigroup [11,39]). Moreover, our multiplicity formulas for inverse semigroups apply verbatim
for semigroups S with commuting idempotents.
Theorem 8.7. Let S be a finite semigroup with commuting idempotents and K a field of charac-
teristic zero. Let χ be an irreducible character of a maximal subgroup G with identity e and let
d be the dimension of the associated endomorphism division algebra. Then if θ is a character of
S and m is the multiplicity of the irreducible representation of S associated to χ as a constituent
in θ , then
md =
∑
fe
(χ, θf )Gμ(f, e)
where μ is the Möbius function of E(S).
It follows directly that a completely reducible representation of a finite semigroup with com-
muting idempotents is determined by its character. In general the irreducible constituents are
determined by the character. (Of course this is true in any finite-dimensional algebra.)
8.2. Multiplicities for more general classes of semigroups
We now want to consider a wider class of semigroups whose irreducible representations are
controlled by inverse semigroups. First we recall the notion of an LI-morphism, which is the
semigroup analogue of an algebra homomorphism with nilpotent kernel. A finite semigroup S
is said to be locally trivial if, for each idempotent e ∈ S, eSe = e. A homomorphism ϕ :S → T
is said to be an LI-morphism if, for each locally trivial subsemigroup U of T , the semigroup
ϕ−1(U) is again locally trivial. The following result, showing that LI-morphisms correspond to
algebra morphisms with nilpotent kernel, was proved in [4].
Theorem 8.8. Let K be a field and ϕ :S → T a homomorphism of finite semigroups. If ϕ is an
LI-morphism, then the induced map ϕ :KS → KT has nilpotent kernel. The converse holds if
the characteristic of K is zero.
Therefore, if S is a finite semigroup with an LI-morphism ϕ :S → T to a semigroup T with
commuting idempotents, then we can conclude that KS/Rad(KS) = KR(T )/Rad(KR(T ))
(equals KR(T ) if char(K) = 0). In particular we can use our multiplicity formula for inverse
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acteristic zero. For instance, if S is an idempotent semigroup, then one can find such a map ϕ
with T a semilattice. This is what underlies part of the work of Brown [9,10], as well as some
more general work of Putcha [33]. See also [50].
Let us describe those semigroups with such a map ϕ. This class is well known to semigroup
theorists and it would go too far afield to give a complete proof here, so we restrict ourselves to
just describing the members of the class. First we describe the semigroups with an LI-morphism
to a semilattice L. This class was first introduced by Schützenberger [44] in the context of formal
language theory. It consists precisely of those finite semigroups S such that R(S) = E(S), that is
those finite semigroups all of whose regular elements are idempotents. This includes of course all
idempotent semigroups. The semilattice L is in fact the set U (J ) of regular J -classes ordered
byJ . The map sends s ∈ S to the J -class of its unique idempotent power. See [50] for details.
The class of such semigroups is usually denoted DA in the semigroup literature (meaning that
regular D -classes are aperiodic subsemigroups). It was shown in [4] that DA consists precisely
of those finite semigroups with a faithful upper triangular matrix representation over a field of
characteristic 0 by matrices whose only eigenvalues are 0 and 1.
Now if ϕ :S → T is an LI-morphism, then it is not to hard to show that if U  S is a subsemi-
group, then ϕ|U is again an LI-morphism. Suppose that ϕ :S → T is an LI-morphism of finite
semigroups where T is a semigroup with commuting idempotents. Then E(T ) is a semilattice
and 〈E(S)〉 maps onto E(T ) via ϕ. Hence 〈E(S)〉 ∈ DA. Let us denote by EDA the collection
of all finite semigroups S such that E(S) generates a semigroup in DA; this includes all semi-
groups whose idempotents form a subsemigroup (in particular the class of so-called orthodox
semigroups [11]). It is well known to semigroup theorists that if S ∈ EDA, then S admits an
LI-morphism ϕ :S → T to a semigroup T of partial permutations. In particular, T has com-
muting idempotents. The transitive components of T correspond to the action of S on the right
of a regular R-class of S modulo a certain equivalence relation corresponding to identifying
elements that differ by right multiplication by an element of the idempotent-generated subsemi-
group; the reader can look at [51] to infer details. Alternatively, one can easily verify that each
generalized group mapping image of S corresponding to a regular J -class acts by partial per-
mutations on its 0-minimal ideal [18,38]. The key point is that ϕ is explicitly constructible and
hence the multiplicity formulas for calculating irreducible constituents for representations of T
can be transported back to S. The congruence giving rise to ϕ is defined as follows. Let S ∈ EDA
and s, t ∈ S. Define s ≡ t if, for each regular J -class J of S and each x, y ∈ J , one has either
xsy = xty or both xsy, xty /∈ J [4,18,37,38]. The details are left to the reader.
Just to give a sample computation, let S ∈ DA and suppose that the map ϕ :S → Mn(K) is
a representation. The maximal subgroups of S are trivial. If J is a regular J -class, then the
(unique) irreducible representation of S associated to J is given by
ρJ (s) =
{
1, s J J,
0, else
(see [50]). To obtain a formula for the multiplicity of ρJ in ϕ, we must choose an idempotent eJ
for each regular J -class J . Then the multiplicity of ρJ in ϕ is given by
∑
J ′ J,J ′∈U (J )
rk
(
ϕ(eJ ′eJ eJ ′)
)
μ(J ′, J ) (8.3)J
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in [9,10,50] for random walks on minimal left ideals of semigroups in DA.
This yields a direct proof that a completely reducible representation of a semigroup from EDA
is determined by its character and that in general the irreducible constituents are determined by
the character.
8.3. Random walks on triangularizable finite semigroups
We can now answer a question that remained unsettled in [50]. In that paper we calculated
the eigenvalues for random walks on minimal left ideals of finite semigroups admitting a faith-
ful representation by upper triangular matrices over C. This generalized the work of Bidigare
et al. [8] and Brown [9,10]. We showed that there was an eigenvalue corresponding to each ir-
reducible character of the semigroup (and gave a formula for the eigenvalue) but at the time we
could only prove that the multiplicity of the eigenvalue was the same as the multiplicity of the
corresponding irreducible representation as a constituent in the linear representation induced by
the left action on the minimal left ideal. We could only calculate the multiplicities explicitly if
the semigroup belonged to DA. With our new tools we can now handle the general case.
So let us call a finite semigroup S triangularizable if it can be represented faithfully by up-
per triangular matrices over C. These were characterized in [4] as precisely those semigroups
admitting an LI-morphism to a commutative inverse semigroup. Equivalently, they were shown
to be those finite semigroups in which all maximal subgroups are abelian, whose idempotents
generate a subsemigroup with only trivial subgroups and such that each regular element satisfies
an identity of the form xm = x. Moreover, it was shown that every complex irreducible represen-
tation of such a semigroup has degree one [4] (so its semigroup algebra is basic). See also [50]
for more. Important examples include abelian groups and idempotent semigroups, including the
face semigroup of a hyperplane arrangement [1,9,10].
Let S be a fixed finite triangularizable semigroup. Let ϕ :S → T be its LI-morphism to a com-
mutative inverse semigroup. The semigroup T has a unique idempotent in each D -class and the
corresponding maximal subgroup is abelian. The lattice of idempotents of T is isomorphic to the
poset U (S) of regular J -classes of S. Fix an idempotent eJ for each J ∈U (S). The maximal
subgroup GeJ will be denoted GJ . We recall the description of the irreducible characters of S.
Suppose GJ is a maximal subgroup and χ is an irreducible character of GJ . Then the associated
irreducible character χ∗ :S → C is given by
χ∗(s) =
{
χ(eJ seJ ), s J J,
0, else
(cf. [50]).
Suppose one puts a probability measure π on S. That is we assign probabilities ps to each
s ∈ S such that ∑s∈S ps = 1. We view π as the element π =∑s∈S pss of CS. Without loss of
generality we may assume that S has an identity; indeed, if S does not have an identity, we can
always adjoin an identity 1 and set p1 = 0 without changing the Markov chain. This assumption
guarantees that any representation of S that sends the identity to the identity matrix does not have
a null constituent. Let L be a minimal left ideal of S (what follows is independent of the choice
of L since all minimal left ideals of a finite semigroup are isomorphic via right translation by
Green’s lemma [11,15]). We remark that, for random walks on finite semigroups, one considers
minimal left ideals because if the support of the probability measure generates the semigroup,
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then the Markov chain with transition operator the |L|× |L|-matrix M that has in entry 1, 2 the
probability that if one chooses s ∈ S according to the probability distribution π , then s1 = 2.
It is easy to see that if one takes the representation ρ afforded by CL (viewed as a left
CS-module), then M is the transpose of the matrix of ρ(π) [9,10]. Now since all irreducible
representations of a triangularizable semigroup have degree one, a composition series for CL
puts ρ in upper triangular form with the characters of S on the diagonal, appearing with multi-
plicities according to their multiplicities as constituents of ρ. Hence there is an eigenvalue λχ
of M associated to each irreducible character χ of a maximal subgroup GJ of S (where J runs
over U (S)), given by the character sum
λχ = χ∗(π) =
∑
s∈S
psχ
∗(s) =
∑
sJ J
psχ(eJ seJ ). (8.4)
Of course, it could happen that different characters yield the same eigenvalue.
For s ∈ S, let FixL(s) denote the set of fixed-points of s acting on the left of L. Then the
character χρ of ρ simply counts the cardinality of FixL(s). It is now a straightforward exercise
in applying (5.2) to verify that the multiplicity of χ∗ in ρ, and hence the multiplicity of λχ
from (8.4) as an eigenvalue of M , is given by
1
|GJ |
∑
g∈GJ
χ
(
g−1
) ∑
J ′J,J ′∈U (S)
∣∣FixL(eJ ′geJ ′)∣∣μ(J ′, J ) (8.5)
where μ is the Möbius function of U (S).
For the case where S is an abelian group, (8.4) can be found in the work of Diaconis [13].
In this situation, L = S and the multiplicities are all one. On the other hand, if the semigroup is
idempotent, then (8.4) and (8.5) reduce to the results of Brown [9,10]. If the maximal subgroups
are trivial, one obtains the results of [50]. Compare also with (8.3).
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