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Background: Characterization of unknown proteins through computational approaches is one of the most
challenging problems in silico biology, which has attracted world-wide interests and great efforts. There have been
some computational methods proposed to address this problem, which are either based on homology mapping or
in the context of protein interaction networks.
Results: In this paper, two algorithms are proposed by integrating the protein-protein interaction (PPI) network,
proteins’ domain information and protein complexes. The one is domain combination similarity (DCS), which
combines the domain compositions of both proteins and their neighbors. The other is domain combination
similarity in context of protein complexes (DSCP), which extends the protein functional similarity definition of DCS
by combining the domain compositions of both proteins and the complexes including them. The new algorithms
are tested on networks of the model species of Saccharomyces cerevisiae to predict functions of unknown proteins
using cross validations. Comparing with other several existing algorithms, the results have demonstrated the
effectiveness of our proposed methods in protein function prediction. Furthermore, the algorithm DSCP using
experimental determined complex data is robust when a large percentage of the proteins in the network is
unknown, and it outperforms DCS and other several existing algorithms.
Conclusions: The accuracy of predicting protein function can be improved by integrating the protein-protein
interaction (PPI) network, proteins’ domain information and protein complexes.Background
The function annotation of a protein is an important
challenge in post-genomics due to the critical roles of
proteins in various biological processes. However, it is
expensive and time-consuming to experimentally deter-
mine protein functions. With rapid advances in large
scare genome sequencing technologies, there is an in-
creasingly widening gap between the number of newly
found proteins and the completeness of their annota-
tions, which requires a faster and more effective way to
annotate unknown proteins automatically. Hence, the
protein function prediction through computational ap-
proaches has become a major research topic, which has
drawn much attention from researchers in the areas.
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reproduction in any medium, provided the oraccording to the known functions of similar proteins.
The most common and reliable methods are using
homology mapping to transfer annotations to newly se-
quenced proteins. One of the way to infer to homology
is detecting sequence similarity by using BLAST [1] and
FAST [2]. Another is to identify protein domains by using
the databases or tools, such as Pfam [3], PRODOM [4],
SCOP [5] and so on. Domains are some compactly struc-
tured components of a protein that can evolve, function,
and exist independently of the rest of the protein chain.
The vast varieties of protein functions can be derived
from the different combinations and cooperation of pro-
tein domains [6]. Therefore, there are methods [7,8]
where the proteins’ internal domain compositions are
compared directly without considering the whole se-
quence. The homology mapping approach is based on the
assumption that homologous proteins have most likely
evolved from a common ancestor and thus must have
similar functions. However the weakness of this kind of
methods is that few un-annotated proteins hit to knowntd. This is an Open Access article distributed under the terms of the Creative
ommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and
iginal work is properly credited.
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pand at the exponential rate.
On the other hand, with the increase of large scale
protein-protein interaction (PPI) data generated by two-
hybrid and co-immunoprecipitation techniques, many
researchers have attempted to determine protein func-
tions by using information extracted from the PPI data
[9]. Existing computational methods based on PPI can
be roughly divided into two main categories: direct
methods that straightforwardly utilize the protein inter-
actions and module-assisted schemes that use function
modules to infer protein functions as a whole [9].
Direct methods are based on the fact that about 70%
to 80% of proteins share at least one common function
with their interacting partners [10]. One of the earliest
these methods is neighborhood counting method pro-
posed by Schwikowski et al. [10]. The method counts up
the times of a function occurring in the protein’s neigh-
borhood to estimate the possibility that a given function
can be assigned to an un-annotated protein. However,
this method ignores the background frequency of differ-
ent function annotations. In reference [11], the authors
have tried to improve the original neighbor counting
method by computing the Chi-square statistics as an
indicator of the statistical significance of the function
under consideration. Vazquez et al. have assigned func-
tions to proteins via a global mechanism that maximizes
the number of edges that connect proteins with the
same function in their paper [12]. Recently, an iterative
method has been introduced to make the prediction of
functions iteratively to get a most consistent agreement
throughout the whole network [13]. There are also some
other algorithms for global function assignments de-
scribed in [14-16]. Considering that previous methods
predict the function of an un-annotated protein only
relying on direct neighbors, Chua et al. have investigated
the functional information within both direct and indir-
ect neighbors by giving them different weights [17].
Based on the observation in ref. [17], this group propose
a topological weight, FS-Weight, which estimates func-
tion association between direct and indirect interactions,
to infer protein functions [18] and predict protein com-
plexes [19]. Due to high noise-signal ratio of protein-
protein interaction data, those direct methods which
infer protein functions in terms of protein interactions
may not work well. To overcome this problem, some
researchers [7,16,20-22] either have combined multiple
network information resources, such as expression pro-
files, gene regulatory networks, PPI networks, GO simi-
larity network and so on, or have used a wide variety of
biological characteristics, including sequence patterns,
homology data, previously known functional annota-
tion, protein complex and so on. Lin et al. [23] have
proposed a novel common-neighbor based model and aBayesian framework to predict protein functions. Their
studies have shown that two proteins are likely to have
same functions if they share common neighbors, and
the more common neighbors they have, the more likely
they have same functions. Zhang et al. [24] have extended
the concepts of common neighbors to the domain compo-
sitions of proteins’ neighbors, which they introduce as
domain contexts. They believe that similar domain compo-
sitions inside the neighbors may indicate both functional
similarity and evolutionary relationship, and define a do-
main context similarity to assess the function similarities
between proteins. For simplicity, we name their method as
Zhang-DC. However, this method has not considered the
similarity of proteins themselves.
Instead of predicting functions for each protein separ-
ately, module-assisted methods first identify the function
modules or protein complexes, and then annotate func-
tions to all proteins in the function modules or protein
complexes. Although the module-assisted methods vary
in the clustering algorithms for identifying the function
modules or protein complexes, they are based on the fact
that functional module means a group of cellular compo-
nents and their interactions that can be attributed to a
specific biological function [25]. Previous studies [26] have
pointed out that module-assisted methods are most useful
in networks obtained from genomes with few protein an-
notations. It suggests that we can infer protein functions
by using the whole function modules or protein com-
plexes while not only limited to the direct interactions.
With respect to the above issues, we propose a new
algorithm by defining a domain combination similarity
in PPI networks as a measurement of the protein func-
tion similarity, named by DCS. In DCS, the protein
functional similarity combines the domain compositions
of both proteins and their neighbors. Then we propose
another new algorithm DSCP which extends the protein
functional similarity definition in DCS by combining the
domain compositions of both proteins and complexes
including them. Differently from previous homology map-
ping approach, our methods integrate the PPI data infor-
mation and protein complex information. Differently from
previous methods based on PPI data, our methods combine
the domain information of protein itself and take protein
complex information for consideration. We carry out
experiments on data from Saccharomyces cerevisiae. As
the comparisons are shown, our methods can make an
apparent improvement on the performances of func-
tion prediction than other methods, such as neighbor
counting [10], Chi-square [11], Zhang-DC [24], Markov
random field (MRF) model [7] and relaxation labelling
classifier (RLC) [16].
This paper is organized as follows: First of all, recent
advances of function prediction algorithms are introduced
briefly. Then the relevant definitions as well as the new
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the materials used in this paper are given and we
present the results produced by our new algorithms
and a comprehensive comparison between the new al-
gorithms and five other existing algorithms. Finally,
challenges and directions of the future work are dis-
cussed in Conclusions and discussion.Methods
When we predict the functions for an unknown protein,
firstly the function similarities between proteins are de-
fined. Then we find out a known protein with the high-
est functional similarity value to the unknown protein
from the network, and the functional annotations of the
known protein are then assigned to the unknown pro-
tein. In this work, we propose two algorithms to evaluate
the functional similarity between two proteins. The one
is DCS, the domain combination similarity, which com-
bines the domain compositions of both proteins and
their neighbors. The other is DSCP, which extend the
protein functional similarity definition of DCS by com-
bining the domain compositions of both proteins and
complexes including them.Domain combination similarity (DCS)
Our measurement of protein domain combination
similarity is consisted of two parts, the context similar-
ity, which indicates the domain similarity of proteins’
neighbors, and the composition similarity, which indicatess =|DC(PA)∩DC(PB)| =|{
s =|DT(PA)∩DT(PB)| = |{ }| =1
a =|DC(PA)| =|{ }|=6
PA
a =|DT(PA)| = |{ }|=2
Figure 1 Illustration of domain combination similarity. The figure gives
in which different shapes are drawn to represent different types of domain
of two parts: the context similarity, which is presented in the figure as the
which is presented in the figure as the dark black. Domain composition of
Domain context of PA, denoted by DC(PA), is a set of distinct domain typesthe proteins’ internal domain similarity. The context
similarity is presented in Figure 1 as the light gray part
plus the dark black part, while the composition simi-
larity corresponds to the dark black part in Figure 1.
These two parts will be added up to get a final estima-
tion of the function similarity between two proteins.
As can be seen in Figure 1, it is the same five kinds of
domain types that are contained by the neighbors of
protein PA and PB in spite of their different distribu-
tions while it is the same one kind of domain type that
is contained by protein PA and PB, which indicates PA
and PB probably share similar functions. To formally
define the domain combination similarity, the follow-
ing variables are introduced.
Given a PPI network, let SN = {P1, P2, …, Pn} represent a
set of all n proteins in the PPI network and NP denotes a
set of neighbor proteins of protein P with P itself included.
Let DT(P) denote a set of domain types in protein
P. Given a protein set S = {Ps1, Ps2, …, Psl}, we define
DT Sð Þ ¼ ∪DT Pið Þ; i ¼ s1;…; sl: ð1Þ
Let DC(P) be a set of distinct domain types in the
neighbor proteins of P , which is called the domain con-
text of P. Consequently we have
DC Pð Þ ¼ DT NPð Þ: ð2Þ
Let M denote the number of domain types in the
whole network, and let a and b represent the number of
domain types in the neighbors of PA and PB, respectively.}|=5
b=|DC(PB)| =|{
PB
b =|DT(PB)| =|{ }|=2
}|=6
an example of the domain combination similarity of protein PA and PB,
s. The domain combination similarity of the two proteins is consisted
light grey part plus the dark black part, and the composition similarity,
protein PA, denoted by DT(PA), is a set of domain types in protein PA.
in the neighbor proteins of PA (PA included).
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neighbors. Then we can get the following equations:
M ¼ DT SNð Þj j;
a ¼ DC PAÞð Þj j; b ¼jDC PBð Þj;
s ¼ DC PAð Þ∩DC PBð Þj Þj:
ð3Þ
The domain context similarity, fcont , can be defined
as follows.





















Let a’ and b’ denote the number of domain types inside
protein PA and protein PB respectively, and let s’ denote
the number of common domain types of PA and PB.
Then we can get the following equations:
a0 ¼ DT PAð Þj jb0 ¼ jDT PBð Þj
s0 ¼ DT PAð Þ∩DT PBð Þj j:
ð5Þ
Similarly to fcont, the domain composition similarity,
fcomp, can be defined as follows:
















We believe that these two parts should not be treated
equally. Alternatively, they are added together via a
parameter λ, and finally, the domain combination simi-
larity between two proteins PA and PB is defined as
below:
f sim PA; PBð Þ ¼ λ  f cont PA;PBð Þ þ 1−λð Þ  f comp PA;PBð Þ:
ð7Þ
A larger value of fsim(PA, PB) between two proteins PA
and PB will indicate a greater probability that they share
similar functions.
For the convenience of discussion, in the following
sections DCS (Domain Combination Similarity) will be
adopted to calculate the current definition of fsim for
protein function prediction. The pseudo code for cal-
culating the functional similarity fsim(PA, PB) between
two proteins PA and PB using algorithm DCS is pre-
sented below.
Domain combination similarity in context of protein
complexes (DSCP)
We argue that the original manner of taking neighbors
as the domain context in DCS can be further improved byusing the protein complexes information instead. Since the
PPI network is not complete and has false interactions due
to experimental limits and errors, merely considering the
neighborhood can produce bias results. For the sake of
common noises in the interaction data, when calculating
the domain context similarity fcont, we don’t just consider
the neighbors of a protein as in most classical algorithms
but also search for the complexes containing the proteins.
Here it is believed that functionally similar proteins tend to
cluster together and protein complexes are this kind of col-
lections of functionally related proteins [27-31]. There are
many algorithms that try to make use of protein complex
data to infer protein functions [7,32]. Deng et al. [7] have
used an MRF model to integrate multiple sources of data
including the protein complexes while Joshi et al. [32] have
made use of protein complexes by assigned binary interac-
tions to two proteins involved in a same protein complex
and developed an integrated probabilistic method for cellu-
lar function prediction. Consequently, by means of inte-
grating protein complexes to serve as the domain context
scope, it promises to get a better measurement of protein
function similarity.
Let SCP be the set of all proteins inside those com-
plexes containing protein P. Then the previous definition
of domain context of P is adjusted as follows:
DC Pð Þ ¼ DT SCPð Þ: ð8Þ
The formulas defining fcont, fcomp and fsim still remain
the same as before. Again a larger value of fsim indicates
a greater probability of sharing similar functions.
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ther known real protein complexes from assays or protein
complexes predicted by various network clustering algo-
rithms. Since both the known protein complexes and pre-
dicted protein complexes have the limited coverage for the
original proteins in the whole network, we will still use the
neighborhood as the context scope, if a protein is not in-
cluded in any complex. We call the prediction algorithm
based on this new definition as DSCP (Domain combin-
ation Similarity in context of protein complexes). The fol-
lowing pseudo code illustrates the procedure of calculating
the functional similarity by using algorithm DSCP.Protein function prediction
Given the protein similarity definitions described above,
the functional similarities fsim between each pair of pro-
teins can be calculated conveniently. When predict thefunctions for an unknown protein Pu, we find out a
known protein Pm with the highest value of fsim to Pu
from the network, and the function annotations of Pm
are then assigned to Pu. If there exist more than one
protein that are of the same highest fsim to Pu, the first
coming one will be selected as the reference.
To evaluate the performances of a predicting algo-
rithm, the cross validation is generally used [24,33,34].
All the proteins in the PPI network are partitioned into
two subsets, the training set and the testing set. In one
round of cross validation, the functions of each protein
in the testing set are predicted according to the proteins
in the training set. The validation process is performed
multiple times to make sure that each sample will have a
chance as a member of the testing set once. The final
performances are averaged over all rounds. There are
several partition schemes. Some studies [24] use leave-
one-out cross validation which put one protein into the
testing set and the remaining proteins into the training
set, while other studies [33,34] use leave-percent-out cross
validation, which randomly selects a percentage of pro-
teins as the testing set and then puts other proteins into
the training set.
In a binary classifier system, there are four types of
possible outcomes for each prediction, namely, true
positive (TP), true negative (TN), false positive (FP) and
false negative (FN). TP and TN are the correct predic-
tions while FP and FN are the two kinds of wrong classi-
fications. FP is a positive prediction that is in fact
negative and FN is a negative prediction that is actually
positive. Therefore, in some studies [24], there are three
measurements are generally used to assess the qualities
of prediction algorithms: precision (also called positive
predictive value and denoted as PPV), recall (also called
sensitivity or true positive rate and denoted as TPR), F-
Measure and Matthew correlation coefficient (denoted
as MCC and ranging from −1 to 1 with a larger MCC
value indicating a better prediction results). The three
measurements are defined as follows.
PPV ¼ TP
TP þ FP ; ð9Þ
TPR ¼ TP
TP þ FN ; ð10Þ
F−Measure ¼ 2  PPV  TPR
PPV þ TPR ; ð11Þ
MCC ¼ TP  TNð Þ− FN  FPð Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
TP þ FNð Þ  TN þ FPð Þ  TP þ FPð Þ  TN þ FNð Þp
ð12Þ
The process of function prediction using leave-one-out
cross validation is described below.
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The Saccharomyces cerevisiae (yeast) protein interaction
networks are widely used as a gold standard data in the re-
search of network-based function prediction algorithms
because the species of yeast has been studied most widely
and thus the available interaction data for yeast is the
most complete and convincible. Here, we also adopt yeast
interaction network to test our new algorithms. The PPI
network data is obtained from DIP database [35]. The an-
notation data of proteins used for algorithm validation is
the latest version (2012.3.3) downloaded from GO official
website [36] as is the same case with the domain data
from Pfam database [3] (26.0). As for the protein complex
information, we used the data of CYC2008 [37] which
consists of 408 protein complexes involving 1,439 proteins
in yeast obtained by reliable manual curation.
The original interaction networks are transformed to
use the UniProtKB/Swiss-Prot entries because the Pfam
domain data use such labelling system. Consequently a
network of 5,088 proteins and 22,277 interactions is ob-
tained after removing the self-interaction and some pro-
teins without UniProtKB/Swiss-Prot entries.
The prediction performance is validated based on
Gene ontology (GO) annotations. The GO system con-
sists of three separate categories of annotations, namely
Molecular Function (MF), Cellular Component (CC)
and Biological Process (BP). The Predictions are vali-
dated separately for each of the three GO categories.Since the GO terms are organized as a hierarchical
structure, in which a protein that is annotated with a
GO term is also annotated with all its ancestors, using
all GO terms for validation may result in biased conclu-
sions. To avoid too special and too general [24], only
those GO terms that annotate at least 10 and at most
200 proteins will be kept in the experiments. Moreover
we adopt the same way of selecting reliable GO terms as
previous study [38] and ignore the GO terms that are
annotated with evidence code IEA (Inferred from Elec-
tronic Annotation), ND (No biological Data available),
NAS(Non-traceable Author Statement). Therefore, the
final gold standard consists 95, 124, 267 GO terms for
MF, CC and BP respectively.
Moreover, we only use the Pfam-A data because the
Pfam-A data have been manually checked and thus more
convincible while Pfam-B part is automatically generated
by HMM computational methods [3]. In the finally data
sets, among the 5,088 proteins, there are 4,260 proteins
with domain information and 2895, 3868 and 3909 pro-
teins annotated by at least one GO term in MF, CC and
BP respectively.
Parameters determination and data analysis
In our definition of domain combination similarity, a
parameter λ is introduced to adjust the two parts of fcont
and fcomp. With different values of parameter λ, the per-
formances of prediction might differ greatly. As a result,









































Figure 2 The distribution of average PPV, TPR and MCC on different values of λ in algorithm DCS. The figure depicts the distribution of
average PPV, TPR and MCC when different values of λ are selected in algorithm DCS. X-axis represents the different values of λ. Y-axis represents the
values of each performance measure (PPV, TPR and MCC). (a), (b) and (c) illustrate the results based on GO terms in MF, CC and BP respectively.
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DCS by running 20 times with equal interval of λ from 0
to 1. The corresponding indices of PPV, TPR and MCC at
different value of λ are calculated. The results based on
GO terms in MF, CC and BP are illustrated in Figure 2 (a),
(b) and (c) respectively. Figure 2 shows that the perform-
ance of DCS when λ is either 0 or 1 is inferior to when λ is
set to other values ranging from 0 to 1, which means that
the prediction performance by integrating the context simi-
larity and the composition similarity is better than that by
using only either similarity. For each one of the three GO














Figure 3 The distribution of domain combination similarities with reg
statistical results of the average domain combination similarities with regar
two proteins is presented in terms of the overlaps of the GO terms betwee
corresponding the average domain combination similarities (avg fsim) betwMCC, the performance of DCS rises sharply when λ is 0.5
and drops rapidly when λ is larger than 0.4. Although the
values of λ vary a litter when the values of PPV, TPR and
MCC reach their peak, DCS remains high performances
when λ is in the range of 0.05 to 0.35. Therefore, we use
λ = 0.1 as a default value in all the following experiments.
Then, we make a statistic on the average domain com-
bination similarities with regard to different function simi-
larity values which are presented in terms of the overlaps
of the GO terms between proteins. Firstly, the domain
combination similarities between each pair of proteins in





 the fitting curve
ard to different function similarities. The figure illustrates the
d to different function similarity values. The function similarity value of
n them. X-axis represents function similarities. Y-axis represents the
een pairs of proteins in the network.
Table 1 The results of DCS, DSCP and DSCP using protein complexes predicted by DPClus on DIP PPI
Methods Size MF CC BP
#GO PPV TPR F-measure MCC #GO PPV TPR F-measure MCC #GO PPV TPR F-measure MCC
DCS [10–30] 75 0.44 0.37 0.40 0.40 89 0.40 0.39 0.39 0.38 216 0.34 0.35 0.34 0.35
(30–50] 10 0.41 0.36 0.39 0.38 18 0.30 0.25 0.27 0.26 36 0.31 0.30 0.30 0.30
(50–100] 8 0.50 0.42 0.46 0.45 12 0.33 0.30 0.32 0.30 13 0.34 0.33 0.33 0.33
(100–200] 2 0.71 0.62 0.66 0.65 5 0.27 0.24 0.25 0.22 2 0.47 0.46 0.47 0.46
In total 95 0.45 0.38 0.41 0.41 124 0.37 0.35 0.36 0.35 267 0.34 0.34 0.34 0.34
DSCP [10–30] 75 0.44 0.36 0.40 0.39 89 0.49 0.48 0.48 0.48 216 0.38 0.38 0.38 0.37
(30–50] 10 0.37 0.31 0.34 0.33 18 0.36 0.33 0.34 0.33 36 0.37 0.35 0.36 0.35
(50–100] 8 0.50 0.38 0.43 0.42 12 0.35 0.31 0.32 0.31 13 0.40 0.40 0.40 0.39
(100–200] 2 0.73 0.55 0.63 0.62 5 0.30 0.26 0.28 0.25 2 0.55 0.53 0.54 0.53
In total 95 0.44 0.36 0.40 0.39 124 0.45 0.43 0.44 0.43 267 0.38 0.37 0.38 0.37
DSCP_DPClus [10–30] 75 0.44 0.36 0.40 0.39 89 0.41 0.34 0.37 0.36 216 0.34 0.32 0.33 0.33
(30–50] 10 0.37 0.31 0.34 0.33 18 0.30 0.25 0.27 0.26 36 0.30 0.26 0.28 0.27
(50–100] 8 0.50 0.38 0.43 0.42 12 0.32 0.30 0.31 0.29 13 0.35 0.30 0.33 0.31
(100–200] 2 0.73 0.55 0.63 0.62 5 0.26 0.25 0.26 0.23 2 0.49 0.48 0.48 0.47
In total 95 0.44 0.36 0.40 0.39 124 0.38 0.32 0.34 0.34 267 0.34 0.32 0.33 0.32
The GO terms in MF, CC and BP are divided into 4 groups according to the number of proteins annotated by them, respectively. Those GO terms which are
consisted of more than 10 or less than 200 proteins are filtered out because they are either too rare or too general for prediction. This table shows prediction
results of DCS, DSCP and DSCP using protein complexes predicted by DPClus (DSCP_DPClus) based on DIP PPI data, including the number of GO terms in each
group and each category, and the corresponding values of PPV, TPR and MCC. Here, column "size" means the number of protein in each GO term. "#GO" denotes
the number of GO terms.
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values of GO overlaps to get a distribution curve. As can
be seen in Figure 3, when the overlap of GO terms in-
creases, which means the function similarity increases, the
domain combination similarities between proteins tend to
increase as well. Consequently, we conclude that our de-
fined domain combination similarity can be a good indica-
tor for the functional relations between different proteins.
The results of function prediction
We test the qualities of our algorithms for predicting
protein functions using the leave-one-out cross validation,
which means for each round there is only one protein in
the testing set. Note that we will filter out those GO terms
whose sizes are smaller than 10 or greater than 200 be-
cause they are either too rare or too general for prediction.
Here, the size of GO term refers to the number of proteins
in each GO term. Moreover, experiments will be imple-
mented separately for MC, CC and BP. Therefore, GO
terms in each annotation category have been partitioned
into four groups based on their positive size. The top part
of Table 1 shows the results of function prediction on DIP
PPI network when using the algorithm DCS.
Next, the algorithm of DSCP is adopted to predict
protein function on the same PPI data sources by using
the experimentally determined protein complexes ob-
tained from CYC2008. 966 of 2895, 1281 of 3868 and1314 of 3909 proteins that are annotated by a least one
GO term in MF, CC and BP respectively present in at
least one CYC2008 complex. For those proteins belong-
ing to CYC2008 complex, DSCP infers their domain
context by searching for the complexes containing them,
whereas the domain context of the proteins that are not
covered by any one of CYC2008 complexes is derived
from their direct neighbors. The results, as listed in the
middle part of Table 1, are proved to be better than that
of DCS, which suggests that the accuracy of function
prediction can be improved by extending some proteins'
domain context from their direct neighbors to the
known complexes where they belong to.
Moreover, we have also used predicted protein com-
plexes generated by various clustering algorithms includ-
ing the widely used IPCA [27], MCODE [28], CPM [29],
DPClus [30] and HC-PIN [39] for the usage in DSCP.
Here we list the best results of DPClus, in which 62.45%
of the 1808 proteins annotated by GO terms in MF,
60.86% of the 3868 proteins annotated by GO terms in
CC and 61.27% of the 3909 proteins annotated by GO
terms in BP are included in the 965 complexes. The
results are shown in the bottom par of Table 1.
As can be seen, the performances of DSCP decrease
contrarily when using predicted protein complexes even
though the protein coverage increases. This is easy to
understand since clustering algorithms cannot predict




































































Figure 4 The precision-recall curves of DCS and DSCP compared to other five existing algorithms. The figure presents the precision-recall
(PR) curves of DCS, DSCP and other five existing algorithms (NC, Chi-square, Zhang-DC, MRF and RLC) based on the average prediction performance
over all testing protein. The horizontal and vertical coordination of the precision-recall curves are the values of recall (denoted as TPR) and precision
(denoted as PPV). Here, the result of DSCP is obtained by using CYC2008 protein complexes which are determined experimentally. The digits in legend
are the maximum F-measures for all methods on corresponding GO annotation category (CC, MF and BP).
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and false negative complex members. Consequently we
use the CYC2008 data for the algorithm DSCP afterwards.
Furthermore, we perform a comparison of our algo-
rithms of DCS and DSCP with algorithm Zhang-DC
[24] which has also used domain context similarity, the
other two classical neighbor counting [10] (denoted as
NC) and Chi-square algorithms [11], MRF [7] which inte-
grates protein complex, domain and PPI for protein func-
tion prediction, and RLC [16] which is a recently proposed
method and possesses good prediction performance. To de-
pict the comparison results, precision-recall (PR) curve is
made used of, whose horizontal and vertical coordination
are the values of TPR and PPV, respectively. The leave-one-
out cross validation is carried out on all these methods to
evaluate their effectiveness. Our methods DCS and DSCP
as well as Zhang-DC infer functions of an unknown protein
from its top K similar known proteins ranked by these
methods. The functions of these known proteins are
regarded as the predicted functions of the unknown pro-
tein. Moreover, the similarity scores between the unknown
protein and the known proteins should be larger than zero.
For NC, Chi-square and RLC, we select top K GO terms
ranked by these methods as predicted functions of an un-
known protein and also ensure that the corresponding
scores are larger than zero (protein-GO term relationship
score for RLC, GO term frequency score for NC and Chi-
Square). Here the parameter K ranges from 1 to 50. MRF
assigns a function to unknown protein if the probability
that the unknown protein has the given function is above a
threshold. The threshold for MRF ranges from 1 to 0decreased by 0.01. For a given testing protein and each
threshold or parameter K, the TPR and PPV values can be
calculated according to the definition in Equations (9) and
(10). The final PR curves of each comparing method are
plotted based on the average TPR and PPV values over all
testing proteins [40]. Figure 4 shows that the PR curves of
all methods and the digits in legend are the maximum F-
measures for all methods on corresponding GO annota-
tion category (CC, MF and BP).
As shown in Figure 4, DSCP using CYC2008 protein
complex data and DCS achieve the first and the second
maximum F-measures among all comparing methods on
each GO annotation category. For the GO terms in cat-
egory CC, the PR curves of DSCP and DCS are above
that of all comparing methods, which means that our
methods have a higher number of true positives and at
the same time a smaller number of false positives when
selecting different thresholds. For the GO term in cat-
egories MF and BP, the PR curves of DSCP and DCS are
above that of the other four existing methods (NC,
ChiSquere, ZhangDC and MRF) and are also above that
of RLC when inferring functions form a small number of
the most similar proteins. However, the precision values of
DSCP and DCS drop sharply when inferring function from
a large number of similar proteins. Since a lot of functions
of these similar proteins will be assigned to the unknown
proteins, which will introduce many false positives. The
precision values of RLC drop slowly with decrease of the
threshold of protein-GO term relationship score. Because
decreasing of the threshold slightly increase the number of
predicted functions for an unknown protein.
Table 2 The prediction results based on different protein-protein interaction data
Data set Methods MF CC BP
#GO PPV TPR Fmeasure MCC #GO PPV TPR Fmeasure MCC #GO PPV TPR Fmeasure MCC
MIPS DSCP 83 0.49 0.41 0.44 0.44 113 0.43 0.40 0.41 0.40 249 0.37 0.37 0.37 0.36
DCS 83 0.42 0.34 0.38 0.37 113 0.30 0.28 0.29 0.28 249 0.30 0.31 0.30 0.30
Zhang-DC 83 0.24 0.19 0.21 0.20 113 0.21 0.21 0.21 0.20 249 0.23 0.24 0.24 0.23
MRF 83 0.36 0.22 0.27 0.28 113 0.19 0.11 0.14 0.14 249 0.18 0.13 0.15 0.15
RLC 83 0.19 0.32 0.24 0.23 113 0.20 0.37 0.26 0.25 249 0.16 0.37 0.22 0.22
DIP DSCP 95 0.47 0.40 0.43 0.43 124 0.45 0.43 0.44 0.43 267 0.38 0.37 0.38 0.37
DCS 95 0.45 0.38 0.41 0.41 124 0.37 0.35 0.36 0.35 267 0.34 0.34 0.34 0.33
Zhang-DC 95 0.28 0.25 0.26 0.26 124 0.28 0.31 0.29 0.28 267 0.25 0.27 0.26 0.25
MRF 95 0.33 0.24 0.27 0.27 124 0.19 0.12 0.14 0.14 267 0.20 0.13 0.15 0.15
RLC 95 0.18 0.34 0.24 0.22 124 0.19 0.46 0.27 0.27 267 0.14 0.41 0.21 0.22
Biogrid-phy DSCP 103 0.48 0.42 0.45 0.44 130 0.46 0.46 0.46 0.45 299 0.40 0.39 0.40 0.39
DCS 103 0.45 0.41 0.43 0.42 130 0.40 0.44 0.42 0.41 299 0.36 0.37 0.37 0.36
Zhang-DC 103 0.32 0.29 0.31 0.30 130 0.35 0.42 0.38 0.37 299 0.30 0.32 0.31 0.30
MRF 103 0.48 0.26 0.34 0.35 130 0.21 0.14 0.17 0.16 299 0.38 0.13 0.19 0.22
RLC 103 0.15 0.29 0.20 0.17 130 0.16 0.50 0.25 0.25 299 0.25 0.34 0.29 0.25
Biogrid-cpl DSCP 105 0.48 0.42 0.44 0.43 130 0.45 0.46 0.45 0.45 303 0.40 0.40 0.40 0.39
DCS 105 0.43 0.40 0.41 0.41 130 0.39 0.42 0.41 0.40 303 0.36 0.39 0.37 0.36
Zhang-DC 105 0.30 0.26 0.28 0.27 130 0.32 0.38 0.35 0.34 303 0.26 0.31 0.28 0.27
MRF 105 0.74 0.25 0.38 0.43 130 0.52 0.13 0.21 0.26 303 0.45 0.13 0.20 0.24
RLC 105 0.32 0.26 0.29 0.23 130 0.35 0.35 0.35 0.29 303 0.22 0.35 0.27 0.25
This table shows prediction results of five algorithms (DCS, DSCP, Zhang-DC, MRF and RLC) based on four different protein-protein interaction data (MIPS PPI, DIP
PPI, BioGrid physical PPI and BioGrid PPI comprising both physical and genetic interactions), including the number of GO terms of each category (MF, CC and BP)
on each interaction data set and the corresponding values of PPV, TPR, F-Measure and MCC.
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There are many databases of PPI network data available
online and different datasets vary from each other a lot.
Therefore we have tested our new algorithm DSCP on
four different scale networks that are obtained from dif-
ferent sources of online databases.
To reduce the influence of noise data, we also remove
the duplicated interactions, self interactions and interac-
tions associated with proteins that are functionally un-
known or cannot be mapped to UniProtKB/Swiss-Prot
entries. As a result, the four datasets are MIPS [41] PPI
which contains 4,546 proteins and 12,319 interactions,
DIP PPI used previously in this paper that is consisted
of 5,088 proteins and 22,277 interactions, BioGrid [42]
physical PPI (denoted by BioGrid-phy) which includes
5,759 proteins an 63,084 interactions and the complete
network from BioGrid comprising both the physical
interactions and the genetic interactions (denoted by
BioGrid-cpl), which increases up to 5,985 proteins and
183,228 interactions. The protein complex data used
here in DSCP on all the datasets are the CYC2008 pro-
tein complexes.
Table 2 shows the results of DSCP, DCS and Zhang-
DC when they infer functions from the most similar oneknown protein (K = 1). RLC and MRF show the results
when they achieve the maximum F-measure based on
average prediction performance on each testing GO
term. The results in Table 2 prove that DSCP can always
produce the best results followed by DCS on the four
datasets in terms of PPV, F-measures and MCC values.
The difference between DCS and Zhang-DC rises from
whether or not the domain context similarity includes
the similarity of proteins themselves. The improvement
of DCS proves the effectiveness of our strategy. Both
DSCP and MRF utilize protein complex and protein
domain information to predict functions for proteins.
However the F-measure values of DSCP are obviously
higher than that of MRF. For example, on DIP network,
the F-measure values of DSCP are 0.16, 0.3 and 0.23
higher than that of MRF for MF, CC and BP category re-
spectively. It is caused by that MRF infers functions for
a protein from its direct neighbors and highly depends
on the completeness of domain and complex informa-
tion from known proteins. By compared with RLC, its
performance is inferior to DSCP and DCS, and compar-
able to Zhang-DC. Since RLC annotates function for
unknown proteins by integrating GO term similarity and
global PPI network information, it can cover more true
Table 3 The prediction results with different percentages of protein annotations removed
Percent Methods MF CC BP
PPV TPR F-Measure MCC PPV TPR F-Measure MCC PPV TPR F-Measure MCC
10% DSCP 0.75 0.43 0.54 0.41 0.69 0.36 0.47 0.35 0.61 0.37 0.46 0.35
DCS 0.78 0.40 0.53 0.39 0.64 0.31 0.42 0.30 0.55 0.30 0.39 0.29
Zhang-DC 0.70 0.25 0.37 0.24 0.61 0.24 0.34 0.23 0.50 0.23 0.32 0.22
MRF 0.47 0.19 0.27 0.15 0.23 0.20 0.21 0.11 0.25 0.20 0.22 0.13
RLC 0.29 0.38 0.33 0.23 0.29 0.40 0.33 0.24 0.24 0.33 0.28 0.22
20% DSCP 0.76 0.42 0.54 0.40 0.69 0.35 0.47 0.34 0.60 0.36 0.45 0.34
DCS 0.75 0.41 0.53 0.39 0.64 0.30 0.40 0.28 0.55 0.30 0.39 0.29
Zhang-DC 0.71 0.25 0.36 0.24 0.62 0.25 0.36 0.24 0.52 0.24 0.32 0.22
MRF 0.37 0.21 0.27 0.13 0.24 0.19 0.21 0.10 0.26 0.21 0.23 0.13
RLC 0.31 0.36 0.33 0.22 0.32 0.38 0.34 0.24 0.25 0.32 0.28 0.22
50% DSCP 0.78 0.35 0.49 0.34 0.70 0.31 0.43 0.30 0.60 0.31 0.41 0.30
DCS 0.77 0.33 0.46 0.32 0.66 0.25 0.37 0.24 0.56 0.26 0.36 0.25
Zhang-DC 0.74 0.20 0.31 0.19 0.65 0.22 0.33 0.21 0.54 0.21 0.30 0.20
MRF 0.35 0.18 0.24 0.11 0.22 0.16 0.18 0.08 0.22 0.17 0.19 0.09
RLC 0.40 0.29 0.33 0.19 0.40 0.31 0.35 0.21 0.33 0.26 0.29 0.18
80% DSCP 0.84 0.24 0.37 0.23 0.76 0.23 0.36 0.23 0.66 0.23 0.34 0.22
DCS 0.83 0.22 0.35 0.21 0.72 0.18 0.29 0.17 0.63 0.18 0.28 0.17
Zhang-DC 0.83 0.12 0.21 0.11 0.72 0.16 0.27 0.16 0.63 0.15 0.24 0.14
MRF 0.32 0.09 0.14 0.06 0.18 0.08 0.11 0.04 0.16 0.09 0.11 0.04
RLC 0.59 0.17 0.26 0.12 0.58 0.20 0.29 0.14 0.52 0.16 0.25 0.12
This table shows prediction results of four algorithms (DCS, DSCP, Zhang-DC and RLC) by using leave-percent-out cross validation. The percentage is set as 10%,
20%, 50% and 80%, respectively.
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the proportion of positive results are relative lower, which
leads to its lower PPV, F-measure and MCC values. All of
facts prove that our methods propose an effective strategy
for combining protein domain information, protein com-
plexes information and PPI network and outperform other
existing methods in function prediction.
Leave-percent-out cross validation
In the former sections, we used leave-one-out cross
validation to demonstrate the algorithms’ improvements
made on predicting protein functions. However, in prac-
tical applications, there are usually much more proteins
without annotations rather than solely one unknown
protein. As a result, we next used the leave-percent-out
cross validation, which is also a widely accepted validation
method [33,34], to demonstrate the effectiveness of our
algorithms on networks with less function information.
We run our predicting programs of DCS and DSCP,
Zhang-DC [24] and RLC [16] on the network of DIP PPI
1000 times to get the average values of PPV, TPR, F-
Measure and MCC. The percentage is set as 10%, 20%,
50% and 80% respectively and the prediction results are
displayed in Table 3. As can be seen in Table 3, our
methods remain to generate a relatively high F-Measureand MCC value when the percent of unknown proteins
rises up to 50%. Therefore, DSCP seems to be a suitable
method for annotating unknown proteins.
Conclusions and discussion
In this paper, we have proposed an algorithm DCS for
protein function prediction by using domain combin-
ation similarity to estimate the function similarities
between proteins. In addition, we have used the pro-
tein complexes to expand domain context scope, and
consequently made a desirable improvement to the
final prediction results. Our experiments have demon-
strated that the Pfam domain data is a useful resource
for protein function prediction and its advantages be-
come increasingly obvious as the data grows more
complete. In addition, we have illustrated our new al-
gorithm DSCP to be robust when a large percentage of
the proteins in the network are unknown. In a word,
the algorithm of DSCP described in this paper can be
an effective approach for predicting functions for un-
known proteins. Additionally, the functional similarity
of two proteins measured by our methods DCS and
DSCP can be easily used to weight PPI network and
plugged into NC, Chi-square, RLC and MRF. In the fu-
ture work, we will focus on designing more effective
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protein functions.
Like many other similarity-based algorithms, when
there is more than one known protein with the same
similarity value to an unknown protein, we have met
difficulties in choosing a proper reference. How to a
construct a good similarity definition with the mini-
mum conflicts remains an important problem to be
solved in the future. Besides, in our algorithms the
unknown proteins always refer to the same most simi-
lar protein whichever GO term is being considered.
Mining out the differences between two proteins with
a large similarity by using other biological information,
such gene expression profiles [43,44] can be a way to
get more accurate predictions.
Since proteins can function variously in different
organisms or organs, the protein function prediction
becomes much more complex when the surrounding en-
vironment changes [45]. Moreover, there exist noises in
the high-throughput data [46] and are lack of an appro-
priate evaluating benchmark for different algorithms,
which makes the prediction task even more complex
and difficult. Consequently, there are many obstacles to
overcome and much knowledge remained to be discov-
ered in the field of protein function prediction.
Competing interests
The authors declare that they have no competing interests.
Authors' contributions
JC obtained the protein-protein interaction data, GO annotation data and
domain data. JXW, JC, WP, ML and LC designed the new methods and
analyzed the results. JXW, JC and WP drafted the manuscript together.
FXW participated in revising the draft. All authors have read and approved
the manuscript
Acknowledgements
This work is supported in part by the National Natural Science Foundation of
China under grant nos. 61232001, 61379108, 61370024.
Author details
1School of Information Science and Engineering, Central South University,
Changsha, Hunan 410083, PR China. 2Faculty of Information Engineering and
Automation, Kunming University of Science and Technology, Kunming,
Yunnan 650093, PR China. 3Department of Mechanical Engineering and
Division of Biomedical Engineering, University of Saskatchewan, Saskatoon,
SK S7N 5A9, Canada.
Received: 6 September 2012 Accepted: 14 March 2014
Published: 24 March 2014
References
1. Altschul SF, Madden TL, Schäffer AA, Zhang J, Zhang Z, Miller W, Lipman DJ:
Gapped BLAST and PSI-BLAST: a new generation of protein database
search programs. Nucleic Acids Res 1997, 25(17):3389–3402.
2. Pearson WR: Rapid and sensitive sequence comparison with FASTP and
FASTA. Methods Enzymol 1990, 183:63–98.
3. Bateman A, Coin L, Durbin R, Finn RD, Hollich V, Griffiths‐Jones S, Khanna A,
Marshall M, Moxon S, Sonnhammer ELL: The Pfam protein families
database. Nucleic Acids Res 2004, 32(suppl 1):D138–D141.
4. Corpet F, Servant F, Gouzy J, Kahn D: ProDom and ProDom-CG: tools for
protein domain analysis and whole genome comparisons. Nucleic Acids
Res 2000, 28(1):267–269.5. Andreeva A, Howorth D, Brenner SE, Hubbard TJP, Chothia C, Murzin AG:
SCOP database in 2004: refinements integrate structure and sequence
family data. Nucleic Acids Res 2004, 32(suppl 1):D226–D229.
6. Bashton M, Chothia C: The Generation of New Protein Functions by
the Combination of Domains. Structure (London, England: 1993) 2007,
15(1):85–99.
7. Deng M, Chen T, Sun F: An integrated probabilistic model for functional
prediction of proteins. J Comput Biol 2004, 11(2–3):463–475.
8. Forslund K, Sonnhammer E: Predicting protein function from domain
content. Bioinformatics 2008, 24(15):1681–1687.
9. Sharan R, Ulitsky I, Shamir R: Network-based prediction of protein
function. Mol Syst Biol 2007, 3:88.
10. Schwikowski B, Uetz P, Fields S: A network of protein–protein interactions
in yeast. Nat Biotechnol 2000, 18(12):1257–1261.
11. Hishigaki H, Nakai K, Ono T, Tanigami A, Takagi T: Assessment of prediction
accuracy of protein function from protein–protein interaction data.
Yeast 2001, 18(6):523–531.
12. Vazquez A, Flammini A, Maritan A, Vespignani A: Global protein function
prediction from protein-protein interaction networks. Nat Biotechnol
2003, 21(6):697–700.
13. Chi X, Hou J: An iterative approach of protein function prediction.
BMC Bioinformatics 2011, 12:437.
14. Nabieva E, Jim K, Agarwal A, Chazelle B, Singh M: Whole-proteome
prediction of protein function via graph-theoretic analysis of interaction
maps. Bioinformatics 2005, 21(Suppl 1):i302–i310.
15. Karaoz U, Murali TM, Letovsky S, Zheng Y, Ding C, Cantor CR, Kasif S:
Whole-genome annotation by using evidence integration in functional-
linkage networks. Proc Natl Acad Sci U S A 2004, 101(9):2888–2893.
16. Hu P, Jiang H, Emili A: Predicting protein functions by relaxation labelling
protein interaction network. BMC Bioinformatics 2010, 11(Suppl 1):S64.
17. Chua HN, Sung WK, Wong L: Exploiting indirect neighbours and
topological weight to predict protein function from protein-protein
interactions. Bioinformatics 2006, 22(13):1623–1630.
18. Chua HN, Sung WK, Wong L: Using indirect protein interactions for
the prediction of Gene Ontology functions. BMC Bioinformatics 2007,
8(Suppl 4):S8.
19. Chua HN, Ning K, Sung WK, Leong HW, Wong L: Using indirect protein-
protein interactions for protein complex prediction. J Bioinform Comput
Biol 2008, 6(3):435–466.
20. Chua HN, Sung WK, Wong L: An efficient strategy for extensive
integration of diverse biological data for protein function prediction.
Bioinformatics 2007, 23(24):3364–3373.
21. Nguyen CD, Gardiner KJ, Cios KJ: Protein annotation from protein interaction
networks and Gene Ontology. J Biomed Inform 2011, 44(5):824–829.
22. Wang J, Li M, Wang H, Pan Y: Identification of essential proteins based on
edge clustering coefficient. IEEE/ACM Trans Comput Biol Bioinformatics
2012, 9(4):1070–1080.
23. Lin C, Jiang D, Zhang A: Prediction of Protein Function Using Common-
Neighbors in Protein-Protein Interaction Networks. In Proceedings of the
Sixth IEEE Symposium on BionInformatics and BioEngineering. 1169404: IEEE
Computer Society. 2006:251–260.
24. Zhang S, Chen H, Liu K, Sun Z: Inferring protein function by domain
context similarities in protein-protein interaction networks. BMC
Bioinformatics 2009, 10:395.
25. Sharan R, Ideker T, Kelley B, Shamir R, Karp RM: Identification of protein
complexes by comparative analysis of yeast and bacterial protein
interaction data. J Comput Biol 2005, 12(6):835–846.
26. Song J, Singh M: How and when should interactome-derived clusters be
used to predict functional modules and protein function? Bioinformatics
2009, 25(23):3143–3150.
27. Li M, Chen J, Wang J, Hu B, Chen G: Modifying the DPClus algorithm for
identifying protein complexes based on new topological structures.
BMC Bioinformatics 2008, 9(1):398.
28. Bader GD, Hogue CWV: An automated method for finding molecular
complexes in large protein interaction networks. BMC Bioinformatics 2003, 4:2.
29. Palla G, Derényi I, Farkas I, Vicsek T: Uncovering the overlapping
community structure of complex networks in nature and society. Nature
2005, 435(7043):814–818.
30. Md Altaf Ul A, Shinbo Y, Mihara K, Kurokawa K, Kanaya S: Development and
implementation of an algorithm for detection of protein complexes in
large interaction networks. BMC Bioinformatics 2006, 7(1):207.
Peng et al. BMC Systems Biology 2014, 8:35 Page 13 of 13
http://www.biomedcentral.com/1752-0509/8/3531. Wu M, Li X, Kwoh CK, Ng SK: A core-attachment based method to detect
protein complexes in PPI networks. BMC Bioinformatics 2009, 10(1):169.
32. Joshi T, Chen Y, Becker JM, Alexandrov N, Xu D: Genome-scale gene
function prediction using multiple sources of high-throughput data in
yeast Saccharomyces cerevisiae. OMICS 2004, 8(4):322–333.
33. Freschi V: Protein function prediction from interaction networks using a
random walk ranking algorithm. In Bioinformatics and Bioengineering, 2007
BIBE 2007 Proceedings of the 7th IEEE International Conference on: 14–17 Oct;
2007:42–48.
34. Wang J, Li Y, Zhang Y, He J: Semi-supervised Protein Function Prediction
via Sequential Linear Neighborhood Propagation. In Bio-Inspired
Computing and Applications; 2012:435–441.
35. Xenarios I, Rice DW, Salwinski L, Baron MK, Marcotte EM, Eisenberg D:
DIP: the database of interacting proteins. Nucleic Acids Res 2000,
28(1):289–291.
36. Ashburner M, Ball C, Blake J, Botstein D, Butler H, Cherry M, Davis A, Dolinski
K, Dwight S, Eppig J, Harris M, Hill D, Issel-Tarver L, Kasarskis A, Lewis S,
Matese J, Richardson J, Ringwald M, Rubin G, Sherlock G: Gene Ontology:
tool for the unification of biology. Nat Genet 2000, 25(1):25–29.
37. Pu S, Wong J, Turner B, Cho E, Wodak SJ: Up-to-date catalogues of yeast
protein complexes. Nucleic Acids Res 2009, 37(3):825–831.
38. Nepusz T, Yu H, Paccanaro A: Detecting overlapping protein complexes in
protein-protein interaction networks. Nat Methods 2012, 9(5):471–472.
39. Wang J, Li M, Chen J, Pan Y: A Fast Hierarchical Clustering Algorithm for
Functional Modules Discovery in Protein Interaction Networks. IEEE/ACM
Trans Comput Biol Bioinformatics 2011, 8(3):607–620.
40. Radivojac P, Clark WT, Oron TR, Schnoes AM, Wittkop T, Sokolov A, Graim K,
Funk C, Verspoor K, Ben-Hur A: A large-scale evaluation of computational
protein function prediction. Nat Methods 2013, 10(3):221–227.
41. Mewes HW, Frishman D, Guldener U, Mannhaupt G, Mayer K, Mokrejs M,
Morgenstern B, Munsterkotter M, Rudd S, Weil B: MIPS: a database for
genomes and protein sequences. Nucleic Acids Res 2002, 30(1):31–34.
42. Stark C, Breitkreutz BJ, Reguly T, Boucher L, Breitkreutz A, Tyers M: BioGRID:
a general repository for interaction datasets. Nucleic Acids Res 2006,
34(Database issue):D535–D539.
43. Tang X, Wang J, Zhong J, Pan Y: Predicting Essential proteins based on
Weighted Degree Centrality. IEEE/ACM Transactions on Computational
Biology and Bioinformatics 2013. doi:10.1109/TCBB.2013.2295318.
44. Li M, Zheng R, Zhang H, Wang J, Pan Y: Effective identification of essential
proteins based on priori knowledge, network topology and gene
expressions. Methods 2014. doi:10.1016/j.ymeth.2014.02.016.
45. Wang J, Peng X, Peng W, Wu FX: Dynamic protein interaction network
construction and applications. Proteomics 2013, 14(4–5):338–352.
46. Zhao B, Wang J, Li M, Wu FX, Pan Y: Detecting Protein Complexes Based
on Uncertain Graph Model. IEEE/ACM Transactions on Computational
Biology and Bioinformatics 2014. doi:10.1109/TCBB.2013.2297915.
doi:10.1186/1752-0509-8-35
Cite this article as: Peng et al.: Improving protein function prediction
using domain and protein complexes in PPI networks. BMC Systems
Biology 2014 8:35.Submit your next manuscript to BioMed Central
and take full advantage of: 
• Convenient online submission
• Thorough peer review
• No space constraints or color ﬁgure charges
• Immediate publication on acceptance
• Inclusion in PubMed, CAS, Scopus and Google Scholar
• Research which is freely available for redistribution
Submit your manuscript at 
www.biomedcentral.com/submit
