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I. OVERVIEW AND MOTIVATION
• GpENI

III. GpENI TESTBED AND EXPERIMENTATION

IV. RESULTS AND ANALYSIS
• Experimentation Setup

• GpENI Node Clusters

The Great Plains Environment for Network Innovation –
GpENI is an international programmable network testbed
centered on a regional network between The University of
Kansas (KU), University of Missouri – Kansas City (UMKC),
Kansas State University (KSU), University of Nebraska –
Lincoln (UNL), supported with Brocade OpenFlow switches
and Ciena CoreDirectors, in collaboration with the Kansas
Research and Education Network (KanREN). GpENI is
funded in part by National Science Foundation GENI (Global
Environment for Network Innovations) program and the EU
FIRE (Future Internet Research and Experimentation)
programme.
International topology is anchored on
Lancaster University in the UK, ETH Zürich and Uni-Bern in
Switzerland, G-Lab at Kaiserslautern in Germany, and
NorNet at Simula in Norway.

38 node clusters are coming up in 17
nations, shown in Figure 1. Each
GpENI node cluster consists of several
components, physically interconnected
by a Gigabit Ethernet switch to allow
arbitrary and flexible experiments.
Each cluster consists of the following
components: GpENI management and
control
processor,
PlanetLab
programmable nodes managed by
MyPLC with GENIwrapper SFA subaggregate
manager,
VINI-based
programmable routers, a managed
Gigabit Ethernet switch, and site
specific experimental nodes.
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We measure flow robustness of non-optimised and
optimised topologies in terms of number of received ping
messages on each node.

Figure 1. GpENI International Node Topology

• Analysis
We plot the flow robustness of the scenario 1 as shown in
Figure 5. The scenario represents an attack against the
highest betweenness node (Cambridge) in this tree topology
as shown in Figure 3. The optimised topology performs
better since additional
links provide alternate paths
between node pairs.

• GpENI Topology and Network Infrastructure
GpENI is built upon tinc-meshed VLAN tunneled and
OpenFlow interconnected between the principal GpENI
institutions, with direct connectivity across GPN, Internet2,
GÉANT2, and JANET backbones. Administration of Midwest
GpENI infrastructure is assisted by KanREN.
Each university has a GpENI node cluster interconnected to
one-another and the rest of GENI by Ethernet VLAN, and
within KanREN by OpenFlow.
GpENI is part of GENI control framework Cluster B. GpENI
is one of two network infrastructure projects (along with
Mid-Atlantic Crossroads) that runs the PlanetLab control
framework and interfaces with other Cluster B participants,
running GUSH experiment control and Raven code
deployment.
• Experimentation
GpENI is undergoing significant regional and international
expansion, with institutions providing node clusters tunneled
(L2TPv3 or IP) into KU. Moreover, we deploy tinc to
perform arbitrary L3 meshing to experiment with network
algorithms on GpENI testbed.
We develop a heuristic algorithm that optimises a topology
cost-efficiently based on algebraic metric that is defined as
the second smallest eigenvalue of the Laplacian matrix. We
evaluate performance when slice topologies are challenged
by correlated failures of nodes, and measure connectivity.

II. PROJECT GOALS
• Build a collaborative research infrastructure in Kansas, the
Great Plains region, and internationally
• Provide programmable network infrastructure enabling
GpENI member institutions to conduct experiments in
Future Internet architecture
• Provide flexible infrastructure to support the GENI program,
mesoscale OpenFlow deployment, and GeniRack access
• Provide open environment on which the networking
research community can run experiments
• Develop and conduct network resilience experiments

We deployed tinc to a number of PlanetLab nodes and
constructed sample L3 topologies as shown in Figures 3 and
4. A link is added to each sample graph that achieves
maximum algebraic connectivity gain. We then generate
simultaneous ping traffic between every pair of node in each
topology. We pause tinc processes to emulate challenges
against critical nodes in each scenario topology.

• KanREN–GENI Deployment Plans and Topology
KanREN-GENI is a full production GENI mesoscale OpenFlow deployment
underway in KanREN (the Kansas Research and Education Network) as well
as selected deployment into GPN (the Great Plains Network).
This
deployment will heavily leverage existing GpENI infrastructure.
We are deploying Brocade OpenFlow-enabled switches co-located with the
production KanREN switches that will provide full opt-in for any users
accessing KanREN infrastructure at its PoPs (Kansas City, Lawrence,
Manhattan, Ft. Hays, Wichita, Emporia, Pittsburg, Overland Park, and
Internet2). Furthermore, OpenFlow switches are being deployed at selected
GPN (Great Plains Network) institutions (such as UMKC).
Figure 2. KanREN–GENI Deployment

• Network Resilience Experimentation
Large scale resilience experiments are run over interconnected PlanetLab clusters using tinc VPN tunneling software. Over these
topologies we run our optimisation algorithm to evaluate network performance under varying application and traffic loads. We
selectively disable node slivers to emulate correlated network failures and attacks. Each challenge set is classified as a single
scenario, and each scenario is run multiple times to establish reasonable confidence in the results. In the future we will also use the
wireless emulator under the ProtoGENI framework to emulate jamming attacks to wireless access networks.
 Tinc: In order to provide the ability to experiment with non-IP network layers, the
GENI federation has converged on ethernet VLANs as the common denominator
across all testbeds. There are several resulting implications and technical
challenges, for example, no matter the scale of the testbed (global in GpENI's
case), it is one giant broadcast domain given the capabilities of commodity ethernet
switches, and the usable L2 topology is restricted to a tree. The tinc project
(http://tinc-vpn.org) goes a step further, allowing the creation of a full mesh of
VPN L2 tunnels while preventing broadcast storms and is a promising solution to
these challenges.
 Network optimisation: We develop a heuristic algorithm that improves the
connectivity of a graph in terms of the algebraic connectivity metric by adding links.
Algebraic connectivity is defined as the second smallest eigenvalue of the Laplacian
matrix and it is widely used for topological optimisations. A secondary objective of
our algorithm is to select the links that improve the algebraic connectivity of the
graph in the least costly fashion in which we capture the cost of network as the total
link length. The heuristic to increase algebraic connectivity in a graph is based on
adding links to the nodes that have the fewest incident links (i.e. minimal degree
nodes).
 Topology visualisation:
We have developed the KU-TopView (KU Topology
Visualiser) using the Google Map API and JavaScript to visually present these
topological maps. Unlike other visualisation tools, KU-TopView makes raw data
conveniently available in the universal form of an adjacency matrix along with the
node coordinates (www.ittc.ku.edu/resilients/maps).

Figure 5. Flow Robustness of Scenario 1

Flow robustness of scenario 2 is shown in Figure 6. In this
scenario the highest degree node (KU) is attacked in a
partial mesh topology as shown in Figure 4. The flow
robustness of scenario 2 is better than the first one since
more nodes are connected .
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Figure 3. Experiment Scenario 1

Figure 6. Flow Robustness of Scenario 2
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Figure 4. Experiment Scenario 2
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