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1. INTRODUCTION 
This paper presents sufficient conditions for the existence of a solution 
to the full system 
3 = f (x, v7 Y, w, 6 P), (14 
75 = P(X, v, y, w, t, p), (lb) 
IQ = Ax, v, Y, % 6 I”), UC) 
P.zir = 4(x, v, y, w, t, l-4, (14 
x(P) = x0, (24 
v(T) = 77, WI 
r(t”> = YO, (24 
w(T) = w=, (24 
on [to, T], where “e” denotes d/dt, p is a small positive parameter, and 
x, v, y, w have respective dimensions n, , n2 , ns , n, ; and for convergence 
of this solution as t.~ + 0 to a known solution K(t), t?(t), y(t), B(t) of the 
degenerate system 
* = f (x, 0, y, w, t, 01, (3a) 
d = P(X, V? y, w, t, O), (3b) 
0 = g(x, v, y, w, t, O), (3c) 
0 = P(X, v, y, w, t, 0)s (3d) 
x(P) = x0, (44 
v(T) = VT, (4b) 
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gotten by setting p = 0 in the original. Since the number of derivatives 
has been reduced in going from (1) to (3), it is natural to try to specify auxiliary 
conditions only on x and v for the degenerate system. The perturbation of 
the parameter from a positive value to 0 changes the nature of the system from 
a differential equation to a combination of a differential equation and a 
functional equation, necessitating in the process the sacrifice of the auxiliary 
conditions on y and w. Hence, it is called a “singular” perturbation. 
It is convenient to make the following abbreviations: 
The original system equations may, thus, be abbreviated: 
~2 = F(X Y, t, CL), 
CL~ = G(X, J’, t, CL), 
and the degenerate system equations may be abbreviated: 
Jt = F(X, Y, t, 0)) 
0 = G(X, Y, t, 0). 
Using subscripts to denote matrices of partial derivatives in the usual way, 
we define F,(t) = F,(X(t), F(t), t, 0)) with similar definitions for F,,(t), 
G,(t) and Gr(t). The absolute value or norm of a vector or a matrix denotes 
the sum of the absolute values of its elements. 
The following hypotheses will be used to obtain results on existence and 
asymptotic behavior of solutions of the full system. 
(HI) There exists a solution .X(t), a(t) to the degenerate system (3) and (4). 
(H2) There exists a 8, > 0 such that in the region D, of (X, Y, t, p) space 
defined by 
I x - X(t)1 -=c 43 9 
I y - WI -=c %l , 
t” < t < T, 
0 < II < s, , 
500 HALILOCK 
the functions F and G and the derivatives FX , Fr , Gx , GY , F, , G, exist and 
are continuous. 
(H3) There exists a nonsingular, continuously ds@rentiable square matrix 
P(t), of dimension g + n, , such that 
P-‘(t) G-(t) p(t) = (‘t’ $,,> 
where C(t) is an n, x nq square matrix each of whose eigenvalues, for each t, 
has a negative real part, and D(t) is an np x n4 square matrix each of whose 
eagenvalues, for each t, has a positive real part. 
(H4) G;;l(t) G,(t) E C1[to, T]. 
(H5) The matrix P(t), when partitioned into the form 
( p1w pzct> p.30) 1 p,(t) ’ 
where PI(t) is n8 x n3 and Pa(t) is n4 x n, , satisfies: PI(to) and Pe( T) are 
nonsingular matrices. 
(H6) The fundamental matrix @(T, to) of 2 = F,(t) F,(t) G;‘(t) G,(t))& 
when partitioned into the same size blocks as P(t) in H5, satisfies: at least one of 
the two diagonal blocks is a nonsingular matrix. 
Systems governed by hypotheses HI through H4 have been investigated 
by a number of authors. Most closely related to the present study is the 
work of Flatto and Levinson [l], who derived several consequences of H3; 
Levin [2,3], who studied the existence and behavior of certain stable initial 
manifolds for similar systems; and Chang [4] and Chang and Coppel [5], 
who extended Levin’s work. Our methods and notation are similar to these, 
although the ultimate aim of this investigation is somewhat different. In 
particular, even after the essential behavior of solutions of (1) has been 
determined, there remains the problem of trying to “match the ends” so that 
the boundary conditions (2) can be satisfied. This is where hypotheses H5 
and H6 are used. Also related to this study is the work of Harris [6], where 
analogous linear problems are treated, and Hoppensteadt [7] and Tupciev [8], 
who treat somewhat different boundary conditions. The following is the 
main result. 
THEOREM 1. Assume hypotheses Hl through H6. Then there exists a 
y* > 0 such that whenever 0 < p < y*, j yo - y(t”)] ,< y* and 
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1 d - G(T)/ < y*, a solution to equations (1) and (2) exists on [to, T]. Moreover, 
there exist positive constants K and u, independent of p, and a function 
w(p) E COIO, y*1, w(O) = 0, such that this solution satisfies 
I 44 cl) - WI B 4-4 (54 
I $4 PFL) - WI G f-44 (5b) 
1 y(t, p) - y(t)/ < Ke-“(t-to)12u + w(p) + Ke-U(r-t)/2~, (54 
1 w(t, p) - a(t)] < Ke-“(t-t0)/2@ + W(P) + Ke-o(T-t)‘2u. (54 
From (5), the solution X(t, CL) converges to X(t), as p -+ O+, uniformly 
on the entire closed interval, whereas Y(t, p) converges to F(t) on the open 
interval (to, T) and uniformly on closed subsets of (to, T). The lack of con- 
vergence of Y(t, p) to y(t) at the endpoints is called boundary layer behavior; 
it results from the fact that ya and y(t”) will in general be different, as will 
WT and ti((T). In the above inequalities, the possibility of such behavior is 
indicated by the exponential terms. Note that from inequalities (SC) and 5d) 
it is clear that there may be a boundary layer in both y and w at each end of 
the interval. This theorem makes no assertion regarding uniqueness. It states 
that there exists at least one solution behaving in a certain way. Also, there 
may be several solutions to the degenerate system in a neighborhood of 
each of which the hypotheses of the theorem may be satisfied. 
2. PRELIMINARIES 
The proof of Theorem I is accomplished with the aid of several lemmas 
presented below. 
LEMMA 1. Let A(t) =F,(t) - F,(t)G$(t) G,(t). Then the matrix dif- 
faential equation, 
has a square n, + n, dimensional nonsingular solution Q(t) on [to, T] which, 
when partitioned into the form 
Qdt) Qdt) 
‘@) = (Q3(t) ) Q4(t ’ 
(where Q1 (t) is n3 x n3) satisfies Qz(tO) = 0 and Q3(T) = 0. 
Proof. Without loss of generality we may assume that the nonsingular 
diagonal block guaranteed by 236 is in the lower right. It is clear that Q(t) 
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will satisfy the given differential equation if and only if each of its columns 
satisfies the corresponding vector differential equation. We now construct 
n, + n2 solutions qi(t) of the vector differential equation, which when placed 
together as the columns of Q(t) yield the desired properties. For 1 < i < n, , 
define qi(t) to be the ith column of the fundamental matrix @(t, 2’) of the 
equation. These functions clearly satisfy the equation, they are linearly 
independent, and when used in the construction of Q, as outlined above, 
clearly give Qa(T) = 0. For n, + 1 < i < n, + n2 , define q%(t) to be the 
ith column of @(t, to). These also satisfy the differential equation, they are 
linearly independent, and give Q2(to) = 0. To show that the entire set of 
pi(t) are linearly independent, it now suffices to show that they are linearly 
independent at some value of t, say T. In fact, we need only show that the 
zero vector is the only vector simultaneously in the spans of both {qi(T); 
1 < i < n,} and {pi(T); n, + 1 < i < n, + na}. Call these subspaces S, 
and S, , respectively. Suppose q(T) is simultaneously in both S, and S, . 
Letting q(t) denote the solution to the equation whose value is q(T) at time T, 
we immediately make the following observations about q(t). The first n, 
components of q(tO) are 0, and the last na components of q(T) are 0. The 
connection between q(tO) and q(T) can be written via the fundamental 
matrix @(T, to), which we conveniently write in partitioned form as in H6, 
where a and b stand for the remaining components. From this follows 
0 = a&; since Q4 is nonsingular by H6 and our initial assumption, we 
conclude that b = 0. Hence, p(T) = 0, which completes the proof. 
LEMMA 2. Let Q(t) b e a matrix resulting from the application of Lemma 1. 
Then the change of variables 
transforms the original system (1) into the following form: 
(74 
(7b) 
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CL4 = W? + S&P P> 79 4% 4 A (74 
P$ = D(t)4 + S&,P> 7114, 4 4. (74 
The new variables T, p, q, 4 are of respective dimensions n1 , n, , n3 , n, . The 
matrices C(t) and D(t) are those of H3. The vector functions Sd each satisfy the 
following two properties: 
(A) For each 6 > 0, there exists a y(6) > 0 such that for / rl I, 1 r2 j, etc. 
andI* <y 
(B) There exists afunctirm w(p) E CO[O, $1 for some p" > 0, w(O) = 0, 
such that I &(O, 0, 0, 0, t, TV I < w(p). 
This lemma is a convenient linearization of the system around the degener- 
ate solution, properties A and B, consequences of the mean value theorem, 
being written in a form useful to the subsequent development. A detailed 
proof is easy and will be omitted. 
Let el(t, s), B,(t, s), f&(t, s, y), and e4(t, s, p) be, respectively, the fundamental 
matrices of 
7i = 0, 
p = 0, 
pj = C@), 
p$ = D(t). 
In this case 19~ and 8, are identity matrices, but the more general formulation 
is preferred for application to subsequent work. Then, by the well-known 
variation of parameters formula, Eqs. (7), with auxiliary conditions, 
n(t”) = a, (84 
P(T) = b, (8b) 
Go) = 6 (84 
$(T) = d, (84 
are equivalent to the following integral equations 
74) = 9(t, to& + S,: 4(t, WI7 + B2q6 +sll& (94 
p(t) = bit, W - I’ %(t, W,rl + Bd + &I & PI t 
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The functions in brackets, whose arguments are not shown, are functions of s 
(each Si is a function of s and of functions of s). It is understood that the 
solutions of (9), ‘f r an exist, are also functions of CL, but we write p as an y 
argument explicitly only when necessary for clarity. 
LEMMA 3. There exist positive constants K and o such that 
I 40, 41 < K to < t, s < T, 
I h(t, s)l < K to < t, s < T, 
1 &(t, s, /.L)/ < K~(~--~)lfi, tO<s<t<T, 
[ 04(t, s, p)l < Ke-“(s-t)/u, tO<t,<s<T. 
The first two inequalities are obvious. The derivation of the last two may 
be found in [l]. 
LEMMA 4. There exist positive constants a, Kl , and y1 and a function 
4-g E cop, r11, 40) = 0, such that ;f 1 a I, j b I, 1 c I, 1 d I, TV are each < yl, 
(of course, TV > 0), then system (9) has a solution satisfying 
I 46 A G 4 a I + I b I + P I c I + CL Id I + 44L (104 
I At, 1.4 < W a I + I b I + P I c I + CL I d I + 441, (lob) 
I dt, p)I < &[I a I + I !J I + /I I c I + I c I e-“(t-t0)/2u 
+ II I d I + I d I e-“(T-t)12L1 + 4141, W) 
I d(t, P)I < &[I a I + I b I + CL Ic I + I c I e-“(t-t0)/2u 
+ p 1 d 1 + 1 d I e-“(r-t)12U + w(p)]. (104 
Proof. The basic outline of the proof is the following. We show that 
thereexistsa6>Osuchthatif)aI,IbI,)cI,Id/,and~areeach~y(6),as 
chosen by Property A of Lemma 2, then the method of successive approxima- 
tions gives a solution to (9). In particular, we take the initial functions to be 
identically 0 and then show that the sums 6 1 r2+l(t) - ?r<(t)l, etc., are 
uniformly convergent on the interval. At each iteration, the existence of the 
iterate and the applicability of Property A of Lemma 2 must also be 
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established. The bounds on the above series are then bounds on the limit 
functions, which are the solutions. 
Now we proceed with the details. The iterates are defined by 
%+dt) =w, to, dC -t k s,’ edt, S, p)[&(ni , Pi , % , h , S, 11)i ds, (114 0 
with (except for differences in dimension) 
71.,(t) EC /lo(t) ZE To(t) = $o(t) = 0. (12) 
We want to show that lim,+a am exists and that it is a solution to (9a), 
along with similar limits for the other variables. Since 
it will suffice to show that CT=, / rrj(t) - nj-r(t)1 and corresponding series for 
the other variables are dominated by a convergent series of constants. Thus, 
it is natural to seek bounds on the terms (omitting the arguments) 
I T$ri+l - =i I> I Pi+1 - Pi I> I rli+1 - 71i I> I~i+1-$4I, 
such that the sum of such bounds is a convergent series. We shall calculate 
these bounds under the assumptions that the iterates exist for each i and that 
Property A is applicable at each step. These bounds will depend on u, b, c, d, 
and~.Wethenfinday,suchthatfor/aI,/bI,I~I,(dI,CL~~~,thebounds 
form a convergent series. It is then shown that for the same K that we picked 
for convergence, the aforementioned assumptions are in fact valid. Hence, 
the bounds are applicable, and the successive approximations converge. 
We begin by calculating bounds on the first term of each series. 
I nl - no I = I rl I = I s 4a + t w, 4 s,(o, 0, 0,o , s, CL) ds to 
< K I a I + q/4, 
I Pl - PO I < K I 6 I + JwPFL)9 
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< K 1 c 1 e-o(t-tOJ/~ + K w(p), 
cr 
1 tjl - Co 1 < K 1 d I e-“(T-t’Ifi + F w(p). 
Define L = maxt (K, KB(t), 1). Define M = max(2L, 2L(T - to), 4L/a). 
Thus, we can write 
I *i - no I G JJf I a I + Mm(p), (13a) 
I Pl - PO I G JJz I b I + Mu(p), (13b) 
I 7i - -q. 1 < M ( c 1 e-“(t-tO)lp + Mw(p) (13c) 
I & - $. I < M 1 d I e-“(T-t)lu + MO(~). (13d) 
A recursive bound on successive differences can be gotten from the definitions 
of the iterates. For 0 < 6 < 1 
I ri+1 - “i I < i; L I vi - %+I + L I +j - &-I I + KS(/ n-i - 7rimI 1
+ 1 pi - pi-1 I + I 7i - 7i-1 I + I 4i - 9i-1 I) ds, 
I "i+1 - ni I < 2L j-1 p I vi - “i-1 I + 8 I pi - pi-1 I 
+ I 7i - 7~1 I + I A - dim1 I]ds. (144 
Similarly, 
I Pi+1 - Pi I < 25 J;r P I *i - fli-1 I + 6 I pi - pi-1 I 
+ I rli - 7i-1 I + IA - #i-l II 4 WI 
I 71i+~ - 7i I < L i: f e-+s)/@[S I ni - 7riwl I + 6 I pi - pi-1 I 
+ 6 I 73 - 7i-1 I + 6 I $i - h-1 II & (14c) 
I +i+l - & I d L s,‘E e-+-t)‘u[S I rri - 7ri-l I + 6 1 pi - pieI I 
+ 6 I 7i - 7,~1 I + 6 I 4i - +i-l II ds. (144 
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Following Levin, we define the number [r], when used as an exponent of S, 
to mean the smallest integer greater than or equal to r. (This is different 
from the usual “greatest integer function.“) Inequalities (13) and (14) enable 
us to establish the following bounds for i > 1, where w(p) is the same for 
all i: 
[ Ti+l - Tj 1 Q @-1&fi+l~[i/21 1 a 1 + @‘lMi+l~[i’21 [ b 1 
+ 6i-1&fi+l~[‘i-l’/2]p j c 1 + @-1jJ,fI+1S[‘i-1”2]p 1 d 1 
+ 6iMt+1~[(i-l”21W(CL), 
(154 
I Pi+1 - pi 1 < 6i-lMi+l~[i’2] 1 a 1 + @+l&fi+l~[i’2] 1 b 1 
+ fji-l~tf1~[+-1,/2]+, 1 c 1 + 6i-1J.f~+l~[~i-1,/2]p 1 d 1 
+ 6iMi+lSC’i-1”21w(~), 
Wb) 
1 9i,,l _ rli ] < fj~-~&J~+9H~+l~‘~1 [ a [ + @-1jJ@+lS[‘i+l’/2] 1 b 1 
+ (j1-lMi+1@i/2]p 1 c ] + 6i-lJ,fi+lSi ) c 1 e-o(t-t0)/2~ 
+ (ji-l&fi+l,3[i12]p 1 d ( + 66lj,fi+lSi 1 d ( e-o’T-t’/2u 
+ 6”~~+1~FQ,,(p), WC) 
1 & _ Cp ) < fji--Ijj&+18t(i+U121 1 a ) + 6i-l&j’i+l~[‘i+l’l2] ( b ( 
+ 6i-lJ,fi+1S[i/21p ] c 1 + 6i-ljj,fi+lSi ) c ) e-a(t-t0)/2u 
+ 6i-l&fi+1S[i/21p ) d ) + hi-lMi+l# I d ( e-o(T-t)12u 
+ @&‘~+‘~W14,4. (154 
The details of this induction are long and tedious and so will be omitted here. 
The reader familiar with [2] will note an analogous development here, 
although both the conclusions (10) and the inductive hypothesis (15) are 
different. Recalling the restriction 0 < 6 < 1, we see that for any non- 
negative r, Scrl < ST; and so the brackets in the exponents of S in (15) can be 
removed without affecting the inequality. The right sides of each of (15a), 
(Hb), (15c), and (15d) can now be summed over all i. Corresponding terms 
form geometric series with common ratios 6MSt or 6MS. Since 6.&W is 
the greater of these, all such series will converge as long as 
or 
6MSi < 1 
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When the terms (13) are also added in, the sums retain the same form. It is 
clear that in this case the sums will be bounded, respectively, by expressions 
of the form 
fG[I a I + I b I + CL Ic I + P I d I + 44 (164 
&[I a I + I b I + I” I c I + P I d I + 441, Mb) 
&[I a 1 + 1 b 1 + p 1 c 1 + 1 c 1 e-“(t-t0)/2u + p 1 d I + I d I e-U(r-t)‘2@ + w(p)], 
KJ a 1 + 1 b 1 + p 1 c 1 + 1 c 1 e-“(t-t0)/2u + p 1 d I + I d I e-UcT-t)12~ + w(p)]. 
(164 
On the basis of our earlier assumptions, which we will now proceed to 
verify, these expressions are uniform, in i and t, bounds on the iterates rri , 
pi, vi , and & , respectively. Recall that as a result of H2, interpreted in the 
new variables, there exists some 6, such that for / rr I, I p /, I r] 1, / C$ 1, TV < 6, , 
system (7), and, hence, (9) makes sense. Of course, then, we want each 
iterate to satisfy this bound. Furthermore, in order to apply Property A at 
each step, we have to keep the iterates small. In particular, fix a 6 < 1/(6AQ2 
and let y be the y(S) corresponding to it by Property A. It is now clear 
that there exists a yi such that if / a /, I b /, I c 1, I d (, p are each <rr , the 
quantities (16a), (16b), (16c), and (16d) can each be made smaller than both 
6, and y(S). This guarantees the existence of each iterate and the applicability 
of Property A at each step. The limit functions T, p, 7, +, therefore, exist and 
are bounded, respectively, by quantities (16). By uniform convergence they 
satisfy (9). This completes the proof of the lemma. 
The following lemma, in particular the 6 factor in one term of each (17~) 
and (17d), provides the key to finding solutions of (1) satisfying the boundary 
conditions (2). 
Define 6(t) = ~(a, b, cr , dl , t, CL), i;(t) = ~(a, b, c2 , d, , t, p), and similarly 
for the other functions. These functions are understood to be those derived 
intheproofofLemma3andsoweassume~u~,~b~,/c,~,~c,~,~d,~,~d,~, 
and p are each <yr . 
LEMMA 5. There exist positive constants K, and 6, such that for each 
6, 0 < 6 < 8, , dwnepl~ I a I, I b I, I cl I, I c2 I, I 4 I, I d2 I, p are each ,Cy(S), 
y(S) being the same us in Property A: 
I W - WI G K,(lr. I CI - cz I + P I 4 - 4 I)> (174 
I F(t) - iWl G G(P I ~1 - ~2 I + P I 4 - 4 I>, (17W 
I W - WI G KZ(CL I cl - ~2 I + CL I4 - 4 I) 
+ 1 cl - c2 1 e-“(t-t0)/2u + S 1 dl - d2 I e-0(T-t)‘2@), (17~) 
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509 
+ 6 1 cl - c2 1 e--0(t-@)/2“ + 1 dl - d2 1 e+(T-t)“J@). (17d) 
Proof. In this proof we calculate bounds on 1 iii - 6i 1, etc., where the i 
denotes the ith iterate in the successive approximation procedure. The limits 
of these bounds, as i ---f co, yield (17). To simplify the inequalities we define 
ii(t) = 77(a, b, Cl, d, , t, p), etc., and begin by estimating ( +i - iii I, etc. 
(That is, we vary only one parameter at a time.) 
Clearly, except for differences in dimensions, 
and 
141 - 6 I = I fJ4(t, T, p)(4 - d2)l < K I 4 - d2 Ie-“(*--t)I@ 
< K ( dl - d, I e-“(T-t)/zu. 
Since 8 < 8, , Property A holds at each step, and so 
(20) 
cw 
@lb) 
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+ La jtr k e-o(s-t)/@ 1 pi - pi 1 ds 
+ La It’ k e-o(s-t)lu 1 qi - fi 1 ds 
+ L6 1’: e-“(s-t)‘u I& - C& 1 ds 
+ K 1 dl - d2 1 e-“(T-t)/2u. cw 
By a tedious but straightforward induction, it can be shown that for i > 2. 
) pi - jTi / < (t tj-2&Z@WW) p ) 4 - d2 I, 
j=2 
+ (t fj-2j)$Cjj-l) ) dl _ d2 1 ,-VU-t)/2~, 
i=2 
(224 
( & - C& 1 < (i 6~-2&fWj-l)A) p ( dI _ d2 1 
j=2 
+ (2 (ji-2j)fQj-1 + M) ] dl _ d2 1 e-o(T-t)12um (224 
j=2 
The discussion following ( 15) is also applicable here, the result being that 
for 
WO<& 
the right sides of (22) have a fmite limit as i--f co. In the case here, a 6 can 
be factored out of the second summation in (22~) to give 
+ 6 (i @-2jWj-2) 1 dl - d2 1 e-d?--t)12se 
j=2 
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The inequalities (22a), (22b), (22c), and (22d) are only weakened by replacing 
the 6’s in the summations by 6, . Each summation now has a finite limit as 
i -+ 00. The largest of these will be the Ka of the theorem. In an analogous 
fashion one can estimate the differences 1 ii - ii 1, etc. In this case, the 
\ C& - c+* 1inequality will retain a 6 factor or in the / cr - ca 1 e-“+tO)/ap term. 
By the triangle inequality, 
and similarly for the other variables. Adding the limits of the bounds, there- 
fore, inequalities (17) result. This completes the proof of the lemma. 
LEMMA 6. For any E > 0 there exists a positive Ye < y(S,) such that for 
I a I, I b I, I cl I, I cz I> I4 1, I4 Is CL each G ~2 a 
I WT - W)I < 4~ - ~2 I + I 4 - 4 I>, (234 
I At”) - No>1 G 4 ~1 - ~2 I + I 4 - 4 I), (23b) 
I 7(T) - ij(T)l < 4 cl - ~2 I + I 4 - 4 I>, (23~) 
I &to) -kt”>l d 41 cl - ~2 I + I 4 - 4 1). (234 
Proof. In view of (17) we simply need to find a y2 that will make each of 
the following quantities <E 
K2t4 ,-o(T-ta,12u, & 
The first two can be made <E simply by taking TV< some Pi. The third 
can be made less than E by requiring 
Ial, Ibl, Icll, 1~21, 141, Id2I> IPI<Y(E), 
in view of Property A and Lemma 5. Thus, by defining ~~(6) = min(po(e), 
Y(E)), the conclusion follows. 
LEMMA 7. Dejine n*(t) = ~(0, 0, 0, 0, t, p) and similarly p*, T*, and #*. 
For any E > 0 there exists a &E) such that for p < pl, I r*(t)\, I p*(t)l, 
1 v*(t)\, I+*(t)] will each be GE. 
Proof. This is immediate from (10) and the definition of w(p). 
3. PROOF OF THEOREM 1 
We are now in a position to complete the proof of Theorem 1. The basic 
problem is to find values of a, b, c, and d that give solutions of (7) which in 
terms of the original variables satisfy the required boundary conditions. It 
512 HADLOCK 
follows from the definition of Q(t) that the correct values of a and b are 0. 
The problem is to demonstrate the existence of values for c and d satisfying 
(recall (6)): 
r” - I = P&O) y(O, 0, c, 4 to, r) + J’&O) +(O, 0, c, 4 to, CL) 
- RR,(tO) +, 0, c, 4 to, P) - &(t”) p(O,O, c, 4 to, 4, (24a) 
w* - w(T) = P,(T) 7](0,0, c, 4 T, P) + J’,(T) 4(Q 0, c, 4 T, 14 
- R,(T) r(O, 0, c, 4 T, p) - R,(T) ,@,O, c, 4 T, 14 Wb) 
where we have made the abbreviation R(t) = G;‘(t) G,(t) Q(t). These are 
clearly equivalent to 
yo - jqt”) = Pl(to)c + f’z(tO)$ (0, 0, c, 4 to, cl) - %(t”> ~(0, 0, c, 4 to,/4 
w* - a(T) = P,(T)?(O, 0, c, d, T, p) + PJ( T)d - &(T)n(O, 0, c, d, T, IL). 
In view of H5, these can be rewritten 
c = -P;-l(t’) P2(t0) $(O, 0, c, d, to, p) 
+ Q")[&(tO) ~(0, 0, c, 4 to> r> - At"> + r% 
d = -f’4”( T) p,( T) r](O, 0, c, 4 T, cl) + K-‘(T)[&(T) @, 0, c, 4 T, P) 
- a(T) + We]. 
By defining the function, for each fixed p, 
Hl(c, d) 
H(c’ d, = (H,(c, d)) = 
~~~~ ‘;-i 
-P;l( T) P,(T) ~(0, 0, c, d, T, p) 
the solution of (24) consists in finding a suitable fixed point of H. This will 
be accomplished by using Lemmas 6 and 7 to show that for I c I, I d I, and p 
sufficiently small, H is a contraction mapping. In particular, we will exhibit 
a compact convex set D in (c, d)-space, containing the origin in its interior 
and a number b > 0, such that for each fixed CL, 0 < p < po, 
and 
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LetKabethemaximumof IPil(to)l, 1 Pil(T)I, 1 P;‘(t”)P2(to)l, \P,“(t”)Rz(to)l, 
I KV) Pm, I em &mI~ and the number 1. In view of Lemma 6, 
by restricting H to the domain D = ((c, d)] I(c, d)] < y2(1/8K,)} and limiting 
consideration to p < 4/8&J, we have 
If we further require that t.~ < ~r(( l/16&) r&/W,)), recalling Lemma 7, 
and that I y” - y(t”)l and I w* - w(T)! each be <(1/8Ka)y,(1/8Ka), then 
for any (c, d) E D we have 
Hence, H(c, d) E D. Now by the contraction mapping principle, for each 
fixed CL, sufficiently small, H has a (unique) fixed point in D. This completes 
the proof of the theorem. 
4. THE BOUNDARY LAYER 
The exponential terms in inequalities (5~) and (5d) indicate the possible 
existence of a boundary layer in both y and w at each end of the interval. The 
size of the initial boundary layer jump in y, by which we mean the difference 
between the full and degenerate solution for y at to, is known a priori to be 
J@ - y(P). Similarly, the terminal jump in w is given by r9 - @((T). It is 
useful in constructing asymptotic approximations to solutions of these systems 
to have apimi estimates on the terminal jump in y and the initial jump in w. 
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These can be obtained for systems in which G is linear in Y, and for similar 
systems. In particular, define 
e(X, Y, t, 0) = G(X, Y, t, 0) - G,(t)(X - X(t)) - Gy(t)(Y - F(t)). 
We shall use the following hypothesis: 
(H7) There exists a constant K3 such that for all points (X, Y, t, 0) E D, 
of HZ 
I G,(X, Y, t, 0)l G KS I X - X(01. 
The following theorem gives first order estimates in TV of the boundary layer 
jumps. 
THEOREM 2. Assume hypotheses Hl through H7. Then the solution of (1) 
and (2) guaranteed by Theorem 1 satis$es: 
Fz y( T, P) = y’(T) + Pz( T) J’,-V’W - W)), (254 
lii w(t0, p) = w(P) + P&O) p;‘(tO)( y” - jQ”>>* (25b) 
Proof. By a straightforward application of the mean value theorem, 
as in the derivation of Properties A and B of Lemma 2, and H7, the following 
property can be verified. 
Property C. There exist positive constants 6, and Kd such that in the 
region R of (z-, p, q+, t, p)-space defined by 
for any positive number 6 there exists a positive number y(6) such that if 
/ rr, I, I 7ra (, etc. and p are each <y(6), then 
I &(? 9 Pl 2 71 > 41 > 6 CL) - &(9 ? P2 9 72 3 $2 > t, 4 
< %I Tl - “2 I + I Pl - P2 I> + 4kN 711 - 772 I + 141 - 421) 
+ &(I nl- 772 I + I PI - pz IN rll - 712 I + IA - 421) 
and similarly for S, . 
Now a repetition of the procedure used in the proof of Lemma 4, except 
with the use of Property C instead of the weaker Property A, yields the 
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following bounds on the differences between successive iterates for the case 
a = 0, b = 0: 
IT- "01 d 44 
lh -Po I G 44 
1 ql - 7jo 1 < M ) c 1 e-~(t-t0)/2p + u(p), 
I& - +. 1 < M 1 d 1 e-“(T-t)/2u + w(p), 
andforial: 
1 Ti+l - nt 1 < 6i+lMi+lGl(i-1)/21~(~), (264 
I Pa+1 - pi 1 < 6i+lM~+1St(i-1)/21w(~), Wb) 
I rli+1- .qi 1 < 6i+lMi+lGr'i-u/21u(C1) 
+ 6”-lJ/p+l(w(p)>’ I c I e-o(t-tw2rr 
+ 6i-lMi+l(w(p))i I d ) e-dT-t)/2w, (264 
l$i+l -+i 1 < 6i+lMi+18[(i+l)/21w(~) 
+ 6q/p+l(+))i 1 c I e-o(t-tw2u 
+ fji-‘~~+l(w(p))i 1 d 1 e-oGt)/2u, 
(264 
where the function o(p) is independent of i. By summing these bounds we 
obtain 
I+? P)I G 4-4 W-4 
I PC4 41 G 44 (27b) 
I rl(4 P>I < & I c I e-+t0)/2u + W(P), (274 
I W, P)I < & I d I e-“(T-t)/2u + w(p), (274 
for an appropriate constant K6 and function w(p), which will, in general be 
different from the w(p) in (26), but have the same properties. These 
inequalities imply 
$i +, CL) = 0, (284 
~~P(~,~) = 0. WJ) 
Recall from (6) that 
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By (2g), taking the limits of both sides as p + 0, we get 
The second equation is used to eliminate lim,, +(T, p) from the first, and 
the result is (25a). Equation (25b) is obtained in exactly the same way. 
This completes the proof of Theorem 2. 
Remark. Suppose that for each t E [to, T] the function G(X, t, Y, 0) is 
analytic in X and Y for some a-neighborhood of the degenerate solution 
(6 independent of t) defined by 
t” < t < T. 
Suppose further that all the partials (mixed and pure) of all orders of each 
component Gi of G with respect to the components of X and Y, evaluated 
along the degenerate solution, are continuous functions of t. Then for H7 
to hold it is necessary and sufficient that all the second and higher order 
partials with respect to only Y components be equal to 0 along the degenerate 
solution. That is, for n > 2, forj, + ja + .** + j,,,,, = 7t, and for t E [to, T], 
(ay,)& py,>j* a:(ayn,+n,)j”3+“4 Gdx(t), w 4 O) = O 
for each component Gi of G. In particular, if G is linear in Y, this condition 
is satisfied. 
5. APPLICATIONS AND EXTENSIONS 
The foregoing treatment was prompted by certain problems of com- 
putational complexity in large-scale control system synthesis, where the 
small parameters indicate the presence of several time scales which one would 
like to separate during the analysis. In fact, this treatment is only the first 
step in the solution of such systems; one next constructs asymptotic ex- 
pansions in the parameter to approximate solutions of the full system. For an 
application oriented discussion of this problem, see [9] and the references 
cited there. 
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It is possible to weaken slightly the hypotheses of Theorem 1, but to 
actually do it in this paper was thought to accomplish little but to add technical 
complexity. Hypothesis H3 can be replaced by the condition that for each t 
in the interval, Gy(t) has n, eigenvalues with negative real parts and n, 
eigenvalues with positive real parts. Hypothesis H4 can be eliminated entirely, 
and in its absence this latter statement is weaker than H3. Under these 
modifications,the explicit formulation of the change of variables as in Lemma 
2 would be more involved. Everything else remains the same for our purposes. 
Details of these remarks may be found in [4] and [5]. 
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