Abstract. We show that no finitely generated virtually abelian group has intermediate geodesic growth, and that the language of geodesics for such a group is blind multicounter.
Introduction
The concept of growth in groups is well-studied, with famous results including Gromov's classification of groups with polynomial growth [12] , and Grigorchuk's example of a group of intermediate growth [10] which initiated a great interest in such groups [1, 5, 13, 14] . In this paper, we are interested in analogous results for geodesic growth.
Bridson et al. [3] asked if there exists a group with intermediate geodesic growth, and if there is a characterisation of groups with polynomial geodesic growth. Towards the second question, [3] furnished an example of a virtually Z 2 group with polynomial geodesic growth with respect to a certain finite generating set. They showed that there is no nilpotent group with intermediate geodesic growth, and provided a sufficient condition for a virtually abelian group to have polynomial geodesic growth; in particular, they showed that Z 2 itself can only have exponential geodesic growth with respect to any finite generating set. In this paper, we extend this work by showing that no virtually abelian group can have intermediate geodesic growth with respect to any finite generating set.
In the process of understanding the geodesics of virtually abelian groups, we prove that the language of geodesics is a blind multicounter language, as defined by Greibach [9] . This result is of particular interest as it was shown in [7] that a group has a word problem which is blind multicounter if and only if it is virtually abelian. Thus, this paper is also a step in extending the known results of formal language classification of geodesics [4, 6, 8, 11] .
After establishing notation in Section 2, we begin by introducing the concept of polyhedral sets in Section 3 which will become crucial in the proof of our main theorems. In Section 4, we introduce a special form for the geodesics in virtually abelian groups, which we show to be polyhedral, and give a deterministic algorithm to slide geodesics into this standard form. The content in Sections 3 and 4 follow Benson [2] . Then, in Sections 5 and 6 we make use of these properties to prove our main theorems.
Notation
In this paper, we will write N = {0, 1, 2, . . .} to denote the nonnegative integers, including zero, and Z + = {1, 2, 3, . . .} for the positive integers.
Let G be a group generated as a monoid by a finite subset S where each s ∈ S has a positive integer weight given by ω(s) ∈ Z + . Then, we write S ⋆ to denote the free monoid generated by S, and we define the weighted length for words σ = σ 1 σ 2 · · · σ k ∈ S ⋆ , denoted as ω(σ), such that ω(σ) = ω(σ 1 ) + ω(σ 2 ) + · · · + ω(σ k ).
Moreover, we write |σ| S = k for the word length of σ, and σ ∈ G for the group element corresponding to σ. Notice here that the word length and weighted length of the empty word, ε ∈ S ⋆ , is zero.
We define a weighting on elements of G, given by ω ′ : G → N, to be the minimal weighted length of a word representing such an element, that is, ω ′ (g) = min{ω(σ) | σ = g where σ ∈ S ⋆ } for each g ∈ G. Notice here that ω ′ (1) = 0 as the identity element of G can be represented by the empty word in S ⋆ . Hence, we say that a word σ ∈ S ⋆ is a geodesic if ω(σ) = ω ′ (σ). Thus, we define the geodesic growth function Γ S : N → N such that Γ S (n) counts the number of geodesic words with weighted length n or less, that is, Γ S (n) = #| {σ ∈ S ⋆ | ω(σ) n and σ is geodesic} |.
We say G has polynomial geodesic growth with respect to S if there are constants C, d ∈ Z + such that Γ S (n) C · n d for each n > 0; exponential geodesic growth with respect S if there is a positive constant α ∈ R + such that Γ S (n) α n ; or intermediate geodesic growth with respect to S if its geodesic growth is neither polynomial nor exponential.
Polyhedral Sets
In this section we introduce the concept of polyhedral sets. Our notation follows that of Benson [2] . Moreover, this section also provides two technical lemmas which will become crucial in the proof of Theorem 5.1.
A subset E ⊆ Z m is called an elementary region if it can be expressed as
for some a ∈ Z m and b, c ∈ Z with c > 0. A basic polyhedral set is a finite intersection of elementary regions; and a polyhedral set is a finite disjoint union of basic polyhedral sets. It can be seen from this definition that the sets ∅, N m and Z m are polyhedral. We have the following closure properties which will be used throughout this paper.
Proposition 3.1 ([2, Proposition 13.1]). Polyhedral sets are closed under finite union, finite intersection and set difference.
We say a map E : Z m → Z n is an integer affine transform if it can be written as E(v) = Av + b where A ∈ Z n×m is a matrix and b ∈ Z n is a vector. Then, we have the following additional closure property. . Suppose that P ⊆ Z m and Q ⊆ Z n are polyhedral sets and E : Z m → Z n is an integer affine transformation. Then, E(P) and E −1 (Q) are both polyhedral sets.
3.1. Positive polyhedral sets. We will call a polyhedral set P positive if P ⊆ N m . Suppose that B ⊆ N m is a positive basic polyhedral set, then for any non-empty subset I ⊆ {1, 2, . . . , m}, we will say that B is I-unbounded if for any given N ∈ N there is a vector p = (p 1 , p 2 , . . . , p m ) ∈ B such that p i > N for each i ∈ I. Then, we have the following result.
Lemma 3.3. Suppose that B ⊆ N m is a positive basic polyhedral set which is I-unbounded, then there exists a vector v = (v 1 , v 2 , . . . , v m ) ∈ N m with v i > 0 for each i ∈ I, such that nv + u ∈ B for each n ∈ N and u ∈ B.
Proof. To prove this statement, we will construct an infinite sequence of vectors (w j ) j∈N such that for any choice of s, t ∈ N with s < t we obtain the desired properties with v = w t − w s .
Since B is I-unbounded, then there exists an infinite sequence of distinct vectors (w j ) j∈N , where each w j = (w j,1 , w j,2 , . . . , w j,m ) ∈ B, with the property that w j+1,i > max{w j,k | k ∈ I} for each i ∈ I and j ∈ N.
Since B is a basic polyhedral set, it can be written as an intersection
where α ℓ , γ x , ζ y ∈ Z m are vectors, β ℓ , δ x , η y , θ y ∈ Z and each θ y > 1. Now suppose that we chose v = w t − w s where s < t. Then, for each x and y we have γ x · v = 0 and ζ y · v ≡ 0 (mod θ y ). Thus, for each n ∈ N and u ∈ B, the vector p n,u = nv + u has the properties that γ x · p n,u = γ x · u = δ x and ζ y · p n,u ≡ ζ y · u ≡ η y (mod θ y ) for each x and y. Thus, if p n,u / ∈ B for some given n ∈ N, then it must be the case that α ℓ · p n,u β ℓ for some ℓ with 1 ℓ L. Hence, we will now guarantee that situation cannot occur by performing the following procedure for each ℓ from 1 to L.
For each j ∈ N we have the lower bound α ℓ · w j β ℓ and thus there exists an infinite subsequence (w ′ j ) j∈N of (w j ) j∈N such that the sequence of integers (α ℓ · w ′ j ) j∈N is monotone non-decreasing; and thus we have α ℓ · (w ′ t − w ′ s ) 0 for each s, t ∈ N with s < t. Hence, after choosing vectors u ∈ B and v = w ′ t − w ′ s with s < t, we have α ℓ · p n,u α ℓ · u > β ℓ for each n ∈ N. Thus, we will now replace the sequence (w j ) j∈N with (w ′ j ) j∈N . Let the vertex v = (v 1 , v 2 , . . . , v m ) be defined as v = w 2 − w 1 . Then, after performing the previously described procedure, we know that nv + u ∈ B for each n ∈ N and u ∈ B. Furthermore, v ∈ N m as otherwise we would have a component v k < 0 and thus for a sufficiently large n we would have nv + u / ∈ N m which is a contradiction. Thus completes our proof.
For each I ⊆ {1, 2, . . . , m}, we say that a non-empty positive basic polyhedral set B ⊆ N m is I-dominating if it is I-unbounded (or finite in the case that I = ∅) and there exists a constant C B ∈ Z + such that v j C B for each v = (v 1 , v 2 , . . . , v m ) ∈ B and j / ∈ I. We have the following result.
Lemma 3.4. Given a positive basic polyhedral set B ⊆ N m , there is a subset I ⊆ {1, 2, . . . , m} such that B is I-dominating; and there exists a vector v = (v 1 , v 2 , . . . , v m ) ∈ N m such that v i > 0 for each i ∈ I, and v j = 0 for each j / ∈ I with the property that nv + u ∈ B for each n ∈ N and u ∈ B.
Proof. For each k ∈ {1, 2, . . . , m}, either B is {k}-unbounded or there is a constant C B,k ∈ N for which v k C B,k for every v ∈ B. Define the subset I ⊆ {1, 2, . . . , m} such that i ∈ I if and only if B is {i}-unbounded; and let C B ∈ Z + be an upper bound on all C B,j where j / ∈ I. From Lemma 3.3, it follows that for each index i ∈ I there is a vector
i > 0 such that nv (i) + u ∈ B for each n ∈ N and u ∈ B. Thus, after defining v = i∈I v (i) , we see that v i > 0 for each i ∈ I, and nv + u ∈ B for each n ∈ N and u ∈ B.
We then have v j = 0 for each j / ∈ I as otherwise we have (C B +1)v +u / ∈ B for each u ∈ B which is a contradiction. Thus completes the proof.
Special Form
Henceforth, we will suppose that G is a finitely generated virtually abelian group. Then, by definition, G has a finite index subgroup H isomorphic to Z n for some n. Moreover, we may assume without loss of generality that H is normal in G where generality is maintained by taking the normal core of H which must also be free abelian [15, pp. 100-1] .
Fix a finite index, free abelain, normal subgroup H ∼ = Z n , and write d for the index of H in G. Fix coset representatives T = {t 1 = 1, t 2 , t 3 , . . . , t d }, and a standard basis h 1 , h 2 , . . . , h n for H such that the elements of H can be written as (u 1 , u 2 , . . . , u n ) ∈ H with each factor u j ∈ Z. Define the maps φ : G → H and ρ : G → T such that g = φ(g) · ρ(g) for each g ∈ G. That is, for each g ∈ H · t with t ∈ T , we have ρ(g) = t and thus φ(g) = g · ρ(g) −1 .
From the weighted generating set S, we define
and σ 1 σ 2 · · · σ q / ∈ H when 1 q < k and
where we extend the weighted length ω to Y and P in the natural way. Henceforth, we write m to denote the number of elements in Y and we fix a labelling {y 1 , y 2 , . . . , y m } = Y of its elements.
Then, we write N π to denote the set of vectors N (k+1)m and for each vector v = (v 1 , v 2 , . . . , v (k+1)m ) ∈ N π we write v π to denote the word
which we refer to as a word in special form which is patterned by π.
2 · · · y vm m and thus v ε ∈ H.
4.1. Sliding window algorithm. Given two words σ and ς, we will write σ ≃ ς to denote that both σ = ς and ω(σ) = ω(ς). In this section we describe a deterministic algorithm to convert a word σ ∈ S ⋆ to a patterned word in special form v π such that v π ≃ σ. The description of this algorithm is essential to the proof of our main theorems, i.e., Theorems 5.1 and 6.2.
The following observation enables this algorithm to be deterministic.
Lemma 4.2. Suppose that Ξ ∈ S ⋆ with 1 |Ξ| S d, then either Ξ ∈ P and |Ξ| S < d, or there exists a unique y ∈ Y and p ∈ P ∪ {ε} such that Ξ factors as Ξ ∈ pyS ⋆ and |p| S is minimal.
Proof. It is clear that if Ξ ∈ P , then |Ξ| S < d; as otherwise, by the pigeonhole principal on the cosets in G, we would have a non-empty factor y of Ξ such that y ∈ H which is a contradiction.
Suppose now that
Then, by the definition of the set P , there is at least one non-empty factor y = ξ i ξ i+1 · · · ξ j of Ξ, for which y ∈ H.
Without loss of generality we will assume that y appears as early as possible in Ξ; that is, after writing such factors as ξ i ξ i+1 · · · ξ j , then we choose the factor with smallest i. It then follows that this choice is unique.
We now write p = ξ 1 ξ 2 · · · ξ i−1 , then p cannot contain a factor in Y as this would contradict our earlier choice of y. Thus, p ∈ P ∪ {ε}.
It is clear then that if Ξ factors as Ξ ∈ p ′ y ′ S ⋆ with y ′ ∈ Y , p ′ ∈ P ∪ {ε} and |p ′ | S |p| S , then p ′ = p and y ′ = y as otherwise we contradict our earlier choice of y. Thus completes our proof.
We are now ready to describe our procedure. Throughout this algorithm we will keep track of a word σ ′ ∈ S ⋆ , a pattern ϕ = ϕ 1 ϕ 2 · · · ϕ k ∈ P ⋆ and vectors u 0 , u 1 , u 2 , . . . , u k ∈ N m ; where we will have the invariant that (u 0 , u 1 , u 2 , . . . , u k ) ϕ σ ′ ≃ σ; and at each step of the algorithm we decrease the word length |σ ′ | S ∈ N. Thus, the algorithm will terminate when σ ′ = ε.
Throughout this algorithm, we will also keep track of a word Ξ ∈ S ⋆ called the window. The window, Ξ, is the longest prefix of σ ′ with length no greater
. We begin this algorithm by setting σ ′ to the input word σ, we set ϕ ∈ P ⋆ to the empty word, and u 0 ∈ N m to the zero vector. Thus, at the beginning of this algorithm we have (u 0 ) ϕ = ε and thus we have the invariant (u 0 ) ϕ σ ′ ≃ σ as required. To complete this algorithm, we repeat the following procedure.
Suppose
and π = ϕ, we have v π ≃ σ, and thus we end the procedure. 2. If Ξ ∈ P and thus |Ξ| S < d by Lemma 4.2, then we add Ξ ∈ P as a letter to the end of ϕ and set u k+1 ∈ N m to be the zero vector. Thus, after replacing σ ′ with the empty word, we have the algorithm invariant (u 0 , u 1 , u 2 , . . . , u k , u k+1 ) ϕ σ ′ ≃ σ, and the length |σ ′ | S has been decreased to zero.
3. Otherwise, we factor Ξ as pyS ⋆ where p = ξ 1 ξ 2 · · · ξ i−1 ∈ P ∪ {ε} and y = ξ i ξ i+1 · · · ξ j ∈ Y are the unique factors given by Lemma 4.2. Thus, in this part of the procedure we move the factor y out of the window Ξ and into one of the vectors u ℓ as follows.
Considering that we are currently representing the word
we see that y ∈ H contributes to σ from within the coset r = ρ(ϕp). Thus, we consider the following two sub-cases. (a) If there is an ℓ ∈ N such that r = ρ(ϕ 1 ϕ 2 · · · ϕ ℓ ), then we can move y into the vector u ℓ = (u ℓ,1 , u ℓ,2 , . . . , u ℓ,m ). In particular, if y = y q ∈ Y , then we replace u ℓ with
and replace σ ′ with pσ
Thus, it can be seen that we still have the invariant (u 0 , u 1 , . . . , u k ) ϕ σ ′ ≃ σ as required, and the length |σ ′ | S has decreased by |y| S 1.
(b) Otherwise, we must add a new vector u k+1 ∈ N m . In particular, if y = y q ∈ Y , then we add p as a letter to the end of ϕ and set u k+1 ∈ N m to the q-th standard basis vector of N m . Thus, after replacing σ ′ with σ ′ j σ ′ j+1 · · · σ ′ t , we still have the invariant (u 0 , u 1 , . . . , u k+1 ) ϕ σ ′ ≃ σ, and the length |σ ′ | S has been decreased by |py| S 1.
Thus, at the end of the previously described procedure, we have the desired special form v π ≃ σ. Consider that in previously describe procedure, we repeat case 3 some number of times, followed potentially by case 2 (at most once) and finishing with case 1; and further, repeating case 3 will not increase the length of ϕ to more than d, and cases 2 can add at most one letter to ϕ. Thus, we see that the word π = ϕ = ϕ 1 ϕ 2 · · · ϕ k ∈ P ⋆ is a pattern, that is, k d + 1. Hence, we have the following lemma. Lemma 4.3. If σ ∈ S ⋆ is a geodesic word, then there is a patterned word in special form, v π , such that v π ≃ σ.
4.2.
Computations in special form words. Given a word v π in special form we will need to determine the group element it represents and its weighted length with respect to ω. In the following we see that these problems reduce to a computation in linear algebra.
Let Z ∈ Z m×n be the matrix defined such that we have vZ = v ε ∈ H for each v ∈ N m . For each g ∈ G, let G g ∈ Z n×n be the integer matrix defined such that hG = ghg −1 for each h ∈ H.
For each pattern π = π 1 π 2 · · · π k ∈ P ⋆ and v = (v 1 , v 2 , . . . , v (k+1)m ) ∈ N π , we may write the element corresponding to v π as
Thus, after defining
. . .
For each pattern π = π 1 π 2 · · · π k ∈ P ⋆ , define a vector a π n+1 ∈ Z (k+1)m such that its components consist of the sequence ω(y 1 ), ω(y 2 ), . . . , ω(y m ) repeated k + 1 times, that is,
and we define a constant b π n+1 = ω(π). Thus, the weighted length of the word v π is given by
Hence, we have the following lemma.
. . , b π n+1 ∈ Z such that equations (4.1) and (4.2), given above, hold for each v ∈ N π .
4.3.
Geodesics in special form. For each pattern π, we will now construct a set G π ⊆ N π such that v ∈ G π if and only if v π is a geodesic when written as a word in S ⋆ .
Suppose that v π is a word in special form, then from Lemma 4.3 we know that v π is geodesic if and only if there is no other word u π ′ in special form for which v π = u π ′ and ω(v π ) > ω(u π ′ ). Notice that it would then follow that
where the a π i and b π i are as in Lemma 4.4. Thus, each map E π is an integer affine transformation such that,
for each vector v ∈ N π where φ(v π ) = (w 1 , w 2 , . . . , w n ) and ω(v π ) = w n+1 . Thus, we define a set ∆ ⊆ Z n+1 × Z n+1 as
and write f :
For each coset representative t i ∈ T , we write π i,1 , π i,2 , . . . , π i,p i to denote a list of all the patterns which lie in the t i coset, i.e., ρ(π i,j ) = t i . Notice then that a word v π i,j in special form fails to be geodesic if and only if there exists a word u π i,k in special form for which (E π i,j (v), E π i,k (u)) ∈ ∆, which we then write as v ∈ D π i,j ,π i,k . Thus, each set D π i,j ,π i,k can be written as
Hence, we can now write each subset G π i,j ⊆ N π i,j as
and thus we obtain the following result.
Lemma 4.5. Each set G π is positive polyhedral.
Proof. The set ∆ is polyhedral, as it can be written as the finite intersection
where e 1 , e 2 , . . . , e n+1 is the standard basis for Z n+1 . Thus, the statement follows from Propositions 3.1 and 3.2.
Geodesic Growth
Using the structure of polyhedral sets along with the sliding window algorithm, we prove the following. Proof. Let G be a virtually abelian group with a finite weighted generating set S. Let H ⊳ G be an index d, normal subgroup with H ∼ = Z n , let P and Y be the weighted generating sets as in Section 4, with m = |Y |, and let G π be the positive polyhedral sets as defined in Section 4.3.
Notation.
For t ∈ Z + , define the norm · 1 : N t → N such that
For each positive polyhedral set G π , fix a finite list of positive basic polyhedral sets B π 1 , B π 1 , . . . , B π Jπ such that G π = Jπ j=1 B π j . Suppose that each set B π j is I π j -dominating. Moreover, for each set B π j , fix a vector
> 0 if and only if i ∈ I π j , such that κ v π,j + u ∈ B π j for each κ ∈ N and u ∈ B π j . Notice that such a choice exists by Lemma 3.4.
Overview.
The idea of this proof is to separate the sliding window algorithm into finitely many pieces, representing each piece by some graph G ϕ j . We then see that if any such graph, G ϕ j , has the property as described in (5.5), then there exists an exponential family of geodesics which the sliding window algorithm converts to special forms with vectors lying on a line in the set B ϕ j . Otherwise, if no graph G ϕ j has the property described in (5.5), then we will be able to construct a polynomial upper bound on the geodesic growth for the group.
Constructing graphs
For each set B ϕ j we define a finite, directed, edge-labelled graph G ϕ j with vertices and edges described as follows.
The vertices of each G ϕ j correspond to potential windows, Ξ, in the sliding window algorithm. That is, each word Ξ ∈ S ⋆ with length |Ξ| S d is a vertex of G ϕ j . Thus, G ϕ j has finitely many vertices. The edges of G ϕ j correspond to reversing one step of case 3a in the sliding window algorithm. In particular, the edges are defined as follows.
Let σ ∈ S ⋆ be a geodesic word for which the sliding window algorithm, at some point, has a current pattern ϕ, current vector u ∈ N ϕ and current window Ξ. Suppose that, from this configuration, the next step is to perform case 3a of the sliding window algorithm by adding the i-th standard basis element, e i ∈ N ϕ , to u and replace the window with Ξ ′ . Further, suppose that, if we continue the sliding window algorithm from such a configuration, then we eventually have a current vector in B ϕ j . Then, the graph G ϕ has an edge, (Ξ ′ , i, Ξ) ∈ E(G ϕ j ), from vertex Ξ ′ to Ξ with label i; which we denote as Ξ ′ → i Ξ. Notice that we allow parallel edges if they have distinct labels, and further, G ϕ j has finitely many edges.
Algebra of the sliding window algorithm.
Each step of the sliding window algorithm, as presented in Section 4.1, belongs to one of four sub-cases, i.e., case 1, 2, 3a or 3b. Thus, suppose that at some point in the execution of the sliding window algorithm we have a current pattern ϕ and window Ξ, then we write
• A ϕ Ξ if the next step is to perform case 3a;
• B ϕ Ξ if the next step is to perform case 2 or 3b; and • C to denote that the next step is to perform case 1.
Thus, we can faithfully and uniquely represent an execution of the sliding window algorithm by sequences of symbols of the form A Suppose that σ ∈ S ⋆ is a geodesic for which the sliding window algorithm returns the special form v π with π = π 1 π 2 · · · π k and v ∈ G π . Then, when given σ as input, the execution of the algorithm corresponds to a sequence
where each factor of the form
corresponds to a unique path in some graph G π 1 π 2 ···πt j of the form
Furthermore, each edge-label i s in (5.4) corresponds to the index of the current vector u that is incremented after performing step A Reversing the sliding window algorithm. An important observation here is that we can use paths in the graph G ϕ to construct geodesics by reversing the steps of the sliding window algorithm. For example, suppose that there is a path in G ϕ of the form
for which there is a geodesic word v ϕ Ξ 0 where u = v − ℓ s=1 e is lies in the set N ϕ . Then, there is a geodesic word σ ′ ∈ S ⋆ for which u ϕ σ ′ ≃ v ϕ Ξ 0 , and we can apply the steps
of the sliding window algorithm to recover v ϕ Ξ 0 from u ϕ σ ′ . Notice that since each step of the sliding window algorithm is deterministic, we see that for each such path, there is a distinct and well-defined geodesic σ ′ . Thus, we say that σ ′ is the reversal of v ϕ Ξ 0 with respect to the path P.
Exponential geodesic growth.
Let π be a pattern, and let B π j and I π j be sets as described earlier. Suppose that the graph G π j has a vertex Ξ with two distinct non-trivial circuits
such that each i s , i ′ t ∈ I π j , and each ν s , ν ′ t is distinct from Ξ. Then, by the definition of edges in the G π j , there must be a geodesic u π σ ′ with u ∈ B π j and a path in G π j of the form
such that there is a reversal of u π σ ′ with respect to the path P.
For each κ ∈ N we define a vector p(κ) ∈ B π j as
where u is as before. Thus, it can be seen that (p(κ)) π σ ′ can be reversed with respect to each path
with each x s ∈ {1, 2}. Thus, for each κ ∈ N, there are 2 κ such paths, and thus 2 κ distinct geodesics σ ′ . Furthermore, from (5.1) we see that the weighted length of each such word is bound from above as
Hence, for each κ ∈ N there are at least 2 κ geodesics with weighted length less than or equal to C ′ κ + D ′ . Therefore, G has exponential geodesic growth with respect to the generating set S.
Polynomial geodesic growth.
Earlier in our proof we saw that if there is a graph G π j which contains a vertex Ξ with two distinct non-trivial circuits as in (5.5), then G has exponential geodesic growth. Thus, in the remainder of this proof we consider the case where, for each graph G π j and Ξ ∈ V(G π j ), there is at most one non-trivial circuit of the form
with each i s ∈ I π j , and each ν s distinct from Ξ. Thus, we show that under such a condition, the geodesic growth of G has a polynomial upper bound.
Let Γ ω S,π (x) count the geodesics σ ∈ S ⋆ , with weight ω(σ) x, for which the sliding window algorithm return a special form v π ≃ σ with v ∈ G π . Thus, we can write the geodesic growth as the sum
Since each B π j is I π j -dominating, there exists a choice of constants
is the number of distinct paths in G π j of the form
with ℓ x, and i s ∈ I π j for all except at most K values s ∈ {1, 2, . . . , ℓ}. Notice that r π j (x) considers paths with one vertex and no edges. Suppose that σ ∈ S ⋆ is a geodesic for which the sliding window algorithm returns a special form v π ≃ σ. Then, as we saw earlier in our proof, the execution of the sliding window algorithm can be faithfully represented by a sequence as in (5.2) where each factor of the form (5.3) corresponds to a path, (5.4), in some graph G π j ; where each such path is included in the count given by r π j (x) with x = v 1 . From (5.1) we have the bound v 1 ω(σ), and thus we have the upper bound
has a polynomial upper bound and thus G has polynomial geodesic growth. In order to show a polynomial upper bound on each map r π j , we define mappings R π j : N 3 → N such that R π j (x; q, k) is the number of distinct path in G π j of the form µ 0
10) with ℓ x, at most q distinct vertices, and i s ∈ I π j for all except at most k values of s ∈ {1, 2, . . . , ℓ}. Thus, we see that
We will show by an induction with respect to a well-ordering on the parameters q and k, that for any fixed parameters (q, k) ∈ N 2 the function R ϕ,τ j (x; q, k) is bound from above by a polynomial in x of degree 2 q+k − 1. Define a well-ordering on the set N 2 such that (q 1 , k 1 ) (q 2 , k 2 ) if we have (q 1 + k 1 , k 1 ) (q 2 + k 2 , k 2 ) with respect to the lexicographic ordering. Notice here that (0, 0) is the minimum element of N 2 with respect to .
From our earlier definition, it follows that R π j (x; 0, k) = 0 as a path must have at least one vertex. Thus, we have the required upper bound for each R π j (x; 0, k). Hence, all that remains is the case where q 1.
, that the function R π j (x; q 0 , k 0 ) is bound from above by a polynomial in x of degree 2 q 0 +k 0 − 1. Then, we have the upper bound
where R π j (x − 1; q, k) is an upper bound on the number of paths which begin with the unique circuit described in (5.6); |E(G π j )| is an upper bound on the number of outgoing edges from the initial vertex;
is an upper bound on the number of paths that do not revisit their initial vertex (include the trivial path); and
is an upper bound on the number of paths which begin with a circuit different to one as described in (5.6) , that is, a circuit which contains an edge-label i / ∈ I π j , and thus the rest of the path may contain no more than k − 1 labels i ′ / ∈ I π j . Thus, there is an upper bound given by R
where f π q,k (x) is bound from above by a polynomial of degree 2 q+k − 2. Hence, by solving the recurrence relation, we see that R π j (x; q, k) is bound from above by a polynomial in x of degree 2 q+k − 1 as required.
Thus, by induction with respect to the well-ordering , we have our required polynomial upper bound on R π j (x; q, k) for each (q, k) ∈ N 2 . Thus, G has polynomial geodesic growth with respect to the generating set S.
Blind Multicounter Automata
For any fixed k ∈ N, a blind k-counter automaton, as studied by Greibach in [9] , is a nondeterministic finite state acceptor with a one-way input tape and k integer counters; where such a machine is allowed to increment and decrement its counters by fixed amounts only during transitions. A computation of such a machine begins with zero on all its counters and accepts when in an accepting state with all input consumed and zero on all its counters.
Formally, a blind k-counter automaton can be defined as follows.
Definition 6.1. For any given k ∈ N, a blind k-counter machine is a 6-tuple of the form M = (Q, Σ, δ, q 0 , F, e) where 1. Q is a finite set of states; 2. Σ is a finite input alphabet; 3. δ is a finite subset of
called the transition relation; 4. q 0 ∈ Q is the initial state; 5. F ⊆ Q is the set of final states; and 6. e / ∈ Σ is the end of tape symbol.
Let M = (Q, Σ, δ, q 0 , F, e) be a k-counter automaton. Then, M will begin in state q 0 with zero on all its counters. Suppose that there is a transition relation ((q, a), (p, v)) ∈ δ with p, q ∈ Q, a ∈ Σ ∪ {ε, e} and v ∈ Z k ; if M is in state q with a on its input tape, then it can transition to state p after adding v to its counters and consuming a from its input tape. The machine will accept when it's in some state q accept ∈ F with all letters on it input tape consumed and zero on all its counters. Theorem 6.2. The geodesic language of any finitely generated virtually abelian group is blind counter.
Proof. Let G be a virtually abelian group with finite weighted generating set S. Let H ⊳ G be an index d normal subgroup with H ∼ = Z n , let P and Y be the weighted generating sets as in Section 4, m = |Y |, and G π be the polyhedral sets of vectors as described in Section 4.3.
Thus, we construct a blind k-counter automaton M = (Q, Σ, δ, q 0 , F, e) that accepts precisely the geodesic language of G with respect to S where k is chosen to be sufficiently large (as we will see later in this proof). The machine M will have an input alphabet given by Σ = S and one accepting state {q accept } = F .
Before describing our construction we establish some notation as follows.
Notation.
For each pattern π = π 1 π 2 · · · π k we fix a finite list of positive basic polyhedral sets
Notice that this is possible as each G π is positive polyhedral by Lemma 4.5.
For each basic polyhedral set B π j we fix an intersection
where
3 for each π and j. To simplify notation when presenting transition relations, given vectors
we will write in Z k such that the components match that given in (6.2).
Overview.
Let σ = σ 1 σ 2 · · · σ t ∈ S ⋆ be an input word given to M . Then, in the remainder of our proof, we write π = π 1 π 2 · · · π k and v ∈ N (k+1)m to denote the 2. If ξ = pe with p ∈ P , then we introduce a transition
3. Otherwise, we write ξ = ξ 1 ξ 2 · · · ξ τ with each ξ i ∈ S ∪ {e}. Thus, if neither of the previous cases apply, then using Lemma 4.2 we factor ξ 1 ξ 2 · · · ξ τ as p y ξ j+1 ξ j+1 · · · ξ τ where p = ξ 1 ξ 2 · · · ξ i−1 ∈ P ∪ {ε} and y = ξ i ξ i+1 · · · ξ j ∈ Y . Let r ∈ T be the coset representative given by r = ρ(ϕp), and consider the following sub-cases. Comparing the above cases to those given in Section 4.1, we see that we have implemented the sliding window algorithm as required.
Stage 2a: subtracting a vector u ∈ N (k+1)m .
Beginning in state q π e , we nondeterministically choose a positive basic polyhedral set B π j ⊆ G π . In particular, we do this by introducing states q π,j ∈ Q, to correspond to each sets B π j , and transitions ((q π e , ε), (q π,j , 0)) ∈ δ for each pattern π, and each j with 1 j J π . Given a pattern π = π 1 π 2 · · · π k ∈ P ⋆ , we write e 1 , e 2 , . . . , e (k+1)m to denote the standard basis for Z (k+1)m . We then write e and introduce transitions ((q π,j , ε), (q π,j , e π,j i )) ∈ δ. Thus, the machine is able to nondeterministically subtract any particular vector u ∈ N (k+1)m from the counters labelled z 1 , z 2 , . . . , z (k+1)m by repeated subtraction of basis vectors.
To complete this stage, we introduce states q π,j fin ∈ Q and transitions ((q π,j , ε), (q π,j fin , 0)) ∈ δ, that is, this stage of the computation is complete when the machine enters a state of the form q π,j fin .
Soundness and Completeness.
Suppose that some word σ ∈ S ⋆ is accepted by M . Then, at the end of the computation we must have zero on all counters of the form a i , b i , c i and thus we know from Stage 2b that u ∈ B π j , for some j. Further, since we must have zero on all counters of the form z i , we then know from Stage 2a that u = v. Therefore, v ∈ B π j where we have v π ≃ σ from Stage 1. Therefore, σ is a geodesic as v π ≃ σ for some v ∈ G π .
Let geodesic σ ∈ S ⋆ be a geodesic word, and let v π ≃ σ be the special form obtained from the sliding widow algorithm. Then, at the end of Stage 1 the machine will be in state q π e with v on the counters of the form z i . Since σ is geodesic, there must exists some B π j that contains v. Thus, without loss of generality we may assume that the machine chooses B π j in Stage 2a and subtracts u = v ∈ B π j from the counters of the form z i , with Stage 2a ending with the machine in state q π,j fin . Thus, we see that Stage 2b is able to accept by subtracting the appropriate values from the counters of the form a i , b i , c i . Hence, M will accept the word σ.
Therefore, the machine M accepts a word σ ∈ S ⋆ if and only if σ is a geodesic with respect to the weighted generation set S.
