Copper and gold films with thicknesses between approximately 10 and 60 nm have been prepared by electron beam evaporation and characterized by spectrophotometry from the near infrared up to the near ultraviolet spectral regions. From near normal incidence transmission and reflection spectra, dispersion of optical constants have been determined by means of spectra fits utilizing a merger of the Drude model and the beta-distributed oscillator model. All spectra could be fitted in the full spectral region with a total of seven dispersion parameters. The obtained Drude damping parameters shows a clear trend to increase with decreasing film thickness. This behavior is discussed in the context of additional non-optical characterization results and turned out to be consistent with a simple mean-free path theory.
Introduction
In thin film characterization and design practice, numerous dispersion models exist that may be used for reliable modelling of the optical constants of dielectric films, regardless of whether they are transparent or absorbing. Examples of suitable models are provided by the oscillator model [1, 2] , Tauc-Lorentz [3] and Cody Lorentz [4] models, Gaussian-like broadened oscillators [5, 6] , or the β_do model [7] . On the other hand, there is still uncertainty among optical coating practitioners concerning a realistic treatment of the optical constants of metal films, and in particular of ultrathin metal films. This is irritating, as thin metal films are widely used in optical transmission filters [8] and architectural glass coatings [9] , just to give two examples.
In fact, it was already shown in 1984 in a famous round robin experiment [10] that the determination of thickness and optical constants of two (ultra-)thin rhodium films (thicknesses around 15 and 30 nm) turned out to be much more challenging than the analysis of sufficiently thick dielectric (in this case Sc 2 O 3 ) coatings. Differing results have been obtained by means of different optical characterization techniques applied by the participating research groups. Since 1984 much work was done, nevertheless the uncertainty among practitioners in managing ultrathin metal film properties cannot be eliminated.
In May 2018 at the SPIE conference "Advances in Optical Coatings VI" (SPIE conference 10691), some of speakers' time slots turned out to be unexpectedly vacated because of speakers missing due to airline strikes. These time slots were filled ad hoc with a standby discussion on current problems in the theoretical description of ultrathin metal film optical properties. Here, the authors of the present study developed their point of view that it would be useful to adopt the mean free path theory successfully applied in solid state physics [11, 12] and cluster physics [13] to the modelling of thin metal film optical constants. It is the purpose of this paper to re-examine this idea and to demonstrate experimental examples on the use of this treatment.
The general idea is rather simple. One may start from the classical Drude function [2] in order to model the dielectric response of the free carrier fraction in metals. The bound electron response may be modeled in terms of some derivative of the multioscillator model [1] [2] [3] [4] [5] [6] [7] . For smooth closed films, such a treatment leads to satisfactory spectra fits corresponding to thickness-independent optical constants, as long as the film thickness is large enough (as a rule of thumb, the films should be thicker than approximately 50 nm).
However, when the film thickness d becomes smaller than approximately twice the mean free path of the conduction electrons in the bulk, the picture may change. Then, collisions of conduction electrons with the film surface lead to a decrease in the mean free path, which may result in an increase in the damping parameter Γ D of the Drude function. In smooth closed thin films, this effect is expressed in terms of the parameter [11, 12] . Here, v F is the Fermi velocity, and τ b the average time between two collisions suffered by a free charge carrier in the bulk.
Note that an analogous approach is in use in small metal cluster optics [13] . Here the parameter is A v F τ b R with R-cluster radius, and A is a constant in the range of one. In the following, we will demonstrate the validity of such an approach to the optical properties of thin copper and gold films.
Theory

Dispersion Model
In order to account for both the free and bound electrons fractions in a metal film, we make use of the following writing of the metal's dielectric function ε (n-refractive index; k-extinction coefficient):
where χ free is the susceptibility characterizing the free electron fraction (corresponding to intraband transitions), and χ bound describes the contribution of interband transitions, i.e., the response of the bound electrons.
For the free electrons, we will use the classical Drude function [2] :
Here ν is the wavenumber (e.g., the reciprocal value of the vacuum wavelength), and ν p the free electrons plasma frequency in wavenumber units:
where (c is velocity of light in the vacuum, E p is bulk plasmon energy, and ω p is bulk plasma (angular) frequency) Γ D is the Drude damping parameter, again in wavenumber units. For the bulk material we have:
Particularly, for the "perfect" bulk crystal, Equation (4) reads as:
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Theoretical values on the bulk collision time τ b0 in the perfect crystal and the Fermi velocity v F are given in Table 1 together with selected other parameters known for bulk copper and gold from the literature. Table 1 . Theoretical data (E a0 : photon energy corresponding to the onset of absorption features caused by interband transitions in the optical spectra of the perfect crystal, ν a0 is the corresponding onset wavenumber). Different sets of copper and gold Drude parameters (Table 2 ) are obtained or used in studies published in the last decades. The reported data scatter strongly, but are of the same order of magnitude as the values presented in Table 1 . It is worth noting that in reference [20] , Mie resonances in nanosized gold clusters with different diameters have been studied, and the increase in the Drude damping parameter with decreasing cluster diameter could be directly observed. In the smallest clusters with diameters of 5 nm, Γ D reached values up to approximately 650 cm −1 .
Metal
According to Equation (1), a realistic description of the metal's optical properties must also contain the response of the bound electrons. In this study, in order to quantify χ bound , we make use of the beta-distributed oscillator (β_do) dispersion model [7] . In the β_do model, the susceptibility χ bound is given by:
In fact, Equation (6) describes inhomogeneous broadening of an absorption feature with a shape described in terms of the beta-function, with exponents defined by α and β. N is the number of equidistant Lorentzian oscillators (with homogeneous linewidth Γ) considered in numerical modelling, while ν a and ν b mark onset and cutoff wavenumbers of the inhomogeneously broadened absorption feature. J is an intensity factor proportional to the oscillator strength. The mentioned parameters form the set of β_do dispersion model parameters. The optical constants of the films, as well as the Drude and β_do dispersion parameters, may then be obtained from fitting experimental transmission and reflection spectra of the real films in terms of Equations (1), (2) , and (6). The optical constants in this study have been determined in this way.
Film Thickness Estimation
In order to determine the metal film thickness, three different approaches have found an application:
• Thicknesses have been determined from fitting experimental transmission and reflection spectra in terms of Equations (1), (2), and (6), taking the film thickness as a further fitting parameter.
•
Thicknesses have been determined from X-ray reflection (XRR) analysis.
Thicknesses have been estimated from measured transmission and reflection spectra without assuming a specific dispersion law, but on the basis of a sum-rule-based theoretical approach using potential absorptance [22, 23] .
In point iii, thickness determination was achieved by first calculating the experimental value Ω exp defined by
for each sample from the measured near normal incidence transmission (T) and reflection (R) spectra. That value was compared to a theoretical value calculated based on tabulated optical constants [24] as a function of film thickness d:
Then, d was estimated from setting:
As it will be seen later in Section 4, the film thicknesses obtained by these three methods are in good agreement, except metal films with a thickness of more than 50 nm.
Mean Free Path Effects
As has already been shown in earlier work [11, 12] , in ultrathin metal or semiconductor films, a drop in static electric conductivity occurs in ultrathin metal films when the film thickness becomes smaller than a value of approximately 2v F τ b (for gold and copper, according to Table 1 , this thickness corresponds to approximately 75 nm). The point is that in ultrathin films, collisions between charge carriers and the film surface may dominate over bulk collision effects, and this may lead to a significant reduction in the average collision time. According to the classical Drude theory, this will be accompanied by a decrease in the static electric conductivity, and an increase in the Drude damping parameter according to Equation (4) .
As is shown in an earlier study [11] , the simplest model treatment of this reduction in the mean free path of the charge carriers results in a thickness-dependent average collision time given by:
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Here, p spec is the relative amount of charge carriers that is specularly reflected at the film surface, and l free the mean free path in the bulk material. Note that in this approach, only charge carriers reflected diffusely from the surface contribute to the mentioned thickness dependence. When setting l free = v F τ b [11, 12] and making use of Equation (4), we obtain a manageable expression for the thickness-dependent Drude damping parameters in thin films according to:
This expression will be in the basis of our discussion of thickness-dependent Drude parameters in the ultrathin copper and gold films.
Experimental
Layer Deposition
The metal layers have been prepared in a Bühler Syrus pro 1110 coating machine (Alzenau, Germany) by e-beam evaporation using a tungsten liner. The Au-material was 5N PLUS from Saxonia GmbH (Hanau, Germany) and the Cu material 5N grade supplied from Umicore Company (Balzers, Liechtenstein). Fused silica Q1 as well as silicon wafers have been used as substrates. No substrate preconditioning by plasma etching has been applied, and no adhesion layers have been deposited. The evaporation geometry was optimized with respect to the specific demands of metal coating, so the distance from evaporation surface to the substrate was only 32 cm, while the substrates were held at fixed positions without any rotation of the substrate holder. The pressure was 4.7 × 10 −7 mbar prior to deposition start. The substrate temperature during evaporation was about 30 • C. The evaporation rate of 0.5 nm/s and the thicknesses have been controlled by quartz crystal monitoring.
Layer Characterization
Spectrophotometry
T-and R-spectra in the range of 350-2000 nm of all samples have been measured at near normal incidence in a Perkin Elmer Lambda 950 scanning spectrophotometer (Rodgau, Germany) equipped with absolute T-and R measurement attachments. From these spectra, film thickness d as well as optical constants n and k have been deduced from spectra fits in terms of Equations (1), (2), and (6), using a Matlab environment. In all spectra fits, the parameter N in Equation (6) was set to N = 1000. Generally, spectra from samples deposited onto both types of substrates (silicon and fused silica) have been included into the fitting procedure. In more detail, the fitting procedure is described in a previous study [7] .
X-ray Reflection XRR
All samples were characterized with grazing incidence X-ray reflectivity (XRR) using a Bruker (Karlsruhe, Germany) D5005 diffractometer operated with Cu-Kα radiation (λ = 0.154 nm) in symmetrical θ-2θ geometry. The film thickness, material density, and surface roughness were extracted from simulation of the reflective curves by the commercial program "Leptos" (version 7.8).
Scanning Electron Microscopy SEM
The layer surfaces were investigated using a Carl Zeiss Sigma scanning electron microscope (SEM, Jena, Germany). The applied acceleration voltage was 5 kV and an InLens-Detector was used to detect the secondary electrons. To get a good overview, images were made in different magnifications. The presented results were made with a magnification of 80.00 K×.
Results
Concerning non-optical properties of the metal layers, we start with a short survey of the XRR and SEM results. For all copper layers on fused silica, an identical rms surface roughness of 1.0 nm has been found by XRR. The density values were scattered in the region (8.6 ± 0.2) g·cm −3 without a clear thickness dependence. Concerning the gold layers, the rms surface roughness data were scattered in the region (1.1 ± 0.2) nm, while the density was about (19.1 ± 0.1) g·cm −3 . All films have approximately the same surface roughness around 1 nm rms, while the average density turned out to be marginally smaller than typical bulk densities (96.5% for Cu, and 98.9% for gold-compare with Table 1 ).
In qualitative agreement with the rather thickness-independent surface roughness, all SEM pictures of copper films on fused silica show practically identical granular surface morphologies with grain sizes in the region of 20 nm (Figure 1a-c) . The corresponding pictures of gold surfaces (Figure 1d-f) show different behavior. Again, granular areas are observed, but the dominating features are given by large material slabs with diameters up to several 100 nm that appear rather smooth. Furthermore, these material slabs show a trend of growing in size with increasing layer thickness. It may be expected that the large gold slabs result in optical properties of gold films that are much closer to the "perfect" bulk references, as would be expected in the case of copper films.
X-ray Reflection XRR
Scanning Electron Microscopy SEM
Results
In qualitative agreement with the rather thickness-independent surface roughness, all SEM pictures of copper films on fused silica show practically identical granular surface morphologies with grain sizes in the region of 20 nm (Figure 1a-c) . The corresponding pictures of gold surfaces ( Figure  1d-f) show different behavior. Again, granular areas are observed, but the dominating features are given by large material slabs with diameters up to several 100 nm that appear rather smooth. Furthermore, these material slabs show a trend of growing in size with increasing layer thickness. It may be expected that the large gold slabs result in optical properties of gold films that are much closer to the "perfect" bulk references, as would be expected in the case of copper films.
Cu on fused silica
Au on fused silica Concerning the optical properties, let us first mention that all spectra could be well fitted by means of the chosen dispersion approach in Equations (1), (2), and (6), assuming α = β, such that a total of only seven independent dispersion parameters (two Drude parameters and five β_do parameters) were necessary to model the optical constants. The film thicknesses of the films on fused silica and silicon appear as additional parameters for the spectra fits. Figure 2 demonstrates the achieved fit quality for a gold (Figure 2a) a copper (Figure 2b) sample. The chosen dispersion Concerning the optical properties, let us first mention that all spectra could be well fitted by means of the chosen dispersion approach in Equations (1), (2) , and (6), assuming α = β, such that a total of only seven independent dispersion parameters (two Drude parameters and five β_do parameters) were necessary to model the optical constants. The film thicknesses of the films on fused silica and silicon appear as additional parameters for the spectra fits. Figure 2 demonstrates the achieved fit quality for a gold (Figure 2a) a copper (Figure 2b) sample. The chosen dispersion approach obviously results in excellent spectra fits.
(c) layer thickness 61 nm (f) layer thickness 55 nm Figure 1 . Selected SEM images of the metal films surface morphology. The mentioned thicknesses correspond to those obtained from the spectra fits.
Concerning the optical properties, let us first mention that all spectra could be well fitted by means of the chosen dispersion approach in Equations (1), (2) , and (6), assuming α = β, such that a total of only seven independent dispersion parameters (two Drude parameters and five β_do parameters) were necessary to model the optical constants. The film thicknesses of the films on fused silica and silicon appear as additional parameters for the spectra fits. Figure 2 demonstrates the achieved fit quality for a gold (Figure 2a) a copper (Figure 2b) sample. The chosen dispersion approach obviously results in excellent spectra fits.
(a) (b)
Figure 2. (a): experimental spectra (triangles) and fit (lines) of a gold film on Q1 (navy) and Si (black).
On Q1, a thickness of 36.9 nm was found, on Si, the thickness was 41.1 nm; (b): experimental spectra (triangles) and fit (lines) of a copper film on Q1 (navy) and Si (black). On Q1, a thickness of 39.3 nm was found, on Si, the thickness was 42.9 nm.
On Q1, a thickness of 36.9 nm was found, on Si, the thickness was 41.1 nm; (b): experimental spectra (triangles) and fit (lines) of a copper film on Q1 (navy) and Si (black). On Q1, a thickness of 39.3 nm was found, on Si, the thickness was 42.9 nm. Figure 3 shows the obtained optical constants for all samples. From the figures, we recognize the typical dispersion of metal optical constants in the spectral region from the near infrared to the visible. The comparison with literature data from an earlier study [24] (green circles) confirms the physical relevance of the obtained data. Generally, thinner layers tend to have slightly larger refractive indices in the near infrared, and slightly smaller extinction coefficients. The corresponding dispersion parameters are collected in the Tables 3 and 4 .
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The spectra fit for the thickest copper layer was numerically instable, most probably because of the strong damping within the layer, indicated by the weak transmission signal. As a result we recognize the large mismatch between the thickness values obtained by the different methods. In Table 4 , a set of dispersion parameters is included as obtained from a fit attempt when the difference ν b -ν a was kept close to what is known from the bulk material. Table 5 shows average values and standard deviations of the fitting parameters obtained from different fit attempts of the spectra of the problematic thickest copper film. Fortunately, the obtained damping parameters that are in the focus of our study scatter with a relative standard deviation of no more than 12%. Thus, regardless of the principal numerical instability of the spectra fits, the data range for the damping parameters reported in Table 5 does not violate the thickness-dependent trends, which follow from Table 4 . Moreover, all dispersion data presented in Table 4 for this copper sample fall into the ranges presented in Table 5 . Therefore, we assume that the data of the thickest film, as included in Table 4 , are consistent with the spectra and are physically meaningful, regardless of the numerical problems with that fit. Tables 3 and 4 shows that in both metals, strongest relative changes from sample to sample (highest δ f ) are observed for the Drude damping parameter Γ D , followed by the homogeneous linewidth of the β_do oscillators Γ, which also essentially represents a damping parameter. Moreover, for both of these parameters, a clear trend is observed in the sense that a decrease in thickness is accompanied by an increase in the damping parameter, in agreement to the predictions of the mean free path theory. Therefore, the further discussion will mainly focus on the Drude damping parameter and its thickness dependence. Note further that in the case of gold, plasma frequencies obtained from our fits appear to be somewhat higher than the theoretical value from a previous study [15] , but corresponding data reported in other studies [25] also tend to exceed that value (see also Table 2 in this regard). In that connection, it is worth noting the large scatter in reported effective mass values of conduction electrons in gold [25] . For copper, the ν p -data obtained from our study are well below the theoretical value, in agreement with the lower density of the films.
Discussion
In Figure 4 , the obtained model parameters λ a/b = 1/ν a/b are visualized in relation to characteristic features in the gold and copper bulk reflection spectra (Figure 4a ) and in the imaginary part of the dielectric function (Figure 4b ) [24] . Obviously, the parameters λ a mark the onset wavelength of strong interband absorption structures in the spectra, while λ b -λ a gives some effective width (in wavelength units) of the modeled interband absorption structure. Note that the ν a values as obtained from our fits (Tables 3 and 4) are consistent with the theoretical ν a0 data (Table 1) in the sense that ν a0 ≈ ν a − Γ is fulfilled.
Based on Equation (11) the thickness dependence of the obtained damping parameters is fitted by the simple law: Γ and δ are fitting parameters and the obtained values are given in Table 6 . Figure 5 shows the obtained thickness dependence of Drude damping parameters together with the fit in terms of (Equation (13)). Note that our D Γ data are principally consistent with the experimental data given in Table 2 , but show a clear dependence on the film thickness. Here Γ D,b and δ are fitting parameters and the obtained values are given in Table 6 . Figure 5 shows the obtained thickness dependence of Drude damping parameters together with the fit in terms of (Equation (13)). Note that our Γ D data are principally consistent with the experimental data given in Table 2 , but show a clear dependence on the film thickness.
Here D,b Γ and δ are fitting parameters and the obtained values are given in Table 6 . Figure 5 shows the obtained thickness dependence of Drude damping parameters together with the fit in terms of (Equation (13)). Note that our D Γ data are principally consistent with the experimental data given in Table 2 , but show a clear dependence on the film thickness. Tables 3 and 4 , while lines represent the fit in terms of Equation (13) .
When now combining Equations (4), (5), (11), and (13), the following data may be calculated from the fit of ( )
The results are presented in Table 6 . Also included are relaxation times τJ-C obtained in previous studies [19, 26] . Table 6 . Parameters in the mean free path theory (Equation (11)). Tables 3 and 4 , while lines represent the fit in terms of Equation (13).
When now combining Equations (4), (5), (11), and (13), the following data may be calculated from the fit of Γ D (d):
The results are presented in Table 6 . Also included are relaxation times τ J-C obtained in previous studies [19, 26] . Table 6 . Parameters in the mean free path theory (Equation (11) Our experimental data are, thus, consistent with Equation (11) when assuming that in the Cu films, a larger amount of electrons (55%) is diffusely scattered at the film surface than in the case of gold films (38%). This result is at least in a qualitative agreement with the SEM characterization result (Figure 1) , where the Cu films show a rather granular surface morphology, while in the gold films, large slabs have been found that appear rather smooth in the SEM image. Also, in the gold films, obtained damping parameters and plasma frequencies are generally closer to the theoretical values of the perfect crystal (Table 1 ) than in the case of copper films.
In a more refined treatment, the parameter p spec could also be treated as a function of the thickness, in order to account for the larger slabs in thicker gold films, as obtained from the SEM images, but in our study the number of available experimental points is by far too small for justifying such a model extension.
Obviously, the extrapolation of our data to large thicknesses does not result in damping parameters that converge to the "perfect" values summarized in Table 1 . Therefore, we have to recognize that in our films, there are at least two effects that make the Drude damping parameter different from the "perfect" values presented in Table 1: • A thickness dependence that may obviously be described by means of the free path theory (Equation (11)) • A complicated microstructure of the film materials that results in τ b < τ b0 . This is also clearly evident from the data τ J−C from a previous study [26] The complicated film microstructure as it may be guessed from the SEM images raises the question of how far simulations of charge transport in three-dimensional (3D) random microstructures (compare with Stenzel et al. [27] ) may provide a theoretical access to the bulk collision times τ b < τ b0 we expect from our treatment. Although such a simulation is beyond the scope of the present study, it makes sense to compare our results, at least qualitatively, to what is obtained from such simulations. Indeed, the classical (Drude) expression for the static electric conductivity of a continuous medium may be written as:
Here N 0 is the free electron concentration in the perfect crystal, e the elementary charge, and m* the optical mass (compare with Ehrenreich and Philipp [15] ). On the other hand, from the numerical analysis of random 3D microstructures, it turns out that their electric conductivity is determined by three crucial factors characterizing the geometry of the random network, namely:
•
The filling factor p ≤ 1;
The constrictivity c r ≤ 1; • The tortuosity t r ≥ 1.
Then, according to an earlier study [27] , the effective conductivity of the 3D microstructure can be expressed in equations of the type: When assuming identical optical masses at both sides of the above equation, the latter allows the empirical introduction of effective carrier concentrations N eff and collision times τ eff according to: 
When finally associating τ eff with the bulk relaxation time in the non-perfect film τ b , we have
Therefore, the bulk Drude damping parameter in a real film shall exceed that in the perfect crystal, in agreement with our findings.
Summary and Outlook
We have demonstrated that the optical spectra of rather thin metal films may be reliably fitted in terms of a dispersion approach that combines the classical Drude function with the β_do model. The number of fitting parameters is given by seven dispersion model parameters plus the film thickness (es). This has allowed fitting of the metal film spectra in the wavelength range from 350 to 2000 nm. Nevertheless, inclusion of additional measurement data (e.g., ellipsometry and photometry at different angles) is known to be useful for characterization of thin metal films [28] , but was not available for this study.
The fits result in a clear thickness dependence of the Drude damping parameters, which is consistent with the predictions of the mean free path theory.
In addition to the obtained thickness dependence of the Drude damping parameters, our results indicate a larger bulk value of the damping parameter than in the perfect crystal. This is consistent with earlier reports and clearly a result of the complicated microstructure of real evaporated metal films. In that connection, recent reports on the simulation of charge transport in random microstructures indicates that such simulations might give access to a numerical modeling of the complex of electrical and optical properties of real metal films of different thickness.
When returning to the application questions raised in the introduction of this paper, we conclude that a systematic increase in the Drude damping parameters with decreasing film thickness is clearly observed in our coatings and may be modeled by means of the mean free path theory, at least in the thickness range between 10 and 50 nm. However, as is evident from Figure 3 , the thickness effect on the optical constants is nevertheless smaller than the range of bulk metal optical constants reported in a previous study [24] , at least in the near infrared. As such, the limited reproducibility of the optical properties of copper and gold samples and the limited relevance of applied characterization methods and underlying dispersion models seems to be another important source of uncertainty in defining suitable optical constants of thin metal films in optical coating practice. In our opinion, the application of robust Kramers-Kronig consistent dispersion models with a minimum number of free parameters is important for reliable modeling of the optical constants of thin metal films. Combined with the mean free path approach, this could be an important step for modeling thickness-dependent optical constants of ultrathin metal films in optical coating practice. 
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