I. INTRODUCTION

Clinical Aspects
Pulmonary delivery of aerosol pharmaceutical agents is of increasing interest in medicine for a variety of reasons.
First, aerosol delivery can be used for the local administration of drugs needed to treat pulmonary conditions. In this case, the drug is delivered directly into the target tissue, which has a number of advantages such as increased target specificity, quicker drug action, and decreased risk of systemic side effects. Current clinically available therapies, such as inhaled corticosteroid therapy for the treatment of asthma, already capitalize on these benefits. These treatments allow for patients to obtain the maximum benefit of anti-inflammatory drugs in the lungs while avoiding potentially serious side effects. Second, aerosol delivery can be used for administration of drugs needed to treat non-pulmonary conditions. The large surface area of the lung parenchyma allows for rapid application and absorption of drugs that may not be suitable for oral, transdermal, or other delivery systems. 1 However, it is very important to be able to monitor these drug depositions quantitatively and accurately. Thus, it is important in the field of Biomedical Imaging to visualize these various drugs in 3-D.
3-D Image Generation and Display
A variety of methods and systems have been developed for 3-D visualization. Visualization of 3-D biomedicalvolume images has traditionally been divided into two different techniques: surface rendering and volume rendering.
Both techniques produce a visualization of selected structures in the 3-D-volume, but the methods involved in these techniques are quite different, and each has its advantages and disadvantages.
Surface-rendering techniques characteristically require the extraction of edges that define the surface of the structure to be visualized. An algorithm is then applied that places surface patches or tiles at each contour point, and with hidden surface removal and shading the surface is rendered. 2 The advantage of this technique lies in the relatively small amount of contour data, resulting in fast rendering speeds. Also, standard computer graphics techniques can be applied, including shading models (Phong, Gouraud). The disadvantages of this technique are based on the need to extract the contours defining the structure to be visualized. Thus, other potentially key volume image information is lost in this process. Also, due to the discrete nature of the surface patch placement, surface rendering is prone to sampling and aliasing artifacts on the rendered surface. A rendering method known as volume compositing is often used on medical anatomical data, where each voxel is assigned an opacity based on its tissue or element type (e.g. bone, muscle, blood, air). Full-gradient volumerendering methods can incorporate transparency to show two different structures in the display, one through another one. 6 The opaque and transparent structures are specified by various thresholds. A transparency coefficient is also specified. The transparent effect for each pixel on the screen is computed based on a weighted function of the reflection caused by the transparent structure, the light transmission through that structure, and the reflection of the opaque structure. The general model for providing transparent renderings is show in the figure below. 
II. MATERIALS AND METHODS
Subjects
The animal followed guidelines approved by the Institutional Animal Care and Use Committee. The subject used in this study was a beagle canine weighing 11 kg. The canine were anesthetized though intravenous (IV) administration. After anesthesia, an endotrachial tube was inserted and the canine was ventilated through the use of a canine-sized ventilator (Harvard Apparatus, Model #55-0715) with a breathing rate of 14/min and with 175 cc per stroke (tidal volume). After completion of the procedure, the animals were euthanized through intracardiac injection of KCl in accordance with the approved protocol.
Radioisotope Information
The pharmaceutical administered in this study was triamcinolone acetonide (TAA), a corticosteroid commonly used in the treatment of asthma and other pulmonary disorders. The labeled drug molecule was the same as the cold drug; only a stable 12 C atom was isotopic-substituted with a positron emitting carbon-11 ( 11 C), to allow for PET imaging. The drug itself serves as the tracer. This radionuclide decays through positron emission with a half-life of 20.3 minutes. Solution containing the 1 mCi of radio-labeled TAA was aerosolized using a jet nebulizer (NE-C13, Omron Matsusaka, Japan) and administered to the canine through the ventilator over a period of three minutes.
Image Acquisition
After intubation, CT scans were performed on an X-ray CT system (MX8000™, Philips Medical Systems, Highland Heights, OH) using a breath hold mimicking technique. In this situation, the ventilator was temporarily shut off for 15-30 seconds during the scan to minimize the impact of chest wall motion due to respiration. The CT scans were performed in the spiral mode with 1.5 mm collimation and a bed speed of 2 mm/sec. CT images were reconstructed to a resolution of 0.976 mm/pixel in-plane with 1 mm intervals between planes.
Positron emission tomography (PET) was performed on a Siemens ECAT EXACT scanner (Siemens/CTI PET System, Inc., Knoxville, TN) in both transmission and emission modes. Before administration of the aerosol, images were taken in transmission to ensure that the lung field was centered in the bore of the scanner and to facilitate the registration of the emission data to the CT volumes. After delivering the radio-labeled aerosol as described above, the subjects were imaged in emission mode over 8 consecutive 5 minute periods for a total of 40 minutes.
Image Processing
All of the CT, transmission, and emission scan volumes were converted to volumes that were 128x128x128 large, with a 2 mm isotropic voxel size. The data was converted from DICOM to IDL format using the software IDL (Research Systems, Boulder, CO). After conversion to IDL format, the PET image volumes were then registered to the CT volumes using a GUI developed in-house. The registration was done using only rigid-body transformations.
After the volumes were registered, they were exported in a flat-file text format for OpenGL and C++ to read in.
3-D Image Fusion Visualization
We then implemented a fast, efficient method for volume rendering. This method extends part of the ATI Radeon SDK, which has a code sample for basic volume rendering. We extended it to work with multiple volumes. First the basic volume rendering method will be described, and then we will present our extensions.
The basic method makes the observation that front-to-back ray casting can be equated to back-to-front polygon rasterization. 7 Instead of casting rays from the camera through the volume, we created a mesh of quadrilaterals inside the volume, and then draw them in the order of the furthest quadrilaterals being drawn first. The quadrilaterals are all transparent, and they were composited using the standard OpenGL definition of compositing:
glBlendFunc( GL_SRC_ALPHA, GL_ONE_MINUS_SRC_ALPHA ). 8 The colors of the vertices of the quadrilaterals are determined using an ATI extension to OpenGL 1.3. Specifically, we used GL_EXT_texture3D because it allowed us to do the 3-D texture interpolation in hardware. This was very fast because the target video card had enough memory (64 MB) to hold our 3-D volume (8 MB).
3-D Texturing
In standard 2-D texturing, each axis of an arbitrary texture is mapped to [0, 1] . This is done regardless of the texture resolution. When asking for an arbitrary point in texture space [s t r q], OpenGL multiplies that point by the GL_TEXTURE matrix and then uses the [s t] coordinate to look up the correct point in texture space in the horizontal and vertical axes. 9 In 3-D texturing, the r-component is also considered to map to the depth axis of the texture. In fact, the transform is completely generalized so that the q-component may be used for arbitrary transformations. This process is completely analogous to the perspective divide, except that q is used for the division.
We set the GL_TEXTURE matrix to map into our 3-D volume, and then we used automatic texture-coordinate generation to let OpenGL calculate the correct texture coordinate for a given point in space. One can see glGetTexGen in the Blue Book for the details, and read about GL_EYE_PLANE to find out how OpenGL automatically generates texture-coordinates. 8 The graphics hardware then used tri-linear interpolation to assign a color to the vertex.
Given that we can draw an arbitrary number of quadrilaterals and have the graphics hardware for the tri-linear interpolation, we are able to draw images. Quadrilaterals were drawn in parallel planes starting furthest from the camera. Each plane had 80x80 square quadrilaterals at evenly spaced intervals in the plane. A total of 100 planes were drawn representing the entire volume. The size 80x80x100 was chosen because we wanted to get about 10 frames per second. Our data was 128x128x128, so even though not all of the data was rendered, the tri-linear interpolations made it likely that the most interesting surfaces were visible.
Multi-Volume Visualization
Next, we extended the ATI demo to work with multiple volumes of data. To get good performance, we kept the image size in texture memory constant. Keeping the texture at 128x128x128 meant that we had to combine the volumes in some reasonable way. Thus, we assigned each volume to a different color: the PET volumes are all red, and the CT volume is green.
Each voxel was composited with a voxel from every volume being rendered. This is exactly the same as doing a composite operation, but we made one change: the opacities are added. Below is a formula that relates the current color (RGBA) of a volume C 1 (C 1r , C 1b , C 1g , C 1a ) to the resulting color after C K (C Kr , C Kb , C Kg , C Ka ) is added.
C(r) = C Kr *C Ka + C 1r (1) Equation (1) is identical for the green and blue components, but it differs for the alpha component:
This addition in equation (2) has the effect of making overlapping regions more opaque.
III. RESULTS
Remarkably, we achieved our desired frame rate of 10 frames per second. The images (shown below) have fair quality, and the user interface is acceptable. We added an extra clipping plane (shown as a red box) that the user can move to reveal internal structures. 
IV. DISCUSSION & CONCLUSIONS
Figures 5-8 shows time steps of the drug deposition during the entire PET scan. As one can clearly see at time 0, the drug was administered to the canine, hence the dark red spot in the trachea. Five minutes later the drug is being deposited throughout its target site being the lungs. Finally, five minutes after that the drug begins clearing from the system and becoming metabolized, after which it is entirely cleared after about 20 minutes into the study.
The principal advantage of this technique is its speed. It's fast enough to render a 128x128x128 volume in RGBA8 mode (8 bits for each of R,G,B, and A) on a fairly inexpensive graphics card. We used an ATI FireGL E1 8800 with 64 MB RAM. The card has been obsolete by updated FireGL models. This method is also useful for its relative simplicity of implementation. The most difficult part of programming was getting the geometry for automatic texture coordinate generation to work. Finally, this method is also applicable to any volumetric data set, and it doesn't require too much CPU power either.
Although this technique is very fast, it does have some limitations. Firstly, there is no lighting. Lighting would not work because the surfaces inside the volume are not found, and the quadrilaterals are drawn the same regardless of internal surfaces. Also, the graphics hardware would need to generate surface normals based on the 3-D volume, and then it would have to interpolate them. Secondly, this technique is not as accurate as doing real front-to-back volume rendering. Our approximation of the volume uses a rectangular array of quadrilaterals, which in turn use interpolation to get their individual colors. Artifacts also occur when they are viewed at an angle that emphasizes the distance between two planes, shown in the figure 9 below. Finally, we used many proprietary ATI extensions.
Thus, this program would not work on another graphics card without some intensive redesigning. However, it is theoretically possible that any card supporting GL_EXT_texture3D could be used in the future. 
V. FUTURE PLANS
Some areas for further research and development would include adding multi-planar reformatting (MPR) to the algorithm. This would help alleviate the artifacts shown in figure 5 , since the oblique planes can be reconstructed on the fly so as to prevent large variations between the viewing planes. Finally, it would be useful to port the code so that we would not need to use so many proprietary ATI extensions. Thus, it would be feasible to simply run it on a larger and faster graphics card.
