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Abstract
Discovery of an accurate causal Bayesian network structure from observational
data can be useful in many areas of science. Often the discoveries are made under
uncertainty, which can be expressed as probabilities. To guide the use of such
discoveries, including directing further investigation, it is important that those
probabilities be well-calibrated. In this paper, we introduce a novel framework to
derive calibrated probabilities of causal relationships from observational data. The
framework consists of three components: (1) an approximate method for generating
initial probability estimates of the edge types for each pair of variables, (2) the
availability of a relatively small number of the causal relationships in the network
for which the truth status is known, which we call a calibration training set, and
(3) a calibration method for using the approximate probability estimates and the
calibration training set to generate calibrated probabilities for the many remaining
pairs of variables. We also introduce a new calibration method based on a shallow
neural network. Our experiments on simulated data support that the proposed
approach improves the calibration of causal edge predictions. The results also
support that the approach often improves the precision and recall of predictions.
1 Introduction
Much of science consists of discovering and modeling causal relationships in nature. Increasingly,
scientists have available multiple complex data and a large number of samples, each of which has
an enormous number of measurements recorded, thanks to rapid advancements in sophisticated
measurement technology, where this data are often purely observational. In past 25 years, there has
been tremendous progress in developing computational methods for discovering causal knowledge
from observational data [11, 24, 19, 23, 12]. A primary use of such methods is to analyze observational
data to generate novel causal hypotheses that are likely to be correct when subjected to experimental
validation; such an approach can significantly increase the efficiency of causal discovery in science.
To make informed decisions about which novel causal hypotheses to investigate experimentally,
scientists need to know how likely the hypotheses are to be true. In probabilistic terms, this means
they need to have the probabilities of the hypotheses (as output by a causal discovery algorithm) be
well-calibrated. Informally, we say that probabilities are well-calibrated if events predicted to occur
with probability p do occur about p fraction of the time, for all p [4]. In general, it is important to use
calibrated probabilities when making decisions using decision theory.
In this paper, we focus on the discovery of causal Bayesian network (CBN) structure from ob-
servational data. In particular, we focus on the discovery of the causal relationships (edge types)
between pairs of measured variables. If a causal arc is novel and important, it may be worthwhile to
experimentally investigate it. The extent to which it is worth doing so depends in part on how high is
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the calibrated probability that the causal arc is present. We introduce a method to calibrate edge type
probabilities in CBNs with thousands of measured variables and arbitrarily many latent variables.
The method requires the following components: (1) a method for generating initial probability
estimates of the edge types for each pair of variables; in general those estimates need not be well-
calibrated, (2) the truth status of a small unbiased sample of the causal relationships in the network,
which we call a calibration training set, and (3) a calibration method for using the uncalibrated
probability estimates and the calibration training set to generate calibrated probabilities for the large
number of remaining pairs of variables.
We use a bootstrapping method [8] for generating probability estimates of edge types. This method
resamples a dataset n times with replacement and learns a model for each dataset. In particular, for
each dataset we use the Really Fast Causal Inference (RFCI) algorithm [3] to estimate the underlying
generative network when allowing for the possibility of latent confounders. For any given pair of
nodes (A,B), the probability they have a given edge type (e.g., A→ B) is estimated as the fraction
of that edge type for (A,B) in the n networks. Previously, researchers have successfully applied this
approach for estimating the probabilities of edge types in Bayesian networks [9]. These bootstrap
estimates are not guaranteed to represent calibrated posterior probabilities, however, even in the
large sample limit of the number of bootstrap samples. A key reason is that heuristic search, while
practically necessary, may get stuck in local maxima. Thus, there is a need to map those estimates to
calibrated probabilities, which is the focus of the current paper.
The bootstrapping approach described above provides empirical estimates of edge-type posterior
probabilities for both constraint-based (e.g., PC, FCI [23], and RFCI [3]) and Bayesian structure
learning algorithms (e.g., GES [2]). Bayesian model averaging [15, 10, 14, 7, 13] provides an
alternative approach for estimating edge probabilities. However, such Bayesian methods are typically
applicable when using datasets in which the number of random variables is in the double digits (for
exact search methods) to triple digits (for heuristic search methods). In contrast, we are interested
in providing calibrated estimates of edge probabilities for datasets that may contain thousands of
variables, as typically encountered with modern biological data. We also note that Bayesian model
averaging methods are sensitive to the method applied for heuristic search [9] and to the structure
and parameter priors that are used, even if they are non-informative. Consequently, their generated
probabilities are still subject to possibly being uncalibrated. Finally, there are no computationally
tractable Bayesian methods for discovering CBNs that contain more than a few latent confounders;
in contrast, constraint-based methods exist that can perform discovery of CBNs with hundreds (or
more) latent variables on datasets with thousands of variables in a feasible amount of time [3].
We assume the availability of a calibration training set that allows us to induce a mapping from
bootstrap probability estimates to calibrated posterior probabilities. The training set should contain
the truth status for the subset of edge types. In the domain of biomedical applications, the truth status
might come, for example, from results published in the literature. We emphasize that the calibration
training set can be very small, relative to the number of total node pairs. In the experiments we
performed, it consists of less than 0.02% of all the node pairs. Using it, our goal is to generate better
calibrated probabilities for the remaining 99.98% of node pairs. In an application using biomedical
data, for example, a biomedical scientist who chose to experimentally test causal relationships that
have high probabilities (i.e., close to 1) that are well-calibrated could be confident that the experiments
would usually corroborate those relationships. We introduce a new neural-network-based calibration
method that uses the calibration training set to construct a mapping from bootstrap probability
estimates to calibrated posterior probabilities of edge types for all node pairs in a CBN (except those
few that are used for training). We apply that mapping to all of those node pairs.
In this paper, we use simulated data to investigate two main questions1. First, how calibrated are
the bootstrap-derived probabilities of edge types? Second, how calibrated are the probabilities
produced by our neural-network-based calibration method? Given a finite calibration training set,
the latter method is not guaranteed to always output perfectly calibrated probabilities either. Our
main hypothesis in this paper is that this calibration method will output probabilities that are better
calibrated than are the bootstrap probabilities, while being at least as discriminative in terms of
measures such as precision, recall, and F1 score.
1Note that it is difficult to obtain gold standards for the causal relationships among the variables in large observational datasets. As a result,
the use of simulated data is important and commonly done to evaluate causal discovery methods.
2
2 Method
In this section we briefly describe the RFCI search, bootstrap RFCI, and calibration model.
2.1 Overview of RFCI
Colombo et al.[3] developed an algorithm called Really Fast Causal Inference (RFCI), which identifies
the causal structure of the data-generating process in the presence of latent variables using Partial
Ancestral Graphs (PAGs) as a representation. A PAG encodes a Markov equivalence class of Bayesian
networks (possibly with latent variables) that exhibit the same conditional independence relationships.
RFCI has two stages: (1) adjacency search: this involves a selective search for the (in)dependencies
among the measured variables, (2) orientation phase: this orients the endpoints among pairs of nodes
that are connected according to the first stage. As is typical of constraint-based causal discovery
algorithms, RFCI outputs a single graph structure (PAG) and does not provide any information about
the uncertainty of the edges between the nodes in the structure.
2.2 Bootstrap RFCI
Considering the PAG generated by RFCI, it is possible to partition all pairs of nodes (A,B) into the
following seven classes: (1) A · · ·B: there is no edge between A and B; (2) A→ B: a directed edge
from A to B means that A is a direct or indirect cause of B; (3) B → A: this is similar to (2); (4) A
◦→ B: this edge type indicates either A is a cause of B, there is an unmeasured confounder of A
and B, or both; (5)B◦→ A: this is similar to (4); (6) A◦–◦ B: this edge type expresses that A is a
cause of B, B is a cause of A, there is an unmeasured confounder of A and B, or that there is an
unmeasured confounder and one of those two causal relationships holds; (7) A↔ B: a bi-directed
edge between A and B represents the presence of an unmeasured confounder of A and B.
The bootstrap RFCI (BRFCI) method that we apply has three main steps. First, it performs bootstrap
sampling over the training data n times (n = 200 in our experiments) to create n different bootstrap
training datasets. In the second step, it runs RFCI on each of n datasets to obtain n PAGs. Finally, for
every pair of nodes, it uses the frequency counts of each edge class for that pair over the generated
PAGs to determine a probability distribution for the seven possible edge classes. As mentioned,
these bootstrap estimates are not guaranteed to be calibrated. In the following section, we describe a
post-processing method to map the bootstrap probabilities to calibrated probabilities.
2.3 Calibration Model
For a pair of nodes (A,B), the resulting output of the BRFCI method will be seven jointly exhaustive
and mutually exclusive class probabilities that correspond to the seven classes described above.
Therefore, we need to apply a calibration method that post-processes a multi-class classification score
(in our case seven classes). One simple approach to devise such a multi-class calibration model is to
use a well-performing non-parametric binary classifier calibration method such as isotonic regression
[25], averaging over Bayesian binning (ABB) [16], or Bayesian binning into quantiles (BBQ) [17] to
post-process the corresponding output probabilities of each class separately. This is performed in
a one-versus-remainder fashion as described in [25]. The major drawback of this approach is that
such binary calibration methods are histogram-based non-parametric and they require a considerable
amount of data to produce well-calibrated probabilities. However, it is often too expensive or not
feasible to obtain the truth status for a large number of node pairs in real applications of causal
discovery. Consequently, the availability of only a small calibration training set is a critical constraint
in the design of the calibration approach.
To resolve this problem, we make a simple extension to Platt’s method [20], which is a parametric
binary classifier calibration approach. Platt’s method uses a sigmoid transformation to map the output
of a binary classifier into a calibrated probability. It then uses a logistic loss function to learn the two
parameters of the model. The method has two advantages: (1) it has only two parameters that make it
a viable choice for low sample size calibration datasets, and (2) the method runs in O(1) at test time,
and thus, it is fast. A natural extension to Platt’s method for the multi-class calibration task is to use a
combination of a softmax transfer function and a cross-entropy loss function instead of a sigmoid
function and a logistic loss function, respectively. Minimizing the cross entropy is equivalent to
minimizing the empirical Kullback-Leibler divergence of the estimated probabilities and the observed
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Figure 1: The structure of post-processing calibration method.
The inputs on the left are the bootstrap probabilities for seven
edge types. The outputs on the right are the corresponding post-
processed probabilities that are intended to be better calibrated.
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Figure 2: Parent size distribution for sim-
ulated CBNs with V = 2000 nodes and
E = 2000 or 4000 edges.
ones. The minimum will be achieved by the true probability distribution and minimizing the cross
entropy function will result in finding the closest distribution parameterized by the model to the
observed distribution of data [18].
The model that uses the softmax transfer function and optimizes the cross entropy loss function is
called softmax regression [18]. The softmax regression-based calibration model inherits the desirable
properties of Platt’s method. However, similar to Platt’s method, the mapping that the softmax
regression-based calibration method can learn is restrictive since the final separating boundaries
between each pair of classes are always linear. A simple relaxation of this restriction is to use a
shallow neural network with one hidden layer. Figure 1 shows the architecture of the shallow neural
network model that we use to post-process the bootstrap-generated probabilities.
In our experiments, we train 10 different such shallow neural networks by setting the number of
neurons in the hidden layer to be 4, 5, 6, or 7 randomly. At test time, we use the average of the 10
different outputs generated by these models as the final calibrated probability estimates. The averaging
is helpful since it reduces the variance error of the predictions and improves the final performance
of the post-processed probabilities [5]. We will use the notation fcal(p1, p2, p3, p4, p5, p6, p7) to
denote the mapping from a seven-element vector of uncalibrated probabilities that are input to a
seven-element vector of calibrated probabilities that are output. We implemented our model using the
scikit flow Python package2, which uses the tensorflow machine learning package [1]. We used the
cross-entropy loss function and the adagrad optimization method [6] to learn the parameters; we set
the learning rate and the batch size to be 0.1 and 10, respectively.
3 Experimental Methods
This section describes the experimental methods that we used to evaluate the performance of the
calibrated network discovery method introduced above. The evaluation involves the following steps:
1. Create a random causal Bayesian network, BN , with V real-valued nodes and E edges. We set V
to be 1000 and 2000. We also set the average number of edges per node to be 1 and 2 (i.e., E = V
and E = 2V ). To construct the BN , we first ordered the nodes. Then, we randomly added edges in a
forward direction until obtaining the specified mean graph density. This process generates a graph
with a power-law-type distribution over the number of parents, with some nodes having many more
than the average number of parents (Figure 2). In each BN , the nodes correspond to continuous
random variables where for every pair of nodes, (A,B), we parametrize a relation A→ B in the BN
as a structural equation model (SEM): A = A and B = Aβ + B , where A and B are zero-mean
Gaussian noise terms and β is a linear coefficient. In our experiments, similar to Ramsey[21, 22],
variances of A and B are uniformly randomly chosen from the interval [1.0, 3.0] and β is drawn
uniformly randomly from the interval [−1.5, 0.2]∪ [0.2, 1.5]. This choice of parameter values for the
simulations implies that, on average, around half of the variance of the variables is due to the error
term, which makes structure learning more difficult [21, 22].
2. Simulate a dataset D of size 1000 from BN , subject to constraints that are described below.
2https://github.com/tensorflow/skflow
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3. Set a percentage of variables, h, to be unobserved (i.e., latent). These latent variables are randomly
chosen from confounder variables (i.e., common causes) in a given data-generating BN . We set h to
be either 10% or 20%.
4. Generate 200 bootstrap datasets, DB[1..200] from D.
5. For each bootstrap dataset, learn a PAG using the RFCI method; let PAG[1..200] designate these
PAGs. RFCI uses Fisher’s Z test to check conditional independence of variables in the dataset. We
set the significance level at which independence judgments were made to be α = 0.001 and 0.005.
6. For each node pair (A,B), calculate the probability distribution Pe(A,B) of the edge types of
(A,B) using maximum likelihood estimates on the counts in PAG[1..200].
7. Perform a stratified random sampling on the node pairs to obtain N training samples for calibration
and use the rest of the data for testing. We setN = 70, 140, or 210. In obtainingN samples, we used
stratified random sampling to selectN /7 samples for each of the seven edge classes3. In particular, we
first sorted the probability scores of edges in each edge class according to the bootstrap probabilities.
We then partitioned the instances into 5 bins of {[0, 0.2), [0.2, 0.4), [0.4, 0.6), [0.6, 0.8), [0.8, 1]}
based on their bootstrap probabilities. Finally, we sampled separately from each bin with equal
frequency.
8. Learn the calibration function fcal using the calibration training data.
9. For each node pair (A,B) in the test set, derive P cale (A,B) = fcal (Pe(A,B)).
10. Compare the performance of P cale versus Pe in correctly predicting the data-generating structure
of BN for the test set pairs, and doing so in a manner that is well calibrated.
In running the above evaluation procedure, step (5) is the most time consuming part that involves
running RFCI on 200 bootstrap datasets. However, this is still feasible due to the run-time efficiency
of the RFCI method and our use of parallel computing4. For all simulations, we used Tetrad5, which
is an open-source, freely available software application that is coded in Java.
Steps (1) through (10) above were repeated for 10 randomly generated BNs and the performance
results were averaged. For a given node pair, we take the predicted edge type for that pair to be the
one that has the highest probability. Note that although there are seven different edge classes, we
consider only five edge types for performance evaluation, because A → B and B → A are both
directed edge types, and A◦→ B and B ◦→ A are both partially directed edge types.
The first two edge-type-based evaluation measures are precision (P) and recall (R). To compute
these measures for each edge type, we calculated the four basic statistics of true positives (TP), false
positives (FP), true negatives (TN), and false negatives (FN) for each of the types separately. Precision
is then derived as the ratio TP/(TP + FP ). Recall is derived as the ratio TP/(TP + FN). We
also report the F1-score (i.e., the harmonic mean of the precision and recall), which is a summary
measure that shows the overall performance of the predictions in terms of both precision and recall.
We also evaluated the edge-type-based predictions in terms of maximum calibration error (MCE)
[17]. We calculated the MCE for each edge type by partitioning the output space of the estimated
edge-type probabilities, which is on the interval [0, 1], into equal-frequency bins with 100 randomly
chosen instances. The estimated probability for each instance is located in one of the bins. For each
bin, we define the associated calibration error as the absolute difference between the mean value
of the predictions and the actual observed frequency of positive instances. The MCE calculates the
maximum calibration error over all the bins. The lower the value of MCE, the better the calibration
of the probability scores. The lowest possible value of MCE is 0 and the highest possible value is 1.
We also report the overall (micro averaged) MCE as a summary measure which shows the performance
of the predictions in terms of calibration. To compute this measure, we augmented the seven-element
probability distribution vectors, Pe(A,B) for all test instances to form an aggregated vector Pall. We
also augmented their corresponding 1-of-k binary labels [18, 1] to form an aggregated binary vector
Zall. The overall MCE is defined as the maximum calibration error calculated based on Pall and
Zall.
3Using stratified random sampling is crucial due to severe class imbalance of the data (i.e., more than 99% of the pairs are no-edge type).
4The running times of the experiments varied from 11 to 176 minutes on a 16-core compute node, which is computationally feasible,
because step (5) needs to be done one time only.
5https://github.com/cmu-phil/tetrad
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4 Experimental Results
This section presents the results of our experiments in evaluating the performance of the generated
probabilities for the five edge types before and after calibration. We use the shallow neural network
calibration method to learn the calibration function fcal from calibration training data. Since the
purpose of this paper is not to compare calibration methods, we do not report the results of experiments
on using other calibration methods (e.g., IsoReg or Platt’s method). Rather, we only report the results
of calibration using the neural network method which we found performs well with relatively small
calibration training sample sizes compared to the other calibration methods that we tried.
For each set of configurations (e.g., N = 210, V = 2000, E = 2000), we report the average results
of using 10 randomly simulated CBNs. Tables 1a, 1b, 1c, and 1d show the results for CBNs with 2000
nodes (due to the page limit, the results of experiments for V = 1000 are not included but similar
results are achieved). In these tables, boldface indicates the results that are statistically significantly
superior, based on a two-sided Wilcoxon signed rank test at 5% significance level. Tables 1a-1d
indicate that by post-processing the bootstrap probabilities, we can improve the overall edge-type
performance both in terms of discrimination and calibration. The only exception is the A↔ B edge
type for which we lose discrimination. This is happening because the original precision and recall
of the bootstrap probabilities are very low for this edge type. Consequently, we often obtain very
few positive instances from this edge type in the calibration training set, which negatively affects
the performance of predictions after calibration. Note that for the no-edge type we do not report
precision, recall, and F1, because they were always very close to 1.
Figure 3 shows the calibration diagram [4] of the estimated probabilities before and after calibration
when we use 210 calibration training instances. We emphasize that observing 210 calibration
instances is equivalent to observing less than 0.02% of all node pairs in the CBN (i.e., there are
1999× 103 node pairs in a CBN with 2000 nodes). To draw the calibration diagrams, we partitioned
the output space of the estimated probabilities into five equal-size bins. In each bin, we draw the
average frequency of positive class versus the mean of the predictions that are located in that bin. In
these diagrams, the straight dashed line connecting (0, 0) to (1, 1) represents a perfectly calibrated
model. The closer a calibration curve is to this line, the better calibrated is the prediction model.
Figure 3 shows the proposed shallow neural network post-processing method often improves the
calibration performance of the predictions for the A→ B edge-type, which is the most important
edge type since it is the one that is most likely to drive experimentation. In particular, directed edges
that a scientist considers to be high probability, as well as novel and important, would be prime
candidates for experimental validation. Furthermore, for this edge-type, the high probability region is
arguably the most critical one for making decisions about which directed arcs to investigate, such that
false positive experimental investigations are minimized.
Also, the associated diagrams of the no-edge type (i.e., A · · ·B) in Figure 3 show that the estimated
probabilities are pretty well-calibrated after calibration. This is an interesting observation considering
the fact that the precision and recall are also always very close to 1 for this edge type after using
the post-processing calibration method. These results indicate that when the calibrated probabilities
indicate with high probability that there is no edge between a pair of variables, then those nodes rarely
are directly causally related. This result provides confidence in not prioritizing the experimental
investigation of such node pairs for direct causal relationships.
Another interesting observation in Figure 3 is that the bootstrap probabilities of the A↔ B edge-type
are highly overestimated. This results in high false positive rate for that edge-type, and consequently,
increases the false negative rate for other edge types. Note that post-processing the bootstrap
probabilities does not generate high probabilities for the A↔ B edge-type and consequently there
is no red circle in the high-probability bins but some in low probability bins, which is appropriate,
because those edges, which are output by RFCI, are seldom correct.
Overall, the calibration diagrams in Figure 3 show that post-processing the bootstrap probabilities
using the proposed shallow-neural network model generally improves the calibration performance
of the predictions. A key advantage of the shallow neural network approach for post-processing
the estimated probabilities is that we can readily condition on other types of features for learning a
calibration mapping (e.g., features extracted from the structure of the predicted PAGs by the RFCI
method, such as the indegree of B when we are generating a calibrated probability for the edge type
A→ B). Such conditioning on local or global features of the learned graph could potentially yield
improvements in the post-processed calibrated probabilities. This is an area for future research.
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Table 1: Simulation results. V , E, and h represent the number of variables, edges, and percentage of hidden
variables in the data-generating CBN, respectively. α is the significance level used in the RFCI method and N is
the calibration training set size. Boldface indicates the results that are significantly better, based on the Wilcoxon
signed rank test at 5% significance level. For MCE, lower is better.
(a) V = 2000, h = 0.1, and α = 0.001
N E method A→ B A◦→ B A◦–◦ B A↔ B A · · · B OverallP R F1 MCE P R F1 MCE P R F1 MCE P R F1 MCE MCE MCE
70
2K before 0.61 0.33 0.42 0.12 0.45 0.07 0.12 0.44 0.79 0.06 0.12 0.65 0.05 0.25 0.08 0.94 0.22 0.33after 0.69 0.37 0.47 0.10 0.57 0.62 0.59 0.25 0.79 0.44 0.56 0.27 0.03 0.02 0.02 0.18 0.14 0.23
4K before 0.66 0.30 0.41 0.30 0.51 0.03 0.06 0.45 0.62 0.03 0.05 0.44 0.04 0.09 0.06 0.95 0.51 0.55after 0.67 0.38 0.48 0.20 0.46 0.43 0.44 0.23 0.68 0.27 0.38 0.26 0.00 0.00 0.00 0.09 0.21 0.22
140
2K before 0.57 0.28 0.37 0.10 0.42 0.06 0.10 0.46 0.64 0.05 0.09 0.65 0.04 0.23 0.07 0.93 0.21 0.34after 0.66 0.31 0.41 0.09 0.58 0.63 0.60 0.27 0.79 0.41 0.54 0.29 0.02 0.01 0.01 0.17 0.12 0.26
4K before 0.66 0.29 0.40 0.30 0.51 0.03 0.06 0.45 0.44 0.02 0.03 0.44 0.04 0.09 0.06 0.95 0.51 0.55after 0.67 0.37 0.48 0.17 0.47 0.44 0.46 0.24 0.68 0.26 0.37 0.26 0.00 0.00 0.00 0.09 0.18 0.21
210
2K before 0.53 0.24 0.32 0.10 0.40 0.05 0.09 0.46 0.62 0.04 0.07 0.66 0.04 0.23 0.07 0.93 0.21 0.35after 0.65 0.28 0.37 0.09 0.58 0.64 0.61 0.26 0.80 0.40 0.53 0.25 0.02 0.01 0.01 0.16 0.12 0.26
4K before 0.65 0.29 0.40 0.31 0.51 0.03 0.05 0.46 0.27 0.01 0.02 0.44 0.04 0.09 0.06 0.95 0.51 0.56after 0.67 0.36 0.47 0.19 0.47 0.43 0.45 0.23 0.66 0.23 0.34 0.29 0.01 0.00 0.00 0.08 0.17 0.20
(b) V = 2000, h = 0.2, and α = 0.001
N E method A→ B A◦→ B A◦–◦ B A↔ B A · · · B OverallP R F1 MCE P R F1 MCE P R F1 MCE P R F1 MCE MCE MCE
70
2K before 0.35 0.15 0.21 0.10 0.37 0.03 0.05 0.48 0.56 0.03 0.05 0.66 0.11 0.18 0.13 0.90 0.24 0.34after 0.43 0.15 0.21 0.08 0.53 0.34 0.41 0.26 0.77 0.30 0.42 0.27 0.21 0.10 0.12 0.29 0.13 0.24
4K before 0.65 0.25 0.36 0.28 0.49 0.02 0.04 0.44 0.36 0.02 0.04 0.40 0.09 0.06 0.07 0.91 0.53 0.56after 0.63 0.33 0.42 0.18 0.44 0.31 0.36 0.25 0.65 0.21 0.31 0.22 0.08 0.01 0.01 0.14 0.20 0.23
140
2K before 0.32 0.11 0.15 0.09 0.32 0.02 0.04 0.50 0.44 0.02 0.03 0.67 0.10 0.17 0.13 0.90 0.23 0.33after 0.39 0.10 0.14 0.08 0.55 0.34 0.41 0.26 0.79 0.28 0.40 0.30 0.20 0.10 0.11 0.27 0.12 0.23
4K before 0.65 0.24 0.35 0.28 0.48 0.02 0.03 0.45 0.20 0.01 0.03 0.40 0.09 0.06 0.07 0.91 0.53 0.59after 0.65 0.31 0.42 0.15 0.43 0.31 0.36 0.24 0.65 0.22 0.32 0.20 0.06 0.01 0.01 0.14 0.19 0.21
210
2K before 0.26 0.09 0.13 0.10 0.32 0.02 0.03 0.50 0.40 0.01 0.02 0.67 0.10 0.17 0.13 0.90 0.23 0.33after 0.35 0.08 0.13 0.08 0.55 0.32 0.40 0.27 0.80 0.27 0.39 0.31 0.19 0.10 0.11 0.28 0.12 0.23
4K before 0.65 0.23 0.34 0.29 0.49 0.01 0.03 0.45 0.13 0.01 0.01 0.40 0.09 0.06 0.07 0.91 0.52 0.58after 0.65 0.30 0.41 0.15 0.43 0.31 0.36 0.23 0.63 0.20 0.30 0.20 0.14 0.01 0.01 0.12 0.18 0.21
(c) V = 2000, h = 0.1, and α = 0.005
N E method A→ B A◦→ B A◦–◦ B A↔ B A · · · B OverallP R F1 MCE P R F1 MCE P R F1 MCE P R F1 MCE MCE MCE
70
2K before 0.60 0.19 0.28 0.16 0.36 0.01 0.02 0.43 0.17 0.00 0.00 0.70 0.05 0.30 0.09 0.96 0.24 0.42after 0.65 0.32 0.41 0.12 0.43 0.62 0.51 0.27 0.76 0.18 0.28 0.25 0.00 0.00 0.00 0.09 0.14 0.25
4K before 0.74 0.29 0.41 0.29 0.39 0.01 0.01 0.46 0.18 0.00 0.00 0.46 0.05 0.12 0.07 0.97 0.38 0.55after 0.70 0.39 0.50 0.20 0.42 0.44 0.43 0.27 0.66 0.14 0.22 0.28 0.01 0.00 0.00 0.10 0.17 0.24
140
2K before 0.49 0.13 0.20 0.16 0.27 0.01 0.01 0.43 0.00 0.00 0.00 0.69 0.05 0.29 0.09 0.96 0.24 0.38after 0.62 0.23 0.32 0.11 0.44 0.62 0.51 0.26 0.77 0.18 0.28 0.24 0.00 0.00 0.00 0.09 0.13 0.24
4K before 0.74 0.28 0.41 0.29 0.39 0.01 0.01 0.46 0.12 0.00 0.00 0.46 0.05 0.11 0.06 0.97 0.38 0.55after 0.70 0.40 0.50 0.19 0.44 0.44 0.44 0.27 0.73 0.16 0.26 0.27 0.00 0.00 0.00 0.09 0.17 0.25
210
2K before 0.33 0.07 0.11 0.16 0.15 0.00 0.00 0.44 0.00 0.00 0.00 0.62 0.05 0.29 0.09 0.96 0.24 0.34after 0.43 0.14 0.19 0.11 0.46 0.63 0.53 0.26 0.76 0.15 0.24 0.21 0.00 0.00 0.00 0.09 0.11 0.25
4K before 0.75 0.27 0.40 0.30 0.35 0.00 0.01 0.47 0.10 0.00 0.00 0.47 0.05 0.11 0.06 0.97 0.38 0.54after 0.72 0.37 0.48 0.18 0.44 0.45 0.44 0.26 0.73 0.17 0.27 0.25 0.00 0.00 0.00 0.08 0.15 0.24
(d) V = 2000, h = 0.2, and α = 0.005
N E method A→ B A◦→ B A◦–◦ B A↔ B A · · · B OverallP R F1 MCE P R F1 MCE P R F1 MCE P R F1 MCE MCE MCE
70
2K before 0.25 0.05 0.07 0.12 0.17 0.00 0.01 0.42 0.06 0.00 0.00 0.49 0.11 0.21 0.15 0.92 0.22 0.52after 0.39 0.10 0.14 0.09 0.39 0.45 0.41 0.24 0.67 0.12 0.19 0.20 0.06 0.01 0.02 0.14 0.13 0.23
4K before 0.72 0.22 0.34 0.30 0.32 0.00 0.01 0.45 0.12 0.00 0.00 0.43 0.10 0.08 0.09 0.94 0.40 0.49after 0.68 0.30 0.42 0.22 0.37 0.32 0.35 0.27 0.70 0.12 0.20 0.25 0.05 0.00 0.01 0.13 0.18 0.25
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2K before 0.15 0.02 0.03 0.11 0.14 0.00 0.00 0.44 0.00 0.00 0.00 0.47 0.11 0.21 0.14 0.92 0.22 0.50after 0.24 0.06 0.09 0.07 0.40 0.45 0.42 0.25 0.72 0.11 0.17 0.20 0.09 0.01 0.02 0.14 0.12 0.23
4K before 0.73 0.21 0.32 0.31 0.26 0.00 0.00 0.46 0.00 0.00 0.00 0.39 0.10 0.08 0.08 0.94 0.39 0.48after 0.71 0.29 0.41 0.20 0.38 0.33 0.35 0.25 0.67 0.12 0.20 0.21 0.04 0.00 0.01 0.12 0.15 0.23
210
2K before 0.07 0.00 0.01 0.11 0.06 0.00 0.00 0.47 0.00 0.00 0.00 0.39 0.12 0.20 0.15 0.92 0.22 0.48after 0.13 0.02 0.03 0.07 0.40 0.45 0.42 0.24 0.66 0.06 0.10 0.20 0.09 0.01 0.02 0.13 0.11 0.23
4K before 0.73 0.20 0.31 0.32 0.26 0.00 0.00 0.46 0.00 0.00 0.00 0.37 0.10 0.08 0.08 0.94 0.40 0.48after 0.71 0.28 0.40 0.21 0.38 0.33 0.35 0.26 0.71 0.12 0.20 0.21 0.03 0.00 0.00 0.12 0.16 0.25
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Figure 3: The calibration curves of the edge-type probabilities before (blue crosses) and after (red circles)
calibration. The closer the predictions to the diagonal, the more calibrated are the probabilities. In these results,
the calibration training set size is 210, the percentage of hidden variables is 0.1, and the significance level of the
test of independence in RFCI is 0.005
7
5 Conclusion
In this paper, we introduced a new approach for improving the calibration of CBN structure discovery.
We used a bootstrapping method to obtain estimated probabilities of the causal relationships between
each pair of random variables. Although we applied the bootstrapping method to the RFCI algorithm,
it can be applied with any other type of the network discovery method, as long as the method is
sufficiently fast to run hundreds of times on a dataset to obtain bootstrap probability estimates. To
calibrate the bootstrap probabilities, we devised a natural extension of Platt’s calibration method that
supports multi-class calibration using a shallow neural network. Our experiments on a wide range
of large simulated datasets show that by using only a small set of instances as gold standards for
training the calibration model, we can obtain substantial improvements in terms of precision, recall,
and calibration, relative to the bootstrap probabilities. In future work, we plan to expand the range of
simulated experiments we perform, as well as evaluate the method using real biomedical data for
which the truth status is known from the literature for a relatively small subset of variables.
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