It is well known that gravity and neutrino oscillation can be used to probe large extra dimensions in a braneworld scenario. We argue that neutrino oscillation remains a useful probe even when the extra dimensions are small, because the brane-bulk coupling is likely to be large. Neutrino oscillation in the presence of a strong brane-bulk coupling is vastly different from the usual case of a weak coupling. In particular, some active neutrinos could be absorbed by the bulk when they oscillate from one kind to another, a signature which can be taken as the presence of an extra dimension. In a very large class of models which we shall discuss, the amount of absorption for all neutrino oscillations is controlled by a single parameter, a property which distinguishes extra dimensions from other mechanisms for losing neutrino fluxes.
I. INTRODUCTION
In the braneworld scenario [1] , only gravity and sterile neutrinos can move off our 3-brane into the bulk, so it is only these two kinds of objects that can be used to probe the extra dimensions. If the size of the extra dimensions is considerably smaller than 0.1 mm, or there is at most one extra dimension with that size, gravity cannot be used to reveal the presence of an extra dimension, so it is up to the neutrinos. Depending on what one assumes about the coupling between the neutrinos in the brane and the bulk, it may be possible to detect small extra dimensions using precise neutrino oscillation data in the future.
This coupling is taken to be small in most of the discussions in the literature [2] . However, if the coupling between the active brane neutrinos and the Kaluza-Klein (KK) bulk neutrinos is of the Dirac-mass type, and if these masses are comparable to the charged fermion masses, then the brane-bulk coupling is strong because the measure of its strength is the ratio of the Dirac mass to the Majorana mass of the neutrinos, which is very large. We have considered a minimum model (MM) of that kind [3] [4] [5] which can be used to detect the presence of extra dimensions. We shall show in this article that all the essential features of the MM are retained in a much larger class of models.
The MM is a model in five spacetime dimensions, with a single massless neutrino in the bulk. Its KK states have an integral mass spectrum, in an energy unit which is inversely proportional to the size R of the extra dimension. We shall adopt this unit throughout, so all masses are expressed as dimensionless parameters. There are four left-handed flavor neutrinos on the brane, the usual three, and an additional sterile neutrino. The fourth neutrino is forced on us by the strong coupling, because in that limit one flavor brane neutrino always disappears into the KK towers. In order to have three brane mass eigenstates, corresponding to the three active neutrinos, we must start from four flavor neutrinos.
The distinct feature of strong coupling is the absorption of active neutrino fluxes by the bulk. This absorption is the result of a destructive interference from the infinite number of amplitudes oscillating through the KK mass eigenstates. Conversely, the detection of a loss of the active-neutrino flux is a good indication of the presence of an extra dimension.
More on that point later. This method is valid as long as the coupling is strong, so it can be used down to an extra-dimensional size of the order of the inverse Dirac mass used in the coupling.
The details of this mechanism are explicitly worked out in the MM. This model starts with 8 real parameters, the four Majorana masses m a of the flavor brane neutrinos, and their four Dirac-mass couplings d a to the neutrino in the bulk. In the strong coupling limit when d 2 = 4 a=1 d 2 a → ∞, we are left with 7 parameters. Six of them can be taken to be the active neutrino masses M 1 , M 2 , M 3 , and the mixing angles θ 12 , θ 23 , and θ 13 . The 7th parameter m 4 measures the amount of absorption by the bulk. Absorption is absent in the limit m 4 → ∞.
Absorption by the bulk can be distinguished from other mechanisms for losing active neutrinos, such as the decay of an active neutrino [6] , or the oscillation into a very heavy one [7] . In principle, extra dimensional absorption is distinguishable from any oscillation with a small number of additional mass eigenstates, be it heavy or sterile, because they have different distance and energy dependences. The infinite number of mass eigenstates in extra dimensions turns the additional oscillation amplitudes into a truly decaying component, whereas with a small number of eigenstates the amplitudes remain oscillatory. In any case, in the extra dimensional models, one single parameter m 4 controls the loss of all nine oscillation processes, from any active neutrino to any other, whereas in the other mechanisms more than one parameters is generally needed.
We shall show that these features of the MM, including the absorption controlled by a single parameter m 4 , are rather generic. They will be preserved in a much larger class of models in which the bulk spectrum is arbitrarily altered. This means that the neutrino in the bulk may have a mass, or it may have a self interaction. We may also have several neutrinos in the bulk, and the bulk does not have to be restricted to five dimensions either.
The physical reason for that generality is very simple. For active neutrino oscillations, the absorbing nature of the bulk is quite independent of the details of its spectrum. So as long as the KK spectrum is not too singular, the same features of the MM will be retained.
In Sec. 2 we discuss the mass matrix of the MM, and its generalization. The diagonalization of this infinite-dimensional matrix to find the mass eigenvalues and the PMNS mixing matrix is worked out. These results are used in Sec. 3 to compute the oscillation amplitudes and the absorption by the bulk. More complicated technical aspects are discussed in Appendix A. Throughout the rest of this article, we will not restrict the number of brane neutrinos to f = 4.
II. THE STRONG-COUPLING MODELS
The mixing of four-dimensional neutrinos is given by a (real symmetric) mass matrix
where m = diag(m 1 , m 2 , · · · , m f ) is the Majorana mass matrix of the f brane neutrinos.
is the mass matrix of the bulk neutrinos, which are the Kaluza-Klein (KK) states of a single massless neutrino in a five-dimensional bulk. The coupling between the brane and the bulk neutrinos is assumed to be of the Dirac-mass type,
given by the f × ∞ matrix D, with D an = d a . The matrix elements of D are independent of n ∈ Z because every brane neutrino couples to the whole neutrino in the bulk, so it couples equally to each of its KK states.
In this paper we generalize B to an arbitrary real symmetric matrix. In other words, we assume the spectrum of the bulk states that couple to the brane neutrinos to be rather arbitrary. They no longer need to come from a single massless neutrino in the bulk, nor do the neutrinos in the bulk need to be restricted to a five-dimensional spacetime. Some of the concrete models within this category will be discussed in Sec. 3.
We shall use the discrete index n to label the bulk states. In the MM, n ∈ Z, but in general, the set of n can be quite complicated. We shall denote it by K 0 .
The eigenvalue equation for the mass matrix is
where w is a f -dimensional column vector with components w a , and v is an ∞-dimensional column vector with components v n . λ is the eigenvalue. In component form, (2) reads
where
We shall choose the normalization of the eigenvector so that b = 1.
Since B is real symmetric, it can be diagonlized by a real orthogonal matrix O, so that
where µ is a diagonal matrix with real matrix elements µ n . In the MM, O mn = δ mn and µ n = n. Defining u = Ov, and remembering the normalization b = 1, (4) becomes
The eigenvector components can be solved from (3) and (4) to be
For later convenience we have expressed d a = de a , where
The constant A may now be computed to be
where orthogonality of the matrix O has been used.
The eigenvalue equation is obtained from (5) and (9) and the normalization condition
In the strong-coupling limit when d → ∞, with the other parameters e a , m a , µ k and ξ k kept fixed, eigenvalues either satisfy A(λ) = 0, or r(λ) = 0. We refer to the former as bulk eigenvalues, and the latter as brane eigenvalues.
It is impossible to solve these eigenvalues analytically, especially for large f , but we know enough about them to make a substantial progress. Let us first consider the brane eigenvalues determined by r(λ) = 0. Since r(λ) goes to +∞ at λ = m a + and −∞ at m a −, it must cross zero somewhere between one m a and the next. Consequently there are f − 1 brane zeros all together, sandwiched between consecutive pairs of m a 's. We shall denote these brane eigenvalues as M i , with i = 1, 2, · · · , f − 1. Note that these eigenvalues are
completely independent of what B is. In particular, they are identical to those of the MM with the same parameters m a and d a .
The bulk eigenvalues behave similarly because A(λ) has the same structure as r(λ).
Hence there is one bulk eigenvalue between each consecutive pairs of µ n 's. The set of bulk eigenvalues will be denoted by K. In the MM, µ n = n ∈ Z = K 0 , and the bulk eigenvalues are K = Z + 1 2 . We proceed to consider the mixing matrix U. Its columns are the normalized eigenvectors, with components U aλ = w a /N and U nλ = v n /N. The norm N 2 of the original eigenvector (w a , v n ) is given by N 2 = (Ad) 2 s + T , where
If d is large but not infinite, the eigenvalues will shift somewhat, but they are still bounded between consecutive m a 's or consecutive µ n 's. The normalization factors in (13) have a d dependence, to be denoted by s d (λ) and T d (λ). By definition, s ∞ (λ) = s(λ) and
T ∞ (λ) = T (λ).
III. TRANSITION AMPLITUDES IN THE ABSORPTIVE BULK
Using the results obtained in the last section, we can calculate the transition amplitude A ab from a brane neutrino of flavor b and energy E, to a brane neutrino of flavor a after it has traversed a distance L = 2Eτ /U 2 . The transition amplitude is determined by the formula
where A S is the contribution from the brane eigenvalues λ = M i , and A K is the contribution from the bulk eigenvalues λ ∈ K. We shall see that A K ab (τ ) for τ > 0 is zero in the strong coupling limit, thus rendering the bulk an absorber of the brane neutrinos. This is the signature for the presence of an extra dimension.
When d → ∞, the quantities v n , w a /Ad, s and T are all of order 1, so the magnitude of w a is determined by Ad and the magnitude of In that case the brane components of an eigenvector dominate and N 2 ≃ (Ad) 2 s.
Let us denote the large-d value of U aM i by V ai , and 1/(λ i − m a ) by x ai . Then
and
As it stands, V is a f ×(f −1) matrix, but we can make it into a square f ×f matrix by letting the last column to be V af = e a . The meaning of this last column will be discussed later.
Note that we can write V af in the same form as the other V ai , namely, V af = e a x af / √ s f , provided we let λ = ∞. The resulting square matrix
is real orthogonal. This will be shown in Appendix A.
Eq. (17) contains the parameters e a , m a , and M i , but they are not all independent. The f e a 's are related by (10), so only f − 1 of them are independent. The brane eigenvalues M i are solutions of r(λ) = 0, so they are determined by the 2f − 1 parameters e a and m a .
For large f , an analytic solution does not exist, so M i cannot be expressed analytically in terms of e a and m a , which makes any computation involving M i , such as (17) and (16), difficult to do in a closed form. To overcome this difficulty, it is crucial to make the following observation.
Instead of the f − 1 parameters e a , we shall adopt the f − 1 values of M i as independent parameters. Then e 2 a is a rational function of M i and m a , as we shall show below. In this way everything can be carried out analytically, and this fact is used heavily in Appendix A to show the orthogonality of the matrix V .
The crucial point is the observation that r(λ) is a meromorphic function of λ, with f simple poles at λ = m a , and f − 1 zeros at λ = M i . Moreover, it follows from the definition of r in (12) and the constraint on e a in (10) that r(λ) → 1/λ for large λ. Hence from complex variable theory we can conclude that
Since e 2 a is the residue of r(λ) at the simple pole m a , it follows that
where for later convenience we introduce the abbreviations
If there is one zero M i between each consecutive pair of poles, then e 2 a > 0. We shall refer to this as the physical range. Otherwise, e a < 0 may occur.
Putting (19) into (13), we can compute s i = s(M i ). It is shown in Appendix A that the sum over a can be carried out to yield the simple result
We consider now the contribution from the bulk eigenvalues. Since U aλ is unitary, it follows from (14) that A ab (0) = δ ab , hence
Using (16) and the unitarity of the matrix V in (17), we conclude that
Therefore
The contribution from the bulk eigenvalues can also be obtained directly from (14) and the paragraph following that equation to be
For a fixed λ, both r and T are of order 1 as d → ∞, so the contribution from each bulk eigenvalue to the sum is O(1/d 2 ). Since there is an infinite number of bulk eigenvalues, the total contribution to the sum in (25) is not necessarily zero. In fact, we know from (24) that A K ab (0) remains finite at infinite d.
There is no harm in dropping a finite number of terms in the infinite sum since each term contributes O (1/d 2 ) . For that reason we may assume λ in the sum to be much larger than all the m a 's, in which case r(λ) ≃ 1/λ 2 because of (10), so (λ − m a )(λ − m b )r 2 (λ) ≃ 1.
The sum (25) can therefore be simplified to
Since g(0) = 1, we must have λ∈K T −1 d (λ) ≃ d 2 for large d. Coupling this with the earlier
is of order 1 until |λ| = O(d 2 ), after which it decreases sufficiently fast in λ for the series to converge to d 2 . Assuming µ n to be smooth, and the distances between one µ n and another are bounded from above, the additional oscillatory factor exp(−iλ 2 τ ) is going to render g(τ ) → 0 for finite τ when d → ∞. This can be seen by using the natural variable y = λ/d 2 .
A very explicit calculation for the MM based on this reasoning can be found in Ref. [3] and [4] .
In conclusion, the bulk contribution is
with g(0) = 1 and g(τ ) ≃ 0 for τ ≫ 1/d 4 .
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APPENDIX A
Several formulas quoted in the text will be proved in this appendix.
To prove the formula (21) for s i = s(M i ), we start from its definition in (13):
Considered as a function of M i , s i has a pole at every m a . These are simple poles because e 2 a has a zero at the same point. The residue at M i = m a can be obtained with the help of (19) to be − f −1 k =i (−x ak )/ f c =a m ac . Moreover, because of (10), s i asymptotically appraches 1/M 2 i at large M i . The function on the right hand side of (21) has exactly the same poles, the same residues, and the same asymptotic behavior, hence the difference between that function and s i is an entire function which vanishes at infinity. This entire function must be zero, hence s i is given by the function in (21).
Next, we want to show the matrix f×f V in (17) to be an orthogonal matrix. We shall do that by showing each row of V to be normalized, and two different rows to be mutually orthogonal.
Let us first prove that the ath row and the bth row are orthogonal, when a = b. The dot product of these two rows is
For this to be zero we must have E = −1. We will now show why this is so, again using the complex variable theory.
Recall from (21) that
.
Consider E as a function of M 1 . It has a simple pole at M 1 = M j for all j > 1. Such a pole is contained in the i = 1 term and the i = j term of the sum. The residue at M 1 = M j coming from the i = 1 term is − f c =a,b (M j − m c )/ f −1 k =1,j (M j − M k ), and the residue coming from the i = j term is exactly the opposite. Hence the total residue is zero and E is an entire function of M 1 . Asymptotically at large M 1 , it follows from (A2) that the only contribution comes from the i = 1 term, which gives E = −1, hence E is the constant function −1, which is required to show the vanishing of (A2) and the orthogonality of two different rows of the matrix V .
Next, we show that every row of the matrix V is normalized, namely,
We will show this in the form
Using (19), (21), this is equivalent to showing that is an entire function that vanishes at infinity, so it is the constant function 0. This proves (A4), and hence the normalization condition (A2).
We have thus shown that the matrix V is a real orthogonal matrix.
