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Reconstructing weighted networks from partial information is necessary in many important cir-
cumstances, e.g. for a correct estimation of systemic risk. It has been shown that, in order to
achieve an accurate reconstruction, it is crucial to reliably replicate the empirical degree sequence,
which is however unknown in many realistic situations. More recently, it has been found that the
knowledge of the degree sequence can be replaced by the knowledge of the strength sequence, which
is typically accessible, complemented by that of the total number of links, thus considerably relaxing
the observational requirements. Here we further relax these requirements and devise a procedure
valid when even the the total number of links is unavailable. We assume that, apart from the het-
erogeneity induced by the degree sequence itself, the network is homogeneous, so that its (global)
link density can be estimated by sampling subsets of nodes with representative density. We show
that the best way of sampling nodes is the random selection scheme, any other procedure being
biased towards unrealistically large, or small, link densities. We then introduce our core technique
for reconstructing both the topology and the link weights of the unknown network in detail. When
tested on real economic and financial data sets, our method achieves a remarkable accuracy and is
very robust with respect to the sampled subsets, thus representing a reliable practical tool whenever
the available topological information is restricted to small portions of nodes.
PACS numbers: 89.75.Hc; 89.65.Gh; 02.50.Tt
INTRODUCTION
Reconstructing a weighted, directed network means
providing an algorithm to estimate the presence and the
weight of all links in the network, making optimal use of
the available information [1–10]. Since several networks
are in general compatible with the known information,
the output of such a procedure cannot identify a unique
network but rather an ensemble of possible ones. This
leads to a (large) set of candidate networks to be sam-
pled with a certain probability, where the latter has to
be specified in such a way that the resulting ensemble
average is as close as possible to the empirical, unknown
network. Maximum-entropy is a powerful method to con-
struct probability distributions that realise a certain set
of constraints on average. Treating the available pieces
of information as empirical constraints in the maximum-
entropy procedure ensures that the statistical inference
carried out via the resulting distribution is maximally
unbiased.
In many situations, e.g. for economic, interbank or
other financial networks, the strength sequence (i.e. the
list of strengths of all nodes) is known while there is lit-
tle or no information available about the topology (i.e.
the binary structure) of the network. Exploiting the
strength sequence as the only constraint of the maxi-
mum entropy procedure leads to an unrealistic ensemble
where the likely networks are (almost) completely con-
nected [11]. This occurs because, when replicating the
empirical strengths in absence of topological information,
the method tends to distribute non-zero link weights as
evenly as possible (i.e. between all pairs of nodes). When
such unrealistically dense networks are used as proxies to
measure, e.g. the level of systemic risk in a financial net-
work, the resulting estimates are completely unreliable.
By contrast, it has been shown that, if the degree se-
quence is known in addition to the strength sequence,
the network reconstruction procedure improves tremen-
dously and achieves a remarkable accuracy, as a result of
a much more faithful replication of the topology [11, 12].
Notice that, if the link weights are specified by the ma-
trix W, whose entry wij ≥ 0 represents the weight of
the directed link from node i to node j, the topology is
specified by the binary adjacency matrix A whose entry
aij = 1 if wij is strictly positive and zero otherwise.
Although complete information on the degree sequence
is rarely available, this kind of information can be re-
trieved from the strength sequence, provided that the
latter is complemented with some kind of topological in-
formation: in [13] this information consists of the degree
sequence of only a subset I of nodes, {ki}i∈I , while in
[10] the information used is the total number of links, L,
of the network.
In this paper we face the problem of reconstructing
weighted, directed networks, for which the only informa-
tion available is represented by the set of out-strengths
souti =
∑
j(6=i) wij and in-strengths s
in
i =
∑
j( 6=i) wji (i.e.
the total rows and columns sums of the adjacency ma-
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2trix) as well as the link density of a subset I of nodes,
i.e. cI =
LI
nI(nI−1) , with LI =
∑
i∈I
∑
j(6=i)∈I aij being
the observed number of internal links to the subset I. By
doing so, we do not require information which is either
too detailed (as the degree sequence of even a small sub-
set of nodes) or simply unaccessible (as the total number
of links). However, the information encoded into the link
density of the chosen subset must be representative of
the global one, in order to accurately reconstruct a given
network: for this reason, we also propose a recipe about
how properly sampling the nodes set of our network. As
we will show, the random-nodes sampling scheme pro-
vides the best way to draw representative subsets out of
the whole nodes set.
Concerning the reconstruction of the weighted struc-
ture, we will employ the degree-corrected gravity model
[10] with a correction term ensuring that the strengths
are reproduced even in absence of self-loops, i.e. of diag-
onal terms indicating self-interactions. As we will show,
such a correction becomes more and more important as
the strength of the considered node is increased, whence
the need to properly account for it.
The rest of the paper is organized as follows. In sec-
tion “Methods” we illustrate the two steps characterizing
our reconstruction method and provide measures to test
the effectiveness of the algorithm; in section “Results”
we apply our method to two real networks, an economic
one and a financial one, and in section “Conclusions” we
discuss the results.
METHODS
Inferring the topological structure
In order to reconstruct the topological structure of a
network W, whenever the nodes strengths {souti }Ni=1 and
{sini }Ni=1 and the total number of links L are known, one
can follow the algorithm proposed in [10], which pre-
scribes to solve the equation
L = 〈L〉 (1)
with L =
∑
i
∑
j(6=i) aij , 〈L〉 =
∑
i
∑
j(6=i) pij and pij =
(zsouti s
in
j )/(1 + zs
out
i s
in
j ), in order to estimate the un-
known parameter z and quantify the probability pij that
a directed link from i to j exists. However, a global (yet
very simple) piece of information as L may be not always
available. In these cases, an algorithm resorting upon lo-
cal information has to be employed. In this paper we
propose an algorithm to infer the unknown parameter z
whenever the information of only a subset I of nodes is
accessible. Notice that a possible solution to this problem
has already been provided in [13], where the supposedly
known piece of information is represented by the degree
sequence of the nodes in I, i.e. {ki}i∈I , an hypothesis
leading to the equation
∑
i∈I
(
kouti + k
in
i
)
=
∑
i∈I
(〈kouti 〉+ 〈kini 〉) (2)
(with 〈kouti 〉 =
∑
j(6=i)∈V pij and 〈kini 〉 =
∑
j(6=i)∈V pji
and V indicating the whole nodes set). However, the
knowledge of the number of neighbors of even a small
subset of nodes may be unavailable as well. For this rea-
son, here we make use of a simpler, more easily accessible,
information and suppose to know only the link density
within the subset I. Our recipe thus reads
cI = 〈cI〉 (3)
where cI = LI/[nI(nI − 1)], nI = |I| is the number of
nodes constituting the subset I, LI =
∑
i∈I
∑
j( 6=i)∈I aij
is the observed number of links within it and 〈LI〉 =∑
i∈I
∑
j(6=i)∈I pij is the expected value of LI .
Remarkably, eq.(3) can be easily extended to infer the
structure of a different subset (say I ′), provided that the
link density of the latter could be guessed from the known
value cI . As an example, let us assume the existence of
a linear proportionality between the two values cI′ and
cI : in this case, the equation to be solved would be
cI = f〈cI′〉. (4)
More explicitly, such a condition translates into the
equation
cI =
f
nI′(nI′ − 1)
∑
i∈I′
∑
j( 6=i)∈I′
zI′s
out
i s
in
j
1 + zI′souti s
in
j
(5)
which shows that the observed quantity tuning the pa-
rameter zI′ is cI ·nI′(nI′ − 1), i.e. the link density of the
known subset, corrected by a volume term.
The value f = 1 corresponds to the assumption that
the network is homogeneous. This is equivalent to requir-
ing that any two different subsets have exactly the same
link density and that, in turn, any subset provides a rep-
resentative value of the global network density. As we
will show in what follows, a random sampling of the set
of nodes indeed ensures that this assumption is verified
with high accuracy, for the networks considered here.
Inferring the weighted structure
Beside reconstructing a network topological features,
the approach proposed in [10] satisfactorily reproduces
also its weighted structure. This approach is based on
3the degree-corrected gravity model prescription, which
reads
wij =
{
0 with probability 1− pij ,
souti s
in
j
Wpij
with probability pij
(6)
leading to the expectations 〈wij〉 = souti sinj /W and en-
suring that souti = 〈souti 〉 =
∑
j wij , ∀ i and sini = 〈sini 〉 =∑
j wji, ∀ i (i.e. that the in-strength and out-strength se-
quences are, on average, reproduced) as long as all entries
are summed over.
However, in many real-world networks self-loops are ei-
ther absent or explicitly excluded: this implies that either
the diagonal terms of the adjacency matrix are equal to
zero or that our sums should run over j 6= i. This causes
the expectations coming from the degree-corrected grav-
ity model to need an extra-term to restore the correct
value. More explicitly,
〈souti 〉 =
∑
j( 6=i)
〈wij〉 = s
out
i (W − sini )
W
= souti −
souti s
in
i
W
,
(7)
〈sini 〉 =
∑
j(6=i)
〈wji〉 = s
in
i (W − souti )
W
= sini −
souti s
in
i
W
(8)
and the missing term to be added up to our expectations
is precisely the diagonal term, i.e. 〈wii〉.
Here we provide a solution to the problem above, by
redistributing the diagonal term 〈wii〉 across the N − 1
entries of the ith row and the N − 1 entries of the ith
column. In order to implement it, a procedure inspired
to the iterative proportional fitting (IPF) algorithm [14]
can be devised. More specifically, redistributing the di-
agonal terms across the corresponding rows and columns
amounts to redistribute the strengths of the following ma-
trix on the entries equal to 1. Notice that we need to ex-
plicitly distinguish the strengths along rows and columns,
since the generic weight wij needs a correction affecting
both i and j.
0 1 1 1 . . .
sout1 s
in
1
W
1 0 1 1 . . .
sout2 s
in
2
W
1 1 0 1 . . .
sout3 s
in
3
W
1 1 1 0 . . .
sout4 s
in
4
W
...
...
...
...
. . .
...
sout1 s
in
1
W
sout2 s
in
2
W
sout3 s
in
3
W
sout4 s
in
4
W . . .
(9)
In order to achieve the aforementioned redistribution,
one can compute the iterations of the IPF algorithm

w
(n)
ij =
souti s
in
i
W
(
w
(n−1)
ij∑
k(6=i) w
(n−1)
ik
)
w
(n+1)
ij =
soutj s
in
j
W
(
w
(n)
ij∑
k(6=j) w
(n)
kj
) (10)
upon setting the matrix defined by w
(0)
ij = 1, ∀ i 6= j as
the initial configuration. As a consequence, we need to
correct our probabilistic recipe as
wij =
{
0 with probability 1− pij ,(
souti s
in
j
W + w
(∞)
ij
)
1
pij
with probability pij .
(11)
For all practical purposes, a small number of iterations
is often enough to achieve a satisfactory degree of accu-
racy. Here we explicitly report the analytical functional
form of the first three IPF algorithm iterations only:
w
(1)
ij =
souti s
in
i
W
[
1
N − 1
]
;
w
(2)
ij =
souti s
in
i
W
[
soutj s
in
j∑
l( 6=j) s
out
l s
in
l
]
; (12)
w
(3)
ij =
souti s
in
i
W
[
soutj s
in
j∑
l( 6=j) s
out
l s
in
l
] 1∑
k(6=i)
soutk s
in
k∑
m(6=k) soutm sinm
 .
A pseudo-code summarizing the two main steps of our
algorithm (i.e. eq.(3) and eq.(11)) is provided in Ap-
pendix.
Testing our reconstruction algorithm
An algorithm aiming at reconstructing the topological
structure of a network is an example of a binary classifi-
cator which tries to infer whether each link is present or
not. In order to test the performance of our reconstruc-
tion method we, thus, consider four indicators: the num-
ber of true positives, true negatives, false positives and
false negatives. In network terms, the expectation value
of such indices reads 〈TP 〉 = ∑i∑j(6=i) aijpij , 〈TN〉 =∑
i
∑
j(6=i)(1−aij)(1−pij), 〈FP 〉 =
∑
i
∑
j(6=i)(1−aij)pij
and 〈FN〉 = ∑i∑j(6=i) aij(1− pij). However, the infor-
mation provided by these indicators is often condensed
into four alternative indices. The first one is called sen-
sitivity (or true positive rate), 〈TPR〉 = 〈TP 〉L , and quan-
tifies the percentage of 1s that are correctly recovered
by our method. The second index is the specificity (or
true negative rate), 〈SPC〉 = 〈TN〉N(N−1)−L , and quantifies
the percentage of 0s that are correctly recovered by our
method. The third index is the precision (or positive
predicted value), 〈PPV 〉 = 〈TP 〉〈L〉 , and measures the per-
formance of our method in correctly placing the 1s with
4WTW n = 5 (CI 95%) n = 10 (CI 95%) n = 20 (CI 95%) n = 50 (CI 95%) n = 100 (CI 95%)
2000 - True positive rate 0.794 [0.772, 0.816] 0.779 [0.765, 0.793] 0.804 [0.796, 0.812] 0.801 [0.797, 0.806] 0.801 [0.799, 0.804]
2000 - Specificity 0.700 [0.669, 0.731] 0.742 [0.726, 0.758] 0.721 [0.710, 0.731] 0.728 [0.723, 0.734] 0.729 [0.726, 0.733]
2000 - Positive predicted value 0.796 [0.784, 0.808] 0.810 [0.803, 0.817] 0.799 [0.795, 0.804] 0.802 [0.800, 0.805] 0.802 [0.801, 0.803]
2000 - Accuracy 0.755 [0.750, 0.760] 0.763 [0.762, 0.766] 0.769 [0.768, 0.770] 0.771 0.771
2000 - Cosine similarity 0.712 0.712 0.712 0.712 0.712
e-MID n = 5 (CI 95%) n = 10 (CI 95%) n = 20 (CI 95%) n = 50 (CI 95%) n = 100 (CI 95%)
1999 - True positive rate 0.641 [0.601, 0.673] 0.633 [0.614, 0.653] 0.633 [0.620, 0.646] 0.637 [0.623, 0.643] 0.636 [0.632, 0.640]
1999 - Specificity 0.839 [0.823, 0.856] 0.856 [0.848, 0.864] 0.860 [0.854, 0.865] 0.860 [0.857, 0.863] 0.861 [0.859, 0.862]
1999 - Positive predicted value 0.623 [0.611, 0.637] 0.632 [0.625, 0.639] 0.633 [0.628, 0.638] 0.632 [0.623, 0.635] 0.633 [0.631, 0.634]
1999 - Accuracy 0.785 [0.780, 0.790] 0.795 [0.794, 0.796] 0.798 [0.797, 0.799] 0.799 [0.798, 0.800] 0.799
1999 - Cosine similarity 0.810 [0.805, 0.815] 0.814 [0.811, 0.816] 0.816 [0.815, 0.817] 0.817 0.817
TABLE I. Statistical indicators used to evaluate the performance of our sampled-based reconstruction method, for different
cardinalities n of the known subset I. Results are shown together with the 95% confidence intervals (not shown whenever their
difference affects the significant digits beyond the third one). The considered cardinalities n = 5, 10, 20, 50, 100 correspond to
percentages ranging from ' 2% to ' 50% of the total number of nodes. As reference values, the link density is c = 0.578 for
the WTW (in the year 2000) and c = 0.274 for e-MID (in the year 1999).
respect to the total number of predicted 1s. The fourth
index is the accuracy, 〈ACC〉 = 〈TP 〉+〈TN〉N(N−1) , and quan-
tifies the overall performance of our method in correctly
placing both the 1s and the 0s.
To test the effectiveness of the weighted reconstruc-
tion, instead, we use the cosine similarity measure which
estimates the distance between the observed weights
{wij}Ni,j=1 and the conditional expected weights under
our model {〈wij |aij = 1〉}Ni,j=1 by treating the corre-
sponding matrices as vectors of real numbers and mea-
suring their overlap. In formulas,
θ =
W · 〈W〉
||W|| ||〈W〉|| (13)
with θ = −1 indicating maximum dissimilarity, θ = 0
indicating absence of correlations and θ = 1 indicating
perfect overlap.
RESULTS
World Trade Web
The first network we have analyzed is the World Trade
Web (WTW), i.e. the network whose nodes are the world
countries and whose links represent the trade volumes be-
tween them: in other words, wij quantifies the volume of
export from i to j. We remand the reader to [15] for
more details on the dataset. For the sake of illustration,
we show detailed results for the snapshot of the WTW
in year 2000. We have however analyzed other tempo-
ral snapshots as well and found comparable results (see
Appendix).
Table I sums up the results of our analysis when the
nodes subset I is chosen at random. We see that the per-
formance of our algorithm is not affected by the cardinal-
ity of I upon which the estimation of z is carried on, pro-
viding remarkably good results for all the chosen values.
In particular, our method is overall very accurate, being
able to correctly recover the 80% of 1s and the 73% of 0s,
a result to be compared with the performance of a perfect
classifier, for which 〈TPR〉 = 〈SPC〉 = 1, and with that
of a random classifier, for which 〈TPR〉 = 1−〈SPC〉 = c
(c being the link density of the whole network). The high
accuracy of our reconstruction method is also witnessed
by the low rate of false positives of our algorithm, due
to the accurate estimation of the actual link density. As
discussed in [16], overestimating the link density would
have increased the expected TPR (a method predicting
a complete network is characterized by 〈TPR〉 = 1), at
the price of increasing the rate of false positives as well,
thus decreasing the predictive power of the method itself.
Our method performs well also in reproducing the
weighted structure of the WTW: upon adding the correc-
tion term up to the third iteration of the IPF algorithm,
the largest expected in-strength (reading 〈sini, corr〉 =∑
j(6=i)
(
soutj s
in
i
W + w
(3)
ji
)
, ∀ i) accounts for the 95% of the
observed value. On the other hand, the non-corrected
value 〈sini 〉 =
∑
j( 6=i)
(
soutj s
in
i
W
)
accounts for the 82% only.
Better results are obtained for the out-strength sequence:
the corrected value for the node characterized by the
maximum out-strength amounts at the 99% of the cor-
responding observed value (the non-corrected value ac-
counts for the 88%).
Overall, we obtain a value θWTW ' 0.712 for all
the considered cardinalities nI , indicating a satisfacto-
rily high level of similarity between our weights predic-
tion and their observed values.
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FIG. 1. Left panels: scatter plots of the link density cI versus the internal total strength s
tot
I of the subset I. Nodes characterized
by large values of the total strength tend to form densely-connected groups, while nodes characterized by small values of the
total strength tend, on the contrary, to form loosely-connected groups. Right panels: empirical probability distributions of the
link density cI , when nodes belonging to I are chosen randomly. Each distribution is peaked around the density value of the
whole network. Top panels refer to the WTW, bottom panels to e-MID.
e-MID interbank network
The second network we have tested our method upon
is the electronic Market for Interbank Deposits (e-MID),
i.e. the network whose nodes are banks and whose generic
link i → j represents the loan granted from i to j. We
remand the reader to [17] for more details on the dataset.
Table I summarizes the results of our analysis on e-
MID in the year 1999 only (again, similar results hold
for the other years in our data set - see Appendix). As
for the WTW, the performance of our algorithm is not
affected by nI providing again very good results for the
whole range of values of the subsets cardinality. In par-
ticular, our method is again very accurate, being able to
correctly recover the ' 64% of 1s and the ' 86% of 0s.
Even if the predictive power of our method is lower than
for the WTW case, the accuracy values are comparable,
amounting at ' 80%.
Our method performs also very well in reproducing
the e-MID weighted structure: the correction term com-
ing from the IPF algorithm and calculated for the max-
imum 〈souti, corr〉 =
∑
j(6=i)
(
souti s
in
j
W + w
(3)
ij
)
, ∀ i accounts
for the 99% of the observed value. On the other hand,
the usual value 〈souti 〉 =
∑
j(6=i)
(
souti s
in
j
W
)
accounts for
the 88% only. A comparable result is obtained for the
in-strength sequence: the corrected value for the node
characterized by the maximum in-strength still amounts
at the 99% of the corresponding observed value (the non-
corrected value accounts for the 96%).
The value θe-MID ' 0.82 indicates that, on average, a
very high level of similarity between observed and pre-
dicted weights is again obtained, confirming the degree-
corrected gravity model as a good predictor of the links
weights.
6Link density n = 5 [CI 95%] n = 10 [CI 95%] n = 20 [CI 95%] n = 50 [CI 95%] n = 100 [CI 95%]
WTW 2000 (true: 0.578) 0.586 [0.560; 0.611] 0.559 [0.544; 0.574] 0.583 [0.574; 0.592] 0.578 [0.573; 0.583] 0.577 [0.574; 0.580]
e-MID 1999 (true: 0.274) 0.292 [0.271; 0.313] 0.278 [0.267; 0.289] 0.276 [0.268; 0.283] 0.276 [0.272; 0.280] 0.275 [0.273; 0.278]
TABLE II. Link density estimation for different cardinalities n of the random sampled subset I. Results are based on 1000
samples and are shown together with the 95% confidence intervals. The considered cardinalities n = 5, 10, 20, 50, 100 correspond
to percentages ranging from ' 2% to ' 50% of the total number of nodes. The true link densities calculated on the entire
networks are shown in brackets for reference.
Random-nodes sampling scheme
The sampling-based reconstruction algorithm we have
proposed in the present paper rests upon the homogene-
ity assumption, according to which any subset of nodes
picked at random provides a representative value of the
density of the whole network. Table II collects the es-
timations of the link density, averaged over all sampled
subsets of a given cardinality: remarkably, the obtained
values are accurate even for low cardinalities. In order to
assess the magnitude of fluctuations, we have also explic-
itly computed the empirical probability distributions of
the link density estimates, obtained by random sampling
our nodes subsets. These distributions are shown in fig.
1 (right panels). Naturally, the smaller the cardinality of
the considered nodes subsets, the more spaced the val-
ues of the observable link density and the less smooth
the corresponding probability distribution. These find-
ings suggests that our homogeneity assumption is indeed
verified, provided that nodes are sampled according to
the random selection scheme [18].
As a comparison, we have also sampled nodes sequen-
tially, i.e. by, first, ordering nodes according to their total
strength stoti = s
out
i + s
in
i and, then, considering bunches
of n subsequent nodes (again, for each value of n). For
each subset of nodes we have calculated the correspond-
ing internal link density and plotted it versus the total
internal strength of nodes, i.e. stotI =
∑
i∈I
(
souti + s
in
i
)
.
As shown in fig. 1 (left panels), such a procedure provides
insights on the structural organization of both WTW and
e-MID: nodes characterized by large values of the total
strength tend to form densely-connected groups whereas
nodes characterized by small values of the total strength
tend to form loosely-connected groups. Such an evi-
dence confirms the presence of a core-periphery struc-
ture, with nodes having a smaller total strength establish-
ing connections with nodes having a large total strength
which, in turn, tend to connect preferentially with each
other (as a sort of “rich-club”) [19, 20]. Our analysis
suggests that a sampling-based reconstruction procedure
must rest upon a “balanced” sampling of the nodes, bi-
ased neither towards the “core” portion of nodes (which
would lead to severely overestimate the overall network
density), nor towards the “periphery” portion of nodes
(which would lead to severely underestimate the overall
network density). Interestingly, in a recent paper com-
paring several network sampling techniques was found
that the least biased sampling scheme for estimating a
given network density is precisely the random-nodes one
[21].
CONCLUSIONS
The present contribution proposes a recipe to recon-
struct a network from a very limited amount of informa-
tion. In particular, we address the problem of inferring
the binary and the weighted structure of a given network
from the knowledge of the nodes strengths and the link
density of only a subset of nodes. As we have shown
in the paper, the best sampling scheme is the random-
nodes selection scheme which ensures that an accurate
estimation of the whole network density can indeed be
achieved. On the contrary, selecting nodes on the basis
of more informative structural properties (as the degree,
or the strength) could bias the estimation of the con-
nectance towards unrealistically too large, or too small,
values. The role played by the available piece of topo-
logical information is fundamental not only to achieve
an accurate reconstruction of the purely binary struc-
ture but also of the weighted structure, as evident upon
inspecting table I.
The aforementioned results have been obtained by es-
timating the link density of the whole network upon con-
sidering only nodes subsets: in other words, we have ver-
ified that different random subsets (even with different
cardinality) are characterized by very similar densities,
in turn implying that the whole network density can be
estimated (with a high degree of accuracy) by consider-
ing a subset randomly drawn from the whole set of nodes.
However, the proposed algorithm can be also used to re-
construct networks with a modular structure, upon tun-
ing the link densities of the different modules via eq.(4):
examples are provided by interbank networks structured
into jurisdictions, the latter playing the role of the sub-
sets to be reconstructed.
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A pseudo-code summarizing the main steps of the re-
construction algorithm presented in the paper follows.
Algorithm 1: Network reconstruction via density
sampling
Input: in- and out-strengths {sini }Ni=1, {souti }Ni=1
and link density of a subset I, cI =
LI
nI(nI−1) .
begin
define pij =
zsouti s
in
j
1+zsouti s
in
j
;
solve the equation cI = 〈cI〉 in order to determine z:
cI =
1
nI(nI − 1)
∑
i∈I
∑
j(6=i)∈I
zsouti s
in
j
1 + zsouti s
in
j
;
for m = 1 . . .M do
for i < j do
calculate the correction to the gravity-like
estimation
w
(3)
ij =
souti s
in
i
W
[
soutj s
in
j∑
l( 6=j) s
out
l s
in
l
] 1∑
k(6=i)
soutk s
in
k∑
m(6=k) soutm sinm
 ;
connect i and j with a weight drawn from the
following Bernoulli distribution
wij =
{
0, 1− pij ,(
souti s
in
j
W + w
(3)
ij
)
1
pij
, pij .
end
end
verify the goodness of the achieved reconstruction
by calculating the ensemble average of indicators
like TPR, SPC, PPV , ACC and θ;
end
Output: ensemble of M reconstructed directed,
weighted networks.
APPENDIX 2
Additional years have been analysed for both the
WTW and e-MID (see tables III and IV).
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