We show a cyclic permutation analogue of Erdős-Szekeres Theorem. In particular, we show that every cyclic permutation of length (k − 2)(m − 2) + 2 has either an increasing cyclic sub-permutation of length k or a decreasing cyclic sub-permutation of length m. We also show that the result is tight.
Introduction
The study of the longest monotone subsequence of a finite sequence of numbers has inspired a number of research in mathematics, bioinformatics and computer science over many decades. In 1935, Erdős and Szekeres showed that any permutation of {1, 2, ..., km + 1} has an increasing subsequence of length k + 1 or a decreasing subsequence of length m+ 1 [3] . Geometrically, it can be interpreted as stating that in any set of km + 1 points, we can find a polygonal path of either k positive-slope edges or m negative-slope edges. It follows immediately from the Erdős-Szekeres theorem that the expected length of a longest increasing subsequence (LIS) in a random permutation of length n is at least 1 2 √ n. Moreover, computing LIS is also used in MUMmer system for aligning whole genomes [2] . A natural extension of the well-known Erdős-Szekeres theorem is to consider its analogue to cyclic permutations. Cyclic permutations can be viewed as circular lists, which arise naturally in the field of phylogenetics since the genomes of bacteria are considered to be circular. Geometrically, an increasing/decreasing cyclic subsequence of a circular list corresponds to a polygonal path of positive/negative-slope edges when the points are drawn on the side of a cylinder. Albert et al. in [1] gave a Monte Carlo algorithm to compute the longest increasing circular subsequence with worst case run-time O(n 3/2 logn) and also showed that the expected length µ(n) of the longest increasing circular subsequence satisfies lim
In this short note, we extend Erdős-Szekeres theorem to cyclic permutations and show that the exact bound is also tight. Definition 1. A cyclic sub-permutation τ of a cyclic permutation σ is the restriction of σ on τ , i.e. remove all elements not in τ from σ. For example, (135) is a cyclic sub-permutation of the cyclic permutation (12345).
Definition 2. An increasing cyclic permutation of length n is a cyclic permutation that can be written as (j 1 , j 2 , . . . , j n ) with j 1 < j 2 < · · · < j n . A decreasing cyclic permutation of length n is a cyclic permutation that can be written in the form (j 1 , j 2 , . . . , j n ) with
For example, (6, 1, 4, 2, 7, 3, 5) is a cyclic permutation whose longest increasing cyclic sub-permutation is (1, 2, 3, 5, 6) and whose longest decreasing cyclic sub-permutation is (7, 5, 4, 2) or (7, 6, 4, 2).
Given k and m, we define α(k, m) as the smallest n, such that for any cyclic permutation of length n, there exists either an increasing cyclic sub-permutation of length k, or a decreasing cyclic sub-permutation of length m.
Proof of main theorem
In this section, we determine α(k, m) exactly and show that the bound is tight.
Suppose π = (a 1 , a 2 , a 3 , ...., a n ) where n = (k − 2)(m − 2) + 2. Since π is a cyclic permutation of [n], we can assume that a 1 = 1. Now consider the sequence of a 2 , a 3 , ..., a n . This sequence has (k − 2)(m − 2) + 1 numbers. Thus by Erdős-Szekeres theorem, there exists either an increasing subsequence of length k − 1 or a decreasing subsequence of length m − 1. If there is an increasing subsequence (a i1 , a i2 , ..., a i k−1 ), then (1, a i1 , a i2 , ..., a i k−1 ) would form an increasing cyclic sub-permutation of π of length k. Otherwise, if there is a decreasing subsequence (a i1 , a i2 , ..., a im−1 ), then (a i1 , a i2 , ..., a im−1 , 1) would form a decreasing cyclic sub-permutation of π of length m.
It remains to show that α(k, m) > (k − 2)(m − 2) + 1. We will construct a cyclic permutation π = (a 1 , a 2 , · · · , a n ) with n = (k − 2)(m − 2) + 1 such that π contains neither increasing cyclic sub-permutation of length k nor decreasing cyclic sub-permutation of length m.
For 1 ≤ i ≤ (k − 2)(m− 2)+ 1, suppose i = s(m− 2)+ r where 0 ≤ r < m− 2, then let
In another words, assign 1 to a 1 , assign 2 to a 1+(m−2) and similarly assign the number t to a ct where c t = 1 + (t − 1)(m − 2) mod n. Below is an example of extremal graph for k = 5 and m = 6. Points on the left have smaller index in the permutation π = (a 1 , · · · , a n ) than points on the right. In the example, π = (1, 11, 8, 5, 2, 12, 9, 6, 3, 13, 10, 7, 4) . We claim using this construction, π contains neither an increasing subpermutation of length k nor a decreasing sub-permutation of length m.
Starting from a 2 , we can partition the sequence a 2 , · · · , a n into (k − 2) decreasing sub-sequences D 1 , . . . , D k−2 , each consisting (m − 2) consecutive elements of the original sequence. In particular, D i = {a t , a t+1 , · · · , a t+m−3 } where t = (i−1)(m−2)+2. In Figure 1 , this partition corresponds to {11, 8, 5, 2}, {12, 9, 6, 3},{13, 10, 7, 4}. Let L be the longest increasing cyclic sub-permutation of π. Suppose L = (a i1 , a i2 , · · · , a it ) where a i1 < a i2 < · · · < a it . |L ∩ D i | ≤ 2 for each i, as the D i are decreasing. If a i1 = 1, then L can contain at most one element from each (non-increasing) D i . Since there are at most k − 2 D i s, it follows that L has length at most k − 1. If a i1 = 1, then a i1 ∈ D j for some j ∈ [k − 2]. In this case, 1 / ∈ L. Furthermore, L can have at most 2 elements from D j , and at most one element from D i for each i ∈ [k − 2]\{j}. Thus L has length at most k − 1.
Similarly, we can partition a 2 , · · · , a n into (m − 2) increasing subsequences C 1 , . . . , C m−2 of length (k − 2). In particular, let C i = {c i , c i + 1, · · · , c i + k − 3} where c i = 2 + (i − 1)(k − 2). In the example above, C 1 , C 2 , C 3 , C 4 would correspond to {2, 3, 4}, {5, 6, 7},{8, 9, 10},{11, 12, 13}. Similar to the analysis above, let L be the longest decreasing cyclic sub-permutation of π. Suppose L = (a i1 , a i2 , · · · , a it ) where a i1 > a i2 > · · · > a it . As before, |L ∩ C i | ≤ 2. If a it = 1, then L can contain at most one element from each of the (nondecreasing) C i . Since there are at most m − 2 C i s, it follows that L has length at most m − 1. If a it = 1, observe that if |L ∩ C j | = 2 for some j, then every other C i (i = j) can contain at most one element from L since numbers in C t is strictly larger than all numbers in C s for s < t. Thus L has length at most m − 1.
