Abstract: Modern machine tools with high speed machining capabilities could place rotating shafts, gears, and bearings under extreme thermal, static, and impact stresses, potentially increasing their failure rates. In this research, a gearbox damage detection strategy based on discrete wavelet transform (DWT), wavelet packet transform (WPT), support vector machine (SVM), and artificial neural networks (ANN) is presented. Three case studies are conducted to compare the classification performance of SVM kernel functions and ANN. First, a fault detection analysis based on DWT and WPT is carried out to extract the damage information from the gearbox's raw vibration signal. In this step, wavelet coefficients obtained from DWT are characterized using statistical calculations. Energy characteristics of the gearbox signal are acquired using WPT and their statistical characteristics are also computed. These three sets of information extracted from wavelet transforms are utilized as the input to SVM and ANN classifiers. Secondly, the improved distance evaluation technique (IDE) is implemented to select the sensitive input features for SVM and ANN. The penalty parameter C and kernel parameter in SVM are also optimized using the grid-search method. Finally, the optimized features and parameters are input into SVM and ANN algorithms to detect gearbox damage. The result shows that gearbox damage detection using energy characteristics ex- tracted from WPT (Case 2) or their statistical values as input features (Case 3) to the learning algorithms produces higher classification accuracies than using statistical values of the DWT coefficients as inputs (Case 1). In addition, RBF-SVM has the best classification performance in Case 2 and 3 while Linear-SVM has the best classification accuracy rate in Case 1 in damage detection average.
Introduction
Interest in the ability to monitor a structure and detect damage at the earliest possible stage is imperative throughout the fields of civil, mechanical, and aerospace engineering. This is particularly important for high speed machining technologies with its infrastructure and systems continuing to proliferate and increase in complexity. The demand for monitoring damages of structures increases as well to match throughput and ensure the safety of structures and the people within them. As infrastructure and systems continue to proliferate and increase in complexity, the demand for monitoring damages of structures increases as well to match throughput and ensure the safety of structures and the people within them. These damages are often invisible and can adversely influence the integrity of a system or structure and lead to catastrophic results. Early assessment of structural conditions is crucial to improve economical operations and reduce adverse effects from formations of damage, ensuring the structural stability of a system. Therefore, there is an ever-increasing demand for some way to identify these damages. This field is called Structural Health Monitoring (SHM).
Structural Health Monitoring
SHM is the discipline that manifests the ability to inspect engineering infrastructures based on the collection and analysis of real-time data accumulated from monitoring sensors installed on or within the structures. A SHM system consists of a network of sensors to collect the response data and data-mining algorithms to extract information pertaining to the structure conditions [1] . Dynamic input and response quantities are the most common measurements used for SHM. These quantities deliver sensitive information that reflects changes in a structure such as mass, stiffness, vibration response (damping), and energy dissipation. There are four levels of damage detections: 1) identifying the presence of damage in the system, 2) location of the damage, 3) identify the severity of the damage, and 4) predicting the remaining life of the structure. The work in this study is limited to level 1.
One application of SHM that has been the focus of much research in the past two decades is gearbox damage detection and identification. Gearboxes are often exposed to high stresses and compact loadings, and due to their assembly complexity and difficulty of access, they are significantly more challenging to maintain, repair, or replace than other systems. Therefore, applying SHM to gearboxes is desired. A note on nomenclature: when applied to rotating machinery and reciprocating machinery, SHM is referred to as Condition Monitoring (CM) [2] . Generally, SHM (or CM in this context) is a four-step process:
1. Operational evaluation. Setting limitations and justifications criteria on the "what" and "how" monitoring will be carried out. 2. Data acquisition. Selecting the excitation methods, sensors type, numbers and locations of sensors, data storage, and transmittal hardware. 3. Feature selection. Extracting the prominent (or sensitive) features to differentiate undamaged data from damaged data. This step involves reducing data condensation (i.e. dimension). 4. Statistical modeling. Establishing and implementing a statistical model to quantify the damage state of the structure based on the selected features in
Step 3.
The most common classical approach in condition monitoring is through the implementation of vibration signals accumulated from the system's sensors and accelerometers. Informative characteristics of these vibration signals, also known as features, are extracted via advanced signal processing techniques. These processes are typically done in Step 2 and 3. It is desirable to classify the measured data of a structure to its states and determine whether or not the system is "healthy" or "damaged" autonomously. This is where the concept of machine learning comes into place with the basic platform of SHM. By establishing a learning algorithm into the problem, existing patterns from the extracted features can be classified. In machine learning, this is known as pattern recognition.
Machine Learning
Learning problems in pattern recognition naturally fall into two classes: supervised learning and unsupervised learning. In supervised learning, the model is provided with explicit examples that are correctly labeled by all conditions of interest during the learning process. Techniques of this type of learning depend heavily on information given by pre-determined inputs and outputs to construct classifiers that can predict outputs to new input data without knowing prior targets (i.e. labels). The ultimate goal of supervised learning is to let the machine generalize data into known categories. On the contrary, unsupervised learning (i.e. novelty detection) is when the model is provided with just input examples alone. The machine learns by finding patterns among unknown data and models the underlying structure or distribution in the data by itself. The goal of unsupervised learning is to have the algorithms congregate the input data into classes based on their intrinsic relationships, or statistical properties. In light of applications for these two types of learning in gearbox damage detection and identification alone and SHM as a whole, supervised learning can be used to identify the known damage conditions and potentially their locations while unsupervised learning can be used to identify new patterns when unknown damage conditions are introduced.
Existing Work
With rapid advancements in computer hardware and soft computing, more intelligent SHM methods for damage identification have been proposed and developed. In the past, vibration-based analysis for rotary machinery was performed by people to detect damage. Today, the same analysis can be used as feature extraction techniques for machine learning to achieve higher efficiency and accuracy in intelligent SHM. Re-search done in the last two decades has significantly expanded the capabilities of SHM methods. Some hybrid implementations of vibration-based techniques and machine learning algorithms in condition monitoring are discussed below.
Techniques based on wavelet transform for detecting bearing-localized damage was first proposed by Li and Ma [3] . With the vibrational distribution obtained using wavelet transform, they were able to observe the frequency behaviors across the full spectrum from one instance to the other.
Samanta [4] presented a study that compared the performance of artificial neural network (ANN) and support vector machine (SVM) techniques in gear fault detection. Two cases of input feature sets pertaining to the study were considered: one set was first optimized by genetic algorithm (GA) and the other set was not. Results obtained from the study showed that SVM yielded higher classification accuracy than ANN without GA-based selection, but is equally accurate when using GA-based selection. Similarly, Saxena and Saad [5] also applied GA as a feature optimizer that determined the optimal number of "good" features for fault diagnosis. These features were then used as inputs to different ANN classifiers. They concluded that optimizing the selecting features with GA resulted in higher accuracy.
Satish and Sarma [6] demonstrated a novel and costeffective approach for diagnosis and prognosis of bearing faults detection in induction motors. A hybrid between two different artificial intelligence techniques-ANN and fuzzy back propagation (Fuzzy BP)-were combined together to overcome their individual disadvantages.
Saimurugan et al. [7] demonstrated work on detecting multi-component faults in rotating machinery considering both shaft and bearing. In this work, a decision tree (DT) was used to select the best features, which were then classified by four different SVM kernel functions. It was observed that radial basis function (RBF) in support vector classification (SVC), C-SVC model, gives better classification efficiency than sigmoid function of C-SVC and nu-SVC models.
Objective
A great amount of research has been conducted on gearboxes damage detection and identification using machine learning algorithms such as k-NN, SVM, DT, ANN, etc. Much work carried out by some researchers investigate various ways to improve features extraction (i.e. reduce data dimension) while others proposed different methods on selecting the best input features for the learning algorithms. Other investigators conducted studies to compare the performance of different learning algorithms. However, not much attention has been paid on selecting the optimal penalty parameter, C, in SVM and the kernel parameter, when using RBF kernel. In addition, the majority of research work only incorporates one type of kernel function out of the four in SVM.
This research undertakes a serious attempt to apply SHM strategy to investigate gear faults utilizing a machine learning approach. There were three main objectives for this research study. The first objective of this thesis work was to conduct an experimental study for gearbox damage detection based on the statistical features and energy contents of two different types of wavelet transforms: discrete wavelet trans-form and wavelet packet transform in conjunction with SVM and ANN. The second objective was to investigate the performance of four different SVM kernel functions including Linear, Polynomial, RBF, and Sigmoid with the optimal parameters C and under various number of input features.
Theoretical background

Wavelet transforms
Wavelet transform was developed as an alternative to overcome limitations in the time-frequency domain [8] . Essentially, a wavelet is a finite periodic function that be-gins and ends with zero amplitude. In short, the function integrates to zero. Wavelet transform is an extended Fourier transform with adjustable windows. Applications pertaining to wavelet transform include, but are not limited to: data and image compression, noise reduction, transient detections, and pattern recognition.
Morlet and his colleague, Alex Grossmann proposed a single function called the mother wavelet, Ψ(t), defined as:
Where: t is the current time, a is the dilation parameter that measures the degree of compression or scale, and b is the translation parameter that determines the time location of the wavelet. The dilation and translation parameters allow the mother wavelet to manipulate its own shape through scaling and shifting along the original signal. What makes wavelets powerful is their ability to adapt the resolution trade-off between time and frequency domain simultaneously [8] . For example, the value |a| < 1 corresponds to smaller time-widths and higher frequencies while |a| > 1 associates with larger time-widths and lower frequencies. This trade-off also obeys the Heisenberg Uncertainty Principle like other joint time-frequency domain analysis techniques.
Continuous Wavelet Transform (CWT)
The wavelet transform is a convolution of the wavelet functions and the continuous signal x(t) as shown in Eq. (2):
Where: ψ (t) is the base wavelet and ψ * a,b is the complex conjugate of the base wavelet. If the base wavelet matches well with the original signal, a high wavelet coefficient value is achieved. Likewise, a lower wavelet coefficient value denotes a poor local matching. In order to be a classified wavelet, the function x (t) must satisfy the following requirements:
1. Finite energy.
The wavelet must contain a determined energy defined by the integral of the base wavelet's magnitude squares.
2. Admissibility condition.
The Fourier Transform of x (t) must vanish at zero (i.e. there is no zero frequency components). In simpler terms, x (t) must have a zero mean. The mathematical expression is defined in Equation 3 .4, whereψ(f ) is the Fourier Transform of ψ (t).
In practice, a transformation is considered to be meaningful only when its corresponding inverse transformation exists [9] . This condition ensures the existence of the inverse wavelet transform.
Real and zero values for complex wavelets.
Any complex wavelet transforms must have a Fourier Transform value of real numbers and zero means for negative frequencies.
An inverse transformation of a classified wavelet can be used to reconstruct the original signal x (t).
In accordance with the criterion 2 defined above, Eq. (5) also implies that the energy of the original signal is fully preserved. Because a large number of dilation and translation values must be computed with CWT, the transformation is less computationally efficient compared against DWT and WPT.
Discrete Wavelet Transform (DWT)
Because CWT is a redundant transform in signal processing, a discrete version of the CWT is introduced to enhance computational practicality. This discretization of the dilation parameter a and translation parameter b is called the discrete wavelet transform (DWT). The DWT analyzes the signal with a length 2 N at different frequency bands where each band correlates with a different frequency resolution. An input signal in the time domain is decomposed into approximate and detail coefficients via high-pass and lowpass filters; at each pass the length of a sampling signal is reduced by a factor of two. Detail coefficients are values obtained from the high-pass filter, and approximation coefficients are values achieved through the low-pass filter. This procedure is iterated only in the low-pass filter at each level of decomposition. Of the various forms of wavelet discretization, the dyadic discretization with valuesa = 2 j , b = 2 j k, and j, k ∈ Z is the simplest, most efficient form, and most widely used where j and k are positive integers that control the wavelet dilation and translation respectively. With a special choice of the base wavelet ψ (t) ∈ L 2 (ℜ), the dyadic discretization constructs a corresponding orthogonal wavelet such that:
A function is considered to be orthogonal when all of its components vector are perpendicular to one another, in which case the product of all their basic functions is zero. By using the dyadic discretization in Eq. (6), the inverse DWT of a function x (t) can be expressed as:
Where: C j,k is the wavelet coefficient defined by the original signal and the dual functionψ (t) and ψ (t).
Information achieved from DWT can be expressed by the signal's approximations and details defined. The signal details and approximations at level j and level J are defined in Eq. (9) and Eq. (10) respectively [1, 6] .
Because the details and approximations that constitute the wavelet through DWT are less than the original signal, there is no redundancy. This striking aspect is what makes DWT less computationally expensive compared to CWT. Consequently, the binary structure of the signal and reconstruction is shown in Eq. (11) and Eq. (12) .
For a decomposition level of j, there are (j + 1) sets of wavelet coefficients where one set contains the approximations (lowest frequency band) and j sets include the detail coefficients (higher frequency bands).
Wavelet Packet Transform (WPT)
WPT was introduced to overcome the limitations of DWT. WPT is similar to DWT but with further decomposed details and approximations in the high-frequency region. This makes WPT an attractive tool for many applications such as code theory, image processing, and signal processing. Since the recursive procedure of filter-decimation is used to compute details and approximations of a signal in both high-pass and low-pass filters, the wavelet packet tree structure is a complete binary tree where all frequency subbands in WPT are of the same width. The wavelet packet is defined as:
with p = 0, 1, 2, . . . and n = 0, 1, 2, . . . , m Where: {h [n]} n∈Z and {g [n]} n∈Z are the high-pass and low-pass filter coefficients respectively, and n is the number of wavelet coefficients, p is the number of nodes in the binary tree at the j th level [9] . The properties in Eq. (13) describe the nodes in the horizontal direction, i.e. subbands; the parent node is divided into two orthogonal nodes. Once the wavelet packet basic is determined, the result from WPT decomposition yields:
Where: d p can be defined as a summation of its children coefficients as shown in Eq. (15):
In addition to using WPT coefficients in this work, the energies of these decomposed component signals are also exploited to enhance the effectiveness of gearbox damage detection. High-resonance frequencies are often located in high-frequency regions and are characterized by the energy concentration at that frequency band. In the case of a WPT, the energy content in each frequency subband (or node) of a signal x (t) is:
Consequently, the total energy of a signal is a summation of all the energy components of all the subbands is:
Support Vector Machines (SVM)
An alternate collection of discriminative classifiers in supervised machine learning are the Support Vector Machines (SVMs)-another members of the feedforward networks learning algorithms. SVMs were inspired by the statistical learning theory that was invented by Vladimir Vapnik and Alexey Chervonenkis in 1963, and was further developed by Vapnik and his colleges in the late 90s [10] . Unlike other classical learning algorithms (e.g. decision trees/forest and ANNS) whose principle is to minimize the error on the training data set, i.e. Empirical Risk Minimization (ERM), SVM is designed based on Structural Risk Minimization (SRM). The SRM principle is a trade-off between the quality of the approximation and the complexity of the approximation function [11] .
A SVM is a binary learning machine algorithm with sophisticated properties that can construct a hyperplane as the decision surface where positive and negative examples are separated with a maximum margin [12] . SVM uses a technique known as the kernel trick to transform the input data into higher dimension space where the optimal boundary can be drawn to separate outputs. Because of this, SVM can deal with a large number of input features. This capability allows SVMs to better identify the relationships between the data points from different classes, thus exhibiting outstanding generalization performance in conjunction with a high level of accuracy. Another advantage of SVM is that fewer training data points are required compared to other conventional classifiers (e.g. decision tree(s) or ANN) [13] .
SVMs have been implemented in various fields for pattern recognition, regression estimation, and density estimation [11] . The state-of-the-art applications delivered by SVM learning algorithms spread across multiple fields such as image processing, text categorization, bioinformatics, etc. In fact, SVMs are arguably the most popular classifiers used in the SHM regime. Due to the robust performance of SVM and its popularity, it is chosen as the main classifier for this research. Detail background explanation on SVM can be found in Vapnik [11] . For completion, the fundamentals of SVMs is discussed as below.
Consider the training sample data input {(
n where x i is the feature of the i training sample and y i is the corresponding class label. The class label y i = −1 and y i = 1 represent Class 1 and 2 respectively. The data points x i that lie on a twodimensional hyperplane of a linearly separable must satisfy the inequalities:
The normal distance projected from the origin to the optimal hyperplane is defined by b ‖w‖ . When the data points are nonlinearly separable, a new set of nonnegative numbers are incorporated into the definition of the optimal hyperplane such that
Where: ξ i denotes the slack variables that measures the distance from the hyperplanes to their correlated data points that fall inside the margin. SVM classifies patterns by mapping the input vectors into higher dimensional space via a mapping function and separates them with hyperplanes. Let φ be the mapping function, the constrained-optimization problems for nonlinearly separable case is defined as:
With subject to :
In order to obtain the optimums values of the weight vector and bias in the constrained-optimization problem, the method of Lagrange multipliers is exploited; this application is known as the dual problem. A dual problem is when primal variables (i.e. dual variables) are solved to minimize the Lagrangian then with the same dual variables, the maximum of a Lagrangian can also be found with respect to the Lagrange multipliers. The equivalent Lagrange function is:
Going back to the constrained-optimization problem using the Lagrange function, it can be expressed as min
This expression is the first step to solving the dual problem. In classical Calculus, finding the minima or maxima of a function is to differentiate that function and set the results equal to zero. Differentiating the Lagrange function J (w, b, α) with respect to w and α yield two conditions:
The partial derivatives in Eq. (22) result in:
And 
The term w T w can be expressed as a function of α by substituting Eq. (23):
The Lagrange multipliers α i can be solved using the optimization problem of Q (α). The constrainedoptimization's dual problems for nonlinearly separable (soft-margin SVM) is:
Once α i values are determined, they can be used to compute the weight vectors w. Replacing the results of these two parameters back to the separating hyperplane's constraints, the decision function, f (x), can be obtained:
Where: sgn is the sign function that extracts the sign of a real number. In SVM classification, the sign function determines the class label of an input sample (i.e. the test samples).
Kernel functions
The mapping functions φ always come in the form of
, which represents an inner product that is a symmetric positive defined kernel function given by Mercer's theorem denoted as (x, x i ) [14] . Four major kernel functions in SVM classification are listed in Table 1 .
Artificial Neural Networks (ANN)
Artificial Neural Networks (ANNs) are supervised learning algorithms that try to mimic the cognitive functions 
Kernel function
of the human brain. A neural network structure is composed of neurons (i.e. the unit nodes). The fundamental neural network architecture is organized into layers. The number of layers varies depending on how complex the system is. Typically, a neural network architecture is comprised of three layers: an input layer that intakes patterns from the environment, an output layer that represents the network's response to the input patterns, and a hidden layer that interconnects the input and output layers. Each layer is made of a set of neurons with logistic activations that mimic the parallel computing functionality of the brain. The following introduction to ANN is given for completeness. Interested readers are encouraged to learn more about ANNs in Haykin [12] and Koper [15] . To further describe the structure of ANN, let's start with the most basic unit: the neuron. Each neuron contains inputs, synaptic weights, a bias, a summing junction, a local induced field, an activation function, and a single output. Figure 1 illustrates a nonlinear model of a neuron. an input to the activation function,φ. The activation function's product is the neuron output,y k with a permissible limit range of or.
The output of neuron k is defined as:
There are various activation functions; the five most commonly used are shown in Table 2 the activation function is based on the application.
In SHM, Multilayer Perceptron (MLP) neural network is the most widely used algorithm. An illustration of the MLP neural network paradigm can be found in Figure 2 . A MLP is a feedforward ANN model where the response output is mapped from the input data via a number of hidden layers ≥ 1. Feedforward describes the direction of how the computed activations propagate throughout the training process; they are continuously moved from one layer to another in order without any loop. The hidden neurons function as an intervener between the external input in the network output, and higher-order statistics from the input can be achieved by adding more hidden layers [12] . However, too many hidden layers may cause overfitting in training of a neural network. The learning technique utilized in training MLP network is the backpropagation algorithm. During the training process, many training examples are loaded into the network to compute the synaptic weights of the MLP with the purpose of creating an input-output mapping for the training data. This process is also known as curve fitting or generalization. The network should properly generalize the test data to the input-output mapping generated by the neural networks. Inputs to the neural networks are the features while outputs are the class labels.
Generally, the training process stops once any of the defined requirements are satisfied: maximum iteration (epoch), minimum gradient value, or the mean-square error (MSE) between the network output (predicted) and the target output (known) is minimized [12, 16] 3 Experimental implementation
Experimental setup
The vibrational data (i.e. the acceleration data) of the gearbox was obtained from Spectra Quest's Gearbox Dynamics Simulator (GDS), which is a two-stage parallel shaft gearbox with rolling bearings and a magnetic break. The gearbox is driven by a three-phase 3 hp motor with a maximum speed of 3600 rpm. All gears within the systems are spur gears with the same modules of 1.5. The input speed was set at 20 Hz, or 1220 rpm, under a small load of 5.7V. Table 3 summarizes the gear specifications and vibrational characteristics of the experiment.
The motor is directly connected to the gearbox's input shaft by a self-aligning coupling. The motor speed is controlled by the variable speed drive box and is measured by a built-in optical tachometer. The gearbox has a three in-line parallel shafts configuration as a two-stage reduction gearbox with an output shaft directly connected to the magnetic break that is controlled separately by a break controller. Two AC108-1A accelerometers are mounted on the gearbox housing: one is adjacent to the driving shaft to acquire vibration data in stage one, the other is adjacent to the driven shaft to measure acceleration data in stage two. Acceleration data acquired from sensor one (by the driving shaft) is used in this research since the damaged pinion Usually, local gear failure modes fall into three categories: (a) pitting (surface wear fatigue), (b) tooth breakage (cracked, chipped, or missing tooth), and (c) scoring (surface worn on gear teeth). Type (b) gear failure, which means a sudden change in the systems stiffness, is used in this research and is shown in Figure 5 .
Wavelet-based feature extraction
A flow diagram of the entire classification process including feature extraction, feature scaling, feature selection, and classification for SVM is shown in Figure 6 . The main difference between SVM and ANN classification processes is that ANN does not need the penalty parameters C and the kernel width . Section 3.2.1 describes the process of extracting information from the vibration signal content using DWT and how statistical calculation is used to reduce feature dimension of the input matrix. This is referred to as Case 16000-32000 A 3 0-16000
Similarly, the following Section 3.2.2 covers the process for using WPT. There are two cases in this method: Case 2 is where wavelet packet energy characteristics are used as input features to SVM and ANN for classification and Case 3 is where the statistical characteristics of the wavelet packet energy are used as input features.
DWT as data feature extraction method
Selections of a suitable mother wavelet and a level of decomposition are very important in analyzing signals in wavelet-based transformation. Therefore, different levels of decomposition were considered in this analysis to enhance the signal-to-noise ratio (SNR). After various trials, decomposition at level three using DWT was found to be suitable since higher detailed information consists of lower SNR. Moreover, since the frequency span of this experiment is 50000 Hz (i.e. the end frequency of the swept measurement), most useful frequency components will be found within this range. For these reasons, the original acceleration signals corresponding to two gearbox's conditions were decomposed into level three decomposition, consisting of four sets of wavelet coefficients. Data outputs from the high-pass filter are the detail coefficients-D while the last output from the low-pass filter stage is the approximate coefficients. A Four corresponding frequency subbands whose detailed breakdown can be found in Table 4 . 
Feature Function
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Case 1: Statistical characteristics of DWT wavelet coeflcients
The length of the reconstructed approximate and detail coefficients is of 1048575 sample points. To reduce the volume of data, the detail and approximate coefficients obtained from DWT were divided into 255 bins with each bin consisting of 4096 sample points. Each subband was characterized by seven statistical features listed in Table 5 . As a result, every decomposition signal contained seven distinct features, yielding a total of 28 attributes (4 frequency subbands × 7 statistical characteristics = 28 attributes). Therefore, the input matrix size was 255×28 using the DWTbased features extraction method. Note that the word feature and attribute are being used interchangeably in this report.
WPT as data feature extraction method
While DWT decomposes the original signal into coarse frequency resolution, the WPT decomposes the signal into finer resolution in higher frequency zone that allows better signal analysis. Similar to the first method, a level of decomposition must be chosen for further analysis. WPT decomposes the signal into 2 j number of frequency bands at j level. However, there is a trade of between high frequency resolution and computation efficiency because the resolution of the frequency band increases exponentially with the decomposition level. It was suggested in existing work [14, 17, 18 ] that a level three decomposition is sufficient for wavelet-based features extraction. However, because the sampling frequency in this study is relatively high compared to those in the existing work (128 kHz versus~30000 Hz), a higher decomposition level is needed to obtain higher frequency resolution. Therefore, a level of decomposition of four was selected.
Case 2: Wavelet packet energy
First, the original acceleration signal of each condition was divided into 255 bins, each consisting of 4096 sample points. Subsequently, WPT at level four decomposition was then applied to an individual bin to generate 16 sets of wavelet coefficients. Each set represented a frequency subband with a uniform width of 8000 Hz.
Statistical characteristics of the wavelet packet energy
Statistical characteristics of the energy bands were obtained in Case 3. Seven statistical calculations listed in Section 3.2.3 were exploited to extract seven features from each bin, reducing the size of the input matrix of one condition to 255W2LOK7. Similar to the two previous cases, the process was repeated for the undamaged and damaged data sets, which led to a final input matrix size of 510×7.
Statistical features
The extracted information of the acceleration signal in the time-domain were characterized by seven statistical features including the absolute mean values, root mean square, standard deviation, kurtosis, peak-to-peak, crest factor, and skewness. These features represent the energy distribution, vibration amplitude, and the time series distribution of the acceleration signal [19] . All features are normalized into values between 0 and 1. The normalization equation is defined in Eq. (31).
Feature selection
Generally, the number and type of input features affect the precision performance and computation efficiency of the learning algorithms and therefore, it is essential to select the best features to acquire good results. A feature selection can be seen as a search algorithm that optimizes the set of features that are sensitive to the gearbox's condition. In the realm of machine learning, numerous feature selection techniques have been developed and implemented to eliminate redundancy of the input features (i.e. the curse of dimensionality). Some of the widely used techniques include, but are not limited to genetic algorithm, ant colony, principal component analysis, distance evaluation technique, etc. In the present work, the Improved Distance Evaluation technique (IDE) was adopted as the feature selection method due to its simplicity and reliability.
The IDE method was proposed by Hu et al. [17] , Lei et al. [18] , Ghiasi et al. [19] and Leia et al. [20] for their work in condition monitoring. The basic idea behind this technique is to find the highest ratio between the average distance of all samples within the same condition to the average distance of different conditions. The calculated ratio indicates the separability of different conditions under a specific feature: higher ratio corresponds to better separation and vice versa. Detail instruction for this algorithm can be found in Hu et al. [17] , Lei et al. [18] , Ghiasi et al. [19] and Leia et al. [20] .
Gearbox faults diagnosis
Once the aforementioned data processing steps are completed, the next step is to perform fault detection of the gearbox with two machine learning algorithms. The fol-lowing summarizes a step-by-step procedure for how to implement SVM using the LIBSVM library and ANN using the MATLAB neural networks toolbox.
Support Vector Machines
Four different built-in kernel functions Linear, Polynomial, RBF, and Sigmoid are utilized in this study. The performances of these kernel functions are evaluated at four different threshold values used in the feature selection step and with the three generated random sets of input features. This routine is applied across three aforementioned cases in Section 3.2.
Procedure for SVM implementation
Step 1: Create two sets of vectors {−1} and {−1} with the same length as the input matrix as the label sets (i.e. 510x1 per condition), where −1 represents undamaged system and represents damaged system. Step 2: Shu e the entire data set together with the label set. Create a training set (60% of the data) and a testing set (40% of the data).
Step 3: Perform feature scaling on the training data and testing data together. If there is a new testing data set, it must be scaled using the same minimum value and max-min range from the training data set for consistency.
Step 4: Next, implement the IDE technique for input features selection. This step is repeated with different thresholds to obtain different sets of input features. Depending on the feature extraction method used, different threshold values are applied. The threshold values and their corresponding features can be found in section 4. More focus will be devoted toward the classification accuracy since the training speed is negligible across different thresholds and kernel functions.
Step 5: Select the first 100 data points from the training set for parameters selection purpose (C and ). The optimization process is implemented using 5-fold cross-validation and parameters that produce the best cross-validation result are selected to retain the original training set to generate the final SVM classifier.
Step 6: Use the constructed SVM classifier to classify the testing data set and collect the performance accuracy.
Step 7: Repeat step 1 through 5 for all SVM kernel functions (Linear, Polynomial, RBF, and Sigmoid).
Classification performance with noisy data
In order to study the performance of SVM, random noise was generated to add to the testing data sets. The selected thresholds for feature selection were 0.8 for Case 1 and 2, and 0.5 for Case 3. Since simulated random noise was a computer generated draw from the probability distribution, the Monte Carlo simulation methods was applied to obtain better accuracy of SVM's performance. For instance, some random values of noise added to the system affect the performance of SVM more than the other. Due to this reason, the classification accuracy of noisy data for each kernel function was the average of 500 simulations, and the noise percentage was increased from 5% to 60%. In order to avoid overfitting when working with the data contaminated with noise, the optimal value of C = 5.6569 obtained from all three cases and the kernel width = 1/3 were set to the default values in this case.
Artificial Neural Networks
The next machine learning method used in this study is a standard two-layered feedforward multilayer perceptron (MPL) neural networks as depicted in Figure 7 . Similar to SVM, the data setup from step 1 through 3 was kept the same without step 4 because ANN does not need the kernel parameters. To make the comparison between SVM and ANN consistent throughout, ANN was also performed with and without the IDE features selection implementation throughout three cases. By contrast to SVM, the input vectors of ANN must be transposed so that the number of rows represent the normalized input features (i.e. one node is equivalent to one feature), while the number of columns represented the number of sample points due to the method's architecture. Multiple numbers of hidden layers were determined through various trials; it was observed that one perceptron within the hidden and output layers was sufficient enough for the data extracted from the gearbox.
The ANN architecture in this work was generated and implemented using the MATLAB neural network toolbox. From the hidden to the output layer, linear transfer function was chosen as the mapping function from the net input to its layer's output. Within the hidden and output layer, the initial weights and biases were generated randomly. Furthermore, the desired adjustment for the weight factor was computed iteratively using the Levenberg-Marquardt training function. The network was trained and implemented by minimizing the cost function or the performance function-mean squared error (MSE)-between the predicted output and the target values. Here, the MSE goal was set to be 10 −30 , the maximum number of iterations was 10 30 , maximum validation failures of 6, and a maximum adaptive value-µ-of 10 100 . The iterative process continued until any of those conditions were met.
Results and Discussion
Case 1: DWT coeflcients' statistical characteristics
Recall that in the first case seven statistical features of each wavelet coefficients (approximations and details) were carried out, resulting in 28 input attributes. Figure 8 demonstrates the quantified sensitivities of the extracted features using IDE. It can be observed that the statistical distributions in the lower frequency subbands are much more responsive to the gearbox's state of health because the wavelet approximations and details breakdown within these bands carry finer frequency resolution. Less sensitive features were eliminated using three different threshold values of 0.2, 0.4, and 0.8. In order to understand how much these features can affect the classification performance of SVM and ANN, three additional sets of features were selected as shown in Table 6 . Consequently, Table 7 summarizes the classification performances of four different SVM kernel functions and ANN with various sets of input features.
When all features are used as inputs, Linear and Polynomial perform better than RBF, Sigmoid, and ANN. There are two explanations as to why the Linear kernel has a higher classification rate: (1) the features characterized by statistical values are linearly separable and (2) the num- ber of instances (i.e. data points) is much larger than the number of features (510/28~18 times larger) which allows higher dimension space mapping to be more separable [21] . As the threshold increases, the number of input features decreases, leading to higher damage detection accuracy among all methods. In the cases where the number of input features are smaller (e.g. threshold = 0.8 and the last two randomly generated feature sets) RBF kernel outperforms the other kernel as well as ANN. On average comparison, Linear has the highest damage detection accuracy rate followed by ANN, Polynomial, RBF, and Sigmoid.
Case 2: WPT energy contents
As shown by the IDE sensitive scores in Figure 9 , the extracted features from the WPT energy are a lot more sensitive to the condition of the gearbox compared to the statistical features obtain from DWT coefficients in Case 1. Ac- celeration signal varies prominently in signal amplitudes for the damaged condition which impact the interval and energy distribution within frequency bands. It can be observed that the lowest IDE score in Case 2 is 0.3, which is a lot higher relative to almost 0 in Case 1. Based on the general observation, the classification rates of using WPT energies as inputs are expected to be higher than using the statistic characteristics of DWT coefficients even with smaller numbers of features. The thresholds and their corresponding input features in conjunction with the three randomly selected feature sets can be found in Table 8 .
Results shown in the Table 9 indicate the relationship between the threshold and classification rate is not completely linear for certain classification methods. For all SVM kernel functions and ANN, the damage detection accuracies are relatively high to perfect (100%, 99.51%, 100%, 8.04%, and 100%) when all features are used. However, when the first threshold is applied, the classification of all, except Linear and RBF, drops down. Sigmoid seems to have the larger fall (from 98.04% to 96.57%) compared to Polynomial and ANN. The classification rates begin to pick up a linear relationship with the number of sensitive features selected again when the threshold increases from 0.2 to 0.8 with two exceptions with the RBF kernel function and ANN. This phenomenon can be explained by overfitting due to a smaller number of input features. To better explain how overfitting can happen when the number of input features is small, the decision boundaries of all four SVM kernels functions are portrayed in Figure 10 .
The two features used in this demonstration are Feature 5 and 13; their corresponding results are also listed in Table 10 on the third to last row. It can be seen that RBF kernel has a slightly better separation than Linear because the decision boundary is slightly curved. Decision boundaries generated by the Polynomial and Sigmoid kernels have much higher curvature and over-fit the data, yielding lower classification accuracies. Nonetheless, the average accurate detection rate among the five methods still ranges between 92.01% and 96.97%, which is significantly more precise than those in Case 1 even with less input features to begin with. The lowest damage detection rate achieved in Case 2 is 78.92% using a randomly selected feature set while the lowest rate in Case 1 is 40.69%. This indicates that detecting gear fault using wavelet energy packet is more effective than using the statistical features of wavelet coefficients. On the average performance in Case 2, RBF yields the best accuracy followed by Polynomial, Linear, ANN, and Sigmoid
Case 3: WPT energy contents' statistical characteristics
The third case study conducted in this research involved using the statistical characteristics computed from the wavelet energy packet in Case 2. Therefore, there were a total of seven input features in this case. Similar to the previous IDE features selection figures, Figure 11 exemplifies the responsibilities of the input features: absolute mean, RMS, standard deviation, kurtosis, peak-to-peak, crest factor, and skewness. Based on the IDE scores, the absolute mean of all the energy subbands is almost not sensitive at all to the gearbox's condition. RMS, standard deviation, and peak-topeak values are extremely sensitive to the system while the other three (kurtosis, crest factor, and skewness) are somewhat susceptible to damage within the gearbox. In light of basic statistical values within digital signal processing (DSP), the RMS and standard deviation measure how far the signal amplitude fluctuates from its mean while the peak-to-peak describe the excursion of the waveform (acceleration in this case) so they are sensitive to the signal energy. Kurtosis measures how flat or peaked the amplitude is compared to its normal distribution, crest factor indicates the extremity of peak values in a waveform, and the skewness indicates the symmetry of the waveform am- plitude's probability density function. Thus, when the acceleration signal varies it impacts the amplitude distribution, impact interval and energy, which affect the aforementioned statistical values [14] . Based on the results summarized in Table 11 , the performances of four SVM and ANN fluctuate between 94.81% to 99.51% without any 100% damage detection accuracy regardless of the number of input features. Aside from the performance of the Sigmoid kernel when using the last set of random selected features set, the differences among success classification rates of all SVM kernel functions and ANN with different input features are relatively small. RBF kernel carries out the same damage detection rates of 99.02% throughout all seven demonstrations. Compared with the results presented in Case 1 and 2, Case 3 by far has the highest successful rate in gearbox damage detection. RBF also outperforms the other SVM kernel functions and ANN on average similar to Case 2 at 99.02%. The second best tool is Polynomial kernel (98.99%) follows by Linear (98.81%), ANN (98.53%), and Sigmoid (98.04%).
It can be observed that on average, using statistical features of wavelet energy produces higher success rate in gearbox damage detection in comparison with using wavelet energy packet and statistical values of wavelet coefficients. When dealing with statistical characteristics of wavelet coefficients, Linear kernel performs with the highest damaged detection accuracy (86.13%). RBF kernel, on the other hand, has the highest success rate in detecting gearbox damage using wavelet energies and their statistical features (96.36% and 99.02% respectively).
Classification performance with noise
In addition to comparing the performances of all SVM kernels and ANN, classification performances of the four SVM kernel functions are presented. Figures 12-14 pict their performances when random noise is added to all three cases of study; Case 1, 2, and 3. For the noisy case, the SVM parameter C and are kept fixed among all kernel functions to avoid overfitting. Since the optimal value of C across all three cases is 5.6569, it is also used in this study. The kernel parameter is set to be 1 #of features = 1 3 (i.e. default value in LIBSVM library guide [21] . Three feature sets chosen for these three noisy cases are those corresponding to the thresholds: 0.8 for Case 1 and 2, 0.5 for Case 3. Each feature sets contain three dominant features.
The performances of all four SVM kernels in Case 1 decrease drastically as the percentage of noise increases. When less than 15% noise is added to the testing data, Polynomial has lower classification performance than those of RBF, Linear, and Sigmoid. This is because its higher degree order (d = 2) causes overfitting. As the percentage of noise increases from 15% onward, Polynomial begins to outperform the rest, however, with a small margin. It can also be observed that Linear and RBF perform with roughly the same accuracy. Even with 60% noise added, the classification accuracies of all four kernels are still above 65%.
Compared with Case 1, Case 2 and 3 carry out higher classification accuracies; their lowest rates are above 75% even when 60% noise is added to the testing data. Although the Polynomial kernel in these two cases, however, are not performing as well as the other kernels, however, their differences are pretty negligible.
The classification accuracy trends for RBF-SVM of Case 1, 2, and 3 in this work are similar to the one presented in Hu et. al. [17] but with a slightly higher success test rate (classification accuracy~57% versus~70% in Case 1,7 7% in Case 2, and~76% in Case 3). 
Conclusion
In this research, three methods for gearbox damage detection based on DWT coefficients and WPT energy in conjunction with SVM and ANN were conducted for comparison. The methodologies developed in this paper could be applied to other rotating elements as well. The damage level considered was level 1, i.e. detecting the presence of damage in a gear box. DWT and WPT were implemented to extract information from the gearbox acceleration data. This information was further processed into in-put features for SVM and ANN using statistical analysis. The improved distance evaluation technique (IDE) was used to eliminate non-sensitive features. In order to improve the performance of SVM, its penalty parameter C and the kernel parameter were optimized specifically for each kernel function with different input features via the grid-search method. Finally, the selected input features and optimal SVM parameters Cand were used to generate classifiers to perform damage detection for the gearbox. The classification performances of the four SVM kernel functions with noisy data were also presented. The following are the conclusions accumulated from this research.
When applying wavelet decomposition to extract
features from gearbox's acceleration data for machine learning algorithms, a decomposition level between 3 and 4 is sufficient for gearbox damage detection. In contrast, if wavelet trans-form is used as a main tool to analyze gearbox signals, then a higher level of decomposition will be needed. For this system, the smallest decomposition level of 8 was needed to identify gearbox damage based on wavelet packet energy. 2. Linear-SVM has the highest classification accuracy when using statistical characteristics of DWT coefficients as input features to SVM and ANN. RBF-SVM, on the other hand, outperform Linear, Polynomial, Sigmoid-SVM and ANN when using wavelet packet energy characteristics or their statistical values as inputs.
In general, input features extracted from WPT energy characteristics are more sensitive to the condition of a gearbox than those from the DWT coefficient. Therefore, higher damage detection accuracy can be achieved using features obtained from the wavelet energy packet.
