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Long-time asymptotic behaviour of the value function in
nonlinear stopping problems
Tomasz Klimsiak∗ and Andrzej Rozkosz†
Abstract
We provide general conditions ensuring that the value functions of some non-
linear stopping problems with finite horizon converge to the value functions of the
corresponding problems with infinite horizon. We also provide the rate of conver-
gence. Our results can be formulated as results on stability, with respect to time
horizon, of nonlinear f -expectations. Applications to stopping problems involving
some integro-differential operators are given. They include asymptotic behaviour
of fair prices of American options in an exponential Le´vy model.
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1 Introduction
Let M = {(X,Px), x ∈ E} be a normal temporally homogeneous Markov process with
state space E and life time ζ and let F = (Ft)t≥0 denote the minimum admissable
filtration generated by M. In the present paper, we give some general conditions on
functions f : E × R→ R and g, ϕ : E → R guaranteeing that
lim
T→∞
sup
σ∈TT
Efx;0,σ(g(Xσ)1{σ<T} + ϕ(XT )1{σ=T}) = sup
σ∈T
Efx;0,σg(Xσ). (1.1)
Here Efx is the nonlinear f -expectation (defined under the measure Px) introduced by
Peng [15] (see also [16]) and TT (resp. Tζ) is the set of all stopping times σ with respect
to F such that σ ≤ T (resp. σ ≤ ζ).
The convergence (1.1) can be interpreted in terms of convergence of value functions
of some nonlinear optimal stopping problems. Suppose that for some x ∈ E, for every
T > 0 there exists an adapted process Y T solving the following nonlinear stopping
problem: for every stopping time α ∈ TT ,
Y Tα = ess sup
σ∈TT ,σ≥α
Ex
( ∫ σ
α
f(Xt, Y
T
t ) dt+ g(Xσ)1{σ<T} + ϕ(XT )1{σ=T}
∣∣Fα
)
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where Ex is the expectation with respect to Px. We show that in fact (1.1) means that
if α ∈ TT for some T > 0, then
lim
T→∞
Y Tα = Y
∞
α Px-a.s., (1.2)
where Y∞ is an F-adapted solution to the infinite horizon stopping problem: for every
α ∈ Tζ ,
Y∞α = ess sup
σ∈Tζ ,σ≥α
Ex
( ∫ σ
α
f(Xt, Y
∞
t ) dt+ g(Xσ)
∣∣Fα
)
.
We also provide the rate of convergence in (1.2). Namely, we show that for all T > 0,
sup
α∈TT
Ex|Y
T
α − Y
∞
α | ≤ PT |ϕ|(x) + PT (R|f(·, 0)|)(x) + sup
τ≥T
Ex|g(Xτ )|, (1.3)
where (Pt)t≥0 (resp. R) is the semigroup (resp. potential operator) determined by
M. In mamy interesting cases one can estimate effectively the right-hand side of (1.3).
Examples are given in Section 5.
The main idea of the proof of (1.1)–(1.3) is as follows. By the results proved in
[9, 10] it is know that in our general setting (i.e. for general filtration) Y T is the
first component of the solution to reflected backward stochastic differential equation
(RBSDE) with coefficient f , terminal condition ϕ(XT ) (at terminal time T ) and barrier
L = g(X), whereas Y T is the first component of the solution to RBSDE with coefficient
f , terminal condition 0 (at terminal time ζ) and barrier L. In the paper we show that
similar relation holds between reflected equations mentioned above and nonlinear f -
expectations with horizons T and ζ, respectively. We then show some general stability
result for solutions of RBSDEs. From these results we deduce (1.1)–(1.3).
We think that our stability result for solutions of reflected equations (or, equiva-
lently, for nonlinear f -expectations) is of independent interest. Roughly speaking, it
says that if Y i, i = 1, 2, is the first component of the solution of RBSDE with integrable
terminal value ξi, coefficient f i satisfying the monotonicity condition (nonincreasing)
and barrier Li of class (D), then for every α ∈ Tζ ,
‖Y 1−Y 2‖x;1,α ≤ Ex|ξ
1−ξ2|+Ex
∫ T
0
|f1(Xt, Y
2
t )−f
2(Xt, Y
2
t )| dt+‖L
1−L2‖x;1;α, (1.4)
where ‖η‖x;1,α = supα≤τ<∞Ex|ητ |. It is worth pointing out that we prove (1.4) for
general (not necessarily Markov-type) equations.
Another result needed in the proof of our main results and also of independent
interest says that under mild assumptions solutions to RBSDEs can be approximated by
some penalization scheme. This result can be stated in terms of nonlinear expectations
as follows: for every α ≤ Tζ ,
lim
n→∞
Efnx;α,ϑ(ξ) = ess sup
σ∈Tζ
Efx;α,σ(Lσ1{σ<ζ} + ξ1{σ=ζ}) Px-a.s., (1.5)
where fn(t, y) = f(t, y) + nηt(y − Lt)
−, t ≥ 0, y ∈ R, and η is some strictly positive
progressively measurable bounded process (depending on L in general). We would like
to stress that we prove (1.5) for general (not necessarily Markov-type) equations under
very weak assumptions on the barrier L.
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In the last section of the paper we give examples showing that the assumptions
of our main theorems are satisfied in many interesting situation. We analyze in some
detail the convergence of the value functions of stopping problems in the case where
the underlying process M is associated with some integro-differential operators (e.g.
fractional Laplace operator or divergence form operator) and g is bounded. Then we
consider the problem of valuation of American options in an dividend paying exponetial
Le´vy model. We show that if the payoff function is continuous and satisfies the linear
growth condition, then under some natural assumptions on the model the fair price of
the option with maturity T converges as T →∞ to the fair price of the corresponding
perpetual American option. Finally, we briefly indicate possible applications to the
study of long-time behaviour of solutions to evolutionary obstacle problems.
2 BSDEs and RBSDEs
For the sake of completeness, in this section we recall some known results on existence
and uniqueness of solutions to backward stochastic differential equations (BSDEs) and
reflected BSDEs (RBSDEs) with one barrier.
In what follows (Ω,F , P ) is a complete probability space and F = (Ft)t≥0 is a
right-continuous filtration satisfying the usual conditions.
We denote by ϑ an F-stopping time (not necessarily finite) and by Tϑ the set of all
F-stopping times σ such that σ ≤ ϑ. We assume as given an Fϑ-measurable random
variable ξ, an F-adapted ca`dla`g process L of class (D) and a function
f : Ω× [0,∞)× R→ R
such that f is F-adapted with respect to (ω, t) for any fixed y ∈ R. As usual, in the
sequel in our notation we omit the dependence of f on ω ∈ Ω.
Recall that a ca`dla`g F-adapted process Y is said to be of class (D) under the measure
P if the collection of random variables {Yτ : τ ∈ T } is uniformly integrable under P .
We will need the following assumptions.
(A1) E|ξ| < ∞ and there exists a ca`dla`g process S such that S is a difference of two
supermartingales of class (D) and E
∫ ϑ
0 |f(t, St)| dt <∞.
(A2) For a.e. t ∈ [0, T ], (y − y′)(f(t, y)− f(t, y′)) ≤ 0 for all y, y′ ∈ R, P -a.s.
(A3) For a.e. t ∈ [0, T ] the function y 7→ f(t, y) is continuous P -a.s.
(A4) For every y ∈ R,
∫ ϑ
0 |f(t, y)| dt <∞ P -a.s.
(A5) L is a ca`dla`g adapted process of class (D) such that lim supa→∞ La∧ϑ ≤ ξ,
(A6) There exists a process U such that L ≤ U , U is a difference of two supermartin-
gales of class (D) and E
∫ ϑ
0 f
−(t, Ut) dt <∞.
Definition 2.1. (i) We say that a pair (Y,M) of adapted ca`dla`g processes is a solu-
tion, on the interval [0, ϑ], of the BSDE with terminal condition ξ and coefficients f
(BSDEϑ(ξ, f) for short) if Y is a process of class (D), M is a local martingale such that
M0 = 0 and Mt =Mt∧ϑ, t ≥ 0, P -a.s., and the following conditions are satisfied P -a.s.:
(a)
∫ a∧ϑ
0 |f(t, Yt)| dt <∞ for every a ≥ 0.
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(b) For every a ≥ 0,
Yt = Ya∧ϑ +
∫ a∧ϑ
t∧ϑ
f(s, Ys) ds−
∫ a∧ϑ
t∧ϑ
dMs, t ∈ [0, a], (2.1)
(c) Ya∧ϑ → ξ as a→∞.
(ii) We say that the solution to BSDEϑ(ξ, f) (or to equation (2.1)) is unique if whenever
(Y 1,M1) and (Y 2,M2) are two solutions, then they are indistinguishable, that is Y 1t =
Y 2t , M
1
t =M
2
t , t ≥ 0, P -a.s.
Theorem 2.2. (i) Under (A2) there exists at most one solution to BSDEϑ(ξ, f).
(ii) If (A1)–(A4) are satisfied, then there exists a solution to BSDEϑ(ξ, f). Moreover,
M is a uniformly integrable martingale and
E
∫ ϑ
0
|f(t, Yt)| dt <∞. (2.2)
Proof. Part (i) is a direct consequence of [10, Proposition 2.4]. For (ii) see [10, Theorem
2.9] and [10, Remark 2.2].
Theorem 2.2 was proved in [11] in case ϑ := T > 0 is deterministic and the process
S appearing in condition (A1) is equal to zero. It is worth noting here that for some
applications (A1) with S = 0 is to strong (see [10, Remark 2.6]).
Definition 2.3. (i) We say that a triple (Y,M,K) of adapted ca`dla`g process is a
solution, on the interval [0, ϑ], of the RBSDE with terminal condition ξ and coefficients
f and barrier L (RBSDEϑ(ξ, f, L) for short) if Y is a of class (D),M is a local martingale
such that M0 = 0, K is an increasing process with K0 = 0 and the following conditions
are satisfied P -a.s.:
(a)
∫ a∧ϑ
0 |f(t, Yt)| dt <∞ for every a ≥ 0.
(b) For every a ≥ 0,
Yt = Ya∧ϑ +
∫ a∧ϑ
t∧ϑ
f(s, Ys) ds +
∫ a∧ϑ
t∧ϑ
dKt −
∫ a∧ϑ
t∧ϑ
dMs, t ∈ [0, a], (2.3)
(c) Yt ≥ Lt, t ∈ [0, a ∧ ϑ] and
∫ a∧ϑ
0 (Yt− − Lt−) dKt = 0 for every a ≥ 0,
(d) Ya∧ϑ → ξ as a→∞.
(ii) We say that the solution to RBSDEϑ(ξ, f, L) (or to equation (2.3)) is unique if
whenever (Y 1,M1,K1) and (Y 2,M2,K2) are two solutions, then they are indistin-
guishable.
To simplify the writing, in what follows we call (Y,M,K) a solution to (2.3). The
second condition in (c) is called the minimality condition.
Theorem 2.4. (i) Under (A2) there exists at most one solution to RBSDEϑ(ξ, f, L).
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(ii) If assumptions (A1)–(A6) are satisfied, then there exists a solution (Y,M,K) to
RBSDEϑ(ξ, f, L). Moreover, M is a uniformly integrable martingale, EKϑ < ∞
and (2.2) is satisfied.
(iii) Assume (A1)–(A6). Let {ξn} be an increasing sequence of Fϑ-measurable inte-
grable random variables such that ξn ր ξ and for each n ≥ 1 assumption (A5) is
satisfied with ξ replaced by ξn. Let η be a strictly positive bounded progressively
measurable process. Then for every n ≥ 1 there exists a unique solution (Y n,Mn)
to BSDEϑ(ξn, fn) with
fn(t, y) = f(t, y) + nηt(y − Lt)
−, t ≥ 0, y ∈ R. (2.4)
Moreover, Y n ր Y P -a.s. as n→∞.
Proof. Part (i) follows from [10, Proposition 3.7]. For part (ii) see [10, Theorem 3.9].
To prove (iii) we first note that the existence of (Y n,Mn) follows from Theorem 2.2. In
the proof of [10, Theorem 3.9] it is shown that the asserted convergence of {Y n} holds
with η ≡ 1 and ξn = ξ, n ≥ 1. However, the same proof runs without any changes in the
general case. Also note that in [10, Theorem 3.9] it is assumed that E
∫ ϑ
0 |f(r, Ur)| dr <
∞ but in fact in the proof only the weaker assumption that E
∫ ϑ
0 f
−(r, Ur) dr < ∞ is
used (more precisely, to get [10, (3.9)] we have used the reasoning from (2.20)–(2.21)
in [9]; in that reasoning the weaker assumption is used).
In case ϑ := T > 0 is deterministic and S appearing in (A1) is equal to zero
Theorem 2.4 was proved in [9]. Note also that in many interesting cases (if F is quasi-
left continuous and jumps of L are totally inaccessible) the process K is continuous
(see [9, Corollary 4.4]).
The next theorem shows that a solution to RBSDEϑ(ξ, f, L) exists under (A1)–
(A5). However, without (A6), it need not have the integrability properties formulated
in the second part of Theorem 2.4(ii). For an example see [8, Example 7.3].
Theorem 2.5. Assume that (A1)–(A5) are satisfied. Then
(i) There exists a unique solution to RBSDEϑ(ξ, f, L).
(ii) Let ξ be an Fϑ-measurable integrable random variable and η be a strictly positive
progressively measurable process such that η ≤ 1 and
E
∫ ϑ
0
ηr(Sr − Lr)
− dr <∞, (2.5)
where S is the process appearing in (A1). Then for every n ≥ 1 there exists a
unique solution (Y n,Mn) to BSDEϑ(ξ, fn) with fn defined by (2.4) and Y
n ր Y
P -a.s. as n→∞.
Proof. The existence of a unique solution (Y n,Mn) to BSDEϑ(ξ, fn) follows from The-
orem 2.2. By [10, Proposition 2.4], Y n ≤ Y n+1, n ≥ 1. Set Y = limn→∞ Y
n. By
Theorem 2.4, there exists a unique solution (Y¯ , M¯ , K¯) to RBSDEϑ(ξ, f+, L) and a
unique solution (Y˜ , M˜ , K˜) to RBSDEϑ(ξ, 0, L). By [10, Proposition 3.7], Y n ≤ Y¯ , so
Y is of class (D). Set
τk = inf{t ≥ 0 :
∫ t
0
|f(r, Y˜r)| dr ≥ k}.
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By (A4), {τk} is a chain, i.e. for every ω ∈ Ω there exists kω such that τk(ω) = ϑ, k ≥
kω. Clearly, Y
n is the first component of the solution to BSDEτk(Y nτk , fn). By Theorem
2.4 (iii), applied to the interval [0, τk], with ξn = Y
n
τk
and U = Y˜ in (A6) we have that
Y is equal to the first component of the solution to RBSDEτk(Yτk , f, L). Since {τk} is
a chain, Y is the first component of the solution to RBSDEϑ(ξ, f, L).
Note that a process η having the properties formulated in Theorem 2.5(ii) always
exists. As an example can serve any deterministic strictly positive and bounded by 1
process η such that
∫∞
0 ηt dt <∞. Since S and L are of class (D), η satisfies (2.5).
3 BSDEs, optimal stopping problems and nonlinear f-
expectation
In this section, we give some relations between solutions to BSDEs and nonlinear f -
expectations and value functions of optimal stopping problems. We maintain the no-
tation of Section 2.
Theorem 3.1. Let (Y,M,K) be a solution to RBSDEϑ(ξ, f, L). If E|ξ| <∞ and (2.2)
is satisfied, then for every stopping time α ∈ Tϑ,
Yα = ess sup
σ∈Tϑ,σ≥α
E
(∫ σ
α
f(t, Yt) dt+ Lσ1{σ<ϑ} + ξ1{σ=ϑ}
∣∣Fα
)
.
Proof. See [10, Remark 3.6].
We now recall the notion of the nonlinear f -expectation introduced by Peng [15]
(see also [16]). For α, β ∈ T such that α ≤ β and f satisfying (A1)–(A4) we define the
operator
Efα,β : L
1(Ω,Fβ , P )→ L
1(Ω,Fα, P )
by
Efα,β(ξ) = Yα, ξ ∈ L
1(Ω,Fβ , P ),
where (Y,M) is the unique solution to BSDEβ(ξ, f).
We say that a ca`dla`g process X of class (D) is an Ef -supermartingale (resp. Ef -
submartingale) on [α, β] if Efσ,τ (Xτ ) ≤ Xσ (resp. E
f
σ,τ (Xτ ) ≥ Xσ) for all τ, σ ∈ T such
that α ≤ σ ≤ τ ≤ β. Of course, X is called an Ef -martingale on [α, β] if it is both
Ef -supermartingale and Ef -submartingale on [α, β]. For a given ca`dla`g process V and
stopping times α, β (α ≤ β) we denote by |V |α,β the total variation of the process V
on [α, β].
Proposition 3.2. Assume that f satisfies (A1)–(A4) and let α, β ∈ Tϑ be such that
α ≤ β.
(i) Let ξ ∈ L1(Ω,Fβ;P ) and V be a ca`dla`g F-adapted finite variation process such
that Vα = 0 and E|V |α,β < ∞. Then there exists a unique solution (X,N) of
BSDEα,β(ξ, f + dV ). Moreover, if V (resp. −V ) is an increasing process, then
X is an Ef -supermartingale (resp. Ef -submartingale) on [α, β].
(ii) If ξ1, ξ2 ∈ L
1(Ω,Fβ , P ) and ξ1 ≤ ξ2, then E
f
α,β(ξ1) ≤ E
f
α,β(ξ2).
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(iii) Let f1, f2 satisfy (A1)–(A4) and α, β1, β2 ∈ Tϑ be such that α ≤ β1 ≤ β2. Then
for any ξ1 ∈ L
1(Ω,Fβ1 , P ) and ξ2 ∈ L
1(Ω,Fβ2 , P ),
|Ef1α,β1(ξ1)− E
f2
α,β2
(ξ2)| ≤ E
(
|ξ1 − ξ2|+
∫ β1
α
|f1(t, Y 1t )− f
2(t, Y 1t )| dt
+
∫ β2
β1
|f2(t, Y 2t )| dt
∣∣Fα
)
,
where Y 1t = E
f1
t∧β1,β1
(ξ1), Y
2
t = E
f2
t∧β2,β2
(ξ2).
Proof. Assertion (iii) follows from [10, Theorem 2.9] and (ii) follows from [10, Propo-
sition 2.4]. The existence part in (i) follows from [10, Theorem 2.9]. Now assume that
X is as in (i) and V is an increasing process. Let σ, τ ∈ T be such that α ≤ σ ≤ τ ≤ β,
and let (Xτ , N τ ) be a solution of BSDEα,τ (Xτ , f). It is clear that (X,N) is a solution
of BSDEα,τ (Xτ , f + dV ). Therefore, by [10, Proposition 2.4], X ≥ X
τ on [α, τ ]. In
particular, Xσ ≥ X
τ
σ . By the definition of the nonlinear expectation, E
f
σ,τ (Xτ ) = X
τ
σ ,
so Efσ,τ (Xτ ) ≤ Xσ. A similar reasoning in the case where −V is increasing gives the
result.
For ε > 0, we set
σε = inf{t ≥ α : Yt ≤ Lt + ε} ∧ ϑ. (3.1)
Theorem 3.3. Assume that (A1)–(A5) are satisfied.
(i) (Y,M,K) is a solution of RBSDEϑ(ξ, f, L) if and only if for every α ∈ Tϑ,
Yα = ess sup
σ∈Tϑ
Efα,σ(Lσ1{σ<ϑ} + ξ1{σ=ϑ}). (3.2)
(ii) Let (Y,M,K) be a solution of RBSDEϑ(ξ, f, L). Then
Yα ≤ E
f
α,σε(Lσε1{σε<ϑ} + ξ1{σε=ϑ}) + ε, (3.3)
where σε is defined by (3.1).
Proof. Let σ ∈ Tϑ and let{δn} be a fundamental sequence for the local martingale
M on [α,∞). From the minimality condition we deduce that (Y,M) is a solution to
BSDEα,σε(Yσε , f). By Proposition 3.2(i), Y is an E
f -martingale on [α, σε]. Thus
Efα,σε(Yσε) = Yα.
On the other hand, by the definition of σε and Proposition 3.2(ii), it follows from the
above equality that
Efα,σε(Lσε1{σε<ϑ} + ε+ ξ1{σε=ϑ}) ≥ Yα.
From this and Proposition 3.2(iii) we get (3.3), from which one can easily deduce
that (3.2) is satisfied. To prove the sufficiency part in (i) we denote by Gα the right-
hand side of (3.2). By [10, Theorem 3.9], there exists a unique solution (Y,M,K) to
RBSDEϑ(ξ, f, L). By the necessity part in (i), Gα = Yα, α ∈ Tϑ, so (G,M,K) is a
solution to RBSDEϑ(ξ, f, L).
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Corollary 3.4. Assume that (A1)–(A5) are satisfied. Define fn, n ≥ 1, by (2.4) with
strictly positive progressively measurable process η ≤ 1 satisfying (2.5). Then for every
α ∈ Tϑ,
lim
n→∞
Efnα,ϑ(ξ) = ess sup
σ∈Tϑ
Efα,σ(Lσ1{σ<ϑ} + ξ1{σ=ϑ}) P -a.s.,
Proof. Follows from Theorem 2.5(ii) and Theorem 3.3(i).
4 Stability results
In this section, we prove our main stability results for solutions of RBSDEs. Although
in applications given in Section 5 we will only consider Markov-type equations, it is
convenient to state them first for general equations and then translate them into results
on Markov-type equations.
4.1 General equations
For given α, β ∈ Tϑ such that α ≤ β, we set
‖Y ‖1,α,β = sup
α≤τ≤β,τ<∞
E|Yτ |, ‖Y ‖1,β = ‖Y ‖1,0,β . (4.1)
In what follows, L1 and L2 are ca`dla`g adapted processes of class (D).
Proposition 4.1. Assume that E|ξ1| + E|ξ2| < ∞. Let (Y i,M i,Ki) be a solution of
RBSDEϑ(ξi, f i, Li), i = 1, 2, and f1 satisfy (A2). Then for all τ ∈ Tϑ and ε > 0,
E(Y 1τ − Y
2
τ )
+ ≤ E
(
(ξ1 − ξ2)+ +
∫ βτ
τ
(f1(t, Y 2t )− f
2(t, Y 2t ))
+ dt
+ 1{βτ<T}(L
1
βτ − L
2
βτ )
+
)
, (4.2)
where
βτ = inf{t ≥ τ : Y
1
t ≤ L
1
t + ε} ∧ ϑ.
Proof. Let τ ∈ Tϑ. By the Meyer-Tanaka formula (see, e.g., [18, Theorem IV.68]),
(Y 1βτ − Y
2
βτ )
+ − (Y 1τ − Y
2
τ )
+ ≥
∫ βτ
τ
1{Y 1s−>Y
2
s−}
d(Y 1s − Y
2
s ).
By the minimality condition and the definition of βτ we have
∫ βτ
τ dK
1
r = 0 Therefore
from the above inequality and (A2) it follows that
(Y 1τ − Y
2
τ )
+ ≤ E
(
(Y 1βτ − Y
2
βτ )
+ +
∫ βτ
τ
1{Y 1s−>Y
2
s−}
(f1(t, Y 1t )− f
2(t, Y 2t )) dt
∣∣Fτ
)
.
Since f1 satisfies (A2), this implies that
(Y 1τ − Y
2
τ )
+ ≤ E
(
(Y 1βτ − Y
2
βτ )
+ +
∫ βτ
τ
(f1(t, Y 2t )− f
2(t, Y 2t ))
+ dt
∣∣Fτ
)
. (4.3)
But by the definition of βτ we also have
(Y 1βτ − Y
2
βτ )
+ ≤ (L1βτ + ε− Y
2
βτ )
+ ≤ (L1βτ + ε− L
2
βτ )
+ ≤ (L1βτ − L
2
βτ )
+ + ε,
which when combined with (4.3) yields (4.2).
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Corollary 4.2. Under the assumptions of Proposition 4.1,
‖Y 1 − Y 2‖1;α ≤ E|ξ
1 − ξ2|+ E
∫ T
0
|f1(t, Y 2t )− f
2(t, Y 2t )| dt+ ‖L
1 − L2‖1;α.
Theorem 4.3. Let α, β ∈ Tϑ be such that α ≤ β and let ξ
1 ∈ Fα, ξ
2 ∈ Fβ satisfy
E|ξ1| + E|ξ2| < ∞. Suppose that (Y 1,M1,K1) is a solution to RBSDEα(ξ1, f, L1)
and (Y 2,M2,K2) is a solution to RBSDEβ(ξ2, f, L2) with some f satisfying (A2). Set
Y˜ 1t = Y
1
t 1[0,α)(t), t ∈ [0, β]. Then
‖Y˜ 1 − Y 2‖1;β ≤ E|ξ
1|+ E|ξ2|+E
∫ β
α
|f(t, 0)| dr + ‖L2‖1;α,β + ‖L
1 − L2‖1;α. (4.4)
Proof. Set
K˜1t = K
1
t∧α, M˜
1
t =M
1
t∧α, V
1
t = ξ
11[α,β](t)1{α<∞}, L˜
1
t = L
1
t1[0,α)(t), t ∈ [0, β],
and
f˜(t, y) := f(t, y)1[0,α](t), t ∈ [0, β], y ∈ R.
Observe that the triple (Y˜ 1, M˜1, K˜1) is a solution to RBSDEβ(ξ11{α=∞}, f˜ + dV
1, L˜1).
Therefore, by Corollary 4.2,
‖Y˜ 1 − Y 2‖1;β ≤ E|ξ
11{α=∞} − ξ
2|+ E
∫ β
0
d|V 1|r
+E
∫ β
0
|f˜(r, Y˜ 1r )− f(r, Y˜
1
r )| dr + ‖L˜
1 − L2‖1;β
= E|ξ1|+ E|ξ2|+ E
∫ β
α
|f(r, 0)| dr + ‖L˜1 − L2‖1;β ,
which implies (4.4).
4.2 Markov-type equations
In this section, we formulate some of our main results under the additional assumption
that the underlying filtration is generated by a Markov process.
In what follows, M = (X = (Xt)t≥0, (θt)t≥0,F = (Ft)t≥0, (Px)x∈E) is a temporally
homogeneous Markov process with state space E (augmented by a cemetery state ∂),
shift operators (θt)t≥0 and life time ζ, defined on some measurable space (Ω,F) (see,
e.g., [1, Section I.3] for definitions). We assume that M is normal, i.e. Px(X0 = x) = 1,
x ∈ E. We will use the symbol Ex to denote the expectation with respect to Px.
We adopt the convention that every function h on E (resp. E × R) is extended to
E ∪ {∂} (resp. (E ∪ {∂}) × R) by setting h(∂) = 0 (resp. h(∂, y) = 0, y ∈ R).
Let (Pt)t≥0, (Rλ)λ≥0 be the semigroup and the resolvent associated with the process
M, that is
Pth(x) = Exh(Xt) = Ex(h(Xt)1{t<ζ}), t ≥ 0, x ∈ E
and
Rλh(x) = Ex
∫ ∞
0
e−λth(Xt) dt = Ex
∫ ζ
0
e−λth(Xt) dt, x ∈ E
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for a nonegative Borel h : E → R. By the Markov property and our convention, for all
nonnegative Borel functions h : E → R and T > 0, λ ≥ 0 we have
Ex
∫ ζ
T∧ζ
e−λth(Xt) dt = Ex
∫ ∞
T
e−λth(Xt) dt = e
−λTPTRλh(x), x ∈ E. (4.5)
In what follows, we assume that
ξ = ϕ(XT ), f(ω, t, y) = f(Xt(ω), y), t ≥ 0, y ∈ R, (4.6)
for some Borel measurable ϕ : E → R and a Borel measurable f : E × R → R. As for
the barrier, in this section we assume that it is of the form
Lt = g(Xt), t ≥ 0, (4.7)
for some Borel measurable function g : E → R. We will need the following assumptions.
(H1) Ex|ϕ(Xζ )| <∞ and Ex
∫ ζ
0 |f(Xt, 0)| dt <∞.
(H2) (y − y′)(f(x, y)− f(x, y′)) ≤ 0 for all x ∈ E and y, y′ ∈ R.
(H3) For every x ∈ E the function R ∋ y 7→ f(x, y) is continuous.
(H4) For every y ∈ R,
∫ ζ
0 |f(Xt, y)| dt <∞ Px-a.s.
(B1) L is a ca`dla`g process on [0, T ] of class (D) under the measure Px and g(XT ) ≤
ϕ(XT ) Px-a.s.
(B2) L is a ca`dla`g process of class (D) under Px such that lim supa→∞ g(Xa∧ζ ) ≤ 0
Px-a.s.
Proposition 4.4. Let x ∈ E and f satisfy (H2)–(H3).
(i) If, in addition, (H1) and (H4) are satisfied with ζ = T and g satisfies (B1), then
there exists a unique solution (Y T ,MT ,KT ) to RBSDET∧ζ(ξ, f, L) on the space
(Ω,F , Px).
(ii) If, in addition, (H1) and (H4) are satisfied and g satisfies (B2), then there exists
a unique solution (Y ∞,M∞,K∞) to RBSDEζ(0, f, L) on the space (Ω,F , Px).
Proof. If ϕ, f satisfy (H1)–(H4), then the final condition and the coefficient defined by
(4.6) satisfy (A1)–(A4). Moreover, if g satisfies (B1) (resp. (B2)), then L defined by
(4.7) satisfies (A5) with ϑ = T and ξ defined by (4.6) (resp. with ϑ = ζ and ξ = 0).
Therefore the desired results follow from Theorem 2.5.
Let Y T and Y∞ be as in Proposition 4.4. For x ∈ E we set
VT (x) = ExY
T
0 , V (x) = ExY
∞
0 .
Of course, since Y T0 and Y
∞
0 are F0-measurable, Y
T
0 = VT (x), Y
∞
0 = V (x) Px-a.s.
Proposition 4.5. Let x ∈ E. Assume that ϕ satisfies (H1) and Ex|ϕ(XT )| < ∞ for
every T > 0, f satisfies (H2)–(H4) and g satisfies (B2) and (B1) for every T > 0.
Then for every T > 0,
|VT (x)− V (x)| ≤ PT |ϕ|(x) + PT (R0|f(·, 0)|)(x) + sup
τ≥T
Ex|g(Xτ )|. (4.8)
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Proof. (i) Define ‖ · ‖1,x;α,β and ‖ · ‖1,x;α by (4.1) but with P replaced by Px. By
Proposition 4.4, we can apply Theorem 4.3 with α = T ∧ ζ, β = ζ and Y 1 = Y T ,
Y 2 = Y∞. We then get
|VT (x)− V (x)| ≤ ‖Y
T1[0,T∧ζ) − Y
∞‖1,x;ζ ≤ Ex|ϕ(XT∧ζ)|+ Ex
∫ ζ
T∧ζ
|f(Xt, 0)| dt.
Since Xt∧ζ = ∂ on {t ≥ ζ}, the above inequality and (4.5) imply (4.8).
Fix λ ≥ 0. For t ≥ 0 let
ξ¯ = e−λ(T∧ζ)ϕ(XT∧ζ), f¯(ω, t, y) = e
−λtf(Xt(ω), e
λty), L¯t = e
−λtg(Xt).
Suppose that for every T > 0 there exists a unique solution (Y¯ T , M¯T , K¯T ), on the space
(Ω,F , Px), to RBSDE
T∧ζ(ξ¯, f¯ , L¯), and there exists a unique solution (Y¯∞, M¯∞, K¯∞)
to RBSDEζ(0, f¯ , L¯). Let
V¯T (x) = ExY¯
T
0 , V¯ (x) = ExY¯
∞
0 .
In fact
V¯T (x) = ExY
T
0 , (4.9)
where now Y T is the first component of the solution to RBSDET∧ζ(ξ, fλ, L) with
fλ(ω, t, y) = f(Xt(ω), y)− λy. To see this, we set
Y Tt = e
λtY¯ Tt , K
T
t =
∫ t
0
eλs dK¯Ts , M
T
t =
∫ t
0
eλs dM¯Ts , t ≥ 0,
and check that (Y T ,MT ,KT ) is a solution to RBSDET∧ζ(ξ, fλ, L). Since Y¯ T0 = Y
T
0 ,
this shows (4.9). Note also that in the special case where f = 0 we have
V¯T (x) = Ex sup
σ∈TT∧ζ
Ex(e
−λσg(Xσ)1{σ<T∧ζ} + e
−λ(T∧ζ)ϕ(XT∧ζ)1{σ=T∧ζ}). (4.10)
and
V¯ (x) = Ex sup
σ∈Tζ
Ex(e
−λσg(Xσ)1{σ<ζ}). (4.11)
Applying Theorem 4.3 and repeating the arguments from the proof of Proposition
4.5 shows the following proposition.
Proposition 4.6. Under the assumptions of Proposition 4.5, for every T > 0,
|V¯T (x)− V¯ (x)| ≤ e
−λTPT |ϕ|(x) + e
−λTPT (Rλ|f(·, 0)|)(x) + sup
τ≥T
Exe
−λτ |g(Xτ )|.
5 Applications
In Introduction we have mentioned that the results on convergence of solutions of
reflected BSDEs can be translated into results on convergence of nonlinear expectations
and convergence of value functions in some related optimal stopping problems. In this
section, we make this statement precise. We first consider general stopping problems,
and then we examine thoroughly a class of stopping problem arising in the theory of
American option pricing.
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5.1 General remarks
We keep the notation introduced in Section 4.2. Assume that Ex|ϕ(XT )| < ∞ for
some x ∈ E and there is a solution (Y T ,MT ) to BSDET∧ζ(ξ, f, L) on (Ω,F , Px). By
Theorem 3.1 applied to the stopping time T ∧ ζ, if Y T satisfies (2.2) (with ϑ replaced
by T ∧ ζ), then
Y T0 = sup
σ∈TT∧ζ
Ex
( ∫ σ
0
f(Xt, Y
T
t ) dt+ Lσ1{σ<T∧ζ} + ϕ(XT∧ζ)1{σ=T∧ζ}
)
. (5.1)
Similarly, if there is a solution (Y∞,M∞) to BSDEζ(0, f, L) such that Y∞ satisfies
(2.2), then
Y∞0 = sup
σ∈Tζ
Ex
( ∫ σ
0
f(Xt, Y
∞
t ) dt+ Lσ1{σ<ζ}
)
(5.2)
(a sufficient condition for (2.2) to hold is (A6), see Theorem 2.4(ii)). Therefore Propo-
sition 4.5 gives the estimate of the difference between the right-hand sides of (5.1) and
that of (5.2). Furthermore, by Theorem 3.3,
Y T0 = sup
σ∈TT∧ζ
Efx;0,σ(ξ
T
σ ), Y
∞
0 = sup
σ∈Fζ
Efx;0,σ(ξ
∞
σ ),
where the subscript x indicates that the nonlinear f -expectations are defined under the
measure Px and
ξTσ = Lσ1{σ<T∧ζ} + ϕ(XT∧ζ)1{σ=T∧ζ}, ξ
∞
σ = Lσ1{σ<ζ}.
Therefore from Proposition 4.5 we get the following corollary.
Corollary 5.1. Under the assumptions of Proposition 4.5,
| sup
σ∈TT∧ζ
Efx;0,σ(ξ
T
σ )− sup
σ∈Tζ
Efx;0,σ(ξ
∞
σ )|
≤ PT |ϕ|(x) + PT (R0|f(·, 0)|)(x) + sup
τ≥T
Ex|g(Xτ )|.
We close this subsection with some general remarks on conditions (H1), (H4), (B1),
(B2) and applicability of Proposition 4.5.
Remark 5.2. (i) Of course, if ϕ is bounded, then the first part of (H1) is satisfied
for every x ∈ E. Let m be a σ-finite excessive measure for M, that is for every
t > 0,
∫
E Ptη dm ≤
∫
E η dm for all nonnegative Borel measurable functions η on E. If
ϕ ∈ L1(E;m), then of course the first part of (H1) is satisfied for m-a.e. x ∈ E. Note
that a σ-finite excessive measure always exists. In many applications m is the Lebesgue
measure (see the examples in Section 5.2 below). For further comments see (v)
(ii) Obviously the second part of (H1) is satisfied if Ex
∫ ζ
0 |f(Xt, 0)| dt = R0|f(·, 0)|(x) <
∞. For further comments see (v).
(iii) Of course, a sufficient condition for (H4) is Ex
∫ ζ
0 |f(Xt, y)| dt < ∞ for y ∈ R.
Therefore (H4) is satisfied if for every y ∈ R the function f(·, y) has the same properties
as f(·, 0) in (ii).
(iv) Assume that g is bounded and t 7→ g(Xt) is ca`dla`g under Px. Of course, the last
condition is satisfied if g is continuous. Then t 7→ g(Xt) is a ca`dla`g process of class (D)
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under Px for every x ∈ E.
(v) If g : E → R is bounded, then by the Markov property, for any τ ≥ T > 0 we have
Exg(Xτ ) = ExEXT g(Xτ−T ) ≤ ‖g‖∞PT 1(x), x ∈ E. (5.3)
In many cases this estimate can be used to estimate the term supτ≥T Ex|g(Xτ )| ap-
pearing in (4.8) (see, e.g., (5.7) below).
(vi) Suppose that the processM is associated with a symmetric Dirichlet form (E ,D(E))
on L2(E;m) (two particular examples are considered below; see (5.4), (5.9)). If ϕ ∈
L2(E;m), then x 7→ Pt|ϕ|(x) is quasi-continuous (see [7, Theorem 4.2.3]) and hence
Pt|ϕ|(x) < ∞ for E-quasi-every (q.e.) x ∈ E. If E is transient and f(·, 0) ∈ L
1(E;m),
then by [7, Theorem 4.2.6], R0|f(·, 0)|(x) < ∞ for q.e. x ∈ E. If g is E-quasi contin-
uous, then t 7→ g(Xt) is ca`dla`g under Px for E-q.e. x ∈ E. Note that any function in
D(E) has an E-quasi-continuous m-version, and if E is transient, then any function form
the extended Dirichlet space De(E) has an E-quasi-continuous m-version (see [7, The-
orems 2.1.3, 2.1.7]). Note that the above remarks apply also to more general Markov
processes. However, a careful analysis of relevant examples exceeds the scope of the
present paper.
(vii) Let M˜ be as in (vi) and D be an open subset of E. We denote by M = (X,Px) the
process M˜ killed upon exiting D. Its life time is τD = inf{t > 0 : Xt /∈ D} (for examples
see (5.4) and (5.9) again). Suppose that D is Green bounded, that is supx∈D ExτD =:
c <∞. If f(·, 0) ∈ L1(D;m), then ‖R|f(·, 0)|‖L1(D;m) ≤ c‖f(·, 0)‖L1(E;m). Therefore, if
m is a σ-finite excessive measure for M, then for every t > 0, Pt(R|f(·, 0)|)(x) <∞ for
m-a.e. x ∈ D. If f(·, 0) is bounded, then R|f(·, 0)| ≤ c‖f(·, 0)‖∞, so Pt(R|f(·, 0)|)(x) ≤
c‖f(·, 0)‖∞ for every x ∈ D.
5.2 Processes associated with integro-differential operators
In this section, E := D, where D is a bounded domain in Rd and m is the Lebesgue
measure on D. We also assume that g : D → R is bounded and continuous. Clearly,
under this assumption, g(X) is a ca`dla`g process of class (D).
Killed symmetric α-stable processes. Let α ∈ (0, 2) and M˜ be a symmetric α-
stable process in Rd, i.e. the process associated with the fractional α-Laplacian ∆α/2.
We denote by M the process M killed upon leaving D. Equivalently (see, e.g., [7,
Example 1.4.1]), M˜ is a Markov process associated with the Dirichlet form (E ,D(E))
on L2(Rd;m) defined as
E(u, v) =
∫
Rd
|ξ|αuˆ(ξ)¯ˆv(ξ) dξ, u, v ∈ D(E) := Hα/2(Rd)
(here uˆ, vˆ stand for the Fourier transform of u and v, respectively). It is known (see
[7, Theorem 4.4.3]) that the process M is associated with the part (ED,D(ED)) of
(E ,D(E)) on D, which is defined by
ED(u, v) = E(u, v), u, v ∈ D(ED) := {u ∈ D(E) : u˜ = 0 q.e. on Rd \D}.
Here u˜ denotes a quasi-continuous version of u (with respect to the capacity associated
with (E ,D(E))) and q.e. is the abbreviation for quasi-everywhere (with respect to the
same capacity). The life-time of M is
ζ := τD = inf{t ≥ 0 : Xt /∈ D}.
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The generator of M is the Dirichlet fractional Laplace operator, i.e. the self-adjoint
nonpositive definite operator on L2(D;m), which we denote here by ∆
α/2
|D , such that
D(∆
α/2
|D ) ⊂ D(ED), E
D(u, v) = (−∆
α/2
|D u, v), u ∈ D(∆
α/2
|D ), v ∈ D(E
D) (5.4)
(here (·, ·) stands for the usual scalar product in L2(Rd;m)).
Proposition 5.3. Assume that ϕ, f(·, 0) ∈ L1(D;m) and g : D → R is continuous,
bounded and such that g ≤ ϕ. Then the exists C > 0 such that for every T > 0,
|VT (x)− V (x)| ≤ CT
−d/α(‖ϕ‖L1(D;m) + (m(D))
α/d‖f(·, 0)‖L1(D;m)
+m(D)‖g‖∞), x ∈ D. (5.5)
Proof. Clearly g(X) is a ca`dla`g process of class (D). Let p˜ denote the transition density
of the process M˜ and p the transition density of M. From the fact that p˜(t, x, y) =
p˜(t, 0, x − y) and the known scaling property p˜(t, 0, x) = t−d/αp˜(1, 0, t−1/αx) it follows
that all t > 0 and x, y ∈ Rd,
p˜(t, x, y) ≤ cα,dt
−d/α (5.6)
with cα,d = supx∈Rd p˜(1, 0, x). Since p ≤ p˜, we therefore have
PT |ϕ|(x) ≤ cα,dT
−d/α‖ϕ‖L1(D;m), T > 0, x ∈ D. (5.7)
Furthermore, from (5.6) and [2, Theorem 1] it follows that there is c1 depending only
on α, d such that
sup
x∈D
R01(x) = sup
x∈D
ExτD ≤ c1(m(D))
α/d. (5.8)
Hence
‖R0|f(·, 0)|‖L1(D;m) ≤ c2(m(D))
α/d‖f(·, 0)‖L1(D;m).
Consequently, there is c3 > 0 such that
PT (R0|f(·, 0)|)(x) ≤ c3T
−α/d(m(D))α/d‖f(·, 0)‖L1(D;m).
Furthermore, if g is bounded, then by the Markov property, for any τ ≥ T > 0 we have
(5.3), so applying Proposition 4.5 yields (5.5).
Diffusion processes. Let M be a diffusion corresponding to the Dirichlet form on
L2(D;m) defined as
E(u, v) =
∫
D
aij(x)∂xiu(x)∂xjv(x) dx, u, v ∈ D(E) := H
1
0 (D). (5.9)
where a : D → Rd ⊗ Rd is measurable functions such that aij(x) = aji(x) and λ
−1I ≤
a ≤ λI for some λ ≥ 1 (I is the d-dimensional identity matrix). In fact, E is a part
on D of the form defined by (5.9) with D replaced by Rd (see [7, p. 111 and Example
4.4.1]). Equivalently, M is associated with the divergence form operator
L =
d∑
i=1
∂xi(aij(x)∂xj ), x ∈ D. (5.10)
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Proposition 5.4. Let the assumptions of Proposition 5.3 hold true. Then (5.5) is
satisfied with α = 2.
Proof. The proof runs as the proof of Proposition 5.3 because by Aronson’s upper
estimate (see, e.g., [21] for a nice presentation), (5.6) is satisfied with α = 2, whereas
by [2, Theorem 1], (5.8) is satisfied with d = 2.
Remark 5.5. Similar results one can get for other diffusions for which estimates of
the form (5.7) and (5.8) holds true. For instance, such estimates hold for L perturbed
by the first order operator
∑d
i=1 b
i(x)∂xi with |b| ≤ Λ for some Λ > 0 (see [21]), or,
with α = 2, for nondivergence form operators
L =
d∑
i=1
aij(x)∂xixj +
d∑
i=1
bi(x)∂xi (5.11)
if a, b satisfy the same assumptions as before and additionally a enjoys some regularity
properties (see, e.g., [17, Theorem 2.1.1] and [6, Chapter 1, (6.12)]).
5.3 Valuation of American options
We consider d-dimensional dividend paying exponential Le´vy models. In these models,
under a risk-neutral measure (generally nonunique), the evolution of prices, on the
time interval [0,∞), of financial assets with initial prices x1 > 0, . . . , xd > 0 at time 0
is modeled by a Markov process M = (X,Px) (with x = (x1, . . . , xd)) of the form
Xit = X
i
0e
(r−δi)t+ξit , t ≥ 0, (5.12)
where r ≥ 0 is the interest rate, δi ≥ 0 i = 1, . . . , d, are dividend rates and ξ =
(ξ1, . . . , ξd) is some Le´vy process with ξ0 = 0 and characteristic triple chosen so that if
δi = 0, i = 1, . . . , d, then the disconted price processes t 7→ e
−rtXit = e
ξit are martingales
under Px. The state space of M is E = {(x1, . . . , xd) ∈ R
d : xi > 0, i = 1, . . . , d} and
its life time is ζ =∞. The generator of M has the form
Lf(x) = LBSf(x) + LIf(x), f ∈ Cc(R
d), x ∈ Rd, (5.13)
where LBS is the Black-Scholes operator
LBS =
1
2
d∑
i,j=1
aijxixj∂
2
xixj +
d∑
i=1
(r − δi)xi∂xi
with some nonnegative definite symmetric matrix a = {aij} (volatility matrix). The
operator LI is defined by
LIf(x) =
∫
Rd
(
f(x1e
y1 , . . . , xde
yd)− f(x)−
d∑
i=1
xi(e
yi − 1)∂xif(x)
)
ν(dy),
where ν is a Le´vy measure satisfying some additional integrability conditions (see be-
low). For more details on the model see [3, 14]. When ν = 0, the above model reduces
15
to the multidimensional Black-Scholes model analysed carefully in [13, 19]. From the
assumptions on the model it follows that for i = 1, . . . , d we have
Xit = xi +
∫ t
0
(r − δi)X
i
s ds+M
i
t , t ≥ 0, Px-a.s., (5.14)
for some martingales M i, i = 1, . . . , d (see [14, (2.5)]).
By the definition, the value VT (x) of the American option with payoff function
ψ : Rd → [0,∞) and exercise time T > 0 is given by the formula
VT (x) = sup
σ∈TT
Exe
−rσψ(Xσ),
and the value of the perpetual American option by the formula
V (x) = sup
σ∈T
Exe
−rσψ(Xσ).
We see that VT (x) and V (x) are given by the right-hand sides of (4.10) and (4.11),
respectively, with λ = r and g = ϕ = ψ.
In what follows, we assume that the payoff function ψ is nonnegative, continuous
and there is K > 0 such that
|ψ(x)| ≤ K(1 + |x|), x ∈ Rd.
As for ν, we will assume that
∫
{|y|>1}
|y|2eβ|y| ν(dy) <∞ (5.15)
for some β > 1 if ψ is bounded, and β > 2 in the general case. Note that (5.15) implies
that Ex|Xt|
β <∞, t ≥ 0 (see [20, Theorem 25.3]). We will also assume that
det a > 0.
Theorem 5.6. Let M and ψ satisfy the assumptions described above. Assume addi-
tionally that δi > 0 for i = 1, . . . , d or ‖ψ‖∞ < ∞. Then VT (s, x) ր V (x) as T → ∞
for every x ∈ E. In fact, for all T > 0 and x ∈ E,
V (x)− VT (x) ≤ 2e
−rT ‖ψ‖∞
if ψ is bounded, and in the general case,
V (x)− VT (x) ≤ 2K(e
−rT + |x|
d∑
i=1
e−δiT ). (5.16)
Proof. The first inequality is immediate from Proposition 4.6 (with f = 0). To prove
(5.16), we first observe that it follows from (5.12) and the fact that t 7→ eξ
i
t is a
martingale that
ExX
i
t = xie
(r−δi)t, t ≥ 0. (5.17)
Let ηit = e
−rtXit . By (5.14) and integration by parts formula,
ηt = xie
−rt − δi
∫ t
0
e−rsXis ds+
∫ t
0
e−rs dM is, t ≥ 0, (5.18)
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so η is a positive supermartingale such that Exη
i
t ≤ xie
−δit ≤ xi. Therefore, by [4, The-
orem VI.6], {ηt} converges as t → ∞ to some integrable random variable. Moreover,
under (5.15), limp→1+ Ex|X
i
1|
p = Ex|X
i
1| = xie
(r−δi). Hence Ex|η
i
1|
p ≤ xie
−δ1/2 for some
p > 1, As a result, since ηi is stationary and with independent increments, Ex|η
i
t| ≤
xie
−δit/2, t ≥ 0. Therefore, if δi > 0 for i = 1, . . . , d, then supt≥0Ex|η
i
t|
p <∞ for some
p > 1, so {ηt} converges in L
1(dPx). Furthermore, by (5.17), E
∫∞
0 e
−rsXis ds <∞, so
by monotone convergence,
∫ t
0 e
−rθXiθ dθ →
∫∞
0 e
−rθXiθ dθ in L
1(dPx) as t→∞. There-
fore the martingale t 7→
∫ t
0 e
−rθ dMθ is convergent in L
1(dPx). Consequently, it is uni-
formly integrable and hence of class (D) by [4, Theorem VI.23]. Since t 7→
∫ t
0 e
−rsXis ds
is also of class (D), it follows from (5.18) that η is of class (D). Clearly, this implies that
t 7→ e−rtψ(Xt) is of class (D). Furthermore, since η is a closed supermartingale, for any
stopping time τ such that τ ≥ T we have Exη
i
τ ≤ Exη
i
T (see [4, Theorem VI.10]), so by
(5.17), Exη
i
τ ≤ xie
−δiT , Hence
Exe
−rτψ(Xτ ) ≤ K(e
−rT + Ex|ητ |) ≤ K(e
−rT + |x|
d∑
i=1
e−δiT ).
By (5.17) we also have PTψ(x) ≤ K(1 + |x|
∑d
i=1 e
(r−δi)T ). Therefore applying Propo-
sition 4.6 yields (5.16).
Remark 5.7. Alternatively, one can prove Theorem 5.6 by applying Proposition 4.5
(and not Proposition 4.6) to the r-subprocess of M, i.e. the process constructed from M
by killing its paths with rate −de−rt (for the definition and construction of subprocesses
see [1, Example III.(3.17)] or [7, Section A.2]).
In the language of the option pricing theory Theorem 5.6 says that in exponential
Le`vy models satisfying the assumptions described at the beginning of this section the
fair price of an American option with payoff function ψ and maturity T converges to
the fair price of the corresponding perpetual American option. This result generalizes
the corresponding result from [19] proved (by a different method) for multidimensional
Black-Scholes models, i.e. when ν = 0, and with the additional assumption that ψ is
convex and Lipschitz. Note, however, that the method of [19] together with the results
from [13] provides also the early exercise formula for perpetual options.
We close this section with remarks on applications of our results to obstacle problems
for PDEs. Assume that (H1)–(H4) and (B1), (B2) are satisfied and let Y T be the first
component of the solution to BSDET (ξ, f, L) with ξ, f, L defined by (4.6), (4.7). Set
uT (t, x) = ExY
T−t
0 , t ∈ [0, T ], x ∈ E. In many cases one can show that uT is a solution,
in some sense, to the obstacle problem
min{uT − g,−∂tuT − LuT − f(·, uT )} = 0, uT (T, ·) = ϕ. (5.19)
For instance, in [5] viscosity solutions to (5.19) with L defined by (5.11) are considered.
The paper [14] (see also [13, 19] for the case ν = 0) deals with variational solutions
to (5.19) with L defined by (5.13). Probabilistic and so called solutions in the sense
of duality for equations with operators corresponding to Dirichlet forms are considered
in [12] (for L defined by (5.10)) and [10] for more general operators). The results of
Section 4 can be translated into the results on pointwise convergence of uT to the
solution v of the stationary problem
min{v − g,−Lv − f(·, v)} = 0.
17
Since a systematic and detailed study of the above problem exceeds the scope of the
present paper, it will be given elsewhere.
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