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1. INTRODUCTION 
Consider the finite system of ordinary, second order, linear, self-adjoint 
differential equations in the k parameters, A, , A, ,,.., A, , k > 2; i.e., 
0 < x, < 1, Y = l,..., 12, (1.1) 
urs(x,.) E C on [0, I] and real-valued, r, s = l,,,., k, 
~~(2~) E C on [0, l] and real-valued, r = l,..., k, 
and det{a,,(x,)}~,,_, > 0 for x = (xi ,..., xk) EP, (the Cartesian product of 
the k intervals, 0 < x, < 1, Y = l,..., k). Writing h for (A, ,..., A&, we 
formulate the eigenvalue problem for (1.1) by demanding that X be chosen 
so that all the equations of (1.1) have non-trivial solutions with each satisfying 
the homogeneous boundary conditions 
~0s P,rr(l) - sin PT dx, = dY,U) 0 , o<p,<-;r V-3) 
Y = l,..., k. 
If A can be so chosen, the we shall refer to h as an eigenvalue of system (1.1-3); 
1 This paper is essentially part of the author’s Ph.D. Thesis carried out under the 
supervision of Professor F. V. Atkinson of the University of Toronto. 
a The author’s present address is: Department of Mathematics, Loyola College, 
Montreal, Quebec, Canada. 
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if { y7(xT , h)}i=r is a corresponding set of simultaneous solutions of (1 .l-3). 
then the product of nF=r y,(x, , A) will be called an eigenfunction of this 
system corresponding to the eigenvalue A. 
The oscillation and related theory for system (1 .I-3) is well known, 
([I], pp. 248-251; 2, Chapter 2), and can be stated as follows: 
THEOREM 1.1. The eigenvalues of system (I .1-J) form a countably infinite, 
discrete set, lying in E”, (Euclidean k-space). In particular if ( p, , p, ,..., p,.) 
is a k-tuple of non-negative integers, then there is precisely one eigenvalue of 
this set, say A+ E E”, such that if { yT(x,. , h+)}Fzl is a corresponding set of 
simultaneous solutions of (I. l-3), then yT(x, , h-i) has exactly p, zeros in 
0 -=z x, < 1, r = I,..., k. If we add to (1.1-3) the further condition 
.r I~det{a,,(x,))~.,Il fi y?(q) dx = 1, (1.4) r-1 
then the eigenfunctions of system (2.1-4) f orm an in.nite set of functions ortho- 
normal on I” with respect to the weight function det{ars(xr)}:.s=l ; (here dx 
denotes the element of volume in E”). 
With suitable conditions on the coefficients of (1 .I), we will establish in 
this paper the completeness and expansion theorems for system (I. l-4) 
in analogy with the single-parameter Sturm-Liouville system; this will be 
done by investigating the discrete analogue of system (1.1-3) and considering 
the limiting process. 
In the sequel we shall put 
a= max max max I ars(x,)I; 
lLr<k l<s<kO.<x,~.l 
d = inf. 
XEP 
JieSk- 
p = (CL1 ,*..7 pk), Sk-l denotes the unit k - 1 sphere, and where clearly d > 0; 
and we shall replace the boundary conditions (1.2) by 
d%(O) yJ0) = sin o/?, -;tllc = cos c+ , Y = l,..., k. (1.5) 
v- 
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Also for n = 0, l,..., let us denote by A, the set of all k-tuples of non- 
negative integers lying on the hyperplanes in E”, x1 = 71, x2 == n,..., xk = a, 
and with the property that no component of each such k-tuple exceeds 11. 
We note that A, contains precisely [(n + 1)” - n”] elements. Then we see 
that the eigenvalues of system (1.1-3) can be denumerated according to 
oscillation number; i.e., we can start counting at A, , then count the elements 
of A, successively in a definite manner, then A, , and so on, and in this way 
associate with each element of (J$a A, a unique positive integer and con- 
versely, with this positive integer being used to Label the corresponding 
eigenvalue. Thus, unless otherwise stated, by the symbol Xd we shall mean 
the /th eigenvalue of system (1.1-3) e = 1, 2,..., counted in the above 
manner. 
Finally, unless otherwise stated, 4 will denote the mapping of the positive 
integers onto the non-negative integers defined by: 4(e) = n if & + 1 < 
e < (n + l)k. We note that if 4(d) = n, then / is just the unique positive 
integer associated with a particular element of A, . 
2. THE FINITE DIMENSIONAL MULTI-PARAMETER CASE 
For r = l,..., k, let us divide each of the unit intervals 0 < X, < 1 into 
m equal parts, m 3 m, , where m. is an integer 31 and cot-r(m, - 1) < 
mm,< 1-c k {/3,}, with the inverse cotangent having its value between 0 and rr/2. 
Then from system (1 .l-3), we are led to consider the system, where for 
r = I,..., k, 
m2Yn+l,r + i anA + qnT f 
- 2m2 Y%,~ + m2yn+ = 0 
A-1 I 
n = O,..., (m - I), 
Y 
YOST - Y-l.7 O,T = sin 01r, 
llm 
= cos o+ , if 01~ $: 0 (2.1) 
Y-1.r = 0, Y0.T = A, if a,=0 
~0s I%Y~,~,~ - sin f% 
YWZ.7 -Ym-I.7 = () 
l/m 
and 
a = ars 
21 
nrs 0 m' 4nr = 4r (J * 
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We now write _n for the k-tuples (all , IZ~ ,..., ali) of integers, 0 :g n, 2; m -- 1, 
Y = I,..., k, and puty, = X=,Y~,,,~ 
a?7111 a n,12 a,,+ 
a ~ an221 %,22 al1221i n- 
ankkl ankk2 ankljJ,. 
and where we note a, > 0 for n varying over its appropriate range. Using 
the terminology of Section I, we then have [3, pp. 160-l@]. 
THEOREM 2.1. 1) The eigenvalues of system (2.1) form a finite, discrete set 
in E”. In particular ;f( p, , p, ,..., pk) is a k-tuple of integers 0 -< p, -( m - 1, 
r = l,..., k, then there is precisely one eigenvalue h =-- At of system (2.1) such 
that the corresponding solution y,(x, , X 1) has exactly p, zeros in 0 < x, < 1, 
Y = I,..., k, and where yT(xI. , A+-) is the function defined in - 1 /m << x, ~1 I 
which is just the completion of the sequence ( y-,,,(A+), y&h’),..., y,,,,,(h +)) to 
a piecewise linear function. In fact system (2.1) possesses exactly ml, eigenvalues. 
2) Let us now agree to enumerate the eigenvalues of system (2.1) precisely as 
explained in the introduction, wherein now we consider only WE:01 A, ; thus, 
unless otherwise stated, by the symbol Xln’ we shall mean the /‘th eigenvalue of 
system (2.1), 1 .<. / si m”. T?ien in m”-dimensional number space, (real or 
complex), we have the ovthogonality relationship: 
where SpSL+ is the Kyonecker delta and this being a definition of pfV, when I’ = / 1; 
for an arbitrary vector f in this space we have 
and Parceval’s equality becomes 
3. PRELIMINARY RESULTS 
We consider the system in k parameters, 
0 < x < 1, (3.1) 
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y(0) = sin 01, 40 nx = cos 01, O<a<n, 
441) y(l)cos/z- 
dx 
sin/3 = 0, o<p<rr; 
and the corresponding difference system, (as in Section 2), 
201 
(3.2) 
(3.3) 
k 
m2ynt1 + 11 %A + qn - 24 yn + m2yn-l = 0, n = 0 .,..., (m - l), 
's=l 
y. = sin OL, Yo --Y-1 
lb 
= cos at, if a # 0, 
y. = l/m y-1 = 0 if LY. = 0, 
Ym cos pysy, - sin /3- pYm-l = 
l/m O’ 
where 
a,(x) E C on [0, 11, real-valued, and sup / a,(x)1 < a, 
ocx-.l 
q(x) E C on [0, 11, real-valued, ando~~~r 1 q(x)/ < q; 
-. 
and 
m > m,+ where mO+ is an integer > 1 and cot-l(m,,+ - 
(3.4) 
(3.5) 
(3.6) 
1 k, 7-..> 
1) <P. 
Using the terminology of Section 2, we have ([4], Appendix I). 
THEOREM 3.1. Let h = A+ = (Al+,..., A,+) render (3.1-3) soluble and denote 
by y(x, A+) the corresponding solution. If for m = p,p + I,..., (p > m,+), 
X = A” = (him,..., Xkvc) renders (3.4-6) soluble with the property that 
kwc 1 Am - A+ / = 0, and if we denote by y(x, Am) the solution of (3.4-6) 
corresponding to A” and by z(x, Am) the piecewise linear function in [0, I] defined 
bY 
z (q 
n 
= Yne”) -Yn-l(W 
l/m ’ 
n = O,..., m, 
then 1) Both classes of piecewise linear functions, { y(x, A”~)}~=, and (z(x, Am)}& , 
are uniformly bounded and equicontinuous in [0, 11; 2) Lt,,t,,, / y(x, h”) - 
y(x, At)1 = 0 and Lt,,, 1 x(x, A”) - dy(x, h+)/dx / = 0, unzformZy in [0, I]. 
THEOREM 3.2. For X = A+ E Ek let y(x, A+), the corresponding solution of 
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(3.4-5), have r zeros in 0 < x ( I, Y GZ 2; and if p is the number of zeros of 
w(x) in 0 < x < 1, where w(x) is the piecewise linear function dejned by 
2 m w,,, + (a& ( A+ ~ + q - 2mZ}w, + rn”w,-, = 0, n = O,..., (m - l), 
(3.7) 
w-1 = y1 > wo = Y2 3 Yl 3 Y2 real and y12 + y22 > 0, 
then p > r/2 - 1. 
Proof. Let x1 and x2 be two consecutive zeros of y(x, A+), where 
O<x,<x,<l,G--l<mx,~~,G+j-l<mx2~G+j,1~~.~m-l, 
and j > 1; and let us assume that W(X) does not vanish in e - 1 < mx < / + j. 
Multiply the difference equation in (3.7) by y,(h+) and (3.4), (with h = A+), 
by wn > subtract the latter from the former, and we have for n = 8, 
If j = 1, we can assume without loss of generality that we-r 3 0, we > 0, 
wc+i 3 O,yd-r(A+-) < 0, yt(h+) > 0, ye+i(X+) < 0. But then we see that 
under our assumption that (3.8) is incompatible. Ifj >, 1, we sum equation (3.8) 
from F to 1” +j - 1 and apply the same argument as above to show 
incompatibility. The statement of the theorem follows directly. 
Refering again to Theorem 3.2, let us put for n = O,..., m, 
u, = Ye -m-l(“) -C iy _,(hi) 
l/m In' 
v"n _ Y?w) -m-P) + iy 
l/m 
(A+) 
n 9 
and taking these in the order u. , ziO, ui , z+ ,..., u,, , z+,~ is the complex plane, 
we join them by a series of straight lines, obtaining a polygonal arc 9 whose 
sides are alternately parallel to the coordinate axes. 
Let us introduce angle into the complex plane in the usual sense and let P 
be a point on 9; then as P moves along 9 in the sense described above, and 
starting with --n/2 < flP ( v when P coincides with u. , let 8, be the 
angle measured about the origin, made by the line joining P to the origin. 
Put tip = 8,+ when P coincides with u, and eP = BUS when P coincides 
with v, , n = O,..., m. We observe that 9’ never passes through the origin, 
and crosses the real axis only in the sense of positive motion about the origin 
with the points 8, = 0 (mod r) corresponding to the zeros of y(~, A+); and 
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(3.4-6) is characterized by Oz)m = ,l3 (mod .rr). For further information see 
([3-j, pp. 160-169). 
THEOREM 3.3. For p = I, 2 ,..., let h = ho E Ek reuder (3.4-6), 
(with m replaced by m,), soluble where m,+ < m, < m2 < m3 < ..,, 
0 < ( A1 1 < ( A2 ( < . . . . and Lt.*,,, j P / = co. Then VE > 0 there is a 
positive integer N, such that for any p 3 N, , C:==, anpps”’ > ---E for some n, 
0 <n <m,, where psp = A,Tp// Xp I, s = l,..., k. 
Proof. We assume the statement false; then by relabelling suitable we 
can assume for some E, 0 < E < ,& that for p = 1, 2 ,..., Cf=, ansp.,” < -E, 
11 = O,..., m,, and Ct==, a,(x)p8 < -E, 0 < x .< I, where p = (pl ,..., pk) E Sk-l 
and Lt.,,, J #L$” - pLs J = 0, s = I)..., k. 
For each pair (p, r) we consider the solution of the difference equation 
2 
mfl %+I + )I 2 I i a,,psp + qn - 2mp2[ w, + mp2w,,-, = 0, s=1 
n = O,..., (m, - l), 
with we1 and w0 satisfying (3.5), (with m replaced by m,J; and construct the 
graph CB as above, replacing ev, by eD),r . We observe that, (Theorem 3.1; 
[5J pp. 208-213), for r = 1, 2 ,..., L&, 8,,, = 0, , and Lt7+= 8, = 0, 
where 8, is the polar angle at x = 1 associated with the solution of 
w(0) = sin 01, dw(O)/dx = cos CC 
Let us select an r such that 0, < e/2; then let us select an / > r such that 
1 8, - 8(,, 1 < c/2. Hence from ([3], p. 163), et,[ ,( fI,,, < E < fi, which 
is impossible. This proves the Theorem. 
We observe that if h = Am renders (3.4-6) soluble then A” is just a zero of 
the algebraic equation f&i) = CT=“=, dO, ,(X) where for 0 < p < m, we can 
express d9,,(h) in the form, 
(-l)pd9,JX) = cos p cos c&,(h) + cos ,6 sin &a,,(X) - sin ,B cos &,,,(A) 
- sin /3 sin c&&X) + y,(X), (3.10) 
Diao(h) = 1, i = 1, 2, 3, D, ,, = 0, and for p s 1, i = I ,..., 4, 
m-1 III--l Q-1 
4,@) = c ~'t,n,(~) 1 4n2(4 c A&) ... 
n,'P-- 1 n,=p2 n,=1r-3 
)1+-l %L-1 
... n 1 4n,-,(~> c &.7&) P-1=1 ?Z,-0 
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&(A) =$ “-:,- nj Y,,(X), j = 2,..., (p - I), 
j = 1,...,p; 
and 
rim = ; ‘OS ’ 
1 -cotP 
[cot /3(cos cuDI,, + sin aU,,,(A)) - 6, cos CI], 
m 
01 # 0, P # *TT, 6, = 1, 6, = 0 if p&l; 
= -- ; [S, cos d,,,(h) i sin ~D4,Jh)], 
n: # 0, p = r, 6, = 0, 6, = 1, if p&l; 
1 -- - 
m 
cos B cot m&) $ s, cos /J 
cot p 
! 
D,,,(W 
I-- 
m 
p .:= 0 ,..., m, 
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where 
B’= /cotm, if /3#7r 
= 0, otherwise. 
Now for fixed p we see clearly that Lt.,,, C&,(A) = d,(A), where for 
p >, 0, (-l)p d,(h) can be expressed by the right hand side of equation (3.10) 
if we take y,(X) = 0 and for p >, 1, i = I,..., 4, 
. . . J ~;:=o+(xp-l , A) dx,-, j"-' V&p ,A) dx, P x,=0 
U&l , A) = (1 - Xl)Y(Xl , A), 
= Y(Xl ,4, 
V&P ? A) = (q-1 - qJxpY(x, , A)> 
= (xp-1 - %J)W, 7 4, 
C(Xj , A) = (Xj-1 - Xi)w% 9 A), 
Y(Xj , A) = $ 444 + dx,), 
s=l 
We observe that 
i = 1,2, 
i = 3,4, 
i= 1,3, 
i = 2,4, 
j = 2,..., (p - I), 
j = l,..., p. 
( d (A), < 4(a2=, 1 ‘3 1 + 9)” P \ p! ’ p = 0, l,... . 
Now if X = A+ renders system (3.1-3) soluble we see immediately from 
the Liouville integral formula that h+ is just a zero of the transcendental 
equation f(x) = cos /3 Y(l, A) - sin /3 d Y(l, h)/dx = Cczo d,(A), where 
Y(x, h) is the solution of (3.1-2). 
4. THE TRANSITION FROM SYSTEM (2.1) TO SYSTEM (l.l), (1.3), (1.5) 
For each r, 1 < r < 1, let us replace system (3.1-3) by the rth subsystem 
of system (l.l), (1.3), (1.5), (and h ence system (3.4-6) by the rth subsystem 
of system (2.1)), and putfTVm(h) forf,(A),f,(h) for-f@). Also in Section 3, let 
us now put 
/3+ = rnn: / cot /I, /, if A is not empty, 
= 0, otherwise, 
where A = {/3r j j9T f T, 1 < r < K}. 
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Then from Section 3 w-e see immediately that about any point A : of Ck, 
(complex k-space), the series fr,,,(X),f,,,(A), m = m, , m,, + 1 ,..., Y = 1 ,..., k, 
are majorized by 
(4 + 2p) exp (0 i 1 A,+ ) -t 9) exp a i (4 - AS+); 
c?=l a=1 
and if D is an arbitrary bounded subset of C”, then Lt.,rb,,n IfT,m(A) --f,(h)1 = 0, 
uniformlyinD,r = l,..., k. We also observe that the eigenvalues of system (2.1) 
are just the roots of the simultaneous set of algebraic equationsf,,,(A) = 0, 
Y = I,..., k, and the eigenvalues of system (1.1-3) are just the roots of the 
simultaneous set of transcendental equationsf,.(h) == 0, r = I,..., k. 
Let us form the k-tuple F(X) = {f,(h),...,f,(X)} E Ck, and denote the 
Jacobian ofF(A) at the point h by Jr(A). 
LEMMA 4.1. For / > 1, F(At) = 0, JF(XG) f 0, where AC is the &h 
eigenvalue of system (1.1-3). 
Proof. The first statement follows from above. For the second statement, 
let us consider any I, S, 1 < Y, s < k, and denote by y& , A) the solution 
of the rth subsystem of (1. l), (1.5). If in the rth equation of (1.1) we replace 
Y r&J by ~4x7 , A), differentiate this equation with respect to A, , subtract this 
latter equation multiplied by yr(x, , A) from the former equation multiplied 
by a~& 7 W% , and integrate the result over [0, 11, we have for h -= A”, 
d 
-. 
‘ = dx, 
Considering the rth boundary condition of (1.3), the result follows directly. 
Using the above results, let us fix an 8 3 1, put / /#)/ = .!J > 0, and 
consider the mappingF : Ek + E” and form = m, , m, $ I,..., the mappings 
F,,, : Ek + E”, where F,,, = { fi,JA) ,..., fkJX)}. If VC > 0 we put U, =- 
{A] h E Ek, 1 h - X1 / < E}, then for each E > 0 with the property that 
I JF(h)l > b/2 for h E u,, th ere is a positive integer N, > m, , such that for 
m > N, , F,,(A) has precisely one zero in U, , ([6], pp. 51-52). We therefore 
conclude from Theorem 3.1, the statements proceeding Theorem 3.3, and 
([5], pp. 208-213). 
THEOREM 4.1. For any L 3 1, let ( yr(x, , At)}F=r be the solutions of 
systems (l.l), (1.3), (1.5) corresponding to the 8th eigenvalue. Put p = max 
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{m, , c$(/) + l}; then for m = p, p + I,..., let { yT(x, , y’““)>:=l be the solutions 
of system (2.1) corresponding to the rPth eigenvalue. We thus have 
1) ,I& xnl = Al; 
2) g; 1 yr(x, , e”) - yr(x, ) At)1 = 0, uniformzy in 0 < x, < I) 
Y = I,..., k. 
5. SOME ESTIMATES 
THEOREM 5.1. There exists a positive integer NI such that for any 
& = (N,)” $- 1, 
1) lAGI> &f(c): 
2) There is an Y, 1 ,( Y < k, such that i arS(x,)p,d > 5 
S=l z/k ’ 
x,1 
O<x,<l,=~h~ep~~= ,xc,, s = l,..., k. 
Proof. For 8 3 1, let us choose an I, 1 < Y ,< k, such that y,.(x, , A’), 
the solution of the rth subsystem of (l.l), (1.3), (1.5) correspondent to A’, 
has precisely 4(k) zeros in 0 < x, < 1. Then considering a real-valued 
non-trivial solution of 
qp + {al/K / Ad I + q} Y(x+.) = 0, 0 <xv < 1, 
T 
we see from the Sturm comparison theorem that there is a positive integer n1 
such that the first statement of our theorem holds for C? > (Q + 1. 
That such an Nr > n, exists satisfying our theorem follows from the fact 
that VIE > 0, there is an integer N, > nr such that for any 8 I> (NJ” + 1, 
Cz, ars(x,+)pt > --E for some x7+, 0 < x,+ < 1, Y = I,..., k. To see this 
we need only bear in mind the first statement of this theorem, the boundary 
conditions (l-3), and the behaviour of solutions of the single second order 
differential equation of the form, 
d2Ax) 
when Y(X) < -•E < 0 and the positive constant X is sufficiently large, 
([5], pp. 212-213). 
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We shall state a Lemma whose proof shall be discussed at the end of the 
following theorem. 
LEMMA 5.1. There exists an intger N,, > 1 such thatfor any / > (N$ + I 
and any m 3 max{m, , f+(e) 4~ 1 i, 
THEOREM 5.2. There exists a positive integer N, such that for any 
L > (N,)” + 1 and any m 2 max{m, , +(a) + l}, 
1) lXVll> 
772 
576[(a z/k t 1)2 + q”] 
W); 
2) There is a r, 1 < r < k, such that i and? > A= 
s=1 l/k ’ 
h CWl 
n = o,..., m, where p? = --z-- ,jfWl i ’ s = I ,..., k. 
Proof. For any L >, (NJ” + I, and any m > max{m,, 4(l) + l>, we 
consider equation (3.7), with A+ replaced by A”” and w-r = 0, 
w. = / A’” 1+/m > 0, (L emma 5.1) again under the assumption that W(X) 
hasp zeros in 0 < x < 1. Put 
u - W, - wn-l + iw,-, ; 
n - / jpl” y2 
v - n - wrALL Fy< + iw, , n = O,..., m; 
m m 
then construct the graph 9 and introduce the angle tip exactly as in the 
statement proceeding Theorem 3.3. 
Now equation (3.7) can be put into the form 
I 
m m 
If w, f 0, we have the inequality 
n = O,..., (m - l), 
e %x+1 - Bun < cot BV, - cot ~9,,+~ = -!- a 4 ) Aem 11f2 + m [ 1 
if w,, = 0, we have eUn+, = BV . n 
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For 0 < n < m, if w,, f w,+~ ,
1 XEm /l/Z 
tan eu, - tan eun = ~, m 
and we have the inequality 
eu, - eu, < tan evn - tan eu, = ----; 
m 
if W, = w,+r , we have BU = 0, . 
Hence we see that as P”moves”along 9 in the order described previously, 
0, strictly increases, and we have the inequality 
For 1 < r < 1, let Y,.(x, , Ad”) be the solution of the rth subsystem of (2.1) 
corresponding to A”” having 4(t) zeros in 0 < x, < 1. 
Hence from Theorem 3.2 we have 
( WI -- 57 3 2 1) < [(a d + 111 P P2 + / hc”9 l1,2 ] * 
Considering Lemma 5.1, we see that there exists an integer na > Na such 
that for / > (n# + 1, the first statement of our theorem holds. 
That such an iVa > n2 exists satisfying our theorem follows from 
Theorem 3.3 if we proceed as in the last argument of Theorem 5.1. 
Finally we mention that the proof of Lemma 5.1 can be carried out exactly 
in the same manner as the proof of the first statement of this theorem if we 
again consider equation (3.7) with A+ replaced by A’“, G > 2” + 1, and 
w-r = 0, w,, = l/m; and with 
24. %I n= - wn-l + f&Jn-l ,l/m 
v, zz wn - w7L-1 + iw, , 
l/m 
n = O,..., m. 
6. THE COMPLETENESS THEOREM 
In this section let us add the further conditions to the coefficients of (1.1); 
i.e., let 
44 E G,+2 on 10, 11, r, s = l,..., k, 
4&r) E G, on 10, 11, r = l,..., k, 
505/5lr-14 
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where p is the non-negative integer satisfying 4p ,< k < 4p $- 3. Then 
THEOREM 6.1. The eigenfunctions of system (1.1-4) are complete in L,[P]. 
Proof. Let f(z) E Com(int. P) and put 8 = dist.(X”, supp.f) > 0. Let 
us select the integer N so that IV ;a N, , (Theorem 5.2). Choose any m > ml 
where m+ = max(m, , (p + 2)/a, A’ + l}, and consider system (2.1). Parseval’s 
equality becomes, (Theorem 2. I), 
= S, + S, (6.1) 
2=Nki l C & a, yz(@) 
_n 
where for n = (nr ,..., n,), f, = f (q/m ,..., n,/m). 
For a typical element of S, , let us consider the expression C, (l/mk) 
a, f, y&h”“). Chosing Y according to the second statement of Theorem 5.2, 
and with jS an integer, 1 < j, < k, j,5 # Y, 1 < s < k, we have 
where we have used the rth difference equation of system (2.1) under our 
substitution and 
and 
~2Yn,,r(w = Yn,+13 Gw - 2Yn,.&w -t Yn,-1.rW). 
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Repeating the above operation another p times and using the Schwartz 
inequality, we have 
With the given conditions on the coefficients of equation (1.1) and using 
the second result of Theorem 5.2, we see, ([2], Chapter 4), that there is a 
B > 0 where B depends only upon the coefficients of equation (1 .l) andf(x) 
such that 
1 
It 
A2 1 Qn,r IIt1 
i I 
2 
- __- 
a!! m-2 ‘ii + gn,r(ptm) 
F, <B 
independent of 5 and with this relationship holding for each L’, (with Y 
suitable chosen as explained above), Nk + 1 < G < mk, independent of m, 
m>m-i-. Hence from equations (6.1), (6.2), andTheorem 5.2 we see that 
Ic’ow VE < 0, choose N so that also 
2”B 
L 
F ((u d/k + 1)2 +- q”)]2p+2 & < c. - 
Then from Theorem 4.1 and considering 
,t;Sa &fn, If, I2 - &(, 
it is easy to see that 
is Ikdetb4x,)f~,,_, I f(x);’ dx 
Nk ; .fIk det(~rs(~,)>f,s=lf(.)(~~=l y&, ,J@)) dx 4 
2, j-p det{ar,(;)}~,,=,(n~=l Y,“(x, > 9) dx 
< t 
SinceJ(x) is an arbitrary element of C,“(int. P)and since CoW(int. I’“) is 
dense in L,[P], [7, p, 31, the theorem follows immediately. 
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7. THE EXPANSION BE~HEM 
In this section let us add the further conditions to the coefficients of (I. 1); 
i.e., let 
a&4 E c, on [O, 11, Y, s = I ,.. .) k, 
4&d E C,-, on P, 11, Y = I )..., k, 
where 
p = 3k if k is even, 
=312--l if k is odd. 
Then 
THEOREM 7.1. Let f(x) E C,[lli] with the property that f(x) and all its 
partial derivatives up to and including the jth order vanish on the boundary 
ofIk,wherej=p-3,ifol,fO,~,fn,r = I,..., k,j=p-2otherwise. 
Then we can expend f (x) in terms of the eigenfunctions of system (1.1-4) ; i.e., 
for x = (x1 ,..., x7&) E I”, 
f(x) = 2 jS,,det{a,,(t,)}~,~=,J(t))(~ yT(t,. , A”)) dtj fi y,& , AC) 
(=I r==l r-1 
where the series converges absolutely and uniformly to f (x) on Ik. 
Proof. To investigate convergence of the series, using Theorem 5.1, we 
consider a typical element for Z! > (IV,)” + 1 and proceed exactly as in 
Theorem 6.1. We observe that here the absolute values of yT(x, , A’), (r chosen 
according to Theorem 5.1), and ~~=ry,(xJ, Xc)/! AL Iii-r remains less than 
some bound independent of / and x = (x1 ,..., x1) E I”, ([8], pp. 334-335). 
With convergence established, Theorem 6.1 gives the result. 
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