approached the causal analysis of sequences of interventions from a potential outcome perspective based on selection on-observables-type assumptions (sequential conditional independence assumptions).
1 Introduction * This paper addresses practical issues associated with the non-or semiparametric estimation of dynamic treatment models that are identified by sequential selection-on-observables (or conditional independence) assumptions.
While the effects of dynamic selection bias and the impact of sequential interventions have received little attention in the applied econometrics literature so far, there is a substantial literature about the estimation of average 'causal effects' of interventions using large micro data sets based on a static causal model. Angrist and Krueger (1999) and Heckman, LaLonde, and Smith (1999) provide comprehensive overviews of this vast literature. Several authors have addressed dynamic causal issues by using ad-hoc modifications of the static causal framework.
For example, Bergemann, Fitzenberger, and Speckesser (2004) evaluate training program sequences, and Lechner (1999) and Sianesi (2004) propose procedures to deal with participants entering labor market programs at different points in their unemployment spell. In a related setting, Crépon and Kramarz (2002) use different 'start times' to analyze the effects of the introduction of a policy to reduce standard working hours in France. A similar problem is the issue of program duration as analyzed by Behrman, Sengupta, and Todd (2004, 2005) in the context of a school subsidy experiment. Because these papers use static models of potential outcomes, it is difficult to define the desired causal effect in such a way such that the impact of the (implicit) assumptions about the dynamic selection process on the estimand becomes apparent.
1 Robins (1986) first suggested an explicitly dynamic causal framework based on potential outcomes that allows the definition of causal effects of dynamic interventions and systematically addresses this type of selection problem. His approach was subsequently applied in epidemiology and biostatistics (e.g. Robins, 1989 , 1997 , Robins, Greenland, and Hu, 1999 , for discrete treatments; Gill and Robins, 2001 for continuous treatments) to define the effect of treatments in discrete time. Identification is achieved by sequential randomization assumptions (see the very comprehensible summary by Abbring, 2003) . The effects are typically estimated using parametric models. Based on this framework, Murphy (2003) proposes estimators for optimal treatment rules that specify how the treatment changes over time depending on how covariates change.
Recently, Lechner and Miquel (2001, LM01 from now on) extend Robins' (1986) framework to comparisons of more general sequences, to different parameters and selection processes, and to identifying assumptions that are more relevant in typical microeconometric studies. Focusing on the case when all elements that influence selection and outcomes at each stage of the sequence are observable, LM01 discuss different identification conditions required for particular dynamic 1 There are further connections to other strands of econometrics: For example, the literature on dynamic panel data models identified by sequential moment conditions (e.g. Chamberlain, 1987 Chamberlain, , 1992 and this approach are related.
Another connection is with the literature on social learning. In particular, Manski (2004) is concerned with dynamic selection problems from one cohort to the next. However, he assumes that the outcome distribution is stationary over time, which is in sharp contrast to our modelling of the outcomes. Therefore, in his framework, as time goes by more information is revealed about the same counterfactual outcome distribution and social learning can be regarded as a process of reducing ambiguity resulting from the selection process. In the framework by LM01 used here, stationarity is not required and the uncertainty does not necessarily decrease over time. Finally, the work by Abbring and van den Berg (2003) addresses dynamic issues by using variation in the start time of treatment spells to identify the effects within a duration framework. Abbring and Heckman (2008) provide an overview of the different dynamic approaches.
causal effects. Since the assumptions used in LM01 bear some similarity to the selection on observables or conditional independence assumption (CIA) that is prominent in the static evaluation literature, Lechner (2004, L04 from now on) proposed matching and inverse probability weighting estimators that are dynamic extensions of similar estimators used in the static model.
These estimators retain most of the flexibility and convenience of the static methods that have made them the workhorse in empirical evaluation studies, particularly in Europe (see the excellent survey by Imbens, 2004, or Heckman, LaLonde, and Smith, 1999) . Applications of the explicit dynamic causal framework based on potential outcomes are very rare in econometrics so far.
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Since there are few experiences so far with this type of estimation for these models, this paper discusses several issues that come up when the dynamic approach is applied in practice. To begin with, three examples are chosen to show that the dynamic model can be fruitfully used to address questions that surface in applied evaluation studies and that are hard to address within a static framework, because the latter is not able to handle selection problems that occur while a particular treatment is in operation.
The first example concerns the effects of sequences of programs. The breakdown of the static model occurs when selection into the second and any subsequent programs is influenced by the outcome of the previous programs, so that particular control variables become endogenous in particular ways with respect to the complete sequence. The static model provides no way to handle such intermediate outcomes.
2 An exception is Ding and Lehrer (2003) who use this framework and related work by Miquel (2002 Miquel ( , 2003 to evaluate a sequentially randomized class size study using difference-in-difference-type estimation methods.
The second example concerns the effects of earlier or later program starts. As mentioned above, there have been attempts to estimate such effects in the evaluation literature by Sianesi (2004) . 3 However, her adjusted static framework does not clearly spell out the causal contrasts being estimated and does not explicitly define the exogeneity conditions required for the control variables to identify the underlying causal effect. The latter deficiency is shared by papers that try to mitigate the problem of different starting dates in evaluation studies by randomly drawing start dates (see Lechner, 1999, Gerfin and Lechner, 2002 , and the critique of this procedure by Fredriksson and Johansson, 2003) .
The third example is the effect of the actual duration of a program. The problem with the actual duration of a program is that it could be endogenous: For example, if the effect of a program comes from the signal that participation sends, then it is very likely that people will leave the program while it is under way. This attrition is, however, an effect of beginning and staying up to that point in the program. So far, empirical evaluation studies have circumvented this problem by considering the effects of planned duration only (e.g. Lechner, Miquel, and Wunsch, 2004) . Such studies estimate a different parameter that may or may not be of interest in the particular situation.
The conditional independence assumption that justifies matching estimation in the static context is sometimes called a data hungry identification and estimation strategy. If static matching is data hungry, then dynamic matching is starving for data. This starvation relates to the number of observations necessary in the particular sequences to obtain precise inference, to the time-varying variables required to obtain identification, and to the heterogeneity of the characteristics observed in the particular treatments that may lead to support and over-parametrization problems. Taken together, these factors could lead to the undesirable situation that the price to pay for using the 3 See also the related approaches by Li, Propert, and Rosenbaum (2001) that appeared in the statistics literature. much more informative dynamic approach is that it produces very noisy estimates on a common support that has no policy relevance. Therefore, this paper considers these issues in greater depth from several different perspectives: (i) a comparison to static matching; (ii) the relation between the common support and the length of the specified sequences; (iii) the number of regressors included in the propensity score estimation.
This paper does not derive new analytical results. The discussion is based on known properties of the estimators, as well as on the performance of the estimation procedures in the data. These data come from a rather elaborate attempt to generate artificial data similar to that available in actual evaluation studies of European-type active labor market programs (many covariates, 40 periods with autocorrelation, four programs with different start dates and lock-in effects, etc.). Since in terms of computing time its generation is far too expensive for a Monte Carlo study, only one replication is used. For the limited illustrative goals of this paper, this suffices.
The paper proceeds as follows: Section 2 outlines the dynamic causal framework suggested by LM01 and L04. The notation is introduced and the basic identification conditions are restated.
The estimation problem is explained in Section 3 and sequential matching as proposed by L04 is reviewed. Section 4 details the artificial data. Section 5 presents the three empirical examples.
Section 6 covers the brief comparison to static matching. The issues of additional variables and the relation between length of sequence and common support are discussed in Section 7. Section 8 concludes and Appendix A contains some descriptive statistics concerning the distribution of the true values of the potential outcomes.
The dynamic causal model -notation, effects, and identification
This section briefly repeats the definition of the dynamic causal model as well as the identification results derived by Lechner and Miquel (2001) for the case of sequential selection on observables. To ease the notational burden, I use a three-period-two-treatments model to discuss the most relevant issues that distinguish the dynamic from the static model, although in the application more periods and more treatments are considered. As usual in the econometric evaluation literature, I use the standard statistics terminology based on treatments and potential outcomes to define causal effects.
Basic structure of the model
Suppose that there is an initial period in which everybody is in the same treatment, plus two subsequent periods in which different treatment states are realized. The periods are indexed by t or τ ( , {0,1,2}
The treatment defined over all periods is described by a vector of Bernoulli random variables (RV),
For notational convenience, the treatment of the initial period 
Average causal effects
As in the static model, the potential outcomes are used to define several average causal effects. Equation (2) defines the causal effect (for period t) of a sequence of treatments up to period 1 or 2 ( , ' τ τ ) compared to an alternative sequence of the same or a different length for a population defined by one of those sequences or a third sequence:
The treatment sequences indexed by k, l, and j may correspond to (0) or (1) 
denotes the support of X 0 and X 1 . Part a) of W-DCIA states that the potential outcomes are independent of treatment choice in period 1 ( 1 S ) conditional on 0 X . This is the standard version of the static CIA (e.g. Rubin, 1974) . Part b) states that conditional on the treatment in period 1, on observable outcomes in period 1 (which may be part of 1 X ) and on the confounding variables from periods 0 and 1 ( 1 X ), potential outcomes are independent of treatment choice in period 2 ( 2 S ).
To see whether such an assumption is plausible in a particular application, we have to ask which variables influence potential changes in treatment status as well as outcomes and whether they are observable. If the answer to the latter question is yes, and if there is common support (defined in part c) of W-DCIA), then we have identification, even if some or all of the conditioning variables in period 2 are influenced by the outcome of the treatment in period 1. LM01 show that, for example, quantities like It is a problem for any attempt at nonparametric estimation of these effects that adjustments based on a potentially high-dimensional vector of characteristics and intermediate outcomes (X) are required (details below). Therefore, in the applied static matching literature balancing scores are a popular device to reduce the dimension of the estimation problem (see Rosenbaum and Rubin, 1983) . LM01 show that similar properties hold for the dynamic model as well. 
A low-dimensional choice for balancing scores suggested by LM01 consists of conditional transition probabilities in combination with the variable indicating the selection in the previous period (which of course can be ignored in the first period): Lechner (2004) shows that these scores are convenient for constructing sequential propensity score matching estimators to correct for selection bias under W-DCIA. I focus on this particular estimator because of its simplicity and because of its frequent use in empirical evaluation studies.
Other static matching-type estimators can be adapted to the dynamic context in a similar way (see Imbens, 2004 , for an overview of available estimators). I refrain from discussing estimation based on the S-DCIA explicitly, because estimation under S-DCIA is essentially a static problem with an increased number of treatments. Such estimation problems for multiple treatments are discussed by Imbens (2000) and Lechner (2001 Lechner ( , 2002 and need not be explained here.
Nevertheless, the suggested estimators are consistent under S-DCIA as well. Thus, a comparison of estimators that are consistent under both W-DCIA and S-DCIA (sequential matching) and those that are consistent under S-DCIA only (static matching) could serve as the basis for checking the plausibility of S-DCIA (or the endogeneity of some covariates). However, this point is not developed further in this paper.
Using the balancing scores suggested above the following estimand (quantity to be estimated by sample analogues of observables) results for quantities identified under W-DCIA: 
Note that in the case of more than two treatments, the balancing scores for (4) and (5) will differ with respect to the probability of participating in the first period. For equation (4), the required quantity is
, whereas in equation (5), in which all of the population is the target,
Sequential matching estimators (SM)
LM01 proposes to extend the simple pair-matching estimators that are highly popular in applied evaluation studies to the dynamic context. The idea is to perform the required adjustments by sequentially choosing close pairs of observations in the various steps, so as to mimic the sequential conditional expectations appearing in expressions (4) is matched to an observation of the target population via the intermediate matching step. This procedure leads to the following weights: -
When matching is on the propensity score instead of directly on the confounding variables, there is the issue of selecting a probability model. It seems that so far even in the static model the literature has not addressed this thoroughly. However, the consensus seems to be that a flexibly specified (and extensively tested) parametric model is sufficiently rich and that the choice of the model does not really matter (see e.g. the Monte Carlo results by Zhao, 2004) . Similarly, the suggestions in the literature to guide the specification choice by the ability to achieve balance of the respective covariates (e.g. Rosenbaum and Rubin, 1994, or Rubin, 2004 ) can be applied here as well (in each step).
Next, there is the issue of consistent estimation of the standard errors that is not yet resolved for the static matching literature. Based on the simulation results presented in L04, the standard errors are computed conditional on the weights. In other words, the fact that the weights are estimated quantities is ignored. Furthermore, the outcomes may be conditionally heteroscedastic.
However, heteroscedasticity is only relevant in this context if related to the weights. Therefore, a simple k-nearest neighbor estimator is used as in L04 to adjust for any such heteroscedasticity.
Although such an estimator performed well in L04, there is potential for improvement.
The final remark about the matching protocol concerns the common support. The region of common support -defined on the reference distribution for which the effect is desired -has to be ad-justed period by period with respect to the conditioning variables of that period. The matching estimator makes it easy to trace back the impact of this procedure on the reference distribution. 
being the target population as before). Therefore, the conditional probabilities of not participating in the event of interest conditional on the history are sufficient. 10 Hence, as already noted
may be used in the matching step in period 1. The multiple treatment feature of the problem does not add to the dimension of the propensity scores.
Data
The artificial data are generated to look similar to individual panel data found in actual evaluation studies of European-type active labor market programs (such as Gerfin and Lechner, 2002, or Lechner, Miquel, and Wunsch, 2004) , although the exact properties of those data sets used for static evaluation studies are not reflected in the artificial data. In these data, a period is 9 In the application the support is defined slightly more conservatively than given in Table 1 . It is the region between the second largest and second smallest value of the respective propensity scores in the reference distribution. 10 Imbens (2000) and Lechner (2001) develop the same argument to show that in static multiple treatment models conditioning on appropriate one-dimensional scores is sufficient.
rationalized as a quarter. In that sense, there is detailed information about many employment related variables on a quarterly basis for 9 years (quarter 1(1) to quarter 9(4)). In addition, there are summary measures that aim to capture the events before the data is recorded in quarterly intervals.
11
The sample is selected to contain all 'individuals' who are unemployed in the last quarter of year 2, denoted as 2(4). Starting in the first quarter in year 3, individuals may participate in active labor market programs. If not having done so before, they may start a program every quarter up to and including 4(2). In addition, in 4(2) they may start a new program, even if they already participated in a program completed before 4(2).
There are two employment programs (treatments '3' and '4') and two training programs (treatments '1' and '2'). The main difference between the two types is that employment programs have a smaller lock-in effect and that the positive medium-run effects that all programs have deteriorate at a faster rate than for the training programs.
We consider (potential) outcome processes for all sequences of different programs that relate to employment status (employed, unemployed, out of the labor force) and earnings. All processes show considerable state dependence, embody time trends and are influenced by several covariates. Shorter programs with a mean of about 5 months for training and 6 months for the employment programs (standard deviation 2 and 4 months) have much shorter lock-in effects than the longer programs of the same category (mean duration 20, 18; std. dev.: 2, 4), but the (positive) effects also depreciate faster. However, for the sake of brevity the longer program types are not contained in the descriptive statistics given in Table 2. 11 Since space constraints do not allow reproducing the data generating process exactly, a Gauss 6.0 program is available from the author on request. Note that the treatment sequences that define the appropriate subsamples are abbreviated by strings that contain a treatment state for every period. For example, 222222 means six periods for treatment 2, whereas 01000 would mean one period of treatment 0, followed by a period of treatment 1, followed again by 4 periods of treatment 0.
Selection is based on an index model (multinomial probit) with five alternatives. Choices depend on observables that also appear in the outcome processes as well as normally distributed unobservables that are mutually dependent but independent of the observables and unobservables appearing in the outcome equations. All selection processes fulfill W-DCIA. With the exception of nationality, all variables appearing in Table 2 The actual probit models underlying the results presented in the following sections are misspecified, but in ways that remain largely undetected by conventional specification tests. The misspecification relates to the functional form (only single models instead of the underlying multiple index models are used) as well as to omission of some covariates that are highly correlated with covariates included in the sample. In this respect as well, the artificial data seem to exhibit the same problems and questions as real data sets usually do.
The effects of the programs are heterogeneous depending on the type and duration of program, as well as on several covariates. They show lock-in effects that depend on program duration. The effects of the programs all depreciate, but with different speeds. The autocorrelation in the outcome process may increase the lock-in effect and dampen the depreciation. Tables 6, 7 and 8, show means and standard deviations for some outcomes of selected sequences and subsamples.
Interesting causal effects and estimation results
The static model of potential outcomes may also be used to define potential states of the world for dynamic phenomena and to estimate the effects by the usual econometric methods. Using a 12 Thus, it would be straightforward to accommodate dynamic phenomena based on the strong dynamic conditional independence assumption (S-DCIA). This is not the case for the weak dynamic conditional independence assumption (W-DCIA), which allows some specific forms of endogeneity of the covariates.
The following sub-sections give some examples (sequences of programs, waiting for the start of a program, and duration of a program) when such considerations appear to be particularly relevant, discuss potential ways of setting up the estimation problems and present some results. A nice byproduct of the dynamic approach compared to the static approach is that one has to be explicit about what the alternative treatment state is, i.e. whether we compare two periods of treatment to one period of no treatments, or two periods of no treatment, or any other treatment-by-period combination. In many empirical evaluation papers, the no-treatment state is not clearly defined.
Program sequences
Consider an example coming from the literature on evaluating training programs in which interest is not in the effect of one particular program, but of a sequence of programs. However, if the first course of such a sequence is very effective, many unemployed individuals may find that their employment chances have drastically increased afterwards and may not want to attend the next course as originally intended. If interest is not in the first course, but in the sequence of courses, such behavior creates a selection problem that cannot be addressed in the static model. For example, controlling for pre-training variables does not work for obvious reasons in the static model, because an important selection variable, i.e. the outcome of the first participation, is missing. However, controlling for variables realized after the first training course that influence selection into the second course entails the potential problem that they may be influenced by the first part of the training sequence. Thus, they are 'endogenous' in the static model and, therefore, ruled out as control variables. If it is true that selection in each period is based on what is known about the unemployed so far, and that this information is observed, then W-DCIA holds. Table 3 shows some comparisons of the (monthly) earnings effects of different sequences of programs (each sequence starts in period 3(1) and contains the treatment states for the following periods). To differentiate between short-run and medium-to long-run effects, the columns of Table 3 (as well as Tables 4 and 5 ) provide estimates for the periods 4(4), 7(4), and 9(4) for the different sequences under investigation. Whereas in period 4(4) some of the programs of interest may still be running, in period 9(4) the different lengths of the sequences and programs are not important anymore, because all potential outcomes are close to their long-run levels. The rows of these tables contain further information about the sample sizes of the target populations after imposing the common support condition, and on the two counterfactual mean outcomes and the resulting treatment effects. The cells that contain the latter are shaded. Estimated standard errors appear in parentheses below the corresponding estimates of outcomes and effects.
-
---------------------------------------------Table 3 about here ----------------------------------------------
For the interpretation of the estimated effects and counterfactual outcomes, it is important to note that whenever the potential state '0' appears, it does not necessarily mean that the individual is unemployed, but merely that she is not participating in some program in that period. The first practical problem that appears is that there are many possible comparisons. Here, we focus on different programs of a length of 3 periods that may or may not be followed by the start of a further program in period 4(2). The duration of the latter program is not part of the explicit definition of the effect. To capture the effects of having or not having a second program in period 4(2), all sequences have to be fully specified for at least 6 periods. Thus, a sequence like 111002
should be interpreted as participating in program 1 for three quarters and then starting program 2 in 4(2). The dynamic causal model allows the researcher to fix the duration of the first program, and thus isolate the effects of different program durations (see next section) from sequences of programs. Of course, the duration of the second program could be fixed as well, but that would lead to very small sample sizes in this example. Table 3 shows a variety of potentially interesting comparisons for different target populations, namely those who participated in a program in the first period and the non-participants in that period. Since W-DCIA has only limited identifying power, the reference populations are based on the treatment status in the first period. Compared to nonparticipation, the results show lock-in effects of different sizes, and -with the exception of program 4 -considerable positive effects thereafter (although there is sometimes a lack of precision), a finding that is line with the true values that can be found in Appendix A. There is considerable effect heterogeneity across target populations. 13 Furthermore, the estimates from the comparisons of the different programs to each other are too noisy to pin down any medium-to long-run effects in a precise way.
The precision of the estimates depends on the number of 'useful' observations (i.e. observations that are comparable to those in the target populations) in the sequences, which is of course related to the length of the specified sequence. The longer the sequence the more precise is the meaning of the causal contrast but the smaller the remaining number of observations available to estimate it. Furthermore, an increased number of observations in the target population increases precision as well, as the estimates that compare the same sequences for different target populations in Table 3 illustrate. 13 Note that their effective sample sizes and composition after imposing common support depend on the sequences under investigation. Thus, computing the effects of 222001 compared to 222000 for participants in 2 by using the results of 222000 compared to 000000 for participants in 2 and 222001 compared to 000000 for participants in 2
is not strictly valid because those comparisons may be based on different common supports. The direct comparison of 222000 to 222001 could be based on yet another common support.
Delayed program start -the effects of waiting
In the previous section, the specification of the target quantity for which the causal contrast is desired is relatively straightforward. In contrast, when interest lies in the effect of waiting for the start (or delaying the start) of a program, there are different ways to state the causal parameter.
The first possibility is to just concentrate on the beginning of the program and to take no account of the fact that programs that may start at different points in time may also differ in other ways such as their duration. Such a comparison is displayed in the top panel of Table Table 4 (which is also the reason why the results do not change much when increasing the length of the sequences). Note that the comparisons of the different effects for the same target population are sometimes hampered by the fact that the common support may shrink drastically when the length of the sequence increases, because the participants tend to become more homogenous the longer the sequences. This issue is taken up again below.
----------------------------------------------Table 4 about here ----------------------------------------------
Of course, many more interesting contrasts could be considered, such as requiring exactly the same length for both programs. However, they are beyond the illustrative nature and the space constraints of this paper.
The effects of the duration of a program
In this section, I take up the issue of how to measure the effects of different program durations.
The comparison of interest is the effect of an extension of a program. Table 5 shows the results for extensions of 1, 2, or 3 periods. The results differ according to whether the extensions concern only the minimum duration (upper panel) or the actual duration (lower panel). In the long run the estimates reflect positive effects of program duration, although, as observed before, precision becomes an issue when the specified sequence gets longer.
----------------------------------------------Table 5 about here ----------------------------------------------
Note that the static evaluation literature typically refrains from estimating the effects of actual duration, because the programs themselves can cause attrition and thus actual duration cannot be used to differentiate between shorter and longer programs. As long as the relevant factors are observable, so that the W-DCIA holds, this issue is not a problem here and the effects can be estimated directly.
A comparison to static matching
Having discussed some of the questions that can be fruitfully addressed using the dynamic treat- There are two a priori reasons why static and dynamic matching estimators may deviate. First, the static version is biased if S-DCIA fails. Second, the estimates may be based on different populations because of different common supports. Different common supports become an issue particularly when the static approach does not use the intermediate outcomes. As the bias of the static estimator is extensively documented in L04, I refrain from searching for an example for which the bias is sufficiently substantial on the same common support. Instead, I employ the same example that will appear below when discussing the common support problem.
In Table 6 column (1) defines the relevant comparisons and the target population. Column (2) gives the sample sizes for the treatment groups as well as for the target populations after having imposed common support. The latter depends on the particular sequences under consideration.
Column (3) shows the (unadjusted) sample means of the outcome variables in the various subpopulations. Comparing these sample means to the true mean values of the potential outcomes given in column (5) gives some indication of the selection bias that should be corrected for by matching. Columns (7) to (10) contain the results for the static matching, whereas columns (11) and (12) contain the corresponding results for sequential matching.
----------------------------------------------Table 6 about here ----------------------------------------------
The first observation is that the results for static matching may differ substantially depending on whether the intermediate outcomes are included, or not. In the latter case, the results are typically closer to those of the dynamic matching, which in turn are not too far away from the true values (although due to the sampling uncertainty it is hard to pin down differences precisely with the sample sizes used). The second observation is that the common support issue does play a major role, as can be seen by the changing number of observations, by the sample means of the outcome variable for the target population as well as by the different estimates for the shortest sequence '1' that is not subject to the bias due to ignored dynamics. Since the common support issue resurfaces in almost every discussion of the results so far, it is discussed explicitly in the next section.
Some potential problems

Common support
It has already been pointed out that the comparisons of the different effects for the same target population may be hampered by the fact that the common support may shrink drastically when the length of the sequences increases, because the participants tend to become more homogenous the longer the sequences. Table 7 , which is organized in the same way as Table 6 , addresses this issue explicitly for two comparisons. First, the effect of waiting defined by explicitly increasing waiting time (and thus the length of the comparison sequence) from one period to five periods is considered. It appears that the sample size of the target population (participants in the one-period treatment) drops from 8800 to only 3400 for the sequence defined over 6 periods. Comparing the changing values of the true potential outcomes in the target populations before and after imposing common support shows that the populations are indeed very different. Whereas in the initial target population mean potential earnings for at least one period of program 1 was 4022 EUR, within the common support for the comparison of 1 to 000001 the mean potential outcome is less than half that value at 1590 EUR.
A similar picture arises in the bottom panel of Table 7 , where different minimum durations of participation in program 2 are compared to spells of non-participation of the same minimum duration, although the drop is much less dramatic.
Again, these examples point out that there is a price to pay for getting a more precise definition of treatment and the selection effects within a nonparametric framework, because only relatively small parts of the sample may contain useful information for particular dynamic sequences. The problem of small sample size can be remedied in the three usual ways: The first option is to change the parameter of interest by specifying shorter sequences. This corresponds to aggregating over some longer sequences. The second option is to use parametric assumptions to add additional smoothness to the estimation problem. This is, however, not the subject of this paper. The third option is to collect more data.
Note that these findings are fairly robust to a more conservative definition of the common support, such as the region between the 10th largest / smallest value of the respective scores as opposed to the second largest / smallest value as in the baseline estimation.
Too many covariates may be needed to control selection
A potential drawback of the sequential matching approach is that the number of theoretically required covariates increases with the length of the sequence specified, because all the past intermediate outcomes observable at each node of a sequence should be included. When matching is on the propensity score, it implies that the dimension of the matching problem is increasing even if a parametric propensity score is used. The reason is that all past scores should be included as well. Furthermore, estimating a propensity score becomes more demanding when moving along the sequences, as the number of variables increases. Both potential problems could become more severe due to fact that the number of observations decreases when moving along the sequence.
Finally, increasing the number of control variables could also potentially decrease the number of observations that remain in the target population that remain after imposing common support and thus change the estimand considerably. Table 8 documents some of these problems by comparing two sequential matching estimators based on different specifications of the covariates applied to both a long and a short sequence.
"All X" defines a specification in which all variables that are theoretically required are included (up to 28 for sequence 01 and up to 39 for 000001). 14 "Few X" defines a specification that includes only the most recent information about the employment history and intermediate outcomes, leading to only 22 variables in both cases.
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When considering the results for employment rates and earnings, there appear to be no significant differences for the employment rates. For the longer sequences and their effect on earnings, the target populations change to some extent in this example (compare the true values of the target population adjusted for the common support given by the two different estimators). However, the results for both specifications are still close to the true values. The fact that both specifications are close is probably because the observed intermediate outcomes are highly correlated and including only the last one is (almost) sufficient. On the other hand, the specification with all variables included does not seem to be plagued by small sample problems due to potential overparametrization (indeed it seems to be preferable to the one that leaves out some variables), so that, in this example, it seems safe to include all of the variables in the specification that are required by theory.
Conclusions
This paper attempted to show that dynamic matching estimation can be a useful additional tool for empirical researchers because in many important cases it allows the researcher to define the 14 For the longer sequence the intermediate outcomes of only every second period are included in the probits, because otherwise it would not converge for the last node in the sequence.
causal parameter of interest more precisely and to address selection problems that occur while the treatment under consideration is in progress.
However, there is a price for getting a more precise definition of treatment and the selection effects within this nonparametric framework, because only relatively small parts of the sample may contain useful information for the particular dynamic sequences of interest (dynamic matching is an identification and estimation strategy starving for data). This problem of small sample sizes can be addressed by aggregating over some longer sequences. This however changes the parameter of interest and brings the dynamic model closer to the static one. Alternatively, one may consider parametric assumptions to add additional smoothness to the estimation problem. In the future, this option may be explored in more depth.
Appendix A: Description of outcome heterogeneity
Tables A.1 and A.2 contain some descriptive statistics for the true potential outcome variables that can be used to deduce the true effects. To avoid flooding the reader with numbers that are not helpful in interpreting the results that appear in the main body of the paper, we give means and standard deviations for earnings (A.1) and employment (A.2) only for sequences and subsamples that have some relation to the effects considered above. Step 0 SD: Standard deviation in subsample. For indicator variables the share of ones in % is given. The number of observations in the complete sample is 100,000. For treatment 1 we show a subsample based on a sequence of only 4 periods instead of a sequence of 6 periods as for treatments 0 and 2, because for this short program there would be only 34 observations in the latter group. Descriptive statistics for the variables and subsamples not included are available on request from the author. Year (quarter) 4(4) 7(4) 9(4) 4(4) 7(4) 9(4) 4(4) 7(4) 9(4) 4(4) 7(4) 9(4) Year (quarter) 4(4) 7(4) 9(4) 4(4) 7(4) 9(4) 4(4) 7(4) 9(4) 4(4) 7(4) 9(4) Year (quarter) 4(4) 7(4) 9(4) 4(4) 7(4) 9(4) 4(4) 7(4) 9(4) 4(4) 7(4) 9(4) Note: The first element of each sequence refers to period 3(1). s defines the population for which the effects are estimated. s N is the number of remaining observations after adjusting the population s for lack of common support. Estimated standard errors appear in parentheses below the estimates. Bold: Effect is significant at 1% level. Italics: Effect significant at 10% level. 
Note: The first element of each sequence refers to period 3(1). s N is the sample size after imposing common support. Estimated standard errors appear in parentheses. Bold: Effect is significant at 1% level. Italics: Effect significant at 10% level. (SD) denotes the estimated standard error of the estimator, whereas SD (without parentheses) denotes the standard deviation in the sample (not given for the binary outcome). True values and number of observations of the target population are given for the common support of the dynamic matching estimator. 
