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Abstract
We consider an archiving model for a database consisting of secondary and tertiary storage devices in which the
query rate for a record declines as it ages. We propose a ‘dynamic’ archiving policy based on the number of records and
the age of the records in the secondary device. We analyze the cases when the number of new records inserted in the
system over time are either constant or follow a Poisson process. For both scenarios, we characterize the properties of
the policy parameters and provide optimization results when the objective is to minimize the average record retrieval
times. Furthermore, we propose a simple heuristic method for obtaining near-optimal policies in large databases when
the record query rate declines exponentially with time. The eectiveness of the heuristic is tested via a numerical ex-
periment. Finally, we examine the behavior of performance measures such as the average record retrieval time and the
hit rate as system parameters are varied. Ó 2000 Elsevier Science B.V. All rights reserved.
1. Introduction
The rapid increase of data requirements has made data management one of the greatest concerns of
information system managers (Brancheau and Wetherbe, 1977; Dickson and Nechis, 1984; Niederman
et al., 1991; Szajna, 1994). According to industry analysts, the average Fortune 1000 company now
manages over one terabyte of data, and, by the end of this century, it will manage over one petabyte (LSC,
1995). 1 Data requirements between enterprises dier greatly. Some require the storage of very large files,
some have data that are dynamic, others have data that are only read, never updated. Following Zipf ’s law,
some data are accessed frequently after its creation, some rarely, and some never (Considine and Myers,
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1 A terabyte is one million megabytes, and a petabyte is one billion megabytes. As a point of reference, storing one terabyte on 9-
track tape requires 6666 reels, at an estimated cost of over $100; 000. Although tape prices have recently declined sharply, maintenance
costs remain high.
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1977). It is estimated that only 15–25% of local area network (LAN) data are accessed or modified within
90 days, and that the remaining 75–85% of data are static (LSC, 1995). Furthermore, it has been observed
in various settings that the intensity of access to a data set declines throughout the lifetime of the data set
[e.g., financial records in Gravina (1978) text editor data sets in Smith (1981) images or voice recordings as
objects in Harding et al. (1990)]. This is due to the fact that the information value of stored data diminishes
with time. As the record ages, it is less valuable to users and is accessed less frequently; and at some age it
may become obsolete altogether and can be justifiably deleted permanently. The retention regulations for
data are industry-specific. For instance, in banking, financial records are required by law to be maintained
accessible for seven years in the US (10 years in UK); in aircraft industry, the documentation is kept for the
lifetime of an airplane, say 50 years. This diverse nature of access requirements of stored data has long been
recognized and exploited through storage hierarchies.
A storage hierarchy is usually defined in terms of access speed, capacity and cost. Short term data that
are accessed most frequently is stored on the secondary device such as magnetic disk. As the data ages, it is
migrated nearline to less costly and more abundant tertiary storage. It may be first moved to erasable
optical media (jukebox), where access takes a few seconds and, then to magnetic tape (cartridge library),
where it can take several minutes to retrieve the data when needed. The oldest data can be stored oine,
where retrieval may take days. Organizations can set up three or four tiers of migration and storage, de-
pending on their needs and resources.
The static design issues as selection of storage medium and the operational trade os between speed,
capacity and cost ensuing from assignment and reorganization of files in multiple media have been studied
by several authors (e.g., Gecsei and Lukes, 1974; Lum et al., 1975; Cohen et al., 1989; Han and Diehr, 1991;
Klastorin et al., 1993). The migration management of files along a hierarchy of dierent storage media,
called hierarchical storage management (HSM), has also received some attention (e.g., Smith, 1981; Lawrie
et al., 1982).
HSM technology has existed since the 1970s on mainframes; users who have operated terminals in a MVS
environment, for example, were using HSM technology transparently (Considine and Myers, 1977). Under
HSM, data are transferred from secondary to tertiary archival storage medium according to user defined
migration criteria. Among the used criteria are predetermined lifespans and access intensity based rules.
With predetermined lifespans, a file is moved away from the secondary medium whenever it reaches a certain
age regardless of the secondary medium (disk) capacity. With access intensity based rules, eligible files for
archiving are selected by means of a ‘desirability’ index. The system administrator may tag certain executable
files as permanently desirable so that they are never archived. The remaining files are classified according to
their future usage, that is, the future access intensity. The files that are to be most frequently accessed are
tagged ‘active’ and those that are to be less frequently accessed are tagged ‘inactive’. Inactive files are eligible
for archiving. The archiving is performed either periodically or as triggered by a high threshold or watermark
of disk capacity. The most commonly used rule for determining the intensity with which a file is to be ac-
cessed in the future is the least-recently-used (LRU) rule [e.g., Considine and Myers (1977), Smith (1981) and
Lawrie et al. (1982), on mainframes, and Nance (1995), on commercial migration software for LANs].
According to the LRU rule, the file that has been accessed most recently is deemed most frequently used and
the one that has not been accessed for the longest time is deemed least frequently used. Thus, the LRU rule
assumes that the interreference distribution for files is stationary, that is, the access intensity of a file does not
depend on the age of the file. Although this assumption may hold for some data, it is a shortcoming for
others. More sophisticated rules of file migration based on the entire history of file usage are already be-
coming available in commercial software [(e.g., Disk Historian for PCs in Brown (1994)].
In this paper, we consider a database to which new records are added over time, and in which the in-
formation value of individual records is decreasing as the records age. Examples of such databases are
online full text libraries of newspapers and journals (e.g., LEXIS/NEXIS), databases of stock and foreign
exchange quotes (e.g., Teletex in Tanton, 1979), meteorological data repositories (e.g., NCAR in Than-
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hardt and Harano, 1988), customer account information archives for banks (e.g., Gravina, 1978) and
databases of patient medical records for hospitals. In these databases, the most recently created record has
the highest information content but the aged records may also be accessed for historical analysis. Given the
large sizes of such databases, one may want to exploit the cost advantages of multiple storage media with
HSM; however, current migration rules used in HSM are not appropriate for databases with aging records.
The main reason is that HSM treats a database as one large file and ignores the information value of aging
individual records within a database (Ryan, 1994). For this purpose, we propose a dynamic archiving policy
class that considers both the disk capacity usage and the true access intensity of individual records mea-
sured as a function of their ages.
The remainder of the paper is organized as follows: In Section 2, we present the basic model and propose
an archiving policy to minimize the average access times. In Sections 2 and 3, we analyze two special cases
of the basic model from a theoretical perspective. In Section 3, we consider the case when new records are
added to the database periodically (at regular intervals) and develop the expressions for operating char-
acteristics of the system. In Section 4, we analyze the case when new records arrive randomly. In Section 5,
we provide a numerical study to investigate the behavior of the archiving model under the proposed policy
and discuss some of the practical aspects on its implementation. Section 6 summarizes our findings and
mentions possible extensions.
2. The model and assumptions
We consider a hierarchical information storage system (as depicted in Fig. 1) consisting of a secondary
(e.g., magnetic disk) and a tertiary storage device (e.g., optical juke box). New records (i.e., volumes of
journals, criminal or medical records, etc.) are added (inserted) to the system over time. We assume that as
records age, they become less desirable by the users of the system and, thus, experience less inquiry. As
discussed before, this behavior is experienced frequently in many situations. For an example, the reader is
referred to Gravina (1978). Let hx be a continuous and dierentiable function which denotes the in-
stantaneous arrival rate of queries for a record that is aged x since its insertion in the system. 2 We note that
ohx=ox < 0, and that the overall number of queries over the life time of a record, C  R1
0
hx dx, is finite.
Furthermore, let Ht denotes the expected cumulative number of inquiries for a record up to age t; that is
Ht 
Zt
0
hx dx: 1
New records are first added to the secondary device. As the number of records in the secondary device
grows, their access (retrieval) times may deteriorate. Therefore, in order to achieve a better average access
time for inquiries, older records which have a lower average query rate are transferred to the tertiary
storage device according to an archiving policy described later. Let sn denote the average access (retrieval)
time of a record from the secondary device with a total of n records. We assume sn is a non-decreasing,
concave function in n (Knuth, 1973; Sahni and Horowitz, 1990). Furthermore, the average access (retrieval)
time of a record from the tertiary storage device is assumed to be constant and independent of the number
of the records in the tertiary storage device and is denoted by s. We note that we have assumed that the
access times are independent of the record size. This assumption is reasonable in most situations since the
size of records which are commonly accessed in blocks is usually significantly smaller than a block (see
Ullman, 1988, pp. 296). In cases when the record size is larger than a block, the assumption is still rea-
2 A summary of the key notations appears in Appendix B.
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sonable if all records are homogeneous. Without loss of generality, we assume that both secondary and
tertiary devices have ample capacity. As we shall see later, this assumption can be easily relaxed for the
secondary device. Furthermore, the assumption is quite reasonable for the tertiary device as the storage
medium for tertiary devices (i.e., magnetic or optical disk) is relatively inexpensive and can be added to the
system as needed. Finally, we assume that transfer times of records from secondary to the tertiary device
(the archiving operation) are negligible, transfers are performed in real time and that records transferred to
the tertiary storage device will remain there permanently (i.e., once archived, they will not be moved back to
the secondary device).
We first approach archiving decisions for such hierarchically stored databases purely from a modeling
perspective and propose a general operating policy. Our objective is to lay out a theoretical framework so
that the trade o structures of the optimization problems may be exhibited in Sections 3 and 4. This
theoretical study of the properties of the optimization problems will help us address the practical imple-
mentation issues for large scale systems, and we shall examine in Section 5 an eective yet simple heuristic
for realistic databases.
The form of the optimal archival policy in the setup described above is an open question and depends on
the operational objective(s) of the organization or the system manager; however, one may conjecture that it
would involve the number records as well as the ages and the size of the all the records in the secondary
device. We propose the following ‘dynamic’ archiving policy class which captures the essence of the first two
elements (the number of records and the age of the records in the secondary device) of the conjecture.
Archive Policy: When there are n records in the secondary device, a record is archived to the tertiary storage
device if its age is greater than or equal to Tn.
Fig. 1. The schematic of the hierarchical storage environment.
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Define the state of the system as xnt  fx1t; . . . ; xntg, where n is the number of records in the
secondary device at time t and xit denotes the age of the ith record at time t. We assume that
06 x16 x26    6 xn. Note that T  fTn; n > 0g is the policy vector. It is practical to assume that the
archiving trigger times are a non-increasing function of the number of records in the secondary device; that
is Ti P Ti1. In other words, with more records in the secondary device, the archiving decisions are made at
least as early as when there are fewer records in the secondary device. Clearly, 06 x1t6    6 xnt6 Tn
for n P 1. Since the system is monitored continuously, therefore, archiving decisions apply only to the
oldest record in the secondary device.
We believe that the above policy is most suitable in situations when the secondary objective of the
system is to minimize the average access (retrieval) times for a record. Several common archival policies
employed in practice are special cases of the archive policy described above. For instance, by setting all
the elements of the policy vector, T, equal, a single age archiving policy can be achieved; that is, records
are transferred and stored in the tertiary storage device when they reach the same pre-specified age.
Furthermore, by setting Ti to infinity for i6ML and Ti  0 for i P MU, and choosing finite non-zero
values for Ti; ML6 i6MU, one can achieve, in steady state, an archiving policy with a minimum and a
maximum number of records, ML and MU, respectively, in the secondary device. Also, setting ML  MU ÿ
1 simply results in a policy where the number of records in the secondary device stays at a constant level
ML at all times. Finally, we note that the assumption on secondary device having infinite capacity can be
relaxed by setting Ti  0 for i > MC, where MC is the maximum number of records allowed in the sec-
ondary device.
In the next two sections, we develop and analyze two special cases of such systems, one with constant
inter-arrival times of records and the other with random (Poisson) arrivals of the records.
3. The case with periodic arrivals of the records
In this section, we analyze the above model when the inter-arrival time of the records is constant, 1=l;
that is, a record is added (inserted) every 1=l time units. Such arrival patterns of records occur when the
data stored becomes available periodically such as newspapers, journals, daily stock market reports.
Let pj x1; . . . ; xj denote the steady state probability density of the system being in state xj where xj is
the vector containing the ages of the j records in the secondary device, as defined before. Then, for any
given policy T which follows the properties of the policy class described above (Ti P Ti1 for i P 1), let n be
the smallest value of the size of the secondary device such that Tn6 n=l. This implies that
T1 P T2 P    P Tnÿ1 > nÿ 1=l and Ti6 Tn6 n=l for i > n. Since arrivals of the records occur every 1=l
time units, then after the first n arrivals of records, the secondary device will grow to n records with ages
which are 1=l units apart from each other at all times. The secondary device will have n records for Tn ÿ
nÿ 1=l after the arrival of a record where x  max0; x. At this time, the oldest record reaches an
age Tn and, therefore, is transferred to the tertiary device leaving the secondary device with nÿ 1 records
until the next arrival of a record (for 1=lÿ Tn ÿ nÿ 1=l time units) as depicted in Fig. 2. Note that, at
the time when a new record is about to arrive, the age of the oldest record in the secondary device will be
nÿ 1=l and the age of the youngest record in the archive will be n=l. Thus, it can be observed that the
process xn is ergodic and:
Pnn; n 1=l; n 2=l; . . . ; n nÿ 1=l  l for 06 n6 Tn ÿ nÿ 1=l; 2
Pnÿ1n; n 1=l; n 2=l; . . . ; n nÿ 2=l  l for Tn ÿ nÿ 1=l6 n6 1=l; 3
and pjx  0, otherwise.
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Furthermore, the steady state probability of having j records in the secondary system can be obtained
from Eqs. (2) and (3) as
Pj 
Tn ÿ nÿ 1=ll j  n;
1=lÿ Tn ÿ nÿ 1=ll j  nÿ 1;
0 otherwise:
8<: 4
Let L denote the number of queries residing in the system and R be the record retrieval time. Following
from the above discussion, it is shown in Appendix A that the average number of queries residing in the
system at any point in time, EL, is
EL  lsCÿ lsÿ snÿ1Hnÿ 1=l ÿ lsÿ sn
ZTnÿnÿ1=l
0
hnÿ 1=l n dn
 lsn ÿ snÿ1
Xnÿ2
i0
ZTnÿnÿ1=l
0
hi=l n dn: 5
One can easily show that the average query rate for records in the system is equal to lC. This can be
observed by setting the access times (tnÿ1; sn and s) equal to one in Eq. (5).
3 Thus, from Little’s law
(Stidham, 1972), the average record retrieval time for the system, ER, can be written as
3 The derivation of the average query rate to the system is similar to that of EL in the Appendix without the access times in the
expression.
Fig. 2. Depiction of the evolution of the system over time when inter-arrival times are constant.
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ER  EL=Cl: 6
Finally, using Eq. (A.1), the hit rate, c, defined as the fraction of queries accessed from the secondary device
can be written as
c 
ZTnÿnÿ1=l
0
hn
8><>: ÿ 1=l n dn
Xnÿ2
i0
Z1=l
0
hi=l n dn
9>=>;
,
C
 Hnÿ 1=l Tn ÿ nÿ 1=l=C: 7
From Eq. (5), we first note that the average retrieval time for a record in the system is only a function of a
single trigger time, Tn, with n being the smallest value of the size of the secondary device such that Tn6 n=l,
as discussed above. We also note that, due to the integration limits, for a given value of n; ER takes on the
same value for all Tn6 nÿ 1=l. Thus, to find n and T n which minimize the average retrieval time for a
record, ER, we only need to consider values of Tn 2 nÿ 1=l; n=l.
Lemma 1. Let
an  sÿ sn= nf ÿ 1sn ÿ snÿ1g for n > 1:
Then an is non-increasing in n when sn is non-decreasing and concave in n.
Proof. The proof follows from examining an 1 ÿ an.
Lemma 2. Let nU be the smallest value of n for which an6 1. Then, n 2 1; 2; . . . ; nU.
Proof. We write
Tn  nÿ 1=l tn; 06 tn6 1=l: 8
Define,
wn; tn  ERC: 9
Now, for n  1,
ow=ot1  ÿsÿ s1ht1 < 0:
Next, for n > 1,
ow=otn  ÿsÿ snhnÿ 1=l tn  sn ÿ snÿ1
Xnÿ2
i0
hi=l tn:
Since h is a decreasing function, we know that
ow=otn > ÿsÿ snhnÿ 1=l tn  sn ÿ snÿ1nÿ 1hnÿ 1=l tn;
simplifying,
ow=otn > ÿsn ÿ snÿ1nÿ 1an ÿ 1hnÿ 1=l tn:
Since the RHS of the above inequality is positive when an6 1; ow=otn > 0 for n P nU. Noting that an
is non-increasing in n, ow=otn if attains the value of zero exactly (in accordance with the first order opti-
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mality condition), it should happen at n 2 1; nU ÿ 1; otherwise, (ow=otn changes sign but never equals
zero exactly), w reaches its minimum at n 2 1; nU ÿ 1: 
Corollary 1. When the query rate for a record decays exponentially, 4 that is, hx  a expÿbx for x P 0
with b and a both being positive, then T n  n=l where n is the largest value of n satisfies:
expbnÿ 1=l6 sÿ sn=sn ÿ snÿ11ÿ expÿb=l  1: 10
Proof. For n > 1, let
/n  wn; 1=l;
D/n  /n ÿ /nÿ 1;
D2/n  D/n 1 ÿ D/n:
Then, from Eqs. (5) and (6), we have
/n  sCÿ sÿ snHn=l;
D/n  sn ÿ snÿ1
8><>:ÿ sÿ sn=sn ÿ snÿ1
Zn=l
nÿ1=l
hx dxHnÿ 1=l
9>=>;
 asn ÿ snÿ1=b 1
n
ÿ fsÿ sn=sn ÿ snÿ11ÿ exp ÿ b=l  1g exp ÿ bnÿ 1=l
o
:
Now, with some eort, we can write
ow=otn  bD/n expÿbtn=1ÿ expÿb=l: 11
Note, that Eq. (11) is positive (negative) when D/n is positive (negative) for any value of tn. Therefore,
T N  n=l where n is found by satisfying the first order condition of optimality for /n. That is, D/nP 0
and D/n 1 > 0, which implies Eq. (10). 
We should note that whether the extremum is a global minimum is specific to the functional form of sn.
In the case when sn is linear in n, for instance, it can easily be shown that the extremum is a global min-
imum.
4. The case with random arrivals of records
In this section, we analyze the model when the inter-arrival time of the records is random. Specifically,
we assume that the inter-arrival time of the records is exponentially distributed with a mean 1=l; or al-
ternatively, the arrivals of new records follow a Poisson process with a mean rate of l. Such an arrival
pattern occurs when a record is added randomly, possibly by many users (or sources) in real time, such as
order invoices, new bank accounts, police or medical records.
4 The exponential family is usually a good fit for describing the query rates for records. For example, extracting the query data from
Fig. 1 in Gravina (1978), we were successfully able to fit the retrieval times for both the ‘on-line’ and ‘overall’ requests to the
exponential family.
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As before, pn t; x1; . . . ; xn let denote the probability density of the system being in state xn at time t. We
now derive the system of partial dierential equations and their boundary conditions which describe the
state of the system. Our approach is similar to the one employed by Cox (1955), Gnedenko and Kovalenko
(1968), Schmidt and Nahmias (1985) and Moinzadeh (1989).
The state of the system at time t; xnt, can be viewed as the position of a particle in the region
06 x16    6 xn6 Tn. The motion of the particle is discontinuous when a new record is inserted. Such
instances (i.e., x1  0) constitute the boundary points. Thus, the partial dierential equations governing the
state of the system and their boundary conditions can be written as follows:
Case 1: n P 1; x1 > 0 and xn < Tn1. Then
pnt  h; x1  h; . . . ; xn  h
 1ÿ lhpnt; x1; . . . ; xn  1ÿ lh
ZTn1
Tn1ÿh
pn1t; x1; . . . ; xn; f df oh:
This follows since the state xn can then be reached at time t  h either if there were n records in the
secondary device at time t, or if there were n 1 records in the secondary device at time t and the oldest
record was archived to the tertiary device after having reached the age of Tn1 during the interval t; t  h.
All other transitions have probability oh. Adding and subtracting terms (see Moinzadeh, 1989), em-
ploying the integral mean value theorem, dividing both sides by h, and letting h! 0, at steady state we
obtainXn
i1
o
oxi
pnx1; . . . ; xn  ÿlpnx1; . . . ; xn  pn1x1; . . . ; xn; Tn1;
where pnx1; . . . ; xn denotes the steady state probability density of xn.
Case 2: n P 1; x1 > 0 and Tn1xn < Tn. This case is similar to the one above except that, since
Tn16 xn < Tn, transitions from states with n 1 records are not allowed. Then
pnt  h; x1  h; . . . ; xn  h  1ÿ lhpnt; x1; . . . ; xn  oh
and at steady state, we obtainXn
i1
o
oxi
pnx1; . . . ; xn  ÿlpnx1; . . . ; xn:
Case 3: n  0. In this case, all records are in the tertiary storage device and the secondary device is
empty. This state can be reached only if there were no records in the secondary device at t and no new
record was added in t; t  h or there was one record in the secondary device at t and its age reached T1
during t; t  h and was, therefore, archived to the tertiary device. Hence,
p0t  h;   1ÿ lhp0t  h;   1ÿ lh
ZT1
T1ÿh
p1t; f df oh:
Once again, at steady state we have
l p0  p1T1:
Next we consider the boundary conditions for the above system of partial dierential equations.
As noted before, that the boundary conditions are found by considering the discontinuities in the
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motion of the state of the system caused by an insertion (arrival) of a new record and are derived as
follows. 5
For, n P 1 and xnÿ1 < Tn, the insertion (arrival) of a new record introduces a record with an age of zero
in the secondary system. Therefore, the transitions to state 0; x1; . . . ; xnÿ1 occur either if there are nÿ 1
records in the secondary device and an insertion (arrival) of a new record occurs, or if there are n records in
the secondary device and the age of the oldest record on-line has exceeded Tn1 when a new record is in-
serted (has arrived). In such situations, the insertion (arrival) of the new record will bring the state of the
system to n 1 records, causing the oldest record in the secondary device to be archived which leaves the
secondary device with n records. These transitions occur in an infinitesimal time.
Thus, we have
pn0; x1; . . . ; xnÿ1  l pnÿ1x1; . . . ; xnÿ1  l
ZTn
Tn1_xnÿ1
pnx1; . . . ; xnÿ1; f df;
where x _ y  maxx; y.
4.1. Operating characteristics of the system
It can be verified that a solution to the above system of partial dierential equations and their boundary
conditions is:
p0  expÿlT1; 12a
pnx1; . . . ; xn 
ln expÿlTn1; xn6 Tn1
ln expÿlxn; Tn1 < xn6 Tn
8<: for n P 1: 12b
The steady state probability of having n n P 1 records in the secondary device, Pn, is given by
Pn 
ZTn1
0
ZTn1
x1
  
ZTn1
xnÿ1
ln expÿlTn1 dxn    dx2 dx1

ZTn
Tn1
Zxn
0
  
Zxn
xnÿ2
ln expÿlxn dxnÿ1    dx2 dx1 dxn:
Upon simplification, we get
Pn  Qn; lTn ÿ Qn 1; lTn1; 13
where
qi; lt  lti expÿlt=i!;
5 For a detailed discussion on the derivation of the boundary conditions, see Moinzadeh (1989).
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Qy;lt 
X1
iy
qi; lt:
It is shown in Appendix A that the expected number of queries residing in the system, EL, is given by
EL  lsCÿ lsÿ s1HT1  l
X1
n2
sn ÿ snÿ1HTnQnÿ 1; lTn
 l
X1
n1
sÿ sn
ZTn
yTn1
hyQn; ly dy: 14
In a similar fashion as in Section 3, one can easily show that the average query rate for records in the
system is equal to lC by setting the access times to unity in Eq. (14). From Little’s law (Stidham, 1972), the
average record retrieval time for the system, ER, can be obtained as
ER  EL=Cl: 15
Finally, from Eq. (A.6), the hit rate, c, defined as the fraction of queries accessed from the secondary
device can be written as
c  HT1
8><>: ÿ
X1
n1
ZTn
Tn1
hy Qn; ly dy
9>=>;
,
C: 16
In what follows, we present some properties of the policy parameters which minimize the average re-
trieval times for a record, ER.
Proposition 1. The optimal policy parameters, T n , which minimize the average record retrieval time are only a
function of the arrival rate of queries and the average access times at the secondary and tertiary device.
Specifically:
(i) T n is set to infinity.
(ii) Let nU be the smallest value of n for which an6 1. Then, T n  0 for n P nU. For 1 < n < nU; an > 1
and T n > 0.
Proof. To find the policy vector, T, which minimizes the average record retrieval times, we examine the
derivative of ER w.r.t. Tn:
(i) Follows from
oER=oT1  ÿsÿ s1q0; lT1=C < 0 for T1 > 0: 17
(ii) With some eort, we can write
oER=oTn  lsn ÿ snÿ1 qnÿ 2; lTnf Tn=C for n > 1; 18
where
f Tn  HTn ÿ anTnhTn: 19
We note that the optimality conditions are determined only by f Tn. Now, h since is decreasing, we
can show
HTnP TnhTn: 20
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From Eq. (20), we note that oER=oTn P 0 for all values of n such that an6 1 which implies that T n  0.
Since an is non-increasing in n; ii follows. 
Lemma 3. When the query rate for a record decays exponentially, that is, hx  a expÿbx for x P 0 with a
and b both being positive, then for 1 < n < nU; T n is obtained by solving
bTnan  1  expbTn: 21
Proof. From Eq. (19), the first order condition of optimality reduces to Eq. (21). It can be verified that, the
solution to Eq. (21) is a maximum when Tn6 an ÿ 1=ban and a minimum, otherwise. Furthermore,
f 0  0 and of =oTn is negative at Tn  0. Therefore, the solution to Eq. (20) is greater than an ÿ
1=ban and, thus, is a minimum. 
Collorary 2. The approximate solution to Eq. (21) is
T n  2an ÿ 1=b: 22
Proof. Using the Taylor’s expansion, we have
expbTn  1 bTn  bTn2=2: 23
Inserting Eq. (23) in Eq. (21) we get Eq. (22).
5. Numerical results and practical considerations
In this section, we build on the optimization results of the previous sections, and address the practical
considerations for implementing the proposed archiving policy and investigate the impact of the parameters
of the operating environment on the average retrieval time and hit rate performance of the information
system.
One can obtain the archiving policy parameters which minimize ER using the results in the previous
sections; that is, a distinct trigger time T n can theoretically be determined for every possible value of the size
of the secondary device, n. However, for large databases, it may be computationally tedious to search for
and then implement all of the elements of the policy vector. Thus, one may suce with a small number of
blocks of distinct trigger times (or, distinct trigger levels) rather than the entire policy vector. Furthermore,
users or system administrators may find it cumbersome to implement such a large policy vector for realistic
databases of hundreds of thousands of records. Instead, they may choose to operate with a small number
distinct trigger levels similar to watermarks. Hence, it is of both practical and theoretical interest that we
examine the sensitivity of the archiving policy to the number of distinct trigger levels and investigate robust
heuristic alternatives for realistic databases.
In the following, we provide an ecient heuristic archiving policy for the case when record arrivals are
random. The proposed heuristic utilizes the optimization results obtained earlier and approaches the best
policy in the limit. The heuristic policy is determined as follows: In accordance with Proposition 1, we set
T1  1 and Tn  0 for n P nU. A heuristic solution with a single trigger level is, then, obtained by letting
Tn  T1 for 16 n < nU. Under this operating regime, the secondary device holds nU records at all times at
steady state. The heuristic solutions with more than one trigger level are obtained using a fractile rule based
on the query request distribution over the lifetime of a record. For example, in order to get a heuristic
solution with two trigger levels, we first compute the median age of a record (i.e., the age at which 50% of
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the overall query requests for the record have been made), say, t. Next, using Lemma 3, we obtain the
corresponding secondary device size for this trigger time, say, m. Then, the two level heuristic solution is:
Tn  1 for 16 n < m, Tn  t for m6 n < nU and Tn  0 for n P nU. Note that, in this case, the median (or,
the 50th fractile) age divides the cumulative query distribution into two equal parts. In order to get a
heuristic solution with three trigger levels, we partition the cumulative query distribution into four equal
parts; thus, we obtain the 25th, 50th and 75th fractile ages. Then, we use Lemma 3 to find the corre-
sponding secondary device sizes, and determine the blocks of trigger times in a similar fashion. A heuristic
solution with four trigger levels is found by partitioning the query distribution into eight equal parts (at the
12.5th, 25th, 37.5th, 50th, 62.5th, 75th, and 87.5th fractiles); a heuristic solution with five trigger levels is
found by partitioning the query distribution into sixteen equal parts; so on and so forth. Clearly, this
fractile heuristic asymptotically approaches the best policy.
The average retrieval time of a record in a database is strongly aected by the organization of the
database. The methods of organizing large files vary from trees to hash-coding to linear lists; we refer the
reader to Severance (1974) for an introductory discussion of their respective properties and merits. The
search times then vary from oN for a linear list to ologN for balanced trees (Sahni and Horowitz,
1990; Severance, 1974). In the presence of frequent insertion and deletion operations (as would be the case
for a dynamically updated database with new record arrivals), balanced tree structures are known to be
dicult to maintain and retrieval times, in general, suer. Thus, for the purpose of the numerical illus-
tration which follows, we decided to use a linear relationship between the access times and the number of
records in the secondary device.
In order to examine the sensitivity of the archiving policy with respect to the number of trigger levels and
the eects of the operating environment on the performance measures, we conducted a numerical study for
the case when record arrivals are random using the above proposed fractile heuristic. We considered three
values of record arrival rate (l  100, 500 and 1000) and six values of query decay rate (b  0:01, 0.05, 0.1,
0.2, 1.0 and 2.0). In our numerical study, we used a linear realtionship to describe the access time for a
record in the secondary device as a function of the number records in the secondary device, 6 sn  c n, and
considered two rates of access times (c  0:001 and 0.00001). The access time for the tertiary device was
fixed, s  1.
First, we consider the sensitivity of the archiving policy. The typical behavior of the average retrieval
times, ER, with respect to the number of distinct trigger levels is illustrated in Fig. 3. We observe that ER
rapidly converges to its minimum value as the number of trigger levels increases. The convergence is faster
for larger record arrival rates, l and fastest for very small and very large query decay rates, b. Therefore, the
heuristic is most attractive precisely for large databases in which the value content of records stays high for
long periods of time and a large number of new records are added over time. The eciency of the heuristic
from a computational perspective is also evident in that a close to optimal result is obtained, for example,
by just computing 16 distinct trigger times as opposed to the entire policy vector with 50,000 elements for
the case when l  500, b  0:01 and c  0:00001. Similar observations also hold for the eects of the
number of trigger levels on hit rates, c.
It should be pointed out that the rapid convergence of the heuristic is due to the eective selection of the
policy parameters by employing the optimization results of Section 4.1. The above observations do not
necessarily imply the insensitivity of ER or c to policy parameters since an arbitrary choice of Tn; n pairs
results in highly suboptimal results.
Next, we consider the impact of the parameters of the operating environment on the performance of the
information system. The typical behavior of the average retrieval time, ER is illustrated in Fig. 4. ER
6 We like to emphasize that our analysis holds for a rather general form of sn as a function of n (i.e., step function, among others) as
we only require that sn to be a non-decreasing, concave function in n.
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decreases as the query request decay rate increases for small values of b, but it starts increasing for larger
values of b. The curve gets flatter to the right as the record arrival rate, l, increases. For small values of
b; ER is observed to be increasing in l. However, for larger values of b, the reverse holds. Such be-
haviors can be explained as follows: As shown in Proposition 1, the which trigger values minimize
ER; T n n  1; 2; . . ., are independent of the average growth rate of the system, l. Thus, the number of
records residing in the secondary, EL, and the average query rate for records in the system, lC, which
determine the average retrieval times, ER in Eq. (15), are increasing in l and decreasing in b, respec-
tively. Therefore, depending on the value of l and b; ER can be decreasing or decreasing in l and b.
Fig. 3. The average retrieval times as the number of trigger levels are varied (l 500 and c 0.00001).
Fig. 4. Behavior of the average retrieval times, E(R), versus dierent query decay rate, b (c 0.00001).
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Furthermore, we observed that average retrieval time is also increasing in the access time rate, c, as
expected.
Fig. 5 displays the typical behavior of the corresponding hit rates, c. The hit rate is increasing in b for
small values of b, and decreasing in b, otherwise. We observe that the slope of decrease is more pronounced
for small values of record arrival rate, l. Also, the hite rate is larger for smaller values of l when b is small.
For larger values of b, the hit rate is larger for larger values of l. This observations can be explained from
the same argument given in explaining Fig. 4. Once again, we observed that the hit rate decreases as c
increases, as expected.
6. Summary
In this paper, we considered an archiving model for a database maintained in secondary and tertiary
storage devices. The information value of records is assumed to be decreasing in time, resulting in a
lower query request intensity for a record as it ages. We proposed a ‘dynamic’ archiving policy based on
the number of records and the age of the records in the secondary device. Under this policy, we de-
veloped two special models with constant and random inter-arrival arrival times of records. Within the
theoretical framework of these models, we obtained the optimization results for minimizing the average
retrieval time. In a numerical study, we tested the eectiveness of a fractile heuristic utilizing optimi-
zation results and examined the impact of the parameters of the operating environment on system
performance.
A number of extensions of our work are possible for future research. It would be interesting to consider
the case when there are multiple classes of records, either in size or other category, and to incorporate
priority schemes based on class type into our archiving policy. Another important extension would be to
allow for fixed costs of deletion and insertion operations which would necessitate moving records in
batches. The archiving policy would have to incorporate batching decisions, as well. Finally, an interesting
avenue for future research can be a simulation study of the performance of the proposed policy described in
this paper in environments where one or more of the assumptions made in the paper is violated.
Fig. 5. Behavior of the hit rate, c, versus the query decay rate, b (c 0.00001).
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Appendix A
Derivation of Eq. (5):
First,
EL  l sn
Xnÿ1
i0
ZTnÿnÿ1=l
0
hi=l
8><>:  n dn s
X1
in
ZTnÿnÿ1=l
0
hi=l n dn
9>=>;
 l snÿ1
Xnÿ2
i0
Z1=l
Tnÿnÿ1=l
hi=l
8><>:  n dn s
X1
inÿ1
Z1=l
Tnÿnÿ1=l
hi=l n dn
9>=>;: A:1
Combining terms and rearranging, we get
EL  lsnÿ1Hnÿ 1=l  lsn ÿ snÿ1
Xnÿ2
i0
ZTnÿnÿ1=l
0
hi=l n dn
 lsn
ZTnÿnÿ1=l
0
hnÿ 1=l n dn lsfCÿHnÿ 1=lg
ÿ ls
ZTnÿnÿ1=l
0
hnÿ 1=l n dn
 lsCÿ lsÿ snÿ1Hnÿ 1=l ÿ lsÿ sn
ZTnÿnÿ1=l
0
hnÿ 1=l n dn
 lsn ÿ snÿ1
Xnÿ2
i0
ZTnÿnÿ1=l
0
hi=l n dn:
Derivation of the Eq. (14):
Let:
ELP  average number of queries residing in the system which have to be accessed from the secondary
device,
ELS average number of queries residing in the system which have to be accessed from the tertiary
device.
Then, the average number of queries residing in the system, EL can be written as
E=L  ELP   ELS:
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We now find expressions for ELP  and ELS using Eq. (13). First,
ELP  
X1
n1
sn
ZTn1
xn0
Zxn
x10
  
Zxn
xnÿ1xnÿ2
Xn
j1
hxj
" #
ln exp
8<: ÿ lTn1 dxnÿ1    dx1 dxn

ZTn
xnTn1
Zxn
x10
  
Zxn
xnÿ1xnÿ2
Xn
j1
hxj
" #
ln expÿ lxn dxnÿ1    dx1 dxn
9>=>;

X1
n1
sn
Xn
j1
ZTn1
xj0
hxjl lxj
jÿ1lTn1 ÿ xjnÿj
jÿ 1!nÿ j! exp
8><>: ÿ lTn1 dxj

Xnÿ1
j1
ZTn
xnTn1
Zxn
xj0
hxjl2 lxj
jÿ1lxn ÿ xjnÿjÿ1
jÿ 1!nÿ jÿ 1! expÿlxn dxj dxn

ZTn
xnTn1
hxnl lxn
nÿ1
nÿ 1! expÿ lxn dxn
9>=>;: A:2
Using the property,
a bn 
Xn
i0
aibnÿi; A:3
we can write Eq. (A.2) as
ELP  
X1
n1
sn HTn1l qn
8><>: ÿ 1; lTn1 
ZTn
Tn1
Hyl2qnÿ 2; ly dy

ZTn
Tn1
hyl qnÿ 1; ly dy
9>=>;: A:4
Now using (Hadley and Whitin, 1963, Appendix 3),
ZTn
Tn1
Hyl2 qnÿ 2; ly dy  HTn1
ZTn
Tn1
l2 qnÿ 2; ly dy 
ZTn
Tn1
ZTn
x
hyl2 qnÿ 2; ly dy
 lHTn1Qnÿ 1; lTn ÿ Qnÿ 1; lTn1  lHTn ÿHTn1Qnÿ 1; lTn
ÿ l
ZTn
Tn1
hxQnÿ 1; lx dx: A:5
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Thus, upon simplification, Eq. (A.4) will be reduced to
ELP  
X1
n1
sn HTnl Qn
8><>: ÿ 1; lTn ÿHTn1l Qn; lTn1 ÿ
ZTn
Tn1
hyl Qn; ly dy
9>=>;
 ls1HT1  l
X1
n2
sn ÿ snÿ1HTnQnÿ 1; lTn ÿ l
X1
n1
sn
ZTn
Tn1
hyQn; ly dy: A:6
Next, to find ELS, first note that since the insertion process of records to the system (arrivals) is a
Poisson process, the probability of having a record which has an age in the interval y; y  dy is equal to
mdy. We can now express ELS as
ELS  s
X1
n0
Z1
yTn1
lhy dy
0B@
1CAZTn1
xn0
Zxn
x10
  
Zxn
xnÿ1xnÿ2
ln exp
8><>: ÿ lTn1 dxnÿ1    dx1 dxn
9>=>;
 s
X1
n1
ZTn
xnTn1
Z1
yxn
lhy dy
0B@
1CAZxn
x10
  
Zxn
xnÿ1xnÿ2
ln exp
8><>: ÿ lxn dxnÿ1    dx1 dxn
9>=>;;
where y is the age of the record in the archive.
Simplifying in the same fashion as before, we get
ELS  s
X1
n0
qn; lTn1
Z1
yTn1
l hy dy
8><>:
9>=>; sl
X1
n1
ZTn
xTn1
Z1
yx
lhy dy
8<:
9=;qnÿ 1; lx dx: A:7
Changing, the order of integrals in the second term of Eq. (A.7), we obtain
ELS  s
X1
n0
qn; lTn1
Z1
yTn1
l hy dy
8><>:
9>=>;
 s
X1
n1
ZTn
yTn1
Zy
xTn1
l
lxnÿ1
nÿ 1! exp
8><>: ÿ lx dx
9>=>; lhy dy
 s
X1
n1
Z1
yTn
l hy dy
8<:
9=;
ZTn
xTn1
l
lxnÿ1
nÿ 1! exp
8><>: ÿ lx dx
9>=>;:
Hence,
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ELS  s
X1
n0
qn; lTn1
Z1
yTn1
l hy dy
8><>:
9>=>;
 ls
X1
n1
ZTn
Tn1
hy Qn; ly ÿ Qn; lTn1 dy
 ls
X1
n1
Qn; lTn
8<: ÿ Qn; lTn1
Z1
Tn
hy dy
9=;;
which, upon further simplification, reduces to
ELS  lsCÿHT1  ls
X1
n1
ZTn
yTn1
hy Qn; ly dy: A:8
Combining Eqs. (A.6) and (A.8), we get
EL  lsCÿ lsÿ s1HT1  l
X1
n2
sn ÿ snÿ1HTnQnÿ 1; lTn
 l
X1
n1
sÿ sn
ZTn
yTn1
hy Qn; ly dy;
which is Eq. (14).
Appendix B
Summary of key notations
hx Instantaneous arrival rate of queries for a record that is aged x since its insertion
in the system.
sn Average access (retrieval) time of a record from the secondary device with a
total of n records.
s Average access (retrieval) time of a record from the tertiary storage device.
1=l Average inter-arrival time of the records to the system.
xn Age of the nth record in the secondary device.
xn  fx1; . . . ; xng Number and the ages of the records in the secondary device.
T  fTn; n > 0g Archival policy.
pn x1; . . . ; xn Steady state probability density of the system being in state xn.
Pn Steady state probability of having nn P 1 records in the secondary device.
L Number of queries residing in the system.
R System’s record retrieval time.
c Fraction of queries accessed from the secondary device (i.e., hit rate).
E Expected value of a random variable.
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