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The direct simulation Monte Carlo (DSMC) scheme is used to study the gas flow under a read/write
head positioned nanometers above a moving disk drive platter (the slider bearing problem). In most
cases, impressive agreement is found between the particle-based simulation and numerical solutions
of the continuum hydrodynamic Reynolds equation which has been corrected for slip. However, at
very high platter speeds the gas is far from equilibrium, and the load capacity for the slider bearing
cannot be accurately computed from the hydrodynamic pressure. 8 1994 American Institute of
Physics.

1. INTRODUCTlON
Nanoscale design of computer components is no longer
limited to chip technology but has recently been extended to
mechanical devices as well. In a modern Winchester-type
disk drive, the read/write head tloats approximately 50 nm
above the surface of the spinning platter.“’ Since this height
is typically smaller than the mean-free path of molecules in
the air (65 nm at STP), microscopic effects (slip length, gassurface accommodation, surface roughness, etc.) are
important.3 The prediction of the vertical force on the head
(as obtained from the pressure distribution in the gas) is a
crucial design calculation since the head will not accurately
read or write if it flies too high. If the head flies too low, it
can catastrophically “crash” into the platter.
The head and platter together with the gas layer in between form a slider air bearing. Traditionally, macroscopic
hydrodynamic equations (e.g., Navier-Stokes, Reynolds)
have been used to model slider bearings.4 The current trend
toward nanoscale technology, however, is pushing the established limits of validity for these continuum descriptions.5
The numerical study of microscopic flows necessitates either
using simulations that model the fluid at the particle level or
adding approximate corrections to macroscopic methods.
In the most basic particle method, molecular dynamics
(MD) simulations, the trajectory of every particle in the fluid
is computed from Newton’s equations given an empirically
determined interparticle potential.6T7 Simple hydrodynamic
phenomena, such as von Kirmin vortex sheddings and
Rayleigh-Benard convection,3 have been observed using
molecular dynamics, however, MD simulations are not often
used in fluid mechanics calculations because they are expensive in CPU time. Even with modern supercomputers, one
typically simulates fewer than lo6 particles over less than
1o-9 s.
Fortunately, for a dilute gas there exist more efficient
particle-based simulation algorithms. A popular method has
been direct simulation Monte Carlo (DSMC), introduced by
Bird in the early 1970s.t”~” Whereas in molecular dynamics,
one computes the exact trajectories of all the particles,
a1Permanentaddress: Department of Physics, San Jose State University, San
Jose, CA 9.5192-0106.
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DSMC uses a stochastic algorithm to evaluate collision probabilities and scattering distributions in accordance with kinetic theory. DSMC simulations typically run two to three
orders of magnitude faster than MD codes, and state-of-theart programs running on massively parallel computers can
simulate complex flows with more than lo8 particles over
microseconds.
The DSMC method has been especially useful in aerospace engineering for computing flows of high Knudsen
number (ratio of mean-free path to characteristic length).12
The algorithm has been thoroughly tested over the past 20
years and found to be in excellent agreement with both experimental
data13’14 and
molecular
dynamics
computations.r5.r6 Recently, it was rigorously proved that
DSMC is equivalent to a Monte Carlo solution of an equation “close” to the Boltzmann equation.17 Finally, the DSMC
method has been useful in the study of nonequilibrium
fluctuations.r8
In this paper, we present the results from DSMC simulations of the slider bearing problem and compare them with
solutions to the slip-corrected Reynolds equation. Sections II
and III briefly review the Reynolds equation formulation of
the slider problem and the DSMC algorithm, respectively. In
Sec. IV we compare the DSMC data and the Reynolds solutions in a variety of slider bearing scenarios. Finally, in Sec.
V we discuss the future of particle simulations for this class
of lubrication problems.

II. REYNOLDS EQUATION
Consider a channel formed by a stationary, slightly inclined surface above a horizontal surface, as illustrated in
Fig. 1. The lower surface moves with velocity U in the x
direction. A dilute gas occupies the space between the surfaces. The gas and the surfaces are assumed to be at a constant, ambient temperature, To. Since the incline is slight,
typically less than l”, the pressure in the gas p is taken to be
constant in the vertical direction. At the left (x=0) and right
(x = L) boundaries, the pressure in the gas is fixed at ambient
pressure po.
The vertical force on the upper surface may be obtained
from the load carrying capacity w, defined as
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The function e,(Kn) is the nondimensional tlow rate for
Poiseuille flow; a database of tabulated values for Q,(Kn) is
given in Ref. 23. For cr= 1, Robert% gives the approximation
69
FIG. 1. Schematic of the slider bearing geometry.
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From standard lubrication theory,4 the pressure in the gas
may be computed from the Reynolds equation

where the parameters A = 1.318 889 and B =0.387 361 are
selected so as to give a best tit to the data in Ref. 23. The
above expression for ~&n)
is asymptotically correct as
Kn~m (free molecular limit) and as Kn-+O (continuum
limit).
Numerical solutions for the various forms of the Reynolds equation, Eqs. (3), (6), and (7), are presented in Sec.
IV along with data from our DSMC simulations.
111.DSMC METHOD

where ,Y,is the dynamic viscosity of the gas, and h(x) is the
vertical spacing between the walls; the minimum spacing is
ho= h(x=L).
It is more commonly solved in its nondimensional form,
-&

PH’$
i

=h-&(PHj,
1

where X=x11, P=plp,,
Ii= h/ho, and the bearing number
is defined as R=6~Ullpoh~.
It was first pointed out by Maxwell that the velocity of a
gas near a moving wall does not match the wall’s velocity;
this phenomenon is known as “velocity slip.“19,20 Specifically, the difference between the velocity of the wall and the
velocity of the gas near the wall is aV,u where V,u is the
velocity gradient normal to the wall. The slip length a is
often approximated as being equal to h, the mean-free path,
which for a gas is

where R is the gas constant. However, this simple formulation for velocity slip is not accurate at a large Knudsen
number.r5 If the wall is not fully accommodating (see Sec.
III), then the slip length is
2-a
a=a---A
ff

’

where (Yis the accommodation coefficient, and the numerical
factor ~1.
A slip correction was first introduced into the Reynolds
equation by Burgdorfer” as
12-6,
~_a

(6)

where Kn=xJh is the local Knudsen number. Fukui and
Kaneko”” developed a more sophisticated slip correction for
the Reynolds equation,
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In contrast with the macroscopic formulation presented
in Sec. II, particle simulations model the fluid at the microscopic level. While the aerospace community is familiar with
the direct simulation Monte Carlo (DSMC) algorithm, the
method is not well known to researchers in lubrication
theory. For this reason, we present a brief review of the algorithm; for a complete description see Refs. 10 and 11.
In the simulation, the state of the system is given by the
positions and velocities of particles, {ri ,vi}. Each particle in
the simulation usually represents thousands of molecules in
the physical system. In this sense, the DSMC method solves
the Boltzmann equation using a representative random
sample drawn from the actual velocity distribution. This rescaling allows us to model submicron systems using only
‘lo”-lo5 particles. However, if the number of particles in the
simulation is too small, fewer than about 50 particles per
cubic mean-free path, the DSMC method is not accurate.
The evolution of the system is integrated in time steps
At. At each time step, the particles are moved as if they did
not interact, i.e., their positions are updated to ri+viAt. Any
particles that reach a boundary are processed according to
the appropriate boundary condition. When all particles have
been moved, a given number are selected for collisions. This
splitting of the evolution between streaming and collisions is
only accurate when the time step is a fraction of the mean
collision time for a particle.
Our simulations employ two types of boundaries: thermal walls and fluxing reservoirs. The top and bottom edges
in the simulation represent the read/write head and disk platter, respectively. When a particle strikes a fully accommodating thermal wall, the particle’s velocity is reset according to
a biased Maxwellian distribution. If the accommodation coefficient (Y is less than 1, then with probability a; the particle’s velocity is thermalized by the wall and with probability
(1-a) the particle is specularly reflected by the wall. For
most gas-surface interactions, az0.9. More complicated accommodation schemes may also be used in DSMC.25
The left and right boundaries are treated as fluxing reservoirs, i.e., they act as infinite, equilibrium thermal baths at
temperature To and pressure p. . The left and right reservoirs
Alexander, Garcia, and Alder
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have flow velocities uL and UR, respectively; how these velocities are set is described at the end of this section. At each
time step, particles from the reservoirs flux into the system
while particles already in the system can flux out.
To evaluate the collisions in the gas, the particles are
sorted into cells whose sizes are typically a fraction of a
cubic mean-free path. At each time step, particles within a
cell are randomly selected as collision partners according to
the collision probabilities derived from kinetic theory. In our
simulations we use hard sphere collision rates with the scattering cross section of argon. For engineering applications,
other types of collision rates are available to simulate other
gases, such as air.”
Conservation of momentum and energy give four of the
six equations needed to determine the post-collision velocities. The remaining two conditions are selected at random
with the assumption that the direction of the post-collision
relative velocity is uniformly distributed on the unit sphere.
This assumption is valid for hard sphere particles at low
densities and has been found to be an excellent approximation in general.“6
Since DSMC is inherently a stochastic method, most
physical quantities of interest are computed as time averages.
The values of mass density i)(r,t), momentum density $(r,t),
and energy density i!(r,t) are periodically measured as

(9)
where the caret indicates these are instantaneous, fluctuating
values and m is the mass of a particle.” For steady flows, the
fluid velocity is computed as u(r)=p(r)/p(r)
using the time
averaged values of mass and momentum density. Temperature is computed from the equipartition theorem as
T(rj=”

(zilvi-u(r)12s(ri-r))

3k

(zJ(ri-r))

(10)

or
T(r)=

2m [ eO3k p(r)

i lu(r)l’],

where the angle brackets denote time average and k is
Boltzmann’s constant.
Finally, the selection of the reservoir velocities uL and
UR requires some care. In a real slider air bearing, a boundary
layer develops near the inlet as the gas flows under the
bearing.4 A similar effect occurs at the trailing edge. This end
effect is not present in the solution of the Reynolds equation
since one assumes that the boundary layer is fully developed
throughout the flow.
The sliders in our DSMC simulations are of finite length.
When the reservoir velocities are set to U, the platter speed,
the entrance and exit effects make comparison with Reynolds
equation solutions impossible. Attempts at setting the reservoir velocities using theoretical calculations reduced, but did
not remove the end effect. We solved this difficulty by monitoring the pressure in the first and last cells. The simulation
adaptively changes the entrance and exit velocities so as to
3856
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FIG. 2. SIider bearing pressure profile for Kn,,=I.2.50, A=61.6, Ma=0.08,
and (u=l.O; solid line: Fukui and Kaneko; dot-dash line: first-order slip
correction; dashed line: continuum; open circles: DSMC data.

maintain ambient pressure at x=0 and x=L. This simple
scheme allows us to mimic very long sliders using relatively
small systems, as shown in Sec. IV.
Iv. RESULTS
A number of different slider bearing configurations were
studied using the DSMC method. The simulations used
8000-16 000 hard sphere particles with a diameter of 3.66
A. For all runs, the ratio of the entrance to exit heights,
h(x=O)lh,,
is fixed at two to one. The ambient pressure p.
is atmospheric pressure, and the ambient temperature
T,=273 K. The mean-free path in the gas at ambient conditions is 62 nm. The viscosity of the gas is ,~=2.08XlO-~
N s/m* and the sound speed is c=307.8 m/s. All the simulations were run on-IBM RS6000 workstations.
To solve the Reynolds equation numerically, we replace
the derivatives with their finite difference approximations.
The resulting set of nonlinear equations are solved iteratively
using Newton’s method. For the Fukui-Kaneko correction,
we use the Poiseuille flow rate given by Eq. (8) when a=1
and the database in Ref. 23 when the accommodation coefficient is less than one.
For our tlrst comparison, we consider a system of length
L =5 pm with outlet height ho=50 nm. The accommodation
coefficient is unity (cw=l), so the walls are fully accommodating. The Knudsen number at the exit is Kn,=)\Jh,=
1.250.
The platter speed is U=25 m/s and the bearing number is
h=61.6. Slider bearings in disk drives are typically longer,
with L=l
mm, giving a bearing number of h==103-104.
However, for the purpose of comparison with real slider
bearings, we consider the modified bearing number
&,=A(b/$
where b is the width of the slider. For twodimensional geometries, such as those treated in this paper, it
is better to use Ab since it accounts for side flow in a finite
width slider. For slider bearings used in disk drives, the ratio
b/1-1/3-1/10
and A,=lO-103.
The solutions of the various Reynolds equations along
with the pressure data from the DSMC simulation are presented in Fig. 2. The load capacity values are summarized in
Table I. In the DSMC simulations, the load capacity w was
Alexander, Garcia, and Alder
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TABLE I. Summary of parameters and load capacities for various runs.
Knudsen number Kna
Bearing number A
Accommodation (Y
Mach number Ma= U/c
Load capacity
Continuum
First-order slip
Fukui and Kaneko
DSMC (from pressure)
DSMC (from force)

1.250
61.6
1.0
0.08

4.167
1264
1.0
0.5

1.125
61.6
0.7
0.08

1.125
758
1.0
1.0

0.365
0.229
0.180
0.175
0.174

0.383
0.369
0.354
0.357
0.329

0.365
0.153
0.124
0.129
0.132

0.383
0.378
0.373
0.370
0.299

computed two ways: from the pressure distribution in the gas
and from the momentum transfer of particles striking the
upper wall. The continuum Reynolds equation without slip
corrections compares poorly with DSMC. The pressure prohle given by the first order slip-correction, Eq. (6), is in poor
agreement with the DSMC data (about a 30% error in the
load capacity). The agreement between the DSMC data and
the Fukui-Kaneko modified Reynolds equation is good.
Next we consider a somewhat extreme scenario. In this
second case, the length and height are reduced to L = 1.5 ,um
and ho=15 nm (Kne=4.167). We also increase the platter
speed to U=153.9 m/s, i.e., half the sound speed. The bearing number for this system is A=1264. The Reynolds equation solutions and the particle simulation data are presented
in Fig. 3 with the load capacities listed in Table I. The continuum solution of the Reynolds equation is in fair agreement
despite the large Knudsen number because the bearing number is also high (when A -+m, P~llH).
The first-order slip
correction is in fair agreement and the Fukui-Kaneko solution is in good agreement with the DSMC data. Numerous
other runs, with Knudsen numbers and bearing numbers between those considered in the two cases presented above,
gave similar results.
For our third case, we return to our original parameters
(L=5 ,um, ha=50 nm, and U=25 m/s) but reduce the accommodation to (r=O.7. The Reynolds equation solutions
and the DSMC results are presented in Fig. 4; load capacities
in Table I. As in Fig. 2, the pressure profile from the continuum (no-slip) Reynolds equation is too high. The first-

1.35
1.3
1.25
1.2
n,

1.15
1.1
1.05
1
0.95 ’
0

0.2

0.4

0.6

0.8

I
1

X
FIG. 4. Slider bearing pressure profile for Kn,,= 1.250, A=61.6, Ma=O.08,
and cx=O.7; symbols and line types as in Fig. 2,

order slip correction is in fair agreement with nearly a 20%
error in the load capacity. However, the slip correction of
Fukui and Kaneko is in good agreement with the DSMC
data.
The Reynolds equation is derived with the assumption
that the Mach number Ma=U/c is small, so it is interesting
to test how well it does at high Mach number. We consider a
system similar to our first case (L=5 pm, ha=50 nm, and
a=l.O) but increase the platter speed to U=307.8 m/s so
Ma=l.O. Figure 5 shows the pressure distributions computed
from the Reynolds equation and measured in the DSMC
simulation. All three Reynolds equation curves are in reasonable agreement with the DSMC pressure data since the bearing number is relatively high (A=758). However, looking at
the load capacities listed in Table I, we discover an interesting discrepancy. The Ioad capacity computed from the momentum transfer of particles striking the upper wall is significantly lower (more than 20%) than the load capacity
obtained from the pressure distribution. If we increase the
platter speed to Ma=1.5, the difference increases to nearly
40%.

To investigate this discrepancy in the load capacity, we
consider a simpler geometry, specifically, planar Couette
flow (see Fig. 6). The parameters in the Couette system are
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FIG. 3. Slider bearing pressure profile for k&,=4.167, A=1264, Ma=O.SO,
and a=1.0; symbols and line types as in Fig. 2.
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FIG. 5. Slider bearing pressure profile for Kn,,=1.250, A=758
and cu=l.O; symbols and line types as in Fig. 2.

Ma=l.O,

Alexander, Garcia, and Alder

3857

Downloaded 05 May 2003 to 130.65.90.174. Redistribution subject to AIP license or copyright, see http://ojps.aip.org/phf/phfcr.jsp

conditions~-~~~~
Periodic
boundary

~~~~~,
1.4

I

cq.” 1.3
1%

t

: vn:; .;Lxii;il;.li..
..:..,%:,,,:i---.: :

h*

Ma = 1.0

FIG. 6. Schematic of the Couette flow geometry.
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similar to the slider bearing’s (L=5 ,um, ho=50 nm, and
a=l.O). The wall’s temperatures are fixed at To=273 K and
at equilibrium, the pressure in the gas is 1 atm. The force on
each wall is computed two ways: by measuring the time
averaged change in the momentum of particles striking a
wall and from the pressure in the gas computed using the
ideal gas law. Clearly, the former is a direct measurement of
the force while the latter is only correct so long as the gas
remains in local equilibrium.% The load capacity, as determined via the two methods, as a function of Mach number is
shown in Fig. 7. The load capacity increases with Mach
number since the temperature (and consequently the pressure) increases due to viscous heating. However, there is a
discrepancy between the two computations of load capacity
and that difference increases with Mach number.
Given that the walls are less than a mean-free path apart,
it should not be surprising that for high wall speeds (Ma
>0.5) the gas is strongly out of equilibrium. Specifically, the
velocity distribution for the particles is strongly nonMaxwellian. To illustrate this fact, we define the temperature
components. TX and T, as the temperatures obtained using
the equipartition theorem but only considering the x and z
components of the particles’ velocities, respectively. Figure 8
shows the temperature component profiles measured in the
Couette flow system at various wall speeds. Clearly, at high
Knudsen and Mach number, the stress tensor is anisotropic
and thus the average pressure, as computed from the ideal
gas law using the average temperature, will sot give the correct force on the walls.”
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FIG. 8. Ratio of the temperature components TX/T, vs the vertical position
2=2/h, in planar Couette flow for Kn,,=1.250 and ~y=l.O; squares: Ma
=0.5; circles: Ma=l.O; diamonds: Ma= 1.5.

As discussed in Sec. III, we carefully designed our inlet
and outlet boundary conditions to eliminate end effects. Specifically, the inflow and outflow velocities, uL and uR, are
adaptively adjusted so as to fix the pressure on each end to
ambient pressure pn. To illustrate the importance of these
boundary conditions, consider a system with the same parameters as the slider bearing in Fig. 2. However, we now set
uL.= zlR= U, i.e., the reservoir velocities are set equal to the
platter velocity. Despite the fact that the reservoir pressure is
fixed at p,,, Fig. 9 shows that the pressure distribution fails to
match the boundary conditions and the measured load capacity (w=O.270) is more than 50% too large (compare with
Fig. 2). Clearly, our comparisons between DSMC simulations and Reynolds equation solutions are only possible
thanks to adaptive boundary conditions that eliminate this
end effect.
Given the fact that the Knudsen number in our simulations is close to unity, one wonders if the flow is close to the
free molecular limit. Since most of the computational effort
in a DSMC simulation is in the calculation of interparticle
collisions, our task would be greatly simplified if collisions
were negligible. To test this conjecture, we ran a DSMC
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FIG. 7. Load capacity in planar Couette flow for Kn,=lZO
and a= 1.0;
open circles: computed from pressure in the gas; filled diamonds: computed
from momentum transfer at the wall.
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FIG. 9. Slider bearing pressure profile; parameters are the same as in Fig. 2
except the inlet and outlet velocities equal U, the platter velocity; symbols
and line types as in Fig. 2.
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FIG. 10. Slider bearing pressure profile; parameters are the same as in Fig.
2 but with no collisions in the DSMC simulation (i.e., free molecular limitj;
symbols and line types as in Fig. 2.

simulation
with the same parameters as in Fig. 2 but with the
collisions subroutine disabled. The pressure profiles in Fig.
10 clearly show that collisions are not negligible, even when
the slider height, h is on the order of a mean-free path. In the
absence of collisions, the load capacity is significantly reduced (w=O.142) since the density (and consequently the
pressure) of the gas is lower in the free molecular case.

V. CONCLUSIONS
This paper presents DSMC data for several slider bearing configurations and compares the results with various
slip-corrected Reynolds equation solutions. Overall, the
Fukui and Kaneko slip correction gave accurate results (see
Figs. 2-4 and Table I), even in regimes where its validity
was questionable. For very high platter speeds, anomalous
load capacities were measured due to the breakdown of local
equilibrium (see Figs. 7 and 8). Given the relative success of
the slip-corrected Reynolds equation, one might question the
need for microscopic, particle-based simulations of slider
bearings.
In the study of nanoscale flows, DSMC simulations have
several advantages over continuum hydrodynamic methods.
First, the Reynolds equation assumes the flow has a fully
developed boundary layer. Our boundary conditions were
specifically designed to allow comparison with the Reynolds
equation since the inlet and outlet flow velocities were adjusted so as to eliminate the boundary layer entrainment zone
(see Fig. 9). Ideally, an air bearing simulation would not only
include these regions but also the flow outside the slider.
Preliminary attempts to use the Navier-Stokes equations for
simulations of the entire slider plus the surrounding external
flow have failed to span the large difference in length
scales.30 While it would be overly ambitious to attempt a
simulation of the entire slider using DSMC, it is certainly
feasible to perform detailed particle simulations of selected
regions, such as the sections around the inlet or outlet.
Second, particle-based methods are especially useful in
that microscopic parameters may be directly included in the
simulation. For example, accommodation is an inherently
atomic phenomenon. Experiments are underway to measure
Phys. Fluids, Vol. 6, No. 12, December 1994

the distribution function f(v’,vj, where v is the velocity of a
particle arriving at a surface and v’ is its velocity leaving the
surface, for disk drive platter surfaces.31 This distribution
function could be directly implemented in the subroutine that
handles boundary reflections in a DSMC program. A related
phenomenon is surface roughness; given the distribution of
features, the surface topography can be directly included in a
particle-based simulation. In macroscopic formulations, such
as a Reynolds equation, surface effects can be included only
by introducing ad hoc approximations; particle simulations
are useful in testing and validating these phenomenological
corrections.
Despite the many advantages in using DSMC for computing microscopic flows, particle methods remain costly
since the sampling error goes as O(m)
where N is the
number of computed time steps. In contrast, for most continuum fluid dynamics schemes, the truncation error is
O(At”) so the error in the solution goes as 0( l/N’). Given
their computational expense, DSMC simulations are, at
present, not competitive with slip-corrected Reynolds equations solvers as interactive design tools for air slider bearings. However, DSMC computations remain useful for testing and validating continuum hydrodynamic calculations at
high Knudsen number. Similarly, for detailed studies of liquid thin-film lubrication, molecular dynamics simulations
should prove increasingly usefu1.32
In the future, the DSMC method will be even more powerful when used in particle-continuum hybrid codes. These
hybrids will use Navier-Stokes solvers for the low Knudsen
number parts of the flow (e.g., exterior flow) and DSMC for
the high Knudsen number areas of the flow (e.g., boundary
layerj.33 At microscopic scales, the time step At used in
DSMC simulations is the same as that used in Navier-Stokes
computational fluid dynamics calculations.34 Our group is
currently developing a hybrid simulation with this capability
for the study of various slider bearing geometries.
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