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Continuous structural health monitoring (SHM) and integrated nondestructive evaluation (NDE)
are important for ensuring the safe operation of high-risk engineering structures. Recently,
piezoresistive nanocomposite materials have received much attention for SHM and NDE. These
materials are self-sensing because their electrical conductivity changes in response to deforma-
tion and damage. Combined with electrical impedance tomography (EIT), it is possible to map
deleterious effects. However, EIT suffers from important limitations – it is computationally expen-
sive, provides indistinct information on damage shape, and can miss multiple damages if they are
close together. In this article we apply a novel neural network approach to quantify damage met-
rics such as size, number, and location from EIT data. This network is trained using a simulation
routine calibrated to experimental data for a piezoresistive carbon nanofiber-modified epoxy. Our
results show that the network can predict the number of damages with 99.2% accuracy, quantify
damage size with respect to the averaged radius at an average of 2.46% error, and quantify dam-
age position with respect to the domain length at an average of 0.89% error. These results are an
important first step in translating the combination of self-sensing materials and EIT to real-world
SHM and NDE.
1 Introduction
Structural health monitoring (SHM) and integrated nondestruc-
tive evaluation (NDE) are promising methods of ensuring the
safety and reducing the maintenance costs associated with poten-
tially high-risk and high-value aerospace, civil, and energy engi-
neering structures.1 Recently, so-called self-sensing materials have
received much attention for application in SHM and integrated
NDE. These materials are engineered to elicit a property change
in response to environmental factors. For mechanical self-sensing
(i.e. the detection of deformation and damage), the piezoresis-
tive effect has much potential. Piezoresistivity refers to a material
having deformation and damage dependent electrical conductiv-
ity. Piezoresistive-based self-sensing is very appealing for SHM
and integrated NDE because low-cost, non-invasive, and easily
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multiplexed electrical measurements can be used to monitor the
mechanical state of the material or structure.
Piezoresistivity is typically achieved by modifying a non-
conductive matrix with highly conductive fillers. When suffi-
ciently many conductivity fillers are added, an electrically con-
nected or percolated filler network forms thereby allowing for
electrical transport through the insulating matrix. Deformations
which change the connectedness of the fillers or damage which
severs the connection between fillers manifest as a conductivity
change. The concentration of fillers needed to achieve percola-
tion is closely tied with filler aspect ratio – very long and thin
fillers percolate at much lower filler weight fractions. Because it
is desirable to not modify the host matrix with excessively many
fillers (potentially adversely affecting the load-carrying capabil-
ity of the material), ultra-high aspect ratio fillers such as carbon
nanotubes (CNTs) and carbon nanofibers (CNFs) have been thor-
oughly studied for use in self-sensing materials. For example,
nanofiller modification has been explored for imparting piezore-
sistive self-sensing to fiber-reinforced polymers,2 polymer sensing
skins,3 ceramics,4 and even cementitious materials.5
Electrical impedance tomography (EIT) is a natural comple-
ment for SHM in piezoresistive materials. Quite succinctly, EIT is
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a process by which the internal conductivity distribution of a do-
main can be spatially mapped via a series of voltage-current mea-
surements taken at the boundary of the domain. EIT therefore
allows us to detect and spatially map conductivity-changing arti-
facts such as deformations in nanofiller-modified polymers,6 im-
pact damage in nanofiller-modified glass fiber/epoxy composites7
and sensing skins,8 and damage to cement with CNT-modified
aggregate interfaces.9 Beyond nanofiller-modified materials, EIT
has also been used for detecting and shaping damage in cementi-
tious materials with silver or copper-based conductive coatings,10
metal particle-reinforced cement,11 and carbon fiber-reinforced
composites.12 Because of this diversity of material systems and
ability to shape and localize damage, the combination of piezore-
sistive self-sensing and conductivity mapping via EIT seemingly
has much potential for SHM and integrated NDE.
Despite this potential, EIT has some important limitations.
First, depending on its formulation, it can be computationally ex-
pensive and therefore slow to produce an image (e.g. nonlinear
difference imaging13). Second, EIT images are blurry and indis-
tinct. This can make definitive damage characterization difficult.
This limitation is a consequence of the underlying physics of EIT
being diffusion-based. And third, because of the diffuse nature of
EIT, it can also miss multiple damages that are close together such
as closely spaced holes by reproducing a single, large blob-like
conductivity change that covers both damages. These second and
third limitations – a lack of distinct shaping and indistinguishabil-
ity of closely spaced damages – are readily apparent in Figure 1.
In this figure, EIT blurs together two closely spaced holes. Man-
ual interpretation of EIT for prognostic purposes may therefore
mistakenly assume that there are only two damages when there
are, in fact, three. Furthermore, manual interpretation would be
unable to provide precise characterization of these damages be-
yond occuring in roughly the same location as the conductivity
change and being of roughly the same shape. Overcoming these
limitations is important because real-time damage quantification
(i.e. knowing the precise damage location, size, and shape) is
essential to effecting meaningful diagnostics.
In light of the preceding discussion, we herein present a novel
method of integrating machine learning via neural networks with
the EIT problem for damage detection, localization, and quantifi-
cation. Indeed, the application of machine learning and neural
networks to EIT has already received some attention particularly
in the context of medical imaging.14–16 However, there are some
important differences in the work herein presented. First, we ap-
ply network-supplemented EIT for damage detection in an en-
gineered material system rather than for physiological imaging.
And second, we train the network to parameterize the damage.
That is, some a priori information on the damage is provided to
the network such that it can very accurately predict damage pa-
rameters including location, size, and number in a piezoresistive
material with accuracy that is unapproachable by standard EIT.
In the fourthcoming we will first describe the material system
by which our computational study was calibrated. Next, we will
summarize the standard EIT formulation. Then, we will describe
two approaches to training the neural network – via EIT conduc-
tivity maps (i.e. image data) and via EIT-predicted conductivity
change vectors (i.e. numerical data). It will be shown that this
is an important distinction which substantially affects the accu-
racy of the network. And lastly, we computationally validate the
network using an experimentally calibrated simulation routine.
Summarily, the intent of this work is to explore whether or not
EIT-generated conductivity data (i.e. in the form of maps and
vectors) can be integrated with existing machine learning archi-
tectures for spatial damage characterization.
Fig. 1 Demonstration of important limitations of EIT for damage detec-
tion. a) Three holes are simulated. Two of the holes are quite close to-
gether. b) While the EIT reconstruction does capture artifacts collocating
with the holes, the image is blurry making it difficult to extract meaningful
diagnostic information such as hole size. Worse, EIT blurs together holes
2 and 3. This demonstrates an important limitation of EIT – it can fail to
differentiate between close damages.
2 CNF/epoxy
The networks herein utilized were computationally trained us-
ing a model calibrated to experimental data for a CNF/epoxy
nanocomposite. For the sake of completeness, the manufactur-
ing procedure is briefly outlined here. However, interested read-
ers are directed to the original work by Tallman and Hassan17
for a more expansive discussion on how the material was man-
ufactured and its electrical properties were measured. To pro-
duce this material, CNFs (Pyrograf III PR-24-XT-HHT, Applied Sci-
ences) were dispersed into an uncured liquid epoxy resin (Fibre
Glast 2000) using a combination of high-energy mixing, bath son-
ication, a viscosity thinning agent, and chemical surfactant (Tri-
ton X-100, bioWORLD). Procedurally, desired amounts of CNFs
were first weighed and added to the liquid epoxy resin along with
acetone at an acetone-to-resin volume ratio of 1:2 and surfactant
at a surfactant-to-CNF weight ratio of 0.76:1. This mixture of
CNFs, epoxy resin, surfactant, and acetone was then mixed in
a planetary centrifuge mixer (Thinky-AR100) for three minutes.
After this initial mixing, the mixture was sonicated for 4 hours
in a bath sonicator. Sonication helps to break up CNF agglomer-
ations. After the sonication process, a hotplate stirrer was used
at 60 ◦C for 24 hours in order to eliminate the acetone from the
mixture via evaporation. Next, curing agent and air release agent
(BYK A-501) were added at weight ratios of 27:100 and 0.001:1,
respectively. Lastly, the mixture was degassed for 30 minutes at
room temperature before being poured in open rectangular molds
and cured at 60 ◦ for five hours. A total of five specimens were
made at 0.25, 0.5, 1, 1.5, and 2.0 wt.% CNFs.
Post-cured CNF/epoxy specimens were then cut into smaller
pieces measuring 1” × 1” × 0.25” via a water-cooled tile saw.
These smaller pieces are referred to as measurement specimens.
This resulted in a total of eight measurement specimens per CNF
weight fraction. Electrodes were attached using a combination of
conductive silver paste and copper tape such that electrical resis-
tance could be measured. Post-manufactured and instrumented
specimens and scanning electron microscope (SEM) images of the
underlying CNF network are shown in Figure 2. From the mea-
sured resistance and specimen dimensions, the electrical conduc-
tivity was calculated. Conductivity versus CNF weight fraction
data is also shown in Figure 2. This experimentally determined
conductivity was used to calibrate the EIT model that is used to
train the networks as described later.
3 Electrical impedance tomography
EIT is a process by which the internal conductivity of a domain is
mapped. EIT has two important parts – i) the forward problem by
which the voltage-current relationship in the domain is modeled
and ii) the inverse problem which seeks to spatially map the in-
ternal conductivity distribution from observations of the voltage-
current relationship. These parts are both described in the fourth-
coming sub-sections.
3.1 EIT forward problem
The goal of the EIT forward problem is to solve for electrode volt-
ages for a prescribed current injection magnitude and conductiv-
ity distribution. This process is governed by Laplace’s equation in
the absence of internal current sources as is shown in equation
(1) where σ is the conductivity distribution and φ is the electric
potential.
∇ ·σ∇φ = 0 (1)
In EIT, the complete electrode model (CEM) is used as bound-
ary conditions on Laplace’s equation. The CEM boundary condi-
tions account for the finite size of practical electrodes by adding
an additional degree of freedom for the electrode voltage. As
shown in equation (2), the CEM also accounts for a voltage drop
between the domain and electrodes due to contact impedance.
Charge conservation is enforced by equation (3) by requiring that
the total current entering the domain is equal to the total current
leaving the domain. In these equations, zl represents the contact
impedance between the lth electrode and the domain, Vl is the
voltage of the lth measurement electrode, the total number of
electrodes is denoted by L, El represents the size of the lth elec-
trode, and n represents a normal vector pointing outward from
the domain boundary.
zlσ∇φ ·n=Vl −φ (2)
L
∑
l=1
∫
El
σ∇φ ·n dSl = 0 (3)
Equations (1)-(3) are most easily solved by discretization via
the finite element method. This is shown in equation (4). In these
equations, Φ is a vector representing electric potential in the do-
main, V is a vector of electrode voltages, and the vector I repre-
sents electrode currents. AM is the stiffness matrix for steady-state
diffusion and the remaining matrices are formed as shown as fol-
lows where wi is the ith finite element interpolation function. This
work uses linear triangle elements.[
AM +AZ AW
ATW AD
][
Φ
V
]
=
[
0
I
]
(4)
AZ i j =
L
∑
l=1
∫
Sl
1
zl
wiw j dSl (5)
AW li =−
∫
Sl
1
zl
wi dSl (6)
AD = diag
(
El
zl
)
(7)
3.2 EIT inverse problem
The EIT inverse problem tries to spatially map the conductivity
distribution of the domain for a given set of boundary voltage
observations. This can be done by updating the conductivity dis-
tribution of the forward model until the model-predicted voltages
match the experimentally collected voltages. However, recover-
ing the conductivity distribution in this way is often impractical
because the EIT inverse problem is ill-posed and therefore ex-
tremely susceptible to factors such as model-to-experiment elec-
trode misplacement, geometry deviations, and noise. Therefore,
difference imaging is most often used wherein the conductivity
change between two states is sought (i.e. the change in conduc-
tivity before damage and after damage). Herein, we use a one-
step linearization approach by linearizing the damage-induced
conductivity change about an initial estimate of the background
or unperturbed conductivity distribution. In order to do this, de-
fine the experimentally observed change in boundary voltage as
shown next in equation (8).
δV =Vm (t2)−Vm (t1) (8)
Above, the t1 and t2 arguments indicate that boundary voltages
were measured before and after the damage event, respectively.
We can likewise define this difference via the forward problem as
W = F (σ +δσ)−F (σ) where F (·) is the output of the forward
problem evaluated at the conductivity in its argument and δσ is
the damage-induced conductivity change which we seek. To find
δσ , we linearize F (σ +δσ) about the unperturbed background
Fig. 2 Piezoresistive CNF/epoxy. a) Post-manufactured measurement specimen with electrodes applied. b) SEM images of CNF/epoxy fracture
surface showing CNF dispersion above and close up of a single CNF protruding from the fracture surafce below. c) Plot of CNF/epoxy conductivity
versus CNF weight fraction. Boxes indicate mean conductivity and error bars indicate standard deviation.
conductivity, σ , via a truncated Taylor series as shown below in
equation (9).
F (σ +δσ)≈ F (σ)+ ∂F (σ)
∂σ
δσ (9)
To actually solve for the conductivity change, we form a min-
imization problem in which we seek to minimize the difference
between δV and the linearized form of W as shown in equation
(10).
δσ∗ = argmin
δσ≤0
(‖Jδσ −δV‖mm+α ‖R(δσ)‖nn) (10)
Above in equation (10), m and n represent the m or nth vector
norm to the m or nth power. Herein, we use m= n= 2, but inter-
ested readers are directed to work by Tallman and Hernandez18
for a discussion on other norms. Note also that a regularization
term, R(δσ), has been incorporated into the minimization. This
is necessary because of the ill-posedness of the EIT inverse prob-
lem. A discretized approximation of the Laplace operator is used
for regularizing the inverse problem in this work due to its ability
to filter out highly oscillatory noise artifacts. The extent of regu-
larization is controlled by the scalar hyper-paremeter, α. Lastly,
note that the minimization has been constrained such that δσ ≤ 0.
This is based on the physical realization that damage will cause a
complete cessation or loss of conductivity. For more detailed so-
lution strategies of equation (10), interested readers are directed
to the engaging work of Smyl et al.19
4 Problem setting
In this study, the goal is to detect the damage status on the self-
sensing material specimen by analyzing the EIT-generated con-
ductivity change distribution data with machine learning meth-
ods. In this preliminary, proof-of-concept study, we consider only
simple through-hole damages. This task is divided into three sub-
tasks: predicting the number, the radius, and the center position
of the holes. For EIT images, we use convolutional neural net-
works (CNN) to predict the number of holes, the radius of holes,
and use K-means to predict the center position of holes. For con-
ductivity change vectors, we use fully connected neural networks
(FCNN) to detect the damage status.
For the problem of predicting the number of holes, the principal
idea is to build a model that can be used to predict the number of
holes given the EIT generated conductivity change data. Since in
our dataset, the number of holes on a specimen is between 1 to 3,
this problem can be seen as a multi-class classification problem,
the class 1, class 2, and class 3 represent that this specimen has
1, 2, and 3 holes, respectively. With the EIT images as input, we
can train a CNN to predict the number of holes. On the other
hand, with the conductivity change vectors as input, the FCNN is
trained as a classification model to predict the number of holes.
In order to detect the degree of damage on the material spec-
imens, the radius of holes is needed to be identified. A generic
model is created to predict the radius of holes on material spec-
imens given the EIT-generated conductivity change data. Since
the distribution of radius is continuous, this task can be seen as a
regression problem. With the EIT images as input, we can train
a CNN to predict the radius of holes. On the other hand, with
the conductivity change vectors as input, the FCNN is trained as
a regression model to predict the radius of holes.
In order to localize the damage, we need to predict the cen-
ter position of holes. From the EIT images, a hole can be seen
as a cluster of pixels; therefore, the clustering algorithms can be
applied to predict the center position of holes. Unlike the neu-
ral networks we introduced above, the clustering algorithms are
unsupervised machine learning algorithms, so we do not need to
provide an annotation of samples to the clustering algorithms. In
our study, the K-means algorithm is used and the coordinates of
the pixels that form the damaged domain on the image are fed to
the K-means, K-means divides the coordinates into K clusters, K is
the number of holes, and K-means can also output the centroids
for the K clusters, we can approximately see the K centroids as the
centers of holes. Using the conductivity change vectors as input,
this problem can be treated as a regression problem, so we apply
the FCNN as a regression model to predict the center position of
holes with the vectors.
5 Dataset
A large amount of data is required in our study, and all data used
in our study is generated by an experimentally calibrated EIT sim-
ulation program. In these simulations, an adaptive mesh routine
is used to simulate a random number of through holes within
the specimen. Holes are simulated as voids in the mesh. The
simulated specimen used in this work measured 0.9 m × 0.9 m
and has a background conductivity equal to the experimentally
measured mean conductivity of CNF/epoxy at 1.0 wt.% CNFs,
9.16×10-5 S/m. A total of 16 electrodes, each measuring 1/9th
of the domain width, were simulated using the CEM as described
previously. These electrodes can be seen in Fig.3. An adjacent
injection and measurement scheme was used.
All damage in our study is circular and each specimen has at
least 1 hole and at most 3 holes. For the balance of data, the
numbers of generated samples with 1, 2, and 3 holes are the
same. Each hole has a random radius between 0.03 m and 0.05
m. The EIT routine described previously is then used to repro-
duce the conductivity change distribution of the mesh with holes
onto a different, hole-free mesh thereby avoiding a so-called ‘in-
verse crime.’ Specifically, two references meshes are used for the
difference imaging process – a hole-free reference mesh and a
reference mesh with 1-3 randomly generated holes such that a
voltage change vector, δV , due to the holes can be formed. Fur-
ther, the reference meshes are much more refined than the EIT
reconstruction mesh. The reference meshes have on the order
of 3,500 triangular elements (the exact number of elements de-
pends on the number and size of the randomly generated through
holes). The finite element mesh used for the EIT reconstruction,
on the other hand, always has 772 triangular elements. Because
finite element simulations are well known to converge with in-
creasing number elements, utilizing a much coarser EIT mesh for
the conductivity mapping ensures that intrinsic modeling errors
exist between the reconstruction mesh and the simulated exper-
imental data (i.e. the reference mesh) as would be expected for
actual experimental data. A representative reference mesh with
three holes and the EIT reconstruction mesh are shown in Fig.3.To
more faithfully reproduce experimental conditions, voltage mea-
surements were also contaminated with noise at a signal-to-noise
ratio of 85 dB. These simulation parameters (i.e. EIT mesh refine-
ment, signal-to-noise ratio, choice of regularization for EIT, etc.)
were selected based on our previous experience with using EIT
for imaging of CNF-based polymeric nanocomposites.6,20,21
Fig. 3 Representative damaged reference mesh (note that damage is
randomly generated such that no two reference meshes are the same)
and the EIT reconstruction mesh. Electrodes are shown along the pe-
riphery of the domains in gray.
EIT generates two categories of data, conductivity change dis-
tribution vectors and images constructed from the vectors. For the
vector, its length is 772, which equals to the number of cells in the
EIT finite element mesh. Each element in the vector represents
the conductivity change value of the corresponding cell. The im-
ages are stored as 538-by-538-by-3 data matrix that records the
red, green, and blue color components for each individual pixel.
Both the width and height of the image is 538 pixels. Both vector-
based and image-based data represent the conductivity change
distribution through a specimen and are considered as the inputs
of our machine learning models in this study.
6 Methodology
6.1 EIT image-based machine learning approach
6.1.1 Convolutional neural networks
CNNs are a variant of neural networks that are frequently applied
to image analysis. In this section, the most important theories
and concepts of CNNs are described.
Convolutional layer
The convolutional layer is essential in CNN since it is used to
detect features and has several kernels with learnable weights.22
Kernels work as filters and a kernel is a matrix of integers. Each
kernel provides a measure for how close a patch of input resem-
bles a feature. A kernel slides over the complete image and dot
product is taken between the kernel and a patch of the image. The
greater the result, the closer the patch of the image resembles the
feature. The computed dot product values corresponding to the
channels of each kernel are summed up with a bias to produce
the results of each kernel. These results form the spatial feature
maps of the convolutional layer.
Pooling layer
The pooling layer is where the features extracted by the convo-
lutional layer are selected for downsampling, which reduces the
computational cost. The function of the pooling layer is straight-
forward; for example, the max pooling layer extracts the maxi-
mum in the feature maps; the average pooling layer extracts the
averages in the feature maps.23
Fully connected layer
The fully connected layer is an essential component of CNNs
because it connects to all nodes in the previous layer. It takes
the outputs of the previous layer, performs dot products between
the weights of each node and the inputs, and adds a bias in each
node.24
Softmax function
The softmax function is an activation function usually used in
the classification model to predict the class of the input. The
softmax function takes the output from the previous layer, esti-
mates the probabilities for each class, and predicts the class that
has the greatest probability as the prediction of the classification
model.25
6.1.2 K-means
The K-means algorithm is a clustering algorithm that is capable
of partitioning a dataset into K distinct clusters26 – these clus-
ters should not overlap each other such that each data point in
the dataset belongs to only one cluster. K-means tries to make
the data points inside a cluster as close as possible while keeping
the data points in different clusters as far as possible. It ran-
domly selects K data points as initial centroids then the sum of
the squared distance between data points and all centroids are
calculated. Each data point is assigned to the closest centroid,
then centroids for the clusters are calculated by taking the aver-
age of the all data points that belong to each cluster. These steps
are iterated until the centroids cannot be changed anymore.
6.1.3 Data Preprocessing
Noise is a common feature of EIT images, which influences the
performance of our model. In order to mitigate this, the red color
components of pixels are removed, the green and blue compo-
nents whose value are smaller than 50 are also removed. In order
to reduce the dimension of input and accelerate the model train-
ing process, the input images are resized to 100 pixels × 100
pixels by applying interpolation. Pixel values of images are nor-
malized by dividing all pixel values by 255 in order to improve
the performance of the model and speed up the training process.
The preprocessing steps are shown in Fig.4.
6.1.4 Prediction of the number of holes and the radius of
holes
Two CNNs are used to predict the number and radius of holes
from EIT images. For the CNN used to predict the number of
holes, the first layer is the convolution layer that has 16 kernels
with a kernel size of 3-by-3. The second layer is a max pooling
layer used to reduce the complexity of computation by reducing
the dimensionality of the input. The third layer is a flatten layer
that flattens the input to a 1-dimensional array. The fourth layer
is a fully connected layer that has 256 nodes to capture all the
information contained in the input of this layer. The fifth layer
is a fully connected layer with 32 nodes. An activation function
called ReLU is applied in nodes in the convolutional layer and the
first and second fully connected layer. Lastly, the output layer is a
fully connected layer that has 3 nodes with a softmax activation
function to work as a classifier. Fig.5 presents the details of the
structure of the CNN clearly.
The structure of the CNN for predicting the radius of holes is
similar to that for predicting the number of holes, the only differ-
ence is that the output layer has no activation function since the
convolutional neural network is a regression model.
6.1.5 Prediction of the center position of holes
K-means alogirthm is employed to predict the center position of
holes. The first step of using the K-means algorithm is specifying
the number of clusters, K, which is the number of holes on the
image in our study. A neural network model is employed first to
predict the number of holes accurately as the value of K. After
the EIT images are preprocessed, only the pixels that form the
damage domain are reserved, and the coordinates of these pixels
can be determined. The K-means algorithm with the coordinates
is employed to predict the center position for the K number of
holes.
6.2 Conductivity change vector-based machine learning ap-
proach
6.2.1 Data Preprocessing
The conductivity change vector is normalized to a unit vector by
dividing every element by the norm of the vector. This normal-
ization procedure can speed up the gradient descent process and
improve the performance and stability of our model.
6.2.2 Prediction of the number, radius and center position
of holes
Three FCNNs are employed to predict the number, the radius, and
the center position of holes separately. First, a FCNN is built as
a multi-class classification model to predict the number of holes
in three classes (i.e.e classes with 1, 2, and 3 holes) from the
conductivity change vectors. The proposed network is composed
of 1 input layer, 3 hidden layers, and 1 output layer. The input
layer contains 772 nodes. Each of them represents an element in
the conductivity change vector (recall that the EIT reconstruction
mesh has 772 elements). The number of nodes in the first hidden
layer is 256, which is enough to understand all the information
contained in the input layer. There are 64 and 16 nodes in the
next two hidden layers. The ReLU activation function is applied in
nodes in hidden layers. In the output layer, there are three nodes
and the activation function is again a softmax function since our
model is a three-classes classifier. Fig.6 presents the structure of
the FCNN.
Second, a FCNN was built as a regression model to predict the
radius of holes with the conductivity change vectors. The struc-
ture of the FCNN is almost the same as that for predicting the
number of holes except that the third hidden layer has 32 neu-
rons and no activation function is applied on the output layer in
Fig. 4 Preprocessing of EIT images used for image-based training. a) An original EIT image. b) The image after being removed the color components.
c) The image after being resized.
Fig. 5 The structure of the EIT image-based CNN for predicting the number of holes. 1 Convolutional layer, 2 Max pooling, 3 Flatten layer, 4 Fully
connected layer, 5 Fully connected layer, 6 Fully connected layer + Softmax.
this network since the model is a regression model.
Third, a FCNN is constructed as a regression model to predict
the center position of holes from the conductivity change vectors.
This FCNN is similar to the one for predicting the number of holes
except that there are 128 and 32 nodes in the second and third
hidden layers and there are six neurons in the output layer with
no activation function.
7 Results using the machine learning ap-
proaches with experimentally calibrated
simulation data
7.1 Results obtained from the EIT image-based machine
learning approach
The first experiment is conducted using the previously proposed
CNN for predicting the number of holes. The network is trained
and tested with EIT images. 22,950 EIT images are used to train
and validate the CNN. In the training process, 50 epochs and
batch size 128 have been used when feeding in the training sam-
ples. After training, the model’s performance on 4,050 testing
images gives the accuracy of 0.911. Fig.7 shows the training ac-
curacy and the validation accuracy plots against epochs. From
Fig.7, we can see the training error and validation error converge
after 50 epochs.
The second experiment is conducted using the previously pro-
posed CNN for predicting the radius of holes. 22,950 EIT images
are used to train the neural network. After the training, the model
is tested on 4,050 images. The performance using mean squared
error (MSE) gives a testing error of 1.16× 10−4. By comparing
the predicted output and the annotation, the average difference
between the predicted and true radius is 0.00511 m. Fig.8 shows
the training process. From Fig.8, we can see the training error
and validation error converge – the validation error is relatively
large compared to the training error.
The third experiment is conducted using the K-means model
with 27,000 images to predict the center position of holes. By
comparing the predicted output and annotations, the average dis-
tance between predicted and true center position is 0.0172 m.
Fig. 6 The structure of the conductivity change vector-based FCNN for predicting the number of holes.
Fig. 7 Training process of EIT image-based CNN for predicting the num-
ber of holes.
7.2 Results obtained from the conductivity change vector-
based machine learning approach
The first experiment is conducted using the previously proposed
FCNN for predicting the number of holes. 21,600 conductivity
change vectors are used to train and validate the fully connected
neural network. 5,000 epochs and batch size 128 have been ap-
plied in the training process. After the training, the model’s per-
formance on 5,400 testing samples is evaluated with an accuracy
of 0.992. Fig.9 shows the training accuracy and the validation
accuracy as a function of epochs. From this result, we can see
a clear improvement in accuracy compared to the result of using
EIT images as the inputs.
The second experiment is conducted using the previously pro-
posed FCNN for predicting the radius of holes. 21,600 conduc-
tivity change vectors are used to train and validate the FCNN.
1,000 epochs and batch size 256 have been applied in the train-
ing process. After the training, the model’s performance on 5,400
testing samples using MSE is evaluated with the testing error of
6.11× 10−6. By comparing the predicted output and the annota-
Fig. 8 Training process of EIT image-based CNN for predicting the radius
of holes.
tion, the average difference between the predicted and true radius
is 0.000987 m. Fig.10 shows both the training error and validation
error decrease as increasing the epochs.
The third experiment is to use the proposed FCNN for predict-
ing the center position of holes. 21,600 conductivity change vec-
tors are used to train and validate the FCNN, 1,000 epochs and
batch size 64 have been applied in the training process. After
the training, the model’s performance on 5,400 testing samples is
evaluated using MSE with the testing error is 3.21× 10−4. By
comparing the predicted output and the annotation, the aver-
age difference between the predicted and true center position is
0.00808m. Fig.11 shows the training error and validation error
decrease as increasing epochs during the training process of the
neural network.
7.3 Comparison of results with EIT images and conductivity
change vectors as input
According to our experiments, machine learning methods, espe-
cially neural networks, can be built for the damage prediction
and quantification from EIT-generated conductivity change data.
In our study, we use EIT images and conductivity change vectors
as input separately to predict the number, the radius and the cen-
ter position of holes. The comparison between the performance
of models with different inputs is shown in the Table 1 and a few
representative images are shown in Fig.12. From these results,
we can clearly see that the conductivity change vector-based ma-
chine learning approach is a better option. The main reason may
be that the process of constructing images from vectors causes the
loss of information.
Fig. 9 Training process of the conductivity change vector-based FCNN
for predicting the number of holes
Fig. 10 Training process of the conductivity change vector-based FCNN
for predicting the radius of holes.
8 Conclusions
This study is one of the first attempts at combining neural net-
works with the EIT method for damage detection in self-sensing
materials. And from the results presented herein, the proposed
approach seems to have good performance. Compared to the tra-
ditional ways of using EIT for damage detection, our method not
Fig. 11 Training process of the conductivity change vector-based FCNN
for predicting the center position of holes.
only detects the existence of damage but also gives a much more
quantitative description of the damage status, including the num-
ber, radius, and center position of damage. Our results show that
the machine learning approach can indeed predict the number of
damages with up to 99.2% accuracy, quantify damage size with
respect to the averaged radius at an average of 2.46% error, and
quantify damage position with respect to the domain length at
an average of 0.89% error. And because all of this can be done
in virtually real-time, this method seemingly has great potential
for application to the field of SHM. However, utilizing the con-
ductivity change vector directly considerably outperformed im-
age recognition-based methods. This is likely a consequence of
reducing the image quality prior to employing image recognition.
Encouraged by this success, several directions of future work
are suggested. First, the size of damage studied in our research is
not very small compared to the size of the specimen, particularly
for damage detection thresholds of interest to practical SHM. Fu-
ture work should therefore look to improve the sensitivity of our
method for detecting smaller damage. Second, the number of
holes in our study is limited between 1 to 3. Moving forward,
we need to increase the number of holes that our method can
handle. Third, in this proof-of-concept study, damage was limited
to simple circular through-holes. Real structural damage is ob-
viously much more complex. Consequently, future work should
seek to generalize the shaping capabilities of the basic approach
herein presented. Fourth, as described in section 5 Dataset, care
was taken to ensure the simulation parameters are representative
of real experimental data (i.e. by using a greatly refined refer-
ence mesh to ensure system modeling errors between the simu-
lated data and the EIT mesh, including noise, etc.). However, the
potential of the preliminary proof-of-concept results herein pre-
sented will need to ultimately be experimentally validated using
real data. This will be especially important for understanding how
modeling errors corrupt or bias the networks ability to predict ac-
tual damage. And fifth, the performance of neural network-aided
Fig. 12 Three representative examples of the performance of damage detection using machine learning approaches. a) Real damage status. b)
Image generated by EIT. c) Damage predicted by the conductivity change vector-based machine learning approaches. d) Damage predicted by the EIT
image-based machine learning approaches. In c) and d), the white filled circles are the real damages and the black circles are the predicted damages.
Note again the top row where the proximity of the holes causes EIT to produce only a single region of conductivity change encompassing both holes.
The method herein proposed, however, can adeptly recognize this as due to two distinct holes.
damage characterization via EIT should be benchmarked against
manual interpretation (i.e. EIT images interpreted by a person)
in order to conclusively prove the advantage of machine learning
over human inspection in this application.
Table 1 Comparison between the performance of models using EIT im-
ages and conductivity change vectors as input
Prediction
Goal
Metrics EIT Images Conductivity
Change
Vectors
Number
of holes
Testing accuracy 0.911 0.992
Hole
radius
Average
difference
between
predicted and
true radius (m)
0.00511 0.000987
Center
position
Average
distance
between
predicted and
true center
positions (m)
0.0172 0.00808
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