Abstract. We study Finsler spacetimes and Killing vector fields taking care of the fact that the generalised metric tensor associated to the Lorentz-Finsler function L is in general well defined only on a subset of the slit tangent bundle. We then introduce a new class of Finsler spacetimes endowed with a timelike Killing vector field that we call stationary splitting Finsler spacetimes. We characterize when a Finsler spacetime with a timelike Killing vector field is locally a stationary splitting. Finally, we show that the causal structure of a stationary splitting is the same of one of two Finslerian static spacetimes naturally associated to the stationary splitting.
Introduction
The main feature of Finsler geometry is that the associated generalised metric tensorg (also called fundamental tensor) has a dependence on the directions. More precisely, at any point p of a spacetimeM there are infinitely many scalar products g v , one for each direction v whereg is defined. In this respect, a gravitation theory based on Finsler geometry is a metric one and it can include, as its isotropic case, general relativity. There have indeed been several works in relativistic physics where Finsler geometry is used. 1 We recall here the pioneering work of G. Randers [58] about asymmetry of time intervals, where it is introduced a class of Finsler metrics, nowadays called Randers metrics, together with its connection with 5-dimensional Kaluza-Klein theory; the work of G. Y. Bogoslovsky on Lorentz symmetry violation (see e.g. [9, 10, 11] ) and the finding by G.W. Gibbons et al. [30] that general very special relativity is the group of transformations that leave invariant a Finsler metric introduced by Bogoslovsky; the work of H.E. Brandt about maximal proper acceleration (see e.g. [12] ) where generalised metric on the tangent bundle of the spacetime are used; the extension of the Fermat's principle to Finsler spacetime by V. Perlick [56] , motivated by optics in anisotropic non-dispersive media; the applications to quantum gravity by F. Girelli et al. [32] . More recently, mathematical models where Finsler geometry replaces Lorentzian one have been considered in gravitation, see e.g. [1, 7, 26, 42, 45, 50, 57] , cosmology [34, 54, 62, 64] and in the so-called Standard Model Extension (see e.g. [23, 40, 41, 59, 61] ).
In this work we study Finsler spacetimes endowed with a timelike Killing vector field and we introduce a new class of Finsler spacetimes that can be viewed as a Finslerian extension of the class of the standard stationary Lorentzian manifolds (see, e.g., [47, 24, 38] ).
Key words and phrases. Finsler spacetime, stationary spacetime, causality. 1 For applications of Finsler geometry to non-relativistic physics and biology we recommend [5] . 1 A Finsler spacetime is here defined as a smooth, connected, paracompact manifoldM of dimension n + 1, n ≥ 1, endowed with a generalised metric tensorg, defined on an open subset A ⊂ TM , having index 1 for each v ∈ A and which is the Hessian w.r.t. to the velocities of a Lorentz-Finsler function L (see Definition 1.1 below). This is a function L : TM → R which is positively homogeneous of degree 2 in the velocities, i.e. L(p, λv) = λ 2 L(p, v), ∀λ > 0. The domain A wherẽ g is well defined and has index 1 is in general, a smooth, cone subset of TM \ 0, where 0 denotes the zero section in TM . By "smooth cone subset" we mean that π(A) =M , whereπ : TM →M is the natural projection from the tangent bundle TM toM , and, for every p ∈ M , A p := A ∩ T pM is an open linear cone (without the vertex {0}) of the tangent space T pM , i.e. if v ∈ A p then λv ∈ A p for each Λ > 0. Moreover A p varies smoothly with p ∈ M in the sense that A p is defined by the union of the solutions of a finite number of of systems of inequalities
where, for each k ∈ {1, . . . , l}, E 1,k , . . . , E m k ,k : TM → R are m k smooth functions on TM , positively homogeneous of degree 1 in v.
In our paper, below Section 2, A p will be equal to T + pM \ T p or, in some cases, to T pM \ T p , where T + pM is a half-space in T pM whose boundary is an hyperplane passing through {0} and T p is a one-dimensional subspace intersecting T + pM . We will denote the set A = ∪ p∈M A p by T +M \T in the former case and with TM \T in the latter. Indeed, the cone subsets T + pM \T p and TM \T are the natural candidate domains for a generalised metric tensorg if one asks for a Lorentz-Finsler function L on a product manifoldM = R × M such that, on T M , L reduces to the square of a classical Finsler metric. In fact, L cannot be smoothly extended to vectors which project on 0 in T M , because the square of a classical Finsler metric is not twice differentiable on zero vectors.
More generally, as suggested in [44] , L could be smooth only on TM \ Z where Z is a zero measure subset in TM. It is worth to recall that it would be possible to define L on a cone subset A where L is negative and, at each point p ∈M , A p is a convex salient cone and L is extendible and smooth on a cone subset around the set of lightlike vectors {v ∈ TM \ 0 : L(v) = 0} which defines the boundary of A in TM \ 0, [1] (A is then the cone subset of the Finslerian future pointing timelike vectors).
Let us now give some further details about the generalised metric tensorg. Let A ⊂ TM be a cone subset as above and let π : A →M be the restriction of the canonical projection,π : TM →M , to A. Moreover, let π * (T * M ) the pull-back cotangent bundle over A. We consider the tensor product bundle π * (T * M ) ⊗ π * (T * M ) over A and a sectiong : v ∈ A →g v ∈ T * π(v)M ⊗ T * π(v)M . We say thatg is symmetric ifg v is symmetric for all v ∈ A. Analogously,g is said non-degenerate ifg v is non-degenerate for each v ∈ A and its index will be the common index of the symmetric bilinear formsg v ; moreover,g will be said homogeneous if, for all λ > 0 and v ∈ A,g λv =g v . A a smooth, symmetric, homogeneous, non-degenerate sectiong of the tensor bundle π * (T * M )⊗π * (T * M ) over A will be said a generalised metric tensor. Definition 1.1. A Finsler spacetime is a smooth (n + 1)-dimensional manifoldM , n ≥ 1, endowed with a generalised metric tensorg, defined on a (maximal) cone subset A ⊂ TM \ 0, such thatg (p,v) has index 1, for each (p, v) ∈ A, and it is the fiberwise Hessian of a Lorentz-Finsler function L:
for all (p, v) ∈ A. Moreover, there exists a smooth vector field
We denote a Finsler spacetime by (M , L); in some circumstances, to emphasize thatg is defined and has index 1 only on A ⊂ TM \ 0, we denote it by (M , L, A). Remark 1.2. Observe that, wheneverg is defined on TM \0, Definition 1.1 coincides with that in [49, Def. 3] . We emphasize that A has to be intended as the maximal open domain in TM \ 0 whereg is well defined and has index 1. We do not assume a priori that the connected component ofĀ p that contains Y p is convex and that all the lightlike vectors (v ∈ TM \ 0, such that L(v) = 0) in such a component belong also to A p ; anyway both these properties should hold for obtaining reasonable local and global causality properties (see [49, 1, 50] ) and indeed they are satisfied by the class of stationary Finsler spacetimes that we introduce below. On the other hand, some Finslerian models do not satisfy the above second requirement: for example, in (deformed) Very Special Relativity minus the square of the line element (see [30, 26] ) is given by
where g is a Lorentzian metric onM admitting a global smooth timelike vector field Y , which gives to (M , g) a time orientation, and ω is a one-form onM which is equivalent, w.r.t the metric g, to a future-pointing lightlike vector u. According to the value of the parameter b = 1, the fundamental tensorg of L is not defined or vanishing at u, which is also lightlike for L, while for all the timelike future-pointing vectors v of g, we have that L(v) < 0. Henceforth we will omit the dependence from the point on the manifoldM , writing simply L(v),g v , etc., unless to reintroduce it in necessary cases (as in the statement of Theorem 4.8 where we use the notation L(z, ·) to denote the map from T zM → R obtained from L by fixing z ∈M ).
Killing vector fields
In this section we extend the notion of Killing vector field to Finsler spacetimes following the approach of [46] , with the difference that the base space in our setting is the open subset A ⊂ TM , while in [46] it is the standard one for Finsler geometry, i.e. the slit tangent bundle. We will only consider Killing vector fields that are vector fields onM by passing to their complete lifts on TM and then restricting them to the open base space A. Clearly a more general approach is possible by considering generalised vector field, i.e. sections of π * (TM ), as in [53] . Another interesting approach is given in [37, §2.9] .
Let us give some preliminary notions. Let f :M → R be a smooth function. The complete lift of f on TM is the function f c defined as f c (v) := v(f ) for any v ∈ TM. Let now X be a vector field onM and set X c the complete lift of X to TM, defined by
, for all smooth functions f onM ,
Observe that if (x 0 , . . . , x n ) are local coordinates onM and (x 0 , . . . , x n , y 0 , . . . , y n ) are the induced ones on TM (by an abuse of notation we denote the induced coordinate
, for all i = 0, . . . , n; so it is easy to check that in local coordinates (X c ) (x,y) is given by
where we have used the Einstein summation convention; here (x, y) ∈ TM has coordinates (x 0 , . . . , x n , y 0 , . . . , y n ), and X h (x), h = 0, . . . , n, are the components of X w.r.t.
Remark 2.1. It is worth to observe that complete lifts on A are well defined by restricting functions and fields to the open subset A and, in the following, we will consider such restrictions and we will denote them, with an abuse of notation, always by f c and X c .
The canonical vertical bundle map betweenπ * (TM ) and T (TM) induces an injective bundle map i :
Observe that the map i induces also a injective homomorphism between X(π) and X(A), denoted always by i, where X(π) and X(A) are the sets of smooth sections of π * (TM ) (over A) and, respectively, of T (A). In analogous way, a map j : T (A) → π * (TM ) can be defined as j(w) := dπ y (w), for every w ∈ T y A. Observe that i(π * (TM )) = ker j and we have the following exact sequence
Thus another homomorphism between X(A) and X(π), denoted always by j, is defined and it holds the following exact sequence
The vertical vectors fields are the elements of i(X(π)). We define the Lie derivative relative to any smooth vector field X onM on the tensor product bundles of the pull-back bundles π * (TM ) and π * (T * M ) over A such that:
for any smooth function f on A and any Y ∈ X(π), where [·, ·] is the Lie bracket on A (recall Remark 2.1). Then L X is extended to any section of the tensor product bundles of the pull-back bundles π * (TM ) and π * (T * M ) over A by the generalised Willmore's theorem for tensor derivations (see, e.g. [63, §1.32] 
The Lie derivative L X on π
for anyg ∈ π * (T * M ) ⊗ π * (T * M ) and for every Y, Z ∈ X(π). Observe that in a local base
whereg ij :=g ∂ ∂x i , ∂ ∂x j , for all i, j ∈ {0, . . . , n}; here, in the second equality, we have used (4) and the fact that i(
Let (M , L, A) be a Finsler spacetime, K be a smooth vector field onM and ψ its flow. We say that K is a Killing vector field of
The following characterization of Killing vector fields holds:
Proof. Observe that from (2) we have for all (x, y) ∈ T U ∩ A. Let, then, p ∈M such that K p = 0 and let us consider, in a neighborhood V ⊂M of p, a coordinate system (x 0 , . . . , x n ) such that
By continuity, (L Kg ) (q,y) = 0 for any (q, y) ∈ A such that q belongs to the closure of {p ∈M : K p = 0} and then L Kg = 0 everywhere in A.
Let us now see how the flow of K c behaves w.r.t. A.
Lemma 2.4. LetM be a manifold and A a cone subset of TM (according to the definition in the Introduction). Let X be a smooth vector field onM . Then for eachp ∈M there exists an interval Ip, 0 ∈ Ip, and a neighborhood U ofp inM such that the flowψ of X c is well defined on
Proof. Let us denote by ψ the flow of X. It is well known that for any v ∈ TM there exists a neighborhood V ⊂ R × TM of (0, v) such that
where ∂ x ψ(t, p)(v) denotes the partial differential of ψ w.r.t. the second variable at (t, p), evaluated in v (hence ∂ x ψ(t, p)(v) = dψ t (v)). Thus, in local coordinates on TM, we have
for all p ∈ M , where δ l j are the Kronecker symbols, and ψ is smooth, we have that for anyp ∈M any ǫ > 0 there exists an interval Ip, centered at 0, and a neighborhood U ofp inM such that ψ is well defined in Ip × U and
for all (t, p) ∈ Ip × U and each l, j ∈ {0, . . . , n}. Hence, for any u = (u 0 , . . . , u n ) ∈ R n such that |u| = 1 we have
for each l ∈ {0, . . . , n}. Being A open and A p a cone for all p ∈M , we then conclude that the vector
From Propositions 2.3 and 2.4 it follows that L is invariant under the flow of 
for all t ∈ I p , where I p ⊂ R is an interval containing 0 such that the stages ψ t are well defined in a neighbourhood U ⊂M of p = π(v) and dψ t (v) ∈ A, for each t ∈ I p .
Proof. Let v ∈ A and p = π(v). From Lemma 2.4, the flowψ of K c is well defined in I p × T U , for an interval I p containing 0, (ψ(0, v) = v), and a neighborhood U of p inM and, moreover,ψ
and then we conclude using Proposition 2.3. The converse follows observing that, being L invariant under the flow of K c ,
Stationary splitting Finsler spacetimes
As in the Lorentzian setting, we say that a Finsler spacetime (M , L, A) is stationary if it admits a timelike Killing vector field. Here timelike means that L(K p ) < 0 for all p ∈M .
2
A particular type of stationary Lorentzian manifolds (called standard stationary) can be obtained starting from a product manifoldM = R×M , a Riemannian metric g, a one-form ω and a positive function Λ on M , by considering the Lorentzian metric: Looking at the quadratic form associated to the Lorentzian metric (8) with the aim of introducing a Finslerian analogue, we are led to the Lagrangian L : TM → R,
where Λ is a positive function on M , B : T M → R is a fiberwise positively homogeneous of degree 1 Lagrangian which is at least C 3 on T M \0 and
is fiberwise positively homogeneous of degree 1 and
Let us now introduce some notation. We will denote coordinates (t,
. Natural coordinates in TM , will be then denoted by (z,ż), that is (z,ż) = (t, x 1 , . . . , x n , τ, y 1 , . . . , y n ). For a Lagrangian A : T M → R and v ∈ T M \ 0, let us denote by (∂ y A) v and (∂ 2 yy A) v , respectively, the fiberwise differential and Hessian of A at v, i.e. for all u,
These are respectively sections of the pull-back bundles π * 
; anyway observe that, beingg defined only on A, L(v) = gv(v, v) only for vectors v ∈ A, so whenever v ∈Ā this causal character is purely formal, and it is no way related to the generalised metric g.
Remark 3.1. Notice that L is continuous on TM and at least C 3 on TM \ T . Since, in general, B is not differentiable at the zero section of T M , L is not differentiable at vectors y ∈ T . An exception is when B reduces to a one-form on M (being, so, differentiable at 0 too) so that L is C 1 on TM \ 0:
Then L admits fiberwise derivative (∂żL) w if and only if the map We characterize now when, for L in (9), (∂ 2 zż L) w has index 1 for all w ∈ T ±M \T , and for all w ∈ TM \ T .
Proof. Let us prove the sufficient condition in the first equivalence.
First notice that, if (∂ y B) v = 0 then, being Λ positive and τ non-negative, we immediately get that (∂ v) )M of the one-dimensional subspace generated by the vector (1, 0). This is given by vectors (τ 1 , v 1 ) with v) ) independent of τ , for any fixed v ∈ T M , we can consider the limit as τ → +∞ in the left-hand side of (11), obtaining a negative quantity for τ big enough, in contradiction with (11) .
It is easy to check that the analogous statement involving (∂ 2 yy B) v negative semi-definite, holds as the previous one with obvious modifications.
has index 1 for all τ ∈ R and all v ∈ T x M \ {0}. Conversely, from Proposition 3.3 (∂ 2 yy B) v must vanish on T x M \ 0 and, being B fiberwise positively homogeneous of degree 1, it must be linear on T x M .
As the fiberwise Hessian of a classical Finsler metric is positive semi-definite, from Proposition 3.3 we immediately get:
, where ω and F 1 are, respectively, a one-form and a Finsler metric on M .
Remark 3.6. We have found that if the conditions of Proposition 3.3 and Corollary 3.4 hold on the whole
) is a Finsler spacetime. Notice, indeed, that the role of the vector field Y , such that Y p ∈Ā p for all p ∈ R × M , can be taken by ∂ t in the first and in the last case and by −∂ t in the second one.
Remark 3.7. We could consider the case when the assumptions on B hold pointwise for all x ∈ M being all the three cases possible. Anyway, take into account that we would not get a Finsler spacetime due to the impossibility of fulfilling the assumption about the existence of a smooth vector field Y such that Y p ∈Ā p and L(p, Y p ) < 0, for all p ∈M . On the other hand, the case when (∂ yy B) v is either positive or negative semi-definite for all v ∈ T M include also the possibility that B(x, ·) is a linear form on T x M for some x ∈ M .
Henceforth, we will denote by (M , L),M = R×M , each of the Finsler spacetimes
yy B is positive semi-definite (resp. ∂ 2 yy B is negative semi-definite; B is a one-form on M ) theng is defined and has index 1 on the cone subset A given by
Remark 3.8. In analogy with the Lorentzian case, we say that a causal vector w (recall footnote 2), with w ∈Ā \ 0 is future-pointing (resp. past-pointing) if
, whenever w ∈ A, or w is causal and belongs to the closure of the set of future-pointing vectors in A. In the case of a stationary splitting Finsler spacetime, taking into account that when
. By homogeneity, the first (resp. second) inequality becomes −Λτ + B(v) < 0 (resp. −Λτ + B(v) > 0). Being B(0) = 0, the vectors of the type (τ, 0), τ > 0, (resp. τ < 0) are then also timelike and futurepointing (resp. past-pointing). We will see in Remark 6.2 that the causal futurepointing causal vectors of (M , L,
at p ∈M are all and only the causal vectors inT ), is a Finsler spacetime, then ∂ t is timelike and Killing.
Proof. We consider the fundamental tensorg of L in (10) . Let us prove that L ∂tg ( ∂ z i , ∂ z j ) = 0 for all i, j ∈ {0, . . . , n}, where z 0 = t and z i = x i for all i ∈ {1, . . . , n}. From (6), it is enough to prove that (∂ t ) c (g ij ) = 0, for all i, j ∈ {0, . . . , n}. From (2), we have (∂ t ) c (g ij ) = ∂ tgij = 0. Proposition 3.3, Corollary 3.4, Remark 3.6 and Proposition 3.9 justify the following definition:
On the local structure of stationary Finsler spacetimes
An important role in several geometric properties of stationary Lorentzian manifolds is played by the distribution D orthogonal to the Killing vector field K. For example, since K is timelike, D is spacelike and then, in a standard stationary Lorentzian manifold (R × M,g),g given in (8) , it is the horizontal distribution of the semi-Riemannian submersion π : R × M → M , where the Riemannian metric on M is equal to g + ω Λ ⊗ ω (see, e.g., [21] ). Moreover, if D is integrable then a stationary Lorentzian manifold (M ,g) is said static (see [52, Def. 12.35] ) and it is locally isometric to a warped product (a, b) × S, with the metric −Λdt 2 + g, where S is an integral manifold of the distribution, (a,
A natural generalisation of the orthogonal distribution to K in the Finsler setting is the distribution in TM defined as ker(∂żL(K)) where ∂żL(K) denotes the oneform onM given by
Remark 4.1. In order to get a well defined distribution Ker ∂żL(K) , we need that L is differentiable at K z for all z ∈M . Thus, we assume that L is C 1 on TM whenever we need to consider such a distribution, as in Theorem 4.8. Recall that for a stationary splitting Finsler spacetime (R × M, L), this assumption implies that B reduces to a one-form on M (Proposition 3.2) that we will denote, in this section, by ω. Recall that from Corollary 3.4,g is then defined on TM \ T .
Following [22] , we introduce the next two definitions: 
In relation to the local structure of a stationary Finsler spacetime, we introduce also the following definition:
, where T is a line subbundle ofM , with timelike Killing field K, K z ∈ T z , for all z ∈M , is locally a standard stationary splitting if for any point z ∈M there exists a neighborhood U z ⊂M of z and a diffeomorphism φ : I z × S z → U z , where I z = (−ε z , ε z ) is an interval in R and S z a manifold, such that, named t the natural coordinate of I z , φ * (∂ t ) = K| Uz , and for all (τ, v)
, where Λ, ω and F are respectively a positive function, a one-form and a Finsler metric on S z . Moreover, we say that (M , L) is locally standard static if for any z ∈M there exists a map φ as above such that ω = 0.
Remark 4.5. We observe that, although L might be not twice differentiable along vectors w ∈ T , its fiberwise second derivative at w ∈ T \ 0, evaluated at any couple of vectors
. This fact will be used in the following propositions, where we aim to characterize stationary and static Finsler spacetimes which are locally standard.
Recalling Remark 4.1, we assume that L ∈ C 1 (TM ) and we denote by D the distribution of hyperplanes in TM given by ker(∂żL(K)).
Remark 4.6. If L is differentiable on TM and it is fiberwise positively homogeneous of degree 2, we have that (∂żL) Kz 
Let us define the map
for all w ∈ D. Theñ
for all w ∈ TM . Moreover,B is fiberwise linear.
Proof. For each w ∈ D, let w D ∈ D and λ w ∈ R be such that w = w D + λ w K π(w) (recall Remark 4.6). Moreover, let ǫ(x) = sign(x), if x ∈ R \ {0}, and ǫ(0) = 0. By definition and our assumptions, we obtaiñ
On the other hand,
This proves the first part of the Lemma. AsB(w) = λ w L(K) we immediately get thatB is linear in w. 
is not twice differentiable on T zM (so, at these points z, L(z, ·) is not the the quadratic form defined by a Lorentzian metric on
Furthermore, it is locally standard static if and only if (a), (b) and (c) hold and D is integrable.
Proof. (⇒) Let z ∈M , U z ⊂M be a neighborhood of z, and φ :
is not the square of the norm defined by a Riemannian metric on TxS z , L • φ * (t,x), (·, ·) , t ∈ I z , is not twice differentiable at any vector (τ, 0) ∈ R × TxS z . As dφ (t,x) (∂ t ) ≡ dφ (t,x) (1, 0) = K φ(t,x) , we deduce that K φ(t,x) must belong to T φ(t,x) for all t ∈ I z and this proves (a). For (b), let z ∈M and take a map φ as above (with z = φ(0, x)); then
In order to prove (c), let y ∈ D z and (τ, v) ∈ R×T x M be such that y = dφ (0,x) (τ, v). Hence
(⇐) Letz ∈M and Sz be a small smooth hypersurface inM such thatz ∈ Sz and TzSz = Dz. Recalling Remark 4.6, we can assume that K x is transversal to Sz, i.e.
, for all x ∈ Sz. From (b) and (c) we get, for any y, u ∈ TzSz,
and
that is Kz is timelike w.r.t. the Lorentzian scalar productg y on TzM and TzS z is a spacelike hyperplane, for all y ∈ TzSz. Let U T Sz be the unit tangent bundle of Sz (with respect to any auxiliary Riemannian metric onM ). Asg y is positively homogeneous of degree 0 in y, by continuity of the map y ∈ U T Sz →g y , we get that (up to consider a smaller hypersurface S z ) K x is timelike and T x Sz is spacelike w.r.t.g y , for each y ∈ T x Sz and for any x ∈ Sz.
Let now w ∈ T xM \T x , x ∈ Sz, and w S ∈ T x Sz, τ w ∈ R such that w = w S +τ w K x . Let us evaluateg w (u, u), for any u ∈ T x Sz. From Lemma 4.7 we havẽ
.
SinceB is linear, we have that
By using w = w D + λ w K x and w S = (w S ) D + λ wS K x , we also get, as in (13),
Moreover, recalling (12), we obtaiñ
Let Iz = (−εz, εz) be an interval such that the map φ : Iz×Sz →M , φ(t, x) = ψ t (x), where ψ is the flow of K, is a diffeomorphism onto a neighborhood Uz ofz inM . Consider a non vanishing smooth section W : Sz → TM , such that W x ∈ T x , for all x ∈ Sz. Set Y z = (dψ t ) x (W x ), with z = φ(t, x). So Y is a non vanishing smooth vector field in Uz. The evaluationg Y of the fundamental tensor of L in Y becomes, then, a Lorentzian metric on Uz (and, by definition of Y , K is a Killing vector field forg Y ). In particular,g Yz (w 1 , w 2 ) =g Wx (v 1 , v 2 ), for all z ∈ Uz, z = φ(t, x) and
for all (t, x) ∈ Iz × Uz and (τ, v) ∈ R × T x Sz. From (15), (16), (17) we then obtain:
and ω is the one-form on Sz defined by ω =B| T Sz . Thus, for all (τ, v) ∈ R × T Sz \ 0,
where F is the Finsler metric on Sz defined by
This concludes the proof of the implication to the left. For the last part of the theorem, it is enough to observe that in a standard static splitting (0, v) ∈ D, for all v ∈ T Sz since ω = 0. On the other hand, if D is integrable then we can take an integral manifold Sz and then as in (14) we getg Wx (u, K x ) = 0 for all u ∈ T x Sz and all x ∈ Sz.
The optical metrics of a stationary splitting Finsler spacetime
Generally speaking, by optical metric is meant a metric tensor that comes into play in the description of the optical geometry of a curved spacetime (see, e.g. [33] ). For static and stationary Lorentzian spacetimes, it usually denotes a Riemannian metric which is conformal to the one induced by the spacetime metric on the space of orbits of the Killing field [3] . For a standard stationary Lorentzian manifold (R × M,g),g given in (8) , it becomes the Riemannian metric on M given by ω/Λ ⊗ ω/Λ + g/Λ. The role attributed to this metric seems to come from the static case (ω = 0) where the metric g/Λ does fully describe its optical geometry, in the sense that light rays in (R × M,g) project on geodesics of (M, g/Λ)). The same is not true in the more general stationary case where the equation satisfied by the projected curves is the one of a unit positive or negative charged test particle moving on the Riemannian manifold (M, ω/Λ ⊗ ω/Λ + g/Λ) under the action of the magnetic field B = d(ω/Λ) (the positive charge correspond to future-pointing lightlike geodesics, the negative one to past-oriented). This equation (actually, these two equations) can effectively be interpreted as the equation of geodesics, parametrized with constant velocity w.r.t. ω/Λ ⊗ ω/Λ + g/Λ, of a Finsler metric of Randers type on M and of its reverse metric.
Several results about lightlike and timelike geodesics in the standard stationary spacetime can then be deduced by studying geodesics of such Finsler metrics [15, 16, 8, 17, 13, 18] . The properties of these Randers metrics encode also the causal structure [15, 19] and the topological lensing [14, 65] in a standard stationary Lorentzian spacetime, moreover they give information about its c-boundary [25] and its curvature [31] .
Such correspondence between spacetime geometry and Finsler geometry has also been extended to more general Lorentzian spacetimes introducing some generalised Finsler-type structures [20] . Our aim in this section is to prove that the correspondence still holds for a wide class of stationary splitting Finsler spacetimes (R × M, L).
Observe that if γ = (θ, σ) is a lightlike curve on (R × M, L), L defined as in (9) then, by definition, it satisfies the equation
Solving the above equation w.r.t. toθ, we get the following non-negative and fiberwise positively homogeneous of degree 1 Lagrangians on T M associated to the stationary splitting Finsler spacetime (R × M, L):
The same assumptions ensuring that L is a Lorentz-Finsler function onM = R×M , plus a definite sign of B when it does not reduce to a one-form on M , give that F B and F − B are Finsler metrics on M . 
so that F B = 1 Λ (B + G). Let us equivalently compute the fiberwise Hessian of 
v is positive definite, we see that 
which implies that v = 0, a contradiction. 
and the Finsler spacetimes
that we call trivial isocausal static Finsler spacetimes associated to (M , L).
Isocausality is a relation between Lorentzian spacetimes introduced in [28] . If V and W are spacetimes they are said isocausal if there exists two diffeomorphisms ϕ : V → W and ψ : W → V such that ϕ * and ψ * map future-pointing causal vectors into future pointing-causal vectors. Clearly this notion make sense also for Finsler spacetimes. However, notice that in the Finsler setting future and past-pointing causal vectors are in general not related by the symmetry v → −v and so one should consider separately causal relations involving future and past, provided that both the future and past causal cones are defined. In our case, we have that (M , L,
as the following proposition shows.
Proposition 6.1. Let (M , L) be a stationary splitting Finsler spacetime satisfying the assumptions of Theorem 5.1. Then (τ, v) ∈ TM , with τ > 0 (resp. τ < 0) is a causal vector of (M , L) if and only if it is a causal, future-pointing (resp. past-pointing) vector of
Then the equivalence follows recalling that (see Remark 3.8), a causal, future-pointing (resp. past-pointing) vector in an ultra-static standard
Remark 6.2. In particular, the statement of Proposition 6.1 holds with the words "timelike" or "lightlike" replacing "causal". Notice also that the causal futurepointing vectors of (M , L, T +M \T ) (resp. of (M , L, T −M \T )) are all and only the causal vectors inT
Λ ), provided that v = 0, we conclude by recalling Remark 3.8.
When B is a one-form on M both the sets of future and past-pointing vectors of (M , L, TM \ T ) are non empty and, being in this case Y = ∂ t , they coincide with with the causal vectors belonging respectively inT +M andT −M .
Remark 6.3. As in Lemma 2.21 in [22] , the epigraph (resp. hypograph) of the function τ = F B (v) (resp. τ = −F − B (v)) in T pM is connected and convex, for all p ∈M , i.e. the set of the future-pointing causal vectors of (M , L,
≤ −c} is also connected and strictly convex.
Let p 0 ∈M and let us denote by I + (p 0 ) (resp. I − (p 0 )) the subset ofM given by all the points p ∈M such that there exists a timelike future-pointing curve of (M , L) connecting p 0 to p (resp. p to p 0 ). From Proposition 6.1 and Remark 6.2, it follows that these sets coincide with those of the corresponding trivial isocausal static Finsler spacetime. Thus from [22, Prop. 3 .2] we obtain:
Then, for all p 0 = (t 0 , x 0 ) ∈M we have:
where B + (x 0 , r) and B − (x 0 , r) denote, respectively, the forward and the backward open ball of centre x 0 and radius r (see, e.g. and replacing t 0 + r with t 0 − r in the first equality and t 0 − r with t 0 + r in the second one.
Analogously, using also the Fermat's principle (see Appendix B), from the results in Section 3 of [22] , we get the following proposition which extends to stationary splitting Finsler spacetimes some results obtained in [19] for standard stationary Lorentzian spacetimes (we refer to [22] and to [51] for the definitions of the causality properties involved in its statement, while for the notions of forward and backward completeness of a Finsler metric we refer to [6] ). 
) be a stationary splitting Finsler spacetime. Then the following propositions hold true:
is causally simple if and only if for any x, y ∈ M × M there exists a geodesic of F B (resp. F − B ) joining x to y, with length equal to the distance associated to F B (resp. F 
is globally hyperbolic if and only ifB + (x, r) ∩B − (y, s) is compact, for every x, y ∈ M and r, s > 0, whereB ± (x 0 , r 0 ) are the closure of the forward and backward balls on M associated to metric F B (resp. F − B ).
Conclusions
In this work, we have introduced a Lorentz-Finsler function, Eq. (9), on R × M which admits a timelike Killing vector field and can be considered as a natural generalisation of the quadratic form of a standard stationary Lorentzian metric. We have characterized when a Finsler spacetime with a timelike Killing vector field is locally of the type introduced here. Moreover, we have seen that the optical geometry of these Finsler spacetimes can be described by (at least) one of two classical Finsler metrics on M , Eq. (18), leading to causal relations between this class of stationary Finsler spacetimes and R × M endowed with two possible static LorentzFinsler functions, Eq. (21), corresponding respectively to some sign assumptions on B and its fiberwise Hessian. These relations hold also for a standard stationary spacetime, Eq. (8), as its optical metrics are Finslerian too: F B is a Randers metric and F − B is its reverse metric (see [15] ), showing that isocausality can hold between Lorentzian and Finsler spacetimes as well.
The isocausality between stationary splitting Finsler spacetimes and static Finsler spacetimes allowed us to deduce some results about the former class from already known ones valid for the latter [22] , as shown in Propositions 6.4 and 6.6. In particular these results hold whenever the map B reduces to a one form on M . Thus, imitating the modification of the Schwarzschild metric in [44] , a Finslerian perturbation of the Kerr metric given (in geometric units) as
where Nevertheless, more general Lorentz-Finsler functions L can be considered by changing the Finsler metric F on R 3 . In particular, as F can be taken non-reversible (F (ṙ,θ,φ) = F (−ṙ, −θ, −φ)), the frame dragging effect, which emphasizes the bending angle of light rays that propagate in the direction of rotation of the Kerr black hole [2, 35, 36] , might be fine-tuned by a suitable choice of a Finsler metric F depending in a non symmetric way fromφ.
An example of a stationary splitting Finsler spacetime appeared as a solution of the Finslerian gravitational field equations proposed by S. F. Rutz in [60] as a generalisation of the Einstein field equations in vacuum. It is described by the spherical symmetric Lorentz-Finsler function (compare also with [7, Eq. (37) 
where B(ṙ,θ,φ) := (θ 2 + sin 2 θφ 2 ) 1/2 . Observe that when the parameter ǫ is equal to 0, L reduces to the quadratic form associated to the Schwarzschild metric. The map B satisfies the assumption of Theorem 5.1 only on the open region defined by 0 < θ < π and, for each (r, θ, ϕ)
, where B admits fiberwise Hessian. This example suggests that it would be interesting to weaken our setting allowing that B is twice differentiable only on a cone subset A M of T M \ 0, giving rise to two conic (in the sense of [39] ) optical metrics F B and F − B , smooth only on A M . This can be further generalized starting from a conic Finsler metric F or to a Killing vector field ∂ t which is not timelike everywhere [20] . However, the study of causality, geodesics and Fermat's principle in the corresponding Lorentz-Finsler spacetime would be much more delicate than the case where F is a standard Finsler metric on M . natural coordinates (x 0 , . . . , x n , y 0 , . . . , y n ) of TM it satisfies the equations
Since ∂ 2 L ∂y i ∂y j (x, y) is non-degenerate for all x ∈M and y ∈ A x , (22) can be put in normal form (as a second order ODE) and then we have also that for each initial condition (x 0 , y 0 ) ∈ A there exists one and only geodesic defined in a neighborhood of 0 ∈ R and such that γ(0) = x 0 ,γ(0) = y 0 .
Moreover, from s-independence of the Lagrangian L and the fact that it is positively homogeneous of degree 2, we know that there exists a constant
Hence geodesics in Finsler spacetime have a well defined causal character: they are timelike, lightlike or spacelike according to
However, in many geometrical and analytical problems, considering only smooth curves is not optimal being H 1 or "piecewise smooth" curves more convenient. In general, a key ingredient in order to prove that a H 1 or a piecewise smooth critical point of the energy is smooth is the injectivity of the Legendre map v ∈ T M → (∂żL) v ∈ T * M . Injectivity could be proved for timelike or lightlike vectors (L(v) ≤ 0, v ∈ A) adapting [49, Theorem 5], being then enough to prove regularity of lightlike of timelike geodesics but not for spacelike ones (L(v) > 0, v ∈ A). We observe that in a stationary splitting Finsler spacetime, if B is not a oneform, the Legendre map is not defined on T and a proof of its global injectivity following [49, Theorem 6] doesn't seem to extend immediately to our setting due both to the possible degeneration ofg outside A and the lack of compactness of 
is a continuous curve between p 0 and p 1 , for all r ∈ (−ε, ε), and there exists a subdivision a = s 0 < s 1 < . . . , s k = b of the interval [a, b] for which ψ| (−ε,ε)×[sj− 1,sj ] is smooth for all j ∈ {1, . . . , k}. Clearly, we can define classes of proper variations of γ as those sharing the same variational vector field Z. This is, by definition, a continuous piecewise smooth vector field along γ such that Z(a) = 0 = Z(b) and Z(s) = ∂ψ ∂r (0, s). By considering any auxiliary Riemannian metric h onM , we see that each variational vector field Z along γ individuates a variation (and then also a class of them) by setting ψ(w, s) := exp γ(s) (wZ(s)), for |w| < ε small enough. Moreover, as σ is regular and ψ| (−ε,ε)×[sj−1,sj ] is smooth, we can assume, up to consider a smaller ε, that all the curves ψ(r, ·) have component on M which is a regular curve. Of course, if γ is a geodesic of the stationary splitting spacetime (M , L) then it is a critical point of E in Ω r p0p1 (M ), i.e. . . , x n , y 1 , . . . , y n ) on T M , the following equations are satisfied:
where
Remark A.3. In a stationary splitting Finsler spacetime Eqs. (23) and (24) 
The additional assumption c γ ≤ 0 (resp. c γ ≥ 0) ensures thatθ ≥ 0 (resp.θ ≤ 0) and therefore, apart from the case when c γ = 0 (wherė θ(s) could vanish at some instants) γ in Proposition A.2 is a geodesic of (M , L, A). Recall that from Remark 6.2, any causal curve
and therefore we have that any causal curve γ ∈ Ω r p0p1 (M ) which is a critical point of E, is a geodesic. Before proving Proposition A.2 we need the following lemma:
Proof. Let us prove the statement under the assumptions B ≥ 0, (∂ 
2 ) v and G is a Finsler metric (recall the proof of Theorem 5.1) we get that L is a local diffeomorphism.
Moreover, since for any
x M is positively homogeneous of degree 1, we get that L(x, ·) is a proper map from Proof of Theorem A.2. We observe first that
(1) By considering variational vector fields Z which are of the type (Y, 0) we deduce, by a standard argument, that (23) is satisfied on [a, b] for some constant c γ .
(2) Let I be an interval where σ is smooth and Z a variational vector field along γ of the type (0, W ), with W having compact support in I. Then, in local natural coordinates (x 1 , . . . , x n , y 1 , . . . , y n ) of T M , σ satisfies, in such interval, (24) . At the instants s j , j ∈ {0, . . . , k}, whereσ has a break, by taking any vector w j ∈ T σ(sj ) M , j ∈ {1, . . . , k − 1}, and a variational vector field (0, W j ), such that W j (s j ) = w j and W ≡ 0 outside a small neighbourhood of s j , we get, using that (24) (23) , also θ is a C 1 function. By putting (24) in normal form on each interval I where σ is smooth (recall again Lemma A.4) we deduce that also the second derivatives of σ must agree at the instants s j and then both σ and θ are smooth curves.
If B reduces to a one-form on M then we can avoid to consider only regular curves on M and we can drop the assumption about the dimension of M . Indeed, let us now define, for x 0 , x 1 ∈ M , Ω x0x1 (M ) as the set of the continuous, piecewise smooth, curves σ on M , parametrized on a given interval [a, b] ⊂ R and connecting x 0 to x 1 . The analogous space of paths between two points p 0 = (t 0 , x 0 ), p 1 = (t 1 , x 1 ) iñ M is given by Ω p0p1 (M ) = Ω t0t1 (R) × Ω x0x1 (M ). Taking into account that in this case B is smooth as a map defined on T M and (∂ y B) v is equal to B and then it is independent from v, we obtain, arguing as in the proof of [22, Theorem 2.13] and using that the Legendre map associated to F 2 , v ∈ T M → (∂ y F 2 ) v ∈ T * M , is a homeomorphism diffeomorphism (whatever the dimension of M is) we get the following: Moreover, if γ is non-constant then: (a) if it is spacelike or lightlike (i.e. C ≥ 0) thenσ never vanishes and γ is smooth; (b) if σ is constant equal to x 0 ∈ M on the whole interval [a, b] then C < 0, dΛ(x 0 ) = 0 andθ is constant too; vice versa, if dΛ(x 0 ) = 0 then, for each θ 0 ∈ R and m = 0, the curve s ∈ [a, b] → (θ 0 + m(s − a), x 0 ) ∈M is a timelike geodesic. Remark A.6. As in the previous case about B, any geodesic of (M , L) connecting p 0 to p 1 , according to Definition A.1, is a critical point of E on Ω p0p1 (M ). On the other hand, Proposition A.5 allows us to define geodesics also whenγ ⊂ A: for example, we can say that constant curves are geodesics as they satisfy Eqs. (23) and (24); analogously, we can say when a flow line of ∂ t is a geodesic and when a curve whose velocity vector is collinear to ∂ t at some instants is a geodesic. Technically, these cases are not covered by Definition A.1 or by introducing geodesics as auto parallel curves with respect to a Finslerian connection because, whatever this connection is, it cannot be computed at vector v ∈ TM where the fiberwise Hessian of L is not defined.
Appendix B. Fermat's principle
Fermat's principle characterizes light rays as the critical points of the travel time. Thanks to an ingenious adaptation of the notion of arrival time, it remains valid in General Relativity [43, 55] . Its extension to Finsler spacetimes has been proved in [56] (see also [27] for timelike geodesics). In this appendix we prove that, under the assumption of Theorem 5.1 lightlike geodesics of a stationary splitting Finsler spacetime (R × M, L) project on M as pregeodesics of the corresponding Fermat metric. By pregeodesic, it is meant a curve that is an arbitrary reparametrization of a geodesic. We point out that this result could be also somehow deduced from the Fermat's principle for Finsler spacetime in [56] since the arrival time coincides, in our setting, with the value of the coordinate t on R × M at the final point of a lightlike curve and therefore, up to a constant, with the length of its component w.r.t. one of the Fermat metrics. Anyway, we give here a simple proof which is tailored on the splitting structure ofM and gives also a precise information about the parametrization of the projection of the lightlike geodesic. 
