EARNINGS PERFORMANCE IN PREDICTING FUTURE EARNINGS AND STOCK PRICE PATTERN by junaidi, Junaidi
Journal of Economics, Business and Accountancy Ventura Volume 14, No. 2, August 2011, pages 107 – 112 
Accreditation No. 110/DIKTI/Kep/2009 
107 
EARNINGS PERFORMANCE IN PREDICTING FUTURE EARNINGS AND 
STOCK PRICE PATTERN 
 
Junaidi 
University of Technology Yogyakarta (UTY) 
E-mail: masjoen@yahoo.com 
Jalan Ringroad Utara, Jombor, Sleman, Yogyakarta 55285 Indonesia 
 
ABSTRACT 
So far, business forecasting has been considered important in almost all economic entities 
and it is often used in areas such as in security analysts, institutional lending, and manage-
ment. This research aims at examining empirically the predictability of time series of earn-
ings for future earnings and stock price patterns by means of Autoregressive Integrated Mov-
ing Average (ARIMA). It is expected to provide contribution in the form of empirical evi-
dence, in which earnings are considered useful for predicting earnings and stock price pat-
tern. The forecasting is by using some techniques among others, the naïve model, regression, 
ARIMA (Box-Jenkins) and so on. The data were taken from stock market data center at UGM 
and UTY’s IDX corner during 1996-2007.  Based on the sampling criteria, 22 companies 
were used as the sample. The results showed that there were no statistically significant dif-
ferences among actual earnings for the earnings forecast. The first hypothesis which states 
that there is ability in predicting earnings income is statistically supported. The second hy-
pothesis which states that there is the ability of earnings in predicting stock price pattern is 
also statistically supported.  
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INTRODUCTION 
It has been noted that business forecasting is 
salient for some respects. In this case, finan-
cial statement can be used to provide infor-
mation concerning the financial position, 
performance and changes in financial posi-
tion of an enterprise that benefits a large 
number of users in making economic deci-
sions (IAI 2007). One of financial state-
ments is the income statement. This state-
ment is used to estimate the ability of firms 
to long-term income generating representa-
tive, to forecast future earnings, and measure 
investment risk and credit companies (IAI 
2007). 
Business forecasting is required by al-
most all economic entities. For example, 
Foster (1986) describes that the parties can 
use financial forecast in some areas such as 
securities analysts, institutional lending, and 
management. In addition—as in some litera-
tures—that business forecast can be done 
using some forecasting techniques such as 
the naïve model, regression, ARIMA (Box-
Jenkins) and so forth. Research by Brown 
and Rozeff cited in Kholidiah (2002) shows 
that earnings forecasts made by ARIMA 
method can be more accurate than the naïve 
model and regression. Finally, forecasting is 
done typically by using time series data. 
When the research is on time series, the 
researchers try to guess the process that pro-
duces the figures of time-series by observing 
the sequence numbers that exist. Research 
on time series from the past earnings of an 
enterprise was carried out in order to deter-
mine corporate earnings in the future. Be-
sides that, the existence of positive serial 
correlation in earnings change can be used to 
predict earnings for the next year. If the cur-
rent earnings that change are positive, it can 
be predicted there will be greater earnings 
the following year. Conversely, if it is found 
negative, it can be expected that earnings the 
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next year will be smaller (Watts & Zim-
merman 1986). 
There are several reasons why time se-
ries analysis is considered salient. For one 
thing, time series analysis is important be-
cause it has a key role in predicting a variety 
of decision contexts, such as equity model 
used in investment decisions and valuation 
approaches used in the acquisition or divesti-
ture decisions (Foster 1986). For another 
thing, time series of earnings is very impor-
tant to study, because it carries implications 
for other areas of accounting and finance. 
According to Beaver (1970), there are three 
important issues of accounting which he said 
need to be considered, namely income 
smoothing, the ability to predict the relative 
measurements and reporting in interim earn-
ings 
For example Ball and Brown (1968) 
found a significant relationship between un-
expected earnings and the abnormal return. 
This study was followed by Beaver (1968), 
Lipe (1986), Bernard and Stober (1989). 
Ball and Watts (1972) try to uncover the 
potential for earnings predictions with statis-
tical tools, the run test and serial correlation. 
Research results show that changes in earn-
ings turned out to have a random model 
(random walk). The nature of earnings time 
series, and the pattern of changes which are 
random, indicate that earnings have potential 
as a predictor. Fairfield et al. (1996) find that 
special items provides information regarding 
net income (ROE) future and should be con-
sidered in forecast ROE. Extraordinary items 
and discontinued operations can be ignored 
in estimating future profitability. Several 
studies in Indonesia about the benefits of 
income in predicting earnings have been 
conducted by several researchers, among 
others: Parawiyati (1996), Sunariyah (1996), 
Isgiyarta (1997), Parawiyati and Baridwan 
(1998), Werdiningsih (2000), Madjid (2002) 
and Kholidiyah (2002). 
Previous research has shown that earn-
ings have the ability to predict future earn-
ings and stock price movements are influ-
enced by earnings information. It can be pre-
sumed that the earnings have the ability to 
predict stock price pattern. This study aims 
to obtain empirical evidence regarding the 
ability of earnings in predicting future earn-
ings and stock price pattern. There are sev-
eral differences between this study and oth-
ers such as by Ball and Watts (1972), 
Parawiyati (1996), Sunariyah (1996), Isgi-
yarta (1997), Parawiyati and Baridwan 
(1998), Werdiningsih (2000), Madjid (2002) 
and Kholidiyah (2002 .) The first difference 
is on the data used that are of time series 
data from 1996-2007, while the previous 
studies did not use time series data period. 
Second, statistical tools uses ARIMA mod-
els whereas the previous study uses the run 
test and linear regression. Selection is by 
ARIMA model because, according to Brown 
and Rozeff (1978) as supported by 
Kholidiah (2002), it shows that the ARIMA 
forecasting model produces more accurate 
results when compared with naïve model 
(random walk) and linear regression. 
Kholidiah (2002) uses two periods of obser-
vation to prove the accuracy of three models. 
Third, this study tested the ability of earn-
ings in predicting future earnings and stock 
price pattern that has not been presented in 
previous studies. 
There are several contributions expected 
from this research. First, can provide contri-
bution in the form of empirical evidence, in 
which earnings are useful in predicting earn-
ings and stock price pattern. Second, this 
attempts to provide empirical evidence of 
whether there are other factors in forecast 
earnings and stock price pattern. Beside, it is 
also expected to provide additional empirical 
evidence on the benefits of financial report-
ing, particularly related to the ability of earn-
ings in predicting stock price pattern. There-
fore, investors expect to see stock price 
movements based on company earnings in-
formation. 
 
THEORITICAL FRAMEWORK AND 
HYPOTHESIS 
Earnings 
The Committee on Terminology (1955), in 
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Accounting Terminology Bulletin (ATB) 2, 
states that the income and earnings as the 
number resulting from the reduction in in-
come or operating income, cost of goods 
sold, other costs, and losses (Wolk et al., 
2001). Furthermore, still in the APB (1970b) 
cited by Wolk et al. (2001) it is stated that 
the net earnings (net loss) is the excess (de-
ficiency) revenues over expenses. Then the 
FASB (1985b) in SFAC 6 says that compre-
hensive income is the change in equity (net 
assets) during a period of transactions and 
events that are not sourced from the com-
pany owner (Wolk et al., 2001). 
According Suwardjono (1989) definition 
of income adopted by the current accounting 
structure is that the accounting earnings is 
the difference between revenue and cost 
measurement. In this respect, some doubt 
this earnings figure as information for deci-
sion making. Hendriksen has put forward 
some criticism about the concept of account-
ing earnings. In terms of structure of the ac-
counting, concept of earnings is the most 
acceptable because of the objectivity of 
measurement. In addition, the earnings ac-
counting as currently defined are the bench-
mark of company performance and can be 
used by investors or creditors to predict cash 
flow. Yet, the problem is that the users have 
their own concept of income that are consid-
ered most suitable for their decision. Perhaps 
the weakness of accounting earnings is not 
related to the measurement and understand-
ing but the problem of interpretation. Users 
often interpret accounting income figures 
based on their own concepts that are often 
different from the concept of earnings used 
in the accounting or accounting earnings for 
the user uses a different goal for the purpose 
of reporting information in accounting. On 
the other hand, the accounting can not be 
expected to be able to present the earnings 
figures to serve different needs as well. 
 
Time-Series Data 
It has been noted that analysis of time series 
is important. This is due to the ability to pre-
dict a variety of decision contexts, such as 
equity model used in investment decisions, 
and valuation approaches used in the acqui-
sition or divestiture decisions (Foster 1986). 
Time series data is the data collected, re-
corded or observed at all times in sequen-
tially (Kuncoro, 2001).Time series models 
used to predict the future by using historical 
data. 
 
Earnings Forecasting 
Earnings forecasting is very useful for both 
internal (management) and external parties 
such as securities analysts, lending institu-
tions, or investors (Foster 1986). Since it can 
be used to assess the company's performance 
in running its operations, it can also predict 
the return obtained by investors. Sunariyah, 
in Nickerson et al. (1974) states that the 
forecast earnings is relevant to shareholders. 
Beside, the management's predictions can 
also be used as guidelines for investment 
decision. The meaning of forecasting in rela-
tion to the company's financial performance 
is the companies or issuers listed in a public 
offering in the prospectus in the form of a 
prediction of events or expectations accre-
tion of wealth expected to occur in the fu-
ture. Accounting figures forecast is often 
expressed in the forecast earnings and earn-
ings per share.  
It is a fact that most prospective issuers 
in Indonesia now rarely report their earning 
forecast information. This is because 
Bapepam (board of development planning) 
does not require issuers to report earnings 
forecast information in the Prospectus. What 
can be used by investors as a basis for mak-
ing decisions depends on the level of earn-
ings forecast accuracy. If the level of earn-
ings forecast errors indicate a small number 
from year to year, investors may use this 
information as a basis to invest their capital.  
Pownall et al. (1993) explains the man-
ager assumes that investors base their deci-
sions on earnings forecasts. In terms of in-
vestors' earnings forecasts, it can reduce the 
availability of cost information in the stock 
market. Parawiyati and Baridwan (1998) 
examined the ability of earnings and cash 
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flows to predict earnings and cash flow. The 
study proposed three hypotheses. The first 
hypothesis stating that earnings are better 
than cash flows to predict future earnings. 
The second hypothesis stating that earnings 
are better than cash flows to predict the fu-
ture flow. The third hypothesis states that 
income explained incremental predictive 
ability of cash flows to predict future cash 
flows. The study uses data period 1989-1994 
with linear regression analysis with 48 sam-
ples of manufacturing firms in BEI. Re-
search results support all hypotheses put 
forward, namely earnings better than fore-
cast cash flows for both earnings and predict 
future cash flows and earnings provide in-
cremental predictive ability of cash flows to 
predict future cash flows (Parawiyati and 
Baridwan, 1998). 
Ball and Brown (1968) examine the in-
formation content of profit to investors' be-
havior as measured by the level of abnormal 
stock return. The results showed that there is 
a close relationship between information 
change earnings and cash flow with the ab-
normal stock return. Companies with earn-
ings increases (decreases) will also be fol-
lowed by an increase (decrease) in share 
price. Beaver (1968) examine the effect of 
earnings announcements on trading volume. 
By using a sample of 143 firms during the 
1961-1965 Beaver found that there was a 
dramatic increase in trading volume activity 
and variability of return from security is 
67% higher than the earnings announcement 
at week zero earnings announcement period. 
In the 1980's, it was started to concen-
trate on accounting research using earnings 
forecasts as a proxy for capital market 
(Brown, 1993). Foster (1977a) evaluates the 
earnings expectations models by testing the 
ability of these models in predicting earn-
ings, then connect the movement of stock 
prices with the error models used to predict. 
Patell (1976a) examined the information 
content of earnings forecasts made by man-
agement. Several other studies such as 
Copeland and Marioni (1972), Hagerman 
and Ruland (1977) and McDonald, Iorek, 
and Patz (1976) concluded that the forecasts 
made by management after it was proven by 
the realization of accurate predictions 
(Kholidiah, 2002). Finger (1994) examined 
the value relevance of earnings as measured 
by its ability to predict either future earnings 
or cash flow (Febriyanti, 2004). Income is a 
significant predictor of income itself over a 
period of one year but not for four to eight 
years. Earnings also have the ability predic-
tors for cash flow for several companies. 
On specific situation in Indonesia, re-
search on earnings forecasting has been done 
by several researchers. Setiawati (1995) ex-
amines the effect of the publication of earn-
ings on the transaction volume of ordinary 
shares of 41 companies. His research shows 
that there is market reaction to the publica-
tion of earnings that is reflected from the 
spike in trading volume of shares on the day 
of announcement. Purba (1997) conducted 
research on stock return around the an-
nouncement of the financial statements. His 
results indicate that the 1996 financial 
statements seem to provide meaningful in-
formation for investors, as indicated by the 
presence of significant abnormal return. In 
addition, for the period 1996-1997, Indone-
sian capital market has not appeared in the 
form of being half-strong efficient. Subse-
quent findings indicate that investors overre-
act to corporate earnings decline. 
 For example, Isgiyarta (1997) replicates 
Fairfiled et al. (1996) with slightly modified 
the classification of ten-component model. 
He predicts that earnings in more specific 
details provide additional forecasting im-
provement in net earnings over the earnings 
model. It is less specific details. Scott (2001) 
as cited by Lako (2002) states that there are 
four reasons investors react to the an-
nouncement of financial statement (earn-
ings). First, the investor has a previous con-
viction on expectations of return and the risk 
of a stock. Confidence is based on all infor-
mation that is available publicly; include 
market prices, just before the announcement 
till the company's net earnings. Although 
based on the information available, the pre-
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vious conviction is not necessary all the 
same because investors will differ in the 
amount of information they obtain and differ 
in their ability to be interpreted. Previous 
conviction may include expectations of the 
company's earnings power in the present and 
future, because the return from security in 
the future will depend on company earnings.  
Second, based on current year earnings 
announcement, some investors will decide to 
be better at in analyzing earnings figures. 
For example, if net income is high, or more 
than expected, then it is good news. Inves-
tors using Bayes theorem, will revise their 
prior beliefs about the strength of future 
earnings and returns. While other investors, 
who may have high expectations of net 
profit is happening right now, probably will 
interpret the numbers the same net profit as 
bad news. Third investors revise their beliefs 
about future earnings and high return will 
tend to buy stocks at current market prices, 
and vice versa. Fourth, investors are hoping 
to observe the volume of shares traded in-
creased soon after the company reported net 
income. In addition, this volume should be 
larger, which showed differences before and 
investor confidence in their interpretation of 
the current financial information. If investors 
interpret reported earnings as good news, 
bigger than those who interpret it as bad 
news, then investors can expect price in-
creases the company's stock market, and 
vice versa. 
Parawiyati and Baridwan (1998) and 
Supriyadi (1999) found that historical earn-
ings are a good predictor for cash flow and 
earnings. Kholidiah (2002) states that the 
regression method was more superior when 
compared to the naïve model. ARIMA 
model is more accurate than the simple re-
gression. The findings further showed that 
the ARIMA model is a model that most ac-
curately compared with naïve or regression 
model. Based on the theories, concepts and 
previous research findings will be presented 
hypotheses as follows: 
AH 1: There is the ability of earnings in pre-
dicting future earnings 
AH 2: There is the ability of earnings in pre-
dicting stock price pattern. 
 
RESEARCH METHOD 
Data and Samples 
The data were gathered from stock market 
data center and corner IDX FE UGM UTY 
during 1996-2007. The samples used are 
based on the criteria: annual income data 
time series (time series) that manufacturing 
companies listed on the Stock Exchange in 
1996-2007. The availability of consistent 
data, meaning that each period should al-
ways be reported financial statements. In 
addition to financial reporting, the data also 
required daily stock price data (closing 
price) of sample firms from 1996 to 2007 
period. Manufacturing companies listed on 
the Stock Exchange by 149 companies. 
There are 66 manufacturing companies that 
consistently presents its financial data and 
share price in that period. Samples from 66 
companies after tests good stationary earn-
ings and stock prices were obtained only 22 
samples 
 
Testing Hypotheses 
Testing the first hypothesis with ARIMA 
models. According to Gujarati (1995), the 
parameters are calculated by using ARIMA 
for non-seasonal data are as follows: 
Autoregressive Model 
Yt = øo + ø1Yt-1 + ø2Yt-2 + …øpYt-p + εt. 
Notation: 
Yt  = dependent variable (annual 
net income)  
Yt-1, Yt-2, Yt-p = independent (lag variable) 
øo, ø1, ø2, øp  = regression coefficients 
ε1 = error 
Numbers of regression coefficients are often 
written "p" 
 
Differencing (degree of differencing) 
As the analysis with ARIMA time series 
data, there is stationary (a condition that the 
linear and the variance were not changed.) 
Therefore, if the data is nonstationary, it 
needs to be changed by differencing between 
the existing data. 
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Y’t  = the series of new data 
Yt  = the series of initial data 
Yt-1 = the series of initial data lag 1 
If by the first difference, the data is not 
shown stationary, and then carried out a sec-
ond difference by the following formula: 
Y’’t = Y’t - Y’t-1. 
Notation: 
Y’’t  =  a series of data with second differ-
encing 
Y’t-1 =  a series of new data with a lag 1 
Usually, the maximum occurs only until the 
“second order difference” and difference 
level number is written with "d." 
 
Moving average model 
Yt = Wo + εt - W1εt-1 – W2εt-2 + Wqεt-q. 
Notation: 
Yt  = dependent variable 
W1, W1, Wq =  regression coefficients 
et  = error 
εt-1 , εt-2, εt-q = error lag 1,2, etc. 
 
Generally, the coefficients (parameters) 
in this model are represented by "q". So, if 
all three components of the above is then 
called ARIMA (p, d, g) and the formulas 
above can be combined, for example, be 
ARIMA (1,1,1). ARIMA (1,1,1) means that 
the model contains elements of AR (1), sta-
tionary in differencing 0, and contains ele-
ments of MA (1). 
The steps undertaken in the implementa-
tion of ARIMA in this research are: 
The first stage: identification model 
The first is to determine whether the data 
series is stationary either of earnings and 
stock prices. If not, it is necessary to convert 
these data into stationary series of by differ-
encing, namely the difference between the 
data period t to period t-1 data. Stationary 
testing data can be done in two ways, 
namely correlogram and test unit roots with 
the tools Eviews 3. Unit root test ADF 
(Augmented Dickey-Fuller) conducted to 
determine whether the data used in station-
ary or not. Kuncoro (2001) stated, this test is 
a regression from the first differencing of 
time series data on the lag variable, lagged 
differens terms, constants, and variable 
trend. By using EViews 3, tested whether 
the earnings are stationary or not using the 
unit root test (ADF). 
Step two: If the data series is stationary, 
it determines the shape model to be used. 
This step is taken and adjusted to the appro-
priate distribution from ARIMA model. 
Next, it tests the feasibility of the model by 
looking for the best model. After a tentative 
model to estimate, the subsequent search for 
the best model is done. According to Kun-
coro (2001) the best model has at least: (1) 
goodness of fit best as can be seen from the 
value of F and the highest adjusted R2 and 
significant t statistic values, (2) RMSE (Root 
Mean Squares Error) is minimal. 
Step three: Forecasting with the model. 
If the fit model has been found then the 
forecasting can be done. To test the hypothe-
sis of unity, we can compare the results of 
the prediction of actual results with two dif-
ferent test means (independent sample T-
test). If p-value is smaller than the alpha of 
5% the null hypothesis will be rejected. 
The test of the second hypothesis is by 
correlation test. To view the predictive abil-
ity of earnings to stock price movement pat-
terns, the researcher find the correlation of 
all data corporate earnings as the price. If the 
movement pattern earnings is equal to the 
price movement patterns, it can be con-
cluded that both data have a significant rela-
tionship as indicated by the value of its R-
squared. If the value of R-squared under the 
0.05 mean earnings can be used to predict 
the stock price pattern. 
 
DATA ANALYSIS AND DISCUSION 
Earnings performance to predict future 
earnings 
To view the ability of earnings in predicting 
future earnings, it should be done in three 
phases (Appendix 1). Based on the analysis 
stage obtained a forecasting model as shown 
in Table 1. 
The model obtained is for forecasting 
earnings, with results as shown in stage 3 
(Appendix 1). To answer the first hypothe- 
Journal of Economics, Business and Accountancy Ventura Volume 14, No. 2, August 2011, pages 107 – 112 
Accreditation No. 110/DIKTI/Kep/2009 
113 
sis, it starts to get a way to test the mean dif-
ference to the actual value with its fitted 
value of all sample companies (Appendix 2). 
Based on these tables, the significance value 
of 0.95 is not significant. This means has no 
statistically significant difference between 
actual earnings for the earnings forecast. 
This shows that statistically there is an abil-
ity to predict earnings. The results of this 
study support the research by Parawiyati 
(1996), Sunariyah (1996), Isgiyarta (1997), 
Parawiyati and Baridwan (1998), Werdin-
ingsih (2000), Madjid (2002) and Kholidi-
yah (2002). To answer the first hypothesis, 
the researcher should perform different test 
mean for the actual value with its fitted 
value of the entire sample companies. 
Earnings performance to predict stock 
price pattern 
The predictive ability of earnings time series 
of stock price movement patterns can be 
conducted by seeing a correlation of all data 
about corporate profits as the price. If the 
movement pattern of income is equal to the 
price movement patterns, it can be con-
cluded that both data have a significant rela-
tionship as indicated by the correlation be-
tween income series with the stock price 
series. If the value has significantly positive 
correlation, it can be said that the time series 
of income can be used to predict stock 
prices. Correlation analysis can be seen in 
Appendix 3. The statistical analysis of the 
correlation values obtained at 0.167 with a 
Table 1 
Earnings Forecasting Model 
 
COMPANY MODEL KONST. AR(1) AR(2) MA(1) MA(2) Adjusted-R2 
COMP3 ARIMA(1,2,2) 9745.933 -0.6986   -0.9795 0.688894 
COMP5 ARIMA(0,2,1) -4053.585   -2.5356  0.864436 
COMP6 ARIMA(2,1,2) 43263.28  -0.4055  0.92637 0.792543 
COMP7 ARIMA(1,2,2) -9957.005 -0.6990   -0.9112 0.868792 
COMP12 ARIMA(1,0,1) 365120.8 1.31239  -2.0819  0.914876 
COMP16 ARIMA(0,2,1) 2012.190   -0.9898  0.511201 
COMP25 ARIMA(0,1,1) 104063.2   -0.9221  0.194610 
COMP31 ARIMA(1,0,1) -215993.1 -0.1558  0.8920  0.158189 
COMP43 ARIMA(2,0,2) 181834.1  -0.5276  0.86495 -0.05947 
COMP45 ARIMA(0,2,1) 14077.33   -2.6262  0.877280 
COMP48 ARIMA(0,1,1) 42454.71   -0.8694  0.262192 
COMP50 ARIMA(1,2,2) 9371.889 -1.0489   -0.8514 0.662014 
COMP51 ARIMA(0,1,1) 5664.012   -09897  0.489157 
COMP54 ARIMA(1,2,2) -387077.5 -0.4449   -0.9799 0.841249 
COMP55 ARIMA(1,0,1) 61257.90 0.71673  -0.9899  0.293293 
COMP56 ARIMA(0,2,1) -2754.709 -2754.7  -2.8843  0.884993 
COMP59 ARIMA(0,2,1) -956.7747    -2.9143 0.905578 
COMP60 ARIMA(1,2,2) -10492.24 -0.4200   -0.9799 0.88914 
COMP61 ARIMA(0,2,1) -93757.64    -2.5603 0.87794 
COMP62 ARIMA(0,2,1) -1149.17   -2.5741  0.860335 
COMP63 ARIMA(1,1,2) 116408.2 -0.6048   -0.9799 0.898880 
COMP65 ARIMA(1,0,1) 9243.966 1.75608  -2.6845  0.986324 
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significance value of 0.007. The statistical 
analysis showed significance of 0.007 below 
the alpha value of 0.05. Therefore, the sec-
ond hypothesis is statistically supported. 
 
CONCLUSION, SUGGESTION AND 
LIMITATION 
Conclusion 
This study empirically tested the ability of 
earnings in predicting future earnings and 
stock price pattern. In addition, income 
statement can be used to estimate the ability 
of firms to long-term income generating rep-
resentative, to forecast future earnings, and 
measure investment risk and credit compa-
nies (IAI, 2007). A business forecasting is 
basically needed by almost all economic 
entities. For that reason, the parties that 
many corporations use financial forecast 
including securities analysts, institutional 
lending and management.  
Of 22 samples obtained on the basis of 
certain criteria, the statistical analysis pro-
vides a fit model for forecasting earnings. 
The results show that there were no statisti-
cally significant differences between actual 
earnings for the earnings forecast. Therefore, 
the first hypothesis which states that there is 
ability in predicting earnings income is sta-
tistically supported. Based on the correlation 
test, it is displayed that the correlation be-
tween the pattern of earnings and stock 
prices are significant. Therefore, the second 
hypothesis which states that there is the abil-
ity of earnings in predicting stock price pat-
tern is also statistically supported. 
As described, this study merely tested 
the ability of earnings for predicting future 
earnings and stock price pattern. Besides 
that, it didn’t include other factors such as 
the influence of smoothing earnings, cash 
flow, and other financial information. There-
fore, the next study is expected to consider 
factors which are supposed to predict earn-
ings and stock price pattern.  
 
Limitation, Implication, And Suggestion 
This study only tested the ability of earnings 
in predicting future earnings and stock price 
pattern. Beside, this study has limited data, 
namely the annual earnings from 1996 to 
2007. The results provide implications, re-
lated to the ability of earnings in estimating 
earnings and stock price patterns. The results 
of this study is strongly influenced by the 
model constructed, because only the earn-
ings are included in the research model. 
Therefore, the need to consider other factors, 
in making the prediction models, such as 
management actions that make earnings 
management may affect the earnings data 
used in the model predictions. Therefore, the 
next study is expected to consider factors 
which are supposed to predict earnings and 
stock price pattern. Future studies could ex-
amine the same issue, using quarterly data, 
to obtain time series data longer. 
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APPENDIX 1 
 
Stage of ARIMA model 
The first stage before doing the forecasting is done stationary test data. The test is to see the 
value of the ADF (Augmented Dickey-Fuller). If the ADF value of a data above the critical 
value then it can be said that the data are stationary. If the data is not stationary then per-
formed the first or second differencing. Of 66 series earnings data, 22 companies have ob-
tained the stationary that data. The following will be exemplified stationary test sample data 
with the first company (comp3). 
 
ADF Test Statistic -0.114544  1% Critical Value* -4.3260 
   5% Critical Value -3.2195 
   10% Critical Value -2.7557 
*MacKinnon critical values for rejection of hypothesis of a unit root. 
     
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(COMP3) 
Method: Least Squares 
Date: 09/05/07 Time: 13:45 
Sample(adjusted): 1997 2007 
Included observations: 10 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob.  
COMP3(-1) -0.054682  0.477387 -0.114544  0.9120 
D(COMP3(-1)) -0.517289  0.435916 -1.186671  0.2741 
C  19821.35  27681.87  0.716041  0.4972 
R-squared  0.261724  Mean dependent var  5442.20
Adjusted R-squared  0.050788  S.D. dependent var  7333.13
S.E. of regression  85086.48  Akaike info criterion  5.78405
Sum squared resid  5.07E+10  Schwarz criterion  5.87482
Log likelihood -125.9202  F-statistic  .240775
Durbin-Watson stat  1.614287  Prob(F-statistic)  .345753
 
Based on data stationary test, comp3 is not stationary. ADF value is smaller than the 
critical value with degrees of confidence of 1%, 5% and 10%. Given the data is not stationary 
then it will proceed with first differencing, with the following results: 
 
 ADF Test Statistic -1.593654  1% Critical Value* -4.4613 
   5% Critical Value -3.2695 
   10% Critical Value -2.7822 
*MacKinnon critical values for rejection of hypothesis of a unit root. 
     
Augmented Dickey-Fuller Test Equation 
Dependent Variable: D(COMP3,2) 
Method: Least Squares 
Date: 09/05/07 Time: 13:46 
Sample(adjusted): 1998 2007 
Included observations: 9 after adjusting endpoints 
Variable Coefficient Std. Error t-Statistic Prob.  
D(COMP3(-1)) -1.193702  0.749035 -1.593654  0.1621 
D(COMP3(-1),2) -0.228238  0.429384 -0.531548  0.6141 
C  19474.11  30187.46  0.645106  0.5427 
R-squared  0.750435  Mean dependent var 13789.11
Adjusted R-squared  0.667247  S.D. dependent var 154631.3
S.E. of regression  89198.72  Akaike info criterion 25.89632
Sum squared resid  4.77E+10  Schwarz criterion 25.96206
Log likelihood -113.5335  F-statistic 9.020923
Durbin-Watson stat  1.858686  Prob(F-statistic) 0.015544
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After first differencing, the data was not stationary with a degree of confidence of 95%. 
ADF value is smaller than the critical value. After the second differencing, the data is sta-
tionary as shown by computational results Eviews program the following: 
 
ADF Test Statistic -3.620461  1% Critical Value* -4.6405 
   5% Critical Value -3.3350 
   10% Critical Value -2.8169 
*MacKinnon critical values for rejection of hypothesis of a unit root. 
 
Dependent Variable: D(COMP3,2) 
Method: Least Squares 
Date: 09/05/07 Time: 13:48 
Sample(adjusted): 1998 2007 
Included observations: 9 after adjusting endpoints 
Convergence achieved after 59 iterations 
Backcast: 1996 1997 
Variable Coefficient Std. Error t-Statistic Prob.  
C  9745.933  6253.625  1.558445  0.1701 
AR(1) -0.698649  0.145272 -4.809236  0.0030 
MA(2) -0.979502  0.000459 -2135.704  0.0000 
R-squared  0.766671  Mean dependent var 13789.11
Adjusted R-squared  0.688894  S.D. dependent var 154631.3
S.E. of regression  86248.48  Akaike info criterion 25.82905
Sum squared resid  4.46E+10  Schwarz criterion 25.89480
Log likelihood -113.2307  F-statistic 9.857370
Durbin-Watson stat  3.251480  Prob(F-statistic) 0.012703
Inverted AR Roots  -.70 
Inverted MA Roots  .99  -.99 
 
Stage 2 determines a fit model. From the table above we can formulate comp3 forecast-
ing model is ARIMA (1,2,2). This means that the model contains elements of AR or AR (1), 
stationary data on the second differencing, and contains MA or MA (2). 
Stage 3 to forecast earnings with a fit model obtained from the calculation of stage 2. 
Still using comp3 obtained forecasting results as follows: 
 
Actual Fitted Residual Residual Plot 
-47428.0 -86273.6  38845.6 | . | * . | 
 105137.  135664. -30526.6 | . * | . | 
-186533. -94948.3 -91584.7 | *. | . | 
 301130.  176777.  124353. | . | . *| 
-158343. -104122. -54221.0 | . * | . | 
 93730.0  5377.06  88352.9 | . | .* | 
-82857.0  4180.12 -87037.1 | * | . | 
-15831.0 -12099.0 -3732.01 | . * . | 
 115097.  112868.  2228.70 | . * . | 
 The table shows the results of forecasting using ARIMA models. Actual is the actual 
profit value, Fitted is the value and residual earnings forecast is the value of its error 
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APPENDIX 2 
Different test results on average two mean earnings forecast. 
 
 Independent Samples Test 
 
Levene's Test 
for 
quality of Vari-
ance 
t-test for Equality of Means 
 95% Confidence Interval of the Difference 
 
F Sig. T df Sig. (2-tailed) 
Mean Dif-
ference 
Std. Error 
Difference 
Lower Upper 
LABA 
Equal variance 
Assumed .093 .761 .062 410 .950 830.8106 7733.583 147975 57636.9
Equal variance 
not assumed  .062 407.482 .950 830.8106 7350.908 147226 56887.4
 
 
APPENDIX 3  
Correlation of earnings and stock price pattern 
 
 Correlations 
    LABA HARGA 
LABA Pearson Correlation 1 .167(**) 
  Sig. (2-tailed) . .007 
  N 263 263 
HARGA Pearson Correlation .167(**) 1 
  Sig. (2-tailed) .007 . 
  N 263 264 
** Correlation is significant at the 0.01 level (2-tailed). 
 
 
