text filtering for remote scanning of e-mail, hard disks and peripheral storage devices (e.g. USB memory keys). While there has been noteworthy activity in research into content-based analysis of illicit images [17, 19, 4, 39, 3, 2] , there has been little work in spotting illicit activity in video streams. The need for such work has become stronger with the popularity of media sharing (via YouTube and Video Google for instance) and the requirement for host sites to police usage. Action recognition in this context requires multimodal analysis of motion and audio features. Scientific: Observation of people occupies much of the time of the behavioural psychologist. The digital revolution has allowed video to be recorded easily enough so that behvioural assessments are in principle more scientifically recorded and analysed. In the experiment discussed in this paper, over 300 hours of video were recorded of children undertaking specific movement therapies. Reviewing and scoring the video of each subject is therefore an arduous task made difficult by the lack of easy indexing to the key actions of interest. Action recognition in this context involves the detection and parsing of video showing rotational motion in the region of the subject's head (see Fig. 8 ). This example illustrates a little known use of HMMs i.e. not only to classify temporal activity, but also to parse a sequence according to that activity.
Broadly speaking there are two approaches to parsing through action. In certain cases (Direct Parsing), specific features can be directly connected to the action of interest and a relatively thin inference layer then yields decisions and hence a parsed stream. In other situations (Model Based Parsing), the connection between features and actions is not straighforward and a heavier inference layer is needed to articulate the feature information in order to yield a decision. In all cases, motion of objects or the camera itself is important for action parsing, and so motion estimation and object tracking are key tools in the content analysis arsenal. In broadcast footage, where the editing itself is an indication of action, preliminary shot cut detection allows visual material in each shot to be analysed in separate units. In scientific or surveillance type footage the actions of interest occur as impulsive events in a continuously changing stream of material.
Direct Parsing for Actions
Both sports analysis and illicit content identification contain good material for discussing direct parsing. When features are strong enough to yield detection directly, a useful pre-processing step is the delineation of media portions which are most likely to contain that action. In illicit content analysis, the presence of large amounts of skin coloured regions are a strong indicator of video clips of interest. Skin regions occupy a relatively narrow range in the colour spectrum and Dahyot et al [35] compute the posterior probabilitity p(skin|z) that each pixel z belongs to the skin class. This p.d.f. is obtained empirically using skin and non-skin reference histograms from the open-source filtering Poseia project 4 . While this formulation treats pixels independently, it is a sufficient model for the initial skin segmentation. A skin binary map is then generated by thresholding the probability map.
Sport videos usually show a finite number of different views and the actions of interest are only contained in a subset of views. View classification can be achieved in sports with either low level, direct feature manipulation or model based recognition. Since the principal actions usually take place in views that contain mostly the playing area, and the playing area is usually of a predefined high contrast colour, colour features from each frame allow quick identification of the shots that contain player action. This is a well established idea used to good effect by several early authors [12, 18, 20, 5, 15] . Figure 1) shows example frame segmentations using colour thresholding of the average frame colour used to good effect in [11] . The playing area segmentation implicit in this shot segmentation exercise then yields the geometry of the view, and the delineation of the playing area itself within the view. The Hough Transform is typically used to do this [12, 20] . See figure 1 for an example.
The actions
Having delineated the important video material and the active area in the frames, motion or change analysis can directly be matched to certain actions.
For instance, Denman [12] observed that the position of the pots in the snooker table were fixed in the relevant view, and the location of the pots could be determined accurately in the calibration stage. Hence colour histogram change analysis in the region around each pot could detect a ball pot action event. Dahyot et al [10] observed that racket hits in tennis and bat hits in cricket are unique impulsive sounds in the audio stream. Principal Component Analysis (PCA) from the audio tracks associated with relevant views, can be used to design specific filters (thresholding of the PCA feature distance from the training cluster) to perform detection of these sounds to near 100% accuracy. As the sound is associated with a specific dynamic action, this means that the action can be detected with high reliability, in effect by thresholding a single PCA-derived feature.
Motion analysis of course yields a much richer action detection process. For instance, although collision of snooker balls can be heard through the audio track, the strength of that sound is not significantly higher than the background noise and snooker ball collision through audio alone is unsuccessful. Both global/camera motion and local object motion yield information rich features. Global motion estimation (6 parameter affine motion) can be achieved with weighted least squared methods e.g. [31, 13, 7] . Kokaram et al [21] shows that global motion can be connected directly to bowler run up and offside/onside shot actions. This is because in cricket broadcasting the camera zooms in as the bowler runs into throw the ball, and then zooms out and pans left or right to follow the ball after it is hit. The rough run of play action in soccer can also be characterised by the global translation of the camera move [28] .
Local motion information contains the motion of the players and sport objects and hence is directly relevant to the play. Typically the objects of interest are first segmented from the playing area in the field of view and then tracking is instantiated in some way. Both Ekin [14] and Rea et al [34] exploit schemes based on colour histograms. However, Rea et al adopt the popular (at the time) particle filter tracking approach while Ekin adopted a determinsitic matching scheme that selected the matching tiles on a fixed grid over the plkaying area which contained the object in question. Rea et al also introduced the notion that, given the calibrated view provided from Denman et al [12] , it is possible to alter the size of the bounding box containing the object to be tracked so that it compensates for the view geometry. This is quite an important idea for sport action tracking where the view geometry will affect the size of the object and hence the ability to match any template colour histogram. Nevertheless, Pitié et al [32] point out that colour based segmentation in sport is able to remove much of the ambiguity inherent in many hard tracking problems. In other words, the regions of the playing area that are not part of the playing area colour, are likely to be positions of objects to be tracked. This idea leads to a viterbi scheme for tracking that selects the best path through candidate "blobs" of interest in each frame of the sequence. This latter idea is much more computationally efficient and robust than particle filters in the sport application.
Given motion trajectories of objects it is possible to directly classify object actions in some applications. For instance, in snooker loss of tracking "lock" near a pot in the table indicates that a ball has been potted. Loss of lock can be established by thresholding the likelihood energy of the tracker in each frame for each object [33] . In that work, a ball collision is detected by identifying changes in the the ratio between the current white ball velocity and the average previous velocity. If the ball is in the vicinity of the cushion, a cushion bounce is inferred. Given that the physics of colliding bodies implies that at collision, changes in velocity in one direction are typically larger than another, a change in velocity of 50% is used to indicate of a collision. A flush collision is inferred when velocity changes in 50% in both directions.
Exploiting the Motion Field
In illicit content analysis the situation demands a more implicit motion feature extraction approach. The problem is that only a portion of the skin covered regions would yield information amenable to further analysis and it is not possible to easily further delineate any obvious feature for tracking on the basis of colour or texture alonw. Instead, local motion over the entire detected skin area can be used as a feature to segment objects or regions for further analysis. Using motion extracted from the MPEG compressed stream leads to a computationally efficient procedure.
In order to segment the local motion regions, global motion must be compensated for. Macroblocks that contain less than 30% skin pixels are cited as non-skin blocks and are used to estimate this motion. The blocks containing low texture (with low DCT coefficient energy) are removed from further analysis as they will contain unreliable motion information. The mode of the 2D motion histogram of these motion vectors yields an estimate for global motion. Segmentation using the raw MPEG vectors is likely to lead to temporally inconsistent masks because MPEG motion, based on block matching is likely to be temporally poor. To alleviate this somewhat, the motion field is filtered with a 3D vector median opreation using the ML3D filter outlined in Alp et al. [1] . Once the vectors have been compensated for global motion, they are clustered using K-means, assuming only two clusters are required for foreground/background. K-means is used since it is a computationally efficient clustering algorithm and gives satisfactory results compared to the watershed segmentation used by [8] . The region of interest is then the logical 'and' of the skin map and this foreground motion map. Figure 2 shows the binary skin image and the motion compensated segmentation with overlaid motion vectors for a still from When Harry met Sally. Using the motion information helps to segment relevant skin region with higher accuracy. Detecting periodic motion behaviour has become increasingly popular for retrieval in video [9, 29, 16] . The motion estimated here can be directly associated with periodicty of that skin region and thus a notion of illicit video [35] . 
Exploiting audio
Even when not watching the video content from a multimedia stream, the nature of the stream can still be understood from the audio information alone. Examples of applications can be found in sport video indexing as discussed above. This is true also of pornographic content. Periodic audio signals can be indicative of illicit contet. The famous scene from the movie When Harry met Sally (Sally's simulation of an orgasm, which is a series of moans and screams) sevres to illustrate the point. The scene starts with a conversation between Sally and Harry. The loudness of the audio signal is computed over nonoverlapping temporal windows of 0.04s (duration of a 25fps video frame). For analysis of periodic patterns, a 5 second period is used corresponding to 125 measurements of volume. Figure 3 presents two 5 second periods and confirms that a periodic pattern is exhibited during the illicit extract (b) more so than during the conversation (a). Periodicity in the signal is usually analysed by autocorrelation, circular correlation or periodogram [38, 36] . Autocorrelation is used here and the autocorrelation for the two signals in figure 3 is given in figure 4 . Peaks appearing in (b) show that the signal is periodic. The key is to define a measure to discriminate autocorrelations of classes similar to (a) and (b) (cf. figure 4) . A simple measure is to compute the difference between the surface defined by the minimas and the maximas of the autocorrelation. This is illustrated in figure 5 for the same audio extracts (a) and (b). Figure 6 shows this periodicity measure during the whole scene of When Harry met Sally. The measure is low at the start as only a conversation occurs between the two main characters. Then starting at 95 seconds, the periodic pattern begins. In this case, periodic moaning and screaming appears on the audio data. By the end of the scene, standard conversation takes place again and the measure of periodicity decreases. Using a threshold of 4 to detect illicit content when the measure exceeds this value, leads to a usable action spotting algorithm. It performs a perfect segmentation in the scene of When Harry met Sally (cf. figure 6 ). The method has been assessed first on non-illicit materials ( 20 minutes of extracts from movies and music videos) to evaluate the false alarm rate of the method. Various audio sources was used (music, speech, explosion, scream etc.), and in all those, the false alarm rate is rather low at 2%. The detection rate is more difficult to assess as periodic sounds do not occur all the time in the audio stream. Ten minutes of eight different extracts of illicit materials showing periodic sounds have been used. Five extracts corresponding to 9 minutes of the test have been properly detected. Three short extracts (representing 1 minute of recording) are missed. On those three files, a mixture of sounds is 5 . The measure of periodicity on the half-autocorrelation is computed by the surface between the green curve (defined by the maxima's in figure 4 ) and the red curve (defined by the minima's in figure 4 ). occurring (speech or music) masking the relevant periodicity on the loudness feature.
Model Based Parsing
To gain deeper access to action sementics some form of inference layer is needed for processing the temporal evolution of the motion feature. The HMM has been heavily exploited for this purpose. Traditionally, HMMs are well established as a means of modelling the evolution in time of spectral features in the speech envelope. The underlying IID (Independent and Identically Distributed) assumption of HMMs for audio is that there is no correlation between successive speech vectors. That has strongly motivated the use of features such as cepstrum that themselves inherently capture the dynamic characteristics in speech. Feature vectors are generally augmented with first and second order derivatives to further improve speech recognition rates. The choice of features for visual applications is extremely diverse and in many cases ad-hoc. Visual HMM frameworks can be better designed by examining whether discrete or continuous density models are suitable for the application, whether feature sets are truly independent and hence full convariance models are not needed, and whether the HMMs are to be used for classification or recognition purposes. This is analagous to defining whether a speech recognition task is classification of isolated units, or full recognition where both unit classification and parsing are jointly performed. To understand how HMMs can be used for action classification, consider the two examples as follows.
Action in Sports
Given the extraction of the motion trajectories of objects explained previously, it is clear that the shape of that trajectory contains information about what is happening. A simple example is the trajectory of the white ball in snooker, if it traverses the whole table and comes to rest near a cushion, that is probably a conservative play. Trajectory classification then is very similar to handwriting recognition. Analogous to the approach used for on-line handwriting recognition [25] , active regions are delinaeated in the tennis court and on the snooker table ( fig. 7) . Those regions represent the discrete states on which the trajectories of the balls in snooker and the players in tennis, are encoded. Hence as the ball and players move around on the playing surface they generate a time series of symbols. Rea et al [34, 33] use a first order HMM to classify these sequences. By their nature, the sequences are discrete, and hence a discrete HMM is employed. A different model is trained using the Baum-Wesh algorithm. As the actions are well understood in terms of the geometrical layout of the table, the models can be trained using user inputs or training videos with ground truth. The types of actions amenable to analysis in this fashion are as follows. 
Action in Psychological Assessment
Action classification using HMMs in sport relies strongly on the pre-processing mechnisms and domain specific knowledge which allow that portion of the video containing the action to be pre-segmented for analysis. In the Dysvideo project (www.dysvideo.org) [24] the video recorded is of a single view in which a stream of actions are being performed continuously. Action recognition here involves the detection and parsing of video showing rotational motion in the region of the subject's head (see Fig. 8 ). What is required here is a process not only to identify the onset of the rotation exersise, but also to qualify when the head is rotating to the right or the left. This implies recognising the action and also using it to parse the video and it is possible to use the HMM here as well. This is subtle variation in the use of the HMM and here two continuous density HMMs are used -one representing rotation events, the other non-rotation events. Using classic Viterbi-based recognition, periods of rotation and non-rotation can automatically be distinguished [26] .
Motion based features for human movement assessment
The rotation of the head is detected by analysing features of the motion flow in the video. To avoid dealing with the movements of the instructor, the analysis is restricted to the region around the head of the child. Head tracking is thus required, and a similar technique as previously discussed in this chapter has been implemented. A skin colour segmentation is first performed to isolate the child from the background. As part of the experiment, the child is required to wear T-shirt and shorts so a good part of visible skin belongs to the child. As shown in figure 9 , the arms are well exposed in the view. In addition they are near vertical. Hence a vertical sum (integration) of the skin label field yields a Fig. 8 . A demonstration of the ATNR exercise Fig. 9 . Detection of the hands positions (green diamonds) of a child performing a psychological exercise [32] . The blue line shows the skin colour projection and the peaks give the candidate positions (red circles).
1D projection whose modes correspond to the horizontal position of the arms. The head position can then be found in between both arms. As illustrated in Figure 9 , occlusions by the instructor can create spurious peaks in the projection. To find the correct peaks, a Bayesian approach is adopted. At every frame, all the peaks of the 1D projection are collected as candidate positions. The ensemble of these candidate positions constitutes a trellis. The positions of the hands are retrieved by imposing some prior on the motion of the hands and running the Viterbi algorithm through this trellis to extract the most likely path.
With the child head isolated, features can now be derived to model the motion of the child. These features have to be capable of determining when the head of the child is rotating. Since rotation is a unique type of motion, gradient based motion estimation was performed [23] and the motion vectors for each frame were calculated for each exercise sequence. The calculated motion vectors are only capable of showing locally translational motion. However, looking at a larger scale, the spatial variations of the vector field can be used to identify non-translational motion. In particular, the rotational component of a vector field can be obtained by measuring the curl of the motion vector field. Denote as u(x, y) and v(x, y) the x and y components of the motion field between frames I n and I n+1 . The locally translational motion equation at pixel (x, y) is given by:
The corresponding amplitude of the curl for this 2D motion field is then defined as:
The curl yields an implicit measure of rotation. Example of the curl field for an head rotation exercise is displayed on Figure 10 . The main peak in the curl corresponds to the centre of rotation and its position remains stable during the rotation. From the curl surface, it is possible to infer two essential features: the rotation centre and the size of the rotating object. The centre of rotation is given by the main peak in the curl. The estimation of the rotating object area requires to delineate the head with a watershed segmentation on the curl surface. The set of features is completed by adding the temporal derivative of the position and the size. The reasoning behind is that during rotation and non-rotation events, temporal variations of the object position and size are radically different. These four features are combined with two other features, which are described thoroughly in [27] . A total of six features is therefore used to characterise the rotation movement of the head.
Event recognition in psychological assessment
Using the feature set discussed, continuous density HMMs are trained and used in viterbi-based recognition to parse unseen video into periods of rotation and non-rotation. The rotation model R is associated with a dedicated continuous fully connected 4-state HMM. Other non-rotation events are modelled by another model R, which is also associated with a continuous fully connected 4-state HMM. For both HMMs, the likelihood of being in a particular state is defined by a single Gaussian distribution. Evaluating the MAP of a sequence of observations can be done using the Viterbi algorithm. To decide if a sequence is a rotation or non-rotation event, it is then sufficient to compute the MAP for each model and choose the most likely.
A naive approach would be to pre-segment the video into different shots and compare both models on these shots. In fact this is the kind of approach adopted for many sports action recognition tasks using the HMM. However, since both events are particularly hard to differentiate, this segmentation is not practical. A small variation in the use of the HMMs can however avoid pre-segmenting the video and allow to analyse the stream directly. Consider the layout of Figure 11 . By stacking both HMMs in a single network of HMMs, it becomes possible to parse for R and R simultaneously. Now for each frame of the video, the likelihood for the eight states of both HMMs is evaluated at the same time. The extra links between exit states S 8 ,S 4 and entry states S 1 ,S 5 are the glue which allows to switch between both models. They define how likely it is to switch from a rotation model to a non-rotation model, and vice-versa. Running Viterbi on this network of HMMs returns the MAP sequence of states, that, by looking at which HMM they belong to, can be simply translated in a sequence of R and R events. This HMM framework thus does not simply classify previously parsed segments of video but jointly parses and classifies the events.
Twenty three exercise videos have been selected for evaluating this framework, totalling approximately 20 minutes of footage. All twenty three videos have rotational events manually noted for ground truths used in testing. Sixteen videos have been selected at random for training purposes and seven selected for testing. Both HMMs for R and R are trained individually using the Baum-Welsh algorithm. The state transitions are reported on Figure 11 and the detail of the Gaussian distributions parameters are listed in [27] . The transitions between both models have been obtained by looking at the relative frequency of transitions between the models in the ground truths sequences. Note that these inter-model transitions can also be refined using an iterative Viterbi re-estimation scheme [30] . Note that different HMMs topologies have been examined, and it seems that the fully connected 4-state model is optimal for this application.
The Viterbi algorithm has then been run using the two trained HMMs R and R to recognise rotation events. The comparison between the estimates calculated by the network of HMMs and the manual segmentations is presented in Table 1. The table 1 reports the average Recall and Precision as well as the standard deviation of the Recall and Precision for all 23 video sequences, the 16 training sequences alone and the 7 testing sequences. A tolerance of 14 frames, roughly half a second, is allowed between the HMM estimates and manual segmentations. This is to allow for human error in noting rotation events, as a human observer can sometimes mis-classify pre-rotation head translation as rotation. 
Final comments on usability
To assess how usable in general this technology is, it is possible to seek evidence of exploitation of these ideas in everyday consumer equipment. No doubt a Tivo or Sky set top box would be the ideal place to exploit action metadata encoded into the transmitted sports bit stream, and behavioural psychologists attempting to use hundereds of hours of video would benefit from these ideas. However, right now, action spotting for the everyday consumer or scientific user is non existent. This would imply that the ideas are still new and not robust enough for operation in the marketplace. One of the main problems remains the generalisability of the algorithms. Direct parsing seems to work well, but in much of the published work, many more hours of testing seems to be necessary. In addition Direct parsing requires quite a deal of domain knowledge and the ideas seem to be very good for sports, but little else. The future of action reconition in multimedia streams must therefore lie in the proper exploitation of dynamic inference engines like the HMM. In speech recognition, the use of statistical context-free grammar is widely spread [40] . We can imagine similar visual applications in which semantic parsing of videos without shot cut detection is possible. In a sense the community should aspire to the level of achivement of the speech recognition community. That community has benefitted greatly from the discovery of features (e.g. cepstral) which give good information for speech content. In a similar way the notion of visual words (e.g. as established by Zisserman et al [37] ) could be exploited in an HMM for temporal parsing. This is certainly not a simple task but one step in that direction is more effort in unravelling the many subtleties of the HMM. Some discussion alonmg these lines is undertaken elsewhere in this book.
