An important unanswered question in evolutionary genomics is the source of considerable variation of genomic base composition (GC content) even among organisms that share one habitat. Evolution toward GC-poor genomes has been considered a major adaptive pathway in the oligotrophic ocean, but GC-rich bacteria are also prevalent and highly successful in this environment. We quantify the contribution of multiple factors to the change of genomic GC content of Ruegeria pomeroyi DSS-3, a representative and GC-rich member in the globally abundant Roseobacter clade, using an agent-based model. The model simulates 2 × 10 8 cells, which allows random genetic drift to act in a realistic manner. Each cell has a whole genome subject to base-substitution mutation and recombination, which affect the carbon and nitrogen requirements of DNA and protein pools. Nonsynonymous changes can be functionally deleterious. Together, these factors affect the growth and fitness. Simulations show that experimentally determined mutation bias toward GC is not sufficient to build the GC-rich genome of DSS-3. While nitrogen availability has been repeatedly hypothesized to drive the evolution of GC content in marine bacterioplankton, our model instead predicts that DSS-3 and its ancestors have been evolving in environments primarily limited by carbon.
Introduction
In pelagic marine environments, both the concentration of inorganic nitrogen [1] and the genomic GC content of bacterioplankton cells [2, 3] increase with water depth (Fig.  S1 ). This correlation supports the hypothesis that evolution toward GC-poor genomes is an adaptive strategy for bacteria inhabiting surface oceans because a GC pair uses one more nitrogen (N) than an AT pair [4, 5] . Indeed, several most abundant bacterial lineages [6] including surface water members of the cyanobacterial genus Prochlorococcus, the alphaproteobacterial clade SAR11, and the gammaproteobacterial clade SAR86, have %GC of only 0.29-0.32 [7] . Nevertheless, several other successful surface ocean lineages [8, 9] , such as the cyanobacterial genus Synechococcus and the alphaproteobacterial clade Roseobacter, have higher and more variable %GC (0.52-0.66 and 0.37-0.70).
This observation supports an alternate hypothesis that the pattern in GC content is the result from mutation bias toward GC in Synechococcus and Roseobacter, and toward AT in Prochlorococcus, SAR11, and SAR86. This hypothesis has gained support from an experimental study showing mutation bias toward GC in a GC-rich Roseobacter strain Ruegeria pomeroyi DSS-3 [10] and from a bioinformatics analysis showing that losses of DNA repair genes for correcting GC>AT mutations coincided with genomic GC content reduction during Prochlorococcus evolution [11] . Both hypotheses are plausible and the real question is not which one, but what the relative contribution of these (and other) mechanisms is to their evolution.
Several recent studies advanced our understanding on the role of mutation, selection, and recombination in driving microbial GC content evolution. For example, numerous mutation accumulation (MA) experiments followed by whole genome sequencing of mutant lines (MA/WGS) provided unequivocal evidence that spontaneous mutations can bias toward either GC or AT depending on the organism under study [12] . While selection in driving GC content evolution was often speculated [12, 13] or directly shown by the experimental results that bacteria have an increased growth rate when they carry GC-richer versions of genes with the same encoded amino acid sequences [14, 15] , few studies identified the source and nature of selection. Recent studies also debated on whether recombination acts as a universal force to increase [16] or decrease [17] GC content across microbial lineages. Since these studies (except MA/ WGS) use genomic sequences of natural isolates, which are affected by complex evolutionary forces and processes, they generally adopt a reductionist approach by separating the mechanism of interest from other factors and thus can hardly lead to an understanding of the relative contribution of different forces to GC content change.
The effect of one or more mechanisms on genome evolution can be quantified using concepts from population genetics [18] . Given sufficient assumptions (e.g., uniform mutation rates, no recombination, constant and independent fitness effect of mutations) simple theories or equations can be developed and applied (e.g., to predict codon usage bias) [19] . For more complex scenarios, including multiple mechanisms and many sites (i.e., base pairs or genes), an alternative approach is to directly simulate a population of individual cells with whole genomes [20] [21] [22] . In this individual-or agent-based approach, single cells are simulated explicitly and the population-level properties (e.g., diversity and population size) emerge from the cumulative properties and behaviors of these low-level entities [23] . This is contrast to the more traditional population-level modeling approach, where population-level properties are described directly [19] . For evolution simulations, each individual has a genome that is subject to mutation and recombination, which affects the growth rate and over subsequent divisions the fitness of a strain. This approach is quite flexible and allows for inclusion of various evolutionary mechanisms, but is computationally prohibitive for large population sizes (required for random genetic drift to function in a realistic manner). This can be overcome to some extent by combining the simulation model with concepts from theory (e.g., explicit simulation of two genomes and representation of others using theory [24] ). Here we develop a novel method that combines basic concepts from genetics for calculating the number of mutants in a culture [25] with upscaling methods from individual-based ecological modeling [26] . Our model simulates isogenic "super-individuals" with a realistic effective population size. A novel aspect of the model is the explicit consideration of mutation and recombination, the effect on the carbon (C) and N requirements in the DNA and amino acid (aa) pools and the effect of nonsynonymous mutations on the growth rate ( Fig. 1 , see "Materials and methods" section).
We use the model to understand and quantify the various mechanisms driving GC content evolution on the presentday R. pomeroyi DSS-3 genome. Then, we develop a longterm evolutionary trajectory from the most recent common ancestor (MRCA) of the Roseobacter clade. Together, our results show that GC content evolution is a complex process affected by the action and interaction of various mechanisms, and that DSS-3 evolved primarily in a C-limiting environment.
Materials and methods
The model simulates a population of individual R. pomeroyi DSS-3 cells, a strain that has been the representative heterotrophic bacterium inhabiting surface ocean [27] and numerous genetic, physiological, and ecological data are available to parameterize the model. Cells assimilate C and N nutrients from the extracellular environment at rates depending on the medium concentration (Michaelis-Menten kinetics). When the intracellular levels (quotas) reach the requirements for division the cell divides. Each cell has a complete genome of A/T/C/G-type letters that is subject to mutation [20] based on an unbiased measure of DSS-3 mutation rate (µ = 1.39 × 10 −10 per site per cell division) and spectrum (the relative frequency of mutations among the four nucleotides) [10] . Homologous recombination is included with parameters (the effect of recombination to mutation or r/m) determined from closely related genome sequences of a Ruegeria species [28] using ClonalFrameML [29] . The total cellular nutrient requirements are made up of genome, proteome, and other parts. The genome C and N requirements are calculated from the DNA sequence based on the DNA base pair stoichiometry. The proteome requirements are calculated from the DNA based on the amino acid stoichiometry, taking into account the expression level of proteins. Some genes (e.g., housekeeping genes) are expressed at a higher level and thus make up a relatively larger part of the proteome. The level of protein expression is approximated by the relative abundance of mRNA determined using the continuous cultures of DSS-3 when cells are C or N limited [30] . The DNA and protein levels, and the total C and N quotas are based on measurements [31] . In an environment where N or C is limiting, mutations that reduce the total N or C requirement decrease the time needed to acquire the nutrients to make a new cell, which increases the division rate and provides the cell with a competitive advantage. On the other hand, nonsynonymous mutations are more likely to be deleterious than synonymous mutations [32] . Whether a nonsynonymous mutation is neutral or deleterious is a stochastic process with probabilities based on amino acid chemical distances [33] . Functionally deleterious nonsynonymous mutations are assumed to be lethal. A large number of cells is simulated so that the effective population size (N e ) and thus the efficiency of natural selection on the model population is comparable to that in nature. This is made computationally feasible by simulating isogenic "super-individuals" that are representative of many "real individuals" [26] . The population is modeled using periodic dilution. During the growth period, each superindividual population grows exponentially. The number of new mutant cells produced in this population over the time interval, by new mutations or division of a new mutant cell, is estimated [25] and used to spawn a new agent. In the following dilution step, the number of real individuals in the two populations is reduced and the next growth period is simulated (see Text S2 ). The model is tested against theory for a number of simplified scenarios, including growth in a nutrient-limiting chemostat, accumulation of neutral and slightly deleterious mutations, recombination, and linked selection (see Text S3). The genomes computed by the model have similar characteristics as those from real Roseobacter populations, including the ratio of nonsynonymous to synonymous substitution rate (d N /d S = 5.0 × 10 −2 ) consistent with previous measures of various Roseobacter lineages [34] , the effect of recombination to mutation (r/m = 0.5-3.7), and the effective population size (N e = 2 × 10 8 ) calculated from π S = 2 N e µ and close to the previous estimate of a Ruegeria lineage [28] related to DSS-3 [10] , where π S (5.6 × 10 −2 ) is the nucleotide diversity at synonymous site calculated by averaging all pairwise comparisons of d S for a given single-copy orthologous gene family and then averaging across gene families (see Table S11 ).
The model is applied to DSS-3 and two other coastal bacteria, Vibrio fischeri and Vibrio cholera, which have genomic GC content of 0.38 and 0.47, respectively, and mutation spectrum determined using the MA experiments [35] . The GC content of the MRCA of the Roseobacter clade is predicted using a maximum-likelihood phylogenetic approach implemented in the ape package [36] , which is used to infer ancestral states of a continuous character (e.g., GC content) [37, 38] .
Results and discussion

Mechanisms driving GC content evolution
We run the model in a time-variable manner, starting with the present-day DSS-3 genome. The model predicts a relatively strong negative slope in GC content (i.e., GC content decreases with time) under N-limiting conditions and a weaker positive slope under C-limiting conditions (Fig. 2a) . These slopes are due to a multitude of mechanisms and to understand and quantify their effect, we perform a number of simulations, where factors are added one by one. We compare the various simulations based on the resulting slope of GC, where we break out the genome (All) as well as noncoding and synonymous sites (X&S) and nonsynonymous sites (NS) (Fig. 2b) . We also compare changes in the growth rate (Fig. 2c ) and the C (Fig. 2d) and N ( Fig. 2e) requirements, where we break out total, DNA and aa.
In the first simulation (s), mutations among A/T/C/G are equally likely and neutral. In the GC-rich DSS-3 genome, GC>AT mutations are more frequent than AT>GC mutations and therefore the GC slope is negative (i.e., the GC content decreases over time, Fig. 2b) . We refer to this mechanism as site bias (s). The effect is stronger for noncoding and synonymous sites (X&S) compared to nonsynonymous sites (NS), consistent with their GC content (GC X&S = 0.74, GC NS = 0.59). When mutation bias is included (s/m), the GC slope increases compared to the previous simulation (s) and is now positive, suggesting that the mutation bias toward GC is strong enough to overcome the site bias toward AT. When nonsynonymous mutations are penalized (s/m/p), the GC slope decreases from the previous simulation (s/m) and is negative again. This is due to the elimination of most nonsynonymous mutants, which gives more weight to the noncoding and synonymous sites.
Next, we perform simulations under C limitation considering DNA C requirement (s/m/p/DNA-C) (Fig. 2b) . This gives a slight increase in the GC slope compared to the previous simulation (s/m/p), consistent with selection pressure to reduce the DNA C requirement. A simulation considering both DNA and aa C requirement (s/m/p/DNA/ aa-C) leads to a further increase and a positive GC slope. This is consistent with a negative correlation between aa C content and codon GC (see Fig. S4 ). The largest increase and decrease is in the amino acid Ala (C = 3, GC = 0.96) and Phe (C = 9, GC = 0.23), respectively (Fig. 3) . The overall GC slope of this simulation reflects the net effect of several drivers, including site bias (decreases GC), mutation bias (increases GC), nonsynonymous penalty (decreases GC), DNA C requirement (increases GC), and aa C requirement (increases GC). The overall slope is relatively weak, which suggests these drivers are presently in approximate equilibrium. The weak slope should not be interpreted as a weak influence of C limitation. Rather, the effect of C limitation is reflected in the difference of the simulations with it (s/m/p/DNA/aa-C) and without it (s/m/ p).
Likewise, simulations are also performed under N limitation (Fig. 2b) . By considering DNA N requirement (s/m/ p/DNA-N), the GC slope decreases from the previous simulation (s/m/p) due to selection pressure to reduce DNA N requirements. The effect is larger than the comparable simulation under C-limiting conditions (s/m/p/DNA-C), because DNA N is a larger fraction of the total N requirement (6.4%) compared to C (2.6%). A simulation where both DNA and aa N requirement is considered (s/m/p/DNA/ aa-N) further decreases the GC slope compared to s/m/p/ DNA-N. This is due to a positive correlation between aa N content and codon GC (see Fig. S4 ). The largest increase is in Gln (N = 2, GC = 0.60) and the largest decrease is in Arg (N = 4, GC = 0.93) (Fig. 3) .
For both C-and N-limiting conditions, a different GC slope is predicted for simulations with and without considering the aa nutrient requirement (Fig. 2b) , suggesting that processes and mechanisms changing aa composition affect GC evolution. Multiple factors impact the evolution of the aa pool. An important consideration is the topology of the mutation network (Fig. 3) . For example, under N limitation most low-N aa (N = 1) increase, but Phe (N = 1, GC = 0.23) actually decreases. Despite its low-N content, there is no fitness advantage of cells that have mutations toward Phe, because all possible one-step mutations to it are neutral with respect to N (Fig. 3) . However, Phe has a low codon GC, which means it is eliminated by mutation bias. Another important factor is the interaction between selection acting to lower N requirement by reducing aa N content, selection for conservation of aa physicochemical property and mutation bias. The observation that the largest increase under N limitation is in Gln and not one of the 14 low-N aa (N = 1) (Fig. 3) is because mutations between Arg and Gln are more likely to be neutral than those between Arg and any of the low-N aa (see Fig. S2 ). Lys has an even smaller chemical distance to Arg, but it gains less mutations from Arg due to codon usage bias and loses more to Glu due to mutation bias (Fig. S20 ) so it actually decreases (Fig. 3) . These results are consistent with the observation of increased low-N aa usage in oligotrophic oceans [39] , but our analysis provides additional insights into the multitude and complexity of the mechanisms driving the evolution of aa pool and highlights the need for a model that accounts for all of these factors.
When both DNA and aa C and N requirements are considered, the growth rate increases under C-(s/m/p/DNA/ aa-C) and N (s/m/p/DNA/aa-N)-limiting conditions (Fig. 2c) . It suggests that both C and N limitations are strong selective forces that can overcome the intrinsic mutation biases and drive Darwinian evolution of marine bacteria by adjusting aa composition. The N limitation leads Fig. 3 Evolution of amino acid composition in DSS-3 under C-and N-limiting conditions. Amino acid labels are colored green for increase and red for decrease and scaled by magnitude of change. Arrows indicate net change and thickness corresponds to magnitude to a much stronger increase in growth rate than the C limitation (Fig. 2c) . That is because proteome N represents a larger fraction of the total N requirement (45%) compared to C (24%). N limitation also leads to a decrease in aa C requirements (Fig. 2d) , consistent with a positive correlation between aa C and N content (Fig. S4) . These simulations were also performed with the GC-poor Vibrio fischeri and the resulting patterns, including a positive GC slope in Climiting conditions and a stronger negative slope in Nlimiting conditions, are consistent (Fig. S23 ).
Long-term evolutionary trajectory
An important question is whether these processes can explain the divergence of DSS-3 from the MRCA of the Roseobacter clade with a predicted GC content of 0.52 (Fig. 4) . To make predictions over this time frame, the model could theoretically be run from this MRCA, but this would require specifying the genome sequence of the MRCA, including fast-evolving sites such as synonymous and noncoding sites that are difficult to reconstruct due to repeated and back mutations. Even if the MRCA sequence were known, it would be computationally prohibitive to run the model for such a long time. Alternatively, the GC slope from the model can be extrapolated (dashed lines in Fig. 4 ), but this ignores the effect of changing GC on the slope via site bias. The GC content of the MRCA is predicted to be close to 0.5, so site bias would have been low at that time.
To account for the change of GC content during the evolution of DSS-3, a simple equation that considers the change of various fractions of the genome proportional to the GC content is developed and parameterized based on the results of the model (see Text S6). For C-limiting conditions, that equation predicts a present GC content of 0.645 (95% confidence interval: 0.627-0.664), which is the same as DSS-3 (GC = 0.641), a remarkable result for a straight prediction (no calibration). Moreover, the projected GC content at different evolutionary stages from the model matches well with those predicted using a phylogenetic approach (Fig. 4) [37, 38] . Therefore, the mechanisms included in our model are sufficient to explain the evolution of high GC content in DSS-3. The present slope is only slightly positive (see also Fig. 2a) , which suggests the system is in approximate equilibrium. For the MRCA, there was a relatively strong net driving force to increase GC content (i.e., due to mutation bias and selection to reduce DNA and aa C requirements). As the GC content increased over time, the effect of site bias driving to decrease GC content became stronger until today, when the forces approximately cancel out.
In contrast to the C-limiting conditions, the model predicts a decreasing GC content for N-limiting conditions, which is inconsistent with the high GC content of DSS-3 (Fig. 4) . This suggests that the evolution of DSS-3 occurred in a predominantly C-limiting (N-rich) environment. This is consistent with the working hypothesis that N became more available after the appearance of the major groups of Nfixing cyanobacteria during the Neoproterozoic or early Cambrian (542-485 Mya), including Crocosphaera, Cyanothece, Trichodesmium, and UCYN-A [40] , though N may have become stressful occasionally during the Permian-Triassic transition [41] and during oceanic anoxia events (OAEs) in the past 200 million years (m.y.) [42] due to increased loss of fixed N through enhanced microbial activities of denitrification and anammox (anaerobic ammonium oxidation by nitrite) [41, 42] . If the C-limiting conditions and other aspects (e.g., mutation pattern) are maintained in the future, the model predicts a gradually decreasing slope as the GC content approaches the equilibrium level (Fig. 4) . However, a more careful projection of DSS-3 GC content needs to consider the effect of ocean acidification in a future ocean. While ocean acidification may not change the concentration and composition of dissolved organic carbon [43] available to DSS-3, it may change the mutation pattern of DSS-3. Recent MA experiments on a coral pathogen Vibrio shilonii AK1 showed that reduced pH from 8.14 to 6.67 drives spontaneous mutation toward a decreased rate and an altered spectrum in the direction of generating more G/C nucleotides [44] . As V. shilonii AK1 has a GC-poor (0.44) genome, it remains unknown how ocean acidification changes the mutation rate and spectrum on the GC-rich (0.64) DSS-3.
Summary and outlook
In summary, our study provides evidence that evolution of genomic GC content of a representative GC-rich heterotrophic marine bacterium is the result of complex evolutionary processes in the past~260 m.y. [45] . A number of mechanisms, including mutation bias, selection against functionally deleterious nonsynonymous mutations, and selection to lower nutrient requirements in the DNA and protein pool, act and interact to drive the evolution of GC content. A surprising finding is that the low availability of C, rather than low N, has been driving the long-term evolution of genomic base composition in this bacterium. This does not conflict with our previous finding that N stress is a key factor in maintaining low genomic GC content in another abundant marine alphaproteobacterial lineage SAR11. In that study, we quantified a stronger bias of substitution toward AT in marine SAR11 populations compared to their freshwater counterparts, and provided evidence for stronger selection for reduced N requirement in marine populations [46] because N is more limiting in seawater [47, 48] compared to freshwater [49] . As all extant marine and freshwater SAR11 members have nearly identical GC content (29-30%) , that study addressed the question what evolutionary mechanisms maintain the GC content in its current state, but it does not inform mechanisms driving the massive GC content reduction which presumably occurred in the distant past [46] . A relevant study showed that the ung gene responsible for repairing cytosine deamination that is considered as the strongest cause to AT-biased mutational spectrum is present in SAR11 but absent in >80% of phylogenetically diverse bacteria with GC-poor genomes, which argues against selection driving GC content reduction in the long-term evolution of SAR11 [50] . Our individual-based, genome-scale modeling approach is immune to the overly simplistic and limiting assumptions of existing population-level models, and is able to integrate various mechanisms underlying GC content evolution in a quantitative manner. It can be readily applied to explore genome evolution in other bacteria and environments, and it can be extended to include additional mechanisms, including insertion-deletion mutations, hyper-variable regions, and lysogenic viruses. This can be readily integrated into global ocean circulation and biogeochemistry models and used to explore questions in biogeography and microdiversity [20, 51, 52] .
