Let $L_{\epsilon}$ be the self-adjoint operator associated with the form $q_{\epsilon}$ . The operator $L_{\epsilon}$ is the negative Laplacian on $\Omega_{\epsilon}$ with Dirichlet's boundary condition on an and Neumann's boundary condition on $\gamma$ (( $\epsilon$ , to)) We denote by $\lambda_{j}(\epsilon)$ the $j$ -th eigenvalue of $L_{\epsilon}$ counted with multiplicity. The function $\lambda_{j}(\cdot)$ is monotone non-decreasing. We study the asymptotic behavior of $\lambda_{1}(\epsilon)$ and $\lambda_{2}(\epsilon)$ as $\epsilon$ tends to 0. We set Let $\varphi_{1}^{\pm}$ be the eigenvector of $L_{0}^{\pm}$ associated with the eigenvalue $\lambda_{1}^{\pm}$ which is normalized by the conditions $\varphi_{1}^{\pm}>0$ on $\Omega\pm \mathrm{a}\mathrm{n}\mathrm{d}$ $||\varphi_{1}^{\pm}||_{L^{2}(\Omega)}\pm=1$ . We claim that $\varphi_{1}^{\pm}$ is real analytic in aneighborhood of 0and $\varphi_{1}^{\pm}$ is given by aconvergent power series expansion: $\varphi_{1}^{\pm}(x)=\sum_{j=1}^{\infty}\sum_{k=1}^{j}C_{j,k}^{\pm}r^{2j-1}\cos(2k-1)\theta$ in aneighborhood of 0 with $c_{1,1}^{\pm}>0$ ,
where $(r, \theta)$ is the polar coordinate of $x$ centered at 0. Let $K=\{j\geq 2$ ; $\frac{C_{j,j}^{+}}{c_{1,1}^{+}}\neq\frac{C_{j,j}^{-}}{c_{1,1}^{-}}\}$ .
We define $\nu=\min K$ if and only if This work is inspired and motivated by that of Dauge and Helffer [2] . In amore general setting, they proved that $\lim_{\epsilonarrow 0}$ Xj(e) $=\kappa_{j}$ for all $j\in \mathrm{N}$ , where $\kappa_{1}\leq\kappa_{2}\leq\cdots$ are the rearrangement of $\{\lambda_{j}^{+}\}_{j=1}^{\infty}\cup\{\lambda_{j}^{-}\}_{j=1}^{\infty}$ repeated according to multiplicity. This result interests us in the asymptotic behavior of $\lambda_{j}(\epsilon)$ as $\epsilon$ tends to 0. They also suggested the following problem called geometric tunneling. The problem they suggested is to estimate A2 $(\epsilon)-\lambda_{1}(\epsilon)$ in the case that $\Omega$ is symmetric with respect to the $x_{1}$ -axis and 7is aline segment on the $x_{1}$ -axis. Our Theorem 0.1 also solves this problem.
There are many works on asymptotics of eigenvalues of elliptic differential equations on singularly perturbed domains. R. Gadyl'shin and A. M. Il $'.\mathrm{n} [6] $ considered adomain with anarrow slit. S. Ozawa [9] and V. Maz'ya, S. Nazarov, and B. Plamenevskii [8] considered adomain with asmall hole. S. Jimbo [7] , R. Gadyl'shin [5] , and J. Arrieta, J. Hale, and Q. Han [1] considered adumbbel domain with a shrinking handle. R. Gadyl'shin $ [3, 4] $ considered aproblem to change the boundary condition on a small part of the boundary. In [3, 4, 5, 6] , R. Gadyl'shin and A. M. $\mathrm{I}1' \mathrm{n}$ used the method of matched expansion: they decomposed the region into overlapping subregions and constructed asymptotic solutions on the respective subregions such that the solutions are asymptotically same on the intersection of the subregions. In [8] , V. Maz'ya, S. Nazarov, and B. Plamenevskii used the method of compound expansion which is somewhat similar to the method of matched expansion.
We use the method of matched expansion to construct an approximate solution in the proof of Theorem 0.1. Our procedure to construct the approximate solution is somewhat similar to the procedure used in [6] . But the form of the approximate solution in this paper differs from that in [3, 4, 5, 6, 8] . In the present PaPer, we prove only (2) for simplicity.
Eigenvector of the limit problem
We begin with introducing some notations and conventions which we use throughout this paper. For Let $f,g\in \mathrm{n}_{\delta\in(0,t\mathrm{p})}L^{2}(\Omega\pm\backslash D_{+\pm}(\delta))$ . If the principal value $\lim_{\deltaarrow+0(f,g)_{L^{2}(\Omega\backslash D(\delta))}}\pm+\pm$ exists, then we denote it by $(f, g)_{\Omega}\pm\cdot$ To avoid cumbersome classification, we use the following conventions about summations and sequences: if $p>q$, we define $\sum_{\dot{|}=p}^{q}a_{t}=0$ and $\{a:\}_{\dot{l}=p}^{q}=\emptyset$ . We regard an undefined term as 0in formulae. For example, if $b_{1}$ and $b_{3}$ are defined and $b_{2}$ is not defined, then the formula $b_{1}+b_{2}=b_{3}$ means $b_{1}=b_{3}$ .
In order to construct the asymptotic expansion of $\lambda_{1}(\epsilon)$ and $\lambda_{2}(\epsilon)$ , we first analyze the asymptotic behavior of the $\mathrm{e}\mathrm{i}\mathrm{g}\mathrm{e}\mathrm{n}\mathrm{v}\dot{\mathrm{e}}$ ctor $\varphi_{1}^{\pm}$ near 0. Let us show the following. Proof. We prove the assertion only for tPi because that for $\ovalbox{\tt\small REJECT}?\ovalbox{\tt\small REJECT}$ is similar. In the proof, we use the method of reflection. We set
The function $\psi(x)$ is even with respect to $x_{2}$ . Because $\varphi_{1}^{+}\in Q_{0}^{+}$ , we have
Moreover we get $-\Delta\psi=\lambda_{0}\psi$ in the sense of distribution on $D_{+}(r_{0})$ . (5) Using (4), (5) , and the regularity estimate for elliptic differential equations, we obtain $\psi$ $\in H^{2}(D_{+}(r_{0}/2))$ .
We set
The function $\tilde{\psi}(x)$ is even with respect to $x_{2}$ and odd with respect to $x_{1}$ . Prom (4) , we have In order to analyze the asmptotic behaviour of the eigenvalues, we use the method of matched expansion (see [6] ). We define
The variable $\xi$ is called the inner variable. We denote by $(\mathrm{p}, \theta)$ the polar coordinate of $\xi$ centered at 0. We seek the asymptotic expansions of the second eigenvalue of $L_{\epsilon}$ and the associated eigenvector in the following form. 
and $\{-\sqrt{-1}\}$ . For $i\geq 0$ and $r>0$, we define
Instead of giving acomplete proof of (2), we prove the following lemma which plays acentral role in the proof of (2). We $r$ ewrite the asymptotic expansions of $v_{N+:+1,N}$ and $\varphi_{N+:,N}^{\pm}$ as follows.
$\varphi_{N+:,N}^{\pm}(x)\sim\sum_{s=0}^{\infty}t_{s,:,N}^{\pm}(r, \theta)+\sum_{s=}^{\infty}.\cdot u_{s,:,N}^{\pm}(r, \theta)\log r$ $(rarrow 0, x\in\Omega_{\pm})$ ,
where $h_{s,l,q}^{\pm}(\cdot, \theta)$ , $m_{s,l,q}^{\pm}(\cdot, \theta)$ , $t_{s,l,q}^{\pm}(\cdot, \theta)$ and $u_{s,l,q}^{\pm}(\cdot, \theta)$ are homogeneous polynomials of degree $2s-2l+1$ . $(P7)_{p,q}$ For $p\geq 1$ and $q\geq 0$ , there exists $r_{p,q}>0$ such that for all $M\geq 2p-1$ , the function $\varphi_{q+p,q}^{\pm}(x)-(\sum_{s=0}^{M}t_{s,p,q}^{\pm}(r, \theta)+\sum_{s=\dot{l}}^{M}u_{s,p,q}^{\pm}(r, \theta)\log r)$ can be extended to a function which belongs to $J_{2M-2p+3}(r_{p,q})$ .
(PS)
The following 'matching conditions' are satisfied. For $0\leq q$ , $1\leq l$ , and $l\leq s$ , we have 
REMARK. The number $\lambda_{M+N,N}$ is equal to the both sides of (C) $)_{M,N}$ . Besides, it can be proved that
REMARK. The matching conditions in (PS) are derived as follows. Inserting (14) into (11) $,$ we obtain aformal power series of $\epsilon$ and $\log\epsilon$ whose coefficients are polynomials of $r$ . Inserting (13) into (12) and using the coordinate change $\xi=\epsilon^{-1}x$ , we also obtain aformal power series of $\epsilon$ and $\log\epsilon$ whose coefficients are polynomials of $r$ . Identifying the powers of $\epsilon$ and $\log\epsilon$ of these two formal power series, we get $(M.1)_{s,l,q}^{+}$ and $(M.1)_{s,l,q}^{+}$ . Similarly, we obtain $(M.1)_{s,l,q}^{-}$ and $(M.1)_{s,l,q}^{-}$ by using (11) $,,$ (12), (13) $,$ and (14) $.$ Lemma 2.1 can be proved by induction. For simplicity, we give aconstruction only for the first two terms of (11)\pm and (12). We first give the precise form of $\varphi_{0,0}^{\pm}$ and $v_{1,0}$ , which are the coefficients of the leading terms of (ll)\pm and (12) respectively. To this end, we introduce some harmonic functions. For
where the branch cut of the square root is the positive real axis. We claim that $U_{\ovalbox{\tt\small REJECT}}$ is harmonic on n, $U_{\ovalbox{\tt\small REJECT}}$ c $Ar^{\ovalbox{\tt\small REJECT}_{*}}I\mathit{3}$ , and $U_{\ovalbox{\tt\small REJECT}}(\mathrm{C}_{\mathrm{Z}:}\ovalbox{\tt\small REJECT})\ovalbox{\tt\small REJECT}$ is an odd function. Moreover, $U_{\ovalbox{\tt\small REJECT}}$ has the following asymptotic expansion which can be differentiated term by term infinitely many times.
where $\tau_{1,1}=-\frac{1}{2}$ , $\mathrm{T}2,\mathrm{i}=-\frac{3}{2}$ , and $\tau_{j,0}=1$ for $j\in \mathrm{N}$ . We recall Proposition 1.1. We put
We claim that $\varphi_{0,0}^{\pm}$ satisfies $(\mathrm{O}\mathrm{U}\mathrm{T})_{0,0}^{\pm}$ : $v( \xi)\sim(\sum 1\sum 0+\sum\infty\sum l)a_{1,l,j}\rho^{-2l+3}$ coe $(2j-1)\theta+b_{1,0,0}\rho\log\rho\cos\theta$ as $\rhoarrow\infty$ , $\xi\in P$ .
To prove this proposition, we need the following. Since this proposition is derived by astraightforward computation, we omit the proof. By using this proposition, we shall prove the following. 
Then the boundary value problem 
for $\rho\geq 2$ , where the above summation can be differentiated term by term infinitely many times. By a direct computation, we infer that there exists $C>0$ such that $|\eta(\xi)|\leq C|\xi|$ , $| \frac{d}{d\xi}\eta(\xi)|\leq c$ , and
where $\frac{d}{d\xi}$ stands for the differentiation by the complex variable $\xi$ . Using (23), (24), and (25), we obtain (22).
Let us show the uniqueness of the solution of (21) which has the asymptotic expansion of the form (22) . Let $\mathrm{v}\mathrm{i}$ , $v_{2}\in A$ be the solutions of (21) which have the asymptotic expansion of the form (22). We set $h=v_{1}-v_{2}$ . Then we get $-\Delta h=0$ on $P$ , $\frac{\partial}{\partial\xi_{2}}h=0$ on $\Gamma_{2}$ , $h=0$ on $\Gamma_{1}$ .
From (22) 
We have $(\Delta+\lambda_{0})\check{\varphi}_{1,0}^{N\pm}=(\Delta+\lambda_{0})\tilde{\varphi}_{1,0}^{N\pm}+\chi \mathrm{o}(r)(\Delta+\lambda_{0})\varphi_{1,0}^{N\pm}+\varphi_{1,0}^{N\pm}\Delta\chi_{0}(r)+2\nabla\chi_{0}(r)\cdot\nabla\varphi_{1,0}^{N\pm}$ .
Substituting $\check{\varphi}_{1,0}^{N\pm}$ for $\varphi_{1,0}^{\pm}$ in $(\mathrm{O}\mathrm{U}\mathrm{T})_{1,0}^{\pm}$ and using (37), (38), and the fact that $\check{\varphi}_{1,0}^{\pm}$ is aformal solution of $(\Delta+\lambda_{0})\varphi=0$ , we get the equations for $\tilde{\varphi}_{1,0}^{N\pm}:$ $(\Delta+\lambda_{0})\tilde{\varphi}_{1,0}^{N\pm}=f_{N,1}^{\pm}-\lambda_{1,0}\varphi_{0,0}^{\pm}$ on $\Omega_{\pm}$ , 
Moreover we obtain $-\varphi_{1,0}^{N\pm}\Delta\chi_{0}-2\nabla\chi_{0}\cdot\nabla\varphi_{1,0}^{N\pm}-\chi_{0}(r)\lambda_{0}(\tilde{h}_{N,1,0}^{\pm}(r, \theta)+\tilde{m}_{N,1,0}^{\pm}(r, \theta)\log r)\in C^{\infty}(\mathrm{R}^{2}\backslash D(\tilde{r}_{0}/16))$ .
Thus, we get
Using (41) and (42), we get $f_{N,1}^{\pm}\in L^{2}(\Omega_{\pm})$ . Let us consider the following equations derived by substituting $\lambda_{1,0}^{N\pm}$ for Aito in (39). 
We define $\lambda_{1,0}^{\pm}$ by (44). Then (43) has aunique solution which belongs to
. We denote it by $\tilde{\varphi}_{1,0}^{N\pm}$ .
Now we compute the asymptotic expansion of $\check{\varphi}_{1,0}^{N\pm}(x)$ as $xarrow \mathrm{O}$ , $x\in\Omega\pm\cdot$ For this purpose, we first compute the asymptotic expansion of $\tilde{\varphi}_{1,0}^{N\pm}$ by the reflection argument used in the proof of Proposition Thus, we claim that $\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT}\ovalbox{\tt\small REJECT} \mathrm{o}$ has the following asymptotic expansion which can be differentiated term by term (2N-4) times.
In asimilar fashion, $\check{\varphi}_{1,0}^{N-}$ has the following asymptotic expansion which can be differentiated $ (2N-4) 
(48)
Next we show that $\check{\varphi}_{1,0}^{N\pm}=\chi_{0}(r)\varphi_{1,0}^{N\pm}+\tilde{\varphi}_{1,0}^{N\pm}$ and $\lambda_{1,0}^{N\pm}$ are independent of the choice of $N\geq 2$ . We set $N_{1}=2$ . Let $N_{2}>N_{1}$ . Because $\check{\varphi}_{1,0}^{N_{1}\pm}$ and $\check{\varphi}_{1,0}^{N_{2}\pm}$ are the solutions of $(\mathrm{O}\mathrm{U}\mathrm{T})_{1,0}^{\pm}$ , we get $(\Delta+\lambda_{0})\check{\varphi}_{1,0}^{N_{j}\pm}=-\lambda_{1,0}^{N_{f}\pm}\varphi_{0,0}^{\pm}$ on $\Omega_{\pm}$ for $j=1,2$,
Thus we obtain
Note that $\check{\varphi}_{1,0}^{N_{1}\pm}-\check{\varphi}_{1,0}^{N_{2}\pm}=\chi_{0}(r)(\varphi_{1,0}^{N_{1}\pm}-\varphi_{1,0}^{N_{2}\pm})+(\tilde{\varphi}_{1,0}^{N_{1}\pm}-\tilde{\varphi}_{1,0}^{N_{2}\pm})$ .
Because $\tilde{\varphi}_{1,0}^{N_{1}\pm},\tilde{\varphi}_{1,0}^{N_{2}\pm}\in D(L_{0}^{\pm})$ , we have $\tilde{\varphi}_{1,0}^{N_{1}\pm}-\tilde{\varphi}_{1,0}^{N_{2}\pm}\in D(L_{0}^{\pm})$ . From (40), we have $\chi_{0}(r)(\varphi_{1,0}^{N_{1}\pm}-\varphi_{1,0}^{N_{2}\pm})\in J_{3}(\tilde{r}0/2)$ and $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{p}(\chi_{0}(r)(\varphi_{1,0}^{N_{1}\pm}-\varphi_{1,0}^{N_{2}\pm}))\subset\overline{D_{+\pm}(\tilde{r}0/2)}$ . We have $\mathrm{d}\mathrm{S}\mathrm{s}=w_{1}\cup \mathrm{w}2\mathrm{y}\mathrm{s}\cup w_{3,\delta}\cup w_{4,\delta}$ . Using (34) and (36) Using (55)- (57) and (61), we get $\lambda_{1,0}^{+}=-\frac{\pi}{2}\tilde{k}_{0,1,1,0}^{+}$ . In asimilar fashion, we obtain $\lambda_{1,0}^{-}=\frac{\pi}{2}\tilde{k}_{0,1,1,0}^{-}$ . From (35), we have $\tilde{k}_{0,1,1,0}^{\pm}=\mp\frac{1}{4}((C_{1,1}^{+})^{2}+(C_{1,1}^{-})^{2})$ . So we get $\lambda_{1,0}^{+}=\lambda_{1,0}^{-}=\frac{\pi}{8}((C_{1,1}^{+})^{2}+(C_{1,1}^{-})^{2})$ .
We aet $\lambda_{1,0}=\lambda_{1,0}^{+}(=\lambda_{1,0}^{-})$ . From (34), (36), (37), (47), and (48), we claim that the function $\check{\varphi}_{1,0}^{\pm}$ , which is asolution of $(\mathrm{O}\mathrm{U}\mathrm{T})_{1,0}^{\pm}$ , has the following asymptotic expansion which can be differentiated term by term infinitely many times. $\check{\varphi}_{1,0}^{\pm}(x)\sim\check{k}_{0,1,1,0}r^{-1}$ coe $\theta+\sum_{s=1j}^{\infty}\sum_{=1-s}^{0}\check{k}_{s,1,j,0}^{\pm}r^{2s-1}\infty \mathrm{s}(2j-1)\theta+\sum_{s=1}^{\infty}\check{l}_{s,1,s-1,0}^{\pm}r^{2s-1}\log r\cos(2j-1)\theta$ as $rarrow \mathrm{O}$ , $x\in 1_{\pm}$ . We rewrite this as $\check{\varphi}_{1,0}^{\pm}(x)\sim\sum_{s=0}^{\infty}\check{t}_{s,1,0}^{\pm}(r, \theta)+\sum_{s=1}^{\infty}\check{u}_{s,1,0}^{\pm}(r, \theta)\log r$ $(rarrow 0, x\in\Omega_{\pm})$ , (62) where $\check{t}_{s,1,0}^{\pm}(\cdot, \theta)$ and $\check{u}_{s,1,0}^{\pm}(r, \theta)$ are homogeneous polynomials of degree $2s-1$ . From (34)-(36), (47) and (48), we have $\check{t}_{0,1,0}^{\pm}($ ., $\theta)=\tilde{h}_{0,1,0}^{\pm}(\cdot, \theta)=h_{0,1,0}^{\pm}(\cdot, \theta)$ . 
where $\check{h}_{1,l,0}^{\pm}(\cdot, \theta)$ and $\check{m}_{1,l,0}^{\pm}(\cdot, \theta)$ are homogeneous polynomials of degree $3-2l$ .
(e) We have
$\check{m}_{1,1,0}^{\pm}(\cdot, \theta)=\check{u}_{1,1,0}^{\pm}(\cdot, \theta)$ ,
We seek asolution of $(\mathrm{I}\mathrm{N})_{1,0}$ which takes the form $\hat{v}_{2,0}(\xi)=\hat{v}_{2,0}^{+}(\xi)+\hat{v}_{2,0}^{-}(\xi)$ , $\xi\in\square$ ,
where $\hat{v}_{2,0}^{+}(\xi_{1}, \cdot)$ and $\hat{v}_{2,0}^{-}(\xi_{1}, \cdot)$ are even and odd respectively. Inserting (68) into $(\mathrm{I}\mathrm{N})_{1,0}$ and identifying the terms of the both sides which are even with respect to $\xi_{2}$ , we get $\kappa^{\pm}$ being aconstant which we shall determine later. From (62), (83), and Proposition 1.1, we claim that the function $\varphi_{1,0}^{\pm}$ , which is asolution of $(\mathrm{O}\mathrm{U}\mathrm{T})_{1,0}^{\pm}$ satisfying $(P5)_{1,0}$ and $(P7)_{1,0}$ , has the asymptotic expansion:
$\varphi_{1,0}^{\pm}(x)\sim\sum_{s=0}^{\infty}t_{s,1,0}^{\pm}(r, \theta)+\sum_{s=1}^{\infty}u_{s,1,0}^{\pm}(r, \theta)\log r$ $(rarrow 0, x\in\Omega_{\pm})$ , where $t_{s,1,0}^{\pm}(\cdot, \theta)$ and $u_{s,1,0}^{\pm}(\cdot, \theta)$ are homogeneous polynomials of degree $2s-1$ . Besides we have $t_{0,1,0}^{\pm}(r, \theta)=\check{t}_{0,1,0}^{\pm}(r, \theta)$ ,
$t_{1,1,0}^{\pm}(r, \theta)=\check{t}_{1,1,0}^{\pm}(r, \theta)+\kappa^{\pm}C_{1,1}^{\pm}r\cos\theta$ ,
$u_{1,1,0}^{\pm}(r, \theta)=\check{u}_{1,1,0}^{\pm}(r, \theta)$ .
From (15), (64), and (84), we claim that the function $v_{2,0}$ , which is asolution of $(\mathrm{I}\mathrm{N})_{1,0}$ satisfying (P1) $\mathrm{i},\mathrm{O}-(\mathrm{P}7)\mathrm{i},0$ , has the asymptotic expansion:
$v_{2,0}( \xi)\sim\sum_{l=0}^{\infty}h_{1,l,0}^{\pm}(\rho, \theta)+m_{1,1,0}^{\pm}(\rho, \theta)\log\rho$ as $\rhoarrow\infty,$ $\pm\xi_{2}>0$ , where $h_{1,l,0}^{\pm}(\cdot, \theta)$ , and $m_{1,l,0}^{\pm}(\cdot, \theta)$ are homogeneous polynomials of degree $3-2l$ . Besides we get $h_{1,0,0}^{\pm}(\rho, \theta)=\check{h}_{1,0,0}^{\pm}(\rho, \theta)$ ,
$h_{1,1,0}^{\pm}(\rho, \theta)=\check{h}_{1,1,0}^{\pm}(\rho, \theta)+\kappa^{\pm}C_{1,1}^{\pm}\rho\cos\theta$ ,
$m_{1,1,0}^{\pm}(\rho, \theta)=\check{m}_{1,1,0}^{\pm}(\rho, \theta)$ .
Rom ( 
