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We consider frustrated Heisenberg antiferromagnets, whose clean-limit ground state is charac-
terized by non-collinear long-range order with non-zero vector chirality, and study the effects of
quenched bond disorder, i.e., random exchange couplings. A single bond defect is known to induce
a dipolar texture in the spin background independent of microscopic details. Using general analyti-
cal arguments as well as large-scale simulations for the classical triangular-lattice Heisenberg model,
we show that any finite concentration of such defects destroys long-range order for spatial dimension
d ≤ 2, in favor of a glassy state whose correlation length in d = 2 is exponentially large for small
randomness. Our results are relevant for a wide range of layered frustrated magnets.
Spatially inhomogeneous exchange couplings are ubiq-
uitous to magnetic solids. Such disorder, usually dubbed
random-bond disorder, arises from crystalline defects or
intentional chemical substitution on non-magnetic sites,
causing local changes in bond lengths or bond angles
which in turn influence local exchange couplings.
The effect of bond disorder in magnets has been stud-
ied extensively, both experimentally and theoretically,
with particular focus on frustrated systems [1, 2] where
the delicate balance of partially satisfied constraints can
be easily broken by disorder. In general, systems which
are gapped in the clean limit are expected to be stable
against weak disorder, such that the phase realized in
the clean system survives up to a critical level of disor-
der where it typically gives way to a spin-glass state [3].
The fate of gapless systems is more subtle, and various
scenarios are possible: For strongly frustrated systems,
weak bond disorder may immediately induce a spin glass,
as in the classical pyrochlore Heisenberg antiferromagnet
[4, 5], or it may stabilize a distinct disorder-driven long-
range-ordered state, as in the classical XY antiferromag-
net on the pyrochlore lattice [6] or the frustrated square
lattice [7]. In contrast, for weakly frustrated systems it
is frequently assumed that the clean-limit order survives
the introduction of weak bond disorder, as is the case
without frustration.
In this Letter, we argue that long-range order (LRO)
is in fact not stable against weak bond disorder for an
important class of weakly frustrated magnets, namely
SU(2)-symmetric non-collinear magnets in two space di-
mensions, with the triangular-lattice Heisenberg antifer-
romagnet being a prominent example. A single bond
defect induces a dipolar texture in the spin background
[8, 9]. A finite concentration of defects then corresponds
to spatially fluctuating dipoles which we show to destroy
ground-state LRO in space dimension d ≤ 2, Fig. 1(a).
The resulting non-coplanar glassy state is characterized
by exponentially decaying spin and chirality correlations.
Given that d = 2 is the upper critical dimension, the mag-
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FIG. 1. Schematic ground-state phase diagram of chiral
non-collinear magnets with quenched bond disorder in space
dimension 1 < d ≤ 2, with ∆/J parameterizing the disorder
strength. (a) Classical limit (S →∞): The LRO of the clean
system is destroyed for infinitesimal disorder in favor of a spin
glass. (b) Quantum case: The spin glass turns into a random
singlet (or valence bond) state at a critical level of disorder
(whose value depends on microscopic details).
netic correlation length of this spin glass is exponentially
large for weak disorder, implying that both numerical
simulations and experiments will detect the destruction
of LRO only beyond a resolution-dependent level of bond
disorder. As a byproduct, we show that site dilution has
a much weaker effect, leaving bulk LRO intact in the
weak-disorder limit, thus invalidating the assertion that
bond disorder and site dilution have similar effects. To
connect to experiments, we discuss the physics of finite
temperature, weak interlayer coupling, and weak break-
ing of SU(2) symmetry. In all these cases, the behavior
of the clean system survives up to a small finite level of
bond randomness.
We note that previous numerical work [10–12] for the
triangular-lattice spin-1/2 Heisenberg model suggested
that LRO is destroyed beyond a critical level of bond
disorder, in favor of a randomness-dominated spin-liquid-
like (or random-singlet) state [13, 14]. Our results instead
imply that true LRO is lost already for infinitesimal bond
disorder, Fig.1(b), but this could not be detected in the
numerics because of finite-size effects.
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2Model and general considerations.— To be specific,
we will consider the spin-S triangular-lattice Heisenberg
model with antiferromagnetic first-neighbor and second-
neighbor couplings,
H =
∑
〈ij〉
J1,ij ~Si · ~Sj +
∑
〈〈ij〉〉
J2,ij ~Si · ~Sj (1)
whose ground state in the clean limit, J1,ij ≡ J1 and
J2,ij ≡ J2, displays coplanar spiral 120◦ LRO with prop-
agation wavevector ~Q = ±(4pi/3, 0) for α ≡ J2/J1 < 1/8.
We will vary α to tune the stiffness of the 120◦ LRO. The
120◦ state is chiral: For spins in the x-y plane in spin
space, the vector chirality ~Si × ~Sj for any given directed
pair of sites i, j can point along either +zˆ or −zˆ, cor-
responding to the two possible propagation wavevectors
[15]. As a result, site inversion symmetry is broken as
well, which plays an important role for the defect physics.
We will be interested in the random-bond case where
the J1,ij and J2,ij are taken as (independent) random
variables. Bond disorder can be made weak either by
employing a narrow distribution of J or by having a
small defect concentration, i.e., a situation where most
bonds take a fixed value with only a small concentration
of bonds deviating from this.
Our main focus will be on semiclassical spin order –
this is appropriate for the clean system in the presence
of LRO, and by continuity also for weakly disordered
systems. In this regime, quantum effects will only yield
quantitative corrections, and we will show explicit results
for the classical case, formally S →∞. Strong quantum
effects can be expected to be relevant at large disorder
and small S: Here, the formation of singlet bonds akin
to a random-singlet state has been proposed [10–12]; we
will comment on this at the end of the paper.
Most generally, our qualitative results will apply to all
two-dimensional Heisenberg magnets with semiclassical
non-collinear, but co-planar LRO, both with spontaneous
and explicit (i.e. crystallographic) chirality.
Single bond defect.— A single defect bond in an
otherwise homogeneous system has been studied before
[8, 9], and we summarize the key results. We consider
J1,ij =
{
J1 + δJ (i, j) = (0, 1),
J1 otherwise.
(2)
and J2,ij ≡ J2. The presence of the defect locally relieves
frustration, leading to a readjustment of the spin direc-
tions. Numerical results for a bond defect with δJ = −J1
are shown in Fig. 2(a). The spin configuration remains
coplanar and can be analyzed in terms of angles δΘi
which describe the defect-induced in-plane rotation of the
spin ~Si w.r.t. the 120
◦ LRO. The Hamiltonian with cou-
plings (2) has inversion symmetry w.r.t. the center of
the defect bond, and δΘi is found to be odd under this
inversion: δΘi has a p-wave-like shape and decays pro-
portional to 1/r where r is the distance from the defect,
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FIG. 2. Single bond defect in a triangular-lattice Heisenberg
antiferromagnet. (a) Spin configuration near the defect bond
(shaded) for δJ = −J1 (2) and J2 = 0; the unperturbed 120◦
order is shown in gray. (b) Defect-induced spin rotation angles
δΘ as function of distance r from the defect, for δJ = −J1/10
and different α ≡ J2/J1. The dashed lines are fits to 1/r
behavior for 2 < r < 20; deviations at large r arise from finite
sample size and periodic boundary conditions, L = 300.
Fig. 2(b). This implies that the bond defect acts like a
dipolar perturbation; this can be contrasted to the case
of a vacancy which induces an octupolar texture, with an
f -wave shape and a 1/r3 decay of δΘi [16, 17].
The connection between the local release of frustration
and the long-range nature and shape of the distortion can
be understood at a linear-response level: The frustration
is released such that the two spins 0, 1 on the defect bond
align more (less) antiparallel compared to the 120◦ state
for δJ > 0 (δJ < 0), respectively. This rotation can
be induced by a locally transverse field, h⊥ ∝ δJ act-
ing on ~S0 and ~S1 with opposite signs. It is convenient
to work in a local frame of spin coordinates such that
the order is uniform along the xˆ axis; then the locally
transverse field acts as h⊥
∑1
j=0 βjS
y
j with βj = (−1)j .
The long-distance pattern follows as the response of the
ordered state to this local dipolar field. The relevant in-
plane susceptibility χ‖(~q) is dominated by the in-plane
spin-wave modes whose dispersion is ωq ∝ |~q| such that
χ‖(~q) = N20 /(ρsq
2) where ρs is the spin stiffness against
in-plane twists, and N0 is the magnitude of the order
parameter [18], both taken for the clean system. This
yields, in the continuum limit, δΘ(~r) ∝ ´ ddqei~q·~rβ~qχ‖(~q)
in d space dimensions where β~q = eˆ ·~q is the p-wave form
factor of the local perturbation, with eˆ being the lattice
vector of the directed defect bond. Together, we obtain
δΘ(~r) = κ δJ
N20
ρ˜s
eˆ · ~r
rd
(3)
where ρ˜s = ρs/A with A the unit-cell area [19], and
κ a numerical prefactor, see Ref. 20 for details. Being
inversely proportional to the stiffness, the defect response
thus depends significantly on α = J2/J1, consistent with
Fig. 2(b).
The fact that a bond defect produces an antisymmet-
ric (or inversion-odd) texture is intimately connected to
3the chirality of the ground state: The Hamiltonian it-
self is inversion-even, and a single defect cannot sponta-
neously break this symmetry. However, the ground state
is chiral, with broken inversion symmetry, enabling the
defect to produce an odd perturbation. In other words,
the ground-state chirality endows the bond defect with
a direction, as required for a dipole, and reversing the
chirality will reverse the sign of the dipole, eˆ↔ −eˆ.
As an aside, we note that the state with a single bond
defect has a finite uniform magnetization, mimp, which
takes a non-universal fractional value, similar to the va-
cancy case [16]. For the bond defect with δJ = −J1
and α = 0 we have found mimp/S = 0.396 + O(S−1).
We also note that a single (weak) defect on a second-
neighbor bond has no effect on the classical spin order,
as second-neighbor spins are parallel in the 120◦ state.
Destruction of LRO by dipolar fluctuations.— We
now turn to the case of a finite defect concentration and
argue that LRO is generically destroyed for d ≤ 2, adopt-
ing an argument originally due to Aharony [21]. To this
end, we assume LRO and employ local rotated frames
as above, such that the order is uniform along the xˆ
axis. We distribute random bonds J1,ij on the lattice
and define δJij = J1,ij − J1 where J1 = J1,ij is the
disorder-averaged J1, such that the disorder strength is
parameterized by δJ2ij ≡ ∆2. For each directed bond eˆij ,
~dij ≡ eˆijδJij takes the role of a local dipole strength.
For weak randomness, the resulting rotation of an in-
dividual spin is proportional to its transverse magneti-
zation in the rotated frame, δΘl = 〈S⊥l 〉/N0. It can be
estimated using linear response as above
〈
S⊥l
〉
= κ
N30
ρ˜s
∑
〈ij〉
~dij · ~rl,ij
rdl,ij
(4)
where ~rl,ij is the vector connecting site l and the center
of the ij bond. The disorder-averaged transverse mag-
netization, 〈S⊥j 〉, vanishes because the averaged dipole
strength has zero mean. In contrast, the averaged mag-
netization correlation function is non-zero,〈
S⊥l
2
〉
= κ˜∆2
N60
ρ˜2s
ˆ
dr r1−d (5)
where we have passed to the continuum limit, the angular
average has been performed, and κ˜ ∝ κ2 is a prefactor,
see Ref. 20 for details.
The above integral is infrared divergent for d ≤ 2, such
that the local transverse magnetization fluctuations di-
verge for d ≤ 2: These fluctuations, arising from dipo-
lar bond disorder and transmitted by long-wavelength
modes, then destroy the assumed ordered state. In con-
trast, for d > 2 a finite defect concentration is required to
destroy order. The same conclusion can be reached by a
more elaborate renormalization-group (RG) treatment of
a relevant non-linear sigma model, for details see Ref. 20.
Emergent spin glass.— We now discuss the nature of
the emerging zero-temperature state without magnetic
LRO. In the semiclassical limit, this must be a state with
spontaneously broken SU(2) symmetry and, given the
random-field character of the problem, is a spin glass
with frozen short-ranged spin order [22, 23].
We can estimate its magnetic correlation length ξ sim-
ply by assuming that ξ provides an infrared cut-off to
the integral Eq. (5), i.e., by identifying ξ with a domain
size. The stability condition 〈S⊥l
2〉 . N20 translates into
ξ2−d ∝ ρ˜2s/(∆2N40 ) for d < 2, whereas in d = 2 the cor-
relation length is exponentially large for small ∆,
ln
ξ
ξ∞
∝ ρ˜
2
s
∆2N40
(6)
where the constant ξ∞ formally represents the correlation
length as ∆→∞. While the spin configurations remain
coplanar in the limit of small ∆, this is no longer true at
finite disorder [20].
Numerical results for finite disorder.— Our analyt-
ical results are well borne out by large-scale simula-
tions for the bond-disordered triangular-lattice J1-J2
Heisenberg model, using both ground-state energy mini-
mization and finite-temperature Monte-Carlo (MC) tech-
niques [20]. We have employed different disorder distri-
butions; below we show results where the J1,ij and J2,ij
have been drawn independently from Gaussian distribu-
tions with mean J1 (which we use as unit of energy) and
J2 = αJ1 and widths ∆ and α∆, respectively.
We have determined the spin correlation length ξ from
the disorder-averaged static structure factor. An exam-
ple for the finite-size scaling of ξ at T = 0 is shown in
Fig. 3(a). For large disorder, we clearly detect the ab-
sence of LRO, while for small disorder the correlation
length exceeds the available system sizes, such that the
finite-size scaling is inconclusive. The temperature de-
pendence of ξ obtained via MC simulations is consis-
tent with the data at T = 0, Fig. 3(b). An analysis
of spin configurations for individual disorder realizations
confirms that the glassy state is non-coplanar [20].
Plotting the extrapolated data for ξ at T = 0 as
function of disorder strength ∆, Fig. 3(c), we find the
∆ dependence perfectly consistent with the exponen-
tial behavior predicted by Eq. (6). This strongly sug-
gests that LRO is indeed destroyed for any non-zero ∆.
Moreover, Eq. (6) predicts that [ln(ξ/ξ∞)]1/2∆ is pro-
portional to the clean-limit stiffness which reads ρ˜s =
S2(J1 − 6J2)
√
3/2 in the classical limit [20]. This pro-
portionality is tested in Fig. 3(d) and found to be per-
fectly obeyed. In fact, the RG treatment [20] also yields
an approximate expression of the proportionality factor
which agrees with the data. In addition, Fig. 3(d) also
shows 1/(rδΘ(r)) for the single-defect texture which is
proportional to the stiffness, in quantitative agreement
with Eq. (3). Together, this confirms our consistent de-
scription of the data.
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FIG. 3. Magnetic correlation length ξ for the triangular-
lattice Heisenberg model with Gaussian bond disorder. (a)
Finite-size scaling of 1/ξ as function of linear system size L for
α = 0.05, T = 0, and different disorder strength ∆. (b) Com-
parison of ξ obtained from finite-T MC simulation and T = 0
energy minimization (EM), for α = 0.05 and L = 36. (c)
ln ξ plotted as function of 1/∆2, illustrating the scaling from
Eq. (6). (d) Test of stiffness dependence: [ln(ξ/ξ∞)]1/2∆ and
single-defect 1/(rδΘ(r)) for different α, plotted as function of
spin stiffness. The solid line corresponds to the RG result for
ξ. Dashed lines are linear fits.
Perturbations: Finite T , interlayer coupling,
and anisotropies.— Beyond the two-dimensional
Heisenberg-type model discussed so far, a number of
effects are important. First, in a strictly two-dimensional
SU(2)-symmetric system, the clean-limit LRO is re-
stricted to T = 0 due to the Mermin-Wagner theorem.
Hence, the clean system is short-range-ordered at any
finite T , with the thermal correlation length ξT scaling
as ln ξT ∝ ρs/T [24]. Now, bond disorder limits the
correlation length according to Eq. (6), which defines a
disorder-dependent crossover temperature which scales
quadratically with the disorder level, T ∗ ∝ ∆2N40 /ρs,
below which the system settles into its T =0 glassy state.
We note that d = 2 is below the lower critical dimension
for spin-glass order [25], hence, there will be no thermo-
dynamic glass transition in a strictly two-dimensional
system. Second, a small but finite interlayer coupling
will render the system three-dimensional at sufficiently
low temperature, leading to finite-T LRO which is also
stable against weak bond disorder. As a result, LRO
is destroyed in favor of a glassy state only beyond a
critical level of disorder which scales with the interlayer
coupling according to J⊥/J ∝ ∆4N80 /ρ4s. Third, if SU(2)
is broken down at the Hamiltonian level such that there
is no spin rotation symmetry in the ordering plane, the
in-plane mode of the clean system acquires a gap. As
a result, the texture induced by a single defect decays
exponentially. The system displays again LRO at low T
which is stable against weak bond disorder. Here, the
critical level of disorder scales logarithmically with the
gap, for details see Ref. 20.
Quantum effects.— So far our analysis was based on
semiclassical spin order. It is strictly valid for S → ∞,
but qualitatively also applies to finite S: 1/S corrections
to observables can be calculated and are generically non-
singular at T = 0 [16, 20]. However, for small S the
physics can change; in particular, local spin order can be
destroyed by quantum fluctuations.
For the non-collinear magnet at hand, it is conceiv-
able that a finite amount of bond disorder can lead to
the suppression of local order via the emergence of a
disorder-dominated valence-bond state [26, 27], similar
to the celebrated random-singlet state in one dimension
[13, 14]. In fact, the emergence of such a state has been
proposed on the basis of numerical simulations for the
bond-disordered Heisenberg model both on the triangu-
lar and honeycomb lattices [10–12]. Together with our
insight that infinitesimal bond disorder destroys non-
collinear LRO in favor of a spin glass, we conjecture the
phase diagram in Fig. 1(b), where the glass gives way to
a random-singlet state at large disorder.
Conclusions.— Combining analytical arguments and
large-scale simulations, we have shown that random-bond
defects destroy long-range magnetic order in the ground
state of two-dimensional non-collinear antiferromagnets
with SU(2) spin symmetry. The key insight, demon-
strated explicitly for the triangular-lattice Heisenberg
model, is that a finite concentration of effectively dipolar
defects destabilize LRO even for weak disorder in favor
of a spin-glass state.
Remarkably, the effect of random site dilution in the
same system is much weaker: Vacancies induce an oc-
tupolar texture [16, 17], and LRO is stable against a small
vacancy concentration because the integral correspond-
ing to Eq. (5) is not divergent in this case [28].
Our analysis shows that none of the two cases can
be described as random-mass disorder in the relevant
low-energy field theory for the ordered state, because
this would miss the defect-induced random transverse
fields. This underlines a fundamental difference between
the present non-collinear magnets and their unfrustrated
collinear counterparts, where both random-bond disor-
der and site dilution correspond to random-mass terms
in the field theory. We note that bond disorder also tends
to destroy LRO in frustrated magnets with strong spin-
orbit coupling where defect-induced random transverse
fields are even stronger [29, 30].
We expect our ideas to motivate further studies into
different types of quenched disorder in weakly frustrated
5magnets. Investigations for non-coplanar order are un-
derway. On the experimental front, our results are
pertinent to many materials such as Ba3CoSb2O9 [31],
Ba3NiSb2O9 [32], Ba8CoNb6O24 [33], Cs2CuCl4 [34], α-
CaCr2O4 [35], and NaCrO2 [36].
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I. SPIN STIFFNESS
We consider a spin-S triangular-lattice Heisenberg
model
H = J1
∑
〈ij〉
~Si · ~Sj + J2
∑
〈〈ij〉〉
~Si · ~Sj (S1)
in the regime α = J2/J1 < 1/8 where the classical ground
state is given by coplanar 120◦ order. The spin stiffness is
defined as the energy cost against a slow twist of the or-
der parameter. The helical coplanar order introduces two
stiffnesses, ρ
‖
s for in-plane twists and ρ⊥s for out-of-plane
twists. For the nearest-neighbor model the classical stiff-
nesses have been quoted in Ref. 1, and 1/S corrections
have been calculated in Refs. 2 and 3.
As argued in the main text and shown below, bond
defects cause in-plane distortions, such that ρ
‖
s is the rel-
evant stiffness. We restrict ourselves to the classical limit
S →∞, where it is straightforward to include J2 into the
calculation, with the result
ρ‖s = N
2
0 (J1 − 6J2)
√
3
2
A (S2)
where A = √3a2/2 is the unit cell area of the triangular
lattice, with a the lattice constant (which we set to unity
unless explicitly written). Further, N0 = S measures the
order-parameter amplitude, i.e., the local spin expecta-
tion value in a rotated frame. We note that continuum
calculations often use a different convention for the stiff-
ness prefactor, such that A is excluded from the above
expression [1, 2]. We will use ρ˜
‖
s = ρ
‖
s/A to denote this
in-plane “continuum” stiffness.
Evidently, positive J2 reduces the stiffness compared
to the nearest-neighbor model, consistent with increasing
frustration. Notably, the stiffness (S2) remains finite at
J2/J1 = 1/8 where the 120
◦ order gives way to a four-
sublattice state, consistent with the (classical) transition
being of first order.
II. SINGLE BOND DEFECT
Here we provide some details concerning the physics
of a single defect bond. To our knowledge, its dipolar
nature has been first pointed out in Ref. 4.
A. Spin texture via linear response
As explained in the main text, the spin texture induced
by a bond defect can be understood as the response to a
local dipolar transverse field which acts to rotate the two
spins on the defect bond away from their clean-limit con-
figuration. This is most efficiently calculated in a local
frame where the clean-limit state is uniform.
To this end we start from a coplanar state in the
x − y plane and rotate the spins such that all point
along the xˆ axis. The in-plane rotation due to the dipo-
lar field involves only the y components of the spins,
i.e., the static susceptibility χ‖(~q) = 〈〈Sy~q ;Sy−~q〉〉 where
〈〈A;B〉〉 = ´ β
0
dτ〈A(τ)B〉 with β the inverse tempera-
ture. For a system with underlying SU(2) spin symme-
try, this susceptibility is governed by the in-plane Gold-
stone modes and follows χ‖(~q) = N20 /(ρ
‖
sq2) for small
momenta [5]. For a weak defect of magnitude δJ on the
bond (i, j) = (0, 1), the transverse response at a separate
site i is given by
〈S⊥i 〉 =
1∑
j=0
h⊥βj〈〈Syi ;Syj 〉〉 (S3)
where βj = (−1)j is the dipolar form factor of the per-
turbation, and h⊥ = λ(δJ)N0 measures the locally trans-
verse field due to the bond defect. λ = sin ΘNN is a geo-
metrical factor, with ΘNN the angle between neighboring
spins in the unperturbed state, λ =
√
3/2 for 120◦ order.
Using the Fourier-transformed susceptibility in Eq. (S3),
the long-distance piece of the response reads
〈S⊥i 〉 = λ(δJ)N0A
ˆ
ddq
(2pi)d
(ieˆ · ~q)χ‖(~q)ei~q·~ri (S4)
where eˆ is the directed defect bond vector and d the spa-
tial dimensionality. Inserting the Goldstone-mode form
for χ‖(~q) gives
〈S⊥i 〉 = δJ
λN30
ρ˜
‖
s
ˆ
ddq
(2pi)d
ieˆ · ~q
q2
ei~q·~ri . (S5)
Evaluating the integral and using δΘ(~ri) = 〈S⊥i 〉/N0 we
finally find
δΘ(~r) = δJ
λN20
ρ˜
‖
s
Γ (d/2)
2pid−1Γ
(
2− d2
) eˆ · ~r
rd
(S6)
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2which describes a d-dimensional dipolar spin texture.
Eq. (S6) corresponds to Eq. (3) of the main text, with
the prefactor κ = λ/(2pid−1)Γ(d/2)/Γ(2 − d/2), and
Γ(z) =
´∞
0
dxxz−1e−x is the gamma function.
While the above derivation applies generally to a
bond defect in a non-collinear magnet in d space dimen-
sions, the classical-limit response of the triangular-lattice
Heisenberg model can also be calculated using spin-wave
theory. The coefficients of the normal and anomalous
pieces of the bilinear magnon Hamiltonian are [6]
A~q/S = 3J1 − 6J2 + 3J1
2
γ1(~q) + 6J2γ2(~q), (S7)
B~q/S =
9J1
2
γ1(~q) (S8)
with the geometric factors for the first-neighbor and
second-neighbor interactions on the triangular lattice
γ1(~q) =
1
3
(
cos qxa+ 2 cos
qxa
2
cos
√
3qya
2
)
, (S9)
γ2(~q) =
1
3
(
cos
√
3qya+ 2 cos
3qxa
2
cos
√
3qya
2
)
. (S10)
The spin-wave energies are ω2q = A
2
~q − B2~q while the in-
plane susceptibility of the ordered state is given by [6]
χ‖(~q) =
S
A~q −B~q . (S11)
Expanding Eq. (S11) for small q yields 1/χ‖(~q) =
(3/4)(qa)2(J1 − 6J2). Using N0 = S, valid in the clas-
sical limit, the susceptibility can be brought into the
form χ‖(~q) = N20 /(ρ
‖
sq2), with the stiffness ρ
‖
s as given in
Eq. (S2).
Evaluating (S4) using Eq. (S11), the dipolar spin tex-
ture on the triangular lattice in the semiclassical limit
reads explicitly
δΘ(~r) =
δJ
2pi(J1 − 6J2)
eˆ · ~r
r2
. (S12)
This expression describes the data in Fig. 2(b) of the
main paper, where δJ = −J1/10, with an accuracy better
than 5%.
B. Uniform impurity moment
In the presence of a single bond defect, the bulk spin
moments do not exactly cancel each other, such that the
resulting state has a non-vanishing uniform magnetiza-
tion mimp of order unity (i.e. not proportional to system
size). We have determined mimp numerically from the
ground-state spin configurations on finite clusters; a cor-
responding finite-size scaling analysis of mimp is shown in
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Figure S1. Uniform moment generated due to bond defect δJ .
(a) Finite-size scaling of the uniform moment for an absent
bond at the center of the lattice. (b) Growth of the uniform
moment with increasing defect amplitude δJ . For small values
of δJ the relationship is linear.
Fig. S1(a). The impurity moment mimp can be expected
to be proportional to δJ for small δJ :
mimp = ηN0δJ . (S13)
For the classical triangular-lattice Heisenberg model with
J2 = 0 we numerically find η = 0.35, see Fig. S1(b). For
larger δJ corrections beyond linear response appear; for
δJ = −J1 we have mimp/N0 = 0.396.
III. DESTRUCTION OF LONG-RANGE
ORDER: LINEAR RESPONSE
Here we derive the heuristic criterion for the destruc-
tion of magnetic long-range order in dimensions d ≤ 2
due to bond defects. The argument starts from helical
LRO and shows that bond defects lead to divergent fluc-
tuations of this order.
In the context of the triangular lattice, we assume
weak bond disorder, i.e., spatially fluctuating nearest-
neighbor couplings J1,ij drawn independently from a dis-
tribution with mean value J1,ij = J1 and second moment
δJ2ij = ∆
2 where δJij = J1,ij − J1. Weak disorder in the
J2 couplings does not affect the 120
◦ state; thus we set
J2,ij ≡ J2. More generally, our treatment is valid for any
type of defects which produce a dipolar texture.
Weak disorder corresponds to ∆  J1; in this limit
the influence of the defects can be treated perturbatively
as in Sec. II A. As a result, we deal with a linear super-
position of dipolar textures. Generalizing Eq. (S4) yields
〈
S⊥l
〉
= λN0A
∑
〈ij〉
ˆ
ddq
(2pi)d
(
i~dij · ~q
)
χ‖(~q)ei~q·~rl,ij
(S14)
where the sum runs over all (defect) bonds, ~dij = eˆijδJij
parameterizes the effective dipole strength on the bond
3eˆij , and ~rl,ij is the vector connecting site l and the center
of this bond. After disorder averaging, this response is
zero, but its fluctuations are finite:
〈S⊥l
2〉 = λ2∆2N20A2
∑
eˆα
ˆ
ddq
(2pi)d
(eˆα · ~q)2 χ‖(~q)2 (S15)
where the eˆα represent the three bond orientations of
the triangular lattice. We have
∑
eˆα
(eˆα · ~q)2 = ζq2, with
ζ = 3/2 for the triangular lattice. Inserting again the
clean-limit Goldstone-mode form of χ‖(~q) results in
〈S⊥l
2〉 = ζλ2∆2 N
6
0
(ρ˜
‖
s)2
ˆ
ddq
(2pi)d
1
q2
. (S16)
This is equivalent to Eq. (5) of the main text, with
the prefactor κ˜ = 2pid/2ζκ2/Γ(d/2). The integral in
Eq. (S16) is infrared divergent for d ≤ 2, i.e., the random
arrangement of dipoles destroys the assumed magnetic
LRO.
A. Two-dimensional SU(2)-symmetric systems
According to Eq. (S16), d = 2 is the marginal di-
mension for bond disorder in non-collinear Heisenberg
antiferromagnets. Assuming that the integral is cutoff
by a finite correlation length ξ, the stability criterion
〈S⊥l
2〉 . N20 translates into an exponential dependence
of the T = 0 correlation length on the disorder level:
ln ξ ∝ (ρ˜
‖
s)2
∆2N40
. (S17)
We re-iterate that ρ˜
‖
s and N0 appearing here are charac-
teristics of the clean system.
At finite T and in d = 2, the Mermin-Wagner theo-
rem dictates that LRO is destroyed in the clean system
due to thermal fluctuations. The resulting paramagnetic
state has a magnetic correlation length which is expo-
nentially large at low temperature, ξ ∼ e2piρ˜s/T [7, 8].
Comparing with the expression of the T = 0 correlation
length in the bond-disordered system (S17) suggests the
existence of a crossover temperature T ∗, such quenched
disorder (thermal fluctuations) dominate below (above)
T ∗, respectively. T ∗ scales quadratically with the disor-
der level,
T ∗ ∝ ∆2N40 /ρ˜s . (S18)
Here, the distinction between ρ
‖
s and ρ⊥s (which differ by
a factor of two in the classical limit) has been ignored.
B. Layered systems
Layered compounds realize quasi-two-dimensional sys-
tems with finite inter-layer coupling. For Heisenberg
∆/J 
spin glass 
T/J 
LRO 
(J⊥/J)1/4 
ln (J⊥/J) 
Figure S2. Schematic phase diagram for quasi-2D non-
collinear Heisenberg antiferromagnets with quenched bond
disorder as function of disorder strength ∆ and temperature
T . LRO survives up to a critical strength of disorder which
scales as J
1/4
⊥ where J⊥ is the magnetic interlayer coupling.
magnets, a small inter-layer exchange coupling J⊥ stabi-
lizes magnetic order even at finite temperatures: The cor-
responding ordering temperature scales logarithmically
with J⊥. In the ordered state, the susceptibility can now
be written
χ‖(~q, q⊥) =
N20
ρs
1
q2 + εq2⊥
(S19)
where q⊥ is the momentum perpendicular to the layers,
and ε  1 parameterizes the inter-layer coupling, e.g.,
ε ∼ J⊥/J1 for stacked triangular lattices.
Inserting this into the fluctuation expression (S15), we
see that the integral divergence is now cut off, i.e., the
momentum integral scales as
√
ε. Then, the stability
condition implies that LRO is stable provided that
ε & ∆
4N80
(ρ˜
‖
s)4
, (S20)
i.e. the critical level of disorder required to destroy LRO
scales as (J⊥/J1)1/4. The resulting phase diagram is
shown in Fig. S2.
C. Broken SU(2)
If SU(2) spin symmetry is broken at the Hamiltonian
level, some or all of the Goldstone modes of the ordered
phase acquire a gap. For the case of non-collinear order
with gapped in-plane Goldstone mode, the spin texture
discussed in Sec. II A will decay exponentially instead of
algebraically. The susceptibility can be approximated as
χ‖(~q) =
N20
ρs
1
q2 + (m/c)2
(S21)
with c ∝ J a velocity. The mode gap m removes the
infrared divergence of the integral (S15) in two space di-
mensions. As a result, LRO is stable for small disorder,
4i.e., if
ln(m/J) & (ρ˜
‖
s)2
∆2N40
. (S22)
For an easy-plane system with U(1) symmetry at the
Hamiltonian level, the perturbative considerations for
weak disorder apply as in the SU(2)-symmetric case, and
LRO is destroyed for arbitrarily small disorder. How-
ever, the phenomenology of the resulting phase is more
complicated and will be explored in future work [9].
IV. DESTRUCTION OF LONG-RANGE ORDER:
RENORMALIZATION-GROUP ANALYSIS
In this section, we sketch an alternative route to de-
rive the destruction of non-collinear LRO by weak bond
disorder. This is based on a field-theoretic formulation
of semiclassical order and a renormalization-group treat-
ment of the effect of bond disorder.
A. Field theory
The long-distance properties of a coplanar magnet can
be described by an order-parameter field R(τ, ~x) where
R ∈ SO(3) is a rotation matrix, defined on the lattice
relative to a fixed set of vectors ~Ni in spin space which
describe the spiral ordering [1, 10],
~Si = Ri · ~Ni, (S23)
for the 120◦ order the Ni are three different vectors cor-
responding to the three sublattices. The coplanar order
is symmetric under the transformation R → URV −1,
where U ∈SO(3) is the global spin rotation symmetry
and V ∈O(2) is the continuum enlargement of the dis-
crete space group of the planar lattice (which is C3v for
triangular lattice, see Ref. 10 for details). The effective
low-energy action is a non-linear sigma model (NLSM)
of the matrix field R, first appearing in Ref. 1:
S =− ρ˜
4
ˆ
dτddx
[
1
c2
Tr
(
R−1∂τR
)2
+ TrP
(
R−1∂iR
)2]
(S24)
where ρ˜ is the continuum stiffness [11] and P is a projec-
tion operator on to the plane of the ordered state, satis-
fying [P, V ] = 0. Calculations are simplified in the viel-
bein basis parametrization ωaµta = R
−1∂µR [1, 10] where
µ = 0, . . . , d is a space-time index and ta ∈Lie[SO(3)]
are the three generators of SO(3) with normalization
Tr [tatb] = −2δab,
S = ρ˜
2c2
ˆ
dτddx
[
ωaτ (τ, ~x)
2 + c2aω
a
i (τ, ~x)
2
]
. (S25)
For the triangular lattice antiferromagnet, the bare
anisotropy in the spin-wave velocities is given by c2x,y =
c2z/2 = c
2/2 and the corresponding bare stiffnesses are
ρ˜x,y = ρ˜c
2
x,y/c
2, ρ˜z = ρ˜c
2
z/c
2 [1, 2].
As detailed in Sec. II A, a bond defect acts as a directed
dipolar perturbation. It hence couples with a single gra-
dient to the local order-parameter field:
δJij ~Si · ~Sj = δJij ~Ni ·R−1 (eˆij ·∇)R · ~Nj
= δJijN
2
0λeˆij · ~ωz
(S26)
where the R and ω fields are taken at the defect posi-
tion. For a finite defect concentration, disorder averaging
over the random defect terms can be performed using the
standard replica trick [12], and we arrive at the action
S =ηa
2
∑
r
ˆ
τ,x
[
ωraτ (τ, ~x)
2 + ωrai (τ, ~x)
2
]
− ση
2
z
2
∑
rs
ˆ
τ,τ ′,x
ωrzi (τ, ~x)ω
sz
i (τ
′, ~x).
(S27)
Here are r and s are replica indices, the temporal axis
was appropriately scaled [7], and the bulk couplings ηa =
ρ˜a/ca were introduced. The strength of the disorder is
encoded in σ ∝ ∆2, more precisely σρ˜2z = ∆2ζλ2N40 a2/A.
B. Renormalization group and destruction of LRO
While quenched disorder only couples to the in-plane
mode in Eq. (S27), a coupling to the other low-energy
modes is generated under renormalization. We therefore
start with a more general action
S = 1
2
ˆ
τ,τ ′,x
Krsaµ(τ, τ
′)ωraµ (τ, ~x)ω
sa
µ (τ
′, ~x) ,
Krsaµ(τ, τ
′) = ηaδ(τ − τ ′)δrs − σaη2aδµi (S28)
where the bare disorder couplings are σz ∝ ∆2 and
σx,y = 0. The tree-level scaling dimensions of the cou-
plings are respectively, dim [ηa] = d − 1 and dim [σa] =
2−d, confirming that quenched bond disorder is marginal
in d = 2 and relevant in d < 2.
The fate of the ordered state can be studied using
renormalization-group techniques. Following Polyakov
[13], we track the low-energy flow of the couplings by in-
tegrating out fast modes over momentum shells (bΛ,Λ).
We split the replica flavored matrices Rr into fast modes,
Ur = etaϕ
ra
with ϕ being spin-wave fields, and slow
modes, R˜r, such that Rr = UrR˜r. Because we are ulti-
mately interested in the replica symmetry unbroken clas-
sical modes R˜r = R˜ [12], the expansion in the vielbein
basis is simplified,
Rr
−1
∂µR
r = ω˜raµ ta + ta
[
∂µϕ
ra +
1
2
fabc∂µϕ
rbϕrc + . . .
]
(S29)
where fabc are the structure constants of SO(3), [ta, tb] =
fabctc. Plugging this back to the replica action (S28) and
5integrating out the ϕ fields, we determine the one-loop
corrections to the bilinear ω terms. Demanding form
invariance of this part of the action then yields the RG
flow equations as
β(ηa) =
dηa
d log b
= (1− d)ηa + Rabc
8pi
[(
η2a
ηbηc
)
+
2η2aσc
ηb
]
β(σa) =
dσa
d log b
= (d− 2)σa − Rabc
8pi
[(
σb
ηc
+
2ηaσa
ηbηc
)
+ 2(σbσc +
2ηaσaσc
ηb
)
] (S30)
where Rabc = (fabc)
2
is a symmetric traceless tensor,
and we have restricted ourselves to the replica-diagonal
limit. As announced, couplings of disorder to all spin-
wave modes are generated under renormalization.
We now discuss an approximate solution of these RG
equations. For d close to 2, the ηa are strongly rele-
vant. As a result, the contributions to β(σa) which are
suppressed by a factor of 1/η are small and can be ne-
glected. In d = 2, this leaves us with (−σ2) terms in the
β functions of σa, underlining that disorder is marginally
relevant. We make no attempt to fully solve the coupled
system of RG equations. Instead, we consider a simplified
flow trajectory where all σa grow in parallel, with relative
factors taken from the structure of Eq. (S30). Solving the
resulting single flow equation, we obtain the correlation
length as the scale where σ reaches unity, with the result
ln
ξRG
ξ∞
=
2piρ˜2z
Cζλ2∆2N40 a2/A
(S31)
where C = 2.3875 for the triangular lattice. In Fig. 3(d)
of the main text we make a comparison of this estimate
against the numerically measured correlation lengths.
We note that a related conclusion, i.e., the absence
of LRO in d = 2 due to random dipolar perturbation,
was reached in Refs. 14 and 15 in the context of glassy
physics in cuprate superconductors. Although both our
setting and technical treatment are different, with a non-
collinear clean-limit state and a full consideration of
its multiple Goldstone modes, our qualitative conclusion
parallels that of Refs. 14 and 15.
V. NUMERICAL SIMULATIONS
To study the physics beyond the weak-disorder limit,
we have performed large-scale numerical simulations for
the classical J1-J2 triangular-lattice Heisenberg model.
For finite lattices with N = L2 sites and periodic bound-
ary conditions, we have generated disordered sets of cou-
plings by drawing each J independently either from a
Gaussian distribution,
P (Jα,ij) =
1√
2pi∆2α
e
− (Jα,ij−Jα)
2
2∆2α , α = 1, 2 (S32)
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Figure S3. Squared order parameter for the classical
triangular-lattice Heisenberg model with Gaussian bond dis-
order as function of linear system size L for different values
of α = J2/J1. (a) α = 0.025, (b) α = 0.05. The dashed lines
show a parabolic fit to the 1/L dependence. The change in
curvature roughly coincides with the correlation length being
comparable to the system size.
or from a bimodal distribution,
P (Jα,ij) =
{
1
2 for Jα,ij = Jα −∆α
1
2 for Jα,ij = Jα + ∆α
, α = 1, 2 (S33)
where we simulate for ∆2/∆1 = J2/J1. In the data pre-
sented throughout this paper we abbreviate the disorder
strength as ∆ ≡ ∆1.
At T = 0 we have employed an iterative classical en-
ergy minimization scheme [16] to find a locally stable
configuration; per disorder realization we have used up to
Ninit ∼ 400 different initializations with varying degree of
disorder and used the converged state with globally low-
est energy to calculate observables. Averaging has been
performed over Navg ∼ 1000 realizations of disorder. The
maximum system size was limited by our ability to re-
liably find a low-energy state; for large L we found this
prohibitively expensive because a huge Ninit is needed.
In addition, we have performed finite-temperature
Monte-Carlo simulations on lattices with L2 sites. We
employ three distinct types of MC moves: (a) single-
site (restricted) Metropolis updates, (b) microcanonical
steps [17] and (c) parallel tempering [18]. Typically, we
perform 5× 105 MC sweeps for thermalization, followed
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Figure S4. Finite-size scaling of the magnetic correlation length ξ for the classical triangular-lattice Heisenberg model with
Gaussian bond disorder for different values of α = J2/J1. (a) α = 0, (b) α = 0.025, (c) α = 0.05, (d) α = 0.08. The dashed
lines show linear fits of 1/ξ as function of 1/L.
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Figure S5. Same as Fig. S4, but now for bimodal bond disorder.
by 5 × 105 sweeps to calculate thermal averages. In our
implementation, after 10 microcanonical sweeps we per-
form a Metropolis sweep followed by a parallel temper-
ing update. For the restricted Metropolis step, we use
a temperature-dependent selection window to ensure an
average acceptance rate larger than 50% at any given
temperature. Moreover, we select our temperature grid
such that a parallel tempering move has a success rate
larger than 40%.
A. Spin correlations: Additional results
We have determined the disorder-averaged static struc-
ture factor
S(~q) =
1
L2
∑
ij
〈~Si · ~Sj〉ei~q·(~Ri−~Rj) . (S34)
For a state with magnetic LRO at wavevector ~Q, the
value of S( ~Q)/N is proportional to the square of the order
parameter in the thermodynamic limit. In Fig. S3 we
show the finite-size scaling of S( ~Q)/N for different α and
∆ for Gaussian disorder. The data clearly point to the
absence of LRO for the parameters with α = 0.025, ∆ ≥
0.6 and α = 0.05, ∆ ≥ 0.5. For smaller ∆ larger systems
would be needed to draw a sharp conclusion.
The spin correlation length ξ has been determined from
S(~q) in two ways, either by using the values of S( ~Q) and
the closest wavevector nearby, or by identifying 1/ξ as
the full-width-half-maximum (FWHM) of S(~q) by fitting
it to a Lorentzian as function of |~q − ~Q| along a cut in
momentum space. Both protocols gave consistent results,
with the FWHM method being more robust at large dis-
order. Hence we show ξ obtained from FWHM here and
in the main paper.
Figs. S4 and S5 summarize the finite-size scaling of
the T = 0 data for ξ for different α and ∆, both for
Gaussian and bimodal disorder. The error bars reflect
the statistical uncertainty from the disorder average. In
general, a linear dependence of 1/ξ on 1/L appears to
fit the data. However, given that the largest system size
is L = 36, values of ξ beyond 20 have to be considered
unreliable. Therefore, data for smaller ∆ are not shown.
Taken together, the data in Figs. S3, S4, and S5 are
consistent with the LRO being destroyed by bond disor-
der in favor of a short-range ordered state; for small dis-
order the resulting spin correlation lengths are too large
to be accessible in our finite-size simulations.
The exponential dependence of ξ on the disorder
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Figure S6. Magnetic correlation length ξ as function of
disorder strength ∆, plotted as ln ξ vs. 1/∆2, for (a) Gaussian
and (b) bimodal disorder and different values of α = J2/J1.
The dashed lines are linear fits; the linear dependence of ln ξ
on 1/∆2 is consistent with Eq. (S17).
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Figure S7. Histogram of scalar chiralities χijk for the bond-
disordered triangular-lattice Heisenberg model for different
disorder strength ∆ and (a) α ≡ J2/J1 = 0 and (b) α = 0.08.
strength, Eq. (S17), is confirmed in Fig. S6. Extrapo-
lating the results to small ∆ we obtain, e.g., for ∆ = 0.2
and α = 0 the extremely large value ξ ≈ 1013 while for
α = 0.08 we have ξ ≈ 105. Both experiments and nu-
merical simulations will therefore detect the destruction
of LRO only if disorder exceeds a resolution-dependent
threshold.
B. Non-coplanarity
The analysis of Sec. II A shows that the spin configu-
ration remains coplanar in the presence of a single bond
defect, consistent with the corresponding numerics. This
then also applies to the case of finite bond disorder in the
linear-response limit. However, beyond linear response
the spin configurations develop non-coplanarities.
We have characterized the degree of non-coplanarity by
determining the distribution of scalar chiralities, χijk =
~Si · (~Sj × ~Sk)/S3 on elementary triangles ijk. The distri-
bution is shown in Fig. S7. While the distribution P (χ)
is extremely narrow centered around zero for weak disor-
der, consistent with a coplanar state in the weak-disorder
limit, non-zero chiralities occur for all finite disorder lev-
els ∆. Interestingly, the width of the distribution is non-
monotonic as function of ∆: This reflects the fact that,
for very strong disorder, exceptionally strong bonds lead
to (approximately) collinear spin pairs, rendering the in-
volved triangles coplanar and thus reduding the degree
of non-coplanarity compared to intermediate disorder.
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