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METRICS ON S2 WITH BOUNDED ‖Kg‖L1 logL1 AND SMALL ‖Kg − 1‖L1
YUXIANG LI, HONGYAN TANG
Abstract. In this short paper, we will study the convergence of a metric sequence gk
on S2 with bounded
∫
|Kgk | log(1 + |Kgk |)dµgk and small
∫
|K(gk) − 1‖dµgk . We will
show that such a sequence is precompact.
1. Introduction
Let (M, g) be a closed Riemannian manifold with dimM ≥ 3, and gk = u
4
n−2
k g be a
metric. Gursky [G] proved that a subsequence of gk converges in C
0,α whenever vol(gk) =
1 and ‖Kgk‖Lp(M,gk) < C, where p >
n
2
. In [L-Z, L-Z-W], we showed that Gursky’s result
can be deduced from the fact that Sn−1×R does not carry a flat metric which is conformal
to dt2 + gSn−1 . However, such a fact does not hold for the case of n = 2, and therefore
Gursky’s result is not true for 2 dimensional case.
For example, put Qk = S
1 × (−kπ2 + 2π, kπ2 − 2π), and
gk =
(
1
2kπ cos( t
2kpi
)
)2
(dt2 + dθ2). (1.1)
We have
Kgk = −
(
2kπ cos(
t
2kπ
)
)2
∆
1
2
log
(
1
2kπ cos( t
2kpi
)
)2
= −1,
and
µ(gk, Qk) = 2π
∫ kpi2−2pi
−kpi2+2pi
(
1
2kπ cos( t
2kpi
)
)2
dt = 2
cos 1
k
k sin 1
k
.
Noting that on [−kπ2+ 2π,−kπ2+ 4π], gk ∼
dt2+dθ2
s2
, where s = t− (−kπ2+2π), for any
p > 1, we can easily extend (Qk, gk) to a sphere with a smooth metric hk, such that
‖Khk‖Lp(S2,hk) + µ(hk, S
2) < C.
Since the conformal class of S2 is unique, we may assume hk is conformal to gS2. Obviously,
hk can not converge in C
0,α. In fact the diameter of (S2, hk) tends to infinity.
Fig 1. (S, hk)
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Furthermore, we can define aW 2,p-metric on Q′k = S
1×(−kπ2+2π−k2, kπ2−2π+k2)
as follows:
g′k =


(
1
2kpi cos( t+k
2
2kπ
)
)2
(dt2 + dθ2) t < −k2(
1
2kpi
)2
(dt2 + dθ2) t ∈ [−k2, k2](
1
2kpi cos( t−k
2
2kπ
)
)2
(dt2 + dθ2) t > k2.
Then we have Kg′k = −1 or 0, and
µ(g′k, Q
′
k) = 2
cos 1
k
k sin 1
k
+
1
2π2
.
We can also extend (Q′k, g
′
k) to a sphere with a W
2,p− metric h′k, where
‖Kh′
k
‖Lp(S2,h′k) + µ(h
′
k, S
2) < C.
We can approximate h′k in W
2,p by smooth metrics. Then we can find a smooth metric
hˆk, which does not converge in C
0,α, and whose eara does not convege to the eara of the
Gromov-Hausdorff limit.
Fig 2. (S, h′k)
For more examples and results, one can refers to [C].
In this short paper, we will prove that the convergence holds when ‖Kg − 1‖Lp small.
In fact, we will consider a more general case.
Let
MΛ = {g = e
2ugS2 :
∫
S2
|Kg| log(1 + |Kg|)dµg < Λ}.
Here
S
2 =
{
(x1, x2, x3) ∈ R3 :
3∑
i=1
(xi)2 = 1
}
.
The main result of this paper is the following:
Theorem 1.1. There exist positve constants τ and λ, such that if g = e2ugS2 ∈ MΛ and∫
S2
|Kg − 1|dµg < τ,
then there exists a Mobius transformation σ, such that σ∗(g) = e2u
′
with |u′| < λ.
We set
Mp(Λ, λ) = {u : gu = e
2ugS2, µ(gu) ≤ Λ,
∫
S2
|Kgu − 1|
pdµgu < λ}.
Noting that |K| log(1 + |K|) < C(p)(1 + |K|p) when p > 1, we have
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Theorem 1.2. Let p > 1. Then there exists λ0 = λ0(p,Λ), such that M
p(Λ, λ) is weakly
compact in W 2,p up to Mo¨bius transformations, whenever λ < λ0,
2. Some previous results
The classification of solutions of equation
−∆u = e2u
on R2 with
∫
R2
e2u < +∞ has been solved by Wenxiong Chen and Congming Li [C-L].
They proved the following:
Theorem 2.1. Let −∆u = e2u. If
∫
R2
e2u < +∞, then
u = − log(1 +
1
4
|x− x0|
2), and
∫
R2
e2u = 4π.
A special case of the above theorem can be deduced from Ding’s lemma ([D], c.f. [C-L]
Lemma 1.1)
Lemma 2.2. Let −∆u = e2u. If
∫
R2
e2u ≤ 4π, then
u = − log(1 +
1
4
|x− x0|
2), and
∫
R2
e2u = 4π.
To get a Harnack estimate on the neck domain, we will use the following result (for the
proof, one can refer to [K-L]):
Lemma 2.3. Let (Σ, g) be a closed Riemann surface. If u solves the equation
−∆u = f,
then for any q ∈ (0, 2) r > 0 and x ∈ Σ,
r2−q
∫
Br(x)
|∇gu|
q ≤ C(Σ, g, q)‖f‖L1(Σ).
We set
L1logL1(Ω) = {f ∈ L1(Ω) :
∫
Ω
|f | log(1 + |f |) < +∞},
and
‖f‖L1logL1(Ω) =
∫
Ω
|f | log(1 + |f |)dx.
We have
Lemma 2.4. Let I(f) =
∫
R2
f(y) log |x− y|dy. Then
‖I(f)‖L∞(DR) ≤ C(R)(1 + ‖f‖L1logL1(R2)).
Proof. Let x ∈ DR. We have
|I(f)|(x) ≤
∫
D 1
2
(x)
|f(y) log |x− y||dy +
∫
D2R\D 1
2
(x)
|f(y) log |x− y||dy.
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Since∫
D 1
2
(x)
|f(y) log |x− y||dy =
∫
{y∈D 1
2
(x), 1+|f(y)|≥ 1√
|x−y|
}
· · ·+
∫
{y∈D 1
2
(x), 1+|f(y)|< 1√
|x−y|
}
· · ·
≤ C
∫
D 1
2
(x)
|f(y)| log(1 + |f |)dy
+
∫
D 1
2
(x)
| log |x− y||
(
1
|x− y|
1
2
− 1
)
dy,
and ∫
D2R\D(x)
|f(y) log |x− y||dy ≤ log 2R
∫
R2
|f(y)|dy ≤ C(R)(1 + ‖f‖L1 logL1(D2R)),
we get
‖I(f)‖L∞(DR) ≤ C(R)(1 + ‖f‖L1logL1(R2)).
✷
Corollary 2.5. Let f ∈ L1logL1(D) and u solve the equation
−∆u = f, u|∂D = 0.
Then
‖u‖L∞(D) ≤ C(1 + ‖f‖L1logL1(D)) (2.1)
and
‖∇u‖L2(D) ≤ C(1 + ‖f‖L1logL1(D)). (2.2)
Proof. Let f˜ =
{
f x ∈ D
0 x /∈ D
and v = I(f˜). Then v − u is harmonic. By Maximum
Principle, we get (2.1).
If we let fk = max{min{f, k},−k}, and uk solve the equation
−∆uk = fk, uk|∂D = 0.
Then ‖fk‖L1 logL1 ≤ ‖f‖L1 logL1, uk ∈ W
2,p and∫
D
|∇uk|
2dx =
∫
D
ufdx ≤ ‖uk‖L∞(D)‖f‖L1(D) ≤
1
4
(‖uk‖L∞(D) + ‖fk‖L1(D))
2.
Then we may assume uk converges weakly in W
1,2. Obviously, the limit is u. It is easy
to check that ‖f‖L1 ≤ C(1 + ‖f‖L1 logL1). Thus we get (2.2). ✷
It follows from Corollay 2.5 the following:
Corollary 2.6. Let q ∈ (0, 2), f ∈ L1logL1(D) and u solve the equation
−∆u = f.
Then
‖u− c‖L∞(D 1
2
) + ‖∇u‖L2(D 1
2
) ≤ C(1 + ‖f‖L1logL1(D) + ‖∇u‖Lq(D)),
where c is the mean value of u over D 1
2
.
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Proof. Let φ be a cut-off function, which is 1 on D 1
2
and 0 on D \D 3
4
. Let v solve the
equation
−∆v = 2∇(u− c)∇φ+ (u− c)∆φ, v|∂v = 0.
By Poincare inequality and Lp-estimate, ‖v‖W 2,q(D) < C‖∇u‖Lq(D). Since −∆(φ(u− c)−
v) = f , by Corollary 2.5, we get the result. ✷
3. ǫ-regularity
The basic tool of us is the Gauss equation on an isothermal coordinate system. So, we
need to discuss such type of equation first. We will base on the following:
Theorem 3.1. [B-H] Let u be a solution of
−∆u = f, u|∂Ω = 0,
where f ∈ L1 and Ω is a bounded domain of R2. Then for any ǫ > 0, we have∫
Ω
e
(4π−ǫ)|u|
‖f‖
L1(Ω) <
4πdiam(Ω)
ǫ2
.
As a corollary, we have
Proposition 3.2. Let u solve the equation −∆u = Ke2u on the unit 2-dimensional disk
D with ∫
D
|K| log(1 + |K|)e2udx < Λ.
Then there exists an ǫ0, such that if∫
D
e2udx ≤ ǫ < ǫ0,
then ∫
D 1
2
|K|e2u log(1 + |K|e2u)dx ≤ C(Λ, ǫ0).
Proof. Let v be the solution of
−∆v = Ke2u, v|∂D = 0.
Applying Theorem 3.1 we have ∫
D
e2s|v|dx < C1,
whenever 2s ≤ 2s0 <
4pi
‖Ke2u‖
L1(D)
.
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Since ∫
D
|K|e2udx <
∫
{|K|>A}
|K|e2udx+
∫
{|K|≤A}
|K|e2udx
≤
1
log(1 + A)
∫
D
|K|e2u log(1 + |K|)dx+ Aǫ0
≤
Λ
log(1 + A)
+ Aǫ0,
we may choose A to be sufficiently large such that Λ
log(1+A)
< pi
6
, and choose ǫ0 to be
sufficiently small such that Aǫ0 <
pi
6
. Thus∫
D
e6|v|dx < C2,
which implies that ∫
D
|v| < C3.
By Jensen’s inequality∫
D 1
4
(x)
2udx ≤ log
∫
D 1
4
(x)
e2udx ≤ C4, ∀x ∈ D 3
4
.
Since −∆(u− v) = 0, for any x ∈ D 3
4
,
u(x)− v(x) =
1
|D 1
8
|
∫
D 1
8
(x)
(u− v)dx ≤ C5 =
1
4
C4 + C3.
Hence, we get
u(x) ≤ v(x) + C5, ∀x ∈ D 3
4
.
Then ∫
D 3
4
e6u ≤
∫
D 3
4
e6v+6C5dx ≤ C6,
hence∫
D
|K|e2u log(1 + |K|e2u)dx <
∫
D
|K|e2u log(1 + |K|)dx+
∫
D
|K|e2u log(1 + e2u)dx
< Λ + (
∫
e2u<|K|
+
∫
e2u≥|K|
)|K|e2u log(1 + e2u)dx
≤ 2Λ +
∫
{e2u≥|K|}
e4u log(1 + e2u) (3.1)
≤ 2Λ +
∫
D
e6u
< C7.
Set v′ ∈ W 1,20 (D 3
4
), which solves the equation
−∆v′ = Ke2u.
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By Corollary 2.5, ‖v′‖C0(D 3
4
) < C8. Since we also have
u(x)− v′(x) =
1
|D 1
8
|
∫
D 1
8
(x)
(u− v)dσ,
we have
u(x) ≤ C9
for any x ∈ D 1
2
. Thus we get from (3.1) that∫
D 1
2
|K|e2u log(1 + |K|e2u)dx < 2Λ +
∫
D 1
2
e
6(u−v)+6‖v‖L∞ (D 1
2
)
< C10.
✷
Corollary 3.3. Let u solve the equation −∆u = Ke2u on the unit 2-dimensional disk D
with ∫
D
|K|pe2udx < Λ.
Then there exists an ǫ′0, such that if
∫
D
e2udx ≤ ǫ < ǫ′0, then∫
D 1
2
|K|pe2pudx ≤ C(p,Λ, ǫ′0).
Proof. It is easy to check that |K| log(1 + |K|) < C + |K|p. Set v ∈ W 1,20 (D 3
4
), which
solves the equation
−∆v = Ke2u.
By Proposition 3.2 and Corollary 2.5, we can choose ǫ′0 to be sufficiently small such that
‖v‖L∞(D) < C. Following the argument in the proof of Proposition 3.2, we get
u(x) ≤ C
for any x ∈ D 1
2
. Thus we get∫
D 1
2
|K|pe2pu ≤
∫
D 1
2
|K|pe2ukdσe
2(p−1) supD 1
2
u
< C.
✷
For g = e2ugS2 , we define
ρ(u, x) = inf{r :
∫
B
g
S2
r (x)
e2udµg
S2
=
ǫ1
2
},
and
ρ(g) = inf
x∈S2
ρ(u, x).
Corollary 3.4. Let gk = e
2ukgS2 ∈ MΛ. We assume µ(gk) > τ for some τ > 0. If
ρ(gk, x) > a > 0 for a fixed sufficiently small ǫ1, then uk is bounded in L
∞ and converges
weakly in W 1,2.
8 YUXIANG LI, HONGYAN TANG
Proof. For any x0 ∈ S
2, we can choose conformal diffeomorphism φx0 : D → Ba(x0), such
that φx0(0) = x0. Then φx0 defines an isothermal coordinate systerm with x0 = 0. It is
follows from Lemma 3.2 that
∫
S2
|Kgke
2uk | log(1+|Kgk |e
2uk)dµg
S2
< C. By Lemma 2.3 and
Corollary 2.6, ‖∇uk‖L2 < C. By Poincare inequality and Sobolev embedding inequality,
‖uk − u¯k‖L1 < C, where u¯k is the mean value of uk. Then applying Lemma 2.3 and
Corollary 2.6 again, we get ‖uk− u¯k‖L∞ < C. Since τ ≤
∫
e2uk = e2u¯k
∫
e2(uk−u¯k) ≤ Λ, we
get |u¯k| < C.
✷
4. A sequence {gk} with ‖Kg − 1‖L1 → 0
The main task of this section is to prove the following:
Lemma 4.1. Let gk = e
2ukgS2. We assume µ(gk) ≤ Λ and ‖Kgk − 1‖L1(S2,gk) → 0. After
passing to a subsequence, we can find a Mobious transformation σk, such that σ
∗
k(gk)
converges to gS2 weakly in W
1,2. Moreover, we have σ∗k(gk) = e
2u′kgS2 with |u
′
k| < C.
Proof. Since
µ(gk) =
∫
S2
(1−Kgk)dµgk +
∫
S2
Kgkdµgk
=
∫
S2
(1−Kgk)dµgk + 4π,
we get
µ(gk)→ 4π. (4.1)
We prove the lemma by contradiction. By Corollary 3.4, we may suppose there exists
xk, such that
ρ(uk, xk) = ρ(gk)→ 0.
Let yk be the antipodal point of xk, and πk be the stereprojection from S
2 \ {yk} to C. It
is well-known that πk defines an isothermal coordinate system with xk = 0. Set
gk = e
2vkdz ⊗ dz¯.
We have −∆vk = Kgke
2vk .
Set tk, such that πk(Bρ(uk ,xk)(xk)) = Dtk(0). Then tk → 0. By the definition of xk, we
have ∫
Dtk (0)
e2vk = ǫ1.
Moreover, for any R, we can find τ(R) > 0, such that π−1k (Dτ(R)tk (x)) ⊂ Btk(π
−1(x))
holds for any x ∈ DR. Thus,∫
Dτ(R)tk (x)
e2vk ≤
∫
Bρ(uk,xk)(pi
−1
k
(x))
e2ukdµg
S2
< ǫ1, ∀x ∈ DR(0).
By Lemma 2.3, we also have
t2−q
∫
Dt(x)
|∇vk|
q < C(q, R), ∀x ∈ BR(0).
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Let v′k(x) = vk(tkx) + log tk. Then, we have
−∆v′k = Kk(tkx)e
2v′k ,∫
DR(0)
e2v
′
k =
∫
DRtk (0)
e2v
′
k ≤ µ(gk),
∫
D1(0)
e2v
′
k =
∫
Dtk (0)
e2vk = ǫ1,∫
Dτ(R)(x)
e2v
′
k =
∫
Dτ(R)tk (xk+τ(R)x)
e2vk < ǫ1, ∀x ∈ DR/tk(0),
and ∫
DR
|∇v′k|
q = R2−q(tkR)q−2
∫
DRtk
|∇vk|
q < C(R, q).
Let ck be the mean value of v
′
k on D1. By Poincare inequality and Corollary 2.6, we get
‖vk − ck‖L∞(BR) < C(R). Since ǫ1 =
∫
D1
e2v
′
k , |ck| is bounded. Therefore, we may assume
v′k converges to a function v weakly in W
1,2 and ‖v′k‖L∞(DR) < C(R). Since∫
DR
|Kk − 1|e
2v′k ≤ ‖Kk − 1‖L1(S2,gk) → 0,
v satisfies the equation
−∆v = e2v,
∫
R2
e2v ≤ 4π.
By Lemma 2.2 or Theorem 2.1,
e2vdz ⊗ dz¯ = gS2, and
∫
R2
e2v = 4π.
We usally call v a bubble of gk.
Without loss of generality, we may assume v′k converges to v almost everhwhere. Since
ev
′
k is bounded in Lp for any p > 2, we get∫
DR
e2v
′
kdx→
∫
DR
e2vdx.
Let x0 be the limit of xk. It is easy to check that
µ(gk, S
2 \Bδ(x0)) ≥
∫
DRtk
e2vk =
∫
DR
e2v
′
k →
∫
DR
e2v,
therefore,
lim
k→+∞
µ(gk) ≥ lim
δ→0
lim
k→+∞
µ(gk, S
2 \Bδ(x0)) + 4π.
Note that φk(x) = π
−1
k (πk(x)/tk) can be extended to a Mobious transformation σk
defined on S2. Set σ∗k(gk) = e
2u′kgS2 . Then u
′
k converges weakly in W
1,2(S2 \ {y0}), and
‖u′k‖L∞(S2\Bδ(y0)) < C(δ), where y0 is the antipodal point of x0.
In fact, u′k must converges weakly in W
1,2(S2), and be bounded in L∞(S2). Otherwise,
we can also get a bubble of g′k and imply that
lim
k→+∞
µ(g′k) ≥ lim
δ→0
lim
k→+∞
µ(g′k, S
2 \Bδ(y0)) + 4π = µ(gS2) + 4π = 8π.
This contradicts (4.1). ✷
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5. The proof of the Theorem 1.1
It is easy to deduced Theorem 1.1 from Corollary 3.4 and the following lemma:
Lemma 5.1. For any Λ, there exits τ and a > 0, such that if g ∈ MΛ and ‖Kg −
1‖L1(S2,g) < τ , then we can find a Mobius transformation σ, such that ρ(σ
∗(g)) > a.
Proof. Suppose the lemma is not true. Then we can find λk → 0, gk ∈MΛ, such that for
any σk, ρ(σ
∗
k(gk))→ 0.
However, by Lemma 4.1, we can find σk, such that σ
∗
k(gk) = e
2uk with ‖uk‖L∞ < C,
and uk converges weakly in W
1,2, thus ρ(σ∗k(gk)) can not converges to 0. ✷
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