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ABSTRACT
Relations between temperature, T , and optical depth, τ , are often used for describing
the photospheric transition from optically thick to optically thin in stellar structure
models. We show that this is well justified, but also that currently used T (τ)-relations
are often inconsistent with their implementation. As an outer boundary condition on
the system of stellar structure equations, T (τ)-relations have an undue effect on the
overall structure of stars. In this age of precision asteroseismology, we need to re-
assess both the method for computing and for implementing T (τ)-relations, and the
assumptions they rest on.
We develop a formulation for proper and consistent evaluation of T (τ)-relations
from arbitrary 1D or 3D stellar atmospheres, and for their implementation in stellar
structure and evolution models.
We extract radiative T (τ)-relations, as described by our new formulation, from 3D
simulations of convection in deep stellar atmospheres of late-type stars from dwarfs to
giants. These simulations employ realistic opacities and equation of state, and account
for line-blanketing. For comparison, we also extract T (τ)-relations from 1D MARCS
model atmospheres using the same formulation.
T (τ)-relations from our grid of 3D convection simulations display a larger range
of behaviours with surface gravity, compared with those of conventional theoretical
1D hydrostatic atmosphere models based on the mixing-length theory for convection.
The 1D atmospheres show little dependence on gravity. 1D atmospheres of main-
sequence stars also show an abrupt transition to the diffusion approximation at τ ≃
2.5, whereas the 3D simulations exhibit smooth transitions that occur at the same
depth for M ≃ 0.8M⊙, and higher in the atmosphere for both more and less massive
main-sequence stars. Based on these results, we recommend no longer to use scaled
solar T (τ)-relations.
Files with T (τ)-relations for our grid of simulations are made available to the com-
munity, together with routines for interpolating in this irregular grid. We also provide
matching tables of atmospheric opacity, for consistent implementation in stellar struc-
ture models.
Key words: Stars: atmospheres – stars: interiors – convection
1 INTRODUCTION
The complexity of stellar atmospheres is due to the highly
complicated behaviour of opacity with wavelength and ther-
modynamic state, coupled with the non-local nature of ra-
⋆ E-mail: trampeda@lcd.colorado.edu
diative transfer in the photospheric transition from optically
thick to optically thin. To treat this region properly, present-
day stellar atmosphere codes solve the radiative transfer
for hundreds of thousands of wavelength points, including
tens of millions of spectral lines. Further “non-classical”
complications arise when deviations from local thermody-
namic equilibrium (LTE) need to be accounted for, when
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the absence of convection allows for chemical stratification,
or when strong magnetic fields or rapid rotation affect the at-
mospheric structure. Thus, although stellar evolution mod-
elling requires non-trivial boundary conditions at the stel-
lar surface, these complications obviously render impracti-
cal the direct calculation of realistic atmospheres in stellar
structure models.
A solution to this problem is to use precomputed re-
sults of stellar atmosphere modelling (semi-empirical or fully
theoretical) as upper boundary conditions for stellar struc-
ture models. Knowing pressure (equation-of-state, EOS) and
Rosseland opacity as functions of ̺ and T , and assuming hy-
drostatic equilibrium, the system of equations can be closed
by the T (τ )-relation without having to solve the frequency-
dependent radiative transfer – i.e., the stratification of the
detailed atmosphere calculation can be recovered with a
mean opacity, as we show in Sect. 2. Note that the Rosse-
land opacity is not used for performing radiative transfer in
the atmosphere of the structure model—it is merely used to
reconstitute the detailed atmosphere model, which has been
condensed into the T (τ )-relation. The resulting atmosphere
is therefore not grey, unless the grey T (τ )-relation has been
used (see, e.g., Fig. 3).
Since this method was implemented by, e.g., Bo¨hm-
Vitense (1958), this outer boundary has received relatively
little attention. Indeed, T (τ )-relations from that period are
still in widespread use in stellar structure models – despite
these T (τ )-relations having little resemblance with current
atmosphere models.
Chabrier & Baraffe (1997) investigated the effect of
T (τ )-relations on stellar evolution for solar-composition low-
mass stars. The authors were rightly concerned about the
proper implementation and interpretation of T (τ )-relations
in the transition between radiative and convective zones –
an issue which is often overlooked. VandenBerg et al. (2008)
performed a similar analysis of stellar models using MARCS
stellar atmosphere models (Gustafsson et al. 2008) as outer
boundaries, as well as the often used grey and Krishna
Swamy (1966, see Sect. 5) atmospheres. They were like-
wise concerned about how and where to merge the two for-
mulations, and the inconsistencies and discontinuities aris-
ing there. The fundamental problem is that the transition
should ideally take place in the optically deep layers, where
the diffusion approximation applies, and above the top of
the convection zone to avoid inconsistencies due to differing
formulations of convection. It is often assumed that optically
deep means τ & 1 in which case it is barely possible to have
this separation in one dimensional (1D) models. Morel et al.
(1994) show, however, that the diffusion approximation is
not fulfilled unless τ & 10 (as we confirm). Furthermore,
in more realistic 3D simulations of convective atmospheres,
even τ = 1 overlaps with convection. The problems plagu-
ing the outer boundary conditions are recognised, yet there
has been little theoretical progress on the issue. We address
these problems with our new self-consistent formulation, dis-
cussed in Sect. 2, which also eliminates the extra parameters
introduced by the above mentioned prescriptions.
A helioseismic analysis of various commonly used pre-
scriptions for the outer boundary of solar models was carried
out by Morel et al. (1994). They found sizeable effects that
show up as part of the so-called surface effect : a systematic
and frequency dependent shift of frequencies (Christensen-
Dalsgaard & Thompson 1997). They also show how the clas-
sic calibration of solar models to the present Sun (Gough &
Weiss 1976), tightly couples the outer boundary condition
to the mixing-length of convection.
Since the solar T (τ )-relation can in principle be inferred
from limb-darkening observations (e.g., Mitchell 1959), the
use of semi-empirical models based on such observations has
often been considered the safest choice. The observations
and corresponding T (τ )-relations can only be performed
monochromatically, however, which is of little use to stellar
modellers. Connecting to the more useful Rosseland optical
depth scale, requires a pan-chromatic knowledge of opaci-
ties, which is the exact weakness of fully theoretical models
that semi-empirical models seek to circumvent. At the time
there were indications, though, that the Rosseland opacity
was little affected by spectral lines, in which case the 5000 A˚
monochromatic opacity (which is straightforward to com-
pute, since only few and well-known sources contribute to
that opacity) was a good proxy in late-type stars. This jus-
tified the use of semi-empirical models, as a largely model-
independent alternative to fully theoretical models. Subse-
quent work has shown that spectral lines can have a large
influence on the Rosseland opacity, adding 20–40% to the
opacity in stellar atmospheres (see Trampedach, in prep.).
Since the Rosseland mean is a harmonic mean, it heavily
weights the lowest opacity, that is, the continuum. When
the spectral density of lines becomes so high that lines over-
lap, a pseudo-continuum is formed, which raises the Rosse-
land mean (Rogers & Iglesias 1994, for analysis of interior
opacities). The result is that semi-empirical models depend
almost as much on opacities (and other atomic physics), as
do the fully theoretical solar model atmosphere.
Theoretical T (τ )-relations from 1D stellar atmosphere
models have been published in connection with, e.g., the
ATLAS (Kurucz 1992c, 1996; Castelli & Kurucz 2003),
the MARCS (Gustafsson et al. 1975; Asplund et al. 1997;
Gustafsson et al. 2008), the NextGen (Hauschildt et al.
1999a,b; Short et al. 2012) and the MAFAGS-OS (Grupp
2004; Grupp et al. 2009) grids of stellar atmospheres. These
are grids in effective temperature, surface gravity and metal-
licity and the grids are dense enough that simple interpo-
lation is safe. The level of sophistication is very impressive,
but detailed comparisons with solar spectra still reveal many
lines unaccounted for (e.g., Kurucz 2009). Plez (2011) com-
pare the first three grids for late-type stars and find good
agreement between their atmospheric structures (see also
Gustafsson et al. 2008), but significant differences between
their spectra.
In late-type stars, however, the treatment of convec-
tion is the weakest point in the modelling of atmospheres.
Not only are they not one-dimensional, but the convective
fluctuations are also well outside the regime of linear per-
turbations. So far, the only way to deal with the combined
problem of radiation and convection in stellar photospheres
is to perform realistic radiation hydrodynamic (RHD) sim-
ulations. There are now a couple of grids of such simula-
tions in development or available: the CIFIST grid (Ludwig
et al. 2009) of CO5BOLD simulations (Wedemeyer et al.
2004; Freytag et al. 2012) and the Stagger Grid (Collet et al.
2011; Magic et al. 2013) of Stagger-code simulations (Nord-
lund & Galsgaard 1995; Stein et al. 2009). T (τ )-relations
were briefly discussed by Ludwig et al. (1999) for an earlier
c© 2013 RAS, MNRAS 000, 1–18
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grid, using a 2D version of the predecessor of the CO5BOLD
code. They used mostly grey radiative transfer in the sim-
ulations and a fit to the grey atmosphere in the structure
models, with no details on their implementation of the lat-
ter. The few T (τ )-relations they did evaluate from non-grey
simulations were not published. Magic et al. (2014) used
1D atmosphere models corresponding to the simulations
of their stagger-grid, as their T (τ )-relations, also not pub-
lished. Tanner et al. (2014) carried out 3D simulations that
use the Eddington approximation to the grey atmosphere,
instead of solving the radiative transfer, and explored effects
of metallicity. This approach neatly isolates the effect of adi-
abatic cooling by convective overshooting (Nordlund & Stein
1991; Asplund et al. 1999; Collet et al. 2007), since they
ignore line-blanketing (Chandrasekhar 1935) which would
normally interfere with this effect. It does, however, not de-
scribe a realistic atmosphere, since the defining radiative
transfer has been ignored.
We base our present work on the grid of solar-
metallicity, deep convective atmospheres by Trampedach
et al. (2013), which used the Stein & Nordlund (1998)-code.
We describe the most pertinent features of these convection
simulations in Sect. 3 and derive a consistent formulation of
T (τ )-relations that also works with 3D radiative transfer in
Sect. 2.4. The T (τ )-relations of the simulations are presented
in Sect. 4 and in Sect. 5, we make a more detailed analy-
sis of our solar simulation and compare with semi-empirical
and theoretical T (τ )-relations from the literature. The gen-
eral variation of our T (τ )-relations with stellar parameters,
is explored in Sect. 6, by means of interpolation routines
readily employed in stellar structure calculations.
This paper is the first in a series dedicated to the im-
provement of stellar structure and evolution calculations.
These improvements are based on lessons learnt from 3D
radiation-coupled hydrodynamical simulations of convection
in the atmospheres of late-type stars (F-K). Here we present
results on the radiative part of the mean stratification of the
simulations in the form of T (τ )-relations, to be used as outer
boundary conditions for stellar structure models. Paper II
(Trampedach et al. 2014) deals with the convective part of
the mean stratification by calibrating the mixing length and
presenting the results in a form easy to implement in stellar
structure codes. The radiative and the convective parts of
the problem are strongly interdependent, as discussed in the
present paper and in paper II, but we also show that sepa-
rating the two parts is possible and that such a separation is
relevant for stellar structure models. Paper II also examines
the coupling between T (τ )-relations and the mixing-length
of convection. A future paper will address the consequences
of applying the above improvements to stellar evolution cal-
culations.
2 THE BASIS FOR T (τ )-RELATIONS
A T (τ )-relation is needed for describing the photospheric
transition between optically thick (diffusion approximation)
and optically thin (the free-streaming approximation) lay-
ers. In late-type stars this transition is affected by the large
temperature fluctuations caused by convection, but it is in
principle separable from the issue of how large a fraction of
the flux is transported by convection. We first need to for-
malise these statements and establish the theoretical foun-
dation for a consistent definition and use of T (τ )-relations.
The 3D simulations are all performed with uniform
gravity, which corresponds to the plane-parallel approxima-
tion in 1D. We keep the following derivations in that ap-
proximation. This should be valid even for our lowest grav-
ity simulations (Nos. 1 and 2 in Table 1, with log g = 2.2),
since Plez et al. (1992) found a maximum sphericity effect
of a mere −20K for a 3 800K, log g = 1.0, 1M⊙ giant, at
log τ = −4.5, using MARCS 1D model atmospheres. The
sphericity effect will obviously be smaller for larger g as in
our case.
We describe the 1D radiative transfer in terms of the
usual moments of the radiation field
I
(n)
λ =
1
2
∫ 1
−1
µnIλ(µ)dµ , (1)
where the intensity, Iλ, only depends on the angle with the
surface normal, µ = cos θ. Dependence on optical depth, τ ,
is implied throughout this section. Extension to the 3D case
is dealt with in Sect. 2.4. The negative half of the integral
accounts for photons going into the interior. At the top of
the domain (if τ ≪ 1), this can be assumed zero, unless
irradiation by a companion star has to be accounted for.
The first three moments are also called
Jλ = I
(0)
λ ,
Frad,λ
4π
= Hλ = I
(1)
λ and Kλ = I
(2)
λ , (2)
where Frad,λ is the monochromatic astrophysical flux. The
transfer equation is
µ
dIλ(µ)
dτλ
= Iλ(µ)− Sλ , (3)
where the source-function, Sλ, is assumed to be isotropic.
The corresponding radiative heating (cooling when neg-
ative) is
Qrad,λ = 4π̺κλ(Jλ − Sλ) , (4)
where the 4π comes from the angular integration of an
isotropic quantity. Qrad,λ is the extensive (per unit volume)
radiative heating. Since any heating mechanism, X, has an
associated flux FX , given by QX = dFX/dz, QX is also
known as the flux divergence.
A solution in radiative equilibrium obviously obeys
Qrad =
∫
∞
0
Qrad,λdλ = 0. In the more general case where
convection also supplies heating or cooling, but no energy
sinks or sources are present, the equilibrium constraint is
Qrad+Qconv = 0. How this convective term affects the equi-
librium stratification can be gleaned from the angular mo-
ments of the transfer equation, Eq. (3). The zeroth moment
dHλ
dτλ
=
1
4π
dFrad,λ
dτλ
= Jλ − Sλ , (5)
contains the derivative of Hλ and the first moment
dKλ
dτλ
= Hλ =
Frad,λ
4π
. (6)
contains Hλ itself. Since we have no energy generated in
the atmospheres, the luminosity is constant throughout the
atmosphere translating into a constant flux Ftot = 4πH +
Fconv in the plane-parallel case, where H is the wavelength-
integrated Hλ. The decrease of H as we enter the convection
zone, provides the first-order effect of convection on the T (τ )
stratification.
c© 2013 RAS, MNRAS 000, 1–18
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2.1 Convective vs. Radiative T (τ )-Relations
The temperature as a function of optical depth, T (τ ), is
trivial to extract from any atmosphere model, be it 1D or
a 3D simulation. The T (τ )-relation, however, is greatly af-
fected by the presence of convection, having a much smaller
gradient in convective regions (see Fig. 3). When applying
T (τ )-relations to stellar structure calculations, the convec-
tive fluxes will most likely differ between the atmosphere
model and the 1D structure model, which renders the T (τ )-
relation inappropriate for the structure model. Using the
T (τ )-relation from even the most sophisticated 3D simula-
tion of a convective atmosphere in a 1D model would be both
inconsistent and unphysical if the convective flux differs be-
tween the two cases. Unfortunately we do not yet have a
way of directly incorporating the convection of the 3D sim-
ulations into the 1D models in any consistent or even physi-
cally meaningful way. To rectify this is obviously a long-term
goal of ours.
The first-order effect of convection on T (τ )-relations is
due to the radiative flux not being constant. If we can some-
how express the T (τ )-relation with an explicit appearance
of the radiative flux, it should be possible to isolate this
first-order effect and calculate a radiative T (τ )-relation (i.e.,
reduced to the radiative equilibrium case with Qrad = 0 and
therefore Frad = const). When used in stellar structure cal-
culations the first-order convective effect can be added back
in, as appropriate for that particular model (see sect. 2.5).
From here on we will call temperatures from T (τ )-relations
with this first-order convective effect subtracted, Trad(τ )—
the radiative T (τ )-relation.
The original, unaltered T (τ )-relation of the atmosphere
models, which includes the transition to convective trans-
port of the flux, will be referred to as partially convective
T (τ )-relations.
Another effect of a varying H , is the finite difference be-
tween source function and mean intensity, ∆ = J−S, giving
rise to the radiative heating or flux divergence of Eq. (4).
In radiative equilibrium ∆ converges, ∆ → 0, with opti-
cal depth, but not in the transition to a convection zone.
The relative difference, ∆/S, is small, however. The largest
values are found in the cooling peak at the top of con-
vective envelopes, where |∆|/S . 1×10−3, or in a heating
bump above the photosphere of the coolest dwarf stars, with
|∆|/S . 5×10−3. Estimating the effect on temperature as
|∆|/S ≃ 4∆T , we get |∆T | . 1K and |∆T | . 4K, respec-
tively, and we have therefore chosen to ignore this effect.
Since it is equally ignored in the 1D models used here, this
in practice means that we assume the same ∆ in the atmo-
sphere model as in the 1D structure model. The actual error
thus committed is therefore much smaller.
It follows that in order to make self-consistent 1D stel-
lar models we need to remove the first-order effect from the
3D T (τ )-relation: the transition from convective to radiative
transport of energy in the photosphere. All higher-order con-
vective effects arising from, e.g., the mean stratification dif-
fering from the 1D model, cooling by convective overshoot-
ing (cf. Sect. 6), the large convective fluctuations in the pho-
tosphere and the correlations between them will, however, be
retained in Trad(τ ). And this is plenty motivation for con-
tinuing this exercise, as will be shown in the comparisons
between 1D and 3D T (τ )-relations in Sect. 4.
2.2 T (τ )-Relations from Grey Atmospheres
In order to isolate the first-order convective effect on the
T (τ )-relation we seek an expression containing H , and to
simplify the problem we begin with the grey case (by simply
dropping the λ subscripts), and generalise afterwards.
The choice of formulation rests on the choice of quantity
that will be assumed invariant under convection, i.e., un-
changed whether convection carries flux or not. The invari-
ant should contain quantities from Eqs. (5) and (6) which
can be used to reconstruct the Planck function, B = σT 4/π.
Reasonable choices areK/B,K/J , dK/dB or dK/dJ , which
all can be shown to converge to 1/3 for τ → ∞ (Mihalas
1978; Rutten 2003). These ratios can all be used in a similar
way as the variable Eddington factor, K/J (Auer & Mihalas
1970). We choose fdB(τ ) ≡ dK/dB for the relative simplic-
ity of the temperature reconstruction. We effectively distil
the whole stellar atmosphere calculation down to one quan-
tity: fdB as function of depth. This is the essence of the
elaborate atmosphere calculation that we want to transfer
to the stellar structure calculation, regardless of how con-
vection differs between the two cases.
Such a temperature perturbation, from different treat-
ments of convection, would cause differences in fdB if it were
to be computed anew from radiative transfer on the per-
turbed structure. So by keeping fdB invariant we impose
on the structure model the radiative transfer result from
the full atmosphere calculation based on the latter’s tem-
perature structure. This counts amongst the second-order
effects of convection on the radiative transfer (variation of
fdB is indeed quadratic in small temperature perturbations,
but also sizeable at relevant amplitudes).
The main thrust in this paper is the utility of 3D at-
mosphere simulations in setting outer boundary conditions
for stellar structure models. Our method can also be used
with 1D stellar atmospheres, however, e.g., using different
formulations or parameters for convection than the interior
models, but with a seamless combination of the two (see
Sect. 2.5).
Using Eq. (6) to express our invariant as
fdB(τ ) ≡
dK
dB
=
H
dB/dτ
→
1
3
for τ →∞ , (7)
it is straightforward to isolate the derivative of B and inte-
grate to obtain
Bx(τ ) = B(τ0) +
∫ τ
τ0
Hx(τ
′)
fdB(τ ′)
dτ ′ , (8)
where Hx is the radiative flux of the stellar structure model,
x, seeking to recover the T (τ )-relation of the atmosphere
model. In other words, x is the structure model employing
the T (τ )-relation of the detailed atmosphere model. Bx is
the corresponding Planck function. The important point to
realise here is that H in Eq. (7) is that of the detailed atmo-
sphere calculation, from which the T (τ )-relation is derived.
We transform to the actual T (τ )-relation through the
so-called Hopf function, q(τ ), originally introduced to de-
scribe the solution of grey radiative transfer in a semi-infinite
atmosphere (Hopf 1930; King 1956). Here we use the same
formulation for the general case, and reserve qgrey for the
original intent. The (generalised) Hopf function, q(τ ), is then
defined as
c© 2013 RAS, MNRAS 000, 1–18
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4
3
(
T
Teff
)4
= q(τ ) + τ , (9)
on some optical depth scale, τ .
The radiative Hopf function (which assumes an atmo-
sphere in radiative equilibrium) is convergent, qrad(τ )→ q∞
for τ →∞, and thus recovers the diffusion approximation at
depth. Equivalently we describe a (partly) convective strati-
fication, T (τ ), by qconv(τ ). With part of the flux transported
by convection, the temperature is decoupled from the op-
tical depth and there is no convergence with depth. The
Schwarzschild criterion (e.g., Kippenhahn & Weigert 1990)
for convective instability tells us that at any depth the en-
ergy transport mechanism with the smallest temperature
gradient is the relevant one. The temperature in a partly
convective stratification will therefore be lower than in a
corresponding radiative one, and from Eq. (9) we see that
qconv(τ ) will diverge to large negative values.
From Eq. (8) we find that the radiative Hopf function,
qrad(τ ), of a stratification in radiative equilibrium, Trad, re-
lated by Eq. (9) is
qrad(τ ) = q
′
0 +
∫ τ
τ0
dτ ′
3fdB(τ ′)
− τ (10)
= q0 +
∫ τ
τ0
[
1
3fdB(τ ′)
− 1
]
dτ ′ , (11)
with q0 = q
′
0 + τ0. That last equality, Eq. (11), constitutes
the Hopf function for radiative equilibrium. Similarly we find
the Hopf function for the partially convective atmosphere to
be
qconv(τ ) = q0 +
∫ τ
τ0
[
frad(τ
′)
3fdB(τ ′)
− 1
]
dτ ′ , (12)
where we introduced the fraction, frad = Frad/Ftot, of the
total flux, Ftot = σT
4
eff , which is carried by radiation.
In practise, we assume there is no convective flux at
the upper boundary of the simulations (it is less than
3×10−5Ftot for all our simulations), and simply use the av-
erage temperature at τ0 for the integration constant,
q0 =
4
3
(
T (τ0)
Teff
)4
− τ0 , (13)
which is therefore the same for Eqs. (11) and (12).
The use for T (τ )-relations in the grey case is widely
appreciated, but we have now included convective effects and
put the whole formulation on a firmer footing. The final step
is to ensure that they can be used in the general non-grey
case and therefore provide a valid and useful description of
real stellar atmospheres.
2.3 T (τ )-Relations from Non-Grey Atmospheres
If the opacity does depend on wavelength, integrating Eq. (6)
over wavelength gives∫
∞
0
1
̺κλ
dKλ
dz
dλ = H =
Frad
4π
, (14)
where we substituted dτλ = ̺κλdz. Frad and H are just the
results of direct integration over wavelength.
The definition of the Rosseland mean opacity is moti-
vated by the desire for an average opacity that can be taken
outside the integral of Eq. (14). This goal can be further
simplified by noting that 3Kλ → Jλ → Sλ for τλ → ∞ and
that in LTE Sλ = Bλ. This results in the usual definition of
the Rosseland opacity
1
κRoss
=
∫
∞
0
κ−1λ (dBλ/dT )dλ∫
∞
0
(dBλ/dT )dλ
. (15)
(The differentiation with respect to z in Eq. (14) and T in
Eq. (15) can be freely interchanged, if they are monotonic
functions of each other.)
In order to cast Eq. (14) in a form similar to the grey
version of Eq. (6), dK/dτ = H , we now define K˜ by
dK˜
dτRoss
≡ κRoss
∫
∞
0
1
κλ
dKλ
dτRoss
dλ = H =
Frad
4π
. (16)
In the non-grey case the tight link between the moments
of the intensity and the moments of the transfer equation,
is broken, as K 6= K˜ in general. Before we can use Eq. (16)
as a basis for computing fdB = dK˜/dB, we need to en-
sure convergence in the radiative case. Dividing Eq. (16) by
dB/dτRoss to obtain fdB , expanding κRoss of Eq. (16), and
finally exchanging the remaining differentiations by τRoss for
ones by T (which can be done since they are monotonic func-
tions of each other), we get
fdB =
∫
∞
0
κ−1λ (dKλ/dT )dλ∫
∞
0
κ−1λ (dBλ/dT )dλ
. (17)
Since we know the ratio to converge for each wavelength,
according to Eq. (7) (which is for the grey case, but also valid
monochromatically), the integrals must similarly converge.
For each wavelength the ratio will converge as in the grey
case, but in evaluating the total, spectral lines will spread
the transition over a larger range of heights. With all the
steps in Eq. (7) now validated for the non-grey case (using
K˜ instead of K), fdB will in practise be evaluated as
fdB(τRoss) =
H(τRoss)
dB/dτRoss
=
1
16σT 3
Frad
dT/dτRoss
, (18)
and temperatures can be found from Eqs. (12) and (10) us-
ing τ = τRoss. This is the procedure for computing radiative
T (τ )-relations from 1D atmospheres.
From this analysis we conclude that T (τ )-relations are
perfectly suited for describing real stellar atmospheres. Since
the formulation does not rely on S = B, except in the op-
tically deep layers, this formulation will also be valid for
non-LTE atmospheres, whether they just include continuum
scattering or a thorough implementation of non-LTE effects.
The choice of κRoss as the standard opacity is merely to en-
sure proper convergence with depth and as a convenience
to stellar modellers. This does not limit the scope of the
formulation in the photosphere and above. It is often as-
serted that the use of T (τ )-relations with a Rosseland opac-
ity amounts to using the grey approximation. We hope that
we have demonstrated this to be far from the case and that
T (τ )-relations can describe arbitrarily realistic and complex
atmospheres. The use of a Rosseland opacity to reconsti-
tute the atmosphere in structure models says nothing about
the level of complexity that went into the original atmo-
sphere calculation from which the T (τ )-relation was derived.
Reconstituting the T (τ )-relation with the Rosseland opac-
ity results in the structure of the original atmosphere, but
c© 2013 RAS, MNRAS 000, 1–18
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Figure 1. The effect of various averaging techniques applied to a
solar simulation (see text for details). Notice how cases a) and b)
follow closely in the atmosphere down to 〈T 〉 = Teff , at log τ ≃
−0.3. The horizontal dotted line indicates Teff and the vertical,
unity optical depth. The solar T (τ)-relations in this plot include
the first-order convective effect.
without the need to perform the computationally expensive
radiative transfer calculation.
2.4 T (τ )-Relations in 3D
In 1D there is no ambiguity about the meaning of a certain
quantity, e.g., τ and T , and they depend in simple ways on
the height in the atmosphere, z. In 3D, on the other hand,
there is a whole range of temperatures and optical depths at
a particular height, and different averaging methods will give
rather different results. This is illustrated in Fig. 1 where
we compare three different averaging methods for our solar
simulation (No. 30 in table 1). We plot temperatures av-
eraged over the undulated surfaces of equal optical depth
(τ -average) in case a). In case b) we plot a straight hori-
zontal average of the temperature as function of a straight
horizontal average of the optical depth, 〈. . .〉z. For the tem-
poral averaging of these, we map the horizontal averages to
a fixed column mass scale. We refer to these as pseudo (since
we use the average, not the local column mass) Lagrangian
averages, denoted by 〈. . .〉L. This filters out the main effect
of the p modes that are excited in the simulations. Finally,
in case c) we show the horizontally averaged temperature
as function of an optical depth integrated from the opacity
of the horizontally averaged density and temperature.
Not unexpectedly, these three different methods di-
verge in the region where the temperature fluctuations are
the largest, from the photosphere down to 1Mm below (at
τRoss ∼ 10
5). There the convective fluctuations, in mainly
the temperature, are so large that the opacity and the EOS
(e.g., gas pressure, pg) are non-linear on the scale of the fluc-
tuations. This has the consequence that 〈pg〉 6= pg(〈̺〉, 〈T 〉).
In other words, the average gas pressure is, in general, not
related to the average density and temperature through the
EOS. The relative difference amounts to about 5% in the
solar photosphere. This effect is much larger for the opac-
ity where the relative difference reaches more than 90% in
the solar photosphere. Well above the photosphere, the av-
eraging methods converge, as the temperature fluctuations
decrease, and more importantly, as the opacity varies less
steeply.
The large differences between the methods around the
photosphere mean that great care is needed in choosing the
appropriate form of averaging. Intuitively quantities having
to do with radiative transfer would be best represented as
τ -averages, case a) above. This choice was also advocated by
Ludwig et al. (1999), who used τ -averaged temperatures of
their 2D convection simulations as T (τ )-relations for corre-
sponding 1D envelope models. These then formed the basis
for a calibration of the mixing-length, similar to what we
present in Paper II.
Averaging on the τ -scale, however, presents problems
for the concept of slanted rays through the atmosphere, and
hence for the angular moments of the intensity. On the τ -
scale these rays will no longer be straight lines through the
(inclined) simulation box, and the formulation becomes im-
practical, rendering the straight horizontal average the obvi-
ous choice. We therefore need to rephrase the transfer equa-
tion, Eq. (3), and its first angular moment, Eq. (16), in terms
of z instead of τ . This is option b), mentioned above, where
〈. . .〉z are functions of time. Temporal, pseudo-Lagrangian
averaging, 〈. . .〉L, is performed on the final products of our
derivation, the radiative Hopf functions. Recasting in terms
of τ results in
dK
dz
=
∫
∞
0
dKλ
dz
dλ = ̺
∫
∞
0
κλHλdλ ≡ H˜ , (19)
which is used to form our invariant
fzdB =
〈dK〉z
〈dB〉z
=
〈dK/dz〉z
〈dB/dz〉z
=
〈H˜〉z
d〈B〉z/dz
, (20)
with 〈. . .〉z denoting horizontal averages. This 3D version of
fzdB converges as shown for the 1D case in Sect. 2.3, although
this convergence also depends on the horizontal fluctuations
becoming insignificant with depth, so that the 1D version,
Eq. (18), applies again. We have confirmed, numerically,
that fzdB → 1/3 well before the bottom of the simulation
domains. Due to the increasing numerical instability with
depth (since fzdB is a ratio between exponentially increasing
quantities), we actually enforce an exponential convergence
to 1/3, from just before the first point that goes above 1/3
(due to numerical noise in the hydrodynamics and the radia-
tive transfer). The change to fzdB due to this forced conver-
gence, is small and not systematic, but it greatly improves
the convergence and smoothness of the resulting qrad below
the photosphere.
Similar to what we did for Eq. (8), we integrate H˜/fzdB
in order to obtain Brad(z) and hence the radiative Hopf func-
tion, as in Eq. (12),
qradH (z) = q0 +
∫ z
z0
[
4π
3
〈H˜〉/Frad
fzdB
− 〈̺κH〉z
]
dz′ , (21)
where the τH-scale, defined by 〈̺κH〉z in terms of the H-
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averaged opacity κH , remains to be determined. In order
for the radiative Hopf function to be convergent for τH ≫ 1,
the square bracket must converge to 0. With the convergent
fzdB →
1
3
, we must therefore have
qradH (z) = q0 +
∫ z
z0
〈̺κH〉
[
1
3fzdB
− 1
]
dz′ , (22)
for τH ≫ 1. This defines κH such that it satisfies
〈̺κH〉z(z) ≡ 4π
〈H˜〉z(z)
Frad(z)
=
〈H˜〉z(z)
〈H〉z(z)
=
dτH
dz
. (23)
In practise, qradH is fully converged at τH ≃ 10.
We further demand consistency, so that the full (par-
tially convective) Hopf function, qconvH (z), defined by
4
3
(
T (z)
Teff
)4
= qconvH (z)+τH = q0+
∫ z
z0
4π
3
〈H˜〉/Ftot
fzdB
dz′ ,(24)
can reproduce the actual temperature structure of the sim-
ulation. With 〈H˜〉 cancelling from Eq. (20) for fzdB, B =
σT 4/π and Ftot = σT
4
eff , we see that this is indeed fulfilled,
and that q0 =
4
3
〈T 4〉(z0)/T
4
eff − τH(z0) as in Eq. (13).
The τH-scale defined by Eq. (23) is a bit awkward, since
it demands knowledge of the complete radiative transfer so-
lution - something we explicitly are trying to avoid with our
approach. We therefore want to rephrase q in terms of the
“universal” Rosseland opacity, which depends only on the
local thermodynamic state.
Since the first term in the integrand of q(z) in Eq. (21)
is independent of the τ -scale and the second term is just
the τ -scale itself this can be achieved by replacing 〈̺κH〉 by
〈̺κRoss〉, for a suitably defined κRoss, to obtain
qradRoss(z) = q0 +
∫ z
z0
[
4π
3
〈H˜〉/Frad
fzdB
− 〈̺κRoss〉z
]
dz′ (25)
= q0 +
∫ τRoss
τRoss,0
[
4π
3
〈H˜〉/Frad
fzdB〈̺κRoss〉z
− 1
]
dτ ′Ross ,(26)
which defines the radiative Hopf function on the Rosseland
scale. However, unless κRoss → κH for τ ≫ 1, then q
rad
Ross(z)
will not converge to a constant either.
Unfortunately, what would normally be interpreted as
the average Rosseland opacity does not converge to the flux
averaged opacity, 〈̺κH〉z, as defined by Eq. (23). On the
other hand, q(τH) depends on this definition in order to ful-
fil the constraints of converging fzdB and qrad(τH) and the
ability of qconv(τH) to reproduce the temperature stratifica-
tion of the simulations.
The solution to this problem is to cast the averaging
method for the Rosseland opacity into a form similar to
Eq. (23), where the opacity and the normalizer (see Eq. [15])
are averaged separately〈
dB
dT
〉
z
/〈∫
∞
0
(κ−1λ
dBλ
dT
)dλ
〉
z
, (27)
but by using dB/dz instead, resulting in
〈̺κRoss〉z ≡
〈
dB
dz
〉
z
/〈
1
̺κRoss
dB
dz
〉
z
, (28)
to be used in Eq. (25). The 〈̺κH〉 of Eq. (23) converges
properly to this form of the horizontally averaged Rosseland
opacity for τ ≫ 1. This can be ascertained by relating the
numerators of Eq. (23) and (28) through Eq. (19), and sep-
arately their denominators through Eq. (14), and realising
that both sets converge to each other as 3Kλ → Bλ.
In and above the photosphere the two opacities diverge,
as the diffusion approximation no longer holds, κH being
the larger of the two (since the flux spectrum is largely
determined at the photosphere and the temperature there,
whereas dBλ/dτλ is entirely set by the local temperature.
This red-shifts the Rosseland weighting function towards
the lower opacity of the H− bump, away from the crowded
lines and metallic absorption edges in the UV). This means
qRoss > qH , and in the optically deep layers they are merely
offset by a constant. It is also worth noting that the 1D form
of Eq. (28) is identical to the conventional form, leaving our
formulation consistent with previous 1D work.
2.5 Implementation of the T (τ )-Relation in Stellar
Structure Models
We proved above that T (τ )-relations can describe real stel-
lar atmospheres and therefore have the potential to provide
the outer boundary conditions of stellar structure models.
In this section we will show in detail how this is carried out,
in particular how convective effects are reintroduced in a
consistent manner. The reason for this elimination and sub-
sequent reintroduction of convection to the T (τ )-relation is
the resulting independence of convection treatment between
the atmosphere models (providing the T (τ )-relation) and
the stellar structure models (employing the T (τ )-relation).
Thus, the models can be internally self-consistent, despite
differing greatly in their convection treatment – in our case
3D convection simulations and 1D with the mixing-length
(Bo¨hm-Vitense 1958, MLT) formulation of convection.
From here on we will use the abbreviation q = qradRoss, and
a Rosseland mean is implied for both opacity and optical
depth, unless explicitly stated otherwise. All quantities in
this section pertain to the structure model implementing the
T (τ )-relation, except for q(τ ) which, of course, is computed
from the atmosphere model.
In deriving the T (τ )-relation in Sect. 2.2 and 2.3 we
made the transformation from actual to radiative T (τ )-
relation by changing T , as shown in Eq. (10). In the envelope
calculations we need to re-introduce convection in the T (τ )-
relation, this time described by, e.g., MLT. Defining
dτˆ = fraddτ , (29)
we see that the full temperature profile, from Eq. (24), can
be rewritten to give
4
3
(
T (τ )
Teff
)4
= q0 +
∫ z
z0
[
4π
3
〈H˜〉/Ftot
fzdB
− 〈̺κ〉
]
dz′ + τ (30)
= q0 +
∫ τ
τ0
[
4π
3
〈H˜〉/Ftot
〈̺κ〉fzdB
− 1
]
dτ ′ + τ (31)
= q0 +
∫ τˆ
τˆ0
[
4π
3
〈H˜〉/Frad
〈̺κ〉fzdB
− 1
]
dτˆ ′ + τˆ (32)
≃ q(τˆ) + τˆ . (33)
The last line results in the very simple transformation
qrad(τˆ ) + τˆ = qconv(τ ) + τ , (34)
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entirely accomplished through a modification of the optical
depth. Equation (33) is not exact, since the first term of
the integrand is evaluated at τ and not τˆ , as implied by
Eq. (33). For all the cases we have dealt with the differences
are small, corresponding to a less than 0.2K increase of the
temperature in and above the photosphere, spanning about
two orders of magnitude in optical depth.
The right-hand side is the complete T (τ )-relation of the
structure model, including the transition to (1D) convection,
and qrad(τ ) + τ is the radiative T (τ )-relation from the de-
tailed atmosphere model, converging properly for τ → ∞.
The change of τ → τˆ on the left-hand side is solely responsi-
ble for recovering the partially convective T (τ )-relation from
a radiative Hopf function. Due to the simple behaviour of
the first-order effect of convection on the temperature strati-
fication (a consequence of Eq. [6]), the radiative equilibrium
stratification and the actual stratification can be described
by the same Hopf function, merely by a simple change to
the argument.
The radiative temperature gradient is, as usual, defined
as the gradient that would be caused by radiative transport
of energy alone, i.e., assuming that T is given by q(τ ) + τ .
Differentiating with respect to r, using dτ = −̺κdr, and
dividing by the equation of hydrostatic equilibrium, dp/dr =
−g̺, we find
∇rad ≡
(
d lnT
d ln p
)
rad
=
3
16σ
κFtotp
gT 4
[
q′(τ ) + 1
]
, (35)
(ln being the natural logarithm) where p is the total hydro-
static pressure, possibly including a turbulent contribution
from the vertical component of the convective velocity field,
pturb = 〈̺u
2
z〉 (see Paper II for a discussion of pturb).
The actual gradient, ∇, can similarly be found by using
the left hand side of Eq. (34) so that,
∇ ≡
dlnT
dln p
=
3
16σ
κFtotp
gT 4
d
dτ
[q(τˆ ) + τˆ ] . (36)
Cancelling the two τ -terms in Eq. (31) we find the derivative
in Eq. (36) to be the first term of the integrand of Eq. (31)
d
dτ
[q(τˆ) + τˆ ] =
4π
3
〈H˜〉/Ftot
〈̺κ〉fzdB
, (37)
(all evaluated at τ ) which we also recognise, using Eq. (26),
as [q′(τ ) + 1] frad. This results in
∇
∇rad
=
dτˆ
dτ
= frad . (38)
Had we taken the derivative of the approximate expression,
Eq. (33), the result would have been more complicated. With
the small effect of the approximation, we have seen no prob-
lems arising from the slight inconsistency.
With these relations the T (τ )-relation can be used
throughout the stellar envelope model, without the (com-
mon) artificial transition between atmosphere and interior.
A somewhat similar, but less rigorous, approach was used by
Henyey et al. (1965) to ensure a smooth transition between
the atmosphere and interior of stellar models.
2.6 Summary of Procedures
As derived above, there are two separate steps involved:
First the calculation of the T (τ )-relation, in the form of a
generalised Hopf function q(τ ), from an atmosphere model
which explicitly solves the radiative transfer equation. Sec-
ond, the implementation of T (τ )-relations in 1D stellar
structure models.
The purely radiative Hopf function, q(τ ), is computed
from 1D stellar atmospheres from Eq. (11) and the invariant
fdB of Eq. (18), both based on the Rosseland opacity.
For 3D atmospheres the procedure is slightly more com-
plicated, although it reduces properly to the 1D case above.
In 3D the invariant, fdB, is computed from Eq. (20) and
applied in Eq. (25) for the radiative Hopf function. The hor-
izontally averaged Rosseland opacity, 〈̺κRoss〉z, needs to be
slightly redefined, so that the wavelength integrals of the
opacity and of the normalization factor are averaged sepa-
rately, as specified by Eq. (28).
The implementation of the T (τ )-relation is accom-
plished through modifications of the radiative, ∇rad, and
actual temperature gradients, ∇, Eqs. (35) and (36), re-
spectively. The actual gradient involves the radiative Hopf
function evaluated at a modified τ -scale, q(τˆ), constructed
to account for the first order convective effect on the strat-
ification, due to departure from radiative equilibrium. This
modification is defined by Eq. (38).
We have provided electronic tables of q(τ ) for our grid
of simulations, and of the [Fe/H]=0.0 Rosseland opacity, as
well as code for reading and interpolating in these tables.
3 THE 3D CONVECTION SIMULATIONS
The fully compressible, transmitting-boundary, radiation-
coupled hydrodynamic (RHD) simulations that we rely on
here are described by Trampedach et al. (2013). A recent
and thorough review of applications of such 3D stellar con-
vection simulations can be found in Nordlund et al. (2009).
The EOS and the opacities were originally supplied by
the so-called Uppsala package by Gustafsson (1973) which
forms the atomic-physics basis for the original MARCS at-
mosphere models (Gustafsson et al. 1975, greatly improved
and updated in the present MARCS models by Gustafsson
et al. 2008). Since the matching to 1D envelopes (employed
in the mixing-length calibration of Paper II) requires a high
degree of consistency between the simulations and the en-
velopes, we found it necessary to bring the micro-physics
of the 3D simulations up to the same level as that of the
1D envelopes. The ever stronger constraints from improving
observations also demanded an upgrade to more realistic
atomic physics.
We therefore implemented the realistic Mihalas-
Hummer-Da¨ppen (MHD) EOS (Hummer & Mihalas 1988;
Da¨ppen et al. 1988). This EOS treats hundreds of bound
levels explicitly for every ionization level of every included
element. The hydrogen molecules H2 and H
+
2 are included
as the only molecules, and non-ideal interactions leading to
pressure ionization are treated in detail, as are degenerate
electrons. Furthermore, thermodynamic consistency (that
the Maxwell relations are obeyed) is ensured by the use
of the free energy minimisation procedure (Da¨ppen 1980),
which was also a motivation for the EOS update. The EOS
tables were custom calculated for a 15 element mixture (as
opposed to the normal 6), to correspond to what is included
in the Uppsala package.
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Table 1. Fundamental parameters for the 37 simulations.
sim MKclass Teff/[K] log g M/M⊙ star
1 K3 4 681 ± 19 2.200 3.694
2 K2 4 962 ± 21 2.200 4.805
3 K5 4 301 ± 17 2.420 0.400
4 K6 4 250 ± 11 3.000 0.189
5 K3 4 665 ± 16 3.000 0.852
6 K1 4 994 ± 15 2.930 2.440 ξHya
7 G8 5 552 ± 17 3.000 2.756
8 K3 4 718 ± 15 3.500 0.721
9 K0 5 187 ± 17 3.500 1.786
10 K0 5 288 ± 20 3.421 1.923 ν Ind
11 F9 6 105 ± 25 3.500 1.875
12 K6 4 205 ± 8 4.000 0.601
13 K4 4 494 ± 9 4.000 0.684
14 K3 4 674 ± 8 4.000 0.738
15 K2 4 986 ± 13 4.000 0.836
16 G6 5 674 ± 16 3.943 1.130 βHyi
17 F9 6 137 ± 14 4.040 1.222
18 F4 6 582 ± 26 3.966 1.567 Procyon
19 F4 6 617 ± 33 4.000 1.542
20 K4 4 604 ± 8 4.300 0.568
21 K1 4 996 ± 17 4.300 0.694
22 K1 5 069 ± 11 4.300 0.719
23 K0 5 323 ± 16 4.300 0.810
24 G1 5 926 ± 18 4.295 1.056 αCenA
25 F5 6 418 ± 26 4.300 1.261
26 F2 6 901 ± 29 4.292 1.433
27 K4 4 500 ± 4 4.500 0.565
28 K3 4 813 ± 8 4.500 0.664
29 K0 5 232 ± 12 4.500 0.812
30 G5 5 774 ± 17 4.438 1.002 The Sun
31 F7 6 287 ± 15 4.500 1.246
32 F4 6 569 ± 17 4.450 1.329
33 K1 5 021 ± 11 4.550 0.772
34 G9 5 485 ± 14 4.557 0.949 αCenB
35 G1 5 905 ± 15 4.550 1.114
36 K6 4 185 ± 3 4.740 0.649
37 K4 4 531 ± 10 4.740 0.742
Improvements to the continuum opacities are described
in Sect. 3.1. Line opacity is supplied by the opacity distribu-
tion functions (ODFs) of Kurucz (1992a,b), and line blanket-
ing is included in the radiative transfer by means of opacity
binning (Nordlund 1982). The spectrum is divided into four
bins according to the strength of opacity at each wavelength,
and the source function is summed-up for each bin, as de-
scribed in detail by Trampedach (1997) and Trampedach
et al. (2013). Radiative transfer in the simulations is then
calculated for just these four bins, reducing the problem
by more than three orders of magnitude, and making it
tractable in 3D. This binning scheme does not benefit from
increasing the number of bins beyond four. From compar-
isons with the full monochromatic radiative transfer we es-
timate that the temperature error due to this binning is less
than 40K for the solar case, in the range of −4 < log τ < 0.
For each bin the transfer equation, Eq. (3), is solved for the
vertical ray and four slanted, µ = 1/3 rays, equally spaced in
azimuthal angle (giving a total of five rays). The azimuthal
dimension is of course degenerate in 1D, but adds another
dimension to the 3D problem. The bin assignment is based
on a full monochromatic radiative transfer calculation for
the temporally and horizontally averaged simulation, and
therefore varies between the simulations. Detailed radiative
transfer is computed for all horizontal layers that have a
minimum Rosseland optical depth min(τ ) < 300, and the
diffusion approximation is used below.
Our radiative transfer is performed in strict LTE where
S = B. We minimize the effects of that approximation by
excluding scattering cross sections from the free-streaming,
intensity-weighted opacity above the photosphere, and in-
cluding it as absorption in the Rosseland mean below. Hayek
et al. (2010) found from a consistent treatment of scatter-
ing that this is a good approximation, at least for solar-
metallicity atmospheres.
We have performed simulations for 37 sets of atmo-
spheric parameters, all with solar abundances (discussed be-
low), as listed in Table 1. This table is ordered in ascend-
ing gravity and, for similar gravities, ascending in effective
temperature—the same order as in Table 2 of Trampedach
et al. (2013). The spectral class is rather approximate, as is
the mass which is based on estimates of intersections with
evolutionary tracks. Neither of these two quantities are used
in this work, but are merely included for the reader’s conve-
nience. Some of the simulations correspond to actual stars,
as indicated in the right-most column, but with the caveat
that all the simulations have solar composition.
This set of simulations is the beginning of a grid of
stellar convection simulations, aimed at augmenting the ex-
isting grids of 1D stellar atmosphere models. Other aspects
and applications of the grid will be presented in forthcoming
papers.
For the solar composition we have chosen a helium mass
fraction, Y⊙ = 0.245, according to helioseismic determina-
tions (Basu & Antia 1995), and a metal to hydrogen ratio
(by mass) of Z⊙/X⊙ = 0.0245 in agreement with Grevesse &
Noels (1993). This ratio results in the hydrogen mass frac-
tion, X = 0.736945 and the helium-hydrogen number ra-
tio, N(He)/N(H) = 0.08370, instead of the historically as-
sumed value of ≃ 0.1. Our metal mixture is constrained by
that of the available ODF tables (Kurucz 1992a) that were
constructed for Anders & Grevesse (1989) abundances. Ad-
ditional tables for different He and Fe abundances meant
that we could interpolate between tables to the He abun-
dance above, A(He/H) = 10.92, and A(Fe/H) = 7.50 from
Grevesse & Noels (1993), where A denotes logarithmic num-
ber abundances, normalised to A(H) = 12.
The above solar composition has been challenged over
the last decade by abundance analyses performed on 3D con-
vection simulations using the same code and atomic physics
as used for the simulations in the present paper. The result
is a general lowering of the metal abundances as detailed
by Asplund et al. (2005, and references therein). Such a
lower metal abundance ruins the otherwise good agreement
with helioseismic inversions, as pointed out by Antia & Basu
(2005) and Bahcall et al. (2005). This controversy highlights
the fact that our own star, the Sun, is less well-known than
often assumed and stresses the need for improved modelling
efforts as pursued with, e.g., the present work, and improved
atomic physics calculations (Rogers & Nayfonov 2002; Bad-
nell et al. 2005). The re-evaluation of the solar abundances
by Asplund et al. (2009), based on a new solar simulation,
has increased the over-all metallicity by about 10% and re-
duces the disagreement with helioseismology to about 2/3
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of the former (Serenelli et al. 2009). The new simulation has
improved radiative transfer and opacities (Trampedach et
al. in preparation) and agrees very well with observations of
both limb darkening, flux distribution and strong hydrogen
lines (Pereira et al. 2013).
Due to the lingering controversy, and since the change
in abundances will have a rather small effect on stellar at-
mospheres, we did not feel compelled to recompute the, at
that time, mostly finished grid of simulations to adopt the
new abundances.
Each of the simulations was performed on a
150×150×82-point grid (equidistant horizontally and non-
uniform vertically, optimized to resolve the large photo-
spheric gradients). This resolution is adequate for our pur-
poses and is guided by the study of resolution effects by
Asplund et al. (2000). The simulation domain covers about
10 major granules horizontally and 13 pressure scale heights
vertically, with about 20% (in height) being above 〈T 〉 =
Teff . We ensured that Rosseland optical depths as low as
log τ = −4.5 were completely contained in each of the
simulations. The area and depth of the solar simulation is
6×6×3.6Mm and the size of the other simulations is mainly
scaled by g−1. After relaxation to a quasi-stationary state,
we calculated mean models as described in Sect. 2.4. The
relaxation involves a damping of radial p modes which effi-
ciently extracts surplus energy from the simulations. This
damping is turned off again for the production runs, on
which our work is based.
3.1 Opacities
We have revised most of the continuum opacity sources and
added a few more sources as follows: H− bound-free (bf)
(Broad & Reinhardt 1976; Wishart 1979), free-free (ff) (Bell
& Berrington 1987), H+2 bf+ff (Stancil 1994), H
−
2 ff (Bell
1980), and OH/CH photo-dissociation (Kurucz et al. 1987).
The most important levels of He i, C i, N i, O i, Na i, Mg i,
Mg ii, Al i, Si i, Ca i, Ca ii and Fe i were included as simple
analytical fits as listed byMathisen (1984). The usual Thom-
son scattering by free electrons is included, together with
Rayleigh scattering by H i (Gavrila 1967), He i (Langhoff
et al. 1974) and H2 (Victor & Dalgarno 1969). These changes
were described in more detail by Trampedach (1997).
We have generated Rosseland opacity tables with these
absorption sources, for a rectangular grid of (X,Z) compo-
sitions with eight values of X ∈ [0; 0.9] and 13 values of
Z ∈ [0; 0.1]. We have not merely scaled the contribution of
each opacity source by the change in abundance (i.e., assum-
ing the EOS to be linear in composition), but have rather
re-computed the EOS for each of the 104 sets of composi-
tions to use as a basis for the summation of opacities.
These tables have in turn been assembled into one
global opacity table that can be interpolated in density,
log ̺, temperature, log T and composition, X, Y . These at-
mospheric, low-temperature tables (log T ∈ [3; 4.5]) have
furthermore been merged differentiably with interior opac-
ities from the Opacity Project (OP, Badnell et al. 2005).
The combined opacities can be accessed by stellar structure
codes through the interpolation package, OPINT, by Houdek
& Rogl (1996), currently at version 11.
We show our atmospheric opacities in Fig. 2 together
with the interior OP opacities. We note that the two sets
Figure 2. Opacities per mass as function of log T . The 19 sets of
curves are for logR = log ̺−3×(log T −6) as indicated, each off-
set by 1.0 from the previous, with no off-set for logR = −8. The
black curves show the interior OP (Badnell et al. 2005) opacities
for log T > 3.75. The blue curves show the present calculation of
atmospheric opacities, compared with the Ferguson et al. (2005)
opacities in green. The atmospheric are bridged with the interior
opacities between the two vertical dotted lines.
of opacities show good agreement in the temperature range
where we bridge between the two. In Fig. 2 we also compare
with the atmospheric opacities of Ferguson et al. (2005),
which also include water molecules (contributing for log T .
3.5) and dust particles (the two bumps for log T . 3.2).
None of our simulations enter the dusty regime, but our
coolest simulations would be affected by absorption by wa-
ter.
4 T (τ )-RELATIONS OF THE SIMULATIONS
The T (τ )-relations of six of the simulations (Nos. 2, 3, 11, 4,
26 and 36 of Table 1) are compared with 1D MARCS stellar
atmospheres in Fig. 3. The thick solid lines show the par-
tially convective T (τ )-relations of the simulations, and the
thick dashed lines show the radiative T (τ )-relations, where
the first-order convective effect has been removed.
The light grey lines show the MARCS 1D models by
Gustafsson et al. (2008), with the dashed grey lines show-
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Figure 3. Comparison of T (τ)-relations for six of the simulations with corresponding 1D atmosphere models. Solid lines show full T (τ)-
relations, including the first-order convective effect, and dashed lines show radiative T (τ)-relations without this first-order convective
effect. The black thick lines show results for the 3D simulations, the thin grey lines show 1D atmospheres interpolated in the MARCS
(Gustafsson et al. 2008) grid. The solution to the grey atmosphere is shown with dotted lines. The horizontal dotted lines shows Teff .
The differences between the 1D MARCS models and the 3D simulations are shown around the T = Teff line with thin black lines (dashed
for the radiative T (τ)-relations), and exaggerated by a factor of 10. The atmospheric parameters and index in Table 1 are given in each
panel.
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ing the radiative T (τ )-relations, as calculated from Eqs. (10)
and (18). The 1D MARCS models are interpolated to the
same atmospheric parameters as the simulations. The cor-
responding 1D ATLAS9 models are very similar to the
MARCS models, with only minor differences below the pho-
tosphere due to different choices for the parameters of the
standard MLT formulation (Bo¨hm-Vitense 1958) of convec-
tion [see Ludwig et al. (1999, App. A) for a comparison of
the form factors of the various flavours of MLT].
The plots of Fig. 3 are ordered with Teff decreasing to
the right, and log g decreasing towards the top. This ordering
also means that the most efficient convection occurs in the
right-side plots, and the least efficient on the left side. Low
efficiency of convection means that it takes larger velocities
to transport the required flux, resulting in the turbulent
pressure contributing more to the hydrostatic equilibrium
(sub-photospheric maxima of the pturb/ptot-ratios of 27% for
our warmest dwarf, No. 26, vs. 3.9% for our coolest dwarf,
No. 36, of table 1), expanding the atmosphere (Trampedach
et al. 2013). It is also accompanied by larger temperature
fluctuations, not the least due to the large temperature sen-
sitivity of the opacity. The higher opacities in the warm
upflows mean that they stay adiabatic until (spatially) very
close to the photosphere. These are the bright granules. In
the cooler downflows, the photosphere lies much deeper with
the overturning plasma radiating away energy all the way.
The net effect is higher temperatures below the photosphere,
compared with a corresponding 1D model. This effect is also
known as convective back-warming (Trampedach 2003), and
expands the atmosphere by about as much as the turbulent
pressure (as higher temperatures cause larger pressure scale-
heights).
From Fig. 3 we clearly see the first-order effect of con-
vection (due to a non-constant radiative flux), as the differ-
ences between solid and dashed lines. This shows the onset
of convection and the sets of lines converge above the con-
vection zone.
The difference between the 1D atmospheres (dotted and
short dashed lines) and the grey atmospheres (solid grey
lines) in the photosphere and above, shows the effect of line-
blanketing. The line-absorption evidently affects the cooler
atmospheres the most, although they all show the signature
of strong lines, by having a temperature gradient even at
the uppermost point of the model.
The radiative T (τ )-relations of the simulations (dashed
lines) converge to the grey atmospheres (grey lines) with
depth, as expected. In the photosphere and above, the devi-
ations show the effects of lines and higher-order convective
effects. In this region the differences between the 1D models
and the 3D simulations mainly show the higher-order con-
vective effects. This comparison can be most cleanly carried
out with the ATLAS9 models since we have employed the
same line opacity data for our 3D simulations. The higher-
order convective effects are clearly significant and depend in
a non-trivial way on the atmospheric parameters.
5 THE SOLAR CASE
Simulation No. 30, presented in Table 1, is constructed to
correspond to the Sun. It has an effective temperature of
Figure 4. Comparison of the full τ -averaged temperature struc-
ture, 〈T 〉τ , from the solar simulation, with some often used solar
T (τ)-relations. a) The difference in Rosseland T (τ)-relations be-
tween the simulation and the semi-empirical model by Holweger
& Mu¨ller (1974, solid line), and an ATLAS9 atmosphere model
(Kurucz 1993; Castelli et al. 1997, dashed line). Here we also
show the difference between the two τ -scales (dot-dashed line) as
T (τRoss = x)−T (τ5000 = x), as well as comparisons with the aver-
aging methods of Fig. 1 in grey: dotted for case b) 〈T 〉L(〈τRoss〉L)
and dashed for case c) 〈T 〉L(τRoss(〈̺〉L, 〈T 〉L)). b) Differences, on
a τ5000-scale, between the simulation and an ATLAS9 model, and
four semi-empirical atmosphere models: The model by Holweger
& Mu¨ller (1974), the classical fit by Krishna Swamy (1966), the
HSRA model (Gingerich et al. 1971) and the average, quiet-Sun,
VAL model (Vernazza et al. 1981, see text).
Teff = 5774 ± 17K, and a (nominal) surface gravitational
acceleration of 27395.9 cm s−2.
We compare the resulting T (τ )-relations with various
1D models in Fig. 4, using both the optical depth τRoss
defined with the Rosseland mean opacity κRoss and the
monochromatic optical depth τ5000 corresponding to the
opacity at 5000 A˚. This plot compares the full T (τ )-relations
including convection, employing flavours of MLT in the 1D
theoretical models. Panel a) shows temperature differences
on the τRoss-scale and panel b) is for the τ5000-scale. The
vertically hatched area around the zero-line (in both pan-
els) shows the temporal RMS-scatter of the T (τ )-relation of
the simulation, indicating which differences are statistically
significant. Panel a) also shows the difference between the
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temperature measured on the two τ scales for the simulation
(dot-dashed curve), the sign of which means that we can see
deeper into the Sun at 5000 A˚ than on (a Rosseland) aver-
age, as a consequence of the fact that the Rosseland opacity
is larger than the 5000 A˚ opacity.
The past two decades of work on compiling and com-
puting line data for atoms and molecules has added a lot
of line opacity in the UV, which has increased the Rosse-
land opacity with respect to the 5000 A˚ opacity (Kurucz
1992b; Castelli & Kurucz 2003; Trampedach 1997; Gustafs-
son et al. 2008). This in turn has increased the difference
between τRoss and τ5000, which is clearly expressed in the
200K difference at τ ≃ 2
3
. This difference is twice as large as
the corresponding differences amongst modern atmosphere
models (cf. Fig. 4b), so it is no longer justified to assume
the two τ scales to be equal. For stellar structure calcula-
tions, it has been common practise to use a T -τ5000 relation
combined with a Rosseland opacity. With the current opac-
ities and today’s demand for accuracy, this no longer seems
a valid approximation and we recommend against using it.
The semi-empirical Holweger & Mu¨ller (1974) model
(solid line in Fig. 4) is given on both the 5000 A˚ and the
Rosseland τ -scales. We have used their original data and
have made no attempt to update the Rosseland scale with
modern opacities. Above the photosphere the Holweger &
Mu¨ller (1974) model is about 100K warmer than the simu-
lation, on both τ scales. For this model the T difference be-
tween the two τ scales is less than 60K, so in layers deeper
than τ ≃ 0.5 the behaviour in the two panels is dominated by
the (τRoss−τ5000) difference for the simulation. In the photo-
sphere the Holweger-Mu¨ller model is hotter than the simula-
tion by up to 300K on the τRoss-scale, but on the τ5000-scale
they are very similar. On both τ -scales the Holweger-Mu¨ller
model becomes increasingly cooler with depth, compared
with the 3D solar simulation, indicating a faster transition
to convective transport of the whole flux.
For the theoretical ATLAS9 atmosphere models (Ku-
rucz 1993), both monochromatic and Rosseland T (τ )-
relations are available, illustrated as the dashed line in both
panels of Fig. 4. The peculiar wiggles in these curves are
features from the ATLAS9 model. Using the “overshoot”-
option, later disfavoured by Castelli et al. (1997), these wig-
gles combine to a larger but smoother dip, compared with
the simulation. The rather close agreement in the radiative
part of the atmosphere is expected, since the same line opac-
ities were used, and since the convective fluctuations have
only a small effect on the averaged T (τ )-relation above the
convection zone (i.e., all averaging methods give the same
results, cf. Fig. 1). This is not necessarily the case for other
stars where there will be a different balance between the ex-
pansion cooling of the overshooting flows and the radiative
heating/cooling by spectral lines (see Sect. 6, Asplund et al.
1999; Collet et al. 2007)—a balance that does not exist in
1D models due to a lack of physical models of overshooting.
The two other semi-empirical atmosphere models pre-
sented in Fig. 4, the component averaged VAL model for
the quiet Sun (Vernazza et al. 1981) and the Harvard-
Smithsonian solar reference atmosphere (HSRA) (Gingerich
et al. 1971), differ significantly and essentially in the same
way from the simulation results. We used an average of the
VAL model over its six components, with quiet-Sun weights
as specified in their Table 7. This structure is close to the
often used C component, but is warmer by 2K around the
photosphere, rising to 27K at log τ5000 = −2.25. Most of
the differences between VAL-C and the average VAL model,
stay below the RMS-fluctuations of our solar simulation.
High in the atmosphere, the situation is a bit less clear.
This plot covers up to 0.5Mm above the photosphere, al-
though the simulation reaches up to 0.8Mm above. The so-
lar temperature minimum occurs around 0.5Mm before the
sudden rise to chromospheric temperatures at an average
height of about 2Mm. In the VALC model the temperature
minimum occurs at log τ5000 ≃ −3.5, but there is no sign
of temperature minima in any of our simulations. This is
not surprising, considering the lack of non-LTE effects or
magnetic fields in our simulations, and their implications in
chromospheric and coronal heating (e.g., Gudiksen & Nord-
lund 2005; van Ballegooijen et al. 2011).
The last T (τ )-relation presented in Fig. 4 is the one
by Krishna Swamy (1966, dotted line, only defined for τ =
0.02–10), which is still used as an upper boundary in some
stellar model codes (e.g., Straniero et al. 1997; Chaboyer
et al. 2001; Pietrinferni et al. 2004; Demarque et al. 2008).
It is interesting to note that the behaviour below the photo-
sphere is opposite that of the more modern T (τ )-relations.
At intermediate optical depths, from log τ ≃ −1 down
to 〈T 〉 = Teff , the agreement between the simulation and
both theoretical and semi-empirical atmospheres is rather
good, as expected. Differences are also smaller than the dif-
ference between the 5000 A˚ and the Rosseland T (τ )-relation
from the simulation.
The agreement with semi-empirical models in this re-
gion is encouraging, as convective fluctuations are smaller
here, damped by radiative losses. It is, however, not in it-
self a validation of the convection simulations. Such a val-
idation has to be performed much closer to the actual ob-
servations, in order to avoid all the theoretical biases that
go into, e.g., semi-empirical models. Semi-empirical atmo-
spheres have too often been assumed equivalent to observa-
tions, and we argue that the considerable differences between
the VAL, HSRA and Holweger-Mu¨ller models speak against
that practise. The actual limb darkening, spectral energy
distribution and line profiles are the benchmarks with which
all atmosphere models should be compared. Solar and stellar
3D simulations presented here perform very well against ob-
servational diagnostics, including detailed line profiles (As-
plund et al. 2000; Prieto et al. 2002), and the solar contin-
uum limb darkening (Pereira et al. 2008, 2013).
As convection becomes the dominant mode of energy
transport, the T (τ )-relations in Fig. 4 diverge, with the var-
ious theoretical 1D models, sharing the MLT formulation of
convection, all differing from the simulation in more or less
the same manner. The semi-empirical models do not account
for convection. Below 〈T 〉 = Teff , 3D effects become impor-
tant and the turbulent pressure contributes up to 14% of the
total pressure, rendering the simulation the better choice for
an atmosphere model.
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Figure 5. The dependence of the radiative Hopf function, q as
function of optical depth and atmospheric parameters, Teff and
log g. The location of the simulations are indicated with red as-
terisks, and the solar simulation is indicated by a red ⊙.
6 VARIATION WITH STELLAR
ATMOSPHERIC PARAMETERS
Having evaluated T (τ )-relations for our grid of simulations,
we can now proceed to give an overview of the behaviour
with atmospheric parameters, Teff and log g.
The q surfaces as function of stellar parameters, are
shown at three optical depths in Fig. 5. The edge towards
the reader is populated by main-sequence stars and the far
right corner, by red giants. The offset between the three
surfaces is the real difference between the Hopf functions at
the three τRoss-levels. The bottom level in the plot (highest
point included in the atmosphere) shows fairly little varia-
tion. At the mid-level, there is an increase of q towards the
cool dwarfs and a slow increase towards the giants. In the
optical deep part, q → q∞, is dominated by a broad bump at
medium-temperature dwarfs that extends towards the cool
giants, and an upturn on the main-sequence for both hot and
cool dwarfs. The location of the solar simulation is indicated
with ⊙ and lies near the maximum of the bump in q∞, which
means q changes little in the immediate neighbourhood of
the Sun.
In Fig. 6 we present the variation of q with stellar mass
on the zero-age main sequence (ZAMS). The atmospheric
parameters for the ZAMS were derived from the stellar evo-
lution models computed with the MESA-code (Paxton et al.
2011), using MLT α and initial helium abundance Y0 cali-
brated to the present Sun. The radiative Hopf functions were
interpolated linearly on the Thiessen triangles of the irreg-
ular grid. For comparison we also plot q derived from 1D
Figure 6. The change of the radiative Hopf function q with stel-
lar mass, on the zero-age main sequence. The mass is indicated
to the right, and each set of curves is offset by 0.2 with respect to
the next mass, with theM = 1.40M⊙ curve having no offset. The
solid lines show the simulations interpolated to the parameters of
the zero-age main sequence, and the dashed grey curves show the
corresponding 1D MARCS models (Gustafsson et al. 2008). The
dotted curves indicate the grey atmosphere, crossing their cor-
responding line-blanketed atmospheres between log τRoss = −2
and −1.5. The long-dashed curve shows the often applied Kr-
ishna Swamy (1966) relation, offset by the same amount as the
1.00M⊙ curves. The vertical dotted line indicates optical depth
unity.
MARCS atmospheres (grey dashed lines in Fig. 6), through
Eqs. (10) and (18). The simulations have a smooth transition
to the asymptotic value in the diffusion approximation, q∞,
contrary to the behaviour of the M > 0.8M⊙ 1D MARCS
models, which exhibit a deeper and rather abrupt transition
to q∞ and the medium-mass models also display a marked
plateau around the photosphere. We suspected second-order
effects from the onset of MLT convection, but this feature in
qrad(τ ) does not seem to be correlated with the Fconv/Ftot-
ratio of the models. The optically deep values, q∞, are lower
for the 3D simulations than their 1D counterparts for high
and low masses and opposite around 1M⊙. The 3D T (τ )-
relations above the photosphere are generally seen to have
a larger range of behaviour compared with those of the 1D
models; The 3D case is shallower in the high atmosphere
and steeper at intermediate τ . The low-mass simulations
converge to q∞ strikingly high in the atmosphere. This is
not caused by interpolation between the simulations, as the
parameters of the zero-age, 0.6M⊙ star are very close to
simulation No. 36 of Table 1, which displays a similar be-
haviour.
Figure 7 illustrates the gravity dependence of the T (τ )-
relations. Going to lower gravity, the T (τ )-relation gets
c© 2013 RAS, MNRAS 000, 1–18
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Figure 7. As Fig. 6, but showing the change of q with gravity, for
a fixed Teff = 5000K. This Teff is chosen for the grid of simula-
tions having the largest extent in gravity here. The offset between
each set of curves is 0.2, and the log g = 4.5 curves have no offset.
The Krishna Swamy (1966) atmosphere has no offset either.
steeper in the photosphere and shallower just above, devel-
oping a kink right in the photosphere of the lowest gravity
case. This feature is also not a result of the interpolation
between the simulations, since simulation No. 2 is very close
to the log g = 2.25 case plotted, and exhibits the same kink.
The qs from the 1D models are generally steeper in the high
atmosphere, and show very little overall variation with grav-
ity, compared with the 3D simulations.
The opacities in the ATLAS9 models and the 3D sim-
ulations are nearly identical, and Gustafsson et al. (2008)
found that the differences between MARCS and ATLAS9
models in this region amount to less than 20K throughout
the atmospheres, −5 6 log τ 6 2. This means that the differ-
ences we see here, between 1D atmospheres and 3D convec-
tion simulations, must be mainly due to the more realistic
treatment of convection in our simulations.
One of the major differences between hydrodynamic
simulations and the MLT formulation is the presence of
overshooting from the top of the convection zone and into
the stably stratified part of the atmosphere. As a result, we
see significant velocity fields throughout the atmospheres of
our simulations. As pointed out by Asplund et al. (1999),
the radiative heating and cooling therefore have competi-
tion from the expansion cooling of rising plasma, expand-
ing due to the large density gradient in the atmosphere.
The adiabatic stratification is typically more than 1000K
cooler than the radiative-equilibrium solution. A stratifica-
tion in-between these two extremes will therefore experience
radiative heating and expansion cooling, and obtain equilib-
rium at a lower temperature than the purely radiative at-
mosphere. This convective cooling from overshooting is one
of the higher-order convective effects visible in Figs. 6 and
7. And the process occurs outside the convection zone, in
a region where convection carries no flux — or rather, the
convective flux is less than a percent of the total and it
is negative. This effect is rather small for solar metallicity
stars, as the large opacity will establish an equilibrium close
to the radiative one. For metal-poor stars the effect can be
of order 103K (Asplund et al. 1999; Collet et al. 2007).
In Figs. 6 and 7 we also show the grey atmosphere (King
1956; Mihalas 1978) with dotted lines. It is obvious that the
grey approximation is insufficient in all cases.
7 CONCLUSION
We have confirmed that the use of T (τ )-relations is indeed
a good and consistent method for incorporating the effects
of full radiative transfer in stellar structure computations –
even in the non-grey case, as shown in Sect. 2. It is often
remarked that T (τ )-relation relations imply grey radiative
transfer since the are used with the grey Rosseland opacity.
That is only the case, however, when the grey Hopf func-
tion is used. When a generalized Hopf function is used, any
physical effects can be included in the atmosphere, and with
the T (τ )-relation and a Rosseland opacity the stratification
can be reconstituted without the need for detailed radia-
tive transfer. With our formulation the T (τ )-relations can
be based on any realistic atmosphere calculation, be it 1D,
3D or non-LTE, without the stellar structure code imple-
menting them needing any information about such compli-
cations. We also developed a more general formulation to
deal with T (τ )-relations in 3D, which reduces properly to
the simpler 1D case.
Based on that we proceeded to compute T (τ )-relations
for a number of 3D simulations of radiation-coupled convec-
tive stellar atmospheres, the results of which are displayed
in Sects. 4 and 5. Comparisons with 1D models reveal differ-
ences of the order of 100K in the shape of the T (τ )-relations
(see Fig. 3). In Figs. 6 and 7 the differences are put in the
context of stellar evolution, by displaying cuts in the HR dia-
gram. These differences are again significant and smooth but
not monotonic in atmospheric parameters, with the 3D sim-
ulations displaying a larger range of behaviours—especially
with varying gravity and fixed Teff . The warmer 1D MARCS
atmospheres show a curiously sharp transition to the con-
stant Hopf function of the diffusion approximation.
The simulations populate the Teff/g-plane densely
enough for interpolation between the simulations to be safe.
Routines for interpolating irregularly gridded data are pub-
licly available (Renka 1984) and makes for straightforward
implementation in stellar structure and evolution codes.
To separate, in stellar structure models, the effects of
convection from those of the radiative transition in the pho-
tosphere, and to avoid unnecessary systematic effects, we
recommend that the T (τ )-relations be reduced to radiative
equilibrium, as defined in Sect. 2, and that convection is
reintroduced into the interior structure model, as described
in Sect. 2.5.
As the precision and scope of modern observations of
stars steadily improve, and as we find ourselves in the age of
detailed asteroseismic inferences, higher demands are placed
on the modelling of stars. With improved understanding and
c© 2013 RAS, MNRAS 000, 1–18
16 R. Trampedach, et al.
Table 2. Sample of the on-line table of Hopf functions as functions of log τ (rows) and atmospheric parameters, Teff and log g (columns)
sim. no. 18 30 28 17 26 3 16 24 · · ·
Teff/[K] 6582.301 5774.501 4813.199 6137.301 6901.799 4301.201 5674.800 5926.601 · · ·
log g 3.966 4.438 4.500 4.040 4.292 2.420 3.943 4.295 · · ·
[Fe/H] 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 · · ·
MLT alpha 1.64810097 1.76738799 1.76003206 1.69658005 1.67718101 1.76493704 1.75717497 1.75384402 · · ·
sig alpha 0.02925100 0.03049900 0.02174600 0.02526400 0.03825700 0.02123500 0.03448400 0.02877900 · · ·
-4.50000000 0.37156389 0.38330216 0.36864682 0.38466947 0.36400630 0.39851932 0.38638091 0.38371588 · · ·
-4.41975307 0.37620499 0.38797457 0.37335618 0.38895423 0.36898350 0.40410561 0.39158757 0.38808286 · · ·
-4.33950615 0.38091088 0.39281506 0.37816540 0.39337589 0.37398517 0.40972824 0.39694869 0.39258415 · · ·
-4.25925922 0.38565236 0.39779905 0.38305531 0.39795361 0.37900728 0.41537387 0.40240468 0.39723357 · · ·
-4.17901230 0.39043554 0.40290439 0.38791891 0.40268837 0.38405111 0.42102208 0.40789370 0.40201536 · · ·
-4.09876537 0.39529022 0.40812081 0.39283812 0.40756858 0.38909873 0.42666348 0.41341677 0.40693703 · · ·
-4.01851845 0.40023393 0.41343065 0.39790501 0.41258876 0.39417138 0.43230324 0.41897563 0.41198729 · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
treatment of the interplay between radiation and convection
it will be possible to isolate other effects that so far have
been shrouded in the uncertainty of the atmospheric part of
stellar models. With improved outer boundary conditions,
combined with the mixing-length calibration in Paper II,
we can have more confidence in predictions about the depth
of convective envelopes. This, in turn, will allow the study
of other mixing processes, such as convective overshoot at
the base of the convection zone, rotational and gravity-wave
mixing, etc., and comparisons with observations of chemical
enrichment from dredge-ups and the destruction of volatile
elements such as Li and B.
Data Retrieval: A file with the q(τ ) data and Fortran 77
routines for reading and interpolating the data can be down-
loaded from: http://www.... A few entries from the on-line
file are shown in table 2. The data file contains both the ra-
diative Hopf functions, q(τRoss) and the calibrated mixing-
length parameter, α, as found in Paper II, as functions of
atmospheric parameters, Teff and log g. The URL also con-
tains the routines necessary for setting up and interpolat-
ing in the triangulation of the irregular grid of simulations
(Renka 1984). Finally, we also supply a simple user-level
function to include in stellar structure codes, which does
not require any knowledge of the data or the details of the
triangulation.
The OPINT opacity interpolation package can be down-
loaded from http://phys.au.dk/~hg62/OPINT, together
with the atmospheric opacities from our calculation, merged
with interior OP opacities (cf. Sect. 3.1).
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