A well-known strategy to characterize multiparticle entanglement utilizes the notion of stochastic local operations and classical communication (SLOCC), but characterizing the resulting entanglement classes is difficult. Given a multiparticle quantum state, we first show that Gilbert's algorithm can be adapted to prove separability or membership in a certain entanglement class. We then present two algorithms for convex optimization over SLOCC classes. The first algorithm uses a simple gradient approach, while the other one employs the accelerated projected-gradient method. For demonstration, the algorithms are applied to the likelihood-ratio test using experimental data on bound entanglement of a noisy four-photon Smolin state [Phys. Rev. Lett. 105, 130501 (2010)].
A well-known strategy to characterize multiparticle entanglement utilizes the notion of stochastic local operations and classical communication (SLOCC), but characterizing the resulting entanglement classes is difficult. Given a multiparticle quantum state, we first show that Gilbert's algorithm can be adapted to prove separability or membership in a certain entanglement class. We then present two algorithms for convex optimization over SLOCC classes. The first algorithm uses a simple gradient approach, while the other one employs the accelerated projected-gradient method. For demonstration, the algorithms are applied to the likelihood-ratio test using experimental data on bound entanglement of a noisy four-photon Smolin Introduction.-Entanglement is a fundamental phenomenon in quantum mechanics and is often considered to be a useful resource for tasks like quantum metrology or quantum cryptography. Consequently, the question of whether a given quantum state of two particles is entangled or separable is relevant for several fields in physics [1, 2] . So far, much effort has been devoted to devise methods to certify that a given state is entangled, prominent examples are Bell inequalities and entanglement witnesses [2, 3] . Contrary to that, methods to prove separability, or, equivalently, to disprove the presence of entanglement, are rare: For some instances explicit solutions are known [4] [5] [6] [7] , but in general one has to rely on numerical procedures with a restricted applicability [8] [9] [10] [11] . In order to analyze experiments, one often needs to quantify the extent to which the observed data can be explained by separable states, e.g., in a likelihood-ratio test [12] . In this case, one even needs to optimize over separable states and this is nearly impossible with current analysis tools. The analysis of separability becomes even more complicated in the multiparticle case, because then different classes of entanglement exist [13, 14] .
In this Letter, we present methods to analyze separability for multiparticle quantum states. First, we show that an adaption of the so-called Gilbert's algorithm [15] can be used to prove separability or membership in a certain entanglement class, and the resulting algorithm outperforms known methods significantly. Second, we demonstrate that a combination of this method with gradient methods can be used to perform optimization over separability classes, allowing, for instance, the computation of likelihood ratios. We demonstrate the practical usefulness of our approach with many examples and data from recent experiments.
Notions of entanglement.-A pure state |ψ of two particles is separable, if it is a product state |ψ = |a ⊗ |b , otherwise it is entangled. Concerning mixed states, a state is separable if it can be written as a convex combination of product states, that is
Here, the p i form a probability distribution, so they are positive and sum up to one. A state that is not separable is called entangled. While the entanglement of pure states is straightforward to characterize, the same question for mixed states is a hard problem [1, 2] . For more than two particles, different classes of entanglement exist. To give a first example, let us consider n > 2 particles and fix a number 2 ≤ k ≤ n. A pure state is then k-separable if it can be written as a tensor product of k local states,
where the |φ i are k states on subsets of the n parties. More specifically, the state are called biseparable for k = 2, triseparable for k = 3, and up to fully separable for k = n. A state that is not k-separable contains entanglement, for instance, it is genuinely multiparticle entangled if it is not biseparable. For mixed states, one can extend this definition as before via convex combinations. In this case, one also considers mixtures of k-separable states that are separable with respect to different partitions. It is known that the characterization of mixed separable states is N P hard, if the number of particles increases [16, 17] . To characterize multiparticle entanglement further, a popular strategy uses the notion of stochastic local operations and classical communication (SLOCC) [13, 14] . In mathematical terms, a SLOCC operation can be represented as A SLOCC = i A i , where A i is a matrix describing the local operation acting on the ith party. Under SLOCC operations, a pure state |φ can be mapped to another state |φ iff
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and |φ and |φ are called SLOCC equivalent if the local operations A i are invertible [13] . Remarkably, for three qubits this classification gives two inequivalent families of genuine multiparticle states, the Greenberger-HorneZeilinger class and the W class [13] . Again, one can define the corresponding convex sets for mixed states as in Eq. (1) [14] . We denote such a SLOCC entanglement class by C. Membership in SLOCC classes.-How can one determine whether a given quantum state is separable or belongs to any specific SLOCC entanglement class C? In principle the algorithm introduced in Refs. [10, 11] is applicable, but no convergence can be guaranteed, and the algorithm fails in general for rank-deficient states.
Recently, Brierley, Navascués, and Vértesi [18] presented a scheme for the problem of convex separation based on the so-called Gilbert's algorithm [15] . This scheme is shown to outperform existing linear programming methods for certain large scale problems in quantum information theory. For instance, nonlocality in bipartite scenarios can be certified with up to 42 measurement settings, new upper bounds are obtained for the visibility of certain states, as well as the steerability limit of Werner states. Basically, given any quantum state ρ, Gilbert's algorithm searches for a state ρ C ∈ C which approximates the minimal distance between ρ and the convex set C. We denote such an operation by applying Gilbert's algorithm as ρ C ≡ S(ρ) for later use, see also Appendix A [19] for detailed discussions about this algorithm.
In any case, Gilbert's algorithm searches for an approximation of a given state ρ within the convex set C. If a good approximation is found, this does not mean that the state ρ is within the set, as still it may be outside, but close to the boundary. Nevertheless, using some facts from the entanglement theory, we can modify the algorithm: Proposition 1. Gilbert's algorithm can be adapted to prove separability or membership in a certain SLOCC entanglement class C.
Proof. The proof relies on two facts about C: (i) convexity, and (ii) highly mixed states belong to C. If the state ρ to be checked can be written as a convex combination of the state found by Gilbert's algorithm and any state within the highly mixed region, then ρ ∈ C. See Appendix B [19] for the complete proof.
By making use of Proposition 1, we tested different types of entanglement for various multiparticle quantum systems in Appendix C [19] . It clearly shows that in most of the cases, Proposition 1 gives much better results compared to those obtained from previous known methods. Whereas, in the following, we use Gilbert's algorithm as a tool to ensure constraints.
Convex optimization.-Denote by F(ρ) a strictly concave (or convex) function defined over the quantum state space Q, such that F(ρ) has a single maximum (or minimum). Many functions in quantum information science meet this requirement, for instance the log-likelihood function, the von Neumann entropy, etc. The statistical operator ρ ∈ Q has to satisfy two constraints, namely, ρ ≥ 0 and tr(ρ) = 1 .
We also assume that F(ρ) is differentiable (except perhaps at a few isolated points) with gradient ∇F(ρ) ≡ G(ρ). The objective is to maximize F(ρ) over a specific SLOCC entanglement class C ⊆ Q, i.e., a convex subset of the state space. Explicitly, we have
subject to ρ ∈ C .
We denote the solution of this optimization by ρ C m . As mentioned, it is hard to test whether a given state belongs to a SLOCC entanglement class, which makes the optimization defined above even harder. For this problem, we offer two iterative schemes, where the constraint in Eq. (5b) is guaranteed by Gilbert's algorithm. Specifically, each iterative step involves two operations, namely one gradient operation (the update) followed by one Gilbert's operation (constraints enforced). For the gradient, we have two different approaches.
The direct-gradient (DG) scheme.-Let us first consider the case when C = Q, then the constraint in Eq. (5b) is identical to that of Eq. (4), which can be ensured if one writes ρ = A † A/tr(A † A). In the unconstrained A space, the small variation of F(ρ) is given by
to linear order in δA. If we choose δA = A G − tr(Gρ) with being positive, then δF(ρ) is always positive, hence walking upwards. Thus, by following the gradient, we have the update for ρ in the DG scheme as
with N being the normalization constant. Once the iteration is finished, the algorithm returns the optimal quantum state ρ m with the corresponding optimal function value F m = F( ρ m ) over the whole quantum state space. When C is strictly smaller than Q, the state after the update in Eq. (7) may easily be outside of C. Whenever this happens, we use Gilbert's algorithm to project ρ k back to C, i.e., ρ k → ρ C k = S(ρ k ). Note that we also assume ρ m / ∈ C, otherwise ρ C m ≡ ρ m then the optimization in Eq. (5) is solved. With all the ingredients at hand, the DG algorithm proceeds as follows:
The initial step-size can be chosen rather arbitrarily, which does not affect the final output too much. Though the DG algorithm is very simple and straightforward to use, it suffers two problems: slow convergence and low precision. These are due to the fact that the iterations in DG are actually performed in the unconstrained A space. When ρ is close to the boundary of the state space, it eventually becomes rank-deficient with at least one small eigenvalue. The highly-asymmetric spectrum would cause the gradient to be locally ill-defined [28] .
To avoid these problems the state-of-the-art optimization method is to walk directly in the ρ space.
The accelerated projected-gradient (APG) scheme.-The APG approach [29] [30] [31] is generally applicable in all kinds of constrained problems where the constrains are enforced by a projection operation [32] [33] [34] [35] [36] . In the current scenario, we have to make sure that the update for ρ at each iterative step stays in C all the time, for which we use Gilbert's algorithm. Rather different from common gradient approaches, update of the target ρ in APG is based on another state σ, such that each update gets some "momentum" from the previous step in order to find the optimal direction for update. The momentum is controlled by θ in the algorithm, which will be reset to 1 whenever it causes the current step to point too far from the DG direction. Upon convergence, ρ and σ will eventually merge to the same point. For more technical details about the APG algorithm, e.g., the 'Restart' and 'Accelerate' operations, we refer to Ref. [28] . Then the APG algorithm proceeds as follows:
Algorithm: APG Given > 0 and 0 < β < 1. Choose any ρ C 0 ∈ C, and F0 = F(ρ C 0 ); σ0 = ρ C 0 , and θ0 = 1.
The matlab codes for the DG and APG algorithms, with accompanying documentation and implementations, are available online [37] . To guarantee the validity of these two algorithms, we have the following theorem. Proof. We prove this theorem by assuming contradictions: the convexity properties of F(ρ) and C are not compatible with two different solutions. For the complete proof, see Appendix D [19] .
The likelihood-ratio test.-In real-world experiments, resources are limited, thus the data obtained are always finite. Drawing conclusions from a finite amount of data requires statistical reasoning. In Ref. [12] , a universal method for quantifying the weight of evidence for (or against) entanglement with finite data was introduced. However, being boiled down to an optimization over specific convex sets of entanglement classes, this method is generally not doable. Here, we show that this problem can be tackled by using our algorithms.
In a typical quantum tomographic scenario [38] , N independently and identically prepared copies of the quantum state ρ are measured by a positive operatorvalued measure (POVM) {Π k } K k=1 , with Π k ≥ 0 ∀k and
. . , n K } consist of a sequence of detector clicks, the probability of getting which is given by the likelihood function
where p k = tr(ρΠ k ) (Born rule) is the probability for outcome Π k , and f k = n k /N denotes the relative frequency.
Note that L(D|ρ) is not strictly concave, but the normalized log-likelihood
represents the weight of evidence in favor of entanglement. Hence, to demonstrate entanglement convincingly, a large value of λ is demanded. Moreover, for states lying close to the boundary of C, it has been shown in [12] that λ follows a semi-χ 2 1 distribution for large enough N . By having this, one can perform hypothesis testing to demonstrate entanglement, then construct confidence levels. Suppose we get ρ exp with the corresponding λ exp in an experiment, the p-value for the null hypothesis that ρ exp ∈ C is given by the probability Pr(λ > λ exp ) ≡ . Therefore, with the (1 − ) confidence level, the null hypothesis has to be rejected, indicating that the state is entangled.
The likelihood ratio defined in Eq. (9) involves two optimizations over two different convex sets. The maximization in the denominator is well known as the maximum-likelihood estimation [39] , for which various algorithms exist; while the maximization in the numerator fits exactly into our problem. Let us denote the solutions to these two maximizations by ρ m =: arg max all ρ F(ρ) and ρ C m =: arg max ρ∈C F(ρ) respectively, then Eq. (9) can be rewritten as
Four-qubit W state with white noise.-For the first application, let us consider the four-qubit W state, |W 4 = (|0001 + |0010 + |0100 + |1000 )/2 mixed with white noise,
By employing Proposition 1, we find ρ W4 (q) is biseparable for q ≤ 0.4555 and fully separable for q ≤ 0.09; see Table I in Appendix C [19] .
In the simulation, we choose the noise level q = 0.9, then employ the standard Pauli tomographic scheme where each qubit is measured in the basis of the three Pauli operators. Without the loss of generality, we set {f k = p k } such that the maximum-likelihood estimator is the true state. Hereafter, we calculate instead the normalized log-likelihood ratios, i.e., λ/N . Figure 1 shows the results for testing biseparability as well as full separability for this case. As expected, the λ/N value obtained for biseparability is much smaller than that for full separability, as the fully separable states consist of a strictly smaller subset of the biseparable region. Moreover, the APG algorithm usually has a better precision-resolvent capability than DG does. For more simulated examples, see Appendix E [19] .
Experimental bound entanglement.-The four-party 
Smolin state [40] is
where the subscripts label the parties and |Ψ µ are the two-qubit Bell states. By adding white noise, we have ρ S (q) = qρ S + (1 − q)1 1/16, which is fully separable for q ≤ 1/3, and bound entangled for q > 1/3 [41] . In Ref. [42] , a family of noisy four-photon Smolin states was generated by spontaneous parametric down-conversion. By varying the noise level, bound entanglement was successfully demonstrated for q = 0.51. Here, we re-analyze their experimental data using the likelihood-ratio test.
To demonstrate bound entanglement, one has to show that the state has a positive partial transpose (PPT) [43] , but is nevertheless entangled. For this, optimizations over two different convex sets, namely, sets of the fully separable states as well as the PPT states, have to be performed; see the results in Fig. 2 . At noise level q = 0.51, we get λ ≈ 2.42 × 10 3 with the p-value ≈ 0 for the null hypothesis that the state is separable. Thus, the null hypothesis has to be rejected, so the state is indeed entangled. Meanwhile, we get λ ≈ 1.94 × 10 −6 for the optimization over PPT states, indicating strongly that the state is PPT [44] . Therefore, the state at noise level q = 0.51 is both entangled and PPT, thus bound entangled. Similarly, one can conclude from the λ values that the state at noise level q = 0 is separable, while the state at q = 1 is genuinely entangled.
In Appendix F [19] , we use simulated data to perform the likelihood-ratio test for various noise levels. By doing so, we identify the parameter range q ∼ [0.35, 0.8] (containing q = 0.51 from the real experiment), which is most likely to show bound entanglement.
Conclusions.-The characterization of multiparticle entanglement is generally hard. In this work, we show that Gilbert's algorithm can be adapted to prove a given quantum state is either separable or belongs to a SLOCC entanglement class, with the thresholds thus obtained being much better than those reported by previous known methods. Furthermore, with the help of Gilbert's algorithm, two reliable schemes are presented for the convex optimization over any defined SLOCC entanglement classes. For demonstration, we re-analyzed the experimental data on bound entanglement of the noisy fourphoton Smolin states using the likelihood-ratio test. As such, we expect that our methods would become a reliable tool for experimentalists to test the entanglement property of their quantum systems with confidence.
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APPENDIX A: GILBERT'S ALGORITHM
The scheme presented in Ref. [18] is based on Gilbert's algorithm for quadratic minimization [15] . Here, we discuss this scheme using the language in the present context, where we extend it to be applicable for any defined SLOCC entanglement classes. For more technical details about Gilbert's algorithm we refer the reader to Refs. [15, 18] .
The optimization problem that Ref. [18] solves is the so-called Weak minimum Distance (WDIST): Given any quantum state ρ, Gilbert's algorithm searches for a state ρ C ∈ C, such that
where dist(C, ρ) denotes the minimal distance between ρ and the convex set C in Hilbert-Schmidt (HS) norm, and δ is a pre-defined tolerance. Specifically, Gilbert's algorithm with memory m proceeds as follows:
Algorithm: Gilbert with memory
Choose any ρ Figure 3 shows a geometrical description of Gilbert's algorithm when the memory m = 1. More memory is better for convergence, but would cost more time for each iteration. To balance the trade-off, in practice we usually set m = 50. For the maximization in step 1, we adopt a heuristic oracle as that used in Refs. [10, 11] . First, instead of considering the whole convex set C, it is sufficient to optimizate over pure states only, such that
where |Φ ∝ A SLOCC |Φ 0 with arbitrary initial |Φ 0 ∈ C. Then, one can perform this optimization iteratively, where in each step n − 1 of the single-particle transformations A i are fixed, while the remaining one can be determined analytically [10, 11] . Note that a certified optimal solution is not needed in this step as long as the returned σ k stays in C. The block matrix A contains m entries, whereas extra ones (those earliest added) should be erased. The minimization in step 2 is equivalent to projecting ρ onto the line l = σ k − ρ C k , which is a simple linear constraint problem thus can be solved easily. Since the projected ρ C k+1 is a convex combination of two states within C, the update in Gilbert's algorithm is guaranteed to stay in C. After a finite number of iterations, the good approximation ρ C ∈ C, satisfying the inequality in Eq. (12) is returned.
APPENDIX B: PROOF OF PROPOSITION 1
As mentioned in the main text, Gilbert's algorithm cannot be used directly to certify separability nor prove whether a given quantum state belongs to a SLOCC entanglement class or not. Let us look at Eq. (12) in the WDIST definition. Suppose ρ ∈ C, we would have dist(C, ρ) = 0, then ||ρ − ρ C || ≤ δ. Thus, if ||ρ − ρ C || > δ, one can conclude that ρ / ∈ C. However, ambiguity may happen if ρ / ∈ C, but lies very close to the boundary of C (namely when dist(C, ρ) < δ), then the result may be interpreted in the wrong way.
To prove Proposition 1, we need one fact about the convex set C, that is, highly mixed states belong to C. This, of course, depends on the structure of C. For example, consider bipartite d 1 ×d 2 systems and let C denote the set of separable states, it has been shown that if
then ρ is separable, i.e., ρ ∈ C [20] . In terms of the HS norm, we have a finite region surrounding the completely mixed state 1 all the states contained are separable; see Fig. 4 . Similar results have been obtained for other SLOCC entanglement classes [10] . Given any multiparticle quantum state ρ, Proposition 1 says that Gilbert's algorithm can be adapted to prove ρ is either separable or belongs to a SLOCC class C. Firstly, choose a small real positive value , and construct the following state
Next, we run Gilbert's algorithm to find the closest state ρ C ∈ C with respect to ρ t ; see Fig. 4 . We can connect ρ C and ρ then extrapolate to ρ x , where ρ x is defined by the condition that the two lines indicated by r t and δ are parallel. From a geometrical perspective, we have
Thus, if r t ≤ r, then ρ x is in C, and so we certify that ρ is separable or ρ ∈ C since it is the convex combination of two states within C. Finally, if r t > r, one can try to repeat the process by varying , e.g., decreasing it until < δ, i.e., the numerical tolerance that we set for Gilbert's algorithm.
APPENDIX C: APPLICATIONS OF PROPOSITION 1
In this section, we make use of Proposition 1 to test different types of entanglement for various multiparticle quantum states. Separability test for the Horodecki 3 × 3 bound entangled states mixed with white noise. "SEP" denotes the algorithm introduced in Ref. [11] , and "OBS1" represents the entanglement criterion reported in Ref. [22] . As can be seen, the values found by Proposition 1 ("Prop1") are significantly improved over those by "SEP", and tend to reach the bound by "OBS1". Note that the optimized values by "SEP" (denoted by"SEP-Opt") are still worse than the values obtained by Proposition 1.
For the first example, consider the family of 3×3 bound entangled states introduced by P. Horodecki [21] , 
(17) These states are not detected by the PPT criterion and are not distillable, but they are nevertheless entangled for any 0 < a < 1. Consider the mixture of these states with white noise, i.e., ρ(q) = qρ a PH + (1 − q)1 1/9, we then ask for the maximal value of q such that ρ(q) remains separable; see the result in Fig. 5 . Compared with the result obtained by the algorithm in Ref. [11] ("SEP"), we get a significant improvement. Even though the values by "SEP" can be improved with an optimized algorithm, 1 they are still worse than the values by Proposition 1. Moreover, the upper bound for entanglement reported in Ref. [22] ("OBS1") is very close to the values found by Proposition 1. 
contains the values reported by the algorithm in Ref. [11] , and the last column ("Prop1") denotes the corresponding values obtained by Proposition 1. As can be seen, most of the values are improved by Proposition 1, but few are not. We also mark out the values being improved significantly by Proposition 1 with an "↑".
In Table I , more examples are presented. Note that this table is extracted from Ref. [11] for comparison. As we can see, most of the threshold values are improved by Proposition 1, but few are not. Recently in [27] , by using machine learning techniques, the threshold for state ρ UPB is reported to be 0.8649. However, a huge number of random extreme points within the separable region is needed by the method in Ref. [27] , which is only useful for the particular state tested.
APPENDIX D: PROOF OF THEOREM 1
We first prove Theorem 1 for the DG algorithm, for which the following two statements are needed; see Fig. 6 . Statement 1. There can only be one quantum state ρ * , such that S •G(ρ * ) = ρ * in the DG algorithm.
Proof. Consider the case that G(ρ * ) = ρ * for a fixed point ρ * , otherwise it is trivial because we are already at the optimum. Let have G(ρ * ) − ρ * | l ≤ 0 and G(ρ) −ρ| l ≥ 0, otherwise the two balls would contain more states in C.
Parametrize the line l with some parameter t ∈ [0, 1], and look at the function F(ρ) on this line with respect to t. We then have ∂ t F(ρ)| t=0 ≤ 0 and ∂ t F(ρ)| t=1 ≥ 0, which implies that F(ρ) ≡ Const due to concavity. However, this contradicts the fact that F(ρ) is strictly convex. Thus, Statement 1 is true.
Statement 2. If ρ
* maximizes the function F(ρ) over C, then ρ * is a fixed point.
Proof. The statement is clear if ρ * is contained inside C. So let us assume that the statement is not true and consider ρ 1 = S •G(ρ * ) as the next potential update. As ρ * lies on the boundary of C, we have that all the states on the line l = ρ 1 − ρ * belong to C because of convexity. Moreover, since ρ 1 lies within the ball B [G(ρ * )], we have the overlapping l|G(ρ * ) − ρ * > 0 which indicates that the function value can still be increased. As a result, there must exist a state ρ on the line l such that F(ρ) > F(ρ * ). This contradicts the assumption that ρ * is the maximum of F(ρ). Thus, Statement 2 is true.
As a consequence of the above two statements, if a fixed point ρ C m is found by the DG algorithm, then this is the solution to the optimization problem in Theorem 1. Thus, Theorem 1 for the DG algorithm is proved. For the APG algorithm, however, the update of our target ρ is based on another state σ. Thus, Statement 1 has to be modified as the following: Proof. By first applying Statement 1, there is only one state σ * , such that S •G(σ * ) = σ * . Such a situation in the APG algorithm would trigger the operation 'Restart' to reset σ * ≡ ρ * . Then by using Statement 1 once again, we have only one state ρ
Therefore, by combing Statements 2 and 3, Theorem 1 for the APG algorithm is also proved. 
APPENDIX E: MORE SIMULATED EXAMPLES
Random two-qubit pure state with white noise Consider a randomly generated two-qubit pure state |φ mixed with white noise, ρ(q) = q|φ φ| + 1 − q 4 1 1 .
In the simulation, we set the noise level q = 0.9, then apply the Pauli scheme. Figure 7 shows the normalized log-likelihood ratios λ/N at each iterative step by the two algorithms. As can be seen, the APG algorithm reports better solution than DG does. For comparison, we randomly generated one million two-qubit quantum states, then calculated the minimal λ/N value with the help of PPT. We find that this value (∼ 0.1305) is much worse than the values obtained by our algorithms.
Bound entangled state
In this example, we consider one of the Horodecki 3 × 3 bound entangled states ρ a PH (see Appendix C and Ref. [21] ), e.g., a = 0.3. For each qutrit, we use the symmetric informationally complete (SIC) POVM in d = 3, thus the overall POVM has nine outcomes. The results are shown in Fig. 8 . This example clearly demonstrates that the APG algorithm is capable of resolving the accuracy problem very easily; while the DG algorithm in this case is hard to proceed.
APPENDIX F: SIMULATED EXPERIMENTS FOR NOISY SMOLIN STATES
Using the noisy Smolin states with various noise levels q, we perform simulated tomography experiments. The settings used in the simulation are exactly the same as those in Ref. [42] , and the number of copies of the true states used is around 4 million. With the data obtained, we then perform the likelihood-ratio test; see the result shown in Fig. 9 . By doing so, we identify the parameter range q ∼ [0.35, 0.8], which contains the most-likely candidate states that are expected to show bound entanglement. For the real experiment in Ref. [42] that demonstrated bound entanglement, the noise level q = 0.51 is certainly within this range. As such, our method provides a reliable guidance for the experimentalists to choose the best candidate states for their future experiments.
