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Abstract
We create a simple test for distinguishing between sets of primes and random num-
bers using just the sum-of-digits function.
We find that the sum-of-the-digits of prime numbers does not have an equal proba-
bility of being odd or even. The authors know of no reason why prime numbers should
bias themselves towards a particular parity in their sums of digits, but our empirical
tests show a very strong bias; strong enough that we are able to devise a test to reliably
differentiate between collections of prime numbers versus random numbers by looking
only at their sums of digits. We are also able to create similar tests for products of
primes. We are even able to test “tainted” sets with mixtures of primes and random
numbers: as the percentage of (randomly chosen) prime numbers in a set of random
numbers is varied, we get a reliable, linear change in our parity measure.
For example, when we add up the digits of prime numbers in base 10, their sum is
significantly more likely to be odd than even. This effect persists across base changes,
although which parity is more common might change. Note that the last digit being
odd in base 10 simply reverses the parity. We have tested this for the first fifty million
primes – not primes up to 50,000,000, but the first 50,000,000 prime numbers – and
have found that this effect persists, and does so in a predictable manner. The effect is
quite significant; for 50,000,000 primes in base 10, the number of primes which have an
odd sum-of-digits is about an order of magnitude farther away from the mean than
expected.
We have run multiple tests to try and understand the source of this bias, includ-
ing investigating primes modulo random numbers and adjusting for Chebyshev’s bias.
None of these tests yielded any satisfactory explanation for this phenomenon.
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1 Introduction
Conventional wisdom says that prime numbers should look superficially “random-ish” –
unless one actually checks for primality, there should not be any easy way to differentiate
between a collection of random numbers and a collection of primes. There are some basic
tests, like the fact that prime numbers (other than 2) are odd, or more complicated ones, such
as the Lucas–Lehmer primality test for Mersenne numbers, or the AKS test [1]. However, we
understand why these tests work, i.e., which underlying properties of primes are exploited
for these tests.
In this paper, we explore a function which should not have anything to do with primality:
the parity of the sum-of-digits. The authors know of no reason why prime numbers
should bias themselves towards a particular parity in their sums of digits, but our empirical
tests show a very strong bias; strong enough that we are able to devise a test to reliably
differentiate between collections of prime numbers versus random numbers by looking only
at their sums of digits.
Our test involves no computation beyond addition, yet is capable of acting as a very
strong judge, differentiating between groups of primes and random integers, even if the last
digit of each number is removed. For a set of positive integers, S, we can test how likely
they are to be a set of primes (versus random numbers)1 simply by summing up the digits
of each element in S. We denote the set of the “sums of digits” of the elements in S as
D. If the elements of S were random integers, we would expect that approximately half the
values in D would be even and half would be odd. Conventional wisdom suggests that this
should also be true if S were a set of (randomly chosen) primes.
There are some papers which perform theoretical analyses on the subject [2, 3], and
reach the conclusion that the sums of digits of prime numbers should be balanced between
odd and even paritites. When we compute the parity of the sum-of-digits for a set of
random numbers, we find that the results are within a few standard deviations from the
mean. In fact, they are within one standard deviation almost all of the time. However, in
the case of prime numbers, this does not hold true – the results are significantly farther
from the mean than expected.
When we first looked at this, our suspicion was that we were just looking at some sort of
statistical artifact – a quirk that would be smoothed out once we considered larger samples.
As we found out, this is not the case. In fact, the effect increases at a predictable
rate. In the first 50,000,000 prime numbers, we find 25,032,384 primes with an odd sum-
of-digits. This implies that there are 32384 more primes with an odd sum-of-digits than
we would expect. In our first round of analysis, we compared this with random numbers. We
assumed (and confirmed, empirically) that random numbers have a sum of digits which has
a 50% chance of being odd or even. We expected this to behave like a binomial distribution
with p = 0.5 and n = 5 × 107. For this setting, we expected the set of numbers to have a
mean of np = 2.5× 107 and a standard deviation of √np(1− p) = 3535.53.
This suggests that prime numbers do not behave like random numbers with respect to
this metric. Thus, our assumption that “primes superficially look like random numbers”
1We look at “tainted” sets of random numbers mixed with varying percentages of primes in section 5.
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was incorrect. In the next sections of this paper, we outline some more detailed tests we
ran to compare prime numbers and random numbers with respect to our metric.
• Section 2 discusses how we compare sets of primes and random numbers, as well as
expected values, our null hypothesis, and the likeliness of our empirical results.
• Section 3 describes our algorithm for differentiating between sets of primes and random
numbers, finds a simple quadratic curve that can predict the z-scores of sum-of-digits-
parity for sets of primes of various sizes (which means we can predict the deviation
from the mean for other sample sizes), and calculates our probability of success for
various sample sizes.
• Section 4 looks at products of two primes and finds that we can still differentiate
between these and products of random numbers, even if the random numbers are
artificially biased to mimic primes.
• Section 5 lists our observations for sets of random number “tainted” with varying
amounts of primes and observes a linear change in our metric as we vary the percentage
of primes. This further solidifies our previous hypothesis that this is a predictable effect
specific to primes.
• Section 6 discusses a number of other tests we performed, such as adjusting for Cheby-
shev’s bias, to see if our sum-of-digits effect was simply a symptom produced by one
of these known biases. We did not find any satisfactory explanation.
• Section 7 concludes and discusses future directions.
2 Primes Parity Testing
In this section, we shall describe our process of comparing sets of primes and random
numbers, and note the (significant) disparities we observe.
First, we choose sample sets of prime numbers (uniformly at random from the first 50
million primes), with sample sizes varying from 100,000 to 5,000,000. We then test the
hypothesis that these prime numbers behave the same way as random numbers: If our
hypothesis is true, then we would expect approximately half of the sample size to have an
even sum-of-digits.
For a given trial, we draw a sample of size s from the first 50,000,000 prime numbers. We
can define a random variable Xi as the number of samples that have an even sum-of-digits
in trial i. If our hypothesis is true, then, Xi is a binomial random variable, with expectation
and variance as defined below:
E[Xi] =
s
2
,
V ar[Xi] =
s
4
.
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To reduce the variance, for a fixed sample size, we ran t trials. Thus, we can define the
variable X as the average value of Xi over all t trials. In particular, X has expectation and
variance of
E[X] =
s
2
,
V ar[X] =
s
4t
.
In our experiments, we chose t = 1000. As a baseline for our results, we also sampled
random numbers. In particular, for a fixed sample size s, we sampled uniformly at random
from odd numbers in the range [3, m], where m is the value of our largest prime number.
This ensured that we were sampling numbers from approximately the same range. Our
results are summarized in Table 1.
Sample Size Average Number of
Samples with Even
Parities in Primes
Average Number of
Samples with Even
Parities in Random
Numbers
100,000 49,936 49,995
200,000 99,871 99,997
300,000 149,803 149,998
400,000 199,731 199,990
500,000 249,666 249,989
600,000 299,617 300,005
700,000 349,566 349,983
800,000 399,476 400,012
900,000 449,415 450,006
1,000,000 499,320 499,991
2,000,000 998,707 1,000,024
3,000,000 1.498,073 1,499,951
4,000,000 1,997,360 1,999,966
5,000,000 2,496,799 2,499,976
Table 1: X over 1,000 trials, for varying sample sizes when drawn from the prime numbers
distribution and when drawn from the random numbers distribution.
We can normalize these results by subtracting the mean and dividing by the standard
deviations. We take the absolute value of this quantity to get the average number of standard
deviations that the empirical data varies from the mean. These results are summarized in
Table 2.
As we can see from the data above, for random numbers, the Z-score for X stays low, as
expected. For prime numbers, however, even at a relatively small sample size, like 100,000
numbers, there is a significant deviation from the expected value.
We can apply Chebyshev’s bound using the Z-scores for the primes to calculate the
probability that we will see this deviation, assuming that our null hypothesis holds. These
results are summarized in Table 3.
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Sample Size Z-Score of X for Primes Z-Score of X for Random
Numbers
100,000 12.80 1.10
200,000 18.24 0.42
300,000 22.79 0.20
400,000 26.86 1.04
500,000 29.85 0.96
600,000 31.24 0.44
700,000 32.80 1.31
800,000 37.07 0.86
900,000 38.99 0.43
1,000,000 43.03 0.56
2,000,000 57.83 1.07
3,000,000 70.36 1.78
4,000,000 83.49 1.07
5,000,000 90.53 0.69
Table 2: The number of standard deviations from the mean for X when drawn from the
prime numbers distribution and when drawn from the random numbers distribution, over
1,000 trials.
Sample Size Max Probability of
Drawing Empirical Data
100,000 6.1× 10−3
200,000 3.0× 10−3
300,000 1.9× 10−3
400,000 1.4× 10−3
500,000 1.1× 10−3
600,000 1.0× 10−3
700,000 9.3× 10−4
800,000 7.3× 10−4
900,000 6.6× 10−4
1,000,000 5.4× 10−4
2,000,000 3.0× 10−4
3,000,000 2.0× 10−4
4,000,000 1.4× 10−4
5,000,000 1.2× 10−4
Table 3: Chebyshev’s bound on drawing the empirical values of X from the prime number
distribution, for varying sample sizes over 1,000 trials, assuming that our null hypothesis
holds.
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As shown from the above results, the probability of generating our empirical data as-
suming our null hypothesis holds is quite low. Thus, we can choose a significance level of
0.01 and reject our null hypothesis that prime numbers and random numbers follow the
same distribution, when looking at the criteria of the parity of the sum-of-digits.
3 Testing for Sets of Prime Numbers
In the previous section, we showed that sets of prime numbers and random numbers behave
differently when it comes to the sum-of-digits metric. In this section, we shall exploit
this difference in behavior to build a simple algorithm that we can use to distinguish be-
tween sets of prime numbers and sets of random numbers. We note that our algorithm is
simpler than previous testing algorithms, like tests based on prime density. Moreover, it’s
easily generalizable, since it doesn’t rely on the range of the prime numbers produced. For
simplicity, we will focus on the case of distinguishing between a set of random odd numbers
and a set of prime numbers.
To design our algorithm, we first plot the Z-score for X, with respect to sample size for
prime numbers and random numbers, as seen in Figure 1.
Figure 1: Z-scores for primes and random numbers, with varying sample sizes.
As we can see in Figure 1, the Z-score for random numbers is approximately constant,
with respect to sample size. However, the Z-score for prime numbers increases with our
sample size dramatically. In fact, we note that the Z-scores increase with the sample size at
a predictable rate.
To analyze this, as seen in Figure 2, we tried to fit a quadratic model to our data. The
model
4.49t2 − 101.62t + 589.13
with t = lnx proved to be the model of best fit, with a sum-of-squares deviation of 23.33.
We note that curve fitting with ln(x) provided a significantly better fit than curve fitting
6
Figure 2: Z-scores of primes with varying sample sizes and quadratic model fit. We note
that the sample sizes here are on a logarithmic scale.
with x. We suspect this is partially because the coefficients were so small (on the order of
10−12 for the second order term); this may have resulted in numerical issues.
The z-scores for random numbers are linear, with no dependence on the sample size, and
never more than 2 standard deviations away from expectation. This suggests that Z-scores
could be a useful distinguisher between sets of randomly drawn prime numbers and random
numbers.
Formally, let’s assume we have a source G which can produce samples from some distri-
bution E. We would like to determine whether E is the distribution of prime numbers or
the distribution of random numbers. To do this, we first define a simple helper function, as
described in Algorithm 1.
Data: A set S of numbers, which are either prime or random
Result: The number of cases with even parity
num even = 0;
for number in S do
Calculate the parity of the sum of digits p;
if p is even then
num even ++;
end
end
return num even
Algorithm 1: Simple helper function which computes the number of numbers in S with
an even sum-of-digits.
This helper function, for a given set of integers S, simply computes the number of
elements in S with an even sum-of-digits, which we can use in our testing algorithm.
Thus, we can design the following testing algorithm, described in Algorithm 2.
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Data: A source G which produces samples from either the prime number
distribution or a random number distribution.
Result: “Yes” if G is sampling from the prime number distribution, with high
probability.
sample size = 105;
for trial in 1 . . . 1000 do
Draw a sample s of size sample size from G;
Run Algorithm 1 on s and let pt be the result;
end
Compute the average value of pt, pavg over the trials;
expavg =
sample size
2. ;
stdavg =
√
sample size
4∗1000 ;
zavg =
|pavg−expavg|
stdavg
;
if zavg > 5 then
Return “Yes”;
end
Return “No”;
Algorithm 2: Simple testing algorithm, which differentiates between primes and random
numbers, using the parity of the sums of digits.
For simplicity, we chose fixed sample sizes of 100,000, 1,000 trials, and a threshold of 5
standard deviations. These can vary, based on G.
We can analyze the behavior of our algorithm for these settings. In particular, we assume
that G samples uniformly at random from either the prime distribution or the random
number distribution. We analyze the behavior of G, assuming that it samples uniformly
at random from the first 50 million primes, if sampling from the prime distribution. Based
on our earlier results, we expect our algorithms behavior to improve when sampling from a
larger range.
For any given draw from the prime number distribution, we know that we draw a prime
with an even sum-of-digits with probability 2496761650×106 , or q = 0.49935232. For zavg to be
greater than 5, we require:
|pavg − sample size2 |
stdavg
> 5.
For simplicity, since q < 0.5, we only analyze the case where zavg is at least 5 standard
deviations below the mean. This implies that for zavg to be greater than 5, the following
must hold:
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sample size
2 − pavg
stdavg
> 5
sample size
2 − pavg√
sample size
4000
> 5
sample size
2
− pavg > 5
√
sample size
4000
pavg <
sample size
2
− 5
√
sample size
4000
.
For pavg to satisfy our bound, we know that the sum of pt must satisfy
1000∑
t=1
pt < 1000(
sample size
2
− 5
√
sample size
4000
).
However, the sum of pt is simply a binomial random variable (when E is the distribution
of the first 5 × 107 primes), with a success probability of p = 0.49935232 and n = 1000 ∗
sample size. Thus, we can calculate the binomial cumulative distribution function.
With our settings of sample size = 105 and t = 1000, 5 standard deviations below the
expected value becomes (49975 × 103). We want to compute the binomial CDF of getting
less than (49975×103) numbers with an even sum-of-digits, in 108 trials, where each trial
has a success probability of q. This happens with high probability - about (1−1.89×10−16)
of the time, the sum of pt will be lower than 5 standard deviations below the expected
value. Thus, when the input is prime, our algorithm returns “Yes” with high probability.
When the input is a set of random numbers, our algorithm will return incorrectly if and only
if they deviate from the mean by 5 standard deviations. Again, for our suggested values,
this happens with probability 2.87× 10−7. Thus, with high probability, our algorithm can
distinguish between prime numbers and random numbers, given enough2 samples.
4 Prime Product Testing
Given our observations with prime numbers, we decided to look at what happened with
products of primes. That is, we wanted to see if there were any patterns in numbers of the
form pq where p and q were both prime numbers.
From our previous trials, we know that a set of randomly chosen odd numbers behaves
like a binomial random variable, with expected value n/2 and standard deviation
√
n/4.
We also know that a set of randomly chosen prime numbers does not behave this way.
2Just how many samples are “enough” is an area for future work. We have been able to reliably judge
sample sizes in the thousands, but perhaps there are better scoring mechanisms than Z-scores.
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We ran a similar testing framework to investigate how the product of two prime numbers
behaved. If it behaves like a random number, then, for any given sample size, s, for any
given trial, we expect the parity to be distributed like a binomial random variable Xi, which
has E[Xi] = s2 and V ar[Xi] =
s
4 . Thus, we can look at the average Xi value, over 100 trials,
which we denote as the random variable X.
If the products behave like random numbers, then
E[X] =
s
2
V ar[X] =
s
4× 100
Thus, from here, we can calculate statistics about the prime products, using the empirical
samples. Our normalized Z-scores for prime products, for varying sample sizes are plotted
in Figure 3.
Figure 3: Z-scores for prime products, with varying sample sizes. Note that the sample size
is plotted on a logarithmic scale.
We can see that, like prime numbers, the distribution of prime products doesn’t follow
the same distribution as random numbers. The major observations we made were that the
Z-scores we computed for the products were often above 1 standard deviation. While this
isn’t as strong a result as we showed for prime numbers, this implies that we can design
a simple distinguishing algorithm which distinguishes between prime numbers and random
numbers with a success probability significantly greater than 50%.
Moreover, we note that the Z-scores for prime products are also dependent on sample
size. This implies that if we test with larger sample sizes - for instance, if G could produce
infinitely many samples - we could use this metric to distinguish between prime products
and random numbers, as well.
We hypothesized that, perhaps, the difference in parities in primes was causing the
difference in parities in their products. I.e., perhaps what we were seeing is what always
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happens when you look at a set of products of two numbers where the two numbers were
drawn from an already-biased source. In that case, what we were observing for prime-
products would be merely a symptom of the bias in the primes and not something deeper.
To test this, we artificially created sets of random numbers with varying levels of parity
bias. That is, we choose a sampling rate r, where r ranged from 0.5 to 1.0, with a fixed
sample size of s = 400, 000. For each trial, we generated 3s random numbers, which we
separated into two different lists seven and sodd, where the former contained just elements
with a sum of digits with even parity and the latter contained the rest. We chose rs numbers
from seven and the remaining (1 − r)s numbers from sodd. Thus, like prime numbers, our
samples were biased in the parity of their sum of digits. From here, we randomly sampled
2 numbers from our biased list, and calculated the product s times, for a single trial. We
ran 100 trials, for each sampling rate r and computed the average Z-scores. Our results are
plotted in Figure 4. We note that the Z-scores are represented in absolute-value form; we
also note that, in all cases, our random products are slightly more likely to have an even
sum of digits parity.
Figure 4: Z-scores for biased random numbers, with varying bias rates and s = 400, 000.
These results for random products vary significantly from the results we found for the
prime products. In particular, we still see some variation from the expected value, with
relatively high z-scores, however, the z-scores are constant, with respect to the sampling
rate, rather than increasing. Notably, even the random products with r = 0.5 show high
z-scores. We hypothesize that this may be due to the fact that all the products are “more
composite” by construction. Since the primes are biased towards having an odd sum of
digits parity, the random products are biased towards having an even sum of digits parity.
This suggests that increasing the bias in the parity of the component random numbers
does not increase the bias in the parity of the products. Thus, we can conclude that the bias
in the primes is not the cause of the bias in the prime products; rather, the bias in the
prime products is due to some intrinsic property of prime numbers.
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5 Prime and Random Mixed Testing
The final set of tests that we explored for distinguishing between prime numbers and ran-
dom numbers is to test whether we could use the Z-score as a metric to approximate the
percentage of primes that were in a set S.
To do this, we first generated a random sample of size S. Then, we replaced the last x%
of our sample, with a randomly chosen set of primes, sampled uniformly at random from
the first 50 million primes. We note that, in these tests, the originally randomly generated
sample included both even and odd numbers. From here, we calculated the Z-score for the
our combined list. For simplicity, we started with a fixed sample size of 300,000 elements.3
We varied our percentage of primes from 10% to 90%. For each fixed percentage, we ran
1,000 trials. Our results are summarized in Figure 5.
Figure 5: Z-scores for prime and random numbers mixed. The percentage of prime numbers
is varied between 10% and 90%. The sample size is fixed at 300,000 samples.
The relationship between Z-scores and the percentage of primes appears to be linear.
We used a linear regression package to find the line of best fit. We found that the line
y = mx + b, where m = 0.221 and b = −0.071 was the best fit line. This provided us with
a correlation coefficient (r2 value) of 0.987, which implies that our data is highly likely to
be linear. The p-value for the test where the null hypothesis is that the data is not linearly
related (has a slope of zero) was 8.86× 10−7.
We can see that, even in the smaller sample sizes, there is still a linear relationship.
The correlation coefficient for 100,000 samples and 500,000 samples are 0.9834 and 0.9887,
respectively. These produce p-values of 1.917×10−6 and 4.877×10−7. Both of these results
show a strong linear correlation between Z-score and the percentage of primes.
This shows that we can use the metric of the parity of the sum-of-digits to approximate
the percentage of prime numbers in a set of randomly generated numbers. That is, we can
3We also ran similar tests with sample sizes of 100,000 and 500,000. These graphs are in Figure 6.
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(a) Sample Size of 100,000 (b) Sample Size of 500,000
Figure 6: Z-scores for prime and random numbers mixed. The percentage of prime numbers
is varied between 10% and 90%. The sample size is fixed at 100,000 samples on the left and
500,000 on the right.
use our results, based on the linear regression, to estimate how many more prime numbers
there are in a set, compared to how many there would normally be in a set of random
numbers. This implies that our metric is not only useful for distinguishing between sets of
random numbers; rather, it can also be used to estimate how “prime” a set of numbers is.
6 Additional Tests
We went through several bouts of testing to confirm that the disparity in parities for primes
was real. This included testing for bugs in our code and verifying our results with other
people who independently reporduced the same results. We also tested changing the base,
in case the results were unique to base 10. We tested our results on some other even bases
as well. We note that, in odd bases, all prime numbers (other than 2) must have an odd sum
of digits. If not, then, it has an even number of odd digits, which means that it corresponds
to an even number in base 10, which implies that it can’t be a prime, other than 2. Our
results persisted in other bases, as well.
We also note that some of our experiments were run comparing prime numbers to a
baseline of only odd random numbers, while others were comparing to a baseline of all
random numbers. In base 10, having an odd last digit simply reverses the parity and
shouldn’t affect our results. We ran some sanity checks to test that these baselines behaved
the same way, which they did.
We also ran some tests to see if the bias in the primes holds over modular arithmetic.
In particular, we chose 100 prime numbers uniformly at random from the first 1,000 prime
numbers. Then, we chose 106 random numbers. For each of these possible pairs, we com-
puted p mod r, where p was the prime and r was the random number. This gave us 108
possible values, which we expected to follow a binomial distribution with 108 draws and
p = 0.5. However, in this test, we found that the prime numbers modded with random
numbers, showed a z-score of 14.18 deviations from the expected value. This shows that the
bias in the prime numbers holds over modular arithmetic, which has possible repercussions
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in fields like cryptography.
The last test we ran was investigating whether the bias in the prime numbers was due
to other inherent biases in the prime numbers. In particular, we tested Chebyshev’s bias,
where primes are more likely to be in the form (3 mod 4), rather than (1 mod 4) [4]. To
account for this, we created sets of prime numbers, which were split evenly between primes
of the form (3 mod 4) and (1 mod 4), and tested if the sum of digits bias still held on
similar sample sizes. Our results are summarized in Figure 7.
Figure 7: Z-scores for Chebyshev-balanced primes, with varying sample sizes. Note that the
sample size is plotted on a logarithmic scale.
We ran 100 trials for each test. In a given trial, we created a sample of size s by sampling
s/2 primes of the form 3 mod 4 and s/2 primes of the form 1 mod 4 from our list of the
first 50 million primes. Then, we computed the number of primes in our sample with an
even sum of digits. We averaged our results over the 100 trials, and normalized to compute
Z-scores, as before. We can see that there is still a strong deviation from the expected value,
even when the primes are evenly balanced, accounting to the Chebyshev bias.
Finally, we’d like to remark that the authors have spent some time investigating why
the sum-of-digits would provide such a disparity between prime numbers and random
numbers. Our results indicate that the disparity is strong and appears to be a property of
prime numbers. However, unlike metrics like prime number density, which can be justified
theoretically, we have not been able to find a reason for this bias to occur for primes.
7 Conclusion
We have described a metric, based on the parity of the sum-of-digits, which can be used
to distinguish between sets of randomly chosen prime numbers and sets of random numbers.
Using this metric, we have designed testing algorithms which succeed in distinguishing
14
between sets of prime numbers and random numbers with high probability. We can also
differentiate between a set of products-of-two-primes and a set of random numbers with
probability greater than 50%. We also conducted a number of experiments to show that
the bias in the prime products is not solely due to some underlying bias of the sum-of-digits
metric in the source set of prime numbers, but rather a intrinsic property of the prime
numbers (and products) themselves.
Moreover, we tested mixed sets of prime and random numbers and showed a linear
relationship between the percentage of primes added into a list of random numbers and the
Z-score of the parity of the sum of digits.
Finally, we ran several other tests including testing the primes modulo random numbers
and balancing our samples of primes to account for Chebyshev’s bias, to investigate causes
of the sum-of-digits bias. We found that the bias holds, even modulo random numbers
but have not been able to find the root cause.
Future work will include many, many more tests along the lines of what we have con-
ducted, with larger sample sizes, other metrics than Z-scores, comparisons between bases,
etc. Of course, the most important thing would be to find a theoretical explanation for the
bias; we have not had the faintest luck in finding one.
References
[1] Manindra Agrawal, Neeraj Kayal, and Nitin Saxena. Primes is in p. Annals of mathe-
matics, pages 781–793, 2004.
[2] Christian Mauduit and Joe¨l Rivat. Sur un proble`me de gelfond: la somme des chiffres
des nombres premiers. Annals of Mathematics, 171(3):1591–1646, 2010.
[3] Michael Drmota, Christian Mauduit, and Joe¨l Rivat. Primes with an average sum of
digits. Compositio Mathematica, 145(2):271–292, 2009.
[4] P.L. Chebyshev. Lettre de m. le professeur tche´bychev a` m. fuss sur un nouveaux
the´ore`me relatif aux nombres premiers contenus dans les formes 4n+1 ets 4n+3. Bull.
Classe Phys. Acad. Imp. Sci. St. Petersburg, 11:208, 1853.
15
