Abstract. This paper is concerned with the initial-boundary value problem to 2D magnetohydrodynamics-Boussinesq system with the temperature-dependent viscosity, thermal diffusivity and electrical conductivity. First, we establish the global weak solutions under the minimal initial assumption. Then by imposing higher regularity assumption on the initial data, we obtain the global strong solution with uniqueness. Moreover, the exponential decay estimate of the solution is obtained.
Introduction and main results
In this paper, we consider the following 2D incompressible Boussinesq equations for magnetohydrodynamics (MHD) convection with stratification effects [5, 6, 48] The unknowns are the temperature θ (or the density in the modeling of geophysical fluids), the solenoidal velocity field u = (u 1 , u 2 ), the magnetic field B = (B 1 , B 2 ), and the scalar pressure Π. Here the current density J = ∇ ⊥ · B, ∇ ⊥ = (−∂ 2 , ∂ 1 )
Physically, the first equation of (1.1) describes the temperature fluctuation in which the term −u 2 T ′ 0 (x 2 ) stratification effects about a linear mean temperature profile T 0 (x 2 ) in the direction of gravity [48] . The second equation of (1.1) represents the conservation law of the momentum with the effect of the buoyancy θe 2 and the Lorentz force J B ⊥ . The last equation of (1.1) shows that the electromagnetic field is governed by the Maxwell equation. The sign of T ′ 0 (x 2 ) that appears in the equation of the temperature θ is critical (cf. [46] ). For the case T ′ 0 (x 2 ) < 0, the situation is unstable because the hot fluid at the bottom is less dense than the fluid above it. While for the case T ′ 0 (x 2 ) > 0, the density decreases with height and the heavier fluid is below lighter fluid. This is the situation of stable stratification, and the real quantity N (x 2 ) := T ′ 0 (x 2 ) is called the buoyancy or Brunt-Väisärä frequency (stratification-parameter) [35, 46] . In one word, the system (1.1) is a combination of the incompressible Boussinesq equations of fluid dynamics and Maxwell's equations of electromagnetism, where the displacement current is neglected [36, 39] .
When the fluid is not affected by the temperature and stratification, that is, θ ≡ 0 and T 0 (x 2 ) ≡ Const., then the equations (1.1) become the standard MHD system and govern the dynamics of the velocity and the magnetic field in electrically conducting fluids such as plasmas and reflect the basic physics conservation laws. There have been a lot of studies on MHD by physicists and mathematicians. For instance, G. Duvaut and J. L. Lions [25] established the local existence and uniqueness of solutions in the Sobolev spaces H s (R d ), s ≥ d. Besides, the global existence of solutions for small initial data is also proved in this paper. Then M. Sermange and R. Temam [52] examined the properties of these solutions. In particular, for two dimensional case, the local strong solution has been proved to be global and unique. Recent work on the MHD equations developed regularity criteria in terms of the velocity field and dealt with the MHD equations with dissipation and magnetic diffusion (see, e.g. [17, 30, 31] ). Also the issue of global regularity on the MHD equations with partial dissipation, has been extensively studied (see, e.g., [9, 10, 34, 40, 43, 45, 49, 62] ). Further background and motivation for the MHD system may be found in [17, 21, 25, 26, 28, 30, 41, 42, 52, 57, 60, 61] and references therein.
On the other hand, if the fluid is not affected by the Lorentz force and stratification, that is, B ≡ 0 and T 0 (x 2 ) ≡ Const., then the equations (1.1) become the classical Boussinesq system. In [20] , R. Danchin and M. Paicu obtained the global existence of weak solution for L 2 initial data. Started from D. Chae, T. Y. Hou and C. Li [12, 33] , there are many works devoted to the 2D Boussinesq system with partial constant viscosity, one can also refer to [2, 11, 16, 19, 32, 37, 38, 56] for related works. Regarding the Boussinesq system with temperature-dependent viscosity and thermal diffusivity, Wang-Zhang [58] proved the global well-posed of Cauchy problem for smooth initial data , see also [53] for initial-boundary value problem. This result was then generalized to the case without viscosity by Li-Xu [23] and Li-Pan-Zhang [24] for the whole space and bounded domain separately. For Boussinese-MHD system (1.1) with the temperature-dependent viscosity, thermal diffusivity and electrical conductivity, Bian-Gui [5] and Bian-Guo-Gui-Xin [6] rigorously justified the stability and instability in a fully nonlinear, dynamical setting from mathematical point of view in unbounded domain. However, in real world, the flows often move in bounded domains with constraints from boundaries, where the initial boundary value problems appear. Compared with Cauchy problems, solutions of the initial boundary value problems usually exhibit different behaviors and much richer phenomena. In [7] , the author obtained the global well-posedness for Boussinese-MHD system (1.1) in bounded domain with constant viscosity. Nevertheless, for initial-boundary value problem to the system (1.1) with temperaturedependent viscosity, it is still open.
In this paper, we will investigate the initial-boundary value problem to the system (1.1) with the temperature-dependent viscosity, thermal diffusivity and electrical conductivity in a bounded domain. Without loss of generality, we take N = 1 which does not change the results of original model. Under this assumption, the system (1.1) is reformulated as
What's more, we will treat (1.3) with prescribed initial conditions: 4) and physical boundary conditions:
In addition, we also require the following compatibility conditions
(1.6)
Here π 0 is determined by the divergence-free condition ∇ · u 0 = 0 with the Neumann boundary condition
and n denotes the unit outward normal on ∂Ω. Now, we are in the position to state the main results of this paper. Our first result is concerning the solvability for the weak solution of (1.1) with the initial data in the energy spaces.
2 be a bounded domain with smooth boundary. Assume
has a global weak solution in the sense of Definition 1.1. Moreover, the solution has the following decay estimate
where C and α are the constants depending on C 0 , Ω and θ 0 , u 0 , B 0 H 1 (Ω) .
If we further impose higher regularity assumption on the initial data, one can then get the strong solution with uniqueness. It should be pointed out that in this theorem, there is not any smallness restriction upon the initial data. has a unique global strong solution (θ, u, b) which satisfies
for any T > 0. In addition, the corresponding solution has the exponential decay rate
where C and α are the constants depending on C 0 , Ω and θ 0 , u 0 , B 0 H 2 (Ω) . 
The proof of main theorems is divided into two main steps. The first step is to establish the global existence of weak solutions which are defined as follows.
, a pair of measurable vector field θ(x, t), u(x, t) and B(x, t) is called a weak solution of (1.
Remark 1.4. Following standard arguments as in the theory of the Navier-Stokes equations (see e.g., [54] ), it is clear that the above system is equivalent to the system
The second step is to build up the higher estimates and the uniqueness of solution by a priori estimates under the initial and boundary conditions (1.4)-(1.5). More precisely, we will do the L ∞ (0, T ; H 2 (Ω)) estimates of temperature, velocity field and magnetic field for any T > 0. Due to the strong coupling in the nonlinearities and the boundary effects, there are not enough spatial derivatives of the solution at the boundary. To solve it, we will make full use of the Sobolev embeddings and classical regularity results of elliptic equations to obtain the estimates of high-order spatial derivatives, which is distinguished from the Cauchy problem in [5] . Our energy estimates is somewhat delicate. In the end, we got the the desired estimates which lead to the global regularity and uniqueness of solution. This paper is organized as follows. In section 2, we introduce some useful Propositions and Lemmas of this paper. In section 3, we will concentrate on the global weak solution (i.e., the proof of Theorem 1.1). Section 4 is devoted to the global strong solution (i.e., the proof of Theorem 1.2).
Preliminary

Notations.
In this section, we will give some Propositions and Lemmas which will be used to prove Theorem 1.1. Initially, we define the inner products on L 2 (Ω) and space V by
Then, we will denote by V ′ the dual space of V and the action of V ′ on V by < · , · >. Moreover, we use the following notation for the trilinear continuous form by setting
and
The following one to be introduced is the well known Gagliardo-Nirenberg interpolation inequality.
with smooth boundary, fix 1 ≤ q, r ≤ ∞ and a natural number m. Suppose also that a real number α and a natural number j are such that
, where s > 0 is arbitrary and the constants C 1 and C 2 depend upon Ω, m, j, s only.
By inputting n = 2 and p = 4, ∞ separately, it is clear to derive the following corollary.
Corollary 2.1. Suppose Ω ⊂ R 2 be a bounded domain with smooth boundary. Then
Then, let us recall some classical results which can be found in the cited reference.
Lemma 2.1. [22, 27] Let Ω ⊂ R 2 be a bounded domain with smooth boundary and consider the elliptic boundary-value problem
where C depending only on Ω, m and p. Now we set the coefficient µ(x) and κ(x) be smooth functions satisfying
Under this assumption, we then introduce the following four Lemmas.
Lemma 2.2. [51, 53] Consider the Stokes system with variable coefficient in a bounded smooth domain Ω ⊂ R 2 :
in Ω, u = 0 on ∂Ω.
with Ω π(x)dx = 0 satisying
where the constant C depends only on C min , C max and Ω.
Then there exists a constant
here C depends only on C min , C max and Ω.
Lemma 2.4. [53]
Suppose Ω ⊂ R 2 be a bounded domain with smooth boundary and consider the initial-boundary value problem
Lemma 2.5. Let Ω ⊂ R 2 be a bounded domain with smooth boundary, f : Ω → R 2 and φ : Ω → R be the vector field and function respectively, then if follows that
where ⊥ is defined as f
Lemma 2.6. Let Ω ⊂ R 2 be a bounded domain with smooth boundary, f : Ω → R 2 be the vector field, then if holds that
Proof. By noticing ∇ ⊥ ∇ ⊥ · f = ∆f , by taking φ = ∇ ⊥ · f in Lemma 2.5, one can prove this Lemma easily.
To simplify the proofs of Theorems, it is better to introduce a new quantitŷ
which satisfies, after multiplying κ(θ) on both sides of (1.1) 18) with the following initial and boundary conditions θ (x, 0) =
Global weak solution
In this section, we will make the effort to get the global weak solution. To start with, we build up the desired estimates mentioned in the introduction.
and Ω be a bounded domain with smooth boundary. Suppose (θ, u, B) solves the system (1.3)-(1.5), then there holds that
for any t > 0, where C and α depend only on C 0 , Ω and θ 0 , u 0 , B 0 H 1 (Ω) .
The proof of Proposition 3.1 is based on all the following subsections. Moreover, for any t > 0, we will restrict the time to be within the interval [0, t] in the rest of this section unless otherwise specified.
Lemma 3.1. Under the assumptions of Proposition 3.1, ∀ t ≥ 0, there holds that
where α = (C 0 C * ) −1 with C * be the constant in Poincaré inequality for the domain Ω.
Proof. Multiplying (1.3) 1 with θ and taking the inner product of (1.3) 2 and (1.3) 3 with u and B respectively, noticing (1.5), Lemma 2.6 and the fact that
Considering the boundary condition θ| ∂Ω = u| ∂Ω = B| ∂Ω = 0, one can apply the Poincaré inequality to get that
for the constant C * depending only on Ω.
Thus, we can update (3.20) as
which yields, after applying the Gronwall's inequality, that
Then we multiply e αt on both sides of (3.20) and employ (3.21) to derive
for any t ≥ 0, which also implies, after integrating in time over [0, t] , that 
Proof. For any 2 ≤ p < ∞, multiplying (1.3) 1 with |θ| p−2 θ and using Hölder inequality, it follows that
Now we integrate on both sides of (3.22) in time over [0, t] , make use of the Soblev embedding and Lemma 3.1 to get
Because the constant C in (3.23) is independent of p, by letting p → ∞, one can further derive that θ L ∞ (Ω) ≤ C.
As an immediate consequence of Lemma 3.2 and the assumption that κ(θ), µ(θ), σ(θ) are smooth, it holds that
where M is a constant depending only on θ 0 L ∞ . On the basis of (3.24), the definition ofθ (2.17) and assumption (1.2), it is not hard to derive the following property. 
The second one is the relation between ∇θ
which can be summarized as below. 27) where C depends on C 0 and M only.
Proof. Thanks to (2.17), one has ∂ iθ = κ(θ)∂ i θ, which also implies, after direct calculation,
Then by using (1.2) and (3.24), we have 
Proof. Multiplying (2.18) with −∆θ, applying (2.19), Corollary 2.1, Lemma 2.1 and Lemma 3.1, one can get
which yields, after multiplying by e αt on both sides of above inequality, that
. This, together with Gronwall's inequality and (3.25) shows
Then by employing (2.18), (3.26), (3.29) , repeating the same calculation as above and using Lemma 3.1 again, we have
Finally, thanks to Lemma 2.1, Proposition 3.2 and (3.29), there holds that Proof. On the basis of direct calculation, we can rewrite (1.3) 2 and (1.3) 3 as    ∂ t u + u · ∇u − µ(θ)∆u + ∇Π = θe 2 + B · ∇B + ∇µ(θ) · ∇u,
By taking inner product of (3.30) 1 with −∆u and (3.30) 2 with −∆B, integrating by parts, one has
where we use the fact that Ω u · ∇u · ∆udx = 0 by u| ∂Ω = 0 and integrating by part. Subsequently, we will estimate the six terms one by one. Initially, by the Hölder inequality and Young inequality, it is clear that
Then by Hölder inequality, Corollary 2.1, Lemma 2.1, Lemma 3.1 and Young inequality, it follows that
). Regarding the last two terms, thanks to (3.24), Hölder inequality, Corollary 2.1, Lemma 2.1, Lemma 3.1 and Young inequality, we have
Thus, summing up all the above inequalities, it yields that (3.31) which also implies, after using Gronwall's inequality, Lemma 3.1 and 3.4, that
which deduces, after multiplying by e αt on both sides of (3.32) and integrating in time over [0, t] , that
Corollary 3.1. Under the assumptions of Proposition 3.1, ∀ t ≥ 0, there holds that
where C depends on θ 0 , u 0 , B 0 H 1 (Ω) , M, C 0 and α.
Proof. Taking inner product of (3. 
. On the basis of this inequality, we can multiply by e αt on both sides of it and integrate in time over [0, t] to get the conclusion.
Proof of Theorem 1.1. The proof is a consequence of Schauder's fixed point theorem. We shall only provide the sketches.
To define the functional setting, we fix T > 0 and R 0 to be specified later. For notational convenience, we write
, and define
Clearly, D ⊂ X is closed and convex.
We fix ǫ ∈ (0, 1) and define a continuous map on D. For any f, g ∈ D, we regularize it and the initial data (θ 0 , u 0 , B 0 ) via the standard mollifying process,
where ρ ǫ is the standard mollifier. According to Lemma 2.4, the 2D Boussinesq system with smooth external forcing g ǫ · ∇g ǫ and smooth initial data u
has a unique solution u ǫ , θ ǫ . We then solve the linear parabolic equation with the smooth initial data B ǫ 0 34) and denote the solution by B ǫ . This process allows us to define the map
We then apply Schauder's fixed point theorem to construct a sequence of approximate solutions to (1.3)-(1.5). It suffices to show that, for any fixed ǫ ∈ (0, 1), F ǫ : D → D is continuous and compact. More precisely, we need to show
These estimates can be verified as in the proof of Lemma 3.1-3.5 and we omit the details. In addition, as in the proof of Lemma 3.1-3.5, we can show that
for a constant C independent of ǫ. These uniform estimates would allow us to pass the limit to obtain a weak solution (u, θ, B) as stated in Theorem 1.1. This completes the proof.
Global strong solution
In the section, we will concentrate on deriving the global strong solution, i.e the proof of Theorem 1.2. As described in the introduction, to prove Theorem 1.2, the first step is the desired H 2 (Ω) estimates, which is summarized by Lemma 4.1 and 4.2 as below.
H 2 Estimates.
Due to the appear of boundary effects, we will make use of the estimates of time derivatives and Lemma 2.1-2.3 to obtain the estimates of spatial derivatives. Therefore, the main work is the L 2 estimates of time derivatives. 
Proof. Taking the temporal derivative of (1.3) 1 , it follows that
Then multiplying (4.35) by θ t , integrating on Ω, applying Corollary 2.1, Lemma 2.1 and Young inequality, we can obtain that
In fact, from (1.3)
1 , the value of θ t (0, x) L 2 (Ω) can be controlled by θ 0 H 2 (Ω) . Now, we can update (4.36) as
, which implies, after multiplying by e αt on both sides of (4.37) and integrating in time over [0, t] , that
Subsequently, we get to do the H 2 (Ω) estimates. By using (2.17), (1.2), Lemma 3.3 and Proposition 3.2, it yields that
This clearly implies
Recall the equation (1.3) 1 satisfied by θ, we can rewrite it as
Considering that κ(θ) is positive and bounded by C 
which implies, after simple calculation, that
Lemma 4.2. Under the assumptions of Lemma 4.1, we further assume (u 0 , B 0 ) ∈ H 2 (Ω), then we have
for any t ≥ 0, where C depends on θ 0 , u 0 , B 0 H 2 (Ω) , C 0 , M and α.
Proof. Taking the temporal derivative of (1.3) 2 and (1.3)
(4.40)
Now we take inner product of (4.40) 1 with u t , (4.40) 2 with B t and apply Lemma 2.6 to get that
here we have used the fact Ω B · ∇B t · u t dx + Ω B · ∇u t · B t dx = 0. Thanks to Hölder inequality, Corollary 2.1 and Young inequality, there holds that
For the left terms, similarly, one has
, which together with (4.41) and (4.42) yield
Thus, by applying Gronwall's inequality, Lemma 3.4-3.5, Corollary 3.1 and Lemma 4.1, it follows that
with the help of which, (4.43) can be updated as
. Next, we multiply by e αt on both sides of (4.44) and integrate in time over [0, t] to derive where we make use of (2.15), the fact (θe 2 ,ū)−(ū 2 ,θ) = 0, b( B,B,ū)+b( B,ū,B) = 0 and Lions-Magenes Lemma (see e.g., [54] ). In the following, we will deal with the eight terms one by one. Firstly, by (3.24) , it is clear to get
Then by Hölder inequality, it holds that
On the other hand, by use of (4.51), Corollary 2.1, κ( θ)−κ(θ) L 4 (Ω) can be estimated as
which also holds for µ( θ) − µ(θ) L 4 (Ω) and σ( θ) − σ(θ) L 4 (Ω) . Thus, by Lemma 3.1-4.2, we can update (4.52) as
To estimate the left terms, by employing Corollary 2.1, Lemma 3.1-4.2, one can get 
