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One of the most interesting and specific instruments of investigating a 
large class of problems pertaining especially to functional equations theory 
is, undoubtedly, that represented by the so-called Hilbert’s and Thompson’s 
projective metrics. The first of them, introduced by Hilbert in his 1903 paper 
[ 151 and subsequently developed (under a “modern” form) by Birkhoff [7] 
and Bushel1 [lo], appears to be a very adequate tool for solving some 
delicate questions about linear functional equations (see, in this direction, the 
well-known Jentzsch’s theorem on integral equations with positive kernels 
(discussed, especially, in the above quoted Birkhoff paper), the 
Perron-Frobenius theorem on positive matrices (Samuelson [27]) as well as 
the multiplicative processes theory (Birkhoff (8,9])), but a somehow inade- 
quate one in the treatment of the nonlinear versions of these problems (as 
typical examples of this kind being Theorem 1.2 of Bushel1 [ 111 and 
Theorem 4.1 of Turinici [38]). On the contrary, the second of these 
metrics-introduced by Thompson in his 1963 paper [33]-may be considered 
as a complementary instrument with respect to the preceding one since it was 
demonstrated that a large number of nonlinear functional equations (such as, 
e.g., those generated by (uniformly) “concave” operators in Bakhtin’s sense 
[2] (cf. also Krasnoselskii and Stetsenko [20])) may be treated by this 
procedure. Under these lines, it is, the main aim of the present paper to 
introduce a class of projective metrics on ordered linear spaces comprising 
Thompson’s metric as a particular case and, subsequently, to 
investigate-under this perspective-some specific examples of (nonlinear) 
Volterra functional equations-not reductible, in general, to other “nonpro- 
jective” techniques-including, among others, a “vectorial” andogue of an 
interesting mathematical model for metabolic growth processes due to 
Bertalanffy [5, Chapter VII]. It’s not without importance to specify at this 
moment that the basic instrument employed in our construction is the 
monotone semigroups theory on ordered linear spaces; some 
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“nonsemigroup” extensions of these approaches (giving in this way a 
“projective” treatment of the well-known Hausdorff metrics on (ordinary) 
metric structures [22, Chapter II, Section 151) will be discussed elsewhere. 
1. PRELIMINARIES 
Let X be a linear space over the reals and let X, be a convex and pointed 
cone in X, that is (cf. also Bauer [4]), 
(i) x,yEX+ andI,,u>OgivesIx+,uyEX+, 
(ii) x,yEX+,xty=Oimpliesx=y=O. 
Let < indicate the usual ordering on X induced by the cone X, (x < y if and 
only if y-x belongs to X,). A mapping (t, x) t S(t, x) = S(t)x from 
R + X X, into X, will be termed a semigroup on X, in case it satisfies 
(iii) S(0) x =x, all x in X, , 
(iv) S(t t s) x = S(t) S(s) x, all t, s E R + , x E X, . 
Given the semigroup S on X, , we shall say it is monotone provided 
(v) O&t<t’ andO<x<x’ imp& S(t)x<S(t’)x’ 
or, equivalently, 
(v)’ for any t E R+(x E X,) the mapping x t- S(t)x (t F S(t)x) is 
monotone from X+(R+) into X, 
(note that, by (iii) and (iv), the second part of (v)’ is equivalent with 
x < S(t) x, all t E R + , x E X,). Also, the same semigroup S on X, will be 
termed archimedean when it satisfies 
(vi) x,yEX+, sER+, x < S(t) y, all t > s imply x < S(s) y 
or, equivalently (by (iii) and (iv) again), 
(vi)’ x,yEX+,x<S(t)y,allt>Oimplyx<y 
(of course, the archimedean property may be viewed as a “vectorial” upper 
semicontinuity for the mappings involved in the second part of (v)‘). 
Suppose further S is a monotone and archimedean semigroup on X, . Then, 
we may define a mapping d, from X: into E+ = R + U {ax } by the con- 
vention 
d,(x, y) = inf{ t > 0; x < S(t) y, y Q s(t) 4, X,Y EX+ (1) 
(where it is understood that the infimum of the empty set is co). The 
fundamental properties of this mapping are given precisely in the lemma 
below. 
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LEMMA 1. The mapping d, is a generalized metric on X, in the 
Luxemburg-Jung sense [24, 161. 
Proof: Clearly, d, is symmetric, that is, d,(x, y) = d,(y, x), all x, 
YEX+* Further, suppose the elements x, y, z in X, are such that 
d,(x, y) < co, ds( y, z) < co. Letting t > d,(x, y), s > d,( y, z) be arbitrary 
fixed, we have (by (1) combined with (v)) x < S(t) y, y Q S(s) z and 
y < S(t) x, z < S(s) y so that, by the semigroup condition (iv), x < S(t + s) z, 
z < S(t + s) x, showing ds(x, z) ( t + s; as t, s were arbitrary under the 
above choice, d,(x, z) < d,(x, y) + d,( y, z) proving d, has the triangle 
property. Finally, supposing x, y in X, are such that d,(x, y) = 0, it follows 
at once, by (v), that x < S(t) y, y < S(t) x, all t > 0 and this gives (by the 
archimedean property (vi)) x Q y, y < x, that is, x = y, showing d, is a 
sufficient mapping thereby completing the proof. Q.E.D. 
By convention, d, will be called the (generalized) projective metric 
induced by S, and (X,, ds) the (generalized) projective metric structure 
associated to d,. In order to give some specific examples of such structures 
(largely used in the sequel) suppose X and X, are as above and let n E N be 
a given positive integer; clearly, X” also appears as a linear space over the 
reals and X: as a convex and pointed cone in X”. For the given element 
g = (8, ,*-*, g,> in X:, put 
s(t) x = tg + x, tER+,xEX:. (2) 
It is immediately seen that S is a monotone semigroup on X”+ . Concerning 
the archimedean property (vi), it may be written under the form 
(vii) x, y E X: , x<tg+y, all t > 0, imply x<y 
and, in case it is verified, we shall say the cone X: is g-archimedean. It 
follows by Lemma 1 that, under such a property for the cone X’J, the 
mapping ds introduced by (1) is a generalized metric on Xl ; note that, 
under the supplementary assumption g, = ...= g,, this construction may be 
considered as an “abstract” counterpart of a similar one, due essentially to 
Bielecki [6] (see also Corduneanu [ 141) when the ambient linear space X 
coincides with C,(R + , R). Furthermore, supposing B = I] bijl/ is a n x n real 
matrix over R + , put 
S(t) x = eBtx, tER+,xEX; (3) 
where esf indicates the usual exponential matrix. As above, it is quite evident 
that S is a monotone semigroup on X:. Under this particular choice, the 
archimedean property (vi) becomes 
(vii)’ &YE-q, x<eBty, all t >O imply x<y 
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and, in case it holds, the cone Xlwill be said to be a B-archimedean one. 
Again by Lemma 1 it follows that, under such a property of the ambient 
cone Xl, the associated mapping ds appears as a generalized metric on Xl ; 
of course, in case B reduces to the unitary n x n matrix, this metric is 
nothing but Thompson’s projective metric introduced in a similar context 
[33) (see also [ 19, Chapter I, Section 31). 
A simple inspection of these two examples shows they may be considered 
as linear (or quasi-linear) in their nature so it is justified to ask whether 
some specific nonlinear examples may not be constructed. The answer is 
positive and is based on the considerations below. Let X be a Banach space 
and X, a closed convex pointed cone in X, . As it can be readily seen, any 
semigroup S on X,, continuous at origin with respect to its “temporal” 
variable (that is, the mappings involved in the second half of (v)’ are 
continuous in t = 0), is necessarily archimedean so that, under a 
monotonicity assumption of the form (v), it induces by (1) a generalized 
metric ds on X, ; some concrete examples of such (nonlinear) semigroups 
may be found in Calvert [ 121, Konishi [ 171 and Sato [28]. 
2. COMPLETENESS CRITERIA 
The construction of the (generalized) projective metric ds we initiated in 
the preceding paragraph becomes effective only in the presence of an 
appropriate completeness criterion involving the associated metric structure 
(X, , ds). To get a useful result of this kind, let X be a linear space over the 
reals, X, a convex pointed cone in X and S a monotone archimedean 
semigroup on X,. It is supposed henceforward that X is endowed with a 
family of seminorms Q = (1. Ii; i E I} (here, Z denotes an index set) with 
respect to which 
(H), X is a Q-sequentially complete locally convex space (any Q- 
Cauchy sequence in X is a Q-convergent one) 
(H)* X, is a Q-sequentially closed cone (any Q-convergent sequence 
in X, has its limit in X, too). 
Under these general assumptions, let a E X, and r > 0 be arbitrary fixed. 
Indicating by X+(a, r) the ds-closed ball with center a and radius r, let x, y 
be a couple of elements in X+(a, r). Denoting for simplicity t = ds(x, y) we 
evidently have (by (vi)) x < S(t) y, y Q S(t) x so that 
S(t)y =x + u, S(t)x=y +v, for some u, v E X, . 
Clearly, u + v = S(t) x - x + S(t) y - y and moreover (putting b = 2S(3r) a) 
O<x,y<S(r)a<S(3r)a<b. 
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Let us introduce now the specific assumption 
(H), for any couple i E I, b E X, , a function fib from R + into itself 
may be found with &(t) + 0 as t + 0 and IS(t) x -xii <h,,(t) for all 
tER+,xEX+,x<b. 
In this case, combining with the preceding relation, one immediately gets 
I zf! + u II Q 2ft,At)9 i E I. 
On the other hand, evidently 
O<u,v<u+u<S(t)x+S(t)y<S(2r)x+S(2r)y 
< S(3r) a + S(3r) a = b 
so that, under another specific assumption of the form 
(H), X, is u Q-normal cone (for any couple i E I, b E X,, a positive 
number k,,, may be chosen with the property: 0 < x < y < b implies IX/i < 
ki,b I Y Ii> 
the inequality we just obtained gives 
Finally, observe that x-y=S(t)y-y-u implies IX-yli~IS(t)y-yli+ 
I u Ii, i E 1, SO, combining with the above evaluations, Ix - yli < (1 + 2ki,,) 
fi,b(t), i E I. In other words, we proved 
LEMMA 2. Under (H)3 + (H),, the evaluation 
IX W-Y Ii < (1 + 2ki,b)h,b(dS(XvY)h all iEI (4) 
holds for any couple x, y E X+(a, r) and any a E X, , r > 0, where 
b = 2S(3r) a. 
Under these preliminary facts, let (x,; n E N) be a d,Cauchy sequence in 
X,. Since, without loss of generality, we may suppose this sequence lies in 
X+(u, r) for some a E X,, r > 0, it immediately follows by (4) that 
(x, ; n E N) also appears as a Q-Cauchy sequence in X, . By (H), + (H)*, 
there exists x E X, with x,-+x (modulo Q). Let E > 0 be arbitrary fixed. 
There is, by the initial choice of our sequence, a n(e) E N with 
x, Q S(e) X” Y x, Q S(E) x, 9 all n, m > n(s). 
From the first of these relations, plus (H)*, we get (passing to limit as 
m+ 00) x<S(e)x,, all n > n(e). To obtain a similar conclusion from the 
second one, assume, for every t E R + , the mapping x t- S(t) x possesses the 
following kind of (sequential) upper semicontinuity property: 
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(H)5 for any sequence (y, ; n E N) in X, with y,, + y (modzdo Q) for 
some yEX+, and any x in X,, relations x < S(t)y, for all n E N imply 
x Q WY 
then, again passing to limit as m + co, one gets x, < S(E) X, all n > n(s) and 
consequently (combining with the above evaluation), ds(x, , x) < E, all 
n > n(s) proving x,+x (modulo ds). In other words, we obtained the 
following completeness criterion about our projective structure 
THEOREM 1. Under the general hypotheses (H),-(H)* plus the specific 
assumptions (H),-(H), , the (generalized) projective metric structure (X, , 
ds) is a complete one (any ds-Cauchy sequence in X, is necessarily a ds- 
convergent one). 
Concerning the first of the specific hypotheses about our elements it 
should be noted that, in many linear situations (such as, e.g., those indicated 
below), (H)3 seems to be directly satisfied while, in a number of “nonlinear” 
cases (partially described in the preceding paragraph), it requires a more 
detailed analysis, based especially on differential inequalities techniques. 
Namely, suppose the semigroup S is Q-quasi-contractive (that is, the 
infimum h,(t) of all 12 0 with 
(S(t)x-S(t)Yli~131x-Yli~ all x,yEX+ 
is finite for every i E 1, t E R +) and, introducing the notation 
Pi,At) = lS(t)x -xii, tEE+,iEZ,xEX+ 
suppose also 
Li,x = lim+Ilfpi,,(r)/t < 00, all iEZ,xEX+ 
(hence, 
M,,, = lim pfp[,,(t) = 0, all iEZ,xEX+). 
+ 
Furthermore, given any function k: R + + R, let D, k(s) (E, k(s)) indicate 
(for every s E R +) lim inf as t + 0+ of the quotient (k(s + t) - k(s))/t (of the 
difference k(s + t) - k(s)). It is now clear, by a simple semigroup argument, 
that for every i E Z, x E X, 
D+ Pi,x(s) G Li,.xhds>v E+ Pi,x(s) G Mi,xhi(s) = 07 
all s E R + 
in which case, by the main result of Turinici [40], a sufficient group of 
conditions guaranteeing the validity of (H), is expressed by 
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(viii) pi,.+. - fi,b is order-k (for any increasing sequence (t, ; n E N) in 
R, with t,-+tfor some tER,, and any L in R, the inequalities pi,,(t,) - 
A,&) < 4 n E NT W?v pi,,(t) -+(f) ,< 4, 
(ix) for any s > 0 not belonging (respectively, belonging) to a 
denumerable subset Ai,x,b of R, we have Li,,hi(s) < D+J;.,b(~) 
(0 G E+ h,a(S)). 
In the same context, it must be observed that, as an immediate consequence 
of (H),, the mapping t t- S(t) x is continuous at origin (t, -+ 0 implies 
S(t,)x-+ x (modulo Q)) for any x E X, so that, under the acceptance of 
(H)r, the archimedean property (vi) will be automatically satisfied. 
Passing to the second of the specific hypotheses listed above, it is not 
without importance to emphasize that, in case Q reduces to a single element 
(respectively, a single norm on X), a sufficient condition for X, to be normal 
in our sense is that X, be normal in Thompson’s sense [33] 
(x) there exists k > 0 such that 0 <x <y implies /lxll <k I/ yII 
or, equivalently, in Krasnoselskii’s sense [ 18, Chapter I, Section 21, 
(x)’ there exists h > 0 such that x, y > 0, llxll = /I y II = 1 imply 
Ilx+ull ah. 
Finally, under the acceptance of (H)2 plus 
(xi) for every t E R + , the mapping x t- S(t) x from X, to X, is Q- 
sequentially continuous ((y, ; n E IV) in X, and y,, + y (modulo Q) for some 
y in X, imply S(t) y, + S(t) y (modulo Q)) 
it is clear that the last specific hypothesis (H), will be satisfied; note that in 
case Q is a denumerable family of seminorms, this property coincides with 
the ordinary continuity of the mapping under consideration. 
Returning to the concrete examples we discussed in the preceding 
paragraph, suppose X and X, are such that a family of seminorms 
Q = {I . Ii ; i E I) may be found with the properties (H), + (H)2 + (H)4. Let 
us again denote by Q the family of seminorms on X” generated by the initial 
one, through the “maximum” procedure 
Ix]i=max{lx,]i; l<k<n}, x=(x,,...,x,)EX”,iEZ; 
of course, (H), + (H)z + (H)4 also hold if we replace (X,X+) by (Xn, X:), 
respectively. Concerning the completeness properties of the corresponding 
projective structures, the following conclusions may be formulated. 
Case 1. Let g = (g, ,..., g,) be arbitrary fixed in XT and let S be the 
semigroup on X: defined by (2). From the fact that (H)3 holds with 
f;:.bW = t I g lir tER+, iEZ,bEX: 
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in combination with a previous remark about this hypothesis, it is clear that 
Xl is g-archimedean so that, under the pattern we already indicated, S 
generates the metric ds on Xl. On the other hand, as (xi) holds too, it is 
immediately seen that (H)s is true in our case and therefore, by Theorem 1, 
the associated projective structure (X, , d,) is necessarily a complete one. Of 
course, when g, = ..a= g, and X = C,(R + , R) the completeness result we 
obtained here coincides in fact with a related Corduneanu’s result [ 141 (see 
also Turinici [35]) obtained by a direct procedure. 
Case 2. Let B = ]]bil]] be a n x n matrix over R + and let S be a 
semigroup on XT defined by (3). Putting, for every n X n real matrix 
c=llcijl19 
ICI =maxhI + ***+lc,,I;l<k<nj 
it is immediately seen that (H)3 holds with 
fi,&) = I e*’ - 4, I I b Ii7 tER+, iEZ,bEX: 
(here I, indicates the unitary n x n matrix) so that, X: being B-archimedean 
(see a previous remark), S generates the metric d, on X: . Furthermore, as 
(xi) holds too, (H)s will also be satisfied. Consequently, again by Theorem 1 
the associated projective structure (X + , d,) is a complete one. Note that, 
when B = Z,, this completeness result may be identified with the original 
Thompsons result [33] ( see also Stetsenko and Imomnazarov [ 3 11). 
A close analysis of the considerations we developed in these two 
paragraphs shows there is a nontrivial way of extending them. Namely, X 
and X, being taken under their general meaning, let us call the mapping (t, 
x) k s(t) x from R + X X, into X, a quasi-semigroup on X, provided that 
(iii) plus 
(iv)’ S(t+s)x~S(t)S(s)x,alZt,sER+,xEX+ 
hold. Now, S being a monotone archimedean quasi-semigroup on X, , let the 
mapping d, from X: into R+ be defined as in (1). Observing that, in 
Lemma 1, the essential property we used in the second step of our argument 
was in fact (iv)‘, it is clear that d, appears in these circumstances as a 
generalized metric on X, ; moreover, concerning Lemma 2, let us again 
observe that the same condition (iv)’ is in fact sufficient for the validity of 
the considerations we exposed there. Consequently, the completeness result 
expressed by Theorem 1 will remain entirely unchanged when (iv) replaces 
(iv)‘. A development of these ideas in the normed case may be found in 
Turinici [41]; some further extensions to the general (locally convex) case 
together with some applications to functional equations will be given 
elsewhere. 
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3. ABSTRACT FUNCTIONAL EQUATIONS OF PROJECTIVE TYPE 
Let X be a linear space over the reals, X, a convex pointed cone in X and 
S a monotone archimedean semigroup on X, . It is supposed further the 
associated projective structure (X + , d,) is a complete one (e.g., in the sense 
of Theorem 1) and let the mapping T from X, into itself be given. We are 
interested in the sequel to determine a number of (projective) metrical 
conditions about our elements in order that the (abstract) functional equation 
x = TX should have a solution (in X,). To this end, we have to introduce the 
conventions below. Let f be an increasing function from R + into itself with 
f(0) = 0; it will be said to possess property (P) when f’“‘(t)+ 0 for all 
t E R + (here f (“) denotes its n-th iterate, for every n E N); note that by a 
lemma due to Matkowski [25], this necessarily impliesf(t) < t, all t > 0. At 
the same time, we shall say T is monotone provided that x Q y implies 
TX < TY, and f-homogeneous when WV) x) Q W-0)) TX, all 
tER+,xEX+. Under these circumstances the following answer to the 
question we formulated above can be stated. 
THEOREM 2. Let the increasing function f: R + + R + with f (0) = 0 and 
the monotone mapping T: X, +X+ be such that 
(xii) f has the property (P), 
(xiii) T is f-homogeneous, 
(xiv) the subset X0, of all x E X, with x < S(a) TX, TX < S(a) x for 
some a > 0 is not empty. 
Then, there exists a couple of mappings W: x”+ -+ x”+ and p: x”+ + R + such 
that, for any x E x”, , the following conclusions hold: 
(a) the subset X+(x) of all y in X, with x Q S(/?) y, y < S(/3) x for 
some j3 > 0 is invariant under T and Wx is the unique solution of the 
operator equation x = TX in X+(x), 
(b) the iterative process (Tmx; m E N) in X+(x) converges to Wx 
(modulo ds) under an error approximation expressed as T”‘x < 
S(f (m)(r)) Wx, Wx < S(f(‘“)(r)) TX, m E I?, r > p(x). 
Proof. Let x, y in X, and r > 0 be such that d,(x, y) < r. It immediately 
follows by (v) that x < S(7) y, y < S(r) x and therefore, by (xiii), 
TX < TV(z) Y) Q W-(r)) 5, TY < T@(r) x) 4 SJ(~)) TX 
showing d,(Tx, Ty) <f(r). On the other hand, clearly, (xiv) says that, for 
every x E X0,, ds(x, TX) < co. Consequently, Theorem 2.1 of Turinici [37] 
(cf. also the above quoted Matkowski paper) applies and this completes the 
proof. Q.E.D. 
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As a first particular case of this result, let us consider the projective 
structure (X,, d,) generated by the monotone archimedean semigroup S 
given by (2); then, clearly, the second part of (xiii) becomes 
(xv) T(cg+x)<f(t)g+Tx,tER+,xEX: 
while (xiv) may be written as 
(xvi) the subset (X:)’ of all x E Xl with x < ag + TX, TX < ag +X 
for some a > 0 is not empty. 
To get an appropriate interpretation of (xv), let us consider the case n = 1 
and X = R x Y, X, = R + x Y, (where Y is a linear space over the reals and 
Y, a convex pointed cone in Y). Defining the mapping T: X, +X+ by 
TX = (Ux, Vx), XEX, (5) 
where U (respectively, v) is a mapping from X, into R+(Y+) and putting 
g = (y, h) with y E R + , h E Y,, it is evident that (xv) is equivalent with 
4,,(t) G YfO> + ux,gm K,gW <f(t) h + h,,(O)9 
tER+,xEX+ 
where U,,,(t) = U(tg + x), V,,,(t) = V(tg + x), all t E R + , x E X, . For 
example, a sufficient condition guaranteeing the validity of the first of these 
evaluations is that, for any x in X, , a denumerable subset A, of R + be 
determined with the properties (cf. the preceding paragraph) 
(viii)’ U,,, - yf is order-kc, 
(ix)’ for any s > 0 not belonging (belonging) to A,, D, Ux,Js) ( 
rD+ f 6) F+ ~x,,(s> G YE+ f (s)); 
note that, under these assumptions, the mapping U (hence a fortiori, the 
initial mapping 7’) need not be continuous in the sense of the supporting 
locally convex topology induced by the family Q. Some related approaches 
of this question may be done in the context of generalized gradients 
(Lebourg [23]) and will be developed elsewhere. 
As a second particular case of Theorem 2, let the projective metric 
structure (X,, ds) be generated by a monotone archimedean semigroup S 
introduced by (3); then, clearly, the second part of (xiii) and, respectively, 
condition (xiv), become 
(xv)’ T(eB’x) < eBf(‘)Tx, t E R + , x E X: , 
(xvi)’ the subset (X:)’ of all x E Xl with x < eBa TX, TX Q eBax for 
some a > 0, is not empty. 
In this direction, two situations are of a great interest for our purpose, 
namely, 
b,=O for any couple i, j with i >, j 
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when, as it can be directly seen, the corresponding variant of (xv)’ appears 
as a “polynomial” version of (xv), and 
b, = 6, (= the Kronecker symbol), 1 < i, j < n 
in which situation, again under the choice (5) of the mapping T (with 
Ux = U, Vx = Vy for any x = (<, y) in X,), (xv)’ gives 
U(e’() < d(“U& all tER+,rER+ 
V(e’y) Q 6”’ Vy, all tER+,yE Y,. 
To get an appropriate interpretation of these relations, assume Ut = 0 if and 
only if c = 0 and let 8 be a mapping from R into itself defined as 
O(f) = log U(e’), tER 
then, it is a simple matter to verify that the first of these inequalities becomes 
r7(t + rl) <f(t) + m, all tER+ 
(where q = log (0) and consequently, under a group of hypothese: 
analogous in essence with (viii)’ and (ix)’ the class of such functions U 
(hence of such functions U) may be considered as being satisfactory 
delimited. 
Concerning the property (P) appearing in (xii), the following remark will 
be useful in many concrete situations. Let f be an increasing function from 
R, into itself with f (0) = 0 and f(t) ( t, t > 0 (note that, in this case, 
f (t + 0) < t, all t > 0). Suppose for any t > 0 either f (t + 0) < t or 
f (t + 0) = t but f(s) ,< t (hence, by the monotonicity assumption, f(s) = t), 
t < s < t + E, for some E > 0 (depending on t), then, taking s > 0 arbitrary 
fixed and indicating by r the limit of the (strictly decreasing) sequence 
(fen)(s); n E N) the assumption r > 0 would lead us-by the above 
requirements-to a contradiction and therefore f has the property (P). In a 
close connection with this problem it also follows that, under the stronger 
assumption 
(xii)’ h(t)=t+f(t)+f’2’(t)+~~~< co,tER+ 
the mapping p involved in the statement of Theorem 3 may be expressed as 
P(X) = Q.&(x, TX)), XEXO, 
while, in the general case, it may be taken as 
P(X) = SUP {ds(T’x, ~x);P, 4 E NJ, xEXO,; 
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some related aspects of these questions were treated in the author’s paper 
[341* 
At the end of these considerations, let us remark that, in fact, the above 
existence and uniqueness result we dealt with along this paragraph may be 
viewed “in extremis” as a projective development of Banach’s Contraction 
Mapping Principle. It seems to be natural then to ask whether a similar 
version of Schauder-Tikhonov’s fixed point principle may not be obtained in 
our projective context. A partial answer to this problem (together with some 
concrete examples) may be found in Turinici [39]; some “abstract” coun- 
terparts of these considerations may also be found in Bakhtin [3] and 
Smithson [30], as well as in Krasnoselskii and Sobolev [ 211. 
4. APPLICATIONS TO VOLTERRA FUNCTIONAL EQUATIONS 
Let n > 1 be a positive integer. Indicating by R” the usual n-dimensional 
vector space endowed with the maximum norm 
llxll=m~{lx,l; 1 &k,<n), x = (x, ,..., x,) E R” 
let X,(X:) denote the class of all continuous functions x: R + --t R” 
(x:R++R:) and, for any positive integer i > 1, let the mapping 
l.li:X”-,R+ be defined as 
1x1, = su~Illx(9ll; 0 < t < i}, XEX”. 
It is well known that X,, is a linear space over the reals and Xi is a convex 
pointed cone in X, ; in the same time, by a classical device it also follows 
that the family Q = { ] . ], ; i > 1) is a directed and sufficient family of 
seminorms on X,, with respect to which X,, is Q-sequentially complete (as a 
locally convex space) and Xi is both Q-sequentially closed and Q-normal, 
that is, (H), + (H)* + (H), are verified in our particular case. An important 
consequence of this fact is that the (generalized) projective metric structure 
(X,’ , d,) with S given by 
S(t)X= tg +x, t > 0, x E X,+ , for some g = (g, ,..., g,) E X,+ 
and, respectively, 
S(T) x = Px, t>O,xEX,+,for some 
B = II ~tjll, b, Z 0, 1 < i,j < n 
is a complete one in the sense precised by Theorem 1. Our main aim is, in 
what follows, to indicate how this conclusion, in combination with 
VOLTERRA FUNCTIONAL EQUATIONS 223 
Theorem 2, could be used in deriving a number of existence, uniqueness and 
approximation results concerning some special classes of Volterra functional 
equations (VFE) not reducible to other “nonprojective” techniques. 
Indicating by RF’ the infinite triangle {(t, s); 0 < s Q t < co } let Y,(Y:) 
denote the class of all continuous functions y: RF’ -+ R” (y: RF’ + R:); 
clearly, the couple (Y,, Yz) is endowed, in essence, with the same set of 
properties as (X,,, Xi). Given the monotone mapping x -+ k(x) from Xz into 
Y,‘, let us consider the VFE 
x(t) = f k(x)(t, s) ds, t > 0. (6) 
0 
As an immediate consequence of Theorem 2, the following existence, 
uniqueness and approximation result concerning (6) may be stated and 
proved. 
THEOREM 3. Suppose that a couple of elements g = (g,,..., g,) E Xi, 
h = (h 1 ,..., h,) E Y,’ and a number 1 in (0, 1) may be found with the 
properties 
(xvii) k(rg + x)(t, s) < kh(t, s) + k(x)(t, s), z > 0, x E Xi, (t, s) E 
R (2) 
T 9 
(xviii) 1; h(t, s) ds <g(t), all t > 0, 
(xix) Jk k(O)(t, s) ds < ag(t), t > 0, for some a > 0. 
Then, 
(a)’ Eq. (6) has Q unique solution z E X,+ with the property z(t) < 
,Bg(t), t 2 0, for some p > 0 (B = a/( 1 - A)), 
(b)’ the sequence of successive approximation {xi’]; r E N} in X,+ 
defined as x”](t) = 0, x Ir+ ‘l(t) = If, k(x[‘])(t, s) ds, t > 0, r E N, converges to 
this solution under an error approximation given by 
-A’@g(t) < x’r’(t) - z(t) < A’Dg(t) 3 t > 0, r E N. 
Proof. Denoting by T the mapping from Xi into itself defined by the 
second member of (6) it is first clear that, by our general hypotheses, T is 
monotone. Furthermore, by (xvii) + (xviii), 
T(sg + x)(t) = 1’ k(rg + x)(t, s) ds < AZ 1’ h(t, s) ds 
0 0 
+ I’ k(x) (t, s) ds 4 kg(t) + T(x)(t), 
0 
all t>O,xEX,+, r>O 
409/103/l-15 
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proving (xv) holds with f(r) = AZ, r > 0. Finally, by (xix), 0 < ag + T,, 
T,, Q ag + 0, which shows that (xvi) also holds and the proof is complete by 
Theorem 2. Q.E.D. 
As an interesting particular case, let us analyse the situation 
Q)(t, s) = A (6 s) W(s))), (t, s) E R g’, x E X; 
where A = I]+]] is a n x n matrix over Y: , c: R, + R, a continuous 
function and K: R “+ + R : a continuous and monotone mapping determined 
in such a way that a couple g, h in Xz may be chosen so as to satisfy 
(xvii)’ K(zg(t) + x(t)) < M(t) + K(x(t)), t > 0, x E Xi, z > 0, 
some A in (0, l), 
for 
(xviii)’ si A(t, S) h(c(s)) ds < g(t), all t > 0, 
(xix)’ st A (t, s) K(0) ds < ag(t), t > 0, for some a > 0 
then, clearly, the conditions of Theorem 3 are satisfied; note that, by (xvii)‘, 
the mapping K (hence, the mapping T itself) need not be Lipschitz and 
therefore a nonprojective treatment of this equation does not seem to be 
possible, unless g is a constant function. It is interesting also to remark that, 
under the supplementary assumption c(t) < t, t > 0 (the nonanticipative 
case), the corresponding treatment of (6) may be compared with a similar 
one due to Corduneanu [ 141 and Stokes [32] while, under the hypothesis 
c(t) > t, t > 0 (the anticipative case), our theorem stated above may be 
related to some results in this area due to Skripnik [29] and Anderson [ 1 ] 
(see also Turinici [36]). 
Now, passing to the second part of our considerations, let (x,~) !- x V y  
from (Ry)* to R: indicate an associative ((x V y) V z = x V (y V z), all 
x, y, z E RI), monotone (x < x’ and y < y’ imply x V y ( x’ V y’), quusi- 
homogeneous of degree one ((J,x) V (Jy) < n(x V y), all 12 1, x, y E R :) and 
continuous (x, + x, Y,, + y imply x, V y,, + x V y) internal operation in R: 
and let us also denote by V the internal operation in X,’ induced by the 
preceding one (putting (x V y)(t) = x(t) V y(t), t > 0, for any couple x, y in 
Xi); of course, this new operation is endowed with the same set of 
properties as the initial one. Furthermore, m E N being a positive integer, 
x I- &(x), 1 < i < m, a family of monotone mappings from Xi to Y,’ , and 
fC X,’ a given element, let us consider the VFE 
x(t) =f(t) V if k,(x)(t, s) ds V -.- V 1’ k,(x)(t, s) ds, t > 0. (7) 
0 0 
As another immediate consequence of Theorem 2, the following existence 
uniqueness and approximation result concerning (7) may be stated and 
proved. 
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THEOREM 4. Suppose that a number h in (0, 1) and an element g E Xi 
may be found with the properties 
(xx) for any 1 < i < m, x t- k,(x) is quasi-homogeneous of degree h 
(k,@x)(t, s) < Ahk,(x)(t, s), I > 1, (t, s) E R$‘, x E X;), 
(xxi) e-“s(t) < f(t) V &k,(gW, s)ds V .a. V hk,(g)(t, s)ds < 
e”g(t), t > 0, for some a > 0. 
Then, the following conclusions hold: 
(a)” Eq. (7) has Q unique solution z E XT with the property emDg(t) Q 
z(t) < e’g(t), t 2 0, for some /I > 0 (/3 = a/(1 - h)), 
(b)” the sequence of successive approximations {xrrl; r E N} in X,+ 
deJined as xl’](t) = g(t), x[‘+ l1 (t) =f (t) V J+:, k, (x’l])(t, s) ds V ..a V J-:, 
k,,,(xLrl)(t, s) ds, t > 0, r E N, converges to this solution under an error 
evaluation given by 
(~)-~‘x”‘(f) < z(t) < (y)h’~‘r’(t), t > 0, r E N, 
where y = e”“’ -h). 
Proof Denoting by T the mapping from X,’ into itself given by the 
second member of (7) it is first clear by the hypotheses about our mappings 
x t- k,(x), 1 < i < m, that it is monotone. Second, given any x E Xi and 
t > 0 we have, by the properties of the internal operation V, together with 
(xx)9 
T(e’x)(t) = f(t) V jk k,(e’x)(t, s)ds V se- V lt k,(e’x)(t, s) ds < 
e”*(f (t) V J-f, k,(x)(t, s) ds V .-a V Ih k,(x)(t, s) ds) = eh’Tx(t), t > 0, t > 0, 
proving condition (xv)’ will be satisfied with f (5) = hs, t > 0, and B = I,. 
Finally, (xxi) says that g(t) < eaTg(t), Tg(t) Q e”g(t), t > 0, i.e., (xvi)’ will 
be satisfied too. Consequently, Theorem 2 is completely applicable. Q.E.D. 
As an interesting particularization of the above result, let the mappings 
x t- k,(x), 1 < i < m, be defined as 
ki(X)(t, S) = B”‘(ty S)[Xy h,](ci(s)), (t, S) E R p’ 3 X E Xi 7 
where B”’ = 11 b$II, 1 < i < m, are n x n matrices over Y: , h, = (hi, ,..., hi,), 
1 < i < m, given vectors in (0, l)“, ct: R + + R, , 1 < i < m, continuous 
functions, and [x, h] indicates, for any x = (x1,..., x,J E Xi and 
h = (h, ,..., h,) E (0, co)“, the element of X,’ defined as 
Lx, h](t) = t[x,W, hll,..., [x.(t), h,l), t > 0 
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(where [x, h] stands for the element xh in case x ) 0 and h > 0). It is first 
evident that (xx) will be satisfied with h = max{h,i; 1 Q j < n, 1 < i < m}; 
second, under the supplementary assumption there exist the constant n X n 
matrices B,, 1 Q i < m, over R + , the number a > 0 and the element g E Xi 
with 
(xxi)’ e -=Bl Q B(j’(t, S) < e”Bi, (t, S) E RF’, 1 < i < m, 
(xxi)” g is a solution of the VFE, 
V -.a V ‘B,[x, h,&,(s)) & 
I 
t>o (7)’ 
0 
condition (xxi) holds too. In the same context, concerning the internal 
operation V, two cases are of great interest in many concrete situations, 
namely, 
xvy=x+y, x, y E R “+ (respectively, Xz) 
x V y = max(x, y), x, y E R: (respectively, X,‘) 
where, in the second relation, “max” denotes the usual maximum function 
induced by the lattice structure of (R’J. , <) (respectively, (Xi, <)); note that, 
under the first of these choices, the corresponding variant of Theorem 4 may 
be viewed as an extension of the author’s similar result [38] proved by a 
rather technical argument involving Hilbert’s projective metric (see also 
Bushel1 [ 111) and, at the same time, as a generalization of some 
contributions in this area due to Stetsenko and Imomnazarov [ 3 1 ] (see also 
Bakhtin [ 21). 
At the end of our discussion, let us present a specific example of VFE 
described by (7) which seems to be of a practical interest in the general 
systems theory. Let A = ]]a,, I] be a 12 x n real matrix with positive 
nondiagonal elements (remember that, by a result of Pave1 and Turinici [26] 
this will imply eAr is a n x )2 matrix over X:), x0 E R: a given vector, 
B = ]]b,,]l a n x n matrix over X: and h = (hl,..., h,) a fixed element in 
(0, 1)“. With V introduced under the general conventions we already 
discussed, let us consider the VFE 
x(t) = eAfxo V 
I 
’ eA(f-S)B(s)[x, h](s) ds, t > 0. (8) Cl 
The basic assumption we make about our elements is that a ?I X n matrix 
C = (] cr,(( over R + may be determined with the properties 
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(xxii) e -“C <B(t) Q e”C, t > 0, for some a > 0, 
(xxiii) the associated VFE, 
x(t) = eAfxo V 
I 
’ eAgfeS)C[x, h](s) ds, t>o 
0 
(8)’ 
has at least a solution in Xi. 
By an easy application of the above developments it is clear that, given any 
solution g E X: of (8)‘, Eq. (8) has a unique solution z E Xi which satisfies 
the supplementary condition em5g(t) < z(t) < esg(t), t > 0, for some /3 > 0 
(given by (a)“) and, moreover, the sequence of successive approximations 
{Xlrl. rEN) in 
eAtx’ V Joe 
x,t defined as x[Ol(t) = g(t), x[r+ll(t) = 
’ A(t--S)B(s)[~r, h](s)ds, t > 0, r E N, converges to this solution 
under an error approximation expressed as in (b)” of Theorem 4. The 
important feature of these approaches is that the “complicated” VFE (8) is 
reduced (modulo the remaining hypotheses) to the “simpler” VFE (8)’ that, 
in principle, allows a more direct treatment (see as concrete examples 
Bushel1 [ 11 I). Note that in the particular “sum” case involving the ambient 
internal operation V, the VFE (8) which, as can be readily seen, is equivalent 
with the Cauchy problem 
x’(t) = Ax(t) + B(t)[x, h](t), t~O,X(0)=XO (9) 
may be viewed as a vectorial interpretation of a mathematical model for 
metabolic growth processes due to Bertalanffy [5, Chapter VII] while the 
VFE (8)‘, equivalent with 
x’(t) = Ax(t) + C[x, h](t), t>O,x(O)=xO (9)’ 
may be viewed as a vectorial extension of the well-known Bernoulli’s 
equation. Concerning this last aspect, it must be noted that, under the 
assumption x0 = 0, the Cauchy problem (9)’ may have infinitely many 
solutions in X: (see, e.g., Coddington and Levinson [ 13, Chapter I, 
Section 11) and therefore the same conclusion will be valid for the VFE (8). 
Finally, it seems to be not without importance to emphasize that the 
differential version of the “maximum” counterpart of (8) could be used in the 
same way as (9) to the mathematical modelling of certain “competitionally” 
growth processes analogous, in essence, to those described in the above 
quoted Bertalanffy’s work; some concrete examples of this kind will be given 
elsewhere. 
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