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Abst rac t - - In  this paper, we propose two regularization approaches for the Boltzmann collision 
operator. The constructed operators preserve the mass, momentum and energy; their equilibrium 
states are Maxwellians and they satisfy the H-theorem. In the first approach, the regularization 
consists in allowing microscopic ollisions which do not exactly preserve nergy and momentum. 
However, the limit of the mollified operator when the cut-off parameter tends to 0 is not the usual 
Boltzmann operator unless a certain condition on the distribution function is satisfied. In the second 
approach, the regularization relies on a smoothing of the masses of the particles and leads to a 
regularized operator which formally tends to the Boltzmann operator for any arbitrary distribution 
function, when the cut-off parameter tends to zero. 
Keywords - -K inet i c  models, Boltzmann equation, Collisional invariants, H-theorem, Particle 
methods, Discrete velocity methods. 
1. INTRODUCTION 
In the recent past, various new numerical methods for solving the Boltzmann equation have 
been investigated, in particular, those based on discrete velocity models (DVMs) (see [1-4]). In 
such methods, the velocities lie on a fixed lattice L of R s. The consistency of these DVMs are 
closely related to the repartition of integer roots of the equation x 2 + y2 + z 2 = n. So far, 
partial consistency results have been obtained via number theory (for example [2,5]). From the 
numerical and practical point of view, the main difficulty with DVMs is the small number of 
pairs of discrete post collisional velocities for a given pair of precollisional velocities. Indeed, the 
number of intersection points between the collision sphere and the lattice L of discrete velocities 
may be very small [6]. In such circumstances, the grid needs to be refined and the cost becomes 
prohibitive. To waive this difficulty, a smoothing of the collision sphere is necessary. This is the 
first motivation of the present work. 
The authom thank T. 1,achand-Robert emd P. Mironescu (Laboratory of numerical analysis, University of Paris 6) 
for their ideas concerning the Proposition 2.1. 
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The second motivation is to propose a basis for the approximation of the Boltzmann collision 
operator by means of the particle methods [7-9]. Monte Carlo methods allow to treat both the 
transport and collision operators in a fairly natural and easy way [10]. However, the Monte Carlo 
treatment of the collision integral generates a fairly high level of noise. It would therefore be 
desirable to design a particle method which would allow a flexible treatment of the transport 
term, together with a deterministic treatment of the collision integral in order to decrease the 
noise level. This goal has been achieved in linear transport heory [7-9], but has for a long 
time been stopped by the inability of finding a regularization of the microscopic ollision process 
which still yields a macroscopically conservative Boltzmann operator. For short, the treatment 
of collisions by a deterministic particle method would essentially reduce to find a four-velocity 
model for velocities which are not exactly cospheric (in the center of the mass frame), but such 
that, after integration over all the possible four-velocity configurations, the collision operator 
would still be conservative (in mass, momentum and energy). This rather imprecise statement 
will be made clearer later on. The goal of the present paper is precisely to investigate whether it 
is possible to perform such regularization. 
In this paper, two possible strategies to address these problems are presented. The first strategy 
consists in mollifying the collision sphere and in considering the collisional velocities on a spherical 
shell rather than on a sphere. Therefore, momentum and energy are not preserved at the level 
of the microscopic ollision. However, they may be conserved at the macroscopic level if the 
scattering cross section of these unphysical collisions is carefully chosen. Indeed, in Section 2 we 
shall construct a mollified Boltzmann operator such that 
• conservations of mass, momentum and energy holds; 
* the steady state solutions are Maxwellians; 
• the H-theorem holds. 
These three properties are required for having a correct convergence of the distribution function 
towards the Maxwellian distribution at large times, which is of primary importance. We prove 
the following results. 
• The construction of a mollified operator for which either energy or both momentum and 
energy conservations are relaxed at a microscopic level but such that they are satisfied at 
the macroscopic level is always possible (see Sections 2.1, 2.2, and 2.4). In Section 2.3, we 
show that the associated cross sections can be chosen in a simple form, i.e., as a piecewise 
constant function. 
• This collision operator may be chosen in such a way that, when the regularization param- 
eter tends to 0, it converges to the usual Boltzmann operator with a modified scattering 
cross section. We prove that the limit cross sections coincide with the usual one if and 
only if the moments of the distribution function satisfy some constraint (see Section 2.5). 
A distinctive feature of this mollified collision operator is that its associated scattering cross 
section depends on the distribution function itself. This heavily complicates the structure of the 
collision operator and therefore, its implementation. 
The second strategy is based on a modification of the masses of the particles during the 
collision and will be developed in Section 3. Once again, the microscopic ollision is modified 
but the operator is constructed in such a way that it preserves the above three properties at the 
microscopic level. The main advantage of this method is to be "macroscopic" compared with 
the previous one in that the associated scattering cross section essentially depends on the first 
three moments of the distribution function instead of the microscopic details of it. Moreover, this 
mollified operator tends, at least formally, when the cut-off parameter tends to 0, to the usual 
Boltzmann operator. 
We recall some classical features of the Boltzmann collision operator in the following para- 
graphs. We shall restrict ourselves to a monoatomic gas and consider the Boltzmann collision 
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operator of the form 
Q[fl(v) = f..xs~_ (v -- vD _n) '~ iv _ v i i  iftf~ - -  ffl) dfldvl, , ,  Iv- vii, Iv- vii ) (1.1) 
where a is the differential scattering cross section and It = f(v'), f~ = f(v~), f = f(v), f l  = 
f(vx), v, and vl (respectively, v t and v~) are the particle velocities before (respectively after) the 
collision and are given by 
v' = v - ( v - Vl, f~) ~, v~ = Vl + ( v - Vl, f~) fL (1.2) 
(x,y) denotes the dot product of the vectors x and y of R 3 and ~2 is an arbitrary angle f~ E S 2, 
where S 2 is the unit sphere of R 3. These relations express the conservation of momentum and 
energy during a collision (the conservation of the number of particles is obviously satisfied) 
v + Vl = v' + v~, (1.3) 
Ivl 2 + Iv~l 2 = I¢12 + Ivll 2. (1.4) 
The standard properties of the Boltzmann operator can easily be presented on the weak formu- 
lation of the Boltzmann operator. Let • be a test function, we have 
P1 (Conservations): f Q[f](v)¢(v) dv = O, V f, (1.5) 
av ER a 
if and only if there exists a E R, b E R a, and c E R such that ~(v) = a + b.v + clv[ 2. 
P2 (Maxwellians): fR3 Q[f]iv)¢iv) dv = 0, V~, (1.6) 
if and only if the distribution function is a Maxwellian 
(2~rT)3/2 exp . (1.7) 
Finally, the entropy decay reads 
P3 (H-theorem): fa Q[f](v) ln(f(v)) dv <_ O, 
3 
V.f. (I.8) 
These properties hold true for sufficiently smooth and fast decaying distribution functions. 
2. MOLLIFYING THE COLLISION SPHERE 
Note first that the Boltzmann operator (1.1) can be equivalently written in the form 
Q[.f](v) = j~(Rs)4 c (v, Vl, v', v~) (f' f~ - f f l )  dr' dv~ dvl, (2.1) 
where the integration is now taken upon the velocities dr' dv~ dr1 and 
( ,  - Vl, a )~ (2.2) civ, c ( 1 iv-v,1, 
c Iv - v i i ,  [v : . - :v~ ] = ,r Iv - v i i ,  Iv - v i i  ] Iv - v i i  Iv' - v i i ,  (2.3)  
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where ~o represents he delta measure located at x = 0. A straightforward calculation gives (from 
= ( (v '  - V ' l )  - (v  - vO) / ( l (v '  - vl) - (v - vl)l)): 
(~) --  ~1, a )  I 1 I(v' - v l )  - (v - v l ) l  
(2.4)  
v-v i i  I = 
Note that the functions c and C are only defined for velocities v, vl, v', and v~ satisfying the 
conservation relations (1.3),(1.4). The conservation ofmomentum and energy are now taken care 
of by the delta measures in (2.2). Using this formulation, which can be found for instance in 
Cercignani [11], a natural generalization of the Boltzmann operator, consists in mollifying these 
measures in order to increase the number of possible post-collisional velocities. 
Let ~ be a test function. We present he construction of the mollified Boltzmann operator on 
the following standard symmetrized weak formulation of (2.1): 
(Q[/]' = j /-3 
(2.5) 
= --14 ~(R3)4 C(V, Vi,V,,Vl) (¢t "4- ~i -- ¢ -- I~/i)(f'f~ -- f / i)  dvdv'dvl dvl, 
where ¢~I, k~, ~, and ~1 again denote ¢(v'), ~(v~), k~(v), and q/(vl), respectively. Our reg- 
ularization procedure consists in smoothing the delta measures ~f in the Definition (2.2) of the 
cross section c into a positive function 6 e depending on a smoothing parameter e. One goal is to 
achieve that 
~V (v +vl 2 Vl , v' +2 vl , ?')l--'l)i) ~0 (V'I-Vi--V'--V~)5 0 (IV--Vl[ 2 -- ,v ' -v~,  2) , (2.6) 
while ~f ~ being designed such that the conservation properties are not lost. We shall see that we 
cannot always achieve this aim. We drop the dependence upon e for the moment, i.e., ~f e = ~i. 
The mollified Boltzmann operator (~ is written in the following symmetrized weak form: 
( f l f '~( v-~-v12,-2,v-vi ~)l'~-V 12,3~)1-?)~.) (2.') 
--ffl~<VtJt~ ' Vt--VI2 , V'4-~)12 , V-~Vi)) d,uduid?)Idvl, 
where C is defined (from (2.4) and (2.3)) as 
O(z,z')=c N, 2N ' (2.s) 
where [z I stands for some averaged value of ]z{ and Izll, like, for example 
2 
The only required properties for ]z[ is to coincide with Izl for z = z ~, to be smooth and 
symmetric (when exchanging z and z ~) in order to ensure the consistency of the construction. In 
this section, we first obtain necessary conditions on the function 6such that properties (P1), (P2), 
and (P3) are satisfied by (~ (Section 2.1). Then, in Section 2.2, we prove the existence of the 
mollified operators. When both energy and momentum conservations are smoothed we prove that 
the regularized operator can be chosen in a simple form (using a piecewise constant correction 
function S) under some conditions on the distribution function f .  In Section 2.4, we show 
an explicit construction of the mollified operator without any conditions on the distribution 
function, when only the energy conservation relation is smoothed, and in Section 2.5 we study 
its convergence to the Boltzmann operator when the smoothing parameter tends to 0. 
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2.1. Const ruct ion  of  the  Regular izat ion  Funct ions 
2.1.1. Change of  variables 
We use the change of variables from the velocities v, 731 (respectively, v ~ and v~) to the velocities 
of the center of mass frame (denoted by w, respectively w t) and relative velocity z (respectively z~). 
More precisely, we set 
v q- Vl v --  Vl 
2 ' z= 2 ' 
v' + v~ v / (2.9) W t ~ ~ Z l ~ --Vtl 
2 ' 2 
We recall that conservations of momentum and energy at the binary collision level are written 
in these variables: w = w' and Izl z = Iz'l 2. The Jacobian of this transformation is(l/2) 3. Thus, 
the Boltzmann operator Q can be written in a weak formulation 
(¢ ) [ f ] , ) )  = -2  .J,.,)' e (z, z ' ) ( ) '  + - ) - (w,z, 
P 
- f  f l$ (w', z', w, z)) dz dz' dw' dw, 
(2.10) 
where the functions ( f  or ~) are evaluated at the points v, vl, v', v~ depending on w, w/, z, 
and z' as defined in (2.9). 
2.1.2. Maxwel l ian  s teady  states,  i.e., (P2) 
The collision operator has to vanish for Maxwellian distribution functions. This property (P2) 
cannot be achieved if ~ is independent of the distribution function. Actually, we require a bit 
more indeed, that the integrand in (2.10) identically vanishes when the distribution function is 
a Maxwellian (as defined in (1.6)); this is the usual distinction between the global and detailed 
balance properties. Here the detailed balance property is written 
M(w'  +z ' )M(w' -z ' ) cS(w,z ,w ' , z ' )  =M(w+z)M(w-z )~5(w' , z ' ,w ,z )  (2.11) 
for any Maxwellian distribution function defined by (1.7). Note that we have, for any Maxwellian 
Mp,u,T and any vectors w and z 
Mp,u,T(W + Z)Mp,u,T(W -- Z) = Mp,u,T/2(w)Mp,o,T/2(Z ). (2.12) 
Therefore, (2.11) is achieved if and only if ~ is such that 
c5 (w, z, w', z') = M,,u,T/2(w)Mp,o,T/2( z)S (w, z, w/, z') , (2.13) 
where S is a positive symmetric function of the pairs (w, z) and (w', z') 
S(w,  z, 'lo t, z/) = S(w t, z' ,  w,  z) ,  V('u3, z, '1131, z ')  E (R3)  4 . (2.14) 
In the remainder, we shall restrict o functions S which satisfy 
~,~lS(w,z,w' ,z ' )>o,  Iw-w'l <_a, Iz-z ' l<_a.  
Let us now define the Maxwellian distribution function M ! which has the same first three mo- 
ments as f ,  i.e., M f = Mp1,~s,T s such that 
( )j () plus = f(v) 
. 2 
dv. (2.15) 
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2.1.3. Conservations laws, i.e., (P1) 
Then, we consider conservations of momentum and energy, since conservation fmass is obvious 
(i.e., (t~, ~) = 0 for ~(v) -- 1). The conservation of momentum is written 
(Q[f],v) =0¢:> f(Ra)4 C(z,z')(w-w')(f~f'MIM[ 
and the conservation of energy 
(Q[f],l?)l 2) =0~=~ (Ra)4 C(z'z/)(Iwl 2- [W']2-~ - IZl 2 -  [Ztl 2) (f~ftMfM( 
-f l f(Mf) '(Mfl) ')  ~(?.ll, z,w',z') dzdzldwldw. 
Let us note X = (w, z) e (R3) 2 (and X' = (w', z')). The conservation relations can then be 
written 
jfR ~(X,X,) ( (w-w') ~(F(X')H(X)-F(X)H(X'))dXdX'=O, (2.16) 12 [Xl 2 -- IX/[ s ] 
with 
F(X) =/ (w + z)f(w - z), 
H(X) = MI(w + z)Ml(w - z), 
(x,  x ' )  = ¢ (z, z') s (~, z, ~', z'), (2.17) 
lXl 2 = lwl 2 -~-Iz[ 2. 
Note that S is a nonnegative symmetric function of its argument which is positive in a strip 
S(X,X ' )  > O, S (X ,X ' )  = S(X ' ,X ) ,  V(X,X') e (R6) 2, (2.18) 
(x, x ' )  > 0, vx,  x ' ,  Ix - x ' l  < ~. (2.19) 
Therefore, 2~ # 0 on a nonnegligible set (with respect o the Lebesgue measure dX dX'). It is 
easy to check that the functions F and H satisfy (from relations (2.15) and with d = 6) (1) L(a) 
Xi F(X) dX = X~ H(X) dX, Vi = 1... 3. (2.20) 
ixl~ ~ ixl2 
Note that the conservation relations (2.16) are symmetric with respect o the exchange of X 
and X'. This will be used to reduce the integration domains. 
2,2. Ex istence of S in the Genera l  Case 
We now construct he function S from R 12 to R + such that conservation of momentum and 
energy holds. These conservation laws can be written in the form 
~(R G,(X,Y)S(X,Y)dXdY -- 0, i = 0. . .3 ,  (2.21) s)a 
where the functions G~ are defined by 
Go(X, Y) = (F(X)H(Y) - F(Y)H(X)) ([X[ 2 - [y[2) , (2.22) 
Gi(X, Y) = (F(X)H(Y) - F(Y)H(X))(Xi - Y~), i 6 [1... 3]. (2.23) 
The existence of such a function S (or equivalently S since C has been already chosen) in the 
cone of positive functions requires the following necessary and sufficient condition. 
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PROPOSITION 2.1. There ex/sts a positive and nonvanishing function S satisfying (2.21) if and 
only if there exists no positive linear combination of the functions G~. 
PROOF. The proof of the direct implication is obvious, by contradiction. We shall now prove that 
if the intersection of the space V generated by the functions (Gi)i=i...4 and the cone C of positive 
functions reduces to the null function, then there exists a positive function S satisfying (2.21), 
i.e., orthogonal to the functions (Gi)i=l...4. 
The sets C and V are considered as subsets of the Banach space H = L 2 and they are nonempty, 
convex and disjoint. Moreover, C is closed and it generates H in the sense that C + ( -C)  = H 
and C N ( -C)  = {0}. If Hahn Banach theorem applies, these sets can be separated by an 
hyperplane, i.e., there exists a nonvanishing function S E H such that 
which gives the result. The difficulty relies on the fact that none of these sets are open. However, 
we still obtain the result. Let us consider f0 ~t 0 in C and define Co = {f _> f0}. We show that 
the distance between V and Co is such that dist (V, Co) = 2r > 0: by contradiction, if 3 (fn) E C 
and (xn) in V such that 
IS,, + So- 
Then, if xn is bounded, it converges toward x0 E V (since V is closed) up to the extraction of a 
subsequence and fn q- f0 --~ x0. Therefore fn converges to (x0 - f0) e C (since C is closed) and 
hence, x0 = 0. This implies that fo e ( -C)  and contradicts f0 ~t 0. When xn is not bounded, 
one can consider the sequence xn/[xn[ and obtain again a contradiction. 
Let us now define the following mollification of V: 
vr de-----f {x E H I 3y e V, x E B(y,r)}. 
Vr is now an open convex set which is disjoint from Co, since r = dist (V, C0)/2. We can now 
apply the Hahn Banach theorem which gives the existence of a nonvanishing function S E H and 
of a real number a such that 
(S ,x)  >_a, VxECo, (S,x)  <_a, VxE Vr. 
The second condition implies that (S, x) < a, Vx E V and therefore (since V is a vector space) 
(S, Gi) -- 0, Vi e [1... 4] and a = 0. The first condition reads (S, th + f0) >_ 0 forall h E C and 
forall t >_ 0. When t --* oo, we obtain 
(S, h) > 0, Vh e C. 
This implies that S E C and ends the proof. I 
REMARK 2.2. The same proof holds when the functions Gi are in Ln(R n) for p < oo and insures 
the existence of a function f E L p' . Since the functions Gi of interest are naturally in L 1, we 
have the existence of S ~ L °0 (provided V N C = {0} using the above notations). 
REMARK 2.3. It can be proved that the function S can be chosen as an analytical function and 
everywhere strictly positive [12]. 
R, EMARK 2.4. Note that the construction of positive functions orthogonal to some subspaces 
of C2[0,T] is described in [13]. 
We now prove that the nonexistence of a positive combination of the Gi's is satisfied provided 
the distribution function f is not almost everywhere equal to a Maxwellian. 
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LEMMA 2.5. Suppose that there exists (A~)~=0,...,3 such that the function deftaed by 
3 
G = ~ AiGi 
/=0 
is positive on a nonnegli$ible set. Then, we have 
F = H, a.e. 
PROOF. We prove this by contradiction: we suppose that F # H on a nonnegligible set and we 
assume the existence of (Ai)~=0 ..... 3 such that G(X, Y) > 0 a.e., (X, Y) e R 2d and such that G > 0 
on a nonnegligible set of R ~d. 
By the definition of the function G/we have 
G(X, Y) = (F(X)H(Y) - H(X)F(Y))(P(X) - P(Y)) 
3 with P(X)  = a0]X] 2 + ~-~i=l aiXi" By integrating over Y, we obtain 
~d (F(X)H(Y)  - H(X)F (Y ) ) (P (X)  - P (Y ) )dY  > 0, a.e.,X 6 R d. (2.25) 
With the use of (2.20), we shall assume, without any loss of generality, that 
Then, (2.25) yields 
(p (x )  - - H (X) )  > 0. (2.27) 
This gives 
p P (X) (F (X)  - H(X))  dX > a / (F(X) - H(X))  dX, 
f 
(x)>~ JR(X)>a 
= -a  __Jp(x)<a (F(X) - H(X))  dX, 
= a __]P(x)<a (H(X) - F(X)) dX, 
>- ]P(x)<a (H(X) - F(X))P(X) dX, 
and one of these inequalities at least is strict by the fact that G > 0 on a nonnegligible set of R 2d. 
This is in contradiction with 
( H(X)  - F(X) )P(X) dX  = O, 
and ends the proof. | 
With Lemma 2.5, we prove the existence of a regularized operator (~ which satisfies Proper- 
ties (P1)-(P3). 
THEOREM 2.6. There exists a positive function S such that the collision operator Q based on 
the above construction satisfies properties (P1), (P2), and (P3). 
PROOF. Either f = M l, a.e., and then Q = 0 or f # M I on a nonnegligible set, then F ~ H 
on a nonnegligible set and there exists a function S from Proposition 2.1. The verification of the 
remaining property (P3) follows from the positivity of S. Details ave left to the reader. 1 
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2.3. Ex is tence  o f  a P iecewise  Constant  Funct ion  S 
In this section, we make an hypothesis which is a little bit restrictive but which has two main 
advantages: first, this assumption is easy to check numerically; second, it allows us to prove that 
the function S can be chosen in a very simple form, namely as a piecewise constant function. 
This choice is particularly convenient from the computational point of view. 
First let us define the sets f l~,i  = 0,. . .  ,3, according to the following lemma: we denote 
meas (A) the measure of a set A with respect o dX dY. We have the following lemmas. 
LEMMA 2.7. Assume F(X) ~ H(X) on a nonnegligible set ofR  d and define: 
fl0 e = {(X ,Y )C  R 2d S.t. "[ -Go(X,Y)> 0}, (2.28) 
fl~ = {(X,Y) e R2d S.t. "b a~(x,Y) > 0}. (2.29) 
Then, we have meas(fl~) > O, for all i = 0. . .  3. 
The proof of Lemma 2.7 follows exactly the same lines as that of Lemma 2.5 and is therefore 
omitted. Next, we have the following lemma. 
LEMMA 2.8. Vi = 0. . .  3, at least one of the sets fl~ or fl7 defined by (2.28),(2.29) with F and H 
given by (2.17) is negligible (and then, bo~h fl+~ and fl7 are negfigible) or equivalently F = H 
a.e. if and only if f = M y, for a.e. v E R 3. 
PROOF. Assume one of the sets is negligible. From Lemma 2.7, we have that F is equal to H, 
a.e. This can be written in the form: 
f (w+z) f (w-z )=Ml (w+z)MY(w-z ) ,  a.e. (w,z) eR  °, 
which implies 
and yields 
fR3 f(vl) f(v) dvl = ~s  MI(Vl)M/(v) dvl, a.e. v E R 3, 
f(v) = MY(v), a.e. v G R a. | 
Now, we assume the following: any intersections of the 8 sets fl~ are nonnegligible, i.e., 
3 aj meas (Nj=ofl j ) > 0, V(aj)j=0,...,3 E ({~1}4). (2.30) 
We prove that this condition allows to construct he function S such that (2.21) holds, as a 
product of characteristic functions. More precisely, we set 
4 
s (x, x') = II (x, x'), (2.31) 
i----O 
where the functions X~ are defined for i = 0... 3 by 
S at' v (x, x') e fl,+, 
X~ (x, X') (2.32) 
87, elsewhere, 
with 8 positive real numbers a~ to be determined. Note that fl~- C (fl+) c, Vi, by construction. 
We define the following 64 constants, which depend on the distribution function f and of the 
choice of 
I~' = Jnf~onn~,nn~nnn~" C(z ,z ' ) (FCX ' )H(X) -FCX)H(X ' ) ) (X , -X ' )  dXdX ' ,  (2.33) 
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Vi E [0... 3] and Va = (ai)i=0...a E {+1, -1} 4 and we use the convention X0 = IX[ 2, for the sake 
of simplicity. Using (2.30), we have the following sign properties: 
a~I~' > 0, (2.34) 
where a = (ai)i=l...4 E ({+1,-1}) a. With these notations and for function S of the form (2.31), 
the conservation of momentum (for i = 1, 2, 3) and energy (for i = 0) can be written as the 
following system of equations in the variables a~ with n = 4: 
n-1 
I~ H a~ k = 0, i = 0 . . .n -  1. (2.35) 
(oOe({+l, -1}) n k=O 
We shall now prove that systems of n equations of this type for 2n unknowns a~ have a nontrivial 
positive solution (with the n supplementary following constraints a~- -- 1). 
PROPOSITION 2.9. Let n E N and (I~)i=O...n_l,ae({+l,_l}),, E (R) n2," such that (2.34) holds, be 
given. The system (2.35) has a nonvanishing solution (a~:)i=0...n-1 E (R+*) 2n, not necessarily 
unique. 
PROOF. Let us fix a~- = 1 and construct sequences ((ai)n)neN which tend to a + when n --* oo 
as follows. 
Initialize the sequences ((ai)n)neN (for i = 1, . . . ,  n) by 1, i.e., a + = (a°) ° = 1. Assume a~ n are 
known (in (R+)n), we compute a~ n+l using the i th equation in (2.35) where the a + for j # i are 
equal to a~ n and a~- = 1 for all j = 0. . .  n - 1. We have 
am+l _~_ Z(a ) [a i=- I  Ia  H~--a a~ s 
. -1 a~"  (2.36) ~(,,)I,~,=+~ I~' I-Ik=o,k#~ 
Note that by construction we have, for all m E N a m+l > 0 (since ai I~ > 0 for any a and the 
r$--I numerator contains 1-Ik=0 ak = 1). We skip the term a~- = 1 in the numerator product. Then, 
for any of the 2 n-1 terms (associated with a particular c~ °) in the numerator sum, we have its 
equivalent (i.e., a with the same aj  = a °, j # i) in the denominator, therefore 
i~o n--1 ak 
Hk=0,a#~ ak < max(~), i=0....-11I~'1 def= R. (2.37) 
n--1 Y](~)I~,=+I I~' I[k=o,a#i a~ ~ min(a), i=o...n-1 II~'l 
Then, by adding these 2 n-1 inequalities, we get an a priori upper bound for a~ +1 defined 
by (2.36) 
a~ +1 < 2n-lR. (2.38) 
Since the sum in the numerator includes a term l-Ik=0 ak equal to unity, we also have a lower 
bound: 
R-1 
a m+l > (2n_lR)n_l .  (2.39) 
Hence, the above constructed sequence lies in a compact set of R n, and thus, up to an extraction, 
has a limit point which gives a solution for system (2.35) which is nontrivial and positive thanks 
to (2.39). This ends the proof. | 
The convergence of the whole sequence requires the uniqueness of the possible limit, which 
actually seems to hold, from the numerical point of view. This result may be obtained using 
algebra technics ince (2.35) is a system of polynomial equations of degree n for the variables a+ 
and of degree 1 with respect o each of a + separately. This remains to be proven. 
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We apply Proposition 2.9 with I~ given by (2.33) and n = 4. 
normalization constraint of the form 
d (X,X') F(X)H (X') dXdX' H a~ ~ = Ncou > 0, (2.40) 
(a)e({+l,-l})' ~ =o n~'' k=O 
where the right-hand side is the given number of collisions for the exact Boltzmann operator 
defined by 
gcoll dej [ C(z,z)(f(w+z)f(w-z)ldzdw=iR Cffidvdvtdfl>O. (2.41) 
J(R a) 3xR3xS2 
Therefore, it suffices to consider an arbitrary solution given by Proposition 2.9 and to multiply 
the pair (a +, a~-) by a constant in order to satisfy the normalization requirement (2.40). 
Note that the coefficients I~ are defined from the distribution function as integrals over ~:  
(also defined from the distribution function). Thus, the assumption (2.30) on the intersections 
of f~  naturally depends on the details of the distribution function and has to be checked. Efficient 
algorithms to achieve this computation practically still need to be designed. 
2.4. Description of the Energy Mollified Operator 
In this section, we prove that a generalized Boltzmann operator can be constructed in the 
particular case in which only the microscopic energy conservation is relaxed. More precisely, it 
consists in assuming that 6(w, z, w', z') in (2.10) is of the form 
(w, z, w', z') = ~= (Izl ~, I~'12 ) 60 (~ - ~'),  (2.42) 
where 60 is the delta function. Then, the conservation of momentum is automatically verified. 
The detailed balanced property (2.11) can be simplified using (w = w ~) and leads to 
( z ,  _- t r+ / \ r~ ) 
where T f is the temperature of f defined by (2.15). This condition (2.43) reads 
5z (z, z') = exp ( I z l2 :  [z'[2~ S (z,z'), (2.44) \ 2r, ) 
with S(z, z') symmetric and positive. The conservation of energy can be written in the following 
form: 
A3)s C(z ,z ' ) ( Iz '12-  [z[ 2) (f(w+z)f(w-z)exp(iZ[2---[--z'[2~ \ 2r~ ) 
-f(w+z')f(w-z')exp([Z'['-:[zi2~S(z,z')dzdz'dw=O, (2.4,5) \ 2r, )) 
and, after integration with respect o the variable w, 
/~..>, O (., z,)(1=1=- iz, i :) (,,(:) exp (-  Iz'l'] \ _~T j  _ ~,(z,) exp \(-I:l'~T,/) 
exp 2T I S (z, z') dz dz' = 0. (2.46) 
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with 
c~/(z) =/Rs $(w + z)y(w - z) dw. (2.47) 
A corollary of Lemma 2.8 proves that the function inside the integral in (2.46) 
2ry / //' 
is strictly positive (respectively negative) on a nonnegligible set denoted by ~+ (respectively f~-) 
if and only if f is not almost everywhere equal to the Maxwellian M r. Then, a positive function 
S such that the energy conservation holds can be found. It can be chosen constant on the set 
f~+ in the spirit of the Section 2.3 without any supplementary hypothesis on the distribution 
function in this case. Then we have Theorem 2.10. 
THEOREM 2.10. There exists a positive function S such that the operator Q of the form (2.7) 
with C given by (2.8), ~ given by (2.42) and 8z by (2.44) verifies Properties (P1)-(P3). 
2.5. Convergence  When e ~ 0 
In this section, we intend to see if we can make the regularization depend on a (small) smooth- 
ing parameter e such that (2.6) holds when e ~ 0. We restrict to the energy regularization 
investigated in the previous ection. We now consider scattering cross sections of the form 
with ~ an even and positive function such that ~e(t) = 1/¢~(t/6) and f ~(t)dt = 1. We shall now 
prove Proposition 2.11. 
PROPOSITION 2.11. A necessary condition for the energy operator ~e with S e given by (2.48) 
to be such that 
lim Qe = Q(f , f), in l) 
~--.*0 
(for smooth distribution function f) is that 
sc g ,~ .y(sld~ = o, (2.49) 
where #/(s) a particular moment of f  defined below. In the case where ~ is a constant (Variable 
Hard Sphere models), condition (2.49) is written 
f~,z C([zl) (lzl - ~zl) f(w + z)f(w - z)dwdz = O. (2.50) 
PROOF. The conservation of energy can be written (after angular integration of the variables z 
and z') 
0/0 /0  ) 
where we assume that the scattering cross section verifies the simplifying assumption 
(Izl~, Iz'l ~') = ~ (Izl ~, Iz'l 2 ) .~ (a, ~'), (2.52) 
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with z = [zl/~, ~ E S 2, z' = Iz'i~ ~,/~' E S 2 are the expressions of z and z ' in spherical coordinates 
and where i f / i s  defined by 
cz/(Iz12) = faes  fa, es, f e,3 (fl' ')f(w+lzlO)f(w-lzl )dOd 'dw. (2.53) 
We use the following change of variable u = Izl 2, u' = Izq 2 in (2.51): 
LccL  °° ~(u,u')(u-u') ( (u ' -u~-oTy(u ' )exp(U-U '~ 0= f f f (u )exp\  2Tf ] \ 2T/ ] ]  
{e (u - u') Xe (u, u') v~duv~du'.  (2.54) 
We set s = u + u ~ and t = u ~ - u and define 
do(S , t )=X/S2- t2 tc (S~,  2 (OTf (~- -~)  exp (2-~/)  - o7! exp (2 -~/ ) )  
(2.55) 
for all (s, t) • {s > 0, Itl < s} ~r A. The energy conservation ow reads 
When e -~ 0, the function ~e tends to a delta measure, and, by a classical result about smoothing 
kernels, the above constructed collision operator converges to the usual Boltzmann one, at least 
formally, provided first that 
(-; ;) e , = c(s), (2.57) 
where c(s) is the physical scattering cross section defined at (2.2) and second, that 
( s - t  s+t )  
lim X~ , = 1, Vs > 0, (2.58) 
t-.0 2 2 
uniformly for e > 0. We now investigate under what condition it is possible to find a family of 
functions Xe satisfying (2.58) which guarantee that the energy conservation (2.56) is satisfied. 
Let us suppose that (2.56) holds. Then, when t ~ 0, we have, assuming enough regularity on 
the distribution function, 
lira Go(s,t)=1 (s  s )  t--*o -~ s t 2 ~ 2' 5 #f(s), (2.59) 
with 
ms 
Therefore, at the leading order when e -~ 0, (2.56) leads to 
sa ~,~ #/(s) ~,(t)X, s - t  s+t t2dtds=O" (2.61) 
, -2 ' 2 
But, by (2.58), we can write 
with for all s, 
s - t  8+t I =l+r/e(s,t), 
X~ 2 '  2 (2.62) 
lim r/e (s, t) = O, (2.63) 
t---*O 
35-1/2-D 
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uniformly when e --, O. Inserting (2.62) in (2.61), we get 
with 
It is easy to see that 
t2~(t) dt 
du,,8(t) = j~_~ t2~,(t ) dr" 
du~,,(t) ~ 5(t), as ~ ~ O, Vs > O, 
vaguely. Therefore, with (2.63), we have 
(2.64) 
(2.65) 
(2.66) 
8 ~l~(s,t)dv~,s(t)-~O, ase--*O. 
s 
(2.67) 
Vs > 0, which by means of the Lebesgue theorem, implies 
se , #I (s) ds = O. (2.68) 
It is easily seen that, by the same argument as in Lemma 2.8, #i(s) is not of constant sign. 
Therefore, a function 5 such that (2.68) is satisfied can always be found. However, here, we 
require (2.57), i.e., c = 5 where c is the physical scattering cross section defined by (2.2). There- 
fore, (2.68) is no more a constraint on 5, but rather a constraint on f .  And, obviously, this 
constraint is in general not satisfied. | 
REMARK 2.12. Note that #f = 0 if and only ff f = M I (at least when C is constant which is 
the case with Variable Hard Sphere (VHS) models). The constructed collision operator for the 
energy relaxation case is thus a good approximation of the Boltzmann operator for distribution 
functions close to equilibrium. 
3. MOLLIFYING THE MASSES DURING THE COLLISION 
The second regularization approach is based on the introduction of artificial masses belonging 
to a certain interval around the physical mass. The scattering cross section for collisions of particle 
with unphysical masses is designed to provide Properties (P1)-(P3). The main advantage of this 
method is that this generalized scattering cross section only depends on the first three moments 
of the distribution function (the number density, the mean velocity and the temperature). This is 
very interesting from the practical point of view since, for example in the homogeneous case, these 
corrections are computed once for all at the beginning. The principle of the mass regularization, 
is to act as if the particles do not have the same masses before and after the collision. For a 
similar approach devoted to multispecies flows, the reader can also refer to [14]. 
3.1. Descript ion of the Coll ision Process 
In this section, we describe the collision process. Let ~7 and v~ be two incident velocities (in R s) 
corresponding to two particles of masses m and ml. We consider post collisional velocities 
and vl associated with particles of masses m ~ and m~ such that conservation of momentum and 
energy hold for this particular collision (see (1.3) and (1.4), for comparison) 
/T/,'~"["/T/,I'U~ = mlv ' J r " / lV l ,  
m[~2 ~7/~1[~12 ~mt[~[2-~-7/111~ 1  .~[2.
(3.1) 
(3.2) 
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The case m = m' and ml = m~ may be physically interpreted as a collision between particles 
of different species (and different masses: A + B --* A ~ + B~), whereas the general case could be 
interpreted as a collision with chemical reactions (A+B --+ C+D) ,  with a conservation of the total 
mass. However, in this paper, we shall distinguish the physical masses of the particles (which 
are the same) and the artificial masses (which serve us to generalize the collision operator). 
Although there is no physical justification, this procedure allows to build a collision operator 
satisfying Properties (P1)-(P3) defined in Section 1. We denote 
m ml 
x = - -  1 -x  = - - ,  (3.3) 
m q-ml' m-{-ml 
m' m~ (3.4) 
Y = m'-t-m~' 1-y= m,+mll, 
with (x,y) E]0, 1[ 2. The conservation relations (3.1) and (3.2) can be written 
x'g + (1 - x)v~ = yv ~ + (1 - Y )5 ,  
xl~J 2 + (1 - x) l~ l  2 = y ~ 2 + (1 - y) V~l 2. 
(3.5) 
d,, (=(I -- x) ~ I/2 i~_ ~i. 
We search now to parametrize the velocities (~, ~)  for a fixed pair (~, v~) and fixed parameters x 
and y. We define the velocities of the pre- and post-colisional center of mass frames 
V(x)  2 -+- y(1 - y)r 2 = T~(X) 2 -I- X(1 -- X) I~ -  ~ 12 • 
This equation has a unique solution r > 0 given by 
~(x) = x~+ (1 - x)<, 
¢'(y) = y ;  + (1 - y)5. 
To ensure momentum conservation it is enough to take (remember that 17'(y) = 17(x)) 
= ~(x) + (1 - y)r~, (3.9) 
(3.1o) 
with ~ E S 2 and r > 0, S 2 being the unit sphere of R 3 and r to be determined later on. We 
now impose the conservation of energy (3.6). We calculate the two quantities ]~l 2 and 1512, 
with (3.9) and (3.10) 
~2 _~ 2 
= v(y) +2r (1 -y ) (~,~(y) )+(1  y)~r2, 
5 2 = ~(y) 2 + 2ry (~,'~(y)) + y2r2, 
with (., .) the scalar product of two vectors of R 3. We deduce that 
~1; 2+(1-v )  512= ¢(y) 2+y(1-~) r2  (3.13) 
We shall compute the quantity r using the conservation of energy, in terms of v~, x, and y 
(3.14) 
(3.15) 
(3.11) 
(3.12) 
(3.7) 
(3.8) 
(3.6) 
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3.2. Microrevers ibUi ty  and Invar iant Measures  
We define the transformation T as follows (the exponent T denotes the transpose of a vector). 
DEFINITION 3.1. To a given (g,v~) e (R3) ~, 5 E S 2, (x ,y )  e]0,1[ 2, the transformation T 
associates (~,~)  e (R3) 2, w' E S 2, (x ' ,y ' )  E]0, 1[ 2 such that 
=r(~,~,x,y,~)* d2 .P,.~,y,x, I~-- -~I]  ' (3.16) 
where (~, ~)  are defined by (3.9),(3.10). This transformation describes the collision process. 
We also define the space of collisional parameters by 
This transformation can be decomposed in the center of mass frame according to T = ~-  1 o C o 
with C the collision process in the center of mass frame and • being defined by Definition 3.2. 
DEFINITION 3.2. V(~7, v~, x, y, ~)-r E £, we define 
~(~,~,x ,y ,~)  -r '~eJ (V{'x) = x~7+ (1 - x)v~,~= ~7- ~,x ,y ,W . (3.18) 
Its Jacobian determinant verifies: 
act(Or) = det (0~, -~) o det(Oe) o det(O¢). 
We calculate the Jacobian of the transformation ¢: 
I det(O¢)l = 1. 
The Jacobian of T can be written 
/ Igl ~ 
I det(OT(V))l = V ~  sin(O), (3.19) 
with ~ = (gx, g~,gz) and with the classical parametrization of 
= (cos(0), sin(0) cos(C), sin(0) sin(C)). (3.20) 
Parameterizing w I = i v - v l / [v  - vii) by 
w' = (cos (0'), sin (0') cos (¢'), sin (0') sin (¢')), (3.21) 
and remarking that 
g~ 
' °~ sin (0') ' 
we can put the Jacobian of T in the form 
detCOT(/g)) -- 
with bf -- iv, vl, x, y, w),/g' = T(bf) and 
J (U )  
J (L f ' )  ' 
J(b/) - (x(1 - x))  3/2 sin(0). 
Now we set, for simplicity 
p(x) ---- 32 (x - x2) 3/2 • (3.22) 
Note that the factor 32 is chosen such that p(1/2) = 1 since it will allow to recover the standard 
Boltzmann operator in a following section. We deduce Proposition 3.3. 
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PROPOSITION 3.3. The following measure 
p( x ) sin(0) dx dy d~ dg d~ , (3.23) 
is invariant under the transformation T. 
REMARK 3.4. Let T be an involutive differentiable application of ~. Then, the measure 
~/[ det(OT(X))[ dX is invariant under the the transformation T. Indeed, by the use of the 
property T -- T -I, we deduce 
~V(X ) ---~ (~/---1 (~'(X)))- l .  (3.24) 
By taking the determinant of each member and by putting X'  = T(X)  
1 
det(0T(X)) = det(0T(X')) '  (3.25) 
then we have / 
= d(T(X)) = det(0T(X))dX = ~/[ det(OT(X))[ dX' [ det(~T(X'))[ dX. (3.26) 
Invariants quantities by the transformation T can be easily built: let h be defined on g and 
taking values in R d and g be a real function. For example, we can consider the quantities of the 
form 
g( (h( X), h(T(X)))), 
where (x, y) stands for the inner product in R d. 
3.3. Definition of the Mass Regularized Operator 
We consider a sub interval 2: of ]0, 1[ having the form 2: =]~, 1 - 7/[, with 1/2 > z} > 0 and 'cut 
off' functions of the form 
_ =1 (x  h, (x  1 ) ~  -~1/2) , (3.27) 
with ~(z) an even, positive and sufficiently smooth function verifying 
We consider also the function X defined by 
1, if (xln(a) + (1 - x)ln(b) - yln(c) - (1 - y)ln(d))(cd - ab) < O, 
x(a, b, c, d, x, y) = 0, elsewhere. 
(3.28) 
DEFINITION 3.5. For all ~ > 0 and for any given distribution function f ,  we define 
 /MI M MI M' ] 
where ((t ,~,w',x' ,y ')  = T(~,~,~,x ,y )  (7" being defined in Definition 3.1), q(u,w) = ua(u,w), 
and a is the differential scattering and M = M I is the Maxwellian with the same first five 
moments as f. 
We formally have Proposition 3.6. 
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PROPOSITION 3.6. 
mann operator  
l imC~(f'f)=fa fs ( f ' f l - f f l )q( [~-~l ,~)d~d~, inV. (3.29) 
~--+0 3 2 
PROOF. In the limit 6 --* 0, we have, in the distributional sense 
lim 
~---*0 
where 81/2 is the delta measure located at x = 1/2 and, for x = y = 1/2 we have p(1/2) = 1 
and x(a, b, c, d, 1/2, 1/2) = 1: indeed, V(a, b, c, d) E R~_, we verify 
lim x(a, b, c, d, x, y) = 1. (3.31) 
x---*l/2,y--*l/2 
This is obvious in the case ab = cd and, in the converse case, ab ~ cd and for (x, y) close enough 
of (1/2, 1/2), we have X = 1 by monotony of the logarithm 
(a - b)(ln(b) - In(a)) _< O, Va, b _> O. 
Finally, for any Maxwellian, any 4-tuple of velocities (g, ~, vq, ~)  satisfying the conservation of
momentum and energy (3.1),(3.2) and for x = y = 1/2, we have 
This ends the proof. 
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The limit when e --* 0 of Ce(f ,f) given by Definition 3.5 is the usual Boltz- 
3.4. P roper t ies  of the Operator  Ce 
We now check Properties (P1)-(P3) for C~(f, f)  given by Definition 3.5. For that purpose, 
we introduce the weak formulation of this operator and we symmetrize it as follows: by Defini- 
tion 3.5, momentum and energy conservation relation (3.3),(3.4) and Proposition 3.3 on invariant 
measures, we have, for all test functions ¢
L L L L 
X ' MI '  M I' M[ 'x 'Y  
M1M f' f' = M, M' f f l ) 
x/M1MM{M' (x¢ + (1 - X)¢l - y¢' - (1 - y)¢~) 
he (x -1 )  he (y -1 )  d~ d~ dgp(x) dx dy. 
3.4.1. Conservat ion laws, i.e., (P1) 
PROPOSITION 3.7. Conservations of mass, momentum and energy hold true 
PROOF. By taking successively ¢ = 1, ff and [if{2 in the above weak formulation, we can easily 
verify from (3.5) and (3.6) that (3.32) holds. This ends the proof. II 
We note that the term 
X ,M1,MI, M~,x,y , 
in the definition of the collision operator, does not play any role for the establishment of the 
conservation laws. 
M1M=M'M~. 
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3.4.2. Entropy Dissipation, i.e., (P3) 
PROPOSITION 3.8. We have the following inequality 
fRn Ce(f, f) In(f) d~7 < 0. (3.33) 
PROOF. Using the weak formulation of Ce(f, f) and replacing ¢ by In(f) in it, we obtain 
fRa Ce(f'f)ln(f)dv=2 fRa fR a fs 2 L,~)~2:2 q ( 'v -~ l  2 'v -~ l ' tD)  
( f  fl f' f'....!_1 ) X ,M1,M,,M[,x,Y 
( M1M f' f~ -- M~M' f fl ~ (3.34) 
x/M, MM~M' ,] 
(x In(f) + (1 - x) In(f1) - y In(f) - (1 - y) ln(f~)) 
he (x-1)  he (y -1)  d~ dgd~p(x)dxdy. 
By the use of the conservations of mass, momentum and energy, we have that ln(M) is an 
invariant for the collision operator, for any Maxwellian M. Therefore, (3.34) can be written as 
fRs C¢(f'f)ln(f)dv=l fRn fRn fs2 f(x,~)~ q (Iv-Vll+'~-Vl',~) 
( f f l f ' f '  ) X ,M--~,M,,M{,x,y 
f'f{ ffl '~ x/M1MM~M , M'M~ MM1 ] 
(xln (~)+ (1 -x ) ln  (Mf--~ll)-yln ( -~7) -  (1 -y ) ln  (f''~'~ \ M~].] 
Definition (3.28) of x(f/M, f~/MI, y'/M', y{/M~, x, y) ensures artificially the positivity of the 
above expression and ends the proof. 1 
3.4.3. Maxwell ian steady states, i.e., (P2) 
By construction, we easily verify Proposition 3.9. 
PROPOSITION 3.9. 
f(~) = Mp,u,T(V-') =~ C~(f, f) = 0. (3.35) 
The converse implication is not clear, because the term X can vanish for some velocities even 
if the distribution function is not identically a Maxwellian. The only equilibrium states of an 
operator of the form 
Qa,e(f, ) = (1 - a)Ce(f, f) + otQ(f, f), (3.36) 
with a El0, 1[, Ce(f, f) given by Definition 3.5 and Q(f, f) the standard Boltzmann operator 
given by (3.29) are the MaxweUians. Indeed, since the only steady states of Q(f, f) are the 
Maxwellians, we have proved that Qa,c satisfies Properties (P1)-(P3). The modification of C~ 
into Qa,~ is not unnatural from the numerical point of view. It can be seen as a splitting of the 
collision operator between the regularized operator which allows much more collisions and the 
standard operator which eliminates spurious teady states. 
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