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Abstract
Discovering statistically significant patterns from databases is an important challenging problem. The
main obstacle of this problem is in the difficulty of taking into account the selection bias, i.e., the bias
arising from the fact that patterns are selected from extremely large number of candidates in databases.
In this paper, we introduce a new approach for predictive pattern mining problems that can address the
selection bias issue. Our approach is built on a recently popularized statistical inference framework called
selective inference. In selective inference, statistical inferences (such as statistical hypothesis testing) are
conducted based on sampling distributions conditional on a selection event. If the selection event is
characterized in a tractable way, statistical inferences can be made without minding selection bias issue.
However, in pattern mining problems, it is difficult to characterize the entire selection process of mining
algorithms. Our main contribution in this paper is to solve this challenging problem for a class of
predictive pattern mining problems by introducing a novel algorithmic framework. We demonstrate that
our approach is useful for finding statistically significant patterns from databases.
Keywords
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1 Introduction
Discovering statistically reliable patterns from databases is an important challenging problem. This problem
is sometimes referred to as statistically sound pattern discovery [1, 2]. In this paper we introduce a new
statistically sound approach for predictive pattern mining [3, 4, 5]. Although the main goal of predictive
pattern mining is to discover patterns whose occurrences are highly associated with the response, it is often
desirable to additionally provide the statistical significance of the association for each of the discovered
patterns (e.g., in the form of p-values). However, properly evaluating the statistical significance of pattern
mining results is quite challenging because the selection effect of the mining process must be taken into
account. Noting that predictive pattern mining algorithms are designed to select patterns which are more
associated with the response than other patterns in the database, even if all the patterns in the database
have no true associations, the discovered patterns would have apparent spurious associations by the selection
effect. Such a distortion of statistical analysis is often referred to as selection bias [6]. Figure 1 is a simple
illustration of selection bias.
In this paper, we introduce a new approach for solving the selection bias issue for a class of predictive
pattern mining problems. Our new approach is built on a framework called selective inference (see, e.g.,
[7]). The main idea of selective inference is that, by considering a sample space conditional on a particular
selection event, we do not have to mind the bias stemming from the selection event. In the context of pattern
mining, it roughly indicates that, if we make a statistical inference (computing p-values or confidence intervals
etc.) based on a sampling distribution under the condition that a particular set of patterns are discovered,
the selection bias of the mining algorithm could be removed.
Although the concept of selective inference has long been discussed in the statistics community, no prac-
tical selective inference frameworks have been developed until very recently [8]. The difficulty of selective
inference lies in the requirement that we must be able to derive the sampling distribution of the test statistic
under the condition that the selection event actually takes place. Although deriving such a sampling distri-
bution is generally intractable, Lee et al. [9] recently proposed a practical selective inference procedure for
feature selection problems in linear models. Specifically, they provided a method for computing the sampling
distributions of the selected linear model parameters under the condition that a particular set of features
are selected by using a certain class of feature selection algorithms.
Our main contribution in this paper is to extend the idea of Lee et al [9], and develop a selective inference
procedure for a class of predictive pattern mining problems. We develop a novel method for computing the
exact sampling distribution of a relevant test statistic on the discovered patterns under the condition that
those patterns are discovered by using the mining algorithm. We note that this extension is non-trivial
because we need to take into account extremely large number of patterns in the database. For circumventing
this computational issue, we consider a tree structure among patterns and derive a novel pruning condition
that enables us to efficiently identify a set of patterns which have no effect on the sampling distribution.
To the best of our knowledge, this paper is the first to address selection bias issue in pattern mining via
2
5×5 10×10 25×25 50×50 100×100
 0
 0.2
 0.4
 0.6
 0.8
 1
5×5 10×10 15×15 20×20 25×25 30×30
F
al
se
 p
o
si
ti
v
e 
ra
te
 (
F
P
R
)
Image size
FPR
Desired significance level
Figure 1: A simple demonstration of selection bias. Here, we randomly generated 3× 3, . . ., 100× 100 pixel
images where the color of each pixel represents the value generated from N(0, 12). Then, we selected the
“most blue” 3×3 pattern from each of these images. We observe that the selected pattern looks “significantly
blue” when it is selected from a large image, although it is merely spurious result due to the selection effect.
The bottom plot shows the frequencies of the false positive findings for various sizes of images obtained by
applying naive statistical test for checking the statistical significance of the average value of the selected
3× 3 pattern. The false positive rates are far greater than the desired 5% level especially when the pattern
is selected from large images. In this paper, we introduce a novel approach that can address the selection
bias issue for a class of predictive pattern mining problems.
selective inference framework. The above pruning rule enables us to develop a practical selective inference
framework that can be applied to a class of predictive pattern mining problems in which extremely large
number of patterns are involved.
1.1 Related approaches
In most existing pattern mining procedures, the reliability of the discovered patterns are quantified by non-
statistical measures such as support, confidence, lift or leverage [10]. These non-statistical measures are easy
to interpret and would be sufficient for some applications. However, when the data is noisy and considered to
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be a random sample from the population of interest, it is desired to provide statistical significance measures
such as p-values or confidence intervals for each of the discovered patterns. Although several researchers in
data mining community studied how to compute statistical significances of the discovered patterns [11, 12,
13, 14], the reported p-values in these studies are biased in the sense that the selection effect of the mining
algorithms are not taken into account (unless a multiple testing correction procedure is applied to these
p-values afterward).
In machine learning community, the most common approach for dealing with selection bias is data
splitting. In data splitting, the dataset is divided into two disjoint sets. One of them is used for pattern
discovery and the other is used for statistical inference. Since the inference phase is made independently of
the discovery phase, we do not have to care about the selection effect. An obvious drawback of data splitting
is that the powers are low both in discovery and inference phases. Since only a part of the dataset can be
used for mining, the risk of failing to discover truly associated patterns would increase. Similarly, the power
of statistical inference (i.e., the probability of true positive finding) would decrease because the inference is
made with a smaller dataset. In addition, it is quite annoying that different patterns might be discovered
if the dataset is split differently. It is important to note that data splitting is also regarded as a selective
inference because the inference is made only for the discovered patterns in the discovery phase, and the other
undiscovered patterns are ignored.
In statistics community, multiple testing correction (MTC) has been used for addressing selection bias
issue [15, 16]. MTC methods have been developed for simultaneously control the false positive errors of
multiple hypothesis tests (which is sometimes called simultaneous inference). For example, the most common
measure for multiple hypothesis testing is family-wise error (FWE), the probability of finding one or more
false positives in the multiple tests. If a MTC method assures FWE control, then the method is also valid
for selection bias correction in the sense that the probability of false positive finding can be smaller than
the specified significance level α. A notorious drawback of MTC is that they are highly conservative when
the number of tests is large, meaning that the power of inference is very low. For example, in Bonferroni
correction method, one can declare a pattern to be positive only when its nominal p-value is smaller than
α/J , where J is the number of all possible patterns in the database [2] 1. Since the number of tests (i.e., the
number of all possible patterns J) is extremely large, the use of a multiple testing correction usually results
in very few significant pattern findings.
If we use proper selective inference method, the corrected p-values (called selective p-values hereafter) of
the discovered patterns can be regarded as nominal p-values just like they were obtained without selection.
For example, if we want to control FWE within the discovered patterns, we can use Bonferroni correction
just like we only had the discovered patterns from the beginning, i.e., we declare a pattern to be positive if its
1 Recently, Terada et al. [17] pointed out in pattern mining context that the denominator of the multiple testing correction
can be smaller than J for a certain type of statistical inferences (such as Fisher exact test) by using an idea by Tarone [18],
and several subsequent works in the same direction have been presented [19, 20, 21, 22].
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selective p-value is less than α/k where k is the number of the discovered patterns. It is interesting to note
that, when k = J , i.e., when all the J patterns in the database are discovered, the selective inference followed
by Bonferroni correction approach coincides with the simultaneous inference in the previous paragraph. In
many pattern mining tasks, simultaneous inference would not be necessary and selective inference would be
sufficient because we are only interested in the discovered patterns, and do not care about the other patterns
in the database [23]. In [2], the author suggested to use data splitting approach at first, and then apply
statistical inference with Bonferroni correction for controlling FWE within the discovered patterns. His
approach is similar in spirit with the above selective inference followed by Bonferroni correction approach.
1.2 Notation and outline
We use the following notations in the remainder. For any natural number n, we define [n] := {1, . . . , n}. A
vector and a matrix is denoted such as v ∈ Rn and M ∈ Rn×m, respectively. The index function is written
as 1{z} which returns 1 if z is true, and 0 otherwise. The sign function is written as sgn(z) which returns 1
if z ≥ 0, and −1 otherwise. An n× n identity matrix is denoted as In.
Here is the outline of the paper. §2 presents problem formulation, illustrative example, formal descrip-
tion of selective inference, and a brief review of recent selective inference literature. §3 describes our main
contribution, where we develop a method that enables selective inference for a class of discriminative pattern
mining problems. §4 discusses extensions and generalizations. §5 covers numerical experiments for demon-
strating the advantage of selective inference framework in the context of pattern discovery. §6 concludes the
paper.
2 Preliminaries
In this section, we first formulate the problem considered in this paper. Although the selective inference can
be similarly applied to wider class of pattern mining problems than we consider here, we study a specific
predictive item-set mining problem for concreteness. Extensions and generalizations are discussed in §4.
After presenting a simple illustrative example in §2.2, we formally describe selective inference framework
and explain why it can be used for addressing selection bias problems in §2.3. Finally, we review a recent
result on selective inference by Lee et al.[9], which is the core basis of our main contribution in §3.
2.1 Problem statement
We study predictive item-set mining problems with continuous responses [24, 25, 26, 27]. Let us consider
a database with n transactions, which we denote as D := {(Ti, yi)}i∈[n]. Each transaction consists of a
subset of d binary items Ti ⊆ T := {i1, . . . , id} and a response yi ∈ R, where we assume that the latter is
centered so that
∑
i∈[n] yi = 0. We sometimes use a compact notation D = (T ,y) where T := {Ti}i∈[n] and
y := [y1, . . . , yn]
> ∈ Rn. We sometimes restrict our attention on item-sets of the sizes no greater than r.
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The set of all those patterns is denoted as J := {t | t ∈ 2T , |t| ≤ r}, its size as J := |J | = ∑ρ∈[r] (dρ), and
each pattern in J as t1, . . . , tJ ∈ J , where 2T is the power set of T . Similarly, for each transaction, the set
of patterns in Ti of the sizes no greater than r is denoted as Ji. For representing whether each pattern in J
is included in a transaction, we define
τi,j :=
 1 if tj ∈ Ji,0 if tj /∈ Ji, (1)
for (i, j) ∈ [n]× [J ]. A vector notation τj := [τ1,j , . . . , τn,j ]> ∈ {0, 1}n is used for representing the occurrence
of the j-th pattern.
Consider the following concrete example for intuitive understanding of our notations:
D = {({A,B,C}, y1), ({A,C}, y2), ({B}, y3)},
where we have n = 3 transactions and d = 3 items A, B and C. If we set r = 2, J = 5 patterns2 are
J = { {A}, {B}, {C}, {A,B}, {A,C} }.
↓ ↓ ↓ ↓ ↓
t1 t2 t3 t4 t5
Similarly, the set of patterns for each transaction are
J1 = {{A}, {B}, {C}, {A,B}, {A,C}} ,
J2 = {{A}, {C}, {A,C}} ,
J3 = {{B}} .
Alternatively, the occurrence of patterns are represented by the following n-by-J matrix information whose
(i, j)-th element is τi,j : 
1 1 1 1 1
1 0 1 0 1
0 1 0 0 0
 .
The occurrence of each of the J = 5 patterns is the column of the above matrix, i.e.,
τ1 =

1
1
0
 , τ2 =

1
0
1
 , τ3 =

1
1
0
 , τ4 =

1
0
0
 , τ5 =

1
1
0
 .
In the statistical inference framework we discuss here, we assume that the response yi is a sample from a
Normal distribution N(µ(Ti), σ
2), where µ(Ti) is the unknown mean that possibly depends on the occurrence
2Note that we do not consider an empty set as a pattern.
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of patterns in Ti, and σ
2 is the known variance. Assuming the homoscedasticity and independence, the
statistical model on which the inference is made is written as
y ∼ N(µ(T ), σ2In), (2)
where µ(T ) := [µ(T1), . . . , µ(Tn)]> ∈ Rn.
The goal of the problem we consider here is to discover patterns that are statistically significantly asso-
ciated with the response. For each pattern tj ∈ J , we define a statistic sj := τ>j y for j ∈ [J ] in order to
quantify the strength of the association with the response. Noting that {yi}i∈[n] are centered, the statistic
sj would have positive (resp. negative) values when the occurrence of the pattern tj is positively (resp.
negatively) associated with the response.
For concreteness, we consider pattern mining algorithms for discovering the top k patterns based on the
statistic {sj}j∈[J]. We denote the set of indices of those k discovered patterns as K ⊂ [J ], i.e., |K| = k. The
goal of this paper is to introduce a procedure for providing the statistical significances of the associations in
the form of p-values for those k discovered patterns in K.
2.2 An illustrative example
We illustrate basic concepts of selective inference by a toy example with n = 2 transactions and d = 2 items.
Consider a database D := {({i1},−1.5), ({i2}, 1.8)}. Since d = 2, we have 22 − 1 = 3 patterns: t1 := {i1},
t2 := {i2} and t3 := {i1, i2}, and the occurrence vectors of these three patterns are τ1 = [1, 0]>, τ2 = [0, 1]>
and τ3 = [0, 0]
>. Suppose that we select only k = 1 pattern whose association sj = τ>j y, j ∈ {1, 2, 3}, is
greatest. Since s1 = y1 = −1.5, s2 = y2 = 1.8 and s3 = 0.0, the second pattern t2 would be selected here.
Consider a null hypothesis H0 that y = [y1, y2]
> is from N(0, I2). In naive statistical inference, under
H0, the p-value of the observed s2 = 1.8 is given by
p = Prob(s2 > 1.8 | y1 = −1.5, H0) ' 0.036 < 0.05, (3)
meaning that one would conclude that the association of the pattern t2 is significant at α = 0.05 level. In
selective inference, the statistical significance is evaluated conditional on the selection event that the pattern
t2 is selected. Thus, the selective p-value is given by
p = Prob(s2 > 1.8 | s2 = max{s1, s2, s3}, y1 = −1.5, H0) ' 0.072 > 0.05, (4)
meaning that one would conclude that the association of the pattern t2 is NOT significant at α = 0.05 level
if we consider the fact that t2 was selected.
In order to compute selective p-values in the form of (4), we need to characterize the condition s2 =
max{s1, s2, s3} in a tractable way. In this extremely simple toy example, the condition can be simply
written as
τ>2 y ≥ τ>1 y, τ>2 y ≥ τ>3 y ⇔ y2 ≥ y1, y2 ≥ 0. (5)
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It means that the conditional probability in (4) is rephrased as Prob(s2 | y2 ≥ y1, y2 ≥ 0, y1 = −1.5, H0).
Figure 2 shows the two dimensional sample space of y = [y1, y2]
>, where the space is divided into three
regions depending on which of the three patterns t1, t2 or t3 would be selected. The problem of computing
the conditional probability in (4) can be interpreted as the problem of computing the probability of s2
conditional on an event that y is observed somewhere in the pink region in Figure 2. The figure also shows
critical regions in which p-values in (3) or (4) are smaller than 0.05. In naive inference, s2 is declared to be
significantly large if it is greater than Φ(0.95), where Φ is the cumulative distribution function of N(0, 12).
On the other hand, in selective inference, s2 is declared to be significantly large if it is large enough even if we
take into account the fact that s2 is greater than s1 and s3. Figure 3 shows the naive sampling distribution
in (3) and the selective sampling distribution in (4). The critical region and the sampling distribution of
selective inference in Figures 2 and 3 are obtained by using the framework we discuss later.
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Figure 2: Two-dimensional sample space in the toy example where the observation (y1, y2) = (−1.5, 1.8)
is shown by yellow circle. The space is divided into three regions depending on which of t1, t2 and t3 is
selected. Critical regions of the naive inference (left) and the selective inference (right) are shown.
2.3 Selective inference
In this subsection we formally present selective inference framework in the context of predictive pattern
mining problems. See [28] for a general comprehensive formulation of selective inference framework. An
inference on sj = τ
>
j y is made conditional on its orthogonal component in the sample space (as the inference
is conditioned on y1 in the toy example in §2.2). We denote the event that the orthogonal component is
w ∈ Rn as W(y) = w.
We consider the following two-phase procedure:
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Figure 3: Naive sampling distribution (left) and selective sampling distribution (right) of the test statistic
s2 in the toy example. The latter is a truncated Normal distribution because it is defined only in the region
where t2 is selected (the pink region in Figure 2). Critical regions and the observation (y2 = 1.8) are shown
similarly as in Figure 2.
1. Discovery phase: Discover a set of patterns {tj}j∈K by applying a pattern mining algorithm A to
the database D = (T ,y). We denote the discovery phase as K = A(T ,y).
2. Inference phase: For each discovered pattern tj , j ∈ K, compute the statistical significance of the
association by using a selective inference conditional on an event that the patterns {tj}j∈K are discov-
ered.
The selective inference is conducted under the statistical model (2). In order to test the association
between a discovered pattern tj and the response y, we consider the following null hypothesis:
H0 : τ
>
j y ∼ N(0, σ2‖τj‖22). (6)
Under H0, we define the selective p-value as
p
(K)
j := Prob(τ
>
j y > sj | K = A(T ,y),W(y) = w, H0), (7)
where the superscript (K) indicates that the selective p-values are defined under the condition that the
patterns {tj}, j ∈ K are discovered in the first phase.
2.3.1 Properties of selective p-values
Let us define a test φ as
φ(sj ,K) =
 negative if p
(K)
j ≥ α,
positive if p
(K)
j < α.
(8)
Then, the probability of selective false positive error can be smaller than the significance level α, i.e.,
Prob(φ(sj ,K) = positive | K = A(T ,y),W(y) = w, H0) < α.
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This can be interpreted that, when a set of patterns discovered by a mining algorithm A is given to a user,
and the user wants to judge each of the discovered pattern to be positive or negative, the test φ in (8) allows
the user to properly control the frequency of false positive findings.
Furthermore, if a user wants to control family-wise error of the discovered patterns, then we can apply,
e.g., usual Bonferroni correction procedure, to the discovered patterns by regarding the k selective p-values
as the nominal p-values. Specifically, let FWE
(K)
j := kp
(K)
j for j ∈ K. Then, if we select the subset of the
discovered patterns K′ such that K′ := {j ∈ K | FWEj < α}, then, we can guarantee that the probability
of finding one or more false positives in K′ is smaller than α. We call FWEj , j ∈ K, as Bonferroni-adjusted
selective p-values in §5.
We note that, if we consider two different cases where different patterns Ka and Kb are discovered in
the first phase, even when a pattern tj is discovered in both cases, the two p-values p
(Ka)
j and p
(Kb)
j have
different interpretations and cannot be compared. A key idea of selective inference is that the inference is
made conditional on a single particular selection event K = A(T ,y), and other cases are never considered.
It is important to remind that the goal of selective inference is not to guarantee the goodness of the mining
algorithm in the first phase, but to warrant the validity of the inference in the second phase.
Another important note is about the null hypothesis H0 in (6). When we specify the null distribution of
the statistic τ>j y, we do not need to specify a null distribution of y ∈ Rn itself. In other words, under any
null distributions of y in the form of
y ∼ N(µ(T ), σ2I) such that τ>j µ(T ) = 0, (9)
the selective p-values in (7) has desired property, meaning that we do not need to specify any prior knowledge
about the data generating process except (9). In the simulation study in §2.2, the null distribution y ∼
N(0, σ2I) is just an instance of a class of distributions in the form of (9).
2.3.2 How to compute selective p-values
The main technical challenge in selective inference is how we can compute selective p-values in the form of
(7). To this end, we need to characterize the selection event K = A(T ,y) in a tractable way. As in the toy
example in §2.2, a selection event that a particular set of patterns are discovered by a mining algorithm can
be interpreted as an event that the response vector y is observed within a particular region in the sample
space Rn. Denoting such a region as R(K,A, T ) ⊆ Rn, the above interpretation is formally stated as
K = A(T ,y) ⇔ y ∈ R(K,A, T ).
Recently, Lee et al. [9] studied a class of feature selection methods in which a selection event can be
represented by a set of linear inequalities in the sample space Rn, which they call a linear selection event.
In a linear selection event, the region R(K,A, T ) is a polyhedron. The authors in [9] showed that, when
R(K,A, T ) is a polyhedron, the sampling distribution conditional on the polyhedron is a truncated normal
10
distribution, and the truncation points are obtained by solving optimization problems over the polyhedron.
For a class of feature selection problems considered in [9], it is possible to solve the optimization problems,
and the selective p-values can be computed with reasonable computational cost.
In §3, we see that an event of selecting the top k patterns according to the association scores sj =
τ>j y, j ∈ [J ], can be also represented as a polyhedron in the sample space Rn. Unfortunately, however, the
polyhedron is potentially characterized by an extremely large number of linear inequalities, and it turns out
to be difficult to solve the optimization problems over the polyhedron as is done in [9]. Our main contribution
in this paper is to overcome this difficulty by developing a novel algorithm for efficiently identifying linear
inequalities that are guaranteed to be irrelevant to the selective sampling distribution. After briefly reviewing
the result of [9] in §2.4, we present selective inference framework for the pattern mining problems in §3.
2.4 Polyhedral lemma by Lee et al. [9]
In this subsection, we summarize the recent result by Lee et al. [9].
Lemma 1 (Polyhedral Lemma [9]). Consider a linear selection event that the corresponding region R(K,A, T )
is a polyhedron, and denote it as Pol(K,A, T ). For a statistic in the form of η>y with an arbitrary η ∈ Rn,
under a null hypothesis H0 : η
>µ(T ) = 0 in the statistical model (2), the sampling distribution of η>y
conditional on a selection event y ∈ Pol(K,A, T ) can be written as
Prob(η>y ≤ s | y ∈ Pol(K,A, T ),W(y) = w, H0)) ∼ F [L(w),U(w)]0,σ2‖η‖22 (s)
where F
[L(w),U(w)]
m,s2 represents the cumulative distribution function (c.d.f.) of the truncated Normal distribu-
tion which is defined by truncating the c.d.f. of a Normal distribution N(m, s2) at [L(w), U(w)], and the
truncation points L(w) and U(w) are given as
L(w) := η>y + θmin‖η‖22 where
θmin := min
θ∈R
θ s.t. y + θη ∈ Pol(K,A, T ), (10a)
U(w) := η>y + θmax‖η‖22 where
θmax := max
θ∈R
θ s.t. y + θη ∈ Pol(K,A, T ). (10b)
The above lemma tells that the selective sampling distribution is defined by considering the frequency
property of the statistic η>y within the polyhedron Pol(K,A, T ), which can be characterized by solving a
minimization and a maximization problems over the polyhedron in (10). Remembering that y is Normally
distributed, η>y is also Normally distributed. If we restrict our attention only within the polyhedron
Pol(K,A, T ), the distribution of η>y is a truncated Normal distribution in which each truncation point
corresponds to one of the boundaries of the polyhedron. See [9] for the proof and more detailed implications
of Lemma 1.
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3 Selective inference for predictive pattern mining
In this section, we introduce a selective inference procedure for the pattern mining problem described in the
previous section. In §3.1, we first present the pattern mining method for the discovery phase, and discuss
that a selection event by this algorithm is characterized by a set of linear inequalities in the sample space.
Next, in §3.2, we present a novel method for the inference phase, in which we can efficiently handle extremely
large number of patterns in the database.
Both methods in the two phases are developed by exploiting anti-monotonicity properties defined in the
item-set tree structure as depicted in Figure 4. Each node of the tree corresponds to each pattern tj in J ,
and same index j ∈ [J ] is used for representing a node and the corresponding pattern. For each node j ∈ [J ]
in the tree, we denote the set of its descendant nodes as Des(j) := {` ∈ [J ] | tj ⊆ t`}.
Figure 4: An illustration of tree structure for item-set mining problems.
3.1 Pattern mining as a linear selection event
In order to discover the top k associated patterns, we develop a method searching over the item-set tree as
depicted in Figure 4. In the search over the tree, we use the following pruning criterion.
Lemma 2. Consider a node j in the tree structure as depicted in Figure 4 corresponding to a pattern j ∈ [J ].
Then, for any descendant node ` ∈ Des(j),
s` ≤
∑
i:yi>0
τi,jyi. (11)
Proof. Noting that 0 ≤ τi,` ≤ τi,j ≤ 1,
s` :=τ
>
` =
∑
i:yi>0
τi,`yi+
∑
i:yi<0
τi,`yi ≤
∑
i:yi>0
τi,`yi ≤
∑
i:yi>0
τi,jyi.
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We note that Lemma 2 is not new. This simple upper bound has been used in several data mining studies
such as [29, 30]. When we search over the tree, if the upper bound in (11) is smaller than the current k-th
largest score at a certain node j, then we can quit searching over its descendant nodes ` ∈ Des(j).
A selection event by the above method can be characterized by a set of linear inequalities in the sample
space Rn. Noting that a fact that k patterns {tj}j∈K are discovered from the database indicates that their
scores sj , j ∈ K, are greater than those of the other non-discovered patterns sj , j ∈ [J ] \K. This fact can be
simply formulated as
τ>j y ≥ τ>j′ y ∀(j, j′) ∈ K × {[J ] \ K}. (12)
Namely, a selection event by the above mining method is represented as a polyhedron Pol(K,A, T ) defined
by k(J −k) linear inequalities in Rn. It indicates that, in theory, we can apply the polyhedral lemma in §2.4
to this problem. In practice, however, it is computationally intractable to naively handle all these k(J − k)
linear inequalities.
3.2 Selective p-value for pattern mining
The discussion in §3.1 suggests that it would be hard to compute selective p-values in the form of (7) because
the selection event K = A(T ,y) is characterized by extremely large number of patterns in the database. Our
basic idea for addressing this computational difficulty is to note that most of the patterns in the database
actually do not affect the sampling distribution for the selective inference, and a large portion of them can
be identified by exploiting the anti-monotonicity properties in the item-set trees.
Specifically, we consider k item-set trees for each of the k discovered patterns. Each tree consists of a set
of nodes corresponding to each of the non-discovered patterns {tj′}j′∈[J]\K. For a pair (j, j′) ∈ K×{[J ]\K},
the j′-th node in the j-th tree corresponds to the linear inequality τ>j y ≥ τ>j′ y in (12). When we search over
these k trees, we introduce a novel pruning strategy by deriving a condition such that, if the j′-th node in
the j-th tree satisfies a certain condition, then all the linear inequalities τ>j t ≥ τ>`′ y for `′ ∈ Des(j′) can be
ignored because they are guaranteed to be irrelevant to the sampling distribution for the selective inference,
where, with a slight abuse of notation, Des(j′) := {`′ ∈ {[J ] \ K} | tj′ ⊆ t`′}.
Proposition 3. For solving the optimization problems in (10), consider the problem of searching over all
the nodes in the k trees, and use a notation (j, j′) ∈ K× {[J ] \K} for representing the j′-th node in the j-th
tree. Then, the solutions of the optimization problems in (10) are respectively written as
θmin = max
(j,j′)∈K×{[J]\K},
(τj′−τj)>η<0
(τj − τj′)>y
(τj′ − τj)>η , (13a)
θmax = min
(j,j′)∈K×{[J]\K},
(τj′−τj)>η>0
(τj − τj′)>y
(τj′ − τj)>η . (13b)
13
The proof of Proposition 3 is presented in Appendix. This proposition indicates that the problem of
computing the sampling distribution for the selective inference is reduced to the problem of searching over
the k trees. In the following theorem, we introduce a novel pruning condition for making the search efficient.
Theorem 4. Consider a situation that we have already searched over some nodes in some trees, and denote
them as V ⊂ K × {[J ] \ K}. Furthermore, let us write the current estimates of θmin and θmax as θˆVmin and
θˆVmax respectively.
For any node in any tree (j, j′), if either of the following conditions∑
i:ηi<0
τi,j′ηi − τ>j η ≥ 0, (14)
or
τ>j y −
∑
yi>0
τi,j′yi ≥ 0 and
τ>j y −
∑
yi>0
τi,j′yi∑
i:ηi<0
τi,j′ηi − τ>j η
≤ θˆVmin (15)
are satisfied, then its descendant nodes (j, `′) for `′ ∈ Des(j′) do not affect the solution of (13a), i.e., θ(j,`′)
does not satisfy the constraint in (13a) or θ(j,`′) is smaller than the current estimate θˆ
V
min.
Similarly, for any node in any tree (j, j′), if either of the following conditions∑
i:ηi>0
τi,j′ηi − τ>j η ≤ 0
or
τ>j y −
∑
yi>0
τi,j′yi ≥ 0 and
τ>j y −
∑
yi>0
τi,j′yi∑
i:ηi>0
τi,j′ηi − τ>j η
≥ θˆVmax
are satisfied, then its descendant nodes (j, `′) for `′ ∈ Des(j′) do not affect the solution of (13b), i.e., θ(j,`′)
does not satisfy the constraint in (13b) or θ(j,`′) is greater than the current estimate θˆ
V
max.
The proof of Theorem 4 is presented in Appendix. This theorem provides explicit pruning conditions in
the search process over the k trees, and enables selective p-value computation by making good use of the
anti-monotonicity properties in the trees for efficiently identifying the patterns that are not relevant to the
sampling distribution.
The pruning conditions in Theorem 4 do not depend on specific search strategies over the k trees. In
practice, it is more efficient to search both θmin and θmax simultaneously. In this case, we can develop
slightly different pruning conditions that can be commonly used for the two search problems. Due to the
space limitation, we do not describe the specific implementation of our search strategy.
4 Extensions
So far, we focus on a specific class of pattern mining problems described in §2.1 for concreteness. In this
section, we discuss extensions.
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4.1 Discovering positive and negative associations simultaneously
Previously, we have studied the problem of discovering the top k positively associated patterns (or the top k
negatively associated patterns). It is often desired to discover the top k associated patterns regardless of the
signs of associations. In this case, it is natural to select the top k patterns whose absolute scores |sj |, j ∈ [J ]
are greater than the others. In this situation, it is appropriate to make inferences conditional not only on
the selected patterns but also on their signs. To realize this, we slightly change the definitions of discovery
event and selective p-values. Let us define K˜ := {(j, sgn(sj))}j∈K, i.e., the set of the discovered patterns and
the signs of the associations, and write the discovery phase as K˜ = A(T ,y). Then, in the inference phase,
we define selective p-values depending on the signs of the associations in the following way:
p
(K˜)
j :=
 Prob(τ>j y > sj | K˜ = A(T ,y),W(y) = w, H0) if sgn(sj) > 0,Prob(τ>j y < sj | K˜ = A(T ,y),W(y) = w, H0) if sgn(sj) < 0.
This definition is based on the idea that, if a pattern is discovered in the first step because of its high positive
(resp. negative) association, we would be only interested in testing whether the positive (resp. negative)
association is statistically significant or not after correcting the selection bias. By conditioning not only
on the observed discovered patterns but also on the observed signs of the associations, the selection event
is characterized by 2k(J − k) linear inequalities: |τ>j y| ≥ |τ>j′ y| ⇔
(
sgn(τ>j y)τj ± τj′
)>
y ≥ 0 for all
(j, j′) ∈ K × [J ] \ K.
4.2 Sequential pattern discovery
If the goal is to discover a set of patterns that are useful for predictive modeling, it is not appropriate to
select patterns based only on the individual associations with the response. In this case, we should also
consider correlations among the patterns because having multiple highly correlated patterns in predictive
models is not very helpful. In the context of linear model learning, this problem is called feature selection,
and many feature selection approaches have been studied in the literature (see, e.g., §3 in [31]). Here, we
focus on a sequential pattern discovery approach in which relevant features are sequentially discovered one
by one. We note that selective inference framework for sequential feature selection in linear models has been
already studied in [32]. Our contribution here is again to extend it to predictive pattern mining problems
by overcoming the computational difficulty in handling extremely large number of patterns in the database.
4.2.1 Discovery phase
Here, we study a sequential predictive pattern discovery method. Let Kh := [(1), . . . , (h)] be the sequence of
the discovered pattern indices from step 1 to step h for h ∈ [k]. Before step h+1, we have already discovered
h patterns {tj}j∈Kh . Using these h patterns, the linear predictive model is written as
∑
`∈[h] βˆ
Kh
(`) τ(`), where
the coefficients {βˆKh(`) }`∈[h] are estimated by least-squares method. Denoting ΓKh be n×h matrix whose `-th
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column is τ(`), the least square estimates are written as
βˆKh := [βˆKh(1) , . . . , βˆ
Kh
(h) ]
> = (ΓKh)+y,
where (ΓKh)+ is the pseudo-inverse of ΓKh . Then, at the h+ 1 step, we consider the association between the
residual vector rh := y−ΓKh βˆKh and a pattern tj for j ∈ [J ]\Kh, and discover the one that maximizes |r>h τj |
among the patterns {tj}j∈[J]\Kh . Due to the space limitation, we do not describe the mining algorithm. We
can develop it by using similar techniques as Lemma 2.
In the discovery phase, we thus consider a selection event that k patterns and their signs are se-
quentially selected as described above. Namely, the selection event is written as K˜ = A(T ,y) with
K˜ := {((h), sgn(r>h τ(h)))}h∈[k]. At each step h ∈ [k], an event that the feature t(h) is discovered is written as
|r>h τ(h)| ≥ |r>h τ(h′)| ⇔
(
sgn(r>h τ(h))τ
>
(h)P
Kh ± τ>(h′)PKh′
)
y ≥ 0 (16)
for all h′ ∈ [J ] \ Kh−1 \ {(h)}, where PKh := In − (ΓKh)+(ΓKh)>. By combining all the linear selection
events in k steps, the entire selection event of the above sequential discovery method can be characterized
by 2
∑
h∈[k](J − h) linear inequalities in Rn. It means that, in theory, we can also apply polyhedral lemma
to this sequential discovery method. In practice, however, it is computationally intractable to handle those
extremely large number of linear inequalities.
4.2.2 Inference phase
In order to quantify the importance of each of the discovered patterns in the linear model, we make statistical
inference on each least-square coefficient βˆ
Kj
(j) = ((Γ
Kh)+ej)>y, j ∈ [k], with ej being a k-dimensional vector
with 1 at the j-th element and 0 otherwise. The null hypothesis for the j-th coefficient is
H0,j : ((Γ
Kh)+ej)>y ∼ N(0, σ2e>j ((ΓKk)+)>(ΓKk)+ej).
Consider a polytope Pol(K˜k,A, T ) defined by 2
∑
h∈[k](J − h) linear inequalities in the form of (16). Then,
the sampling distribution for the selective inference is a truncated Normal distribution whose truncation
points are given by solving a minimization and a maximization problems over the polyhedron Pol(K˜k,A, T ).
Using Theorem 4, we can develop a similar algorithm for efficiently solving these optimization problems.
4.3 Mining statistically sound subgraphs
In this section, we extend the selective inference framework to graph mining problems. The goal of graph
mining is to extract interesting structures from graph data, and have been demonstrated to be useful for
several areas such as biology, chemistry, material science, etc [33, 34, 35, 36, 37, 26]. Here, we use selective
inference framework for providing proper statistical significance measures of the extracted subgraphs obtained
by graph mining algorithms. We use gSpan [38] algorithm for enumerating frequently appeared subgraphs
in datasets. Figure 5 shows an illustration of a tree structure in graph mining problems.
16
Figure 5: An illustration of a tree structure for graph mining problems. The vertexes are labeled “red”,
“white” or “blue”, while the edges are labeled “single” or “double” bond.
4.3.1 Problem setup
We denote the dataset as {(Gi, yi)}i∈[n], where Gi is a labeled undirected graph and a response yi is defined
on R. Let J be the set of all possible subgraphs in the database, and denote its size as J := |J |. We denote
each of the all subgraphs as t1, · · · , tJ ∈ J , and then the occurrence of each pattern is given as the same
form (1).
Note that gSpan is designed for finding subgraphs whose support (which is the number of occurrences)
is grater than or equal to minimum support minsup and the maximum number of edges of subgraphs is
smaller than or equal to maxpat. In this paper, we only find subgraphs which are highly associated with the
response. To this end, we use the pruning condition (11) during searching subgraphs. Since the elements of
t1, · · · , tJ ∈ J are given in the same form as (1), the problem of searching those subgraphs is inherently the
same as the problem of item-set mining discussed in §2.1. We can apply selective inference to graph mining
problems by using the pruning conditions in Theorem 4 by exploiting the anti-monotonicity properties in
the tree, although the number of all subgraphs J is extremely large.
5 Experiments
5.1 Experiments on synthetic data (itemset mining)
First, we compared selective inference (select) with naive (naive) and data-splitting (split) on synthetic
data. In naive, the nominal p-values of the k discovered patterns were naively computed without any
selection bias correction mechanisms. In split, the data was first divided into two equally sized sets, and one
of them was used for pattern discovery, and the other was used for computing p-values. Note that the errors
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controlled by these methods are individual false positive rate for each of the discovered patterns (although
naive actually cannot control it), we applied Bonferroni correction within the k discovered patterns, i.e.,
we regard a pattern to be positive if the Bonferroni-adjusted selective p-values (obtained by multiplying
selective p-values by k; see §2.3.1) is still smaller than the significance level α = 0.05. We only considered the
problems of finding the top k associated patterns regardless of the signs of associations (the setup described
in §4.1). We investigated the results of two scenarios: one for finding individual associations (indicated as
individual) and another for finding correlated associations by the sequential method in §4.2 (indicated as
sequential).
The synthetic data was generated as follows. In the experiments for comparing false positive rates, we
generated the item-set Ti and the response yi independently at random for each i ∈ [n]. The item-set Ti was
randomly generated so that it contains d(1−ζ) items on average, where ζ ∈ [0, 1] is an experimental parameter
for representing the sparsity of the data. On the other hand, the response yi was randomly generated from
a Normal distribution N(0, σ2). In the experiments for comparing true positive rates, the response yi was
randomly generated from a Normal distribution N(µ(Ti), σ
2), where µ(Ti) := 2 × 1{{i1, i2, i3} ∈ Ti} in
individual scenario, while µ(Ti) :=
1
2 × 1{{i1} ∈ Ti} − 2 × 1{{i2, i3} ∈ Ti} + 3 × 1{{i4, i5, i6} ∈ Ti} in
sequential scenario. We investigated the performances by changing various experimental parameters. We
set the baseline parameters as n = 100, d = 100, k = 5, r = 5, α = 0.05, σ = 0.5, and ζ = 0.6.
5.1.1 False positive rates
Figure 6 shows the false positive rates when varying the number of transactions n ∈ {50, 100, . . . , 250}, the
number of items d ∈ {50, 100, . . . , 250}. In all cases, the FW-FPRs of naive were far greater than the desired
significance level α = 0.05, indicating that the selection bias is harmful. The FW-FPRs of the other two
approaches select and split were successfully controlled.
5.1.2 True positive rates
Figure 7 shows the true positive rates (TPRs) of select and split (we omit naive because it cannot
control FPRs). Here, TPRs are defined as the probability of discovering truly associated item-sets. In all
experimental setups, the TPRs of select were much greater than split. Note that the performances of
split would be worse than select both in the discovery and the inference phases. The risk of failing to
discover truly associated patterns in split would be higher than select because only half of the data would
be used in the discovery phase. Similarly, the statistical power of the inference in split would be smaller
than select because the sample size is smaller.
5.1.3 Computational efficiency
Table 1 shows the computation times in seconds for the selective inference approach with and without the
computational tricks described in §3 for various values of the number of transactions n ∈ {100, . . . , 10000},
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the number of items d ∈ {100, . . . , 10000}, and the sparsity rates ζ ∈ {0.8, 0.9} (we terminated the search
if the time exceeds 1 day). It can be observed from the table that, if we use the computational trick, the
selective inferences can be conducted with reasonable computational costs except for d ≥ 5000 and ζ = 0.8
cases in sequential scenario. When the computational trick was not used, the cost was extremely large.
Especially when the number of items d is larger than 100, we could not complete the search within 1 day.
From the results, we conclude that computational trick described in §3 is indispensable for selective inferences
in pattern mining problems.
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Figure 6: False positive rates.
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Figure 7: True positive rates.
Table 1: Computation times [sec]
individual scenario sequential scenario
with computational trick without computational trick
n ζ = 0.8 ζ = 0.9 ζ = 0.8 ζ = 0.9
100 4.68× 10−2 1.80× 10−2 1.37× 102 1.31× 102
500 1.74× 10−1 9.07× 10−2 1.80× 102 1.36× 102
1000 3.38× 10−1 1.54× 10−1 2.65× 102 1.41× 102
5000 2.33× 100 6.61× 10−1 1.05× 103 2.57× 102
10000 5.04× 100 1.55× 100 2.06× 103 5.12× 102
with computational trick without computational trick
ζ = 0.8 ζ = 0.9 ζ = 0.8 ζ = 0.9
2.33× 10−1 5.85× 10−2 8.83× 102 8.28× 102
1.01× 100 3.74× 10−1 1.33× 103 8.60× 102
3.18× 100 7.27× 10−1 2.15× 103 9.07× 102
6.20× 101 3.48× 100 1.00× 104 2.05× 103
1.24× 102 9.00× 100 1.98× 104 4.63× 103
d ζ = 0.8 ζ = 0.9 ζ = 0.8 ζ = 0.9
100 4.40× 10−2 1.77× 10−2 1.47× 102 1.31× 102
500 5.06× 10−1 1.64× 10−1 ≥ 1 day ≥ 1 day
1000 1.23× 100 3.74× 10−1 ≥ 1 day ≥ 1 day
5000 1.53× 101 2.88× 100 ≥ 1 day ≥ 1 day
10000 3.70× 101 6.16× 100 ≥ 1 day ≥ 1 day
ζ = 0.8 ζ = 0.9 ζ = 0.8 ζ = 0.9
2.41× 10−1 6.02× 10−2 8.86× 102 8.20× 102
3.52× 101 9.83× 100 ≥ 1 day ≥ 1 day
3.01× 102 1.66× 102 ≥ 1 day ≥ 1 day
≥ 1 day 1.92× 103 ≥ 1 day ≥ 1 day
≥ 1 day 5.98× 104 ≥ 1 day ≥ 1 day
5.2 Application to HIV drug resistance data (itemset mining)
We applied the selective inference approach to HIV-1 sequence data obtained from Stanford HIV Drug
Resistance Database [39]. The goal here is to find statistically significant high-order interactions of multiple
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mutations (up to r = 5 order interactions) that are highly associated with drug resistances. Same datasets
were also studied in [40]. We discovered k = 30 patterns, and evaluated the statistical significances of
these patterns by selective inference. Table 2 shows the numbers of 1st, 2nd, 3rd and 4th order interactions
that were statistically significant in the sense that the Bonferroni adjusted selective p-values is smaller than
α = 0.05 (there were no statistically significant 5th order interactions). Figure 8 shows the list of Bonferroni-
adjusted selective p-values in increasing order on idv and d4t datasets in individual and sequential
scenario, respectively. These results indicate that selective inference approach could successfully identify
statistically significant high-order interactions of multiple mutations.
Table 2: The numbers of significant high-order interactions of multiple mutations in HIV datasets.
individual scenario sequential scenario
Data 1st 2nd 3rd 4th Time[s] 1st 2nd 3rd 4th Time[s]
NNRTI (d = 371)
dlv(n = 732) 1 .495 2 18.0
efv(n = 734) .732 5 13.7
nvp(n = 746) 4 1 .774 8 17.4
NRTI (d = 348)
3tc(n = 633) 1 2 .257 4 15.1
abc(n = 628) 5 13 7 2 .238 9 11.7
azt(n = 630) 2 5 3 1 .231 5 17.5
d4t(n = 630) 4 11 6 1 .215 7 1 3 13.7
ddi(n = 632) 2 1 .234 6 12.1
tdf(n = 353) .230 3 1 26.4
PI (d = 225)
apv(n = 768) 3 6 1 .188 9 6.5
atv(n = 329) 1 3 2 .150 3 1 5.0
idv(n = 827) 1 6 3 .437 9 6.2
lpv(n = 517) 4 4 1 .275 11 6.1
nfv(n = 844) 5 7 1 .455 15 5.8
rtv(n = 795) 5 7 2 .183 10 1 5.6
sqv(n = 826) 1 3 2 .623 7 1 7.8
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Figure 8: The list of Bonferroni-adjusted selective p-values of k = 30 discovered high-order interactions of
multiple mutations on two HIV datasets.
5.3 Experiments on graph mining with chemical data
Here we used Karthikeyan dataset where the response is the melting point of each of the n = 4173 chemical
compounds (this data is available at http://cheminformatics.org/datasets/). We considered the case
with maxpat = ∞ which indicates the maximum number of edges of subgraphs we wanted to find. We
discovered k = 50 subgraphs which are individually associated with the melting point, and evaluated the
statistical significances of those subgraphs by selective inference. Table 3 shows the numbers of subgraphs
that were statistically significant in the sense that the Bonferroni adjusted selective p-values are smaller
than α = 0.05, where the identified subgraphs contain up to 7 edges (there were no statistically significant
subgraphs that have more than 7 edges). Figure 9 shows the list of 20 subgraphs and Bonferroni-adjusted
selective p-values in increasing order. These results indicate that selective inference approach could identify
statistically significant subgraphs at reasonable computational costs.
Table 3: The numbers of significant subgraphs in Karthikeyan dataset.
1st 2nd 3rd 4th 5th 6th 7th Time[s]
3 5 7 7 8 6 1 5.4
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4.54× 10−16 1.76× 10−13 1.70× 10−12 2.03× 10−12
6.47× 10−12 1.04× 10−11 1.04× 10−11 1.35× 10−11
3.36× 10−11 3.89× 10−11 5.85× 10−11 2.17× 10−10
3.51× 10−10 6.59× 10−10 1.55× 10−9 1.03× 10−8
1.39× 10−8 1.49× 10−8 2.01× 10−8 3.85× 10−8
Figure 9: The list of 20 subgraphs and Bonferroni-adjusted selective p-values. The label “H(hydrogen)” is
omitted when the lebel of vertex is only “H”.
6 Conclusion
In this paper we extended selective inference framework to predictive pattern mining problems by introducing
a novel computational trick for computing selective sampling distribution for a class of mining algorithms.
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We demonstrate that selective inference approach is useful for finding statistically sound patterns from
databases because it allows us to address selection bias issue.
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A Proofs
Proof of Proposition 3
Proof. From (12), the constraint y + θη ∈ Pol(K,A, T ) is written as
(τj − τj′)>y
(τj′ − τj)>η ≤ θ if (τj
′ − τj)>η < 0, (17a)
(τj − τj′)>y
(τj′ − τj)>η ≥ θ if (τj
′ − τj)>η > 0 (17b)
for all possible pairs of (j, j′) ∈ K×{[J ] \K}. (i) First, for (j, j′) ∈ K×{[J ] \K} such that (τj′ −τj)>η < 0,
the minimum possible feasible θ would be
max
(j,j′)∈K×{[J]\K}
(τj − τj′)>y
(τj′ − τj)>η ,
and the maximum possible feasible θ would be ∞. (ii) Similarly, for (j, j′) ∈ K × {[J ] \ K} such that
(τj′ −τj)>η > 0, the minimum possible feasible θ would be −∞ and the maximum possible feasible θ would
be
min
(j,j′)∈K×{[J]\K}
(τj − τj′)>y
(τj′ − τj)>η .
Since the requirements in (i) and (ii) must be satisfied for all possible (j, j′) ∈ K × {[J ] \ K}, by combining
(i) and (ii), θmin and θmax are given by (13a) and (13b), respectively.
Proof of Theorem 4
Proof. Noting that 0 ≤ τi,`′ ≤ τi,j′ ≤ 1, for any descendant node `′ ∈ Des(j′)
(τj − τ`′)>y = τ>j y−
∑
i:yi>0
τi,`′yi−
∑
i:yi<0
τi,`′yi
≥ τ>j y−
∑
i:yi>0
τi,`′yi ≥ τ>j y−
∑
i:yi>0
τi,j′yi, (18a)
(τ`′ − τj)>η =
∑
i:ηi>0
τi,`′ηi+
∑
i:ηi<0
τi,`′ηi−τ>j η
≥
∑
i:ηi<0
τi,`′ηi−τ>j η ≥
∑
i:ηi<0
τi,j′ηi−τ>j η. (18b)
We prove the first half of the theorem. (i) From (18b),
(14) ⇒ (τ`′ − τj)>η ≥ 0.
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Also from Proposition 3, any pairs (j, `′) such that (τ`′ − τj)>η ≥ 0 are irrelevant to the solution θmin.
It means that, when (14) holds, (j, `′) for `′ ∈ Des(j′) do not affect the solution of (13a). (ii) From
Proposition 3, we only need to consider the case where (τj′ − τj)>η < 0 and (τ`′ − τj)>η < 0. When
τ>j y−
∑
i:yi>0
τi,j′yi ≥ 0, from (18a),
(τj − τ`′)>y
min[(τ`′ − τj)>η, 0] ≤
τ>j y−
∑
i:yi>0
τi,`′yi
min[
∑
i:ηi<0
τi,`′ηi−τ>j η, 0]
≤ τ
>
j y−
∑
i:yi>0
τi,j′yi
min[
∑
i:ηi<0
τi,j′ηi−τ>j η, 0]
≤ θˆVmin.
It means that, when (15) holds, (j, `′) for `′ ∈ Des(j′) do not affect the solution of (13a). By combining (i)
and (ii), the first half of the theorem is proved. The latter half of the theorem can be shown similarly.
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