In our previous work, we proposed a user interface in which a user wears a projector and a depth camera on his or her head and performs touch operations on an image projected on a flat surface. By using the head-mounted projector, images are always projected in front of the user in the direction of the user's gaze. The image to be projected is changed according to the user's head pose so as to fix the superimposed image on the surface, which realizes a large effective screen size. In this paper, we conducted an experiment for evaluating the accuracy of registration by measuring the positional and rotational errors between the real world and the superimposed image using our experimental system. As a result, the mean absolute errors of translation were about 10 mm when the user stopped his head, and the delay was estimated to be about 0.2 s. We also discuss the limitations of our prototype and show the direction of future development.
Introduction
In recent years, mobile devices, such as smartphones and tablets, and systems using large displays and keyboards, such as personal computer (PCs), have become widely used. While mobile devices have the advantage of portability, one problem is their small operating areas because of their small screens. In contrast, while systems using a large display and a keyboard have good operability, it is difficult to carry them around. Therefore, there is demand for systems that can realize both good portability and large operating areas.
As related work, there have been studies on user interfaces (UIs) using projectors [1] [2] [3] [4] [5] . By using a projector, it is possible to display an image on a large display area. By touching an image projected on a plane, a user can interact with the image. However, to increase the size of the display area, there is a constraint in terms of the installation locations, namely, that the projection plane and the projector should be separated by a large distance.
To solve this problem, there have been studies on peephole interaction using a handheld projector [6, 7] . By changing the image to be projected according to the projector's position and direction, it is possible to extend the display area. However, this approach has some problems; for example, one hand is busily occupied holding the projector, and images are not always projected in front of the user in his or her gaze direction.
On the other hand, there have been studies on UIs using a head-mounted projector that can constantly display images in front of the user [8] [9] [10] [11] [12] [13] [14] [15] . In these studies, it is possible to present images in his or her gaze direction, since the projector is worn on the head. However, these systems were not made for extending the display area.
In our previous work, we proposed a user interface that projects images on a flat surface in front of the user by using a head-mounted projector [16] . With this approach, a large effective display area can be realized by changing the image to be projected according to the direction of the user's head.
In this paper, we show the result of an experiment for evaluating the accuracy of registration by measuring the positional and rotational errors between the real world and the superimposed image using the experimental system. Based on the results, we also discuss the limitations of our prototype and show the direction of future development.
Related Work

UIs Using a Projector
There have been studies on UIs in which a user can interact with images projected on a flat surface, such as a table, by touching them with his or her fingers.
Roeber et al. developed the Canesta Projection Keyboard, a system in which a user can enter characters by touching a keyboard image projected by a projector installed on a flat surface [1] . Wilson et al. developed LightSpace, a system using projectors and depth cameras [2] . This system allows a user to interact with images projected on tables and walls by using projectors. Also, they have developed Beamatron, a system using a pan-tilt projector and a depth camera [3] . This system can project images at any point in the room. Harrison et al. developed OmniTouch, a system that consists of a pico-projector and a depth camera [4] . This system allows a user to interact with images projected on physical objects and his or her body by using a shoulder-worn projector. Dai et al. developed TouchScreenEverywhere, a system that consists of a small projector and a camera [5] , allowing a user to perform touch operations on projected images.
These systems allow users to interact with the projected images. However, to increase the size of the display area, the projector should be separated by a large distance to the projection plane, which restricts the installation locations. In addition, there is a tradeoff between the size and brightness of projected images.
Peephole Interaction Using a Handheld Projector
In UIs using a handheld projector, there is a technique called peephole interaction, in which only part of a virtual information space, which is placed on a wall, a table, and so on, is seen through a peephole. A user can change the viewport to the position that he or she wants to see by changing the image to be projected according to the projection position, which realizes a large effective workspace.
Cao et al. developed a system that consists of a projector with buttons that has a shape similar to a flashlight [6] . A user can dynamically define and interact with multiple virtual information spaces that are embedded in the real world. Images projected by the projector are generated based on six degrees-of-freedom (6-DOF) pose information of the projector, which is tracked in 3D space. Also, a user can perform interactions, such as zooming and moving virtual objects and drawing lines in virtual spaces. Kaufmann et al. proposed a system consisting of a smartphone and a small projector that can project images so that only part of a larger information space is seen through a peephole [7] . This system obtains its own 3D poses by using the gyro sensor built into the smartphone, and the images to be projected are generated using the pose information of the smartphone. Also, the user can perform interactions, such as drawing lines, by touching the smartphone display.
In these studies, the systems can display a part of a larger virtual information space according to the displayed position of the image projected by the projector, but the images are not always in front of the user in his or her gaze direction.
UIs Using a Head-Mounted Projector
There are other UIs using a head-mounted projector that can constantly display images in front of the user in his or her gaze direction.
There are systems in which a user wears a projector and a half mirror for projecting images [8] [9] [10] . The images are projected from a projector placed at a position that is optically conjugate with the observer's eyes, and the projected images are reflected on an object on which a retroreflective material is applied and reaches the eyes through the half mirror. Also, there are systems in which images from a projector are directly projected on a flat surface on which a retroreflective material is applied, without using a half mirror [11, 12] .
Yoshida et al. developed ARScope [13] , which consists of a head-worn projector and a handheld device covered with a retroreflective material. The device looks transparent when a user looks into the device. Also, even if the user's viewpoint position changes, the projected images seem to be consistent with the real world.
There are also UI systems that allow the user to interact, via gestures, with images projected on a surface, a real object, or a hand from a head-worn projector. Misty et al. developed Wear Ur World (WUW), a system that consists of a small projector and a camera, which projects images on physical objects from a head-worn projector and which allows interactions via gestures [14] . Tamaki et al. have developed Brainy Hand, a system that consists of a small camera, a laser projector, and an earphone worn in the ear that allows gesture-based interaction with images projected on the user's palm by the projector [15] .
In these studies, it is possible to present images in front of the user in his or her gaze direction. However, there are no studies that use a head-mounted projector for the purpose of projecting images in a wide area.
UIs Using a Head-Mounted Display
Head-mounted displays (HMDs) can also be used to constantly display images in front of the user in his or her gaze direction. Among them, Microsoft Hololens enables accurate plane detection and registration, since it is equipped with a depth camera, a head-tracking camera, and an inertial measurement unit (IMU). Xiao et al. developed a Hololens-based system called MRTouch [17] , which enables users to perform touch input on surfaces in their environment. However, HMDs have a disadvantage that the users' eyes are covered by the device, hindering their vision, which may cause a feeling of anxiety. In addition, eye fatigue sometimes occurs because of inconsistency between the convergence angle and focusing of the eyes. On the other hand, HMDs give a superior sense of immersion and ensure confidentiality, since the operations carried out by the user are not seen by someone else.
Proposed System
Overview
The user sits in a chair, wearing the system on his or her head, and the system projects images onto a flat surface, such as a table. Since the projector worn on the user's head projects images in front of the user in his or her gaze direction, the images cover a large part of the user's central area of vision, as shown in Figure 1 . The image to be projected is changed according to the user's head pose so as to fix the superimposed image on the surface. Thus, the system makes the flat surface act like a touch panel using the depth camera and realizes a large effective display area.
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Experimental System
We created an experimental system using a mobile projector and a depth camera, as shown in Figure 2 . The mobile projector was a Koolertron Mini Micro 640 × 480 HD DLP Home Theater Projector. The depth camera was a SoftKinetic DepthSense 325, which can acquire a 320 × 240 pixel depth map at 30 frames per second (fps) and can be used in a 15-100 cm range. Also, in this system, the depth camera and the projector were connected to a desktop PC (CPU: Intel Core i7-4790 3.6 GHz, RAM: 8 GB), which was used for calculations.
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Registration
To perform registration without using markers, algorithms such as Iterative Closest Point (ICP) [18] , which performs registration between two 3D point clouds, and Parallel Tracking and Mapping 
To perform registration without using markers, algorithms such as Iterative Closest Point (ICP) [18] , which performs registration between two 3D point clouds, and Parallel Tracking and Mapping (PTAM) [19] , which finds the correspondence of feature points between frames, are widely used. However, in the proposed system, we assume a flat surface with little texture, and therefore, we cannot use these algorithms. Therefore, the proposed system performs registration between the real world and images by estimating the user's head pose using only information about the plane estimated from the 3D scene.
In the proposed system, the user is seated in a chair, and the images are projected on a flat surface such as a table. Therefore, we assume that the head movement has only two DOF: pan and tilt. The two DOF pose can be calculated using the real scene obtained by the depth camera.
A depth image obtained by the depth camera is transformed into a 3D point cloud, and the system performs plane estimation by using Random Sample Consensus (RANSAC) [20] . The system calculates rotation angles around the x-axis and the y-axis, α and β, that make a vector (0,1,0) correspond to a normal vector (a,b,c) of the estimated plane. A rotation matrix R k of the head pose at a time k from the initial pose is calculated using the rotation matrices obtained above:
The camera undergoes translation when the head is rotated, because the rotation center of the head does not correspond to the center of the camera. Figure 4a shows the translation of the camera from the rotation center of the head. Therefore, the camera position, t k , from the rotation center of the head when the head rotates by R k is given by:
where t c is the translation from the rotation center of the head to the camera position. Using Equations (1) and (2), the transformation matrix T k from the head coordinate system with the origin at the rotation center of the head to the camera coordinate system at k is shown in Figure 4b and is written as:
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Using T k and T 0 , which is the transformation to the camera coordinate system at time 0, when the system detects a plane for the first time, the virtual object position is given by:
where d is the distance from the camera to the plane, and p 0 = (0, 0, d) is the center position of the virtual object.
where Figure 4b and is written as:
Using and , which is the transformation to the camera coordinate system at time 0, when the system detects a plane for the first time, the virtual object position is given by: (4) where is the distance from the camera to the plane, and 0, 0, is the center position of the virtual object. 
Touch Detection
To enable interaction with the images superimposed on the flat surface, the system detects touch input when the user's finger touches the surface. First, the system obtains an edge image (Figure 6b ) from the infrared (IR) image (Figure 6a ), which is captured by the depth camera, and fills inside a fingertip by applying closing to the edge image (Figure 6c) . Then, the fingertip region is extracted by finding a white pixel by scanning the closing image from the upper left. Finally, the system detects a touch input when the difference between the average depth in the region inside the fingertip and that near the outside of the fingertip is lower than a threshold (Figure 6d ). 
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Evaluation
By using the experimental system, we conducted an experiment to measure the registration accuracy and delay of the system. The purpose of this experiment was to measure the basic performance of our prototype, and did not include a usability test. We did not evaluate the performance of touch detection, since there has already been much research that focuses on touch detection using a depth camera [4, 17, 21] . Our research mainly focused on expanding the workspace rather than touch detection. 
By using the experimental system, we conducted an experiment to measure the registration accuracy and delay of the system. The purpose of this experiment was to measure the basic performance of our prototype, and did not include a usability test. We did not evaluate the performance of touch detection, since there has already been much research that focuses on touch detection using a depth camera [4, 17, 21] . Our research mainly focused on expanding the workspace rather than touch detection.
Registration Accuracy
We measured how accurately the images were fixed when the head moved. In the experiment, one participant wearing the system on his head was seated in a chair, and the system projected circles onto the positions of the four vertices of an augmented reality (AR) marker [22] , with a side of 8 cm, that was placed on a table. The participant moved his head to gaze at designated positions, and the system performed registration to fix the circles at the vertices of the AR marker.
One block was composed of the following four steps: (1) The participant moved his head from the center of the AR marker to each of the designated positions (left, right, top, and bottom), (2) stopped his head to gaze at the designated position, (3) moved his head back to the center, and (4) stopped his head to gaze at the center of the AR marker. Each step took 1 s, and each block took 4 s. Figure 7a shows the designated points. The positions of points were 7.5 cm above and below the center of the marker, and 10 cm to the right and left of the marker. We determined the positions so that the marker was always within a projection image when the participant looked at any of the designated points. The participant performed four blocks continuously for all of the positions in the order of right, left, top and bottom.
We measured the 6-DOF errors between the AR marker and the projected circles. We performed a pose estimation of the AR marker and the projected circles, and estimated the transformation matrix between them. We calculated the 6-DOF movement errors, consisting of three translational DOF and three rotational DOF, from the transformation matrix. We used the ARToolKit [20] to estimate the poses of the AR marker and projected circles. Figure 7b shows the overview of the experimental environment. The height of the system from the desk was 70 cm, and the distance between the participant and the AR marker was 50 cm. The translation from the rotation center of the head to the camera, and the positional relation between the projector and the camera were set manually before conducting the experiment.
The system ran at about 30 fps. To stabilize the projected image, the 1€ filter [23] was applied to the rotation angles that were calculated from the estimated plane. The 1€ filter is a first-order low-pass filter whose cutoff frequency is changed depending on the speed to minimize both jitter and the lag of signals. Figures 8 and 9 show the translation and rotation errors when the participant moved his head horizontally from the center to the right to see the right point, and then moved it back to the center. the desk was 70 cm, and the distance between the participant and the AR marker was 50 cm. The translation from the rotation center of the head to the camera, and the positional relation between the projector and the camera were set manually before conducting the experiment.
The system ran at about 30 fps. To stabilize the projected image, the 1€ filter [23] was applied to the rotation angles that were calculated from the estimated plane. The 1€ filter is a first-order low-pass filter whose cutoff frequency is changed depending on the speed to minimize both jitter and the lag of signals. Figures 10 and 11 show the translation and rotation errors when the participant moved his head vertically from the center to the top to see the top point, and then moved it back to the center. Table 1 shows the mean absolute error (MAE), root mean square error (RMSE), and standard deviation (SD) of the errors between the AR marker and the projected circles in all four blocks when Figures 10 and 11 show the translation and rotation errors when the participant moved his head vertically from the center to the top to see the top point, and then moved it back to the center. Table 1 shows the mean absolute error (MAE), root mean square error (RMSE), and standard deviation (SD) of the errors between the AR marker and the projected circles in all four blocks when Figures 10 and 11 show the translation and rotation errors when the participant moved his head vertically from the center to the top to see the top point, and then moved it back to the center. Table 1 shows the mean absolute error (MAE), root mean square error (RMSE), and standard deviation (SD) of the errors between the AR marker and the projected circles in all four blocks when the head was not moving. The maximum errors when his head was moving were 44.74 mm in x, 36.30 mm in y, 43.41 mm in z, 32.18 deg in ϕ (rotation around the x-axis), 21.35 deg in θ (rotation around the y-axis), and 4.77 deg in ψ (rotation around the z-axis).
As seen in Figures 8 and 10 , the registration errors in x became large when the head moved horizontally, and the errors in y became large when the head moved vertically. This is because the projected images were a little behind the head movement due to the delay of the system. When the head was not moving, the registration errors in x and y were about 10 mm, which did not bother the participant too much, but designers need to determine object sizes considering these errors. Our registration method used the normal to the detected plane, and the registration errors were affected by the errors in the plane detection. If the accuracy of plane detection is improved, the registration errors will be decreased.
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Delay of the System
We measured the delay by averaging the times from when his head stopped (step 2) to when the projection circles went back to the vertices of the AR marker. We recorded a video around the marker from the position where both his head and the projection images were within the field-of-view of the video camera. Figure 12 shows a sequence of photographs around the marker from when the participant stopped his head after moving his head from the center to the top. Figure 13 shows the graph of the position errors in y at that time. From these figures, the delay of the system was estimated to be about 0.2 s.
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Limitation of the System
Based on the evaluation results above, we discuss the limitations of our experimental system.
DOF of Head Movement
Our experimental system performs pose estimation of the head using the normal to the detected plane for registration. This method can only obtain three DOF movements of the head, and cannot get the other three DOF (two translational and one rotational) movements. By using other sensors such as an IMU, the DOF will be increased, allowing a system that does not limit the head movement to be realized.
Delay
Our experimental system has a delay of about 0.2 s due to the delay of the projector and the depth camera. The use of a depth camera and a projector with shorter delay or delay compensation using other sensors will be effective for reducing the delay. Reduction of delay will also decrease the registration error and allow users to see more stable images.
Range of Image Projection
The projection angle of the projector used in the experimental system covers most of the central vision field, but does not cover the peripheral vision field. If the system can project wide images that cover the entire vision field, users will perceive more reality in a pseudo-large display. Nowadays, ultrashort focus projectors are being commercialized. If portable ones become available, a system that can project wider images will be realized.
Size
Our experimental system was still large and heavy, and it is hard to wear on the head. In the future, with the miniaturization of projectors and cameras, it should be possible to manufacture a more compact system such as an earphone-shaped one, which would reduce the disadvantages of wearing the system.
Conclusions
In this paper, we introduced a user interface that projects images on a flat surface, such as a table, by using a projector mounted on the user's head and that realizes a large effective display area by changing the projected image according to the direction of the user's head.
The system can superimpose an image on the flat surface by performing plane estimation, placing the image on the estimated plane, performing perspective projection to obtain a 2D image, and projecting the 2D image using the projector. Moreover, registration between the real world and the image was performed by estimating the user's head pose using the estimated plane information. Furthermore, touch input was recognized by detecting the user's finger on the plane using the depth camera.
As a result of measuring the positional deviation between the real world and the projected images using the experimental system, when the user stopped his head, translation errors were about 10 mm. In addition, we measured the delay of the system, and the result showed that the delay was estimated to be about 0.2 s.
The result of the evaluation revealed that there are many limitations in our experimental system. Among them, delay and weight are especially serious problems in practical use. For the commercialization of our proposed interface, these problems should be solved first. To reduce the delay of the entire system, delays of both the depth camera and the projector should be reduced. Instead of using a depth camera, a head-tracking camera like that used in Microsoft Hololens would also be effective. There are some commercial projectors that have short delay, but they are large. A small, lightweight, and fast projector is the key to realizing a more practical system.
In this paper, we just measured the basic performance of the system to clarify the limitations of the system. After overcoming these limitations, we will measure a more detailed performance with a number of participants, and also conduct usability tests involving a number of participants to verify the effectiveness of our proposed interface. 
