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We study the role played by noise on the QW introduced in [1], a 1D model that is inspired by
a two particle interacting QW. The noise is introduced by a random change in the value of the
phase during the evolution, from a constant probability distribution within a given interval. The
consequences of introducing such kind of noise depend on both the center value and the width of
that interval: a wider interval manifests as a higher level of noise. For some range of parameters,
one obtains a quasi-localized state, with a diffusive speed that can be controlled by varying the
parameters of the noise. The existence of this (approximately) localized state for such kind of
time-dependent noise is, to the best of our knowledge, totally new, since localization (i.e., Anderson
localization) is linked in the literature to a spatial random noise.
I. INTRODUCTION
Quantum walks (QWs) are formal quantum analogues
of classical random walks. QWs were first considered
by Grössing and Zeilinger [2] in 1988, as simple quan-
tum cellular automata in the one-particle sector. They
were popularized in the physics community in 1993, by
Y. Aharonov [3], who started studying them systemati-
cally and described some of their main properties. The
formalism was then developed a fews years later by D.A.
Meyer [4], in the context of quantum information. From
a physical perspective, QWs describe situations where
a quantum particle is taking steps on a lattice condi-
tioned on its internal state, typically a (pseudo) spin one
half system. The particle dynamically explores a large
Hilbert space associated with the positions of the lattice,
and thus allows to simulate a wide range of transport
phenomena [5]. With QWs, the transport is driven by an
external discrete unitary operation, which sets it apart
from other lattice quantum simulation concepts where
transport typically rests on tunneling between adjacent
sites [6]: all dynamical processes are discrete in space and
time. As models of coherent quantum transport, QWs
are interesting both for fundamental quantum physics
and for applications. An important field of applications
is quantum algorithmic [7]. QWs were first conceived as
the natural tool to explore graphs, for example for effi-
cient data searching (see e.g. [8]). QWs are also useful
in condensed matter applications and topological phases
[9]. A totally new emergent point of view for QWs con-
cerns quantum simulation of gauge fields and high-energy
physical laws [10, 11]. It is important to note that QWs
can be realized experimentally with a wide range of phys-
ical objects and setups, for example as transport of pho-
tons in optical networks or optical fibers [12], or of atoms
in optical lattices [13]. Although most of these families
of QWs represent and model the one-particle dynamics,
implementation of the two-particle sector has been in-
vestigated and studied by several authors [4, 14, 15]. In
particular a two-particle QW, modeling an atom-atom
binding in free space, has been already introduced by
[1] in a very general framework. The latter model can
be reduced to an effective one-particle QW that contains
some of the properties of the two-particle dynamics, in
the sense that it reproduces the same spectral properties
as the original model.
The main aim of this paper, inspired by the latter
model, is to investigate the role of dynamical noise. As
we show, adding such kind of noise produces a shape on
the probability distribution that is characteristic of ran-
dom spatial noise. Moreover, by varying the strength of
the noise, one can obtain a quasi-localized distribution,
with a diffusion constant that can be made very small.
The existence of this quasi-localized state for such kind of
time-dependent noise is, to the best of our knowledge, to-
tally new, since localization (i.e., Anderson localization)
has been observed and studied in a spatial random envi-
ronment. Anderson localization has also been studied in
the context of quantum walks, see for example [16, 17].
We support all results by direct numerical simulations of
the average dynamics, and by an analytical calculation
of the diffusion constant
The paper is organized as follows. Section II is devoted
to the definition of the model, whose main properties are
discussed in Section III. In Section IV we study numeri-
cally the behavior of this QW in a dynamical random en-
vironment, and we show the existence of quasi-localized
states. Section V summarizes our conclusions. The de-
tails about the analytical calculation of the diffusive con-
stant have been relegated to the Appendix.
II. QUANTUM WALK ON A LINE
The dynamics of the QW takes place on the Hilbert
space H = Hp ⊗ Hc, where Hp is defined over Zd, and
Hc corresponds to the internal degree of freedom, which
is usually referred to as the coin space, with basis
{|ci〉}i∈K=[1,..,k]. In the simplest case, it could describe a
particle moving in a lattice of dimension d, and the coin
could correspond to the spin. The unitary matrix which
describes the evolution is U = S(I ⊗ C). The operator
S acts on the Hilbert space H as a conditional position
shift operator, with the coin acting as a control qubit
2[18], which means that it will shift the position of the
particle to the right if the coin points up, and to the left,
if the coin points down. Therefore, choosing d = 1:
S =
∑
i∈Z,
|i+ 1〉 〈i| ⊗ |↑〉 〈↑|+ |i− 1〉 〈i| ⊗ |↓〉 〈↓| . (1)
I⊗C acts nontrivially only on the coin space Hc. The
Hilbert space H is spanned by the orthonormal basis
{|i〉 ⊗ |c〉 : i ∈ Z, c ∈ ↑, ↓}. C is chosen as an element
of SU(2). The usual choice for this matrix is given by
the so called Hadamard coin:
CH =
1√
2
(
1 1
1 −1
)
. (2)
After t steps taken by the walker, the state becomes
|Ψt〉 = U t |Ψ0〉. The probability distribution at time step
t can be written as
P (x, t) = || 〈x|Ψt〉 ||2. (3)
We now introduce a family of QWs defined by the coin
operator
Cg =
1
2γ − 1
(
γ
√
2(γ − 1)√
2(γ − 1)γ γ
)
. (4)
This operator has been discussed in [1] as a way to ob-
tain a one-particle QW using the dispersion relation cor-
responding to the relative motion of an interacting two-
particle QW, if one adopts a simple phase for the value
of γ, i.e. γ = eig with g a real parameter that con-
trols the strength of the coupling. In what follows, we
will study the properties of this model, regardless of its
original motivation. We will show that this one-particle
QW possesses interesting properties on its own, specially
when dynamical noise is included.
III. NOISELESS CASE
Most properties of the QW are better analyzed by
switching to the quasi-momentum space [19]. We intro-
duce the basis of states {|k〉 , k ∈ [−π, π[} defined by
|k〉 =
√
1
2π
∞∑
x=−∞
eikx |x〉 . (5)
The unitary operator that governs the QW can be writ-
ten, in quasi-momentum space, as
U(k, g) =
(
e−ik 0
0 eik
)
Cg
=
1
2eig − 1
(
ei(g−k)
√
2e−ik
(
eig − 1)√
2ei(g+k)
(
eig − 1) ei(g+k)
)
.
(6)
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Figure 1. (Color online) Probability distribution after t = 200
time steps for the QW, where only even sites are plotted (the
probability vanishes at odd sites, if t is even). The initial state
is localized at the origin, with a coin state 1√
2
(1, i)T . Upper
panel: QW with g = pi/2. Lower panel: g = pi.
Fig. 1 shows the probability distribution for two values
of the parameter g. As one observes, the probability
resembles in both cases the one of a typical QW, although
it can be asymmetric, depending on the value of g and
on the initial coin state.
IV. DYNAMICAL RANDOM NOISE
The main goal in this paper is the introduction of dy-
namical noise for the model described in the previous
section. In order to see how the system responds to this
kind of noise, we numerically simulate its evolution using
the same equations as in the noiseless case, but randomly
change the parameter g at every step, from a uniform dis-
tribution, within the interval [g0 + ǫ, g0 − ǫ], where g0 is
the center of the distribution. The entire procedure is
repeated over a number of Ns iterations, and the result
is averaged over these samplings. As we discuss in the
Appendix, this procedure is equivalent to a description in
terms of a Lindblad operator acting on the density matrix
that describes the state of the system. Using this, one can
compute the asymptotic value of the diffusion constant,
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Figure 2. (Color online) Diffusion constant, Eq. (A25) for
two values of g0: g0 = 0 (upper curve), and g0 = pi (lower
curve), as a function of the parameter ε.
Eq. (A25). The results are plotted on Fig. (2) for two
values of g0, as a function of ε. As can be observed from
the plots, D(ε) rapidly falls for not too large values of ε.
With g0 = 0, the curve deviates from the initial trend as
ε approaches π/4. The behavior for g0 = π is different:
D(ε) has a minimum value at ε ≃ 2.23. Both curves have
the same value when ε = π, given by D(π) = 1−√3/4.
The approach to the asymptotic regime can be ob-
served from Fig. (3). In this figure, we plot the evo-
lution with time of the noisy QW, as numerically ob-
tained following the procedure explained at the begin-
ning of this Section, in comparison with our analytical
result Eq. (A25), for the value ε = 2.23. We observe a
good agreement between both approaches.
The strong decrease of the diffusion constant observed
in Fig. (2) can be used to control the spreading of the
QW, so that the wavepacket expands at very low speed,
as compared with the usual noiseless case. Such decrease
can, in principle, be further reduced by the use of a non-
localized initial state, since this amounts to including the
initial shape f(k) of the wavepacket in the integral Eq.
(A22).
Even more interesting is the study of the probability
distribution, Eq. (3). We can observe how the probabil-
ity concentrates around x = 0 (see Fig. 4) . Differently
from the case g0 = 0, for which we obtain the expected
Gaussian solution, in the case g0 = π we observe an expo-
nential shape around zero. In fact, this evolution reminds
us the phenomenon of Anderson localization. The result
is intriguing due to the fact that dynamical noise is ex-
pected to transform the system into a classical random
walk, but in this case we see some type of dynamical
localization. Anderson localization has extensively been
studied [20–23] as the result of introducing a static dis-
order. It has also been studied in the context of quan-
0 1000 2000 3000 4000 5000
t
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
(t)
/t
 = 2.23 Dtheo( )=0.73
Dtheo( )=0.34
g0 = 0
g0 = 
Figure 3. (Color online) Diffusion constant for two values of
g0: g0 = 0 (upper panel), and g0 = pi (lower panel), as a
function of time, as obtained from the numerical simulation
of the noisy QW. The horizontal lines show the asymptotical
analytical result Eq. (A25).
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Figure 4. (Color online) Evolved probability distribution, in
lin-lin plot and log-ling plot (the inset), for two values of g0:
g0 = 0 (blue triangles), and g0 = pi (red stars) at time step
t = 200, for an initially localized state at the origin.
tum walks, see for example [16, 17]. What we obtained
here, however, is a similar result, but produced by a time-
dependent noise. This is the main result of our paper.
4V. CONCLUSIONS
In this paper, we investigated the role played by noise
on the QW introduced in [1], a 1D model that is inspired
by a two particle interacting QW. The noise is introduced
by a random change in the value of g during the evolution,
from a constant probability distribution within a given
interval. The consequences of introducing such kind of
noise depend on both the center value and the width of
that interval: a wider interval manifests as a higher level
of noise. We observe that, by appropriately choosing the
level of noise, one obtains a quasi-localized state, which a
spreading rate can be made very small. The existence of
this quasi-localized state for such kind of time-dependent
noise is, to the best of our knowledge, totally new, since
localization (i.e., Anderson localization) is linked in the
literature to a spatial random noise.
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Appendix A: Appendix: Diffusion constant
In this Section we analyze the long term behavior of
the diffusion constant. Our calculation closely follows the
formalism presented in [24, 25]. However, the dynamics
of the decoherent QW will be represented by a 4 × 4
matrix acting on four-vectors, instead of a superoperator.
At a given time, the state of the system is defined, in
quasi-momentum space by the vector
Rα(k, k
′, t) = Tr{σα〈k | ρ(t) | k′〉}, (A1)
where α = 1, 2, 3, 4, ρ(t) is the density operator at time
step t ∈ N, and σ0 is the 2-dimensional identity, while
σi, i = 1, 2, 3 are the Pauli matrices. The trace in the
latter equation is performed on the spin space. The above
equation can be inverted to give
〈k | ρ(t) | k′〉 = 1
2
3∑
α=0
Rα(k, k
′, t)σα. (A2)
The probability distribution at time t can be obtained
from
P (x, t) =
ˆ π
−π
dk
2π
ˆ π
−π
dk′
2π
eix(k−k
′)R0(k, k
′, t). (A3)
For a given sequence of choices {g1, g2, . . . gt}, the time
evolution of the density operator is obtained as
〈k | ρ(t+1) | k′〉 = U(k, g1, . . . gt)〈k | ρ(t) | k′〉U †(k′, g1, . . . gt),
(A4)
where U(k, g1, . . . gt) ≡ U(k, gt) . . . U(k, g1). We now as-
sume that the above sequence is randomly obtained from
an interval {g0 − ǫ, g0 + ǫ} with an uniform probability
distribution p(g) = 12ǫ if |g− g0| ≤ ǫ, and p(g) = 0 other-
wise. Under these assumptions, it has been proven [26]
that, in the limit t → ∞, Eq. (A4) can be described by
the action of a superoperator Lˆk,k′ defined as
Lk,k′ 〈k | ρ(t) | k′〉 ≡ 1
2ε
ˆ g0+ε
g0−ε
dg U(k, g)〈k | ρ(t) | k′〉U †(k′, g),
(A5)
so that
〈k | ρ(t+ 1) | k′〉 = Lˆk,k′ 〈k | ρ(t) | k′〉. (A6)
We can recast the latter equation under algebraic form
(with vectors and matrices) by the use of Eq. (A2). Then
the vector defined in Eq. (A1) evolves according to
Rα(k, k
′, t) =
3∑
β=0
[Lk,k´]αβRα(k, k′, t− 1), (A7)
where Lk,k´ is a 4× 4 matrix defined as
[Lk,k´]αβ = 1
2ε
ˆ g0+ε
g0−ε
dg T r{σαU(k, g)σβU †(k′, g)}.
(A8)
with α, β = 0, 1, 2, 3. We are interested in deriving an
analytical expression for the variance
〈
x2
〉
t
=
∑
x
x2P (x, t), (A9)
for large values of the time step t. The initial state is
assumed to be localized at x = 0, therefore
ρ(0) = |0〉 〈0| ⊗ ρc, (A10)
where ρc is the initial coin state. Then
Rα(k, k
′, 0) = Tr{σαρc} ≡ rα (A11)
is independent of both k and k′, with r0 = 1. Following
similar steps as in [25], one arrives to
〈
x2
〉
t
=
ˆ π
−π
dk
2π
t∑
m=1
m−1∑
m′=1
[G†kLm−m
′−1
k GkLm
′−1
k
+ GkLm−m
′−1
k G†kLm
′−1
k ]0βrβ
+
ˆ π
−π
dk
2π
t∑
m=1
3∑
β=0
[JkLm−1k ]0βrβ , (A12)
with the convention of sum over repeated indices, and
the following definitions
Lk = Lk,k´|k′=k
Gk = ∂Lk,k´
∂k
∣∣∣∣
k′=k
Jk = ∂
2Lk,k´
∂k∂k′
∣∣∣∣
k′=k
. (A13)
5It can be shown that
[Lk]0β = [Lk]β0 = δβ,0. (A14)
The same property holds for Jk. Use was made of these
properties in deriving Eq. (A12). Therefore, we can write
Lk in block-diagonal form
Lk =
(
1 0
0 Mk
)
, (A15)
Mk being a 3 × 3 matrix. This structure is obviously
preserved with time, i.e.
Ltk =
(
1 0
0 M tk
)
. (A16)
The explicit form of Lk,k′ is cumbersome for general val-
ues of g0. We will here concentrate on two particular
cases, namely g0 = 0 and g0 = π. In both cases, one can
write
Lk,k′ =


cosu ic12 sinu 0 −ic44 sinu
0 c22 cos v c23 sin v c24 cos v
0 c22 sin v −c23 cos v c24 sin v
−i sinu −c24 cosu 0 c44 cosu


(A17)
with the definitions u = k − k′ and v = k + k′. The
coefficients cij depend both on the value of g0 and ε.
We have dropped this dependence for simplicity. For
g0 = 0 one has c12 =
√
2(a− 3ǫ2 )
3ǫ , c22 =
1
4 +
sin ǫ
ǫ
− a6ǫ , c23 =
ǫ+4 sin(ǫ)−6a
4ǫ , c24 =
2a−3ǫ
3
√
2ǫ
, and c44 =
4a
3ǫ−1, while for g0 =
π we found c12 =
−3ǫ−2b+π
3
√
2ǫ
, c22 = −−3ǫ+12 sin(ǫ)−2b+π12ǫ ,
c23 =
ǫ−4 sin(ǫ)+6b−3π
4ǫ , c24 =
−3ǫ−2b+π
3
√
2ǫ
, and c44 =
−3ǫ−4b+2π
3ǫ . We have introduced the notations a =
arctan
(
3 tan ǫ2
)
, b = arctan
(
3 cot ǫ2
)
. The last term in
Eq. (A12) can be easily evaluated, resulting in
ˆ π
−π
dk
2π
t∑
m=1
3∑
β=0
[JkLm−1k ]0βrβ = t. (A18)
Starting from Eq. (A17), one obtains that [G†k]0β =
−[Gk]0β . Therefore, the first two terms in Eq. (A12) can
be combined to give
ˆ π
−π
dk
2π
t∑
m=1
m−1∑
m′=1
[GkLm−m
′−1
k (G†k − Gk)Lm
′−1
k ]0βrβ .
(A19)
Moreover, one can check that, ∀p, q ∈ N
[GkLpk(G†k − Gk)Lqk]0β (A20)
does not depend on the action of Lqk, which allows us to
drop this matrix off. Thus the integrand in Eq. (A19)
can be expressed in terms of the submatrix
t∑
m=1
m−1∑
m′=1
Mm−m
′−1
k = (I3−M−1k )[tI3+(I3−M−1k )(M tk−I3)]
(A21)
We have verified that all the eigenvalues of Mk obey
0 < |λ| < 1 , so that M tk → 0 in the long time limit.
Therefore, the last term in Eq. (A21) will be time-
independent at large time steps. In what follows, we
will omit that term, since it does not affect our conclu-
sions. The rest of the calculation is straightforward, and
we obtain
〈
x2
〉
t→∞ = t[1−
ˆ π
−π
dk
π
Γ(k, ε)], (A22)
where
Γ(k, ε) =
α cos 2k + β
γ cos 2k + δ
, (A23)
with α = c12c24 + c44(c22 − c23), β = c12c23c24 +
c44(c22c23 − 1), γ = c22(c44 − 1) − c23c44 + c23 + c224,
and δ = c22c23(c44 − 1) + c23c224 − c44 + 1. The integral
in Eq. (A22) can be expressed in terms of standard inte-
grals [27]. By defining r =
√
1− γ2/δ2, we arrive at the
result:
〈
x2
〉
t→∞ = t[1−
2α(r − 1)
γr
− 2β
δr
]. (A24)
From here, we define the diffusive constant
D(ε) ≡ d
〈
x2
〉
t→∞
dt
= 1− 2α(r − 1)
γr
− 2β
δr
. (A25)
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