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Tässä opinnäytetyössä esitellään teoriaa integraaliyhtälöistä. Lisäksi johdetaan Tikhonovin
regularisointi ja esitellään siitä käytännön sovellus ilmakehätutkimuksessa.
Tutkielman alussa Esitietoja-kappaleessa palautetaan lukijan mieleen aineopinnois-
takin tuttuja käsitteitä, kuten normi, jatkuvuus, lineaarikuvaus, normiavaruudet ja kom-
paktius. Varsinaista aihetta, integraaliyhtälöitä, käsitellään operaattoriyhtälöinä. Esitel-
lään lineaarioperaattorit, rajoitetut operaattorit sekä integraalioperaattori.
Tutkielman toisessa puoliskossa paneudutaan regularisointiin. Termi yleisesti tarkoit-
taa informaation lisäämistä harvaan dataan, jotta matemaattinen käänteisongelma saataisi-
in ratkaistua. Paneudutaan tarkemmin Tikhonovin regularisointiin, joka on varsin yleisesti
käytetty menetelmä.
Aihe syntyi kiinnostuksestani analyysiin ja ilmakehätutkimukseen ohjaajani akatemi-
aprofessori Matti Lassaksen ehdottamana. Haluan kiittää ohjaajaani neuvoista ja inspi-
raatiosta sekä matematiikan laitoksen muuta henkilökuntaa ja kanssaopiskelijoita, joiden
puoleen on aina voinut kääntyä ja yhdessä pohdiskella.
1.2 Integraaliyhtälö
Ruotsalaisen Ivar Fredholmin mukaan nimetyt Fredholmin integraaliyhtälöt ovat muotoa∫ b
a





K(x, y)ϕ(y)dy = f(x), x ∈ [a, b].
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Yhtälöissä funktio ϕ on tuntematon, jota yritetään ratkaista erilaisten teorioiden ja menetelmien
avulla. Ydin K ja funktio f ovat annettuja. Ensimmäistä yhtälöistä kutsutaan ensim-
mäisen lajin Fredholmin yhätlöksi ja toista toisen lajin Fredholmin yhtälöksi.
Tässä tutkielmassa pääosin tarkastellaan ja muotoillaan teoriaa ylläolevien integraali-
yhtälöiden käyttäytymisestä siten, että kyseisiä yhtälöitä tarkastellaan ensimmäisen tyypin
operaattoriyhtälönä
Aϕ = f
ja toisen tyypin operaattoriyhtälönä
ϕ− Aϕ = f.




Tämän kappaleen tarkoituksena on palauttaa lukijan mieleen tutkielman kannalta tärkeitä
käsitteitä ja määritelmiä. Keskeisimmät käsitteet ovat vektoriavaruus ja normiavaruus,
sekä niihin liittyvät ominaisuudet, kuten jatkuvuus, täydellisyys ja kompaktius. Tässä
seurataan pitkälti lähdekirjan [6] kappaletta 1.
Käytetään kerroinkunnalle yleisesti merkintääK, kun kerroinkuntana voivat olla reaalilu-
vut R tai kompleksiluvut C.
Määritelmä 2.1. Avaruutta X varustettuna kuvauksella (x, y)→ x+ y joukolta X ×X
joukolle X ja kuvauksella (λ, x) → λx joukolta K × X joukolle X kutsutaan vektori-
avaruudeksi (tai lineaariavaruudeksi), jos seuraavat ehdot toteutuvat kaikilla λ, µ ∈ K ja
kaikilla x, y, z ∈ X:
(V1) pari (X,+) on Abelin ryhmä eli seuraavat ehdot a-d pätevät:
(V1a) (x+ y) + z = x+ (y + z);
(V1b) x+ y = y + x;
(V1c) on olemassa neutraalialkio 0, jolla x+ 0 = x;
(V1d) on olemassa käänteisalkio −x, jolla x+ (−x) = 0;
(V2) osittelulaki λ(µx) = (λµ)x on voimassa;
(V3) osittelulait (λ+ µ)x = λx+ µx ja λ(x+ y) = λx+ λy ovat voimassa;
(V4) 1x = x.
Määritelmä 2.2. Olkoon X vektoriavaruus. Kuvausta ‖ ·‖ : X → R kutsutaan normiksi,
jos seuraavat ehdot toteutuvat kaikilla ϕ, ψ ∈ X ja kaikilla α ∈ K:
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(N1) ‖ϕ‖ ≥ 0;
(N2) ‖ϕ‖ = 0 jos ja vain jo ϕ = 0;
(N3) ‖αϕ‖ = |α|‖ϕ‖;
(N4) ‖ϕ+ ψ‖ ≤ ‖ϕ‖+ ‖ψ‖.
Vektoriavaruutta varustettuna normilla kutsutaan normiavaruudeksi.
Funktion jatkuvuus normiavaruudessa määritellään usein niin, että kun kaksi lähtöjoukon
alkiota ovat mielivaltaisen lähellä toisiaan (niiden erotuksen normi on mielivaltaisen pieni),
niin myös niiden kuva-alkioiden etäisyys (eli erotuksen normi) on mielivaltaisen pieni.
Käytetään tässä toisenlaista määritelmää tulevia todistuksia silmällä pitäen. Seuraava
määritelmä voidaan osoittaa yhtäpitäväksi tavanomaisen määritelmän kanssa käyttäen
normiavaruuden suppenevan jonon määritelmää.
Määritelmä 2.3. Olkoon X ja Y normiavaruuksia ja U ⊂ X. Funktiota A : U → Y
kutsutaan jatkuvaksi pisteessä ϕ ∈ U , jos limn→∞Aϕn = Aϕ jokaisella joukon U jonolla
(ϕn), jolla limn→∞ ϕn = ϕ. Funktiota A kutsutaan jatkuvaksi, jos se on jatkuva jokaisessa
lähtöjoukon pisteessä.
2.1 Banachin ja Hilbertin avaruudet
Tavanomaisia normiavaruuksia ovat esimerkiksi Banachin ja Hilbertin avaruudet. Ba-
nachin avaruudet ovat täydellisiä normiavaruuksia, Hilberin avaruudet täydellisiä sisä-
tauloavaruuksia. Täydellisen normiavaruuden määritelmää varten määritellään ensin Cauchyn
jono.
Määritelmä 2.4. Jonoa (ϕn) normiavaruudesssa X kutsutaan Cauchyn jonoksi, jos
jokaista lukua  > 0 kohti on olemassa N ∈ N, jolla ‖ϕn − ϕm‖ <  kaikilla n,m ≥ N .
Jokainen suppeneva jono on myös Cauchyn jono, mutta Cauchyn jono ei aina suppene
tavanomaisesti. Tämän ominaisuuden valossa määrittellään täydellisyys.
Määritelmä 2.5. Olkoon X normiavaruus. Osajoukkoa U ⊂ X kutsutaan täydellisek-
si, jos jokainen Cauchyn jono (ϕn), missä ϕn ∈ U jokaisella n, suppenee joukossa U .
Normiavaruutta X kutsutaan Banachin avaruudeksi, jos se on täydellinen.




Määritelmä 2.6. Olkoon X kompleksinen vektoriavaruus, skalaarikuntanaan K. Funk-
tiota (·, ·) : X × X → K kutsutaan sisätuloksi (tai skalaarituloksi), jos seuraavat ehdot
toteutuvat kaikilla ϕ, ψ, χ ∈ X ja α, β ∈ K:
(H1) (ϕ, ϕ) ≥ 0;
(H2) (ϕ, ϕ) = 0 jos ja vain jos ϕ = 0;
(H3) (ϕ, ψ) = (ψ, ϕ);
(H4) (αϕ+ βψ, χ) = α(ϕ, χ) + β(ψ, χ).
VektoriavaruuttaX varustettuna sisätulolla kutsutaan sisätuloavaruudeksi. Huom! Merkin-
nällä a tarkoitetaan luvun a kompleksikonjugaattia.
Lause 2.7. (Cauchy-Schwarzin epäyhtälö). Sisätuloavaruudessa X kaikilla ϕ, ψ ∈ X pätee
|(ϕ, ψ)|2 ≤ (ϕ, ϕ)(ψ, ψ).
Todistus. Epäyhtälö on selvä, jos ϕ = 0 tai ψ = 0. Oletetaan, että ϕ, ψ 6= 0. Olkoon
α ∈ K. Tällöin määritelmän 2.6 ehdoista seuraa
0 ≤ (ϕ+ αψ, ϕ+ αψ)
= (ϕ, ϕ) + (αψ, ϕ) + (αψ, ϕ) + α(αψ, ψ)
= (ϕ, ϕ) + α(ϕ, ψ) + α(ϕ, ψ) + αα(ψ, ψ).
Valitaan α = −(ϕ, ψ)/(ψ, ψ). Sijoittamalla tämä ylläolevaan epäyhtälöön saadaan
0 ≤ (ϕ, ϕ)− (ϕ, ψ)(ϕ, ψ)
(ψ, ψ)





= (ϕ, ϕ)− (ϕ, ψ)(ϕ, ψ)
(ψ, ψ)
.
Siirtämällä toinen termi epäyhtälön oikealta puolelta vasemmalle ja kertomalla luvulla
(ψ, ψ), saadaan epäyhtälö
(ϕ, ψ)(ϕ, ψ) ≤ (ϕ, ϕ)(ψ, ψ),
joka on yhtäpitävää väitteen kanssa, sillä määritelmän 2.6 kohdasta (H3) seuraa, että
(ϕ, ψ)(ϕ, ψ) = |(ϕ, ψ)|2.
Lause 2.8. Sisätulo (·, ·) vektoriavaruudessa X määrittelee normin kaikilla ϕ ∈ X, kun
asetetaan
(2.9) ‖ϕ‖ := (ϕ, ϕ)1/2.
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Todistus. Normin määritelmän 2.2 ehtojen (N1) ja (N2) toteutuminen nähdään suoraan
skalaaritulon määritelmän 2.6 ehdoista (H1) ja (H2). Ehto (N3) saadaan sisätulon sym-
metrisyyttä (H3) ja lineaarisuutta (H4) sekä kompleksilukujen laskusääntöjä käyttäen, eli
kun oletetaan, että α ∈ K ja ϕ ∈ X, saadaan




Ehto (N4) seuraa skalaaritulon määritelmästä, kompleksilukujen laskusäännöistä ja Cauchy-
Schwarzin epäyhtälöstä (lause 2.7). Ensinnäkin kaikilla ϕ, ψ ∈ X pätee
0 ≤ ‖ϕ+ ψ‖2 = (ϕ+ ψ, ϕ+ ψ)
= (ϕ, ϕ) + (ϕ, ψ) + (ϕ, ψ) + (ψ, ψ)
= ‖ϕ‖2 + 2<(ϕ, ψ) + ‖ψ‖2.
Nyt koska z ≤ |z| kaikilla z ∈ C, ylläolevasta yhtälöstä saadaan epäyhtälö
‖ϕ+ ψ‖2 ≤ ‖ϕ‖2 + 2|(ϕ, ψ)|+ ‖ψ‖2,
ja edelleen Cauchy-Schwarzin epäyhtälöä soveltamalla oikean puolen keskimmäiseen ter-
miin saadaan
‖ϕ+ ψ‖2 ≤ ‖ϕ‖2 + 2(ϕ, ϕ)1/2(ψ, ψ)1/2 + ‖ψ‖2
= ‖ϕ‖2 + 2‖ϕ‖‖ψ‖+ ‖ψ‖2
= (‖ϕ‖+ ‖ψ‖)2.
Ottamalla neliöjuuret epäyhtälön molemmilta puolilta saadaan ehto (N4).
Määritelmä 2.10. Täydellistä vektoriavaruutta X varustettuna normilla 2.9 kutsutaan
Hilbertin avaruudeksi. Hilbertin avaruutta merkitään kirjaimella H.







Määritelmä 2.11. Olkoon X normiavaruus. Osajoukkoa U ⊂ X kutsutaan kompaktik-
si, jos jokaisella joukon U avoimella peitteellä on ääreellinen osapeite, eli jos jokaisella










Osajoukkoa U kutsutaan jonokompaktiksi, jos jokaisella jonolla (ϕn), missä ϕn ∈ U , on
suppeneva osajono (ϕn(k))→ ϕ ∈ U .
Määritelmä 2.12. Olkoon X normiavaruus. Osajoukkoa U ⊂ X kutsutaan täysin ra-
joitetuksi, jos jokaisella  > 0 on olemassa ääreellinen määrä alkioita ϕ1, . . . , ϕn joukossa





Täysin rajoitetut joukot ovat siis selvästi rajoitettuja. Osoitetaan näistä vahvempi
ominaisuus jonokompakteille joukoille.
Lause 2.13. Jokainen normiavaruuden jonokompakti osajoukko on täysin rajoitettu.
Todistus. Olkoon osajoukko U jonokompakti. Tehdään vastaoletus, että joukko U ei ole
täysin rajoitettu. Osoitetaan, että tällöin joukossa U on jono, jolla ei ole suppenevaa
osajonoa.
Olkoon  > 0 ja ϕ1, . . . , ϕr joukon U alkoita, joilla jokaisella n,m = 1, . . . , r pätee





Näin ollen on olemassa alkio ϕr+1 ∈ U , jolla ||ϕr+1 − ϕn|| >  jokaisella n = 1, . . . , r, ja
erityisesti jokaisella n,m = 1, . . . , r+1 pätee ||ϕn−ϕm|| > , kun n 6= m. Edelleen joukko






Jälleen siis löydetään alkio ϕr+2 joukosta U , joka on vähintään epsilonin päästä muista, jo
valituista alkioita. Jatkamalla tätä päättelyä induktioperiaatteen nojalla saadaan ääretön
jono (ϕn), jossa edelleen jokaisella n,m = 1, . . . ,∞ pätee ||ϕn − ϕm|| > , kun n 6= m.
Olemme konstruoineet jonon, jolla ei ole Cauchy-osajonoa, eikä erityisesti suppenevaa
osajonoa. Tämä on ristiriita, joten U on täysin rajoitettu.
Lause 2.14. Normiavaruuden osajoukko on kompakti, jos ja vain jos se on jonokompakti.
Todistus. Olkoon ensin osajoukko U kompakti ja tehdään vastaoletus, että se ei ole
jonokompakti. Tällöin on olemassa jono (ϕn) joukossa U , jolla ei ole suppenevaa osajonoa
joukossa U . Tällöin jokaisella joukon U alkiolla ϕ on olemassa avoin kuula B(ϕ; r), missä
r > 0, joka sisältää ääreellisten määrän jonon (ϕn) alkioita. Näiden kuulien joukko on
joukon U avoin peite, ja koska U on kompakti, niin löydetään ääreellinen kokoelma näitä
kuulia, joka edelleen peittää joukon U . Tämän ääreellisen kokoelman jokaisessa kuulassa
on edelleen ääreellinen määrä jonon (ϕn) alkioita, joten joukossa U on ääreellinen määrä
jonon alkioita. Tämä on ristiriita, joten U on jonokompakti.
Olkoon osajoukko U sitten jonokompakti ja olkoon Vj, j ∈ J , joukon U avoin peite.
Näytetään ensin, että on olemassa  > 0 siten, että jokaisella ϕ ∈ U kuula B(ϕ, ) sisältyy




) ei sisältyisi yhteenkään joukoista Vj. Nyt koska U on jonokompakti, kyseinen
jono (ϕn) sisältää suppenevan osajonon (ϕn(k)), jolla raja-arvo ϕ ∈ U . Alkio ϕ sisältyy
johonkin joukoista Vj, ja koska kyseinen joukko Vj on avoin, niin pisteellä ϕ on ympäristö,
kuula B(ϕ, r), jollain r > 0, joka sisältyy joukkoon Vj. Toisaalta osajono (ϕn(k)) suppenee
kohti alkiota ϕ, joten jokaisella  > 0, on olemassa kynnys N siten, että kaikilla k > N
pätee ||ϕn(k) − ϕ|| < . Siis jos valitaan mielivaltainen alkio ψ ∈ B(ϕn(k), 1n(k)) ja luku k
riittävän suureksi, niin kolmioepäyhtälöä käyttäen saadaan
||ψ − ϕ|| = ||ψ − ϕn(k) + ϕn(k) − ϕ|| ≤ ||ψ − ϕn(k)||+ ||ϕn(k) − ϕ|| = 1
n(k)
+  < r,
eli ψ ∈ B(ϕ, r) ⊂ Vj. Erityisesti pätee B(ϕn(k), 1n(k)) ⊂ Vj tarpeeksi isolla luvun k arvol-
la. Tämä on ristiriita, joten jokaisella joukon U alkiolla ϕ avoin kuula B(ϕ, ) sisältyy
vähintään yhteen Vj. Nyt koska U on jonokompakti, se on täysin rajoitettu lauseen 2.13
nojalla. Näin ollen on olemassa ääreellinen määrä joukon U alkioita ϕ1, . . . , ϕn siten, että
B(ϕk, ), missä k = 1, . . . , n, peittää joukon U . Jokaisella kuulalla on olemassa joukko
Vj(k) siten, että B(ϕk, ) ⊂ Vj(k). Näin ollen ääreellinen perhe Vj(k), k = 1, . . . , n, peittää
joukon U , eli U on kompakti.
Näin ollen lauseiden 2.14 ja 2.13 nojalla normiavaruudessa kompaktit joukot ovat aina
täysin rajoitettuja eli myös rajoitettuja. Osoitetaan vielä, että normiavaruuden kompakti
osajoukko on täydellinen ja suljettu.
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Lause 2.15. Normiavaruuden kompakti osajoukko on täydellinen.
Todistus. Olkoon U normiavaruuden kompakti osajoukko ja olkoon (ϕn) Cauchy-jono
joukossa U . Koska lauseen 2.14 nojalla joukko U on jonokompakti, on olemassa osajono
(ϕn(k)), jolla ϕn(k) → ϕ ∈ U . Osoitetaan, että ϕn → ϕ.
Olkoon  > 0. Tiedetään, että on olemassa raja N1 siten, että kun n(k) ≥ N1, niin
|ϕn(k) − ϕ| < 2 . Ja tiedetään, että on olemassa raja N2 siten, että kun n,m ≥ N2, niin|ϕn − ϕm| < 2 . Siis kun n > N = max{N1, N2}, niin kolmioepäyhtälön nojalla pätee






Näin ollen Cauchy-jono (ϕn) suppenee joukossa U , joten joukko U on täydellinen.
Määritelmä 2.16. Normiavaruuden osajoukkoa kutsutaan relatiivisesti kompaktiksi, jos
sen sulkeuma on kompakti.
Lause 2.17. Normiavaruuden rajoitettu ja ääreellisulotteinen osajoukko on relatiivisesti
kompakti.




Tässä kappaleessa seurataan pitkälti lähdekirjan [6] kappaletta 2. Palautetaan ensiksi
mieleen lineaarisen operaattorin määritelmä ja huomataan, että sen jatkuvuus yhdessä
pisteessä takaa lineaarisen operaattorin jatkuvuuden kaikkialla.
Määritelmä 3.1. Olkoon X ja Y vektoriavaruuksia. Operaattoria A : X → Y kutsutaan
lineaariseksi, jos
A(αϕ+ βψ) = αAϕ+ βAψ
kaikilla ϕ, ψ ∈ X ja kaikilla α, β ∈ C.
Huomautus 3.2. Ylläolevassa määritelmässä vektoriavaruuden kerroinkunnaksi oletettiin
kompleksilukujen joukko C. Se voisi yhtä hyvin olla myös reaalilukujen joukko R.
Lause 3.3. Lineaarinen operaattori on jatkuva, jos se on jatkuva yhdessä pisteessä.
Todistus. Olkoon lineaarinen operaattori A : X → Y jatkuva lähtöjoukon X pisteessä
ϕ0. Tällöin jokaisella joukon X pisteellä ϕ ja jokaisella jonolla (ϕn), joilla on ominaisuus
ϕn → ϕ, kun n kasvaa rajatta, pätee
Aϕn = A(ϕn − ϕ+ ϕ0) + A(ϕ− ϕ0)→ A(ϕ0) + A(ϕ− ϕ0) = A(ϕ), n→∞.
Nyt suoraan määritelmään 2.3 nojaten väite on todistettu.
3.1 Rajoitetut operaattorit
Määritelmä 3.4. Olkoon X ja Y normiavaruuksia ja A : X → Y lineaarinen operaattori.
Operaattori A on rajoitettu, on olemassa luku C siten, että kaikilla ϕ ∈ X pätee
‖Aϕ‖ ≤ C‖ϕ‖.
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Lause 3.5. Lineaarinen operaattori A : X → Y on rajoitettu jos ja vain jos
(3.6) ‖A‖ := sup
‖ϕ‖≤1
‖Aϕ‖ <∞.
Todistus. Oletetaan ensin, että A on rajoitettu. Tällöin on olemassa luku C, jolla ‖Aϕ‖ ≤
C‖ϕ‖ kaikilla ϕ ∈ X. Näin ollen ‖A‖ ≤ C · 1 <∞.
Oletetaan sitten, että ‖A‖ < ∞. Nyt normin määritelmän ja operaattorin A line-





Nyt koska ϕ/‖ϕ‖ = 1 kaikilla ϕ 6= 0, ylläolevasta yhtälöstä saadaan edelleen
‖Aϕ‖
‖ϕ‖ ≤ sup‖ψ‖≤1 ‖Aψ‖ = ‖A‖.
Kertomalla puolittain termillä ‖ϕ‖ saadaan epäyhtälö
‖Aϕ‖ ≤ ‖A‖‖ϕ‖,
missä 0 < ‖A‖ <∞, joten operaattori A on rajoitettu.
Kohdan 3.6 yhtälö määrittelee operaattorinormin.
Lause 3.7. Lineaarinen operaattori on jatkuva, jos ja vain jos se on rajoitettu.
Todistus. Olkoon ensinA : X → Y rajoitettu lineaarinen operaattori ja (ϕn) jono lähtöjoukos-
saX, jolla ϕn → 0, kun n→∞. Tällöin on olemassa luku C, jolla ||Aϕn|| ≤ C||ϕn|| kaikil-
la ϕn, joten Aϕn → 0, kun n → ∞. Näin ollen operaattori A on jatkuva pisteessä ϕ = 0
ja lauseen 3.3 nojalla A on jatkuva kaikkialla.
Oletetaan sitten, että lineaarinen operaattori A on jatkuva ja tehdään vastaoletus, että
se ei ole rajoitettu, toisin sanoen, että ei ole olemassa lukua C > 0, jolla ||Aϕ|| ≤ C||ϕ||
kaikilla ϕ ∈ X. Tällöin on olemassa jono (ϕn) joukossa X, jolla ||ϕn|| = 1 ja ||Aϕn|| ≥ n.
Tarkastellaan jonoa ψn := ||Aϕn||−1ϕn, jolloin ||Aψn|| = 1 kaikilla n. Nyt ψn → 0, kun
n → ∞, sillä nimittäjä ||Aϕn|| kasvaa rajatta, kun n kasvaa rajatta. Lisäksi koska A on
jatkuva, määritelmästä ja lineaarisuudesta seuraa, että Aψn → A(0) = 0, kun n → ∞.
Tämä on ristiriita, sillä todettiin, että ||Aψn|| = 1 kaikilla n. Siis A on rajoitettu.
Lause 3.8. Olkoon X ja Y normiavaruuksia ja X ääreellisulotteinen. Tällöin lineaarinen
operaattori A : X → Y on rajoitettu.
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Todistus. Lauseen todistus löytyy kokonaisuudessan lähdeteoksen [6] kappaleesta 2.
Lause 3.9. Olkoon X, Y ja Z normiavaruuksia ja A : X → Y ja B : Y → Z rajoitettuja
lineaarisia operaattoreita. Tällöin yhdistetty operaattori BA : X → Z, (BA)ϕ := B(Aϕ)
kaikilla ϕ ∈ X, on rajoitettu lineaarinen operaattori, jolla ‖BA‖ ≤ ‖A‖‖B‖.




)∥∥∥∥ ≤ sup‖ψ‖≤1 ‖Bψ‖ = ‖B‖,
ja kertomalla puolittain termillä ‖Aϕ‖ saadaan
(3.10) ‖B(Aϕ)‖ ≤ ‖B‖‖Aϕ‖.




)∥∥∥∥ ≤ sup‖ψ‖≤1 ‖Aψ‖ = ‖A‖,
josta saadaan
(3.11) ‖Aϕ‖ ≤ ‖A‖‖ϕ‖.
Yhdistämällä epäyhtälöt (3.10) ja (3.11) saadaan
‖(BA)ϕ‖ = ‖B(Aϕ)‖ ≤ ‖B‖‖A‖‖ϕ‖,
josta haluttu tulos seuraa.
3.2 Integraalioperaattorit
Tässä kappaleessa annetaan määritelmä integraalioperaattorille ja samalla todistetaan,
että se on rajoitettu, kun operaattorille annetaan eräänlainen maksiminormi. Sitä en-
nen annetaan kuitenkin määritelmä Jordan-mitalliselle joukolle, sillä tarvitsemme sitä
määriteltäessä integraalioperaattoria. Jordanin mitta määritellään Riemannin integraalin
avulla Rn-avaruuksille.
Määritelmä 3.12. Joukkoa G ⊂ Rn kutsutaan Jordan-mitalliseksi, jos karakteristinen
funktio χG, joka määritellään χG(x) = 1, kun x ∈ G, ja muulloin χG(x) = 0, on Riemann-






Jos joukko G on Jordan-mitallinen ja kompakti, niin tällöin kaikki funktiot f ∈ C(G)
ovat Riemann-integroituvia.
Lause 3.13. Olkoon G ⊂ Rn epätyhjä, kompakti ja Jordan-mitallinen joukko, jolla G =





K(x, y)ϕ(y)dy, x ∈ G,
kutsutaan integraalioperaattoriksi, missä K on operaattorin ydin. A on rajoitettu oper-
aattori varustettuna normilla





Todistus. Operaattorin A lineaarisuus seuraa Riemann-integraalin laskusäännöistä. Osoi-
tetaan, että operaattorin maksiminormille pätee kaava (3.14) osoittamalla, että oikea puoli
on yhtäaikaa maksiminormin yläraja ja alaraja. Osoitetaan lisäksi, että A on rajoitettu.























|K(x, y)|dy, x ∈ G,
ja näin ollen










Funktion K jatkuvuudesta seuraa, että on olemassa x0 ∈ G, jolla∫
G





Olkoon  > 0. Valitaan ψ ∈ C(G) siten, että
ψ(y) :=
K(x0, y)























|K(x0, y)|2 + 2












‖Aϕ‖∞ ≥ ‖Aψ‖∞ ≥
∫
G
|K(x0, y)|dy − |G|.









On osoitettu, että ‖A‖∞ = maxx∈G
∫
G
|K(x, y)|dy ja että ‖A‖∞ <∞, joten A on rajoitet-
tu.
3.3 Neumannin sarjat
Lause 3.16. Olkoon A : X → X rajoitettu lineaarinen operaattori Banachin avaruudessa
X, jolla ‖A‖ < 1 ja merkitään identtistä operaattoria I : X → X. Tällöin operaattorilla
I − A on rajoitettu käänteisoperaattori avaruudessa X, jolla






‖(I − A)−1‖ ≤ 1
1− ‖A‖ .
Yhtälön (3.17) sarjaa kutsutaan Neumannin sarjaksi.
Todistus. Operaattori A on rajoitettu, joten lauseesta 3.9 seuraa, että ‖Ak‖ ≤ ‖A‖k.
Tämän tiedon, kolmioepäyhtälön ja tiedon, että ‖A‖ < 1, valossa voidaan osoittaa, että
(
∑∞
k=0 Ak) on Cauchyn jono.



















kun n,m → ∞. Näin ollen (∑∞k=0Ak) on Cauchyn jono, eli Neumannin sarja (3.17)



















Osoitetaan vielä, että S on operaattorin I−A käänteisoperaattori. Nyt koska ‖An+1‖ ≤
‖A‖n+1 → 0, kun n→∞, niin saadaan






(I−A+A−A2+. . .+An−An+1) = lim
n→∞
(I−An+1) = I.
Sama pätee myös tulolle S(I − A).
3.4 Kompaktit operaattorit
Määritelmä 3.18. Lineaarinen operaattori A : X → Y normiavaruudelta X normi-
avaruudelle Y on kompakti, jos se kuvaa kaikki avaruuden X rajoitetut joukot avaruuden
Y relatiivisesti kompakteiksi joukoiksi.
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Lause 3.19. Lineaarinen operaattori A : X → Y on kompakti jos ja vain jos jokaiselle
avaruuden X rajoitetulle jonolle (ϕn) on olemassa jonon (Aϕn) suppeneva osajono avaru-
udessa Y .
Todistus. Oletetaan esin, että A on kompakti. Olkoon (ϕn) rajoitettu jono avaruudessaX.
Tällöin jonon (Aϕn) pisteet muodostavat relatiivisesti kompaktin joukon. Tämän joukon
sulkeuma on siis kompakti ja normiavaruuden osajoukko on kompakti jos ja vain jos se
on jonokompakti. Niinpä on olemassa suppeneva osajono (Aϕn(k)).
Oletetaan sitten, että jokaisella avaruuden X rajoitetulle jonolle (ϕn) jonolla (Aϕn)
on suppeneva osajono. Tällöin kaikkien rajoitettujen jonojen pisteiden kuvat muodotavat
jonokompaktin joukon. Tämä joukko on kompakti ja erityisesti relatiivisesti kompakti.
Niinpä kaikkien avaruudenX rajoitettujen joukkojen kuvat ovat relatiivisesti kompakteja.
Näin ollen A on kompakti.
Lause 3.20. Kompakti lineaarinen operaattori on rajoitettu.
Todistus. Olkoon A : X → Y lineaarinen operaattori. Joukko Z := {ϕ ∈ X : ||ϕ|| ≤ 1}
on rajoitettu, joten kuvajoukko AZ on relatiivisesti kompakti. Relatiivisesti kompaktit
joukot ovat rajoitettuja, joten sup||ϕ||≤1 ||Aϕ|| <∞, mikä todistaa väitteen.
Lause 3.21. Kompaktien lineaaristen operaattoreiden lineaarikombinaatio on kompakti.
Todistus. Olkoon A,B : X → Y kompakteja lineaarisia operaattoreita ja α, β ∈ C. Ope-
raattoeiden A ja B kompaktiudesta seuraa, että jokaiselle avaruuden X rajoitetulle jonolle
(ϕn) voidaan valita avaruuden Y suppenevat osajonot (Aϕn(k)) ja (Bϕn(k)). Näin ollen
myös jono α(Aϕn(k)) +β(Bϕn(k)) suppenee. Siis lauseen 3.19 nojalla operaattori αA+βB
on kompakti.
Lause 3.22. Olkoon X, Y ja Z normiavaruuksia ja olkoon A : X → Y ja B : Y → Z
rajoitettuja lineaarisia operaattoreita. Tällöin operaattoritulo BA : X → Y on kompakti,
jos operaattori A tai operaattori B on kompakti.
Todistus. Oletetaan esin, että A on kompakti ja olkoon (ϕn) rajoitettu jono lähtöjoukossa
X. Tällöin on olemassa osajono (ϕn(k)), jolla jono (Aϕn(k)) suppenee kohti joukon Y alkiota
ψ. Nyt koska B on rajoitettu ja siten lauseen 3.7 nojalla jatkuva, niin B(Aϕn(k))→ Bψ ∈
Z, kun k →∞. Näin ollen BA on kompakti.
Oletetaan sitten, että B on kompakti ja jälleen olkoon (ϕn) rajoitettu jono lähtöjoukos-
sa X. Tällöin jono (Aϕn) on rajoitettu joukossa Y , sillä rajoitettu operaattori kuvaa
rajoitetut joukot rajoitetuksi joukoiksi. Näin ollen on olemassa osajono (ϕn(k)), jolla
(BA)ϕn(k) = B(Aϕn(k))→ χ ∈ Z, kun k →∞. Siis BA on kompakti.
Lause 3.23. Olkoon A : X → Y rajoitettu lineaarinen operaattori ja kuva-avaruus A(X)
ääreellisulotteinen. Tällöin A on kompakti.
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Todistus. Olkoon joukko U ⊂ X rajoitettu. Tällöin joukon U kuvajoukko A(U) ⊂ A(X)
on rajoitettu. Tällöin lauseen 2.17 nojalla joukko A(U) on relatiivisesti kompakti. Siis
operaattori A on kompakti.
Lemma 3.24. (Rieszin lemma) Olkoon X normiavaruus ja U sen suljettu, aito ali-
avaruus ja α ∈ (0, 1). Tällöin kaikilla ϕ ∈ U on olemassa alkio ψ ∈ X siten, että ‖ψ‖ = 1
ja ‖ψ − ϕ‖ ≥ α.
Todistus. U on avaruuden X aito aliavaruus, joten on olemassa alkio f ∈ X ja f /∈ U , ja
koska U on suljettu, niin
β := inf
ϕ∈U
‖f − ϕ‖ > 0.
Valitaan sitten alkio g ∈ U , jolla





‖f − g‖ .
Tällöin ‖ψ‖ = 1 ja lisäksi
‖ψ − ϕ‖ =
∥∥∥∥ f − g‖f − g‖ − ϕ
∥∥∥∥ = 1‖f − g‖‖f − (g + ‖f − g‖ϕ)‖ ≥ β‖f − g‖ ≥ α,
sillä U on aliavaruus ja g, ϕ ∈ U , joten g+‖f−g‖ϕ ∈ U ja edelleen ‖f−(g+‖f−g‖ϕ)‖ ≤
β.
Lause 3.25. Identtinen operaattori I : X → X on kompakti jos ja vain jos X on ääreel-
lisulotteinen.
Todistus. Osoitetaan ensin, että operaattorin I kompaktiudesta seuraa avaruudenX äärel-
lisulotteisuus päätymällä ristiriitaan. Oletetaa siis, että I on kompakti operaattori ja X
on ääretönulotteinen avaruus. Valitaan avaruuden X alkio ϕ1, jolla ‖ϕ1‖ = 1. Tällöin
U1 := span{ϕ1} on ääreellisulotteinen ja näin ollen suljettu, avaruuden X aliavaruus.
Rieszin lemman (Lemma 3.24) nojalla on olemassa alkio ϕ2 ∈ X, jolla ‖ϕ2‖ = 1 ja
‖ϕ2 − ϕ1‖ ≥ 1/2. Määritellään sitten U2 = span{ϕ1, ϕ2}. Edelleen U2 on ääreellisulot-
teinen ja näin ollen suljettu, avaruuden X aliavaruus, joten Rieszin lemman nojala on
olemassa alkio ϕ3 ∈ X, jolla ‖ϕ3‖ = 1, ‖ϕ3 − ϕ1‖ ≥ 1/2 ja ‖ϕ1 − ϕ2‖ ≥ 1/2. Jatka-
malla tätä menettelyä saamme jonon alkioita (ϕn), joilla ‖ϕn‖ = 1 ja ‖ϕn − ϕm‖ ≥ 1/2,
n 6= m. Näin ollen rajoitetulla jonolla (ϕn) ei ole suppenevaa osajonoa. Lauseen 3.19
nojalla operaattori I ei ole kompakti. Päädyimme ristiriitaan.
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Oletetaan sitten, että X on ääreellisulotteinen. Normiavaruudessa kompaktit joukot
ovat rajoitettuja, joten lauseen 2.17 nojalla kaikki kompaktit osajoukot ovat myös relatii-




Tässä kappaleessa esitellään duaalinen systeemi sekä bilineaaristen muotojen, että seski-
lineaaristen muotojen avulla määriteltynä ja määritellään niiden välinen yhteys, involuu-
tio. Lisäksi todistetaan Fredholmin alternatiivi. Tämä kappale seuraa pitkälti lähdeteok-
sen [6] kappaletta 4.
Esitellään ensiksi bilineaarinen muoto ja sen kautta duaalinen systeemi.
Määritelmä 4.1. Olkoon X ja Y lineaariavaruuksia. Kuvausta 〈· , ·〉 : X×Y → C kutsu-
taan bilineaariseksi muodoksi, jos kaikilla ϕ1, ϕ2, ϕ ∈ X, ψ1, ψ2, ψ ∈ Y ja α1, α2, β1, β2 ∈ C
pätee
〈α1ϕ1 + α2ϕ2, ψ〉 = α1〈ϕ1, ψ〉+ α2〈ϕ2, ψ〉,
〈ϕ, β1ψ1 + β2ψ2〉 = β1〈ϕ, ψ1〉+ β2〈ϕ, ψ2〉.
Bilineaarista muotoa kutsutaan ei-degeneroituvaksi, jos jokaisella ϕ ∈ X, jolla ϕ 6= 0, on
olemassa ψ ∈ Y siten, että 〈ϕ, ψ〉 6= 0, ja jokaisella ψ ∈ Y , jolla ψ 6= 0, on olemassa ϕ ∈ X
siten, että 〈ϕ, ψ〉 6= 0.
Määritelmä 4.2. Kolmikkoa (X, Y, 〈, 〉), joka koostuu kahdesta normiavaruudesta X ja
Y sekä ei-degeneroituvasta bilineaarisesta muodosta 〈· , ·〉 : X × Y → C, kutsutaan du-
aaliseksi pariksi. Sitä merkitään 〈X, Y 〉.
Lause 4.3. Olkoon joukko G ⊂ Rm kuten lausessa 3.13. Tällöin 〈C(G), C(G)〉 on duaa-




ϕ(x)ψ(x)dx, ϕ, ψ ∈ C(G).
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Todistus. Joukon G ollessa kompakti, kaikki joukon C(G) funktiot ovat rajoitettuja, joten






Näin ollen C(G) on normiavaruus. Lisäksi jokaisella ϕ1, ϕ2, ϕ, ψ1, ψ2, ψ ∈ C(G) ja jokaisel-
la α1, α2, β1, β2 ∈ C pätee











= α1〈ϕ1, ψ〉+ α2〈ϕ2, ψ〉
ja











= β1〈ϕ, ψ1〉+ β2〈ϕ, ψ2〉.
Siis kyseessä on ei-degeneroituva bilineaarinen muoto ja pari 〈C(G), C(G)〉 on duaalinen
pari.
Määritelmä 4.4. Olkoon 〈X1, Y1〉 ja 〈X2, Y2〉 kaksi duaalista paria. Tällöin operaattoreita
A : X1 → X2 ja B : Y2 → Y1 kutsutaan adjungoiduiksi näiden kahden duaalisen parin
suhteen, jos kaikilla ϕ ∈ X1 ja ψ ∈ Y2 pätee
〈Aϕ,ψ〉 = 〈ϕ,Bψ〉.
Tällöin merkitään A∗ = B.
Lause 4.5. Jos A : X1 → X2 ja B : Y2 → Y1 adjungoituja operaattoreita, niin I−A : X1 →
X2 ja I −B : Y2 → Y1 ovat adjungoituja.
Todistus. Jos A ja B ovat adjungoituja, niin kaikilla ϕ ∈ X1 ja ψ ∈ Y2 pätee
〈(I − A)ϕ, ψ〉 = 〈ϕ− Aϕ,ψ〉
= 〈ϕ, ψ〉 − 〈Aϕ,ψ〉
= 〈ϕ, ψ〉 − 〈ϕ,Bψ〉
= 〈ϕ, ψ −Bψ〉
= 〈ϕ, (I −B)ψ〉.
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Lause 4.6. Olkoon 〈X1, Y1〉 ja 〈X2, Y2〉 kaksi duaalista paria. Jos operaattorilla A : X1 →
X2 on adjungoitu operaattori B : Y2 → Y1, niin operaattori B on yksikäsitteinen, ja ope-
raattorit A ja B ovat lineaarisia.
Todistus. Tehdään vastaoletus, että operaattorillaA on kaksi erillistä adjungoitua opetaat-
toria B1 ja B2 ja merkitään B := B1 −B2. Tällöin kaikilla ϕ ∈ X1 ja ψ ∈ Y2 pätee
〈ϕ,Bψ〉 = 〈ϕ,B1ψ〉 − 〈ϕ,B2ψ〉 = 〈Aϕ,ψ〉 − 〈Aϕ,ψ〉 = 0.
Nyt koska 〈·, ·〉 on ei-degeneroituva, jokaisella ψ ∈ Y2 täytyy päteä Bψ = B1ψ−B2ψ = 0,
joten B1 = B2. Tämä on ristiriita, joten operaattori B on yksikäsitteinen.
Adjungoitujen operaattorien määritelmästä seuraa, että jokaisella ϕ ∈ X1, ψ1, ψ2 ∈ Y2
ja β1, β2 ∈ C pätee
〈ϕ, β1Bψ1 + β2Bψ2〉 = β1〈ϕ,Bψ1〉+ β2〈ϕ,Bψ2〉
= β1〈Aϕ,ψ1〉+ β2〈Aϕ,ψ2〉
= 〈Aϕ, β1ψ1 + β2ψ2〉
= 〈ϕ,B(β1ψ1 + β2ψ2)〉.
Tästä erityisesti huomataan, että jokaisella ψ1, ψ2 ∈ Y2 ja β1, β2 ∈ C pätee
β1Bψ1 + β2Bψ2 = B(β1ψ1 + β2ψ2),
joten operaattori B on lineaarinen. Samalla tavalla voidaan osoittaa operaattorin A li-
neaarisuus.
Osoitetaan seuraavaksi adjungaatin olemassaolo ja yksikäsitteisyys Hilbertin avaruuk-
sissa. Sitä ennen annetaan todistuksessa tarvittava lause.
Lause 4.7. Olkoon X Hilbertin avaruus. Tällöin jokaisella rajoitetulla lineaarisella funk-
tiolla F : X → C on olemassa yksikäsitteinen alkio f ∈ X, jolla pätee kaikilla ϕ ∈ X
F (ϕ) = 〈ϕ, f〉.
Todistus. Todistus löytyy lähdeteoksen [6] kappaleesta 4.
Lause 4.8. Olkoon X ja Y Hilbertin avaruuksia ja olkoon A : X → Y rajoitettu lineaari-
nen operaattori. Tällöin on olemassa yksikäsitteisesti määritelty lineaarinen operaattori
A∗ : Y → X, jolla pätee kaikilla ϕ ∈ X ja kaikilla ψ ∈ Y
〈Aϕ,ψ〉 = 〈ϕ,A∗ψ〉.
Operaattori A∗ on rajoitettu ‖A∗‖ = ‖A‖.
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Todistus. Jokaisella ψ ∈ Y kuvaus ϕ 7→ 〈Aϕ,ψ〉 määrittelee rajoitetun lineaarisen funk-
tion avaruudessa X, sillä |〈Aϕ,ψ〉| ≤ ‖A‖‖ϕ‖‖ψ‖. Lauseen 4.7 nojalla 〈Aϕ,ψ〉 = 〈ϕ, f〉
jollain f ∈ X. Näin ollen asettamalla A∗ψ := f saadaan määriteltyä operaattori A∗ : Y →
X, joka on operaattorin A adjungaatti. Lauseen 4.6 nojalla adjungaatti A∗ on yksikäsit-
teinen ja lineaarinen.
Käyttämällä Cauchy-Schwarzin epäyhätlöä saadaan kaikilla ψ ∈ Y
‖A∗ψ‖2 = 〈A∗ψ,A∗ψ〉 = 〈AA∗ψ, ψ〉 ≤ ‖A‖‖A∗ψ‖‖ϕ‖.
Näin ollen operaattori A∗ on rajoitettu ‖A∗‖ ≤ ‖A‖. Päinvastainen ‖A‖ ≤ ‖A∗‖ seuraa
siitä, että operaattori A on operaattorin A∗ adjungaatti. Siis ‖A∗‖ = ‖A‖.
Hilbertin avaruuksissa operaattorin adjungaatin olemassaolosta ja yksikäsitteisyydestä
seuraa, että adjungaatin adjungaatti on operaattori itse. Näytetään tämä seuraavalla
lausella.
Lause 4.9. Olkoon 〈X, Y 〉 duaalinen pari ja operaattorilla A : X → X adjungaatti A∗ : Y →
Y . Tällöin
A∗∗ := (A∗)∗ = A.
Todistus. Operaattorin A∗ adjungaatin olemassaolosta (Lause 4.8) seuraa, että kaikilla
ϕ ∈ X ja ψ ∈ Y pätee
〈Aϕ,ψ〉 = 〈ϕ,A∗ψ〉
= 〈A∗∗ϕ, ψ〉.
Nyt adjungaatin yksikäsitteisyyden nojalla A∗∗ = A.
Esitellään sitten duaalinen systeemi toisesta näkökulmasta. Määritellään ensin seski-
lineaarinen muoto.
Määritelmä 4.10. OlkoonX ja Y lineaariavaruuksia. Kuvausta (· , ·) : X×Y → C kutsu-
taan seskilineaariseksi muodoksi, jos kaikilla ϕ1, ϕ2, ϕ ∈ X, ψ1, ψ2, ψ ∈ Y ja α1, α2, β1, β2 ∈
C pätee
(α1ϕ1 + α2ϕ2, ψ) = α1(ϕ1, ψ) + α2(ϕ2, ψ),
(ϕ, β1ψ1 + β2ψ2) = β1(ϕ, ψ1) + β2(ϕ, ψ2).
Seskilineaarisella muodolla on siis läheinen yhteys bilineaariseen muotoon. Kaksi normi-
avaruutta varustettuna seskilineaarisella muodolla muodostavat duaalisen parin kuten
määritelmässä 4.2. Nimitetään sitä kuitenkin seskilineaarisen muodon kanssa duaalisek-
si systeemiksi, jotta samaa asiaa ei määriteltäisi kahdella eri tavalla. Myös adjungoitu-
jen operaattoreiden määritelmä seskilineaarisella muodolla on identtinen määritlemän 4.3
kanssa.
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Lause 4.11. Olkoon (X1, Y1) ja (X1, Y2) kaksi duaalista systeemiä. Tällöin jos operaat-
torilla A : X1 → X2 on adjungoitu operaattori B : Y2 → Y1 duaalisten systeemien (X1, Y1)
ja (X1, Y2) suhteen, niin B on yksikäsitteinen ja A ja B ovat lineaarisia.
Todistus. OperaattorinB yksikäsitteisyyden osoittaminen on täsmälleen sama kuin lauseen
4.6 todistuksen alku.
Osoitetaan sitten, että B on lineaarinen. Huomataan, että kaikilla ϕ ∈ X, ψ1, ψ2 ∈ Y2
ja β1, β2 ∈ C pätee
(ϕ, β1Bψ1 + β2Bψ2) = β1(ϕ,Bψ1) + β2(ϕ,Bψ2)
= β1(Aϕ,ψ1) + β2(Aϕ,ψ2)
= (Aϕ, β1ψ1 + β2ψ2)
= (ϕ,B(β1ψ1 + β2ψ2)).
Tästä erityisesti huomataan, että jokaisella ψ1, ψ2 ∈ Y2 ja β1, β2 ∈ C pätee
β1Bψ1 + β2Bψ2 = B(β1ψ1 + β2ψ2),
joten operaattori B on lineaarinen. Samalla tavalla voidaan osoittaa operaattorin A li-
neaarisuus.
Esitellään nyt bilineaaristen ja seskilineaaristen muotojen välinen yhteys seuraavassa
määritelmässä.
Määritelmä 4.12. Kuvausta ∗ : Y → Y ominasuuksilla
(β1ϕ1 + β2ϕ2)





kaikilla ϕ1, ϕ2, ϕ ∈ Y ja β1, β2 ∈ C, kutsutaan involuutioksi.
Involuutiokuvaus asettaa bijektion (ϕ, ψ) = 〈ϕ, ψ∗〉 seskilineaarisen ja bilineaarisen
muodon välille.
4.1 Fredholmin alternatiivi
Tässä kappalessa todistetaan Fredholim lauseet kompakteille operaattoreille. Käytetään
tässä aiemmin bilineaarisen muodon avulla määriteltyä duaalista syystemiä. Todistetaan
ensin kuitenkin tarpeellinen lemma ja esitellään välttämätön osa Rieszin teoriasta.
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Lemma 4.13. Olkoon 〈X, Y 〉 duaalinen systeemi. Tällöin jokaiselle lineaarisesti riip-
pumattomien alkioiden ϕ1, . . . , ϕn joukolle avaruudessa X on olemassa joukko alkioita
ψ1, . . . , ψn avaruudessa Y siten, että kaikilla i, k = 1, . . . , n
〈ϕi, ψk〉 =
{
1, i = k
0, i 6= k.
Sama pätee myös kun avaruuksien X ja Y paikkoja vaihdetaan.
Todistus. Todistetaan väite induktiolla.
Väite pätee, kun lineaarisesti riippumattomia alkioita on yksi ϕ1, sillä 〈·, ·〉 on ei-
degeneroituva duaalisessa systeemissä. Tällöin siis on olemassa ψ1, jolla 〈ϕ1, ψ1〉 = α 6= 0.
Nyt voidaan valita 1
α









〈ϕ1, ψ1〉 = 1
α
α = 1.
Oletetaan, että väite pätee, kun n ≥ 1. Osoitetaan, että tällöin se pätee myös, kun
lineaarisesti riippumattomia alkioita on n+ 1 kappaletta.
Olkoon ϕ1, . . . , ϕn+1 n+1 kappaletta lineaarisesti riippumattomia alkioita avaruudessa
X. Tällöin induktio-oletuksen nojalla jokaisella m = 1, . . . , n + 1 n:n alkion joukolla
ϕ1, . . . , ϕm−1, ϕm+1, . . . , ϕn+1, josta siis jätetty m:s alkio pois, avaruudessa X on olemassa




m+1, . . . , ψ
(m)
n+1 avaruudessa Y siten, että
〈ϕi, ψ(m)k 〉 =
{
1, i = k
0, i 6= k,(4.14)

























〈ϕm, ψ(m)k 〉ϕk = 0,















〈ϕm, ψm〉 = 1
αm
αm = 1
















〈ϕi, χm〉 − n+1∑
k=1
k 6=m





[〈ϕi, χm〉 − 〈ϕi, χm〉]
= 0.
Siis saatiin joukko ψ1, . . . , ψn+1 siten, että
〈ϕi, ψk〉 =
{
1, i = k
0, i 6= k,
missä i, k = 1, . . . , n+ 1, ja väite on todistettu.
Rieszin teoriassa käsitellään operaattoriyhätlöä
ϕ− Aϕ = f,
missä A : X → X on kompakti lineaarinen operaattori ja X on normiavaruus. Esitellään
tässä vain 1. ja 3. Rieszin lauseista, sillä toista ei tarvita Fredholmin lauseiden todistuksiin.
Lause 4.15. (1. Rieszin lause) Operaattorin L := I − A ydin N(L) on ääreellisulot-
teinen aliavaruus.
Todistus. Jokaisella avaruuden X jonolla (ϕn), jolla ϕn → ϕ, n → ∞ ja Lϕn = 0,
pätee Lϕ = 0, joten operaattorin L ydin on avaruuden X suljettu aliavaruus. Lisäksi
jokaisella ϕ ∈ N(L) pätee Lϕ = 0, joten Aϕ = ϕ, ja näin ollen operaattorin A rajoittuma
joukkoon N(L) vastaa identtistä operaattoria. Operaattori A on kompakti joukossa X,
joten se on kompakti myös ytimessä N(L), sillä ydin N(L) on suljettu. Lauseen 3.25
nojalla operaattorin L ydin N(L) on ääreellisulotteinen.
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Lause 4.16. (3. Rieszin lause) Edelleen L = I − A. On olemassa yksikäsitteinen,
ei-negatiivinen luku r, jolla
{0} = N(L0) ( N(L1) ( · · · ( N(Lr) = N(Lr+1) = · · · ,(4.17)
ja
X = L0(X) ) L1(X) ) · · · ) Lr(X) = Lr+1(X) = · · · .(4.18)
Lukua r kutsutaan operaattorin A Rieszin luvuksi. Lisäksi avaruus X voidaan hajottaa
suoraksi summaksi
X = N(Lr)⊕ Lr(X),
joka tarkoittaa, että jokaisella ϕ ∈ X on olemassa yksikäsitteisesti määritellyt alkiot ψ ∈
N(Lr) ja χ ∈ Lr(X), joilla ϕ = ψ + χ.
Todistus. Todistus löytyy kokonaisuudessaan lähdekirjasta [6].
Lause 4.19. Olkoon A : X → X kompakti lineaarinen operaattori normiavaruudessa X.
Tällöin operaattori I −A on injektio jos ja vain jos se on surjektio. Lisäksi jos I −A on
injektio, niin käänteisoperaattori (I − A)−1 : X → X on rajoitettu.
Todistus. Rieszin 3. lauseen yhtälöstä (4.17) seuraa, että operaattorin I − A on injektio,
kun r = 0. Operaattorin surjektiivisuus taas seuraa yhtälöstä (4.18) myöskin, kun r = 0.
Niinpä injektiivisyys ja surjektiivisuus ovat ekvivalentteja operaattorille I − A.
Osoitetaan vielä hakeutumalla ristiriitaan, että käänteisoperaattori (I − A)−1 on ra-
joitettu, kun operaattori I − A on injektio. Oletetaan siis, että I − A on injektio, mutta
operaattori (I − A)−1 ei ole rajoitettu. Tällöin on olemassa avaruuden X jono (fn), jolla
‖fn‖ = 1 ja (I − A)−1fn ≥ n kaikilla n ∈ N. Määritellään
gn :=
fn
‖(I − A)−1fn‖ , ϕn :=
(I − A)−1fn
‖(I − A)−1fn‖ , n ∈ N.
Tällöin gn → 0, kun n → ∞ ja ‖ϕn‖ = 1 kaikilla n ∈ N. Nyt koska operaattori A on
kompakti, on olemassa osajono ϕn(k) → ϕ ∈ X, kun k →∞. Lisäksi pätee
ϕn − Aϕn = (I − A)
−1fn − A((I − A)−1fn)
‖(I − A)−1fn‖ =
(I − A)((I − A)−1fn)
‖(I − A)−1fn‖ = gn.
Tästä seuraa, että ϕn(k) → ϕ, kun k → ∞, ja ϕ ∈ N(I − A). Näin ollen ϕ = 0, mikä on
ristiriita sen kanssa, että ‖ϕn‖ = 1 kaikilla n ∈ N.
Lemma 4.20. Projektio-operaattori P : X → N(Lr), joka on määritelty hajotelmalla
X = N(Lr)⊕ Lr(X), on kompakti.
28
Todistus. Osoitetaan, että P on rajoitettu, mistä seuraa lauseen 2.17 nojalla, että P on
kompakti, sillä sen arvojoukko P (X) = N(Lr) on ääreellisulotteinen. Osoitetaan tämä
hakeutumalla ristiriitaan, joten oletetaan, että P ei ole rajoitettu. Tällöin on olemassa
avaruuden X jono (ϕn), jolla ‖ϕn‖ = 1 siten, että ‖Pϕn‖ ≥ n kaikilla n ∈ N. Määritellään
ψn :=
ϕn
‖Pϕn‖ , n ∈ N.
Tällöin ψn → 0, kun n → ∞ ja ‖Pψn‖ = 1 kaikilla n ∈ N. Ydin N(Lr) on ääreellisu-
lotteinen ja (Pψn) on rajoitettu, joten lauseen 2.17 nojalla on olemassa osajono (ψn(k)),
jolla
Pϕn(k) → χ ∈ N(Lr), k →∞.
Nyt koska ψn → 0, kun n→∞, niin myös
Pψn(k) − ψn(k) → χ, k →∞.
Tästä seuraa, että χ ∈ Lr(X), koska tulee olla Pψn(k) − ψn(k) ∈ Lr(X), sillä ψn(k) ∈ X ja
Pψn(k) ∈ N(Lr) ja lisäksi määriteltiin X = N(Lr) ⊕ Lr(X). Niinpä χ ∈ N(Lr) ∩ Lr(X)
ja näin ollen χ = 0, eli Pψn(k) → 0, kun k → ∞. Tämä on ristiriita sen kanssa, että
‖Pψn‖ = 1 kaikilla n ∈ N.
Lause 4.21. (1. Fredholmin lause) Olkoon 〈X, Y 〉 duaalinen pari ja A : X → X,
B : Y → Y kompakteja adjungoituja operaattoreita. Tällöin operaattorien I −A ja I −B
ytimillä on sama, ääreellinen dimensio.
Todistus. Ensimmäisen Rieszin lauseen, lauseen 4.15 nojalla m := dimN(I − A) <∞ ja
n := dimN(I − B) < ∞. Osoitetaan väite nyt hakeutumalla ristiriitaan. Oletetaan siis,
että 0 < m < n ja valitaan ytimille N(I −A) ja N(I −B) kannat ϕ1, . . . , ϕm ∈ N(I −A)
ja ψ1, . . . , ψn ∈ N(I −B). Tällöin lemman 4.13 nojalla on olemassa alkiot a1, . . . , am ∈ Y
ja b1, . . . , bn ∈ X, joilla
〈ϕi, ak〉 =
{
1, i = k
0, i 6= k, i, k = 1, . . . ,m,
〈bi, ψk〉 =
{
1, i = k
0, i 6= k, i, k = 1, . . . , n.




〈ϕ, ai〉bi, ϕ ∈ X.
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Edellisessä lemmassa 4.20 todistettiin, että projektio-operaattori P : X → N [(I−A)r] on
kompakti. Nyt koska operaattori T : N [(I − A)r] → X on rajoitettu lauseen 3.7 nojalla,
niin lauseista 3.8 ja 3.9 seuraa, että operaattori TP : X → X on kompakti. Siispä lauseen
3.21 nojalla voimme käyttää Rieszin teoriaa lineaarikombinaatioon A− TP .
Nyt adjungoitujen operaattorien määritelmän sekä lauseen 4.5 nojalla pätee
〈ϕ− Aϕ+ TPϕ, ψk〉 = 〈ϕ− Aϕ,ψk〉+ 〈TPϕ, ψk〉
= 〈(I − A)ϕ, ψk〉+ 〈TPϕ, ψk〉
= 〈ϕ, ψk −Bψk〉+ 〈TPϕ, ψk〉
= 〈ϕ, (I −B)ψk〉+ 〈TPϕ, ψk〉
= 〈TPϕ, ψk〉,
sillä ψk ∈ N(I − B) ja ϕ ∈ X. Lisäksi 〈TPϕ, ψk〉 voidaan kirjoittaa auki kaikilla k =










〈Pϕ, ai〉〈bi, ψk〉 = 〈Pϕ, ak〉.
Nämä yhdistettynä saadaan
(4.22) 〈ϕ− Aϕ+ TPϕ, ψk〉 =
{ 〈Pϕ, ak〉, k = 1, . . . ,m,
0, k = m+ 1, . . . , n.
Olkoon ϕ ∈ N(I − A+ TP ). Tällöin yhtälöstä (4.22) seuraa, että
(4.23) 〈Pϕ, ak〉 = 〈TPϕ, ψk〉 = 0, k = 1, . . . ,m,
ja näin ollen TPϕ = 0. Oltiin valittu nimenomaan ϕ ∈ N(I−A+TP ), joten ϕ ∈ N(I−A).





missä αi = 〈ϕ, ai〉, i = 1, . . . ,m, sillä tällöin pätee triviaalisti












αj〈ϕj, ai〉 = αi.
Nyt koska Pϕ = ϕ kaikilla ϕ ∈ N(I − A) ja yhtälö (4.23) pätee, niin ϕ = 0. Siis kaikilla
m > 0 operaattori I −A+ TP on injektio. Sama pätee triviaalisti, jos m = 0, kun tällöin
määritellään T := 0.
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Nyt koska I − A+ TP on injektio, lauseen 4.19 nojalla yhtälöllä
ϕ− Aϕ+ TPϕ = bn
on yksikäsitteinen ratkaisu ϕ. Tästä yhdessä yhtälön (4.22) toisen rivin kanssa seuraa,
että
1 = 〈bn, ψn〉 = 〈ϕ− Aϕ+ TPϕ, ψn〉 = 0,
mikä on ristiriita. Sama ristiriita saadaan, kun m = 0. Näin ollen m ≥ n. Lauseen 4.9
nojalla operaattorin B adjungaatti on operaattori A, joten vaihtamalla operaattoreiden
A ja B paikkaa, saadaan ristiriidalla osoitettua, että n ≥ m. Näistä yhdessä seuraa, että
m = n.
Lause 4.24. (2. Fredholmin lause) Olkoon 〈X, Y 〉 duaalinen pari ja A : X → X,
B : Y → Y kompakteja adjugoituja operaattoreita. Tällöin
(I − A)(X) = {f ∈ X : 〈f, ψ〉 = 0, ψ ∈ N(I −B)}
ja
(I −B)(Y ) = {g ∈ Y : 〈ϕ, g〉 = 0, ϕ ∈ N(I − A)}
Todistus. Osoitetaan väite todeksi operattorin I−A arvojoukolle. Olkoon m > 0. Olkoon
f ∈ (I − A)(X) eli f = ϕ − Aϕ jollain ϕ ∈ X. Tällöin lauseen 4.5 nojalla kaikilla
ψ ∈ N(I −B) pätee
〈f, ψ〉 = 〈ϕ− Aϕ,ψ〉 = 〈ϕ, ψ −Bψ〉 = 0.
Oletetaan sitten, että f on alkio, jolla pätee 〈f, ψ〉 = 0 kaikilla ψ ∈ N(I−B). Edellisen
Fredholmin lauseen todistuksesta tiedämme, että yhtälöllä
ϕ− Aϕ+ TPϕ = f
on yksikäsitteinen ratkaisu ϕ. Edelleen edellisen todistuksen yhtälöstä (4.22) ja alkion f
ominaisuudesta seuraa, että
〈Pϕ, ak〉 = 〈ϕ− Aϕ+ TPϕ, ψk〉 = 〈f, ψk〉 = 0, k = 1, . . . ,m.
Näin ollen TPϕ = 0, ja siitä seuraa, että alkio ϕ toteuttaa yhtälön ϕ− Aϕ = f .
Kootaan ylläolevat Fredholmin lauseet yhdeksi tulokseksi, jota kutsutaan Fredholmin
alternatiiviksi.
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Lause 4.25. Olkoon 〈X, Y 〉 duaalinen pari ja A : X → X, B : Y → Y kompakteja adjun-
goituja operaattoreita. Tällöin joko operaattori I −A ja operaattori I −B ovat bijektioita
tai niillä molemmilla on epätriviaali, ääreellisulotteinen ydin eli
dimN(I − A) = dimN(I −B) ∈ N,
ja niiden kuvajoukoille pätee
(I − A)(X) = {f ∈ X : 〈f, ψ〉 = 0, ψ ∈ N(I −B)}
ja




Tässä kappaleessa seurataan pitkälti lähdeteoksen [6] kappaleita 15 ja 16 sekä lähteitä [4]
ja [9].
Matemaattisen ongelman sanotaan olevan hyvin määritelty, jos
1. ratkaisu on olemassa,
2. ratkaisu on yksikäsitteinen ja
3. ratkaisun käyttäytyminen muuttuu jatkuvasti alkuehtojen kanssa.
Tämän määritelmän antoi 1800- ja 1900-luvuilla elänyt matemaatikko Jacques Hadamard.
Hyvin määritellyt ongelmat ovat yleensä helppoja ratkaista suorilla laskutoimituksilla.
Havaintojemme mukaan maailma ja muotoilemamme ongelmat eivät kuitenkaan käyt-
tydy aina tällä tavalla. Silloin tarvitaan monimutkaisempia malleja oikeiden ratkaisujen
arviointiin. Tällaisia epäsuoria mittausmenetelmiä käytetään esimerkiksi ilmakehän koos-
tumusta määrittäessä ja lääketieteellisessä kuvantamisessa kuten röntgenkuvauksessa.
Tarkastellan sitten hyvin määriteltävyyttä normiavaruuksissa. Seuraava määritelmä
kokoaa formaalisti yllä olevat ehtot 1.-3. normiavaruudessa, kun ongelmana on ratkaista
yhtälö.
Määritelmä 5.1. Olkoon A : U → V operaattori normiavaruuden X osajoukolta U
normiavaruuden Y osajoukolle V . Yhtälöä
Aϕ = f(5.2)
kutsutaan hyvin määritellyksi tai hyvin asetetuksi, jos A on bijektio ja sen käänteisope-
raattori A−1 : V → U on jatkuva. Muutoin yhtälöä kutsutaan huonosti määritellyksi tai
huonosti asetetuksi.
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Jos ylläolevan määritelmän operaattoriA ei ole surjektio, yhtälöllä (5.2) ei ole ratkaisua
jokaisella f , jolloin hyvin määritellyn ongelman ensimmäinen ehto ei toteudu. Jos taas ope-
raattori A ei ole injektio, silloin yhtälöllä voi olla useita ratkaisuja, mikä rikkoo yksikäsit-
teisyyden ehtoa hyvin määritellyssä ongelmassa. Sen sijaan jos käänteisoperaattori A−1
on olemassa, mutta ei ole jatkuva, kolmas ehto, ratkaisun riippuminen jatkuvasti datas-
ta rikkoutuu. Tällaiset kolmatta ehtoa, stabilisuutta rikkovat ongelmat ovat yleisimpiä
käytännön sovelluksissa.
Hyvin määriteltävyys on ominaisuus, joka riippuu paitsi operaattoristaA, myös ratkaisu-
ja data-avaruuksista X ja Y ja niihin määritellyistä normeista. Joskus olisi siis mahdol-
lista muuttaa ei-hyvin määritelty ongelma hyvin määritellyksi muuttamalla avaruuksia
tai normeja sopivemmiksi. Tämä ei kuitenkana käytännön sovelluksissa ole yleensä mah-
dollista.
Esimerkki 5.3. Tarkastellaan osittaisdifferentiaaliyhtälöä seuraavilla alkuehdoilla
∆u = 0
u(x, 0) = 0
∂
∂t
u(x, 0) = f,




sinnx, x ∈ R,




sinnx sinhnt, (x, t) ∈ R× [0,∞).
Huomataan, että jono (fn) suppenee tasaisesti kohti nollaa, mutta ratkaisujono (un) ei
suppene L2-normin mielessä. Siispä alkuperäinen ongelma on huonosti määritelty.
Lause 5.4. Olkoon X ja Y normiavaruuksia ja olkoon A : X → Y kompakti lineaarinen
opeaattori. Tällöin ensimmäisen asteen yhtälö Aϕ = f ei ole hyvin määritelty, jos X ei
ole ääreellisulotteinen.
Todistus. Jos X ei ole ääreellisulotteinen, niin identtinen operaattori I : X → X ei ole
kompakti lauseen 3.25 nojalla. Oletetaan kuitenkin, että operaattorilla A on jatkuva
käänteisoperaattori A−1. Tällöin lauseen 3.22 nojalla identtinen operaattori I : X → X,
I = A−1A on kompakti, mikä on ristiriita. Näin ollen operaattorilla A ei ole jatkuvaa
käänteisoperaattoria eikä yhtälö Aϕ = f ole hyvin määritelty.
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5.1 Johdatus regularioinstiin
Keino huonosti määriteltyjen ongelmien ratkaisemiseen on regularisointi eli käänteisongel-
man stabilisuuden lisääminen. Regularisointi voi tapahtua suosimalla sileitä ratkaisufunk-
tioita tai bayesilaisella lähestymistavalla, jossa mallille määritellään priorijakauma. Tässä
tutkielmassa paneudutaan tarkemmin Tikhonov-regularisointiin.
Oletetaan, että yhtälön
Aϕ = f
operaattori A : X → Y on injektio. Oletus ei vähennä teorian yleistettävyyttä, sillä
ratkaisuavaruutta X voidaan aina tarvittaessa rajata niin, että ongelmasta saadaan yk-
sikäsitteinen. Yritämme siis arvioida ratkaisua ϕ yhtälössä Aϕ = f sillä tiedolla, että
häiriöisen datan f δ virhe
‖f δ − f‖ ≤ δ
on tunnettu. Aina kun teoreettinen, tarkka data f kuuluu arvojoukkoon A(X), niin yk-
sikäsitteinen yhtälön Aϕ = f ratkaisu ϕ on olemassa. Käytännössä data on kuitenkin
häiriöistä dataa f δ, jolloin ei voida olettaa sen kuuluvan tähän arvojoukkoon. Tällöin
yritetään siis löytää hyvä arvio ϕδ tarkalle ratkaisulle ϕ. Täytyy myös huolehtia, että
ratkaisu ϕδ riippuu jatkuvasti häiriöisestä datasta f δ. Niinpä ongelmana on approksi-
moida rajoittamatonta käänteisoperaattoria A−1 : A(X) → X rajoitetulla lineaarisella
operaattorilla R : Y → X. Tämän johdatuksen valossa määrittellään regularisaatiojär-
jestelmä.
Määritelmä 5.5. Olkoon X ja Y normiavaruuksia ja olkoon A : X → Y injektiivinen,
rajoitettu, lineaarinen operaattori. Tällöin rajoitettujen operaattorien perhettä Rα : Y →
X,α > 0, joilla toteutuu pisteittäinen suppeneminen
lim
α→0
Rαϕ = ϕ, ϕ ∈ X,
kutsutaan operaattorin A regularisaatiojärjestelmäksi. Parametria α kutsutaan regulari-
saatioparametriksi.
Lause 5.6. Olkoon X ja Y normiavaruuksia, A : X → Y injektiivinen kompakti lineaari-
nen operaattori ja dimX = ∞. Tällöin regularisaatiojärjestelmän operaattorit Rα eivät
ole tasaisesti rajoitettuja parametrin α suhteen, eivätkä operaattorit RαA suppene normin
suhteen, kun α→ 0.
Todistus. Osoitetaan ensimmäinen väite hakeutumalla ristiriitaan. Oletetaan siis, että on
olemassa sellainen vakio C, että ‖Rα‖ ≤ C jokaisella α > 0. Määritelmän nojalla RαAϕ→
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ϕ, kun α → 0, kaikilla ϕ ∈ X, mikä on ekvivalenttia sen kanssa että Rαf → A−1f , kun








joten A−1 : A(X) → X on rajoitettu. Lisäksi dimX = ∞, joten saatiin ristiriita lauseen
5.4 kanssa.
Toisen väitteen osoittamiseksi oletetaan, että operaattorit RαA suppenevat normin
suhteen ja hakeudutaan samaan ristiriitaan kuin ensimmäisen väitteen kanssa. Suppene-
misesta seuraa, että on olemassa α > 0, jolla ‖RαA− I‖ < 1/2. Näin ollen kolmioepäyh-
tälön avulla kaikilla f ∈ A(X) saadaan
‖A−1f‖ = ‖A−1f −RαAA−1f +Rαf‖




Tästä edelleen seuraa, että ‖A−1f‖ ≤ 2‖Rα‖‖f‖. Näin ollen operaattori A−1 : A(X)→ X
on rajoitettu ja päädymme samaan ristiriitaan kuin ensimmäisen väiteen kanssa.





ϕδα − ϕ = Rαf δ −Rαf +RαAϕ− ϕ,
josta saadaan kolmioepäyhtälöllä
(5.7) ‖ϕδα − ϕ‖ ≤ δ‖Rα‖+ ‖RαAϕ− ϕ‖.
Yhtälö 5.7 kuvaa kokonaisvirhettä, joka koostuu kahdesta eri osasta. Ensimmäinen termi
kuvaa datan häiriöitä ja toinen termi regularisaation virhettä eli virhettä operaattoreiden
Rα ja A−1 välillä. Yleensä käytännön ongelmissa ensimmäinen termi kasvaa ja toinen
termi vähenee, kun α → 0. Tässä tulee esiin regularisoinnin kulmakivi ja ydin: halutaan
valita suuri arvo parametrille α, jotta minimoitaisiin virheen ensimmäistä termiä δ‖Rα‖,
mutta toisaalta halutaan valita mahdollisimman pieni arvo parametrille α, jotta toinen
termi ‖RαAϕ − ϕ‖ minimoituisi. Niinpä joudutaan tasapainottelemaan näiden kahden
vaatimuksen välillä. Käytännön takia regularisointi ja parametrin α valinta kannattaa
tehdä niin, että virhetermin lähestyessä nollaa regularisoitu ratkaisu lähestyy todellista
ratkaisua. Tämän tiedon valossa annetaan seuraava määritelmä.
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Määritelmä 5.8. Strategiaa regularisaatiojärjestelmänRα, α > 0, valinnalle, eli virheestä
δ riippuvan regularisaatioparametrin α = α(δ) valintaa, kutsutaan säännönmukaiseksi, jos





{‖Rα(δ)f δ − A−1f‖ ∣∣ ‖f δ − f‖ ≤ δ}) = 0.
Jos tarkan ratkaisun sileydestä on tietoa, voidaan puhua regularisaatioparametrin a
priori valinnasta. Käytännön ongelmissa joudutaan kuitenkin päättelemään datan avulla
ratkaisun ominaisuuksia, jolloin puhutaan a posteriori valinnasta.
5.2 Kompaktit itseadjungoidut operaattorit
Tässä kappalessa oletetaan, että X on Hilbertin avaruus. Lisäksi oletetaan, että teo-
ria projektio-operaattoreista on lukijalle tuttua. Mikäli näin ei ole, voi siihen tutustua
lähdekirjan [6] kappaleen 13 avulla.
Määritelmä 5.9. Operaattoria A : X → X sanotaan itseadjungoiduiksi, jos A = A∗ eli
kaikilla ϕ, ψ ∈ X pätee
(Aϕ,ψ) = (ϕ,Aψ).
Huomautus 5.10. Itseadjungoidulla operaattorilla A skalaaritulo (Aϕ,ψ) on aina reaali-
nen, sillä (Aϕ,ψ) = (ϕ,Aψ) = (Aϕ,ψ).
Ennen seuraavia lauseita palautetaan mieleen operaattorin ominaisarvon määritelmä
ja siihen liittyviä määritelmiä. Kompleksilukua λ kutsutaan operaattorin A ominaisar-
voksi, jos on olemassa ominaisalkio ϕ, jolla Aϕ = λϕ. Ominaisarvon λ ominaisavaruuden
N(λI − A) muodostavat kaikki sitä vastaavat ominaisalkiot ja nolla-alkio.
Kompleksilukua λ kutsutaan operaattorin A regulaariarvoksi, jos käänteisoperaattori
(λI − A)−1 : X → X on olemassa ja on rajoitettu. Kaikkien operaattorin A regulaariar-
vojen joukkoa kutsutaan resolventtijoukoksi ρ(A). Joukon ρ(A) komplementtia komplek-




on operaattorin A spektrin säde.
Lause 5.11. Itseadungoidun operaattorin kaikki ominaisarvot ovat reaalisia ja eri omi-
naisarvojen ominaisalkiot ovat ortogonaalisia.
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Todistus. Siitä että Aϕ = λϕ ja ϕ 6= 0 seuraa, että λ(ϕ, ϕ) = (Aϕ,ψ) ∈ R (Huomautus
5.10). Lisäksi koska (ϕ, ϕ) ∈ R, niin λ ∈ R.
Oletetaan, että Aϕ = λϕ, Aψ = µψ ja λ 6= µ. Tällöin pätee
(λ− µ)(ϕ, ψ) = (λϕ, ψ)− (ϕ, µψ) = (Aϕ,ψ)− (ϕ,Aψ) = 0,
mistä seuraa, että (ϕ, ψ) = 0.
Lause 5.12. Rajoitetun ja itseadjungoidun operaattirin A spektrin säteellä pätee
r(A) = ‖A‖.
Jos operaattori A on kompakti, niin on olemasasa ainakin yksi ominaisarvo, jolla λ =
‖A‖.
Todistus. Todistus löytyy lähdeteoksen [6] kappaleesta 15.
Lause 5.13. Olkoon A : X → X itseadjungoitu operaattori ja A 6= 0. Tällöin operaattoril-
la A on korkeintaan numeroituva määrä nollasta poikkeavia ominaisarvoja λ1, λ2, λ3, . . . ∈




Lisäksi kaikkien nollasta poikkeavien ominaisarvojen λn ominaisavaruuksien N(λnI −
A) dimensio on ääreellinen ja eri ominaisarvojen ominaisavaruudet ovat ortogonaali-
sia. Olkoon Pn : X → N(λnI − A) ominaisarvon λn ominaisavaruuden ortogonaalinen





Lisäksi olkoon operaattori Q : X → N(A) ytimen N(A) ortogonaalinen projektio-operaattori.





Jos ääreisarvoja on ääreellinen määrä, niin sarjat (5.14) ja (5.15) kirjoitetaan ääreellisinä
summina.
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Todistus. Todistus löytyy kokonaisuudessaan lähdekirjan [6] kappaleesta 15. Todistetaan
vain kaksi viimeistä väitettä, väitteet (5.14) ja (5.15).
Tiedetään, että ortgonaalisella projektio-operaattorilla Pn pätee Pn = P 2n . Lisäksi
tällöin operaattori I − Pn on ortgonaalinen projektio avaruudelle N(λnI − A)T . Niinpä
kaikilla ϕ, ψ ∈ X pätee
(Pnϕ, (I − Pn)ψ) = 0 ⇔ ((I − Pn)∗Pnϕ, ψ) = 0 ⇔ (I − Pn)∗Pn = 0 ⇔ Pn = P ∗nPn,
mistä seuraa, että Pn = P ∗n eli projektio-operaattori Pn on itseadjungoitu. Lisäksi ‖Pn‖ =
1. Nyt koska ominaisavaruudetN(λnI−A) ovat ääreellisulotteisia, niin lauseen 3.23 nojalla





ovat itseadjungoituja ja kompakteja.
Olkoon λ 6= 0 operaattorin Am ominaisarvo ominaisalkiolla ϕ eli Amϕ = λϕ. Oletetaan
lisäksi, että 1 ≤ n ≤ m. Tiedetään, että P 2n = Pn. Lisäksi tiedetään, että PnPk = 0, kun
n 6= k, sillä ϕn⊥ϕk kaikilla ϕn ∈ N(λnI − A) ja kaikilla ϕk ∈ N(λkI − A). Nyt siis pätee










= (Pn(Aϕ− λnϕ), Pn(Aϕ− λnϕ))
= (Aϕ− λnϕ, P 2n(Aϕ− λnϕ))
= (Aϕ− λnϕ, Pn(Aϕ− λnϕ))
= (ϕ, (A− λnI)Pn(Aϕ− λnϕ))
= 0,
sillä Pn ja λnI − A ovat itseadjungoiuja ja Pn(Aϕ − λnϕ) ∈ N(λnI − A). Näin ollen
Pnϕ = 0, mistä seuraa, että Aϕ = λϕ.
Oletetaan sitten, että ϕ ∈ N(λnI−A). Tällöin Amϕ = λnϕ, jos n > m, ja Amϕ = 0, jos
n ≤ m. Näin ollen nollasta poikkeavat operaattorin Am ominaisarvot ovat λm+1, λm+2, . . . .
Lisäksi lauseen 5.12 nojalla pätee, että ‖Am‖ = |λm+1|, mistä (5.14) seuraa.













n=1 ‖Pnϕ‖2 suppenee joukossa R. Siitä seuraa, sarjan
∑∞
m=1 Pnϕ












Siispä QPn = 0 kaikilla n, mistä väite (5.15) seuraa.
Olkoon U ääreellisulotteinen avaruudenX aliavaruus ja olkoon ϕ1, . . . , ϕm sen ortonor-





Näin ollen sarjat (5.14) ja (5.15) voidaan kirjoittaan tarkemmassa muodossa. Toisin kuin
lauseess 5.13 toistetaan kaikki ominaisarvot jonossa (λn) suhteessa niiden kerrannaisuu-
teen eli suhteessa ominaisavaruuden N(λnI−A) dimensioon. Oletetaan, että (ϕn) on jono











Käydään läpi lyhyesti Tikhonov-regularisaation kannalta välttämätöntä teoriaa singu-
laariarvoista.
Määritelmä 5.18. OlkoonX ja Y Hilbertin avaruuksia, A : X → Y kompakti lineaarinen
operaattori ja A∗ sen adjungoitu operaattori. Itseadjungoidun operaattorin A∗A : X → X
ei-negatiivisten ominaisarvojen neliöjuuria kutsutaan operaattorin A singulaariarvoiksi.
Lause 5.19. Olkoon (µn) jono nollasta poikkeavia, kompaktin lineaarisen operaattorin
A (A 6= 0) singulaariarvoja siten, että moninkertaiset singulaariarvot on toistettu yhtä
monta kertaa kuin ytimen N(µ2n−A∗A) dimensio on. Tällöin on olemassa ortonormaalit
jonot (ϕn) ∈ X ja (gn) ∈ Y , joilla
Aϕn = µngn, A
∗gn = µnϕn,(5.20)
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missä operaattori Q : X → N(A) on ortogonaalinen projektio-operaattori. Hajotelmaa





Jokaista systeemiä (µn, ϕn, gn) ylläolevilla ominaisuuksilla kutsutaan operaattorin A sin-
gulaarijärjestelmäksi. Jos singulaariarvoja on ääreellinen määrä, niin summat (5.21) ja
(5.22) kirjoitetaan ääreellisinä summina.
Todistus. Olkoon (ϕn) ortonormaali jono operaattorin A∗A ominaisalkioita, eli toisin sa-
noen
A∗Aϕn = µ2nϕn,(5.23)





Nyt systeemillä (µn, ϕn, gn), n ∈ N, ensimmäinen ominaisuuksia (5.20) seuraa yhtälöstä
(5.24) kertomalla molemmat puolet alkiolla µn. Toinen ominaisuuksista (5.20) seuraa si-
joittamalla yhtälöön (5.23) ensimmäinen ominaisuuksita ja kertomalla puolittain alkiolla
µn.





(ϕ, ϕn)ϕn +Qϕ, ϕ ∈ X,
missä Q on ortogonaalinen projektio-operaattori avaruudelta X avaruudelle N(A∗A).
Olkoon ψ ∈ N(A∗A). Tällöin (Aψ,Aψ) = (ψ,A∗Aψ) = 0, mistä seuraa, että N(A∗A) =




Tikhonovin regularisaatioissa pyritään minimoimaan Tikhonovin funktionaalia. Ennen
kuin mennään tämän funktionaalin minimoijan olemassaolon toteavaan lauseeseen, an-
netaan määritelmä koersiiviselle eli "nopeasti kasvavalle"operaattorille. Koersiivisuuden
käsitettä tarvitaan Tikhonovin funktionaalin minimoijan olemassaolon ja yksikäsitteisyy-
den todistamiseen. Tässä kappaleessa avaruudet X ja Y ovat aina Hilbertin avaruuksia
eli täydellisiä sisätuloavaruuksia.
Määritelmä 5.25. Rajoitettua lineaarista operaattoria A : X → X Hilbertin avaruu-
dessa X kutsutaan koersiiviseksi, jos on olemassa vakio c > 0 siten, että kaikilla ϕ ∈ X
pätee
Re(Aϕ,ϕ) ≥ c‖ϕ‖2.
Lause 5.26. Hilbertin avaruudessa X koersiivisella rajoitetulla lineaarisella operaattorilla
A : X → X on rajoitettu käänteisoperaattori A−1 : X → X.
Todistus. Cauchy-Schwarzin epäyhtälöä (Lause 2.7) käyttämällä saadaan arvio
‖Aϕ‖|ϕ‖ ≥ Re(Aϕ,ϕ) ≥ c‖ϕ‖2.
Näin ollen jokaisella ϕ ∈ X pätee
‖Aϕ‖ ≥ c‖ϕ‖.(5.27)
Epäyhtälöstä (5.27) seuraa, että jos Aϕ = 0, niin ϕ = 0. Näin ollen A on injektio.
Näytetään sitten, että kuvajoukko A(X) on suljettu. Olkoon ψ ∈ A(X) ja olkoon (ψn)
jono kuvajoukoun A(X) alkioita siten, että ψn → ψ, kun n → ∞. Nyt ψn = Aϕn jollain
ϕn ∈ X. Epäyhtälöstä (5.27) ja operaattorin A lineaarisuudesta seuraa siis, että kaikilla
n,m ∈ N pätee
c‖ϕn − ϕm‖ ≤ ‖A(ϕn − ϕm)‖ = ‖Aϕn − Aϕm‖ = ‖ψn − ψm‖.
Näin ollen (ϕn) on Cauchyn jono avaruudessa X ja se suppenee ϕn → ϕ, kun n → ∞,
jollain ϕ ∈ X. Nyt koska operaattori A on jatkuva, niin ψ = Aϕ. Siis A(X) = A(X).
Tiedetään, että A(X) on täydellinen. Olkoon operaattori P : X → A(X) ortogonaa-
linen projektio-operaattori ja olkoon f ∈ X mielivaltainen. Tällöin Pf − f ⊥ A(X) ja
erityisesti (Pf − f, A(Pf − f)) = 0. Nyt koska operaattori A on koersiivinen, tulee siis
olla Pf − f = 0 eli f = Pf ∈ A(X). Näin ollen A on surjektio.





Niinpä käänteisoperaattori A−1 on rajoitettu.
42
Lause 5.28. Olkoon A : X → Y rajoitettu lineaarinen operaattori ja olkoon α > 0.
Tällöin jokaisella f ∈ Y on olemassa yksikäsitteinen ϕα ∈ X, jolla
‖Aϕα − f‖2 + α‖ϕα‖2 = inf
ϕ∈X
{‖Aϕ− f‖2 + α‖ϕ‖2}.(5.29)
Minimikohta ϕα on yhtälön
αϕα + A
∗Aϕα = A∗f(5.30)
yksikäsitteinen ratkaisu ja riippuu jatkuvasti alkiosta f .
Todistus. Olkoon ϕα kuten yhtälössä (5.29). Tällöin kaikilla ϕ ∈ X pätee
‖Aϕ− f‖2 + α‖ϕ‖2 =‖Aϕα − f‖2 + α‖ϕα‖2
+ 2Re(ϕ− ϕα, αϕα + A∗(Aϕα − f)) + ‖A(ϕ− ϕα)‖2 + α‖ϕ− ϕα‖2.
Ylläolevasta yhtälöstä seuraa, että ehto (5.30) on riittävä ja välttämätön sille, että alkio
ϕα minimoi lausekkeen ‖Aϕ− f‖2 + α‖ϕ‖2.
Tarkastellaan operaattoria T : X → X, jolla T := αI + A∗A. Nyt pätee
α‖ϕ‖2 ≤ α‖ϕ‖2 + ‖Aϕ‖2 = <(Tϕ, ϕ), ϕ ∈ X,
mikä tarkoittaa, että operaattori T on koersiivinen ja näin ollen lauseen 5.26 nojalla sillä
on rajoitettu käänteisoperaattori T−1 : X → X.
(5.29) määrittelee Tikhonovin funktionaalin. Tikhovin regularisaatio Tikhonovin funk-
tionaalin minimoijana saa aikaan sen, että ratkaisussa on otettu huomioon, että residuaali
‖Aϕα − f‖2 säilyy pienenä ja stabiilina pitkin sakkotermin α‖ϕα‖2. Tikhonovin regulari-
soinnista nousee seuraavat rajoitetut optimointiongelmat
• Olkoon ρ > 0 annettu. Minimoi termi ‖Aϕ− f‖ siten, että ‖ϕ‖ ≤ ρ
• Olkoon δ > 0 annettu. Minimoi termi ‖ϕ‖ siten, että ‖Aϕ− f‖ ≤ δ.
Ensimmäinen optimointiongelma johtaa niin kutsuttuihin kvasiratkaisuihin ja toinen
miniminormiratkaisuihin ja diskrepanssiperiaatteeseen.
5.5 Heikko suppeneminen, kvasiratkaisut ja miniminormi-
ratkaisut
Esitellään heikon suppenemisen konsepti, jotta voidaan käsitellä näitä Tikhovin regulari-
soinnista nousevia ratkaisuja.
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Määritelmä 5.31. Jono (ϕn) Hilbertin avaruuden X alkioita suppenee heikosti kohti
alkiota ϕ ∈ X, jos kaikilla ψ ∈ X pätee
lim
n→∞
(ψ, ϕn) = (ψ, ϕ).
Heikosti suppenevalle jonolle kirjoitetaan ϕn ⇀ ϕ, kun n→∞. Normaalista suppene-
misesta seuraa aina heikko suppeneminen, mutta ei toisinpäin.
Määritlelään sitten kvasiratkaisut. Niiden idea nousee ajatuksesta, että huonosti määritel-
ty ongelma voidaan stabiloida rajoittamalla ratkaisu johonkin osajoukkoon U ⊂ X.
Yksinkertaisuuden vuoksi käsittellään osajoukkona suljettua kuulaa säteellä ρ eli U =
B(0, ρ).
Määritelmä 5.32. Olkoon A : X → Y rajoitettu injektiivinen lineaarinen operaattori
ja ρ > 0. Annetulla f ∈ Y alkiota ϕ0 ∈ X kutsutaan yhtälön Aϕ = f kvasiratkaisuksi
rajalla ρ jos ‖ϕ0‖ ≤ ρ ja
‖Aϕ0 − f‖ = inf‖ϕ‖≤ρ ‖Aϕ− f‖.
Tarkastellaan sitten Tikhonovin regularisointia toisesta näkökulmasta. Oletetaan, että
meillä on jokin a priori raja δ datan f virheelle. Nyt tarkastellaan alkioita ϕ, joilla pätee
‖Aϕ − f‖ ≤ δ ja stabilisoidaan ratkaisu tekemällä normista ‖ϕ‖ pieni. Annetaan tämän
valossa seuraava määritelmä.
Määritelmä 5.33. Olkoon A : X → Y rajoitettu lineaarinen operaattori ja olkoon δ > 0.
Annetulla f ∈ Y alkiota ϕ0 ∈ X kutsutaan yhtälön Aϕ = f emphminiminormiratkaisuksi
rajalla δ, jos ‖Aϕ− f‖ ≤ δ ja
‖ϕ0‖ = inf‖Aϕ−f‖≤δ ‖ϕ‖.
5.6 Klassinen Tikhonovin regularisointi
Kompaktilla integraalioperaattorilla A : L2[a, b]→ L2[a, b] Tikhonovin funktionaali (5.29)






Ratkaisuavaruutta X voidaan kuitenkin laajentaa, etenkin, jos tarkasta ratkaisusta on







Jotta tämä lähestymistapa sopisi yleiseen teoriaam Tikhovin regularisoinnista, tarvitaan
Hilbertin avaruus varustettuna normilla, joka vastaa sakkotermiä lausekkeessa (5.35).
Käsitellään tässä sen vuoksi avaruudenH1[a, b] määritelmää perustuen heikkojen derivaat-
tojen konseptiin.
Määritelmä 5.36. Funktiolla ϕ ∈ L2[a, b] on heikko derivaatta ϕ′ ∈ L2[a, b], jos kaikilla






Osittaisintegroinnilla nähdään, että (5.37) toteutuu kaikilla ϕ ∈ C1[a, b]. Näin ollen
heikko differentioituvuus on klassisen differentioituvuuden yleistys. Huomautus: Tässä
integraalit ovat Lebesguen integraaleja, jotta avaruudet olisivat täydellisiä.
Liitetään sitten Hilbertin avaruuden määritelmään konsepti heikoista derivaatoista
seuraavalla lauseella.
Lause 5.38. Lineaarinen avaruus









Todistus. On selvää, että avaruus H1 on lineaariavaruus, sillä Lp-avaruudet ovat lineaari-
avaruuksia.








(<(ϕ)2 + =(ϕ)2 + <(ϕ)2 + =(ϕ)2)dx
= 0
ja (ϕ, ϕ) = 0 jos ja vain jos ϕ = 0, sillä (ϕ, ϕ) = 0 on ekvivalenttia sen kanssa, että
<(ϕ) = =(ϕ) = 0. Merkitään I := ∫ (ϕψ + ϕ′ψ′)dx. Tällöin I = ∫ (ϕψ + ϕ′ψ′)dx. Nyt
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Lisäksi Lebesguen integraalin perusominaisuuksista seuraa, että kaikilla ϕ, ψ, χ ∈ H1[a, b]
ja kaikilla α, β ∈ C toteutuu (αϕ+ βψ, χ) = α(ϕ, χ) + β(ψ, χ).
Osoitetaan sitten avaruudenH1 täydellisyys. Olkoon (ϕn) Cauchyn jono avaruudenH1
alkioita. Tällöin (ϕn) ja (ϕ′n) ovat molemmat avaruuden L2 Cauchyn jonoja. Avaruuden
L2[a, b] täydellisyydestä seuraa, että on olemassa alkiot ϕ ∈ L2[a, b] ja χ ∈ L2[a, b], joilla
pätee ‖ϕn−ϕ‖L2 → 0 ja ‖ϕ′n−χ‖L2 → 0, kun n→∞. Tällöin kaikilla ψ ∈ C1[a, b], joilla
ψ(a) = ψ(b) = 0 pätee
∫ b
a
ϕψ′dx = − ∫ b
a
ϕ′ψdx, joten saadaan arvio∫ b
a
(ϕψ′ + χψ)dx =
∫ b
a




[(ϕ− ϕn)ψ′ + (χ− ϕ′n)ψ]dx
≤ ‖ϕ− ϕn‖L2‖ψ′‖L2 + ‖χ− ϕ′n‖L2‖ϕ‖L2 → 0, n→∞
Esitellään seuraavaksi esimerkinomaisesti funktion derivaatan konstruktointi häriöi-
sestä datasta. Kyseinen huonosti määritelty ongelma tulee esiin useissa teknillisten ja
laskennallisten tieteiden yhteydessä.
Esimerkki 5.40. Funktiolle f : [0, 1]→ R on annettu arvot (mittaustulokset)
mj = f(xj) + j, j = 0, 1, 2, · · · , N, xj = j
N
.
Yritetään konstruktoida likiarvo u ensimmäiselle derivaatalle f ′. Ongelma on huonosti
määritelty, sillä ratkaisu u ≈ f ′ ei riipu jatkuvasti alkuperäisestä funktiosta f . Ratkaisu
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|u(xj)−mj|2 + α‖u‖2H2 .
Näytetään sitten, että menetelmä todella antaa hyvän ratkaisun. Oletetaan, että u(0) =





























Samoin voidaan osoittaa, että ‖u‖∞ ≤ ‖u′‖L2 . Näin ollen Sobolevin upotuslauseen (Adams
[1]) nojalla identtinen funktio I : H2(0, 1)→ C1[0, 1], u 7→ u toteuttaa ‖I‖H2→C1 ≤ 1.
Oletetaan sitten, että f ∈ H20 (0, 1) ja |j| < δ kaikilla j = 0, 1, 2, . . . , N . Merkitään
G(u) :=
∑N
j=1 |u(xj)−mj|2 + α‖u‖2H2 ja tutkitaan sen alarajaa M . Nyt pätee
M ≤ G(f) =
N∑
j=1
|j|2 + α‖f‖2H2 ≤ Nδ2 + α‖f‖2H2 .(5.41)
Olkoon uˆ minimointiongelman ratkaisu, siis G(uˆ) = M . Tällöin
N∑
j=1




Kun x ∈ [xj, xj+1], niin (5.43) nojalla pätee






≤ |uˆ(xj)− f(xj)|+ 1
N
‖uˆ− f‖C1
≤ |uˆ(xj)− f(xj)|+ 1
N
(‖uˆ‖H2 + ‖f‖H2)








































































Valitaan α = 1/N < 1 ja oletetaan, että δ < 1/N . Tällöin















Tarkastellaan sitten vielä erotuksen normia Hilbertin avaruudessa. Käytetään tässä









Tehdään vielä huomio, että
α‖uˆ‖2H2 ≤M ≤ Nδ2 + α‖f‖2H2 ≤ αδ2 + α‖f‖2H2 ,
mistä seuraa, että
‖uˆ‖2H2 ≤ 1 + ‖f‖2H2 ,
ja edelleen
‖uˆ‖H2 ≤ 1 + ‖f‖H2 .
Merkitään φ = uˆ − f . Tällöin pätee ‖φ‖H2 ≤ 1 + 2‖f‖2H . Nyt interpolaatiolauseen ja
arvion (5.44) nojalla



























Tässä kappaleessa esitellään ilmakehän kaasukoostumksen määrittämistä regularisoinnin
sovelluskohteena. Tässä seurataan lähdettä [10].
Ilmakehän kaasukoostumusta voidaan määrittää samalla periaattella kuin röntgenku-
va otetaan. Tähtien säteilyn kulkiessa ilmakehän läpi se vaimenee. Vaimeneisen määrä
riippuu siitä, millaisten kaasumolekyylien läpi säteet kulkevat. Kun säteilyä mitataan eri
suunnista, saadaan kolmiulotteinen kuva tilanteesta, jota voidaan mallintaa matemaat-
tisesti. Data on kuitenkin usein niin harvaa, että tarvitaan regularisaatiota.
GOMOS (Global Ozone Monitoring by Occulation on stars) oli yksi Euroopan avaruus-
järjestön satelliitin Envisatin osista, joka teki mittauksia maapallon ilmakehässä. Envisat
lähetettiin matkaan tutkimaan ilmakehää 2002 ja se toimi kymmenisen vuotta. GOMOS:in
päätehtävä oli tehdä mittauksia ilmakehän kaasukoostumuksen, erityisesti otsoonikonsen-
tration selvittämistä varten. Samalla pystyttiin mittaamaan myös typpioksidin, nitraatin
ja aerosolien määrää. Suomen Ilmatieteenalaitos oli projektissa alusta asti mukana.
GOMOS-inversio-ongelma on kuten tomografiakuvauksen inversio-ongelma. Käytän-
nössä kuitenkin se ratkaistaan paikallisesti käsittelemällä vain yhtä okkulaatiota eli täh-
denpeittoa kerrallaan. Tähtitieteessä tähdenpeitolla tarkoitetaan tähden peittymistä pla-
neetan tai Kuun taakse. Satelliittimittauksesa termi liittyy siihen, että satelliitin liikkuessa
maapallon ympäri, tähti on ensin näkyvissä, mutta jää sitten maapallon taakse.
Transmissiospektri saadaan jakamalla mitattu, ilmakehän läpikulkenut tähden spektri
referenssispektrillä, joka on mitattu ilmakehän ulkopuolella. Transmissio aallonpituudella
λ mitattuna yli matkan l sisältää termin T absλ,l , joka kuvaa ilmakehän rakenteesta johtu-
vaa absorptiota ja sirontaa, ja termin T refλ,l , joka kuvaa vaimenemista ja skintillaatiota,
eli Tλ,l = T absλ,l T
ref
λ,l . Transmission riippuvuus aineen tiheydestä pitkin matkan l saadaan
Beerin ja Labertin lain avulla seuraavasti
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missä ρgas(z) on aineen tiheys korkeudella z ja α kuvaa absorptiota ja sirontaa aallon-
pituudella λ. Jokaisella ilmakehän aineella on itselleen tyypilliset aallonpituusalueet, joilla
ne ovat aktiivisia joko absorboimalla, sirottamalla tai emittoimalla valoa. Läpileikkauk-
set kuvastavat näitä ominaisuuksia ja niiden arvot tunnetaan laboratoromittauksista. Yl-
läolevassa kaavassa summa otetaan yli eri kaasujen ja intergraali yli säteen kulkeman
matkan. Ongelma on huonosti määritelty, sillä vastaukseksi halutaan jatkuva profiili kaa-
suista ilmakehässä, mutta mittaustulokset ovat diskreetti joukko. Saadakseen ongelmasta
hyvin määritelty tulee käyttää regularisointia tai apriorista tietoa. Käytännössä ilmakehä
muutetaan diskreetiksi jakamalla se kerroksiin, ja vallitsevan tiheyden kerrosten sisällä







missä virhe ηλ,l = eλ,l on jakautunut log-normaalisti eli λ,l ∼ N(0, σ2λ,l), λ = λ1, . . . , λΛ,
l = l1, . . . , lM . Aineiden profiilien uskottavuusfunktio on
P (y|ρ(z)) ∝ e− 12 (T−y)C−1(T−y),
missä C = diag(σ2λ,l) ja y = (yλ,l), T = (Tλ,l). Ongelmana tässä on arvioida aineiden
profiileja ρ(z) = (ρgas(z)), gas= 1, . . . , ngas.
Käytännössä ongelma on jaettu kahteen osaan, horisontaaliseen ja vertikaaliseen. Spek-
triin liittyvä inversio









, λ = λ1, . . . , λΛ,




ρgas(z(s))ds, l = l1, . . . , lM ,
ratkaistaan aineen paikallisten tihekyksen ρgas suhteen. Jakamalla ilmakehä diskreettei-
hin kerroksiin onglema voidaan ratkaista erikseen jokaisella kaasulla lineaarisena inversio-
ongelmana
N gas = Aρgas, N gas = (N gasl ), l = l1, · · · , lM .
Tässä oletetaan, että ilmakehä on symmetrinen jokapuolelta.
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Matriisi A sisältää näkölinjonen pituudet, jotka riippuvat siitä, miten ilmakehä on









6.1 GOMOS ja Tikhonov
Sovelletaan Tikhonovin regularisointia ratkaistaessa vertikaalista inversio-ongelmaa. Klassi-
nen Tikhonovin regularisoitu ratkaisu on funktionaalin
F (µ) = ‖Aρ−N‖2 + µ‖Hρ‖2
minimoija. Tässä µ on regularisaatioparametri.
GOMOS:n mittaustulosten palautuksessa kuvaamaan ilmakehää käytetään Tikhonovin









0 0 0 . . . 0
1 −2 1 . . . 0
... . . . . . . . . .
...
0 . . . 1 −2 1
0 0 . . . 0 0
 ,
missä hi kuvaa korkeuseroja.
Tikhonovin regularisoitu ratkaisu on
ρˆ = (ATA+ µHTH)−1ATN.
Nyt koska ongelma on lineaarinen ja häiriön oletetaan noudattavan normaalijakaumaa,
posterior kovarianssimatriisi Cρ saadaan
Cρ = LCNL
T ,
missä L kuvaa palautusmatriisia, jolla ρˆ = LN .
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