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1.1 Reflxation eye-movements: saccades and vergence
Since this thesis deals mainly with the question of how eye movements are con­
trolled, some remarks on why they are made are in order. There are different 
types of eye movements, with different functions, but all have in common that 
they allow us to see better. The interest here will be confined to refixation eye 
movements whose origin is related to the evolution of retinal specialization. In 
man and monkey, the retina is subdivided into a small central area of high visual 
resolution, the fovea, and a large peripheral area of lower resolution. This prop­
erty necessitates refixation eye movements, which serve to foveate the target, so 
that it is projected on the area with the highest resolution. When the peripheral 
retina signals an object, which is selected as target for closer examination, the 
extraocular muscles rotate the eyes to get the target projected on the foveas. 
When scanning distant objects, the fixation points of both eyes are displaced in 
the same direction and by the same amount by conjugate rapid eye movements. 
These eye movements, known as saccades, are characterized by a very stereo­
typed velocity-amplitude relationship. In daily life, foveation of a target often 
requires also a change in binocular alignment known as a vergence movement, 
which typically occurs in conjunction with saccades. Various cues such as retinal 
disparity, blur, and perspective may serve to initiate vergence movements.
Primates can also execute smooth pursuit eye movements, which serve to keep 
the fovea of both eyes on a moving target, and vestibularly driven eye movements 
to prevent image slip as a result of head movements (Carpenter, 1988). This thesis 
focuses on refixation eye-movements.
Since it is commonly thought that refixation eye movements come about by
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Figure 1.1 Decomposition of binocular eye positions in vergence and 
direction as used in this thesis (after van Laan, 1994). This figure shows 
eye position coordinates of the left (L) and right (R) eye, fixating at lo­
cation F in the horizontal plane. The position of F fully determines the 
horizontal angular position u l  and o.r of each eye, once the interocular 
distance is known. From these positions, one can derive binocular coor­
dinates (see Koenderink, 1992). Direction: a = + (Xl)- Vergence: 
7  =  ( « l  -  (Xr ). The circle in the figure reflects all isovergence points. 
The cyclopean eye (C) is assumed to be located on this circle through 
the nodal points of L and R and through F.
the cooperation of a conjugate saccadic system and a disconjugate vergence sys­
tem, it is useful to decompose them in conjugate (version) and disconjugate (ver­
gence) contributions. For a target at a given azimuth, elevation and distance, the 
required version and vergence signals are uniquely determined once the interocu­
lar distance is known. Figure 1.1 shows the representations of eye movements in 
direction and depth as used in this thesis.
1.2 Neurophysiology of refixation eye movements 3
Apart from the main distinction (disconjugate versus conjugate), vergence and 
saccades show different behavioural characteristics. Pure vergence eye movements 
are considerably slower than saccadic movements. The performance of vergence 
in the dark is worse, compared to saccades: Erkelens et al. (1989) found that 
only two out of four subjects produced any vergence responses when trying to 
track an imaginary hand-fixed target when they moved their arm in depth. They 
concluded that visual depth cues are required for effective vergence.
In fact, saccades and vergence are not totally independent. The presence of 
a saccade facilitates the vergence component: this component is faster compared 
to pure vergence (Enright 1984). In this thesis we consider only metrical aspects 
of movements, so this aspect will not be discussed further.
1.2 Neurophysiology of refixation eye movements
Visual input from the retina, used to produce eye movements, will activate vari­
ous pathways in the brain, which are depicted in Figure 1.2. The retina projects 
via LGN (lateral geniculate nucleus) in the thalamus, and subsequently via the 
primary visual cortex to the parietal cortex and frontal cortex. Both the parietal 
cortex and the frontal cortex project, directly or indirectly via the basal ganglia 
(substantia nigra), to the deeper layers of the superior colliculus located in the 
midbrain. Besides these projections, the retinas project also directly to the su­
perior colliculus. The superior colliculus projects to burst cells (premotor cells) 
which in turn project to the various pools of motoneurons which then finally ac­
tivate the six eye muscles of each eye. In the following, the electrical activity of 
these oculomotor areas will be described in more detail.
The firing frequency of the motoneurons is related to eye position and eye 
velocity. This signal is qualitatively the same for all eye movements, so that 
there are no specialized motoneurons for different types of eye movements. During 
saccades, the motoneurons, responsible for direct activation of the eye muscles, 
show a pulse-step characteristic in their firing frequency. The pulse is related to 
velocity. The step is related to eye position, serving to keep the eyes on their new 
position, and is thought to originate from the so-called neural integrators. The 
pulse is provided by so-called medium lead burst cells which fire a high-frequency 
burst of action potentials during saccades. The burst cells responsible for the 
horizontal components of saccades are found in the pontine paramedian reticular 
formation and have either a right or a left on-direction. It is thought that they 
also provide the step signal in motoneurons by activating a parallel neural circuit 















Midbrain & Pons Cerebellum 
(MRF PPRF) (vermis & FN)
Figure 1.2 Areas in the monkey brain involved in the control of eye 
movements. Besides a direct projection from retina to superior collicu­
lus. the visual signal reaches the deeper layers of the superior colliculus 
indirectly via pathways from striate cortex and posterior parietal cortex. 
In addition, there is an indirect projection to the superior colliculus via 
the frontal cortex. Adapted from Wurtz. 1996.
the Prepositus Hypoglossus nucleus/vestibular nucleus complex. Premotor cells 
responsible for the vertical component of saccades have been found in the rostral 
interstitial nucleus of the MLF. The vertical integrator is embodied by the nucleus
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of Cajal. Saccadic premotor burst cells are not active during pure vergence eye 
movements. Instead, a class of neurons has been described that fires with changes 
in vergence but not with saccades (Mays et al, 1986).
Another type of saccade-related neurons at the level of the brainstem are 
the so-called omni-pause neurons. These cells are involved in saccade initiation. 
Pause cells inhibit the circuit of bursters in the brainstem. Mays and Gamlin 
(1995) found that electrical stimulation of the omnipause cells slows vergence 
movements, so that pause cells may also be involved in vergence initiation.
The superior colliculus, located in the midbrain, is subdivided in superficial 
layers, intermediate layers, and deeper layers. At the level of the superior collicu- 
lus there is a clear topographically coded map, wherein the location of activity 
determines the desired eye displacement vector. Electrical stimulation of the 
deeper layers of the superior colliculus, while the animal is sitting in the dark, 
yields saccades with a certain size and direction, dependent on the activated lo­
cation in the topographically coded map, but virtually independent of the initial 
eye position. This desired eye movement is translated into a temporally-coded 
signal proportional to desired eye velocity, found in medium-lead burst neurons. 
As Figure 1.2 shows, two important cortical areas projecting to the superior col­
liculus are the posterior parietal cortex and the frontal cortex. According to 
Gaymard (1990) the posterior parietal cortex seems mainly involved with the 
triggering of visually-guided saccades. The lateral intraparietal area LIP in the 
posterior parietal cortex is also active during memory-guided saccade prepara­
tion. The frontal cortex (FEF, area 46) is involved in the generation of cognitive 
saccades, such as those requiring signals from short-term memory.
1.3 Control of saccades by internal feedback
In general, saccades are very accurate movements, and the question arises how 
this is possible. It is known that accurate movements can be generated by sensory 
feedback. In the case of eye movements, this type of feedback would require 
measurement of target position on the retina with respect to the fovea, throughout 
the eye movement. The visual system would report this change in eye position 
to the brain, and when the target arrives on the fovea, the system is stopped 
by this external feedback. A similar principle is applied in slow arm movements. 
The problem for saccades is that the visual system is much too slow to play 
this role in the case of such fast movements. The transport of information from 
retina via cortex to the superior colliculus takes about 60 ms. Therefore, it was 
thought earlier that a saccade must be ballistic in the sense that its commands
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are fully specified before it is started, without possibility of midflight correction. 
The idea of ballistic movements was also inspired by the stereotyped dynamic 
characteristics of saccadic movements (main sequence). It was further supported 
by the observation of stereotyped saccades elicited by electrical stimulation of 
the deeper layers of the superior colliculus (Carpenter, 1988). However, the idea 
that saccades are ballistic movements had to be revised when it became clear that 
saccades use efference copy information (without use of retinal information). The 
evidence for this concept will be described further below.
1.3.1 E xp erim en ta l ev id ence for non retin al feedback
In the laboratory, nonretinal feedback can be studied by using a memory-saccade 
paradigm (saccades to remembered visual targets). In the double-saccade or 
double-step paradigm, a sequence of two peripheral targets is flashed briefly, 
while the subject is fixating a visual stimulus. After the stimuli have vanished, the 
subject has to fixate on the location of the remembered position of the first stim­
ulus, and subsequently the remembered position of the second stimulus. When 
programming the saccade necessary to fixate the second target, the stored corre­
sponding retinal error signal is no longer appropriate, and a correction has to be 
made for the change of eye position caused by the first eye movement. Because the 
first eye movement was made in the dark, feedback cannot be externally derived 
via new visual input on the retinas. Hallett and Lightstone (1976) were the first 
to use this type of experiment to provide evidence for nonretinal feedback. They 
flashed the second target while the first eye-movement had just started. They 
argued that, since ultimately the second target could be fixated, the previous 
movement to the first target (after the flash of the second target) must have been 
detected and incorporated in the calculation of the second movement. Because 
the previous movement occurred in the dark, the putative feedback signal must 
be nonretinal.
Since then, similar experiments have demonstrated that also nonretinal feed­
back from smooth pursuit eye movements can be used in programming a saccadic 
eye movement (Schlag et a l, 1990; Gellman and Fletcher, 1992). It should be 
noted that the performance in these experiments was not perfect, indicating that 
the compensation for the first movement was only partial.
Active pause cells inhibit burst cells conveying the motor error from the su­
perior colliculus to the motoneurons of the eye muscles. Electrical stimulation 
of pause cells during a saccade to a remembered visual target stops the saccade. 
After the electrical stimulation, a second eye movement completes the desired 
saccade. Information about the first eye movement, made before the electrical
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stimulation, must have been used in making the second (Keller, 1996).
In theory, nonretinal feedback could be implemented in the brain in various 
ways. One possibility for detecting changes in eye position would be to use 
signals from muscle spindles located in the eye muscles. An alternative way to 
implement nonretinal feedback in the brain is to rely on internal feedback, using 
efference copy signals. Hereby, information about the position of the eyes in the 
head can be derived inside the brain, for instance from the neural integrators 
representing eye position in the brain stem. In principle, internal feedback could 
also be derived from an efference copy of the displacement command at the level 
of burst cells or the superior colliculus. In the saccadic system, Guthrie et al. 
(1983) found that monkeys deprived of muscle spindle signals of the eyes still 
have access to nonretinal feedback. So, eye muscle spindles are not (the only) 
source of eye position information, and internal feedback based on efference copy 
(internal feedback, for short) is the most likely possibility.
An important brain area involved in the generation of saccades is the superior 
colliculus. Electrical stimulation of the superior colliculus yields saccades whose 
size and direction depend on the location in the topographically coded map. A 
way to disturb the equivalence between motor error and retinal error normally 
occurring in eye movements, is by applying electrical stimulation shortly after 
a visual target was presented as a flash to the monkey that was preparing an 
eye movement to it in darkness. In this situation, the remembered target co­
ordinates are no longer valid because of the intermediate eye movement caused 
by the electrical stimulation. Yet, Sparks and Porter (1983) found that, after 
the intermediate eye movement due to electrical stimulation, a proper saccade 
was made to fixate the remembered location of the visual target. Because this 
was done in the dark, their conclusion was that nonretinal feedback can be used 
for programming saccades, and that this must occur at or before the superior 
colliculus.
Lesion experiments indicate a possible role for the posterior parietal cortex 
in the proper execution of the double step task (the second step), and a role of 
the (IML) thalamus in the use of eye position information in nonretinal feedback. 
Duhamel et al. (1992) described a patient with a fronto-parietal lesion who could 
not perform the second step of the double step task. Later, Heide et al. (1995) 
compared two groups of patients, among others in their ability to perform double 
steps, to make a distinction between the role of two cortical areas: the prefrontal 
cortex and the posterior parietal cortex. Patients with only a prefrontal lesion 
could still perform the second step of the double saccade. On the other hand, 
patients with only a lesion in the posterior parietal cortex could not perform the
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second part of the double step response, while they could still make the first step 
response, (single saccades), although less precisely. One possible interpretation 
is that the posterior parietal cortex is involved in nonretinal feedback.
Another experiment by Gaymard et al. (1994) seems relevant for the process­
ing of extra-retinal information about eye displacement in nonretinal feedback 
in double steps. They found that humans with a small central thalamic lesion 
involving the Internal Medullary Lamina (IML), may have an impairment in 
extra-retinal eye position signals for use in nonretinal feedback. This was con­
cluded from the lack of saccade accuracy in experiments that displaced the initial 
eye position in the dark, i.e. the double step paradigm, or eye displacements 
caused by smooth pursuit eye movements. On the other hand, memory (visual) 
saccades showed normal accuracy.
Although the role of IML in the central thalamus is far from clear, Schlag- 
Rey and Schlag (1989) have proposed that IML plays a role in the coding of 
eye position information (or extra-retinal information about eye displacement) 
at a central level, which could be used in nonretinal feedback. IML receives af­
ferent tracts from cerebellum, the nucleus prepositus hypoglossi (which contains 
eye position signals), the substantia nigra, and the deeper layers of the supe­
rior colliculus. IML projects to various cortical areas related to eye movements 
(parietal and frontal cortex). Besides for nonretinal feedback, eye position may 
also be used for the coordinate transformations (for instance from retinal to head 
or body coordinates), supposed to be performed in the posterior parietal cortex 
(Andersen, 1989).
Under some circumstances -in the presence of a constant visual stimulus - 
nonretinal feedback in saccades is probably not the only way to correct for changes 
in eye position between target generation and initiation of the eye movement. 
This is indicated by experiments performed by Dassonville et al. (1995) and Pelz 
and Hayhoe (1995). They have proposed that localization of a remembered visual 
target is based on a combination of exocentric cues and egocentric cues. This type 
of correction uses a reference frame external to the body to represent the location 
of other - stationary - stimuli in the visual image (exocentric coordinates), while 
internal feedback uses a reference frame in body centered coordinates (egocentric 
coordinates).
Dassonville et al. (1995) have demonstrated the use of exocentric coordinates 
by instructing subjects to localize a remembered visual stimulus both in the 
presence and in the absence of an extra visual stimulus. The remembered stimulus 
was presented at the beginning of the saccade when nonretinal feedback is known 
to be most inaccurate (Schlag and Schlag-Rey, 1995). They found that in the
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presence of the visual stimulus, remembered saccades were more accurate, and 
concluded that an exocentric reference frame contributes to the precision of the 
localization.
Pelz and Hayhoe (1995) performed perceptual measurements involving a com­
bination of egocentric and exocentric reference frames. They measured the move­
ment perception of afterimages in darkness, while the subject subconsciously 
made small eye movements in the absence of a visual reference. This was com­
pared with the perception of movement of large afterimages in the presence of a 
visible reference. In the first case, the afterimage seemed to move with the eye, 
indicating the use of an internal reference frame. In the second case, the visible 
reference seems to move (opposite to the eye) relative to the stationary perceived 
afterimage, indicating that now this afterimage was used as reference frame. It 
seems that the brain uses all available cues. This intelligent system chooses a 
large reference frame as a reference, if present. To avoid this complexity, the 
experiments in this thesis were performed in darkness, without visual reference 
information.
1.3.2 N onretinal-feedback  m odels
The first model of the saccadic system incorporating nonretinal feedback was 
proposed by Robinson (1975). Figure 1.3 shows the Robinson model. When a 
target is chosen, the eye movement needed to direct the fovea on the target has 
to be calculated. In the model, the goal for the eye movement is specified in 
head coordinates (Th  ) by adding the location of the target on the retina to eye 
position at the moment of target generation. Burst cells, which actually generate 
the saccade, are driven by the difference between desired eye position (Th  ) and 
estimated eye position from the neural integrator. Normally, the burst cells are 
suppressed by pause cells so that a saccade can only be made if the pause cell veto 
is lifted. Once this occurs, by briefly inhibiting the pause cells, the burst cells 
start firing, thereby driving the motoneurons and charging the neural integrator 
until estimated eye position matches desired eye position so that the net driving 
signal (motor error) becomes zero and the bursters cease firing. As long as the 
burst cells are active, they suppress the pause cells but, once the burst cells fall 
silent, the pause cells resume their steady firing rate and shut off the system. 
It should be noted that the Robinson scheme has two internal feedback loops: 
a short loop from the neural integrator which determines the burst cell activity 
online on a moment-to-moment basis, and a long loop, working in intermittent 
fashion, to the Th  computation stage. The term ’short loop’ refers to the short
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ROBINSON MODEL
Figure 1.3 Robinson intcrnal-fcedback model for the generation of sac­
cades. Physical signals are denoted in regular print, neural signals by 
italic symbols. A change in target position, denoted by T h  , gives rise 
to a retinal error signal (Tg) which is transformed in a higher center into 
a desired eye position signal T h  by adding an eye position signal (Eh ) 
from the slow internal positive feedback loop which provides a delayed 
sampled version of the eye position command signal of the neural integra­
tor (NI). When the brain decides to make a saccade. the pause cells (P) 
are briefly inhibited to allow the burst cells (B) to start firing. The burst 
cell signal (Eh , a velocity command) drives the motoneurons (MN) via 
a direct path to create the pulse and indirectly, via the neural integrator 
(NI) to generate the step component in these cells. The burst cells are 
under negative feedback control from the fast loop which inhibits them 
with the NI signal. As soon as the NI signal matches the T h  signal, 
the net driving motor error signal beco rues zero and the burst cells fall 
silent. The external feedback loop simply expresses the fact that the eye 
movement will change the location of the visual stimulus on the retinal 
and does not portray any neural processing.
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time constant of less than 1 0  ms that is needed to get a stable on-line feedback 
(Van Gisbergen et al., 1981). The Robinson model was developed mainly to define 
the role of bursters, motoneurons, integrator and pause cells in single saccades.
A problem with this scheme is that Th  has not been found in the brain at 
the single neuron level. Furthermore, it does not assign a specific role to the 
superior colliculus, which codes a desired eye displacement signal M  rather than 
a desired eye position Th  • One of the main inputs to the bursters is provided 
by the deeper layers of the superior colliculus, coding desired displacement.
Inspired by these physiological facts, a second type of proposals for nonretinal 
feedback, the so-called displacement models, has been developed. The model of 
Jurgens et al. (1981), shown in Figure 1.4, features a resettable integrator in 
the fast loop which integrates the burst-cell velocity signal during the saccade to 
keep track of the change in eye position during the ongoing eye movement. In 
this scheme, burst cells are driven by the difference between the initial desired 
displacement signal and the fast loop signal. When the two signals match, motor 
error becomes zero, and the burst cells cease firing. Before a new saccade can be 
made, the local feedback integrator has to be reset to zero. It should be noted 
that the model contains only the fast loop proposed in Robinson’s model. It was 
not intended to account for double-step experiment results.
Scudder formulated an alternative to the model of Jurgens et al. (1981) which 
gets rid of the resettable integrator but retains the idea of a fast feedback loop. 
His model incorporates the superior colliculus and assigns a role to long lead 
burstcells (positioned between SC and short lead burst cells) which integrate the 
difference between a (phasic) collicular signal and velocity feedback from short 
lead bursters.
Waitzman et al. (1991) suggested a scheme where the fast loop operates at the 
level of the superior colliculus. Like Scudder’s model, this scheme has abandoned 
the notion of a resettable integrator.
As described earlier, when the SC is electrically stimulated just before the 
start of a natural saccade to a remembered visual target, the natural saccade is 
interrupted or preceded by the electrically-induced saccade (Sparks and Mays, 
1983). After the perturbation saccade, a corrective saccade is made to the re­
membered visual target. Sparks and Mays (1983) measured neural activity in the 
deeper layers of the superior colliculus with the coordinates of the second natural 
saccade. In general this phenomenon is known as ’remapping’. This remapping, 
which can be seen as bookkeeping at a level where signals are spatially coded to 
acount for the effect of a previous saccade, has also been found in the frontal eye 






Figure 1.4 The Jurgens model focusses on the fast-working internal 
feedback loop, working during saccades. Bursters (B) and pause cells 
(P) play the same roles as in the Robinson model (see also Figure 1.3 
for abbreviations). The bursters generate a velocity command (E sac) 
which is sent to the motoneurons (MN) both directly and and indirectly 
via the hold integrator. To compute eye displacement (AE)  the model 
requires a resettable integrator in the feedback loop, fed by E sac from 
the bursters. As soon as the desired displacement equals the actual 
displacement (AE),  the bursters become silent.
Goldberg and Bruce (1990) have extended the Jiirgens et al (1981) displacement 
model with a second loop (see Figure 1.5). This model explains the neural events 
occurring in double-step experiments, using efference copy signals of the displace­
ment type. A characteristic of remapping is that it is based on a spatial code, 
while Robinson’s model relied on temporal signals.
Also other groups have discussed the use of nonretinal feedback for saccadic 
control at more than one level in the brain. Becker and Jiirgens (1979) and Van 
Gisbergen and Van Opstal (1989) have postulated that a short term feedback
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DISPLACEMENT MODEL WITH TWO FEEDBACK LOOPS
after Goldberg & Bruce (1990)
SPATIAL CODE TEMPORAL CODE
bias
Figure 1.5 General idea behind Goldberg and Bruce model. The fast 
feedback loop of the Jürgens et al. model is extended with a second slow 
internal feedback to higher centers, which updates the spatial code of 
motor error after each saccade. in sequences of saccades. In a subsequent 
stage, presaccadic movement activity is transformed into a temporal code 
to activate the bursters. The right half of the model is a copy of the 
Jürgens et al. scheme (see Figure 1.4).
located in the brain stem could work on the level of a single-saccade genera­
tion. while a long-term feedback would be located around a central decision and 
computing stage on a higher level in the brain. This long term feedback (target 
based) could be involved in executing a sequence of saccades. The output of the 
target-based nonretinal feedback yields the desired eye movement, which serves 
as input of the saccade based nonretinal feedback.
Recently, the notion of coding target location in head coordinates, a key fea­
ture of the Robinson model, has again been revived. Although explicit target 
location relative to the head (T jj ) signals have not been found at the single­
cell level, suggestions have been made that this signal may be available at the 
population level. From the retina to the primary visual cortex, there are clear 
topographically coded neural maps, wherein the location of neural activity deter­
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Figure 1.6 Experimental design to determine gain field properties. A. 
The center of the visual receptive field (square in dotted circle) is stim­
ulated while the monkey looks at various locations on the screen. The 
response of the neuron is recorded to characterize how the visual response 
is modulated by eye position. B. Activity of the cell at nine different eye 
positions. The arrow indicates the time of visual stimulus onset. Note 
that the response depends strongly on eye position. The most vigorous 
response occurs when the monkey looks up and to the left, and the cell 
fires hardly, if at all, when he fixates a right-down position. The retinal 
location of the stimulus was always the same. The gradient of this gain 
field is oriented to the up-left direction, but may vary from cell to cell. 
C. The outer circle represents the activity shown in B. The white annu- 
lus is the resting activity in the dark for each eye position. Accordingly, 
the black circle denotes the difference between the activity including the 
visual stimulus and the resting activity without the visual stimulus.
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there is no clear topographical arrangement, but here, cells show some remark­
able characteristics, known as gain fields1 (Andersen et a l, 1985). Visual cells 
of the familiar type show a response when a target is projected on a certain 
corresponding location on the retina, defined as its receptive field. The signal 
of the visual cel is independent of the eye position relative to the head, and is 
identical as long as the target is projected on the receptive field. In contrast, cells 
in area 7a show a new phenomenon: the visual cel will only respond to visual 
stimuli in its receptive field, but the strength of that response depends on the 
direction where the animal is looking. This modulation of the visual response 
by eye position defines the so-called gain field of the cell. An illustration of the 
experimental procedure to determine gain fields and an example of a gain field 
is shown in Figure 1.6. The gradient of these gain-fields may have a horizontal, 
vertical or oblique direction.
To explore the possible role of gain-field cells in coding stimulus location in a 
head-coordinate system, Zipser and Andersen (1988) performed a neural network 
study. The inputs eye position and retinal error, represented in the first layer, 
were combined in a next (hidden) layer, that in turn was connected to an output 
layer. The network was trained to generate a target-to-head representation in 
the output layer. To do this, different input/output combinations, correspond­
ing to different retinal and eye position values, were presented to the network. 
The desired target to head representation in the output layer, which equals the 
summation of R  and Et  presented on the input layers, was used as the teacher 
signal. After each trial, the weights of the network were updated by back prop­
agation (Rumelhart et a l, 1986) to obtain a better match of actual and desired 
output signal. After training was completed, Zipser and Andersen investigated 
the properties of the units in the hidden layer. They found that the hidden units 
had gain fields, and concluded that this property can embody target in head 
coding in a neural network.
From the perspective of saccadic control, a problem with the Zipser Andersen 
model is that it does not incorporate the superior colliculus. In this thesis we have 
developed a neural network which is partly based on the Robinson model and is 
an extension of the Zipser and Andersen model in the sense that it includes the 
superior colliculus. The model describes long-term feedback, occurring before the
1In fact, in the brain in several areas in the cortex and m idbrain, gain fields have been 
measured: area 7a and LIP in the posterior parietal cortex (Andersen et al., 1990b; Barash et 
al., 1991), area V3a in the  visual cortex (Galetti and Battaglini, 1989), the internal medullary 
lam ina in the central thalam us (Schlag-Rey and Schlag, 1987), area 46 in the prefrontal cortex 
(Goldman-Rakic, 1987) and in the  deeper layers of the superior colliculus (Van O pstal et al., 
1995).
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colliculus, presumed to be active in multi-step experiments, between saccades.
1.4 Averaging in the saeeadie system
Most behavioural studies of eye movements have used a simple visual scene with 
a single target. In natural scenes several potential targets are usually present. It 
appears that, in the case of two simultaneously presented visual targets, subjects 
can make an averaging saccade, directed to an intermediate position between the 
two targets. This characteristic of saccades is known as averaging. Averaging 
may be functionally useful. Although the system seems imprecise in target se­
lection when a saccade is performed quickly after the stimulus presentation (and 
averaging occurs), such a quick inaccurate averaging saccade -which brings poten­
tial targets closer to the fovea- followed by a correction saccade is generally more 
precise than a single, delayed (non-averaging) saccade within the same amount 
of time (Coeffe and O’Regan, 1987). Thus, the advantage of averaging saccades 
may be one of efficiency: an average saccade will bring two objects of interest 
closer to the fovea, where it can then be observed more precisely, so that a choice 
can be made between the two targets, to fixate one of them.
Findlay (1982) has found that averaging is weighted with the intensity of each 
visual target. Also the relative size of the two targets influences the weighted 
averaging. On the other hand, averaging will only occur for a limited range of 
distances between the two retinal targets (Ottes et al., 1984). For example, if the 
angular separation is 90 deg, the (first) saccade is often directed to one of the 
targets. The sum of many responses to such a combination of two retinal targets 
will then result in two populations of endpoints that appear around these two 
targets, indicating that the system is bistable.
The interesting question at which level in the brain mechanisms responsible 
for averaging can be found, has led to various experiments. Several electrical 
stimulation experiments have been done, wherein simultaneous electrical stim­
ulation was applied at two locations in the brain. Robinson (1972) obtained a 
weighted-averaging saccadic response by stimulating two locations in the superior 
colliculus. Fuchs and Robinson (1969) obtained a similar result by stimulating 
two locations in the frontal eye fields. Averaging saccades can also be induced by 
stimulating two different oculomotor areas in the brain simultaneously. Schiller 
(1979) found averaging by stimulating simultaneously in the superior colliculus 
and in the frontal eye fields.
Other experiments, seeking an answer to the question of at which level in the 
brain neural correlates of averaging can be demonstrated, used single unit record-
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mg while the monkey made averaging saccades to visual double targets. Van 
Opstal and Van Gisbergen (1990) and Glimcher and Sparks (1993) have recorded 
the electrical activity of the deeper layers of the superior colliculus while averag­
ing saccades were made. They found that motor-related activity represented the 
average motor error and concluded that visually induced averaging occurs in the 
colliculus or at a more central level in the brain. In other words, it is possible 
that initially, due to visual activity, two mountains of activity related to the two 
retinal targets, are shortly visible on the deeper layers. If this double-peaked pat­
tern then evolves in time to generate one mountain of motor related activity on 
the average location, it could be said that averaging occurs inside the colliculus. 
It is also possible that averaging is performed at higher levels, for instance at the 
level of LIP or FEF.
One interpretation of the experiment of Robinson (1972) is that his experi­
ment induces activity that averages at a postcollicular state. Although perhaps 
less likely, the experiment of Robinson (1972) may also be compatible with intra- 
collicular averaging, assuming that a third mountain on the colliculus develops, 
caused by electrical stimulation of two other sites of the colliculus.
1.4.1 M odels
By now, a variety of models has been proposed which are relevant for our un­
derstanding of saccade averaging. Several models have focussed on the superior 
colliculus, and suggest that averaging is performed at this level. These models 
include the ensemble model of the superior colliculus of Van Opstal and Van Gis­
bergen (1990), wherein two target representations enter the superior colliculus. 
Averaging saccades are then generated as a result of lateral interactions and a 
threshold, resulting in one mountain of collicular activity (intracollicular averag­
ing). Later, Van Opstal and Kappen (1993) and Droulez and Berthoz (1991) have 
made detailed further proposals on how averaging may occur in the colliculus. 
Arai et al. (1994) made a model of fast feedback which incorporated the supe­
rior colliculus. They found averaging as an emergent property. They modelled 
the pathway from the superficial layers of the superior colliculus (containing two 
targets) to the deeper layers of the superior colliculus (containing one average 
target). They assumed that the pathway from superficial to deeper layers is in­
volved in the generation of saccades. This pathway is still under discussion in 
the literature (Moschovakis et al. 1988; Ogasawa et al. 1984).
Kopecz and Schoner (1995) further elaborated the lateral interaction idea in 
an interesting averaging model, which can also produce bistability, but they did 
not specify the physiological basis of their model.
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In the above-mentioned models, precollicular averaging has not been studied. 
In this thesis we considered an alternative: the possibility of precollicular aver­
aging, wherein averaging occurs at a stage before the superior colliculus. This 
previous stage may be embodied in the parietal cortex. The result may then 
be transmitted via the pathway from the posterior parietal cortex to the deeper 
layers of the superior colliculus.
1.5 Neural network simulations
The elaboration of the slow feedback problem in this thesis (see section 1.3.2) 
uses neural network techniques. The present section sketches the general ap­
proach behind the neural network simulation used in the thesis. Neural network 
simulation is a tool to explore how the cell characteristics of the various brain ar­
eas may contribute to the overall signal processing in the total system, related to 
a certain task. A neural network typically consists of many interconnected units. 
Each unit represents a neuron in the brain. Its firing frequency is modeled by a 
scalar representing the level of ’activity’. In this thesis activity is a real number 
between zero and one. At zero, the neuron is at rest, while activity one symbol­
izes maximum firing frequency. This activity is determined through summation 
of all activities of units impinging on the unit under consideration. In this sum­
mation, the activity from each input unit is weighted by a factor that represents 
the strength and sign of the connection. On the receiving unit, the result of this 
summation, called net input, is transformed into activity via a sigmoid, i.e. a 
nonlinear, monotonous function. In this thesis, the units are arranged in layers, 
with only feedforward connections between subsequent layers. Three kinds of 
units (layers) are used: input units, with impose activity representing the input 
pattern at that moment. These units are connected to a layer of hidden units, 
whose activity is determined by the input activities and the weights of the con­
nections. The hidden units in turn are connected to output units, which in their 
activity represent the outcome of the network. The parameters of a network are 
its weights. They determine how the network transforms a given input to an out­
put. Different input patterns are transformed into their corresponding outputs, 
using the same weights of the network. To obtain weights that transform the 
input to the proper output pattern, a number of examples (input/desired output 
combinations) is imposed by a teacher on the input units and the output units 
during a learning phase. The weights are updated according to a learning rule, 
each time that an example is imposed to the network. After each example, the 
weights are updated with a small increment or decrement. After the presentation
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of many examples, the weights finally converge to a stable value with respect to 
the change in weights due to a next example. After the learning stage, weights 
are fixed. In the subsequent test stage, input patterns can be presented to the 
network, which differ from the set of input patterns used in the learning stage, 
in order to see how the network generalizes. In this thesis, to adapt the weights, 
backpropagation was used as learning rule. Backpropagation tries to minimize 
the error between the output provided by the teacher and the network’s output 
in each unit.
1.6 Questions addressed in this thesis
The central theme of this thesis concerns (slow) internal feedback applied in se­
quences of saccades. It will be investigated whether this mechanism may also 
play a role in verge nee components. This will be tested in behavioural exper­
iments. In addition, neural network simulations were performed to develop an 
alternative for the Robinson model by including gain fields and the deeper layers 
of the superior colliculus.
Zee et al. (1992) were the first to propose that nonretinal feedback is used 
in both vergence and saccadic eye movements. They recorded eye movements 
during refixations to single-target steps that required a combined saccade and 
vergence movement. These data led them to a model containing fast internal 
feedback for both vergence and saccade movements. The model can account 
for peak-velocity-amplitude relationships of eye movements. In this thesis, we 
investigate whether slow internal feedback for vergence can be demonstrated in 
behavioural experiments requiring sequences of eye movements. In chapter 2, we 
describe to what extent subjects performing a double step task in direction and 
depth were able to correct for errors in the first movement by adjustment of the 
second movement.
In the introduction, several models of fast internal feedback were described, 
wherein motor error during a saccade was updated on a moment-to-moment ba­
sis. Robinson proposed that efference copy, sampled at the moment of target 
generation, may also be used at higher levels in the brain for target localiza­
tion (slow loop). Several later models (Scudder, Jurgens) concentrated on the 
fast feedback loop, but Goldberg and Bruce reintroduced the slow feedback loop. 
Their aim was to include spatial remapping, which keeps track of desired dis­
placement. This thesis investigates the use of slow internal feedback, at higher 
levels in the brain, performed between saccades, in sequences of saccades. It pro­
poses to incorporate the gain field cells, occurring at higher levels of the brain, in
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Figure 1.7 Combination of slow and fast internal feedback. Slow feed­
back, supposed to occur before the superior colliculus, is active between 
saccades in sequences of saccades. The slow feedback has been inspired 
by the Robinson model. The result of slow feedback computations is fed 
into the saccadic pulse generator under fast feedback control, at the level 
of the brain stem. This figure shows the Jürgens model implementation. 
Slow and fast feedback operate on different moments in time: the first 
one between saccades, the second one during saccades, so that they occur 
sequentially rather than simultaneously. The behavioural experiments 
and the model simulations in this thesis were performed to learn more 
about the slow-feedback loop. Fast feedback will not concern us here. 
Abbreviations: R  = retinal error, E t  =  eye position at the moment of 
target generation, E& =  actual eye position, M  = motor error, repre­
sented in the superior colliculus, v =  eye velocity, A E  = eye position 
relative to the eye position at the beginning of the saccade.
the slow internal feedback system. According to Heide et al., 1995, the posterior 
parietal cortex as higher center in the brain plays a role in the internal feedback 
between saccades. Also gain fields are found in this cortical area. The general 
idea behind the modeling approach described in the thesis, is shown in Figure 1.7. 
This Figure shows a serial connection of a slow and a fast internal feedback. The 
deeper layers of the superior colliculus represent the output of the slow feedback 
and provide input to the fast feedback system.
As we have seen, there is a discussion whether the saccadic system is controlled 
by desired eye position or by desired eye displacement signals. The possibility
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of a craniotopic coding of the saccadic goal originally proposed by Robinson has 
been revived by the finding of gain field cells in the parietal cortex (Andersen 
et al., 1985). In chapter 3, neural network simulations were done to investigate 
how the notion of desired eye position, entailing a target in head input, can 
be reconciled with motor error coding at the level of the topographically coded 
superior colliculus and gain field cells in the parietal cortex.
Chapter 4 deals with coding properties of hidden units in these neural net­
works. It shows how craniocentric and oculocentric target representations can be 
constructed by merging a retinotopically coded visual signal and a recruitment 
coded eye position information. It explains the development of gain field cells.
The neural network model, described in chapter 3, suggested the possibility 
that saccadic averaging may be due to supracollicular mechanism. In chapter 5 it 
is shown that this averaging in the network is related to the coordinate transfor­
mation to target in head coding that occurred before the feedback, possibly used 
in sequences of saccades (assuming that the model is valid). In the network, the 
averaging is related to the vector coding of target in head, resulting in gain field 
cells. Furthermore, chapter 5 describes a way to test the validity of the model by 
electrical stimulation in the brain.

Chapter 2
N onretinal feedback in 
com bined version-vergence eye  
m ovem ents
Abstract
Recently, a quantitative model for the generation of rapid eye movements 
in direction and depth was proposed. In this scheme, the saccadic and 
the vergence system share a common initiation system and are controlled 
by local feedback loops based on efference copy signals. We have used a 
remembered-target double-step paradigm to test the idea that both subsys­
tems are guided by extraretinal signals. The subject was instructed to move 
the binocular point of fixation to the remembered positions indicated by 
a double-step movement of the target, in direction and depth. Since both 
binocular refixations were made in complete darkness, correct execution of 
this task requires information about both the stored visual coordinates of 
the final target and the coordinates of the first movement. Binocular eye 
movements from five subjects were compared with predictions from two feed­
forward models and a feedback model. Analysis of the pooled direction data 
showed that the feedback model performed best and fitted well. Qualita­
tively the same result was obtained in the vergence component, but in this 
case the goodness of fit was considerably less. These results, confirmed in 
each individual subject, show that the saccadic and vergence subsystem can 
use nonretinal information about a prior movement in direction and depth. 
Further analysis showed that the gain of the direction response of the second
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movement was, on average, roughly correct. By contrast, the vergence com­
ponent of these responses was only about 60% of the required amplitude. 
Since the fit procedure gave the same weighting factors to the second target 
and to the first movement, we propose that the low vergence gain reflects 
mechanisms operating after the calculation of the motor error signal, pos­
sibly at the execution stage. Finally, we discuss the possibility of a central 
control stage keeping track of the ongoing movement sequence, based on a 
comparison of desired and current eye position signals.
K.P. Krommenhoek and J.A.M . van Gisbergen. Evidence for nonretinal feedback in combined 
version-vergence eye movements, Exp. Brain Res. 102 95-109, 1994.
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2.1 Introduction
As illustrated by Robinson’s (1975) model of the saccadic system, the fact that 
saccades are too fast to be guided by direct visual feedback does not necessar­
ily imply that they must be ballistic. In his scheme, saccades are controlled by 
the difference (motor error) between a desired eye position signal and an effer- 
ence copy signal coding current eye position. This so-called local feedback model 
has received considerable support from behavioral experiments showing that the 
system can take into account an earlier movement when programming a new 
saccade, even when direct visual feedback has been excluded (Hallett and Light- 
stone, 1976; Gellman and Fletcher, 1992). In these experiments, a new target is 
flashed while the eye is executing a saccade to a previous target. The corrective 
movement, executed in full darkness, is not solely based on the retinal location 
of the new target at the time when it was presented: at least to some degree, it 
also takes into account the eye movement in response to the first stimulus. In 
later variations on this experiment, a new target was flashed during an ongoing 
smooth pursuit eye movement. Under certain conditions (Schlag et a l, 1990; 
Gellman and Fletcher, 1992), but not always (McKenzie and Lisberger, 1986), it 
can be shown that the saccadic system can take into account the smooth pursuit 
movement made after the flash.
Neurophysiological experiments have greatly strengthened the plausibility of 
the general notion of internal feedback by providing information about the po­
sition of the superior colliculus and saccadic burst cells relative to the putative 
feedback loop (Sparks and Porter, 1983; Sparks et al., 1987). A striking illustra­
tion of the capacity of the saccadic system to correct for perturbations without 
the use of vision is provided by collicular electrical stimulation studies (Mays and 
Sparks, 1980; Sparks and Mays, 1983). The electrical stimulus in these experi­
ments is timed to generate a wrong-direction saccade just at the time when the 
animal is about to make a saccade to a remembered target. The experiments 
show that the oculomotor system can correct for this perturbation with a sub­
sequent correction saccade, executed in full darkness, which brings the eyes near 
the target. Programming the correction saccade requires information about the 
perturbation saccade, which could be derived from an efference copy of the motor 
command or from afferent input of the muscle spindles. Guthrie et al. (1983) 
showed that the latter is not essential. After sectioning the ophthalmic branch of 
the trigeminal nerve, which carries information from muscle receptors, the mon­
key was still able to correct for the collicular stimulation perturbation. Guthrie 
and coworkers concluded that the saccadic system relies on internal feedback.
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Most gaze shifts require both saccadic and vergence contributions. Until 
recently, these oculomotor subsystems were regarded as quite distinct and inde­
pendent. Studies of refixations in direction and depth, elicited by step changes 
in target position (Erkelens et al., 1989; Maxwell and King, 1992 and Zee et al., 
1992), have modified this picture. One consistent finding, indicating a nonlinear 
interaction between the two subsystems, is that vergence movements can be quite 
fast when executed together with a saccadic movement. To explain their data, 
Zee et al. (1992) proposed a model in which saccadic and vergence pulse gen­
erators with nonlinear characteristics are under the control of a common pause 
cell initiation system and separate local feedback loops. They found that a fixed 
nonlinearity in the vergence pulse generator can account quite reasonably for the 
relation between peak vergence velocity and vergence amplitude.
So far, direct neurophysiological evidence supporting the feedback idea in the 
vergence system is not available; nor have there been any systematic attempts 
to test this notion in behavioral experiments. In the present paper, we investi­
gate the possibility of nonretinal feedback in the control of vergence by studying 
double-step responses in direction and depth to briefly flashed stimuli. Prelimi­
nary results have been reported in Van Gisbergen and Krommenhoek (1994). Our 
subjects were asked to make two subsequent movements of the bifoveal fixation 
point in the dark to retrace the path in direction and depth that was indicated 
by two light-emitted diodes (LEDs), which flashed after the fixation point was 
extinguished. The main question to be answered is whether the system, in exe­
cuting the second movement, can appropriately take into account the metrics of 
the first movement. To test to what extent this is the case, we explored three 
different models for how these movements might be controlled. These will now 
be briefly discussed.
2.1.1 M odels
Subjects were asked to make two subsequent movements of the bifoveal fixation 
point in the dark to retrace the path in direction and depth indicated by two LEDs 
that were lit briefly after the fixation point was extinguished. Three models were 
tested on their ability to predict the amplitude and size of the second movement, 
both of the direction and of the vergence component. Two of these models are 
based on preprogrammed control and will be denoted as the target vector model 
and the target difference vector model, respectively. The third model, inspired by 
the 1992 model of Zee et al. is denoted as the feedback model. The basic ideas 
are illustrated schematically in Fig. 2.1, which shows that the various models 
yield quite different predictions on the metric of the second movement in the
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double-step paradigm. For details on how the various parameters were extracted 
from the data, we refer to the Methods section.
M odel 1: Target vector model. According to this simple model, the sec­
ond movement (M 2 ) is based exclusively on the biretinal coordinates (direction, 
target vergence) of the second target (T2 ) in the fixation period preceding the 
first movement (In the three models, a  denotes a diagonal matrix and c denoted 
a vector):
-IW2 — 0.T2 “I- c (^’1)
In its most simple form, the model predicts that slope a  in Eqn. (1) equals 
one and that intercept c is zero. In that case, task performance would be poor 
(Fig. 2.1A). Proper execution of the double-step tracking task requires that the 
first movement (M i ) should be taken into account, along with T2 , in program­
ming the second movement (see below).
M odel 2: Target difference vector model. The basic proposal here is that 
the brain bases the second movement on the difference vector between the bireti­
nal representations of the two targets (T\ and T2 , respectively), disregarding 
the first movement:
=  cl(T2 — T \  ) -(- c (2-2)
This strategy ensures better performance than the target vector model, but any 
error in the first movement ( M i ^  T\ ) will propagate into the execution of the 
second movement.
M odel 3: Feedback model. The feedback model solves the problem that, after 
the first movement, T2 is no longer appropriate for guiding the eyes to the final 
target. The underlying idea is that current motor error is obtained by combining 
T2 and M i  according to:
M 2 =  o(T2 -  M i ) +  c (2.3)
This system will operate perfectly, independent of whether the first movement 
was correct, provided slope a is one and intercept c is zero. The predictions of 
the feedback and the target difference vector model are indistinguishable when 
the first movement is accurate. However, the execution of the first movement in 
our data showed considerable variability, so that it became possible to distinguish 
between these two models.
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Figure  2.1 Models tested in this study. (Continuation of caption on 
next page).
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(Figure 2.1 on previous page). The three models have different predic­
tions for the second movement, illustrated by an example where the first 
movement was not precisely directed at the first target (1). Note that 
only the feedback model can correct the second movement, to the final 
target (2), for an error in the first movement. (Ti =  first target posi­
tion; T2 = second target position; M i =first movement; M 2 =second 
movement; F=fixation position during target presentation.)
2.2 M aterials and m ethods
Eye movement recording
Movements from both eyes were recorded with the search coil technique in two 
perpendicular alternating magnetic fields (Collewijn et a l, 1975). The coil signals 
were amplified, demodulated in PAR 128A lock-in amplifiers, low-pass filtered 
with a fourth-order Bessel filter (-3 dB at 150 Hz), and then sampled at a rate of 
500 Hz in each channel, with 12-bit resolution. The data were stored on disk on 
a SUN-3/140 workstation and analyzed off line. The coil signal was calibrated 
separately in each eye by covering the other eye and requiring the subject to fixate 
five horizontal and five vertical LEDs from the straight-ahead direction for that 
eye on a frontoparallel plane placed at 125 cm from the subject. Each fixation was 
performed and measured twice. The resulting raw data were subjected to a linear 
regression fit to calibrate these signals. Since we were interested in the movement 
of the binocular point of fixation, we computed its horizontal (a) and vertical 
(f3) direction (the angular position of the cyclopean eye) by taking the mean of 
the corresponding values in the left and right eye. The horizontal vergence angle 
(7 ) was defined as the difference between the left horizontal (qj) and the right 
horizontal signal (a r ) according to: 7  =  ati — a r .
Experiments were carried out in five healthy male subjects (aged between 
22 and 30 years) without any known neurological or oculomotor disorders. The 
head was stabilized in a comfortable upright position with a chin rest and a strap 
around the forehead. After the calibration experiment, vision was binocular in 
the remaining part of the session. Sessions lasted up to about 45 min, and during 
the experiments subjects were encouraged to fixate accurately and to refrain from 
premature responses. Three subjects, who needed optical correction for good vi­
sion, wore their contact lenses during the experiment. Two subjects (PH and 
BW) were not familiar with the purpose of this study.
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Figure 2.2 Stimulus array used in the double step paradigm. A. LEDs 
were mounted at the crossing junctions of five iso-target vergence circles 
with five equidirection lines Four additional LEDs were mounted at di­
rections 5 and 10 deg, at both the far and the near LED circle (see text). 
B. Example of a double-step stimulus. In both panels, the two circles on 
the horizontal axis denote the positions of the two eyes.
Horizontal LED array
After the calibration experiment, a board containing 29 LEDs was mounted hor­
izontally in front of the subject, just below the nose, so that his eyes were at 
approximately 5 cm above the LED array (see Fig. 2.2A). Twenty-five of these 
LEDs were mounted at the crossing junctions of five ’isotarget vergence’ curves 
of 5, 10, 15, 20, and 25 deg with five ’equidirection’ lines of equal version at hor­
izontal directions of 0 deg (straight ahead), 15 and 30 deg, both left and right. 
Additional LEDs were mounted at directions 5 and 10 deg on the left, at both the 
far and the near LED curve (see Fig. 2.2A). To ensure good performance in the 
direction/depth tracking task, our set-up allowed subjects to use any of the vari­
ous depth cues available (disparity, blur, luminance and angular size differences).
Binocular fixation control experiment
As a control, we asked the subject to fixate each of the 25 LEDs in the regular 
grid when it lit up for 4 s. Data from such a control experiment are shown in 
Fig. 2.3A. For comparison, Fig. 2.3B shows the expected direction and vergence 
signals, computed from the position of the LED array, relative to the cyclopean
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H O R IZ O N T A L  D IR E C T IO N  (deg)
Figure 2.3 Stimulus locations and fixation positions in oculomotor co­
ordinates. A. Actual fixation positions of subject AM when looking at 
25 different LEDs on the array shown in Fig. 2.2A. B. Expected oculo­
motor signals, expressed in vergence angle (y-axis) and direction angle 
(x-axis). C. The eight different first stimulus steps used in the various 
stimulus sequences. D. The eleven different second stimulus steps used 
in each stimulus sequence.
eye and the interocular distance of this subject. In general, the correspondence 
is reasonable, but not precise. Therefore, in the analysis of later experiments 
we used the actual binocular eye positions recorded in this control experiment, 
rather than the predicted signals, to judge how close the eyes were to the target.
Double-step experim ents in direction and depth
In the double-step paradigm, subjects were instructed to move their binocular 
fixation point to the fixation LED when it lit up (for 800-1200 msec) and to 
retrace the path of the fixation point indicated by two other LEDs that lit up 
briefly subsequently (one after the other). They were asked to make the first
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Figure 2.4 Timing of double-step targets. Data acquisition (Data) 
occurred during 4 sec and started 50 ms before the fixation LED (FIX) 
went off. After the fixation LED went off, the first target LED (LED1) 
went on immediately for 100 ms. Between the offset of the first target 
LED and the onset of the second target LED there was a gap of 100 
ms. The second target LED (LED2) also had a duration of 100 ms. The 
subject was instructed to fixate at FIX until LED2 offset.
movement all the way toward the remembered location of the first LED (LED1) 
as soon as all stimuli were off and then, after a brief fixation, to execute the 
movement to the final target (LED2). All eye movement data, from a time of 
50 msec before fixation LED offset until 4 sec later, were stored in the data- 
acquisition computer. The timing of the LED stimuli is shown in Fig. 2.4.
An example of the LEDs used in one trial is shown in Fig. 2.2B. Here, the 
first stimulus step asks for a refixation with a convergence response and a zero 
deg direction component. The second stimulus step in this example requires a 
divergence component and a direction response to the left. The first stimulus 
step (see Fig. 2.3C) was always directed at the same LED in the center of the 
LED array (target vergence 15 deg; direction 0 deg relative to straight ahead) but 
the initial fixation point was varied, in different sequences, both in depth (either
5 or 25 deg target vergence) and in direction (requiring either a 0, 5, 10 or 15 
deg rightward movement). Thus, in a particular stimulus sequence, which had
11 trials, the first step was always the same: it required a 1 0  deg convergence or
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divergence movement and a direction response between 0 and 15 deg, depending 
on the sequence. By contrast, the position of LED2, signaling the second step, 
was different in each trial and was equally distributed over the remaining LEDs, 
both in direction and in depth (see Fig. 2.3D). The same set of LED2 positions 
was used in all sequences in a pseudo random order in the 11 trials. Typically, 
each subject received a total of eight stimulus sequences. To avoid training effects, 
subjects never received visual feedback about their performance: all movements 
were executed in complete darkness. In the course of the experiments, after 
subjects AM and MF had remarked that the LED stimuli created afterimages 
that seemed to make the task more difficult, it was decided to use a lower intensity 
level for the three remaining subjects.
2.2.1 A ccep tan ce o f trials
Our experimental paradigm and the instructions to the subjects aimed to ensure 
that both the first and the second movement would be executed after all light 
stimuli had been extinguished. Although the instruction to delay movements 
until all stimuli had been presented was emphasized throughout the experiment, 
the results show that it was nevertheless repeatedly violated. In these premature 
responses, the first movement began before LED2 offset and often as early as 
immediately after fixation point offset. The premature responses showed two dif­
ferent patterns that were treated differently in the data analysis. In the first type 
of premature response, which occurred in 55 out of 429 trials, both the direction 
response and the vergence response began before the final LED was off. Since 
target presentation during the saccadic direction response may conceivably have 
negative consequences for the precision of target localization, because of impaired 
vision, we ignored these trials. The second type of response violating the timing 
specified by the instruction was quite common in trials requiring initial fixation 
at one of the near LEDs. In this mode of response, the vergence response starts 
prematurely, but the direction response does not. Typical examples of such a 
response are shown in Figs. 2.5C,D. Since these premature vergence responses 
are quite slow, there is less reason to suspect that they will have interfered signif­
icantly with target localization. Therefore, we saw no need to discard responses 
of this type. Typically, in these trials, a considerable part of the first movement 
occurred after the final target was switched off. This situation is very similar to 
that in several earlier experiments reported in the literature (Hallett and Light- 
stone, 1976; McKenzie and Lisberger, 1986; Schlag et a l, 1990; Gellman and 
Fletcher, 1992). In all these studies, the final target is presented in the course of 
an ongoing, visually guided movement to an earlier target. The first movement
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continues for a while after the new target has disappeared, and the question is 
to what extent this final phase of the first movement is taken into account in 
executing the second movement to the final target.
2.2 .2  D eterm in ation  o f exp erim en ta l param eters
The second movement of the double-step response was compared with the predic­
tions of the three models, explained earlier, using the SPSS statistical software 
package. The experimental parameters used in the analyses of the three models 
were defined as described below.
First and second movement
The first movement (Mi  ), which occurred after the second target (LED2) was 
switched off, was taken as the change in the binocular point of fixation toward 
the first target (LED1; see Fig. 2.5); any movement before that time was ignored. 
The endpoint of M i  was taken as the position of the bifoveal fixation point at the 
time when the direction response to LED2 started. Since the direction response 
was saccadic, the latter point could be determined without difficulty. It should be 
noted that, in the absence of a premature response (see above), M i  was simply 
the entire movement toward the first target, so that our definition applies to all 
accepted trials. This definition of M i  assumes that the starting point of M 2 is 
also the endpoint of M i  . This means that any change in binocular eye position 
after the final saccade to the first target was assigned to M i  . Inspection of 
the data shows that, typically, the small changes in the binocular fixation point 
between the offset of the final saccade to LED1 and the onset of the first saccade 
to LED2 can be considered as the final phase of M i  , so that our criterion was 
reasonable. The fact that the pre- and postsaccadic vergence segments assigned 
to M i  (see next paragraph) had the same negative correlation with the vergence 
component of M 2 (see below) supports this.
The endpoint of the second movement (M 2 ) was defined as the bifoveal fixation 
point at the end of the trial when the subject was fixating the presumed position 
of the previously presented final target. In cases where the subject broke fixation 
earlier, by making a return movement to the point where the fixation point would 
appear again in the next trial, we took the fixation position just before the return 
saccade began.
Distinction between fast and slow movement segments
To characterize the nature of the first and second vergence movement, we have
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made a distinction into intra- and extrasaccadic movement segments. These fur­
ther distinctions allowed us to explore to what extent faster and slower parts of 
M i have equal access to the putative internal feedback loop proposed by the 
feedback model.
Presaccadic segm ent. The presaccadic segment ( M f re ) was defined as the 
part of the movement that occurred between the offset of LED2 and the onset 
of the first saccade in the direction response. Thus, in M i  , the presaccadic 
segment includes the slow vergence movement toward the first target, which was 
observed in several trials before the first saccadic direction response began (see 
Figs. 2.5C,D). This segment may also contain a slow drift signal in the direction 
signal, but this contribution to the direction component of M i  was on average 
very small (see below). It should be noticed that M 2 has no presaccadic segment, 
because its onset was defined to coincide with the onset of its first saccade.
Saccadic segm ent. The saccadic segment (M f ac , M '|ac ) was defined as the 
segment in each movement of the double-step response (Mi  and M 2 , respec­
tively) that occurred between the onset of its first saccade and the offset of the 
final correction saccade in the same direction. The vergence component of this 
segment contains the fast vergence movements during these saccades as well as 
the movement in the short intersaccadic intervals that intervened between them. 
The direction component of this segment, again in both movements, was almost 
entirely saccadic, since slow drifts in the intersaccadic intervals were mostly negli­
gible. In trials where there was no or only a small horizontal direction component 
in the first movement, the vertical component was used to detect onset and offset. 
The vertical component is a consequence of the fact that the subject looked down 
upon the LED array; when moving gaze from a far to a near LED this led to a 
further lowering of the line of sight.
Postsaccadic segm ent. The postsaccadic segment (M f ost , M ^03* ) was de­
fined as the part of the movement (in M i  and M 2 , respectively) that occurred 
between the end of the saccadic direction response and the end of the movement. 
It contains postsaccadic changes in vergence as well as postsaccadic slow drifts 
in the direction signal.
Target location parameters
Parameter Ti was the vectorial difference between the binocular fixation point at 
the time of LED1 offset and the binocular eye position when LED1 was fixated 
in the control trial (see examples in Fig. 2.5). Similarly, T2 was taken as the
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vectorial difference between the binocular fixation position at the time of LED2 
offset and the fixation position of LED2 recorded in the control experiment.
2.3 Results
2.3.1 Task perform ance
While it is well established that the saccadic system can respond adequately to 
remembered target stimuli, much less is known about the vergence response to 
such stimuli. We found that all subjects were quite able to make binocular re­
fixations with a clear vergence component in the double-step paradigm, which 
often required both direction and vergence responses (see Fig. 2.5). In the quan­
titative analysis presented below we determined the accuracy of these responses. 
To do this, it was essential to identify the responses to the first and the second 
step. This was done by studying the horizontal and vertical components of the 
direction response as well as the vergence response (see Materials and Methods).
A useful way to portray the responses to the double-step stimuli is to plot the 
direction and vergence responses, both as a function of time and as a function of 
each other in a direction-vergence plot (see Fig. 2.5). These figures also show the 
expected endpoints of the first and second movement if the task would be per­
formed perfectly. To give an impression of the various types of response elicited 
in different trials, Fig. 2.5 shows examples where the first step requires a conver­
gence movement (Fig. 2.5A,B) and two trials where the first movement changed 
fixation from a near to a far point (Fig. 2.5C,D). As can be seen, the vergence 
response in the latter condition clearly started before the direction component in 
the two trials. In Fig. 2.5C, the vergence response started even before LED2 was 
switched off, at the time of the first vertical line. For reasons explained above, 
this type of premature response was retained in the data pool for further analysis. 
Figure 2.5 shows trials where the second movement had a vergence component 
in the same (Fig. 2.5B,D) or in the opposite direction (Fig. 2.5A,C) as the first 
movement. The vertical lines indicate time marks delimiting the various segments 
defined above (see legend for further details). It shows that the endpoints of the 
first and second movement were not precisely on target. An analysis of these 
errors will be the subject of a statistical analysis to discriminate among the three 
models outlined above.
To give an impression of the range of variability in the first movement, we 
have plotted the first movement against the required response, both for direction
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Figure 2.5 Four examples of double-step responses. (Continuation of 
caption on next page).
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(Figure 2.5 on previous page). In each example (A-D) time course of 
horizontal (H) and vertical (V) direction of conjugate gaze and horizontal 
vergence are shown on the left. The six vertical lines in the left-hand 
panels mark the following events (going from left to right): (1): offset 
LED2; (2): onset of saccadic portion in M t ; (3): offset of saccadic 
portion in M i ; (4): onset of saccadic portion in M 2 ; (5): offset of 
saccadic portion in M 2 ; (6): offset of trial response. Horizontal vergence 
is plotted against horizontal direction on the right. Direction of first-step 
response is indicated by an arrow. The segments between 2-3 and 4-5 
are combined saccadic-vergence segments. M f re =2-1; M |“c =3-2; 
M f ost =4-3; M ^ac =5-4; M%°st =6-5. Circles in right-hand panels 
indicate events 2-6. Plus symbols denote fixation positions for the two 
targets in control experiment. Further explanation in text.
and vergence (Fig. 2.6). The mean gain of the first movement, defined as the ratio 
of the size of the movement and the retinal coordinates of the first target, was 
1.29 for the direction component and 0.97 for the vergence component. However, 
the gain of the first response varied widely from trial to trial, thereby providing 
ample material to compare models 2 and 3. The precision of the final bifoveal 
fixation, reached at the end of the second movement, can be estimated from 
Fig. 2.7A,B. In Fig. 2.7A we compare the direction of the bifoveal fixation point in 
all remembered-target double-step trials with the corresponding fixations during 
the control experiment in the light (see Materials and Methods). On average, the 
direction of the final target and the direction of binocular gaze at the end of the 
trial corresponded within about 10%. For the vergence component (Fig. 2.7B), 
this relation was less tight but still highly significant. We found no correlation 
between errors in vergence and direction in the second movement (Fig. 2.7C). 
In conclusion, these data show that, although subjects made considerable errors, 
their final binocular fixations had a clear relation with the location of the final 
target.
The latency of the saccadic part in the first movement with respect to the 
offset of the LED2 has a bimodal distribution. The first mode consists mainly of 
responses to double-steps with no horizontal direction component in the first step 
(mean latency 0.78 ±  0.24 s). Responses with a horizontal direction component 
in the first step had a longer latency (mean 1.05 ±  0.24 s). The mean latency of 
the second movement, measured with respect to the offset of LED2 was 1.59 ±  
0.32 s. The interval between the final saccade in M i and the onset of M 2 was
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Figure 2.6 Accuracy of first movement. A. Plot of actual direction 
component in first movement against biretinal direction of LED 1 in cor­
responding trial. Positive numbers denote rightward directions. B. Plot 
of actual vergence component in first movement against target vergence 
of LED 1 in the corresponding trial. Positive numbers denote convergent 
responses.
0.69 ±  0.25 s on average.
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D E S IR E D  D IR E C T IO N  E N D  P O IN T  M 2 (deg)
D E S IR E D  V E R G E N C E  E N D P O IN T  M 2 (deg)
V E R G E N C E  E R R O R  IN M 2 (deg)
Figure 2.7 Overall accuracy of double-step response. (Continuation of 
caption on next page).
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(Figure 2.7 on previous page). The three graphs document the precision 
of the final bifoveal fixation, reached at the end of the second move­
ment. A. Direction of the bifoveal fixation point in all remembered-target 
double-step trials plotted against the corresponding fixations during the 
control experiment in the light (see Methods). The correlation is very 
good ( r2 =  0.966) and was fitted by a straight line with a slope of 
1.09 (95% confidence limits: 1.07;1.11). B. Same comparison for ver­
gence component. Here, the best-fit line had a slope of 0.56 (95% confi­
dence limits 0.50;0.63) and an intercept of 3.94 (95% confidence limits: 
3.03;4.84); r 2 =  0.441. Note that, when target vergence was beyond 5 
deg, the actual vergence response was, in general, too small. C. Plot of 
direction error against vergence error in second movement.
Relative contribution o f various movement segm ents
In the Materials and Methods section we have distinguished presaccadic, saccadic 
and postsaccadic contributions to the responses elicited by the double steps. The 
contribution of these segments, expressed as a percentage, gives some idea about 
their relative importance in the vergence and the direction components of these 
responses (see Table 1). The direction response was almost purely saccadic in 
the first movement. Following the saccade in the second movement, postsaccadic 
drift back to the mid line caused a sizeable opposite contribution. Typically, a 
considerable proportion of the vergence response in both the first and the second 
movement was executed simultaneously with the saccadic response (which may 
include several corrective saccades) in a combined movement, which moved the bi­
foveal fixation point rapidly in direction and depth. Intrasaccadic vergence in the 
pooled data amounted to 61% in the first movement and to 81% in the second, on 
average. The relative amount of intrasaccadic vergence was variable from trial to 
trial. Table 1 shows that all three segments contributed to the vergence response 
to the first target. Note that also the second movement had a postsaccadic ver­
gence contribution. A similar analysis for the direction component showed that 
it was mainly saccadic in the two movements. The postsaccadic contribution, 
most noticeable in the second movement, was negative due to post saccadic drift 
toward the straight-ahead direction. These data are based on averages and can, 
therefore, only give a rough indication. A segment which contributes little on 
average, may actually be quite large in a particular trial. That the relative con­
tribution of the three segmen ts is by no means stereotyped can be concluded 
from the fact that the pre- and postsaccadic contributions in the first movement
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component subject M f re M f QC M P O S t M *ac M f ost
Direction RD 1 107 -7 113 -13
PH 7 90 3 104 -4
BW 5 90 5 105 -5
MF 1 106 -7 117 -17
AM 0 99 1 103 -3
pooled 3 98 -1 108 -8
Vergence RD 9 64 27 79 21
PH 30 57 13 82 18
BW 16 65 19 76 24
MF 17 63 20 81 19
AM 11 45 44 91 9
pooled 18 61 21 81 19
Table 2.1
Contribution of fast and slow movement segments to first and second step 
responses. Numbers denote percentage contribution of various move­
ment segments ( M f re , M™0 , M f ost ) to the first movement and 
to the second movement (M ^ac , M%ost ). To obtain them, the di­
rection signal and the vergence signal were subjected separately to a 
linear regression of, e.g., M f re =  a .M \ . The percentage in the table 
equals 100a, for the pooled data and for each subject (RD, PH, BW, 
MF and AM). Negative numbers denote contributions opposite to the 
total movement. The data for M%ost have limited reliability since the 
correlation in the fit was sometimes quite low (r2 <  0.2). In subject 
RD the first step always had a zero horizontal component. In this case, 
the vertical direction component was taken to detect the segments of the 
first movement.
show hardly any correlation. In addition, intersubject differences can also be 
observed (see Table 1). Note that also the second movement had a postsaccadic 
vergence contribution. A similar analysis for the direction component showed 
that it was mainly saccadic in the two movements. The postsaccadic contribu­
tion, most noticeable in the second movement, was negative due to post saccadic 
drift toward the straight-ahead direction. These data are based on averages and 
can, therefore, only give a rough indication. A segment which contributes little 
on average, may actually be quite large in a particular trial. That the relative 
contribution of the three segmen ts is by no means stereotyped can be concluded
2.3 Results 43
from the fact that the pre- and postsaccadic contributions in the first movement 
show hardly any correlation. In addition, intersubject differences can also be 
observed (see Table 1).
Statistical analysis o f model performance
To test the three models outlined in the Introduction, the pooled data from all 
subjects and all trials were subjected to a linear regression analysis. The analysis 
was performed separately for the vergence and the direction component of the 
second movement. Accordingly, unlike the formulation in the Introduction, we 
allowed the coefficients to be different for direction and vergence. For each set of 
data we determined whether it could be described best as a function of the target 
vector coordinates of the second target (model 1 ), as a function of the vector 
from the first to the second visual target (model 2 ), or whether motor error after 
the first movement is a better predictor (model 3). In these analyses, the first 
movement (M i ) was taken as the sum of all three segments distinguished in 
the Materials and methods section. Similarly, the second movement (M 2 ) was 
the sum of intra- and postsaccadic contributions. The results of the regression 
analysis for the vergence and direction component are shown in Fig. 2.8.
Figure 2.8A shows a poor correspondence between predicted and actual ver­
gence component in the second movement, the target vector model performed 
badly; in fact the relation is not statistically significant (Table 2). By contrast, 
although the fit is still far from perfect, the feedback model did much better 
(Fig. 2.8C). It should be noticed that the slope of the relation is smaller than 
expected: we found a slope of only 0.55 instead of the unity value predicted by 
the model. Furthermore, constant c in Eqn. 3 was not zero but had a value of 
-2.15 degrees on average (Table 3), which may reflect drift to the dark vergence 
position. The target difference vector model (model 2) clearly performed better 
than the target vector model, but the fit is still poor and cannot rival the per­
formance of the feedback model (Fig. 2.8B). Leaving out constant c in Eqs. 1-3 
still yielded the same rank order in model performance.
For direction, the picture emerging from a similar analysis showed the same 
rank order of performance among the three models (Fig. 2.8D-F, Table 3). Again 
the target vector model gave the poorest fit, the target difference vector model 
was better, and the feedback model was best based on the r 2 criterion. A striking 
quantitative difference with the vergence results is that all three models performed 
considerably better in direction (higher r 2 values). Furthermore, the slope of the 
relation in all models was now close to 1.0 (Table 3).
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PREDICTED SECOND MOVEMENT (deg)
Figure 2.8 Actual direction and vergence component of the second 
movement compared with model predictions. Predicted second move­
ment was defined as in Eqs. (1-3). A: vergence, model 1; B: vergence, 
model 2; C: vergence, model 3; D: direction, model 1; E: direction, model 
2; F : direction, model 3. Notice that model 3 gives the best fit.






component model RD PH BW MF AM pooled data
Direction 1 0.944 0.912 0.952 0.830 0.851 0.865
2 0.944 0.954 0.966 0.926 0.935 0.934
3 0.981 0.973 0.977 0.967 0.965 0.962
Vergence 1 0.004 (n.s.) 0.009 (n.s.) 0.028 (n.s.) 0.176 0.478 0.04 5
2 0.414 0.388 0.392 0.244 0.227 0.313
3 0.798 0.586 0.538 0.456 0.667 0.575
Table 2.2
Model performance expressed by r 2 values. Goodness of fit obtained in 
application of equations 1, 2 and 3. r 2 values are shown separately for 
vergence and direction data, both for each subject and for the pooled 
data. Note that the feedback model (3) yields consistently higher r 2 
values than model 2 in all subjects and in the pooled data. Overall, 
model 1 has the poorest performance. We tested in which cases the 
performance of model 3 was significantly better than the next best model 
(Ferguson, 1971). The difference was highly significant (P<0.001) for 
both the pooled vergence and the pooled direction data. For the data of 
individual subjects, the significance level was at least P<0.05. (n.s. = 
not significant).
We repeated the same vergence and direction analyses in each subject and 
found qualitatively similar results as in the pooled data (Tables 2,3). In the 
pooled data, trials requiring convergence or divergence in the first step were 
present in about equal numbers. Since it is difficult to hold a convergent position 
in the dark, especially when the subject becomes fatigued, we often saw premature 
responses when the trial started with a near fixation. As shown in Table 3, the 
best-fit parameters typically include a negative bias term, indicating that the 
second movement contains a default divergent contribution. With this in mind, 
we examined the performance of the feedback model separately for two subsets 
of data subdivided depending on whether the first movement was convergent or 
divergent. The goodness of fit in the feedback model was less in the pool of 
trials where the first movement was divergent than when the first movement was 
convergent (see Table 3). Still, in both cases, the feedback model did better than 
any of the two other models.
The goodness of fit for the vergence component provided by the feedback 
model also depended on the sign of the vergence component in the second move-
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component subject slope interval slop6 constant interval constant n
Direction RD 0.92 < 0.88 0.95 > 0.84 <  0.11 1.56 > 59
PH 1.09 < 1.05 1.13 > 0.10 (n s.) 87
BW 1.03 < 0.99 1.06 > -1.25 < -1 .9 5 -0 .5 6 > 84
MF 1.14 < 1.10 1.19 > 0.90 (n s.) 85
AM 1.22 < 1.16 1.28 > 1.62 (n s.) 59
pooled data 1.09 < 1.06 1.11 > -0.10 (n s.) 374
Vergence RD 0.85 < 0.74 0.96 > 1.62 <  0.43 2.81 > 59
PH 0.60 < 0.49 0.71 > -2.57 < -3 .2 1 -1 .9 3 > 87
BW 0.51 < 0.41 0.61 > -1.65 < -2 .2 0 -1 .1 0 > 84
MF 0.53 < 0.41 0.66 > -2.62 < -3 .3 7 -1 .8 7 > 85
AM 0.46 < 0.37 0.54 > -3.18 < -3 .8 1 -2 .5 4 > 59
pooled data 0.55 < 0.50 0.60 > -2.15 < -2 .4 9 -1 .8 2 > 374
1st step div 0.46 < 0.38; 0.55 > -1.71 < -2 .1 9 -1 .2 3 > 158
1st step con 0.58 < 0.52; 0.64 > -2.42 < -2 .8 9 -1 .9 6 > 216
2nd step div 0.69 < 0.61; 0.78 > -1.03 < -1 .6 7 -0 .4 0 > 207
2nd step con 0.45 < 0.31; 0.59 > -2.74 < -3 .4 9 -1 .9 9 > 138
Table 2.3
Best-fit parameter values obtained for model 3. Results of statistical 
analysis inspired by model 3 for each subject and for the pooled data, 
both for vergence and for direction. Slope denotes value of coefficient 
a; constant denotes intercept c in Eqn. (3). Interval denotes 95% con­
fidence limits for each parameter, and n denotes number of trials used 
in the analysis. Note that the best-fit slope value is close to 1.0 for di­
rection but consistently smaller for the vergence component. Note also 
that constant typically has a negative value in the fit results of the ver­
gence component. The lower portion of the vergence Table shows best-fit 
results from subsections of the pooled data. These were distinguished 
depending on whether the first or second step were convergent (con) 
or divergent (div). (n.s. =  not significant; con = convergent; div = 
divergent.)
ment. Again, of all models tested, the feedback model consistently showed the 
best performance, when the second step required a divergent movement. In this 
case we found that coefficient a  was closer to 1 .0 , which indicates that a second 
divergent movement is easier to perform than a second convergent movement. As
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for trials with a convergent second movement, model 3 performed best only if one 
particular type of trial was left out of consideration (Table 3). In this exceptional 
trial, where LED2 had a target vergence of 25 deg (direction 0 deg), subjects 
showed poor performance.
We conclude that it is fair to say that the feedback model provides the best 
description of our data. When tested for each of the 11 trials types tested, the 
feedback model performed best in 10 trials. For this reason, further analyses will 
be inspired by this model. One of the points that will concern us is an exploration 
of why the vergence component of the second movement is consistently too small.
2.3 .2  A nalysis o f  a th ree-param eter version  o f  th e  feedback m od el
The previous analysis has shown that the vergence component of the second move­
ment was consistently too small (Table 3). According to the feedback model (see 
Eqn. 3) we should have found a slope of 1, but the actual result (on average) was 
only 0.55. One possible interpretation of this result is that the system computes 
motor error by first subtracting M i  from T2 , but executes only part of the 
required vergence movement (equivalent to a common scaling of both variables). 
Another possibility is that, for some reason, M i  and T2 are scaled by different 
factors. To test this, we used a three-parameter version of the feedback model 
(in which a, b denoted diagonal matrices and c denoted a vector):
JVi2 — CL.T2 “I- b.iVij -|- c (2.4)
If this model would yield clearly different best-fit parameters a  and b (apart from 
sign), common scaling should be rejected. The results were quite clear: using 
the three-parameter model did not result in a substantial improvement in the 
goodness of fit. In the pooled data, r 2 increased only from 0.575 (the value found 
with equation 3) to 0.583. Inspection of the best-fit coefficients explains why: 
since we found o=0.53 and 6  =  -0.58, the optimal values are nearly equal (ignoring 
signs) and very similar to the slope we found earlier with the two-parameter model 
(eq. 3). The 95% confidence limits for a  (0.48;0.58) and b (-0.63;-0.52) further 
substantiate this. When testing the three-parameter model (eq. 4) in separate 
subjects, we found that the best-fit values of a  and 6  covered an appreciable 
range across subjects. Interestingly, in each individual they were nearly identical 
(Fig. 2.9). These results suggest that the low vergence gain in M 2 may reflect a 
common scaling of the two signals underlying its computation, thereby providing 
a post hoc justification for Eqn. 3 in our previous analyses. Whether such a 
common scaling is applied before or after the motor error computation cannot be
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a
Figure 2.9 Plot showing that coefficients a and b in equation (4) have 
roughly equal absolute values. Minus b is plotted against a for each 
subject (r2 =0.993, slope=1.08, intercept=0.89; significant at P<0.001 
level).
determined. However, since a  and b were found to be smaller in trials requiring 
a convergent second movement, we tend to believe that the scaling may reflect 
factors after the computation of motor error, possibly at the stage of movement 
execution.
2.3 .3  A ccess o f  fast- and slow -m ovem ent segm en ts to  nonretinal 
feedback
In the analyses so far, the first movement was taken as the sum of all three seg­
ments contributing to M i that were distinguished in the Materials and methods 
section. It is not a priori obvious that these segments have equal access to the 
hypothetical extraretinal feedback loop. For example, vergence responses may 
consist of a presaccadic, a saccadic and a postsaccadic contribution (see Fig. 2.5). 
The same applies to the fast and slow changes in direction that constitute the 
total direction component of the first movement.
To investigate this problem, a multiple regression analysis inspired by the 
feedback model (Eqn. 3) was again performed, but now M i contained only the 
saccadic segment of the first movement. In this case, the fit was significantly less 
good than when the M i term represented the sum of all three segment contri-
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component coefficient value interval
direction a 1.09 <1.07; 1.11 >
b -1.05 <-1.11; -0.98>
c -1.40 <-1.83; -0.97 >
d -0.31 (n.s.)
vergence a 0.50 <0.45; 0.55 >
b -0.73 <-0.80; -0.65>
c -0.31 <-0.42; -0.19 >
d -1.73 <-2.08; -1.37>
Table 2.4
Access of slow and fast M t segments to non-retinal feedback. Pooled 
data fitted with Eqn. (5). Goodness of fit for vergence: r 2=0.610; for di­
rection: r 2=0.963. Coefficients b and c have a significant negative value, 
indicating that fast- and slow-movement segments contribute to the pu­
tative feedback signal. Note that the 95 % confidence limits are entirely 
in the negative range. Evaluation of these results requires a discussion 
of the possibility that these parameter estimates have been degraded by 
collinearity, which occurs when there is a high linear correlation among 
individual variables. An indication that collinearity is not really a prob­
lem here comes from an analysis of eigenvalues computed from the data 
matrix. The ratio of the largest and the smallest eigenvalue for vergence 
was 9.16 (largest condition index 3.03) and for direction 6.38 (largest 
condition index 2.53), which, in both cases, is indicative of only weak 
dependencies (Belsley et al., 1980).
butions. The deterioration in the goodness of fit for the pooled data was very 
modest but still significant (P<0.05) for direction (r 2 =0.958 instead of 0.962) 
and very clear (P<0.001) for vergence (r 2 =  0.382 instead of 0.575). When tested 
in individual subjects, we found the same trends. These results indicate that the 
slow-movement segments are also taken into account by the feedback mechanism. 
We have investigated the access of each M i segment to the putative feedback 
loop by applying a multiple regression analysis where fast- and slow-movement 
segments were entered as separate variables. In this analysis, the regression equa­
tion took the following form:
M 2 =  o.T2 +  b.M*ac +  c.M »low +  d (2.5)
50 Nonretinal feedback in combined version-vergence eye movements
component coefficient value interval
vergence a 0.51 <0.43; 0.59 >
b -0.57 AoT—Hr-oV
c -0.51 <-0.75; -0.26 >
d -2.72 <-3.36; -2.08>
Table 2.5
Access of slow and fast vergence M 1 segments to non-retinal feedback 
in responses with short second-step latency. Pooled data excluding long- 
latency second-step responses (> 1.1 s) fitted with Eqn. (5). Goodness 
of fit for vergence: r 2=0.614. Notice that coefficients a, b, and c have 
roughly equal absolute values. In these data the ratio of the largest 
and smallest eigenvalue was 9.91 (largest condition index 3.15); see also 
Table 4.
where a , 6, c are diagonal matrices, d  is a vector, and M *ac and M -fow 
( M f ow = M f re + M f ost ) represent the fast- and slow segments that, together, 
constitute movement M i  . The results for both vergence and direction, showing 
that coefficients b and c have a significant negative value (Table 4 4), confirm our 
earlier conclusion that both fast- and slow-movement segments contribute to the 
putative feedback signal. It should be noticed, however, that the contribution of 
the slow-vergence segments (expressed in c) was much smaller than the saccadic 
vergence contribution (6). Thus, although fast and slow movement segments 
seem to have access to the nonretinal feedback loop, it cannot be ruled out that 
the contribution of slow vergence in the prior movement may be more modest. 
However, we feel that it would be premature to conclude from these data alone 
that fast- and slow-movement segments of the vergence component do not have 
equal access to the putative feedback loop. For example, we found no reliable 
difference between b and c when trials with long latency second-step responses 
(>  1.1 s) were excluded (see Table 5).
Analysis of the pooled direction data (Table 4) shows that both fast and slow 
segments of the first movement were taken into account. The 95% confidence 
limits are similar, indicating that fast and slow segments of the direction response 
have equal access to the putative nonretinal feedback loop.
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2.4 Discussion
2.4.1 E vid ence for non retin al feedback
We have used a remembered-target paradigm relying on double-step displace­
ments to investigate the proposal by Zee et al. (1992) that both the saccadic 
and the vergence system guide movements by using internal feedback. All of 
our subjects were quite able to make binocular refixations with a clear vergence 
component in full darkness. Analysis of the data shows that the second move­
ment was not simply based on the biretinal coordinates of the final target when 
it was presented. Hence the target vector model was rejected both for direction 
and for vergence. A more sophisticated strategy to execute the second move­
ment would be to compute the amplitude and direction for the second movement 
based on the relative locations of the two targets. This preprogrammed strategy 
(model 2 ) might work if the first movement would be precise, but this was not 
the case in our experimental conditions. Analysis of our data has shown that 
the system performed better than could be expected, based on this strategy. We 
found evidence for use of nonretinal feedback (model 3), both for direction and 
for vergence. In particular, the average behavior of the direction component of 
the movement, which was predominantly saccadic, was very well described by the 
feedback model.
In the vergence component, the performance of model 3 was again better 
than any of the other schemes tested but considerably poorer than for direction. 
The vergence component in the second movement was, on average, too small by 
some 40% (see Fig. 2.8 and Table 3). Thelow vergence gain was not observed in 
the first movement. A closer analysis of the second movement of the double step, 
based on a three-parameter version of model 3, has shown that the system applies 
the same weighting factors to both signals (T2 and M i  ) entering the putative 
computation underlying the second movement. The result can be interpreted in 
various ways. One possibility is that the computation of motor error is functioning 
satisfactorily but that the input signals, perhaps because of memory storage, have 
decayed. Another possibility is that the scaling is common to both, due to factors 
at the level of motor error storage and/or movement execution. The fact that 
the weighting factors for T2 and M i  were nearly equal in individual subjects 
and dependent upon whether the second movement was convergent or divergent 
can be understood by assuming that these variations occur after computing the 
motor error signal for vergence, obtained by nonretinal feedback.
Our experiments provide evidence that both fast- and slow-movement com­
ponents are taken into account by some kind of extraretinal feedback. Earlier,
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Schlag et al. (1990) found that the saccadic system can compensate for prior 
smooth pursuit movements when computing the next saccade. Our direction 
data extend this conclusion to slow involuntary drifts. As for vergence, our data 
show that again both fast- and slow components are taken into account. Thus, in 
summary, our results support the general notion behind the recent model by Zee 
et al. (1992) that both version and vergence eye movements to target steps can be 
controlled by extraretinal signals, derived from prior fast and/or slow movements. 
We cannot claim that the two subsystems use internal feedback signals, since our 
experiments cannot rule out other sources of information such as muscle-spindle 
signals.
2.4 .2  H ead coord inate m od el versus d isp lacem ent m odel
The model of Zee et al. (1992) assumes that the feedback is of the displacement 
type. That is, the system is driven by the difference between a desired displace­
ment and the actual total change in eye position estimated from the feedback 
signal. Interestingly, an earlier version of the model (Zee and Levy 1989) had a 
stage where motor error was computed as the difference between a desired eye 
position signal (target position in head coordinates) and current eye position, 
again derived from a nonretinal feedback pathway (i.e., efference copy). No ex­
plicit reasons were given why this modification in favor of a displacement model 
was made. It seems of interest to discuss the problem of whether our behavioral 
data provide any reason for favoring either a displacement or a head coordinate 
scheme. Before doing this, it is useful to briefly review the history of modeling in 
the saccadic system, where this topic has received explicit attention and more is 
known on underlying neurophysiological mechanisms. Early nonretinal feedback 
models of the saccadic system started from the assumption that movements were 
driven by the difference between a desired eye position and estimated current eye 
position (Robinson, 1975; Van Gisbergen et al., 1981). The possibility of coding 
target positions in head coordinates has received some indirect support from neu­
rophysiological studies in extrastriate cortical areas (Andersen et a l, 1985) but 
the recent surge in interest into collicular neurophysiology has made this notion 
unpopular. The main reason is that head coordinate signals have not been found 
in the superior colliculus where displacement signals are the rule. Although it 
can be shown that coding in head coordinates at a cortical level is reconcilable 
with displacement coding at the collicular level (Krommenhoek et a l, 1993), the 
question still remains why such a construct would be useful. Judged from the fact 
that most recent saccadic control models work with displacement coding and do 
not have a stage coding target position relative to the head (Droulez and Berthoz,
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1991; Goldberg and Bruce, 1990; Waitzman et al., 1991), such a double coding 
system is mostly regarded as unnecessarily complex. We agree, as long as the 
discussion is restricted to controlling a single saccadic movement at the level of 
the superior colliculus or the frontal eye fields.
Our results with the double-step paradigm suggest that several movement 
segments can be included in the feedback. First, many trials contained one or 
more corrective saccades after the first rapid eye movement. This occurred be­
cause we asked subjects explicitly to make a complete movement all the way to 
the remembered location of the first target. Second, we also required a vergence 
response that could be executed in various ways: partly before the saccade in 
some trials, during the saccades (with a relatively higher velocity), and partly 
after the direction response. We found evidence that the slower drift signal in 
direction is also included in the feedback loop. In this situation, keeping track of 
all the movements occurring after the final target disappeared becomes complex, 
so that control based exclusively on displacement coding loses much of the charm 
due to its simplicity. Apart from this, it is not clear how a system like the supe­
rior colliculus could store the cumulative displacement signal if the response to 
the first step contains a cascade of several saccades, since current displacement 
models assume that the displacement signal in the feedback loop is erased after 
each saccade. It seems a reasonable alternative hypothesis to assume that the 
collicular representation of motor error concerns only the present saccade and has 
nothing to do with how that movement fits into an entire movement sequence. 
We suggest that keeping track of cumulative motor error in a sequence of several 
movements, without storing information about prior movements, is a task better 
left to a system higher in the hierarchy.
A possible indication that a system higher in the hierarchy than the col­
liculus, namely the parietal cortex, is involved in the execution of double-step 
movements, in direction, was found by Duhamel et al. (1992). Patients with 
a right frontoparietal lesion can still make single saccades. The patients could 
also make double steps, when the first step was on the side of the lesion and 
the second step was a contralateral direction. However, when the first step was 
contralateral to the lesion and the second step was ipsilateral, only the first step 
of the double step could be executed. The experiments by Duhamel et al. do not 
prove extraretinal feedback at this level. Their data may still be compatible with 
model 2 .
There is some evidence that the control of vergence and saccadic eye move­
ments may be centrally coupled. Preliminary evidence indicates that, at the level 
of area LIP in the parietal cortex, some cells may code signals related to the de­
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sired change in direction of the fixation point as well as the desired change in 
depth (Gnadt, 1992). This suggests that, at a central level, commands for ver­
sion and vergence components of binocular gaze shifts may be represented in a 
single system. At the level of area 17, there is evidence that the activity of single 
neurons is not exclusively determined by visual factors, but may be affected by 
the direction of gaze (Weyand and Malpeli, 1993) and by the distance of the 
fixation point (Trotter et al., 1992).
Our experimental paradigm may be useful to gain more insight into the neu- 
rophysiological mechanisms underlying the control of combined version-vergence 
movements and the nature of the nonretinal feedback signals involved. For ex­
ample, it would be very interesting to see whether removing eye muscle spindle 
afferent signals would interfere with the execution of the vergence component. 
This operation does not affect the feedback loop for saccades (Guthrie et al., 
1983), indicating that internal feedback (based on efference copy) may be in­
volved. The latter mechanism has also been proposed by Zee et al. (1992) for 
the vergence component, but this notion remains to be tested.
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Chapter 3
R em apping o f neural activ ity  
in the m otor colliculus
Abstract
Neurophysiological studies have shown th a t the deeper layers of the Superior 
Colliculus (SC) contain a topographical neural map representing the ocular 
vectorial displacement required for foveation of the target (motor error). It 
is known th a t the location of the active area in this neural map can be up­
dated, not only following changes in retinal error, but also by efference-copy 
signals representing a change in eye position.
Since it can be shown tha t a two-layer feedforward network cannot perform 
this task, we have simulated this system by training a three-layered neural 
network with access to  retinal error and efference copy information about 
eye position. The network was taught to  code motor error topographically 
(as in the collicular motor map) by generating population activity at the ap­
propriate location in its output layer for different combinations of visual and 
efference copy signals. After the network had learned the required remapping 
transformation with sufficient precision (error of one deg over an 80x80 deg 
working range), the properties of the trained network were analyzed. From 
an investigation of the activity patterns of the hidden units in the trained 
network it appeared th a t information about target location relative to  the 
head, implicitly present at the level of input signals, is no longer available 
at the level of the hidden layer. More detailed inspection of the properties 
of these units revealed th a t they code motor error. Their movement field is 
a monotonic function of motor error amplitude, and shows broad direction 
tuning specific for each unit.
Finally, simulations were made with a four layered network with an archi­
tecture and access to input signals closely mimicking Robinson’s model of 
the saccadic system. Again, the network was trained to  represent motor
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error topographically in its output layer. The model shows, for the first 
time, how the computation of the topographical motor error map in the SC 
from retinal and eye position signals may proceed in two steps, involving a 
stage where target location is coded in a distributed fashion in craniotopic 
coordinates and a subsequent supracollicular stage, where radial motor error 
is represented in a firing-rate code in units with broad tuning characteris­
tics. These two stages in the model show interesting similarities with the 
characteristics of neuron populations shown neurophysiologically in area 7a 
and parietal region LIP, respectively.
K.P. Krommenhoek, A.J. van Opstal, C.C.A.M. Gielen and J.A.M . van Gisbergen. Rem ap­




The SC is a layered structure involved in generating saccades. In its superficial 
layers, visually-responsive neurons code the retinal location of the stimulus, while 
neurons showing a motor-related discharge whenever the saccade falls in an ap­
propriate range of amplitudes and directions (movement field) have been found 
in the deeper layers. The onset of the discharge leads the saccade by about 20 
msec (Sparks, 1978). It is known from electrical stimulation studies (Robinson, 
1972) and from single unit recordings (Schiller and Stryker, 1972) that the visual 
map and the motor map in the SC are aligned with respect to each other (for 
reviews, see Sparks, 1986; Sparks and Mays, 1990). Combined experimental and 
theoretical work (Mcllwain, 1975; Ottes et al., 1986) has provided support for 
the notion that the distribution of neuronal activity in the deeper layers has a 
roughly gaussian profile with translation-invariant properties.
Recently, substantial experimental evidence has been provided that the locus 
of population activity governing the coordinates of the saccade vector is updated, 
not only subsequent to changes in retinal error, but also by motor signals repre­
senting a change in eye position. An early experiment (Hallett and Lightstone, 
1976) demonstrated the use of eye position information by the saccadic system 
by showing that a second visual target, flashed during a primary saccade, is able 
to elicit an appropriate subsequent corrective saccade in complete darkness. Be­
cause eye position has changed after the flash, the retinal error signal alone cannot 
specify the new target location and must therefore be combined with oculomotor 
signals to compute the required saccade coordinates.
The importance of internal feedback underlying the motor-error representa­
tion in the SC itself was shown by Sparks and coworkers. In their experimental 
paradigm, a peripheral target (light spot) was flashed briefly. Then, in some trials 
the eye was driven in a wrong direction by eliciting a disturbance saccade (D ) 
by collicular electrical stimulation just before the monkey was going to make the 
originally required targeting saccade (T ). These experiments showed that the 
saccadic system can generate the appropriate correction saccade (T - D  ) even 
though the use of visual information about target position has been excluded 
(Mays and Sparks, 1980; Sparks and Mays, 1983; see Fig. 3.1).
Eye position information can be derived from eye muscle spindles (proprio­
ception) or from a copy of the motor command to the plant (efference copy). By 
showing that section of the eye muscle spindle afferents does not interfere with 
the execution of corrective saccades in the dark, Guthrie et al. (1983) were led 
to conclude that the computation of motor error relies on efference copy signals.
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Figure 3.1 Demonstration that motor signals can be used to modify 
programming of saccades (after Sparks and Mays, 1983). A. The visual 
target trial. While the monkey fixates at the center, a flash of light 
is presented briefly in the periphery The monkey has been trained to 
make a saccade to the remembered target location in complete darkness. 
B. In certain trials, saccade D  is elicited by electrical SC stimulation. 
Subsequently, the monkey makes the required saccade T - D  rather 
than T which has now become inappropriate due to the intervening 
disturbance.
Sparks and Porter (1983) showed that collicular cells discharge when the 
motor-error coordinates of the correction saccade (T - D  ) fall within the cell’s 
movement field. They concluded that the SC is incorporated in an internal feed­
back loop subserving the computation of the saccade coordinates.
Further evidence supporting the notion that eye movement signals can update 
the location of population activity in the collicular motor map has come from 
neurophysiological experiments exploring the collicular role in guiding saccades 
to acoustic targets, which are initially encoded in a head-centered coordinate 
frame (Jay and Sparks, 1987). It was shown that, for a given fixed location of the 
acoustic target in darkness, the activity in the collicular motor map depends on 
current eye motor error, suggesting that eye position signals are used to update 
motor error.
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In this paper we investigate how the collicular motor-error map can be created 
by sensory and efference copy signals. Before the specifics of our approach are 
described, we shall first review relevant existing models of the saccadic system.
3.1.1 E x istin g  m od els o f  saccadic control
In the literature two types of models have been formulated to explain how motor 
error ( M  ) is calculated from retinal error (R ) and efference-copy signals. The 
first model, the craniocentric scheme of Robinson (1975), proposes a distinct 
intermediate step where target location relative to the head (Th  ) is computed 
first by adding R  and eye position at the moment of target selection (Et  ) 
(see Fig. 3.2A). Subsequently, motor error is obtained by subtracting actual eye 
position (Ea  )•
Except for the case of auditory targets, the existence of a stage represent­
ing Th  is controversial. While work in the SC has not yielded evidence for a 
representation of target position relative to the head, recording studies in mon­
key parietal cortex have shown that the visual response of some cells shows eye 
position dependence (Andersen et a l, 1985). Zipser and Andersen (1988), have 
performed a model simulation in order to interpret these ’’gain fields” . A network 
was trained to generate the signal Th  in the output layer, from R  and Et  input. 
It was found that the hidden units of the trained network exhibited gain fields 
similar to those of neurons found in the parietal cortex. It should be noted that 
neither the Robinson model nor the Zipser and Andersen model accounts for the 
role of the SC. This raises the question whether the Th  coding stage can be 
retained in a revised model which incorporates the SC.
In the second model for saccadic control, by contrast, absolute eye position 
signals are not required, since this model proposes that only changes in eye po­
sition (A  E  ), not eye position per se, are taken into account (Jürgens et al., 
1981; Scudder, 1988; Goldberg and Bruce, 1990; Droulez and Berthoz, 1991; 
see Fig. 3.2B). The physiological experiments described above do not distinguish 
between these two models of saccadic control.
3.1 .2  N eural netw ork sim ulations
In several of the models outlined above, signals are represented by scalars denot­
ing firing rates. As briefly described above, however, part of the neural code is 
carried by a population of cells whose location in a topographical map (rather 
than their firing rate) determines the saccade coordinates. An interesting problem 
is how a computational network, incorporating realistic neural features, can com-
60 R em apping o f neural activ ity  in th e m otor colliculus
A B
E a A  E
R + M R + i M
o — ^
Figure 3.2 Two models of saccadic control. A. Craniocentric scheme. 
In the first stage, target position relative to  the head (T h  ) is computed 
by adding retinal error ( R  ) to  eye position at the moment of target 
selection (sampled and held in memory until a new target is chosen). 
Motor error ( M  ) is computed in a subsequent stage by subtracting 
actual eye position (a continuous signal) from T h  • B. Retinocentric 
scheme. This model proposes th a t there is no representation of target 
position relative to  the head and th a t only changes in eye position are 
taken into account to  update motor error. Note th a t M  equals R  as 
long as A  E  =  0.
pute motor error using these various signal types. Three requirements should be 
considered in performing a neural network study of this problem: (1 ) simplicity, 
(2) adequate task performance and (3) physiological realism.
In order to keep the model as simple as possible, the number of layers in the 
network should be kept at a minimum. In the Appendix we demonstrate that 
the computation of a topographically organized motor map from two independent 
input variables cannot be performed by a two-layered feedforward network.
Assuming that a three layer network can perform the required transformation, 
our third requirement implies that, after learning, the hidden units should have 
physiologically interesting properties. It is by no means trivial that this will be 
the case, since the activity patterns of the hidden units are not imposed directly 
by the training procedure.
We have studied the ability of two neural networks (I and II), having access to 
all three input signals specified in Robinson’s model, to account for the properties 
of the collicular motor map. In model I, which was kept as simple as possible
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and which had only three layers, these signals all impinge at the same stage 
(the hidden layer). Its basic structure is formally identical with the Zipser and 
Andersen model. However, its interpretation is different, since it is not used to 
address the problem of computing head-centered target position but to address 
the problem of remapping (by adding an extra input to the network). As will 
become clear in the results, this model solves the remapping problem, not by 
reconstructing a Th  signal, but by deriving the change in eye position (A  E  ) 
from its eye position inputs. In this sense, this model emerges as an alternative 
to the (A  E  ) models proposed earlier by several groups (see above).
The layout of model II (which has two hidden layers) follows the architecture 
of the original Robinson model more closely. As will become clear, this network 
develops a Th  coding stage with properties found in monkey parietal cortex 
(Andersen et a l, 1985) when it is trained to learn the remapping transformation. 
We were interested, in addition, to see to what extent the hidden units in both 
neural network models would show properties known from neurophysiology and 
would be interpretable in terms of the cybernetic schemes of the saccadic system 
outlined above. In particular, we checked the possibility that the hidden units 
might have gain-field properties. Such a demonstration would be of interest 
since our neural networks were only required to reconstruct an output signal that 
has been amply demonstrated (the collicular motor map) whereas Zipser and 
Andersen (1988) required their model to represent an output signal (coding Th ) 
that has never been found physiologically.
3.2 M ethods
3.2.1 A rch itectu re o f  m od el I
Simulations were made with a three-layer neural network (Fig. 3.3). In the input 
layer, this network has access to information about retinal error (R  ), eye position 
at the moment of target selection (Et  ) and a continuous representation of actual 
eye position (Ea  )•
The coding formats of (R  ) and both efference copy signals were similar to 
those of Zipser and Andersen (1988). The two dimensional vector (R  ), within a 
range of -40 to 40 deg in each dimension, is converted into activity in a set of 8x8 
units in the input layer, such that the profile of unit activity in the array (which 
has a gaussian shape) codes retinal error topographically.
The eye position signals Et  and E a  , in the same ranges as R  , are coded in 
a recruitment/firing rate format, as found in motoneurons and at the level of the
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Input layer:
Output layer:
Figure 3.3 Architecture of model I. The input layer consists of three 
sets of neurons coding retinal error ( R ) ,  eye position at the moment of 
target selection (E t  ) and actual eye position ( E a  )• Retinal error is 
coded topographically by the location of a gaussian activity profile in an 
array of 8x8 units representing the horizontal and vertical components of 
the target position. The efference copy signals are represented by a set 
of 8 units for each of the directions right, left, up and down. The activity 
(S) of each unit can be written as S  =  a ( E  — f3) if E  >  (3 and S  =  0 
elsewhere; a  is the slope of the eye position/activity relationship, f3 is 
the recruitment threshold and E  represents eye position (E t  or E a  )• 
The values of a  and f3 were different for each unit in the array of 8, 
but identical in the sets coding E t  and E a  • The output layer consists 
of 8x8 neurons representing M  topographically as a two dimensional 
vector in an H  — V  plane, similar to  the coding format in the R  map.
neural integrator, with right, left, up and down on-direct ions. Every on-direction 
is expressed in an array of 8  input units. In each unit, the activity increases 
linearly (slope a)  with eye position in the on-direction beyond a recruitment 
threshold (f3). For any eye position at or below /3, the activity equals zero. Each 
of the 8  units assigned to each on-direction has its own unique combination of a  
and f3 values (see legend of Table 6 ), but the same set of 8 parameter combinations 
is used for all on-directions, both for E t  and E a ■
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parameter value
learning rate(T/):
activity of units R E ,  M E ,  h i d d e n  (S): 
activity of eye position units (S): 
width R  gaussian profile: 
width M  gaussian profile: 
eye-position parameter a  (slope) 
eye-position parameter f3 (threshold) 
bias of hidden units 
bias of output units
initial weights(i0) from input to  hidden: 
initial weights(i0) from hidden to  output (model I): 
initial weights(i0) from hidden to  hidden (model II): 















List of parameters used for simulation of model I and model II. In each 
set of 8 units coding eye position in a certain on-direction, the follow­
ing pairs of threshold and slope parameters ((3 and a ,  respectively) 
were used: (-40.0,0.0125); (-28.6,0.0154); (-17.1,0.018); (-5.7,0.022); 
(5.7,0.024); (17.1,0.027); (28.6,0.030); (40.0,0.033); The width of the 
gaussian profiles and the parameter f3 are expressed in degrees. A dif­
ferent (lower) learning rate yielded the same results.
The input units project to a layer of 25 hidden units using an initially random 
set of weights (see Table 6 ). In turn, the hidden units are randomly connected to 
an 8 x8 array of output units which are taught to represent motor error topograph­
ically. In the output layer, which represents the SC motor map, motor error is 
coded in the same spatial coding format as retinal error. Between layers, every 
unit has only feedforward connections to the next layer.
The activity Si of a hidden and output unit i is given by:
Si =  ------- (3 1 )g( (E ]W>3
where (f>i is the bias on the input to unit i, S j  represents the activity of unit j in 
the previous layer and W{j is the connection strength between units j and i.
64 R em apping o f neural activ ity  in th e m otor colliculus
3.2 .2  D escrip tion  o f learning procedure
We used error backpropagation (Rumelhart et al., 1986) to train the network. We 
were interested primarily in any network which can perform the required updating 
transformation by efference copy signals and did not consider, at this stage, how 
such a network could arise during development. We use backpropagation merely 
as a fit procedure and do not claim, of course, that a similar method is used by 
the brain to train the network, during development.
Backpropagation uses a desired signal of the output units, the teacher. The 
activity Si in the output layer specified by equation (3.1) is compared with the 
desired signal. Based upon this difference (Si, determined for each unit), the 
weights Wij of the connections from unit j in the hidden layer to unit i in the 
output layer are updated during the training phase according to:
A =  n.6 i .S i ( l  -  Si) .Sj  (3.2)
where rj is the learning rate. Indices i, j and k will be used to refer to units in 
output, hidden and input layer, respectively. Updating the weights between the 
input (unit k) and the hidden layer (unit j) was based on the following equation:
A Wjk =  r).Sk.S j ( l  -  Sj) .  ^2 Si.Wij (3.3)
i
where Sk is activity of an input unit and Sj  is the activity of a hidden unit. 
Table 6  lists all parameters used for simulations.
In the learning stage two types of trials were alternated. In visually guided 
trials (VIS-trial) the eye had a random starting position. In each learning trial 
the retinal error was chosen randomly. In these trials, the teacher required that 
M  was an identical copy of the R  activity profile.
Remapping trials (REM-trial) mimicked the Sparks and Mays (1983) pertur­
bation experiment by changing E a  to a random new value while R  and Et  of 
the previous trial (VIS-trial) were maintained at their existing values. In these 
trials, the teacher required that M  =  R  + Et  - E a  ■
subsectionSensitivity to parameter values Some remarks on our choice of pa­
rameter values need to be made. We obtained qualitatively similar results in 
a series of simulations with a different number of hidden units (15, 40 or 100). 
Also, changing the width of the gaussian activity profiles in input and output 
maps (from 15 to 30 deg) had no major effects.
In an initial series of simulations we noticed that a relatively large proportion 
of hidden units were either completely saturated or silent for all stimuli in all
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trials. By using a negative DC bias in the mean initial weights from hidden 
layer to output layer (to compensate for the low mean activity of the teacher of 
the output layer) together with a relatively small range of all initial weights (see 
Table 6 ), this problem could be largely avoided and model performance improved. 
It should be added, that even in simulations where these precautions were not 
taken, the remaining hidden units still had qualitatively similar properties, as 
reported in this paper.
3.3 Results
3.3.1 Perform ance o f  m od el I
After some 30000 trials, the network successfully learned to represent the changes 
in motor error due to changes in R  (VIS-trial) and to changes in E a  (REM-trial). 
The error in the performance of the network was expressed as the difference 
between the center of gravity of the teacher signal and the center of gravity of 
the activity in the output map. The trained network performed the task with 
an accuracy of about 1 deg (1 . 2  ±  0.8) over a working range of 80 degrees. As 
required, it coded motor error by creating a distribution of activity of the correct 
height and shape at the appropriate location in the collicular map. To illustrate 
this, Fig. 3.4A represents the center of gravity of activity in the output map for 
a large number of VIS trials where R  was varied over a range of 40 deg in 1 deg 
steps. As can be seen, there is an orderly topographical mapping of the resulting 
motor error, represented by the corresponding location of the center of gravity. If 
the output map really represents motor error, as required, a similar map should 
result if M  is modified by changing actual eye position E a  • Fig. 3.4B shows that 
the resulting map shows a similar topographical order as the map in Fig. 3.4A.
3.3 .2  H idden  un it properties in m od el I
An interesting question (see above) is to what extent the hidden units in model I 
show clear signs of coding target position in head coordinates (Th  ), a possibility 
suggested by Robinson’s model of the saccadic system. If this were the case, the 
population activity pattern of the 25 hidden units should be identical for a given 
location of the target relative to the head, irrespective of whether it is foveated 
or imaged on the peripheral retina. Therefore, the possibility of Th  coding was 
investigated by comparing the population activity pattern of the hidden units 
for different sets of retinal error and eye position inputs compatible with a given 
chosen Th  location of the target (Th  =  R  + Et  )• This test simulated a series
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Figure 3.4 Performance of model I. A. The center of gravity of activity 
in the output map for a large number of VIS trials where R  was varied 
over a range of 40 deg in 1 deg steps. As can be seen, there is an orderly 
topographical mapping of the resulting motor error, represented by the 
location of the center of gravity Due to  border effects, the mapping 
becomes gradually more irregular towards the periphery of the output 
map. B. If the output map really represents motor error, a similar output 
map should result if M  is modified by changing actual eye position E a  ■ 
The graph shows th a t the resulting map shows a similar topographical 
order as the map in A. The scale in A and B denotes the motor error 
value imposed by the teacher signal.
of trials in which an animal is fixating at various initial locations (expressed in 
Et  ) while the target stimulus is always presented at the same location in space. 
Since no eye movement had yet occurred after target selection, E a  was equal to 
Et  in each particular trial. While Et  and R  were different from trial to trial, 
their vectorial sum (Th  ) was identical across trials. Thus, in this particular case, 
the population activity patterns should be similar if there is a unique pattern of 
hidden unit activity for each particular Th  value. As can be seen from Fig. 3.5A,
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Figure 3.5 Coding properties of hidden units (model I). Height of bars 
represents activity of separate hidden units. Each of the 25 hidden units 
corresponds to one column. Each row represents population activity of 
the 25 units during a particular trial. A. Activity pattern of all hidden 
units for a set of various R , E t  and Ea values corresponding to 
an identical Th  location. Thus, in this particular case, the activity 
patterns should be similar if the activity pattern of the hidden units 
codes Th uniquely. As can be seen, this in not the case. B. A similar 
procedure for trials resulting in the same motor-error signal, by contrast, 
shows a much clearer similarity in overall activity patterns.
this is not convincingly the case.
A similar procedure for trials resulting in the same M  signal, by contrast, 
showed a much clearer similarity in overall activity patterns (see Fig 3.5B). The 
next step, therefore, was to investigate the possibility that the individual hidden 
units might already code M  in some manner. This possibility was tested by 
measuring the activity of each individual hidden unit for a wide range of VIS 
and REM-trials which created M  signals in the output map over a 80 by 80 deg
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Figure 3.6 Hidden-unit movement fields, determined in VIS- and REM- 
trials. A. Activity in five typical hidden units as a function of motor error 
along the units’s on-direction. B. Activity in the same set of hidden units 
for a constant amplitude of the motor-error vector to show direction 
tuning. Note tha t the two curves, derived from VIS- and REM-trial 
data, agree quite well in most units. The curve derived from VIS-trials 
has been indicated by an intersectioned line.
range. If the hidden units code motor error, their activity for a given M  vector 
should not depend on the type of trial (combination of input values) used to 
create it. Indeed, as shown in Fig. 3.6, it can be seen that the activity of most 
units depends on the magnitude and the direction of the M  vector but hardly
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at all on how this vector was obtained by manipulating the input signals.
As can be seen in Fig. 3.6A, a particular unit is most active for a large M  am­
plitude in a certain direction (on-direction) and least for a large M  amplitude in 
the opposite direction. In between, there is a gradual but nonlinear, sigmoidally- 
shaped transition in activity with M  amplitude. The direction tuning of the 
same hidden units is shown in Fig. 3.6B. The maximum in this curve denotes 
the unit’s on-direction. It is of interest to know whether there is any directional 
tuning (e.g. horizontal, vertical) preference in on-directions in the population of 
hidden units. From a plot of on-directions (not shown) no indication for prefer­
ential direction tuning can be deduced, indicating that all directions are covered 
about equally well.
3.3 .3  A nalysis o f  syn aptic  w eights in m od el I
Once it was clear that the hidden units in model I code motor error, independent 
of absolute eye position, we became interested in the question of how its con­
nectivity with the input layer allows each individual hidden unit in the trained 
network to extract this information. As can be appreciated from the input- 
weights of two hidden units with different on-directions (shown in Figs. 3.7A and 
3.7B, respectively), several clear connectivity patterns are discernable:
1. There is an orderly arrangement of synaptic weights from the retinal in­
put map which is different for each hidden unit. Notice that there is a gradi­
ent of retinal connection strengths from negative to positive values, which has 
a clearly different orientation in the two hidden units, matching their different 
on-directions (upward and rightward, respectively). Comparison of the sign and 
pattern of synaptic weights from the retina and from the efference copy signals 
(see Fig. 3.7) indicates quite vividly why a given R  vector (VIS-trial) or an op­
posite change in E a  (REM-trial) have equal effects on the activity of the hidden 
unit under consideration. In summary, the hidden units in model I code motor 
error in a wide but limited range without any clear sign of absolute eye position 
dependence by having a balanced set of push-pull connections with the Et  and 
E a  neuron pools which are aligned with the gradient of retinal inputs.
2. Likewise, a clear amount of order is discernable in the weights from the eye 
position coding inputs. Again, there is an obvious relation to the on-direction 
of the hidden unit. For example, the hidden unit with an upward on-direction 
(Fig. 3.7A) has mainly positive weights with E a  inputs coding eye positions in
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Figure 3.7 Analysis of synaptic weights for two typical hidden units 
(model I). In both figures, filled black rectangles denote excitatory con­
nections; open rectangles represent inhibitory connections. Strength of 
each connection is coded by size of rectangle. A. Size and sign of synap­
tic weights from R , E t  and Ea -coding input units to  a hidden unit 
with an upward on-direction. The synaptic weights of this hidden unit 
to  the output map are also shown (right-hand side). B. Similar data  for 
a hidden unit with an on-direction to  the right.
the down direction and mainly negative weights with those having the opposite 
(upward) on-direction. The E a  inputs coding horizontal eye positions have less 
distinct connections. As can be seen, the connectivity patterns with E a  and 
Et  tend to be mirror images of each other. Mutatis mutandis, the same type 
of observations can be made in the weight patterns of the second hidden unit in 
Fig. 3.7B. The analysis of input weights (see Fig. 3.7) indicates how the hidden 
layer extracted only E a  - Et  information (in other words, the change in eye po­
sition after target selection, equivalent to A  E  in the model shown in Fig. 3.2B). 
The analysis illustrates that a (roughly) balanced set of push-pull connections 
with the appropriate on-direction pools coding Et  and E a  allows the hidden
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units to be insensitive to the absolute value of these signals but to respond as 
soon as a discrepancy arises between them when the eye starts to move after 
target selection (causing E a  to change). Thus, the hidden units can transmit 
the R  vector presented in a VIS-trial to the M  output map, undisturbed by the 
simultaneous presence of E a  and Et  signals and independent of their actual 
value.
3.4 Simulations w ith a four-layered neural network 
(m odel II)
Although the network had access to all signals in the Robinson model, we found 
that the hidden units in model I did not code Th  (see above). The network 
solved the task by subtracting the two eye position inputs (Ea - E t  ), so at the 
end of training there are only two inputs: R  and A  E  . These could be used 
by the network to reconstruct M  directly without the need for an intermediary 
Th  stage.
Model II receives the same input signals (R  , Et  ,Ea  ) but its four-layer archi­
tecture (see Fig. 3.8) does more justice to the Robinson model. In this model, 
only R  and Et  are connected with the first hidden layer. Subsequently, the first 
hidden layer and E a  are connected with a second hidden layer. Thus the two 
hidden layers in neural network II correspond to the two summing junctions in 
the Robinson scheme depicted in Fig. 3.2A. Just as in model I, we required that 
the output map, representing the deeper layers of the SC, forms a topographically 
ordered map of motor error. The parameters used in the present simulations were 
identical to those of model I (see Table 6 ).
3.4.1 Perform ance o f m od el II
Model II successfully learned to compute the changes in motor error due to 
changes in R  (VIS-trials) or E a  (REM-trials). After 105 trials the network 
performed the task with an accuracy of about 2 deg (1.5 ±  1.4), so that the 
result is roughly comparable to the performance of model I.
3.4 .2  P rop erties  o f  h idden  un its in m od el II
The main interest in these simulations was to investigate whether the properties 
of the hidden units can be interpreted in physiological terms and, particularly in 
this model, whether there is any sign of Th  coding in the first hidden layer.
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Input layer:
Output layer:
Figure 3.8 Architecture of neural network model II. Same input pat­
terns and output patterns as in Fig. 3.3. Note the additional hidden layer 
in this model which stores information about stimulus location specified 
by R  and E t  ■
A direct way to visualize how the units in the first hidden layer combine 
R  and E t  inputs is shown in Figs. 3.9A and B. The plots in Fig. 3.9A show 
how the activity in 5 representative hidden units varies when the spatial location 
of a stimulus is varied along the meridian where the unit is most responsive. In 
the first test, the spatial location of the stimulus was varied while fixation was 
maintained at the center location ( E t  at (0,0)) so that R  was a direct replica of 
stimulus eccentricity. The other curve shows how the unit’s activity varies when 
the same set of spatial stimulus locations was foveated. Thus, in this case, R  was 
kept at (0,0) and unit activity reflects changes in the E t  input. Note that the 
trend in the two curves is similar. Fig. 3.9B represents the directional tuning and 
shows roughly similar directional tuning to spatial stimulus location in the two 
tests. We conclude that these hidden units combine R  and E t  inputs such that 
their activity is related to the location of the target in head coordinates (Th ) 
within a sector of space, specific for each unit.


















Figure 3.9 Evidence for T h  coding in units of the first hidden layer 
in model II. A. Activity of five typical hidden units upon changes in 
target eccentricity (in head coordinates) while varying either R  or E t  , 
keeping the other input (E t  or R  respectively) constant, as discussed in 
text. B. Same analysis to  show activity dependence upon target direction 
(relative to  the head) using different combinations of R  and E t  inputs 
(see text). Note th a t the directional preference, which differs from unit 
to  unit, is largely similar in the two conditions. In both A and B, curves 
obtained by varying R  inputs are identified by small arrows.
n 4n n
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Figure 3.10 Gain-field plots of hidden units. Plots constructed for 
five typical units in first hidden layer of model II, showing eye-position 
dependence of response to  a fixed stimulus on the retina. Size of outer 
circles denotes to tal response; size of black disk represents net response to 
visual stimulus, obtained by subtracting eye position related discharge in 
the dark. Note similarity with the responses of area 7a cells as reported 
by Zipser and Andersen (1988).
Since Zipser and Andersen (1988) regarded eye position dependence of the 
visual response (gain fields) as a characteristic of Th  coding neurons, we inves­
tigated whether the units in the first hidden layer might have this property as 
well. The plots in Fig. 3.10 summarize how the response of a given hidden unit 
to an identical R  stimulus depends on eye position ( E t  )• To construct this 
figure, eye position dependence was tested in a 3x3 matrix covering a 70x70 deg 
range. As can be seen, these gain fields have a qualitative similarity to those 
obtained from area 7a neurons in the monkey. While there is a relation between 
the curves in Figs. 3.9A and B on the one hand and the gain field data (outer 
circles) in Fig. 3.10 on the other hand, the eye position dependence of the net 
retinal response (black dots) is much more complex. The underlying reason is 
the nonlinearity in the input-output characteristic of the hidden units. In view 
of these results, it would be very interesting to investigate individual area 7a 
gain-field neurons in the monkey with the type of paradigm used to analyze the 
hidden units (see Fig. 3.9) in order to check more directly how tightly their ac­
tivity is linked to changes in spatial target location (T h  ), both for eccentricity 
and direction.
If our analysis of units in hidden layer 1 is correct, one would expect the units 
in the second hidden layer to receive signals related to Th  from the previous 
hidden layer. To test this, the net total input from the first hidden layer to 
each of the 25 hidden units in the second hidden layer was studied for 5 different
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Figure 3.11 Coding properties of hidden units in model II. Height of 
bars code activity level in each of 25 hidden units. (Continuation of 
caption on next page).
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(Figure 3.11 on previous page). A. Net input to  units in the second 
hidden layer, derived from the first hidden layer, in five trials with the 
same spatial location of the target but different initial eye positions. 
Note striking similarity in input patterns reflecting T h  code. B. Activity 
patterns of units in second hidden layer of the same model to  the same 
stimuli as in A. Note th a t activity patterns are different from trial to 
trial, indicating absence of unique T H coding at this level. C. Activity 
patterns of same hidden units as in B to  stimuli presented at five different 
spatial locations keeping motor error constant. Note th a t in this case 
the activity patterns in the population of hidden units are very similar. 
Further tests (see text) confirmed th a t these units code motor error.
combinations of input signals (R  and Et  ) yielding the same Th  signal. A 
direct demonstration of Th  coding at the input level of hidden layer 2 would be 
obtained if the 5 net input signal patterns would be identical. As can be seen 
(Fig. 3.11A) this appears to be the case.
We then tested to what extent the Th  signal provided by the first hidden layer 
is still expressed in the population activity of the second hidden layer. This was 
explored by testing the population activity patterns of these units for the same 
sets of stimulus locations as used in Fig. 3.11A. The results, shown in Fig. 3.11B 
reveal that the activity patterns are quite different for each stimulus. When the 
set of five stimuli is presented at different spatial locations, such that motor error 
is constant, the activity patterns become similar (Fig. 3.11C). Analyses of the 
type shown in Fig. 3.6 (hidden layer model I) showed clearly that the units in 
the second hidden layer of the four-layer model code motor error in a format very 
similar to that discussed earlier for the hidden-layer units of model I.
In conclusion, the computation of spatially coded motor error, in both models, 
proceeded through an intermediate step yielding a different format of motor error 
signals at an earlier stage. Indirect evidence for coding of Th  signals by hidden 
units having eye-position dependent receptive fields, as found in parietal cortex 
by Andersen and coworkers, was found only in the four-layered model (model II) 
which can be considered as a direct replica of Robinson’s cybernetic scheme.
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3.5 Discussion
3.5.1 C urrent issues in m od elling  th e  saccadic system
One major feature of Robinson’s (1975) model is its proposal that the saccadic 
system relies on internal feedback. Since there is behavioural and electrophysio- 
logical evidence (see Introduction) which firmly supports this, this notion is now 
generally accepted. The model also contains specific proposals on where and how 
the feedback loop exerts its effect, which have given rise to much controversy.
One discovery which led several groups to revise the model was the finding 
that the SC codes motor error in the deeper layers. Since there is no compelling 
evidence that signals at this level are coded initially in a Th  format, this led to 
alternative schemes (see Fig. 3.2B) showing that it is not necessary to represent 
target position in head coordinates at all, but only to take into account changes 
in eye position occurring after target selection (Jurgens et al., 1981; Scudder, 
1988; Goldberg and Bruce, 1990). This idea is also embodied in the recent model 
of Droulez and Berthoz (1991) in which the peak of collicular activity is gradu­
ally displaced towards the fixation zone of the colliculus by eye velocity feedback 
during the movement. Models of this type, however, leave unexplained several 
findings which call for an interpretation:
1. Neurons coding motor error have also been found at supracollicular levels, 
notably in the frontal eye fields (Goldberg and Bruce, 1990) and in region LIP 
in the parietal cortex (Gnadt and Andersen, 1988; Andersen et al., 1990). Does 
this mean that there are several internal feedback loops, operating at different 
levels in the system? A comprehensive model of the saccadic system should also 
account for these motor error signals at higher levels which generally are not 
considered as an intrinsic part of the saccadic pulse generator.
2. In various cortical regions of the brain, visually-sensitive neurons have been 
described whose responsiveness to an identical retinal stimulus depends on eye 
position (gain fields). Zipser and Andersen (1988) showed that a neural network, 
trained to code Th  at its output layer, developed units with qualitatively similar 
properties in its hidden layer. From this they concluded that an ensemble of 
visual neurons with gain field properties (as in area 7a) may code Th  ■
It may be argued, however, that this reasoning is not compelling, since the 
Zipser and Andersen (1988) model was taught to produce an explicit Th  coding 
stage in its output map. Such a stage has never been shown to exist in the brain
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and would have to be reconciled with the fact that the SC is heavily involved in 
saccade generation. Since we agree with Zipser and Andersen that the existence 
of neurons with gain-field properties cannot be ignored, we have made another 
attempt to investigate the possible functional role by performing a neural network 
study which differs from their study in that we required our network to generate 
a spatially coded M  signal which has a well-established basis in collicular neu­
rophysiology (see Introduction). The work reported in this paper is relevant for 
the discussion of the issues surrounding the various existing models and for the 
interpretation of neurophysiological data.
3.5 .2  P ossib le  ph ysio logical im p lications o f m od el I
Our work shows how a three-layer network, which is formally identical to the orig­
inal model of Zipser and Andersen (1988) and uses biologically realistic coding 
formats (neural maps; firing rate/recruitment coding) instead of the scalar-type 
signals used in Robinson’s model, can perform the remapping transformation 
which has been demonstrated in the SC. Model I has the same topographic form 
as the Zipser and Andersen model but, since it was required to code motor error 
in its output layer (not head-centered position), the interpretation of the hidden 
units is different. We have shown (see Appendix) that a two-layer network cannot 
perform this transformation. An interesting result (in both models), not obvious 
beforehand, was that the computation of motor error in the SC map format is 
preceded by M  coding at a previous stage. Since the large fields of these hidden- 
layer units are not unlike those of certain parietal cortex neurons (in area LIP, 
Barash et al, 1991), we offer the suggestion that the motor error coding found 
at cortical levels (parietal cortex, frontal cortex) may be a necessary intermedi­
ate step preceding the representation of M  at the collicular map. It would be 
interesting whether indeed inactivating region LIP would exclude in the proper 
execution of the Sparks paradigm.
The fact that model I had access to all signals playing a role in Robinson’s 
model, but did not show Th  coding in its intermediate layer, shows that using 
eye position efference copy signals does not automatically imply that the system 
will have to rely on Th  coding as an intermediate step. This point has been 
emphasized earlier by Goldberg and Bruce (1990) and by Droulez and Berthoz 
(1991). The fact that model I does not encode head-centered position in its 
hidden layer is not too surprising given the task and the network architecture. 
Every other training example had Et  =  E a  and the output target was simply 
R  . This induces the network to assign weights of similar amplitudes but reverse 
signs to Et  and E a  (see Fig. 3.7). Consequently the network receives as input
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A E =  E a  - E t  ■ Therefore, A  E  takes the role that E  had in the Zipser and 
Andersen (1988) model and the hidden units are tuned to M  (= R  + A  E  ) 
rather than Th  (= R  + E t  )•
The push-pull connections with the Et  and E a  efference copy signals allow 
each hidden unit to respond to any difference between Et  and E a  as occurs in 
the REM-trials mimicking the Sparks and Mays (1983) experiment explained in 
Fig. 3.1. Thus, the obvious interpretation of the results obtained with model I is 
that this network performs the type of computation illustrated in Fig. 3.2B.
3.5 .3  M odel II: p ossib le  ph ysio logical in terp retation  o f h idden  
un it properties
Finally, we wish to discuss our findings with model II, which has a layout, closely 
following Robinson ’s proposal. The most interesting finding is that the first 
hidden layer shows units with eye position dependent gain fields. Zipser and 
Andersen (1988) showed that a neural network, trained to code Th  at its out­
put layer, developed units with gain-field properties in its hidden layer. From 
this they concluded that such an ensemble of neurons, found in area 7a, con­
tains Th  information. A difficulty with the Zipser and Andersen (1988) model 
is that the equivalent of the output layer coding format for Th  (temporal or 
topographical) has never been shown to exist in the brain. Furthermore, like the 
Robinson model, it does not account for the role of the SC. Our model shows 
that both problems can be solved simultaneously by requiring that the neural 
network produces an SC-type spatially-coded M  signal. Accordingly, our results 
provide independent support for the idea that the signals found in area 7a may 
be used by the brain to code stimuli in a spatial frame of reference and may serve 
as an intermediate stage in the computation of motor error as found in the SC. 
Such a Th  coding stage could also play a role in the control of limb movements 
(see Kalaska, 1991). Our model suggests how the putative Th  code in area 7a 
may be investigated more directly in single-cell recording experiments.
Units of the second hidden layer appeared to have the same characteristics 
as the hidden units of model I. For a discussion of their possible functional inter­
pretation, we therefore refer to the previous section.
3.5 .4  F inal rem arks
Our result that the pattern of activity in the first hidden layer remains constant 
as long as M  (hidden layer of model I and second hidden layer of model II) is 
kept constant or when Th  was kept the same (first hidden layer of model II) is of
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interest. Intuitively, one might have thought that hidden units work in a highly 
nonlinear regime and that this would not be the case. Further analysis of the 
hidden unit connectivity should resolve why the nonlinearity does not prevent 
the population activity pattern from being stable. Apart from this, our obser­
vation of population activity invariance demonstrates the concept of ’distributed 
representation’ of Th  (or M  ) shown by the Zipser and Andersen model.
In our attempt to model Sparks’experiment, using model I, we made the 
assumption that the retinal position of the target and the position of the eyes 
when the target is flashed, are kept in memory until the saccade is completed. In 
model II, one only needs to assume that Th  at the moment of target selection is 
stored. It remains to be seen whether neurons with gain field properties in area 7a 
can really store this information about head-centered position when the eyes are 
deviated from their initial position in a Sparks type perturbation experiment.
In none of our models has an attempt been made to account for dynamic 
processes. There is no a priori reason, however, why the networks which emerged 
after training could not account for dynamic phenomena, like shifting wave ac­
tivity on the collicular map (Droulez and Berthoz, 1991; Munoz et al., 1991) if 
future work would establish further that this is how the system works. In fact, 
it would be expected that if the updating process could keep pace with efference 
copy signal E a  (see e.g. Duhamel et al., 1992), the M  signal would sweep over 
the collicular surface. Interestingly, if the hidden layer is outside the SC, it can 
be predicted that the activity would readily cross an artificially inactivated zone 
(a partial SC lesion) and could move from one colliculus to the other.
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3.6 Appendix
In this Appendix we will show that the task of creating a topographically-encoded 
motor error vector M  obtained by combining retinal error R  and eye position 
input vectors, Et  and E a  respectively, according to M  =  R  + Et  - E a  , 
cannot be solved by a two-layered feedforward network. Our proof will be a 
demonstration based on the even simpler task of combining one-dimensional reti­
nal error, R , with a single, one-dimensional eye position input, E, into a target
3.6 A ppendix 81
representation relative to the head, i.e. H  =  R  +  E  in the output layer. It is 
assumed that H  is encoded topographically; no coding restrictions are imposed 
on E  and R.
Now consider a given unit, k, in the output layer, which corresponds to a tar­
get in craniocentric coordinates, H k. Whenever the total input exceeds threshold 
Ok (equivalent to a negative bias (f>k) the unit is recruited. It should be noted, 
that infinitely many combinations of E  and R  may activate the same H h. Two 
such combinations are now considered: H h =  R 1 +  E 1 and H h =  R 2 +  E 2. 
In these two cases, the total input I to output neuron k is determined by:
N  M
= E < i - Rl + E wki-El  (A1)
i= 1 i= 1
N  M
¿2 = E wu-R2i + E < i-Ei (A2)
i= 1 i= 1
where N and M are the number of retinal and eye position units, respectively, 
w ki represents the synaptic weight between retinal unit i and output unit k and 
w ki between eye position unit i and output unit k. There are also many signal 
combinations, for example R 1 +  E 2 and R 2 +  E 1. where unit k should not be 
recruited. For these two input combinations, the total input to k is given by:
N  M
¿3 = E wm-r I + E wki-El  (A3)
i= 1 i= 1
N  M
= E wu-R2i + E wki-El  (A4)
i= 1 i= 1
Since for cases (Al) and (A2) unit k is recruited, it follows that I\  >  Ok and 
I 2 >  Ok, hence:
Ji +  J2 >  2.0k (A5)
whereas for cases (A3) and (A4) unit k should not be recruited, so that I 3 <  Ok 
and I4 <  Ok, which implies that
h  +  h  <  2 .Ok (A6)
It is easily verified that (A5) and (A6 ) cannot be met simultaneously, hence it is 
proven that the task cannot be performed by a two-layer net.

Chapter 4
Craniocentric and oculocentric  
coding stages in a neural 
network
Abstract
We have shown earlier in a neural network study of the saccadic system, 
how retinal error and an efference copy signal of eye position may give rise 
to distributed coding of target position in craniocentric coordinates at one 
level, and of motor error in oculocentric coordinates at another stage. In the 
present paper, the coding properties of units in the model’s two hidden lay­
ers were investigated, in order to understand at a more abstract level, how 
they handle their inputs and how the two different target representations at 
subsequent stages emerge.
In particular, we hoped to understand better how craniocentric and oculo­
centric target representations can be constructed by merging a retinotopi- 
cally coded visual signal and a recruitment-coded eye position information.
In the first hidden layer, we found that inputs from both visual and oculo­
motor signals were nicely matched in showing similar directional selectivity 
Computationally, the net input of each hidden unit can be represented by 
the dot product between a fixed sensitivity vector, embodied by the unit’s 
input weights, and the two-dimensional input signal encoded by the pop­
ulation activity Scaling of the resulting total net input signal through a 
sigmoidal nonlinearity then yields the activity of the hidden unit. The fact 
that the sensitivity vectors for retinal and oculomotor signals in the first 
hidden layer were roughly aligned and matched in amplitude is the basic 
underlying principle for a rough craniocentric coding at this level. Units in 
the second hidden layer represent motor error. This can similarly be under­
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stood on the basis of the previously mentioned dot product characterization 
of the hidden unit’s connectivity.
The combined process of tuned projection and compression by the unit’s sig­
moidal nonlinearity also captures the gain-field properties of units in the first 
hidden layer. Our study suggests that the approach underlying the present 
analysis of an artificial network may be a useful tool to describe real net­
works and to allow a direct comparison of simulated and neurophysiological 
data.
K.P. Krommenhoek, A.J. van Opstal and J.A.M. van Gisbergen. An analysis of cranio­
centric and oculocentric coding stages in a neural network model of the saccadic system, Neural 
Networks 9 no 9,1497-1511, 1996.
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4.1 Introduction
In a previous study (Krommenhoek et al., 1993), we proposed a neural network 
model of the saccadic system, which was based on certain aspects of the internal 
feedback scheme earlier proposed by Robinson (1975; see Fig. 4.1A). In the one­
dimensional Robinson model the retinal error input (R  ) is transformed by adding 
an efference copy of eye position at the time of target selection (Et  ), into a 
signal representing target location relative to the head (Th  = R  + E t  ) coded in 
craniocentric coordinates. Subtracting an estimate of current eye position (Ea  ) 
in a subsequent stage yields a motor error signal ( M  =T h  -Ea  ) which is thought 
to drive the saccadic burst-generator. This motor error represents the amplitude 
and direction of the eye movement that is needed to bring the target on the 
fovea of the eye. Motor error is coded in oculocentric coordinates and describes 
the amount of change in eye position. Thus, motor error is independent of eye 
position.
Our neural network model (schematically represented in Fig. 4.IB and trained 
by error back propagation) extends this conceptual scheme to two dimensions and 
incorporates the recruitment of large populations of neural units to code retinal 
error and eye position. Furthermore, it incorporates the topographically encoded 
motor error map of the Superior Colliculus (SC), which was not accounted for 
in Robinson’s model. The topographical organization of the monkey SC was 
established in an electrical stimulation study (Robinson, 1972) and was further 
supported by recordings from collicular neurons (Wurtz and Goldberg, 1972). 
Later experimental studies provided support for the notion that the distribution 
of neuronal activity in the deeper layers, when expressed in neuro-anatomical co­
ordinates, has a Gaussian profile with approximately translation-invariant prop­
erties. The center of the population activity, representing the desired coordinates 
of the saccade, is updated, not only following changes in retinal error, but also by 
efferent motor signals representing a change in eye position (Sparks and Mays, 
1983; Sparks and Porter, 1983). The neural network of Fig. 4.IB can simulate 
this remapping process (Krommenhoek et al.,1993).
It emerged from these simulations, that there were some interesting parallels 
between the activity patterns of hidden units of the network and that of real 
neurons in the brain. These two stages in the model show interesting similarities 
with the characteristics of neurons populations shown neurophysiologically in 
area 7a and parietal region LIP, respectively (Andersen, Essick and Siegel, 1985; 
Barash, Bracewell, Fogassi, Gnadt and Andersen, 1991). We concluded that 
the activity of units in the first hidden layer was more closely related to target
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Figure 4.1 Relation between neural network and Robinson model. 
(Continuation of caption on next page).
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(Figure 4.1 on previous page). (A): The Robinson model. In the first 
stage, target position relative to the head (Th  ) is computed by adding 
retinal error ( R ) to eye position at the moment of target selection (E t  ) 
which is sampled and held in memory until a new target is chosen. Motor 
error (M  ), the signal driving the saccadic pulse generator, is computed 
in a subsequent stage by subtracting actual eye position (Ea ), a con­
tinuous feedback signal, from TH . (B): The neural network. The two 
intermediate layers or hidden layers correspond to the summing junc­
tions in Robinson’s model. The first hidden layer (25 units) has access 
to retinal error and eye position at the moment of target selection. The 
second hidden layer (25 units) is connected with the first hidden layer 
and receives a fast updatable new eye position input, used for internal 
feedback. In the output layer, which represents the SC motor map, mo­
tor error is coded in the same spatial coding format as retinal error. 
Between layers, every unit has only feedforward connections to the next 
layer. There are three inputs: retinal error (R  ), eye position at the 
moment of target selection (Et  ) and actual eye position (Ea )• Reti­
nal error information was made accessible to the first hidden layer in 
the form of a topographically coded signal. The two dimensional vector 
R  (range [—40,40]2 deg in each dimension) is converted into activity in 
a set of 8x8 units in the input layer, such that this codes retinal error to­
pographically. The eye position signals E t  and Ea (range [—40,40]2 
deg in each dimension), are coded in a recruitment/firing rate format 
with a recruitment threshold, as found in motoneurons and at the level 
of the neural integrator, with right, left, up and down on-directions. The 
teacher required that M  = (R  + E t  ) - Ea • After some 100,000 trials, 
the network showed an accuracy of about 2 deg over a working range 
of 80 degrees. For other parameters and the description of the train­
ing procedure, used in the simulation, we refer to Krommenhoek et al., 
1993.
position relative to the head than to either retinal target location or motor error. 
Similarly, it was concluded that units in the second hidden layer code motor error.
The present paper deals with the question of why the activity patterns of the 
hidden units take the particular form of a smooth surface with clear directional 
sensitivity as shown in Figs. 4.3A and 4.6A. This question has two aspects:
(1) Using a mathematical format, the remapping task imposed on the network can
88 C raniocentric and oculocentric coding stages in a neural network
be expressed in terms of the external signals by the following vectorial equation:
M e  =  R e +  Et  — E a  (4-1)
To explore how the activity patterns of the hidden units contribute to the overall 
transformation by the network, we will attempt to characterize the properties of 
the hidden units in a format similar to Eqn. (1). Our approach for doing this 
(see Methods) is a modified version of the analysis by Goodman and Andersen 
(1990) who described the activity of the hidden units in the Zipser and Andersen 
(1988) model. As explained elsewhere (Krommenhoek et al., 1993), the Zipser 
and Andersen model differs considerably from our own network, but this does not 
rule out that the basic idea behind the Goodman and Andersen analysis could 
be applicable to our problem as well. It is not a priori obvious, however, that a 
simple mathematical description of hidden unit activities in terms of the external 
variables of the network will be feasible. After all, the retinal input map and 
the eye position input involve the recruitment of populations of units that have 
entirely different coding formats. In addition, many different weights determine 
the activity of a given hidden unit. This intrinsic high-dimensionality may seem 
to be at odds with the simple formulation of Eqn. (4.1), where all the variables 
are represented by two-dimensional vectors and each input has the same format.
(2) A second aspect of the analysis in this paper concerns the question of whether 
the observed activity patterns of the hidden units may be unescapable conse­
quences of the task to be solved by our network. We will come back to this point 
in the Appendix, where we will argue that net input of a hidden unit can better 
be related to the task of the network than activity of that unit. Net input of 
a unit is defined as the weighted summation of activities of the units which are 
connected to that unit. The weights represent the strength of the connections. 
The activity of a unit results from a non-linear compression of this net input 
(Rumelhart et al., 1986).
In the neurophysiological literature, the description of gain fields has become 
an accepted tool to describe the properties of neurons which exhibit a visual 
response that is modulated by changes in eye position. Such gain fields were first 
described for neurons in area 7a of the parietal cortex (Andersen et al., 1985) but 
have also been reported for other visual cortical areas (Galletti and Battaglini, 
1989 (area V3a); Andersen et al., 1990 (LIP); Weyand and Malpeli, 1993 (area 
VI)).
We studied the gain-field plots of units in the first hidden layer of our network 
and investigated the following questions: (a) Do these units have physiologically
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interesting gain fields and can they be predicted from the linear net input model 
expressed in Eqn. (4.4)? (b) Do gain-field plots provide an invariant description 
of unit properties independent of the test parameters set chosen by the experi­
menter?
4.2 M ethods
P roced u re to  characterize th e  h id den  un its
We consider the situation in which the network is fully trained (see legend 
Fig. 4.IB) and in which the weights remain fixed. In the neural network, ac­
tivity of a unit is related to its net input I  by a sigmoidal function,
1
S  1 +  e x p (- fc .( I  +  (/>)) 4^'2^
where k determines the slope of the sigmoid and where <fi is the bias of the unit. 
Since our network was trained with fixed parameters for all units {<j> =  0 and 
k =  1 ), the net input I  is derived from the unit’s activity by
g
1  =  l n (  i  _  5 }  ( U )
To analyse the hidden units, each input signal (R  , Et  , E a  ) of the network, 
instead of being expressed in the specific coding format of its input pattern, is 
now represented by a 2D vector in Cartesian coordinates. Fig. 4.2 depicts our 
approach to fit the tuning characteristics of units from the first (A) and of the 
second hidden layer (B). It shows our proposal how net input I  of a given hidden 
unit arises from each of the three variable inputs R  , Et  and E a  • In the 
Discussion and Appendix we will explain why, at least for this network, net input 
I  is a more appropriate parameter to correlate with the input signals than activity 
S.
For the first hidden layer, we fitted net input by a linear function of both 
R  and Et  ,
I  =  a  +  b • R e  +  c • Et  (4-4)
In this way, every unit in this layer can be characterized by its own set of five 
parameters {a, 6 , c}. The 2D vector 6  is the retinal sensitivity vector of the unit. 
The other 2D vector, c, is the unit’s eye position sensitivity vector. The constant 
a  is the net input to the hidden unit during fixation of a foveal target (R =  (0,0)) 
at the straight-ahead position (Et  =  (0 ,0 )).
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Figure 4.2 Signal processing in hidden units of the network according 
to linear addition hypothesis. A. Net input of unit in first hidden layer 
is portrayed as the sum of projections of inputs R  and E t  on corre­
sponding sensitivity vectors b and c. In addition, there is constant input 
a. After nonlinear transformation through the sigmoidal nonlinearity, 
the total net input signal I  yields unit activity S. B. Same concepts ap­
plied to unit in second hidden layer, receiving three inputs: R , E t  and
Ea ■
A similar fit was applied to the units of the second hidden layer:
I  =  d  +  e • R e  +  ƒ • E t  +  g • E a  (4-5)
Now, every hidden unit possesses its own set of seven parameters {d,  e, ƒ, g}. (A 
summary of all variables can be found in Table 7).
To obtain the best-fit parameters for Eqns. (4.4) and (4.5), combinations of R  , 
Et  and E a  were used over a range of [-40,40] degrees with an interval of 8 de-
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abbreviation definition
I net input of a hidden unit
S activity of a hidden unit
<P bias of a hidden unit
k slope of sigmoid
a constant in net input to unit in first hidden layer
d constant in net input to unit in second hidden layer
b retinal sensitivity vector of a unit in the first hidden layer
e retinal sensitivity vector of a unit in the second hidden layer
c eye position sensitivity vector of a unit in the first hidden layer
f , 9 eye position sensitivity vectors of a unit in the second hidde n layer
R 2D retinal error input
Ex 2D eye position at the moment of target selection
Ea 2D actual eye position
M 2D motor error
t h 2D target position in head coordinates
Table 4.7
Definition and abbreviations of the variables.
grees. The fit has been performed by multiple linear regression using standard 
techniques based on a least-squares criterion (e.g. Press et al, 1992). Confidence 
intervals of the fit parameters were obtained from the covariance matrix under the 
assumption of normally distributed errors. Because the number of data points 
was rather large (>  1 0 0 0 0 ), these confidence intervals were always very small 
(less than 0.1 % of the parameter value). The goodness of fit was characterized 
by r 2 (the square of Pearson’s linear correlation coefficient between actual I  and 
predicted I).
G ain-field p lo t conventions
A gain-field plot typically shows 9 pairs of concentric circles, which demonstrate 
the eye position dependence of the neuron’s visual response. Each circle consists 
of an outer (open) circle and an inner (filled) circle. To obtain the outer circles, 
the monkey looks at a fixation spot at 9 different screen positions arranged in a 
regular grid. Meanwhile the neuron is stimulated by a visual target at the center 
of its receptive field. The radius of the outer circles represents the activity of the 
neuron at each eye position. The retinal location of the visual stimulus and the 
grid of the fixation positions will be termed the ’test parameters’ in this study.
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The inner circles represent the visual activities to the receptive field stimulus, 
corrected for the eye position dependence of the activity of the neuron without 
a receptive field stimulus. The latter is determined by repeating the first ex­
periment, but now without the presentation of the receptive field stimulus. The 
radius of the inner circle is then obtained by subtraction of this eye position 
contribution from the radius of the outer circle.
The neuron is said to have a gain field, if both the outer circles and the inner 
circles show a gradient as a function of eye position. An example is shown in 
Fig. 4.10A, in which the eye postion-related gradients of inner and outer circles 
are equally directed. The gain field can also be more complex, as shown in 
Figs. 4.10B,C.
G ain-field sim ulations
A gain-field plot of a unit from the first hidden layer was simulated as follows. 
To obtain the outer circles, we presented a regular 3x3 grid of different initial eye 
positions to the network together with a fixed retinal input. The outer circles 
represent the corresponding activity of the unit.
To obtain the correction for the inner circles (see above), we repeated the 
simulation, while the activities on the retinal error input map were zero. This 
empty map with zero values represents the absence of a visual stimulus in the 
receptive field.
G ain-field pred iction s
The gain-field plots could also be determined on the basis of our model descrip­
tion, given by Eqn. (4.4). For the same matrix of eye positions and fixed reti­
nal error R  in the unit’s receptive field, net input is calculated according to 
Eqn. (4.4). The radius of the outer circle, r 0ut • is then obtained by applying the 
sigmoid over the net input (Eqn. (2)).
Again, the inner circles were obtained by a correction of these activities with 
the same eye positions but now without evoking a visual input. Note that the 
model description of Eqn. (4) does not take into account the absence of a visual 
stimulus, since R  =  0 is a foveal target in this formalism. By determining a new 
constant, o', for the case of an empty retinal error input map, we could alleviate 
this problem. In general, we found that a' «  a /2 .  Defining a' as the net input 
of the unit with E t  = (0 ,0 ) and an empty retinal input map, the radius of the
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inner circle (r*nn) is described by:
_  1  1 
tnn  ^ exp ( _ ( 0  _|_ 5  . JI _)_ c . J$T exp( —(o' +  C • Et  ))
(4.6)
T est o f  invariance o f th e  shape o f th e  gain-field  p lo t o f  a un it
Zipser and Andersen (1988) showed that gain-field plots can have different shapes. 
Some gain fields are coplanar in the sense that inner and outer circles show the 
same gradient as a function of eye position. Other gain fields have a nonmonotonic 
gradient of inner circle radii as a function of eye position. To study whether a 
given unit could generate all these different types of gain fields we varied the 
center location (Ec) and spacing (A E t ) of the initial eye position matrix.
4.3 Results
4.3 .1  R esu lts  o f  th e  fit for th e  first h id den  layer
Fig. 4.3 illustrates the complete parametrization procedure for a typical unit of 
the first hidden layer. This figure is organized as follows. The left-hand column 
shows contour plots illustrating the effects of variations in R  ; the right-hand 
column contains similar plots for Et  ■ The contour maps in Fig. 4.3 row A show 
hidden unit activity induced by systematic variations in its R  and Et  inputs. In 
Fig. 4.3 row B, the net input of the same hidden unit, computed with Eqn. (4.3), 
is plotted as a function of R  and Et  ■ Since the E t  simulation data are most 
easily understood, we will begin our explanation of the fit procedure in the right- 
hand column of Fig. 4.3. The dependence of net input on Et  variations appears 
to be remarkably simple. Contours of equal net input are roughly straight, par­
allel and equidistant, indicating that the function I {E t ) is a flat sloping plane. 
This property is fully compatible with the dot product computation expressed by 
Eqn. (4.4). The best-fit plane for Et  , resulting from the fit procedure outlined 
in the Methods section (Fig. 4.3 row C), is very similar to the corresponding 
Et  reconstructed input data in Fig. 4.3B (r 2=  0.99, n=64).
One should be aware that the best-fit procedure was based on a large set of 
data (see above) of which Fig. 4.3 shows only two cross sections. Therefore, the 
best-fit parameters for the entire data set are not necessarily optimal for the data 
subset in Fig. 4.3 row B. Finally, Fig. 4.3 row D shows the sensitivity vector c for 
Et  inputs (see Eqn. (4.4)) for the same hidden unit. The amplitude of this vector
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Figure 4.3 Complete procedure for parametrization of a typical unit in 
the first hidden layer. (Continuation of caption on next page).
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(Figure 4-3 on previous page). Left-hand panels (A-C) are contour plots 
as a function of R  , right-hand panels (A-C) are contour plots as a 
function of Et  • Neighbouring contours in activity plots show 0.05 
increments. In the case of net input plots, these increments are 0.2. 
Rows A and B show simulation data, Rows C and D display results of 
the fit. A. Activity plotted as a function of R  (left column), while Et  is 
kept at zero and of E T (right column), while R  is kept at zero. B. Net 
input of the hidden unit plotted as a function of R  and Et  • Compared 
to activity, net input shows a more planar input dependence. Notice that 
the contour plot of activity (A) and net input (B) due to R  input is more 
irregular than the contour plots as a function of E t  • This reflects the 
fact that weights from the topographically coded retinal input map have 
more degrees of freedom than the weights from the eye position input 
whose coding format already accounts partly for the more or less linear 
behaviour. In particular the borders of the retinal map show deviations, 
because there, the gaussian mountain is cut off. C. Net input predicted 
from the fit and net input of the simulation data (shown in B) are in 
reasonable agreement. The overall goodness of fit, when allowing changes 
in all three input signals, in this unit was r 2 =  0.92 (n=10000). In the 
population, this measure ranged from 0.80 to 0.98. D. The sensitivity 
vectors for R  and E t  ■
corresponds to the steepness of the slope in Fig. 4.3 row C, while its direction 
reflects the orientation of this surface. As will further become clear below, the 
sensitivity vector is a succinct way of representing and comparing the fit results. 
We will now discuss the responses of the same hidden unit to R  inputs, shown 
in the left-hand column of Fig. 4.3. Clearly, the input contours in the R  panel 
are not precisely parallel and equidistant and show a marked curvature. This 
indicates that the sensitivity to retinal inputs cannot be characterized equally 
well by a flat plane as in the case of the E t  input. This qualitative difference 
must reflect the different coding formats in the two inputs which can easily create 
border problems in the case of the R  input, but not in the Et  input. It is 
not surprising, then, that the best-fit approximation is less satisfactory for the 
R  results than for the Et  data (R ■ r 2 = 0  .82, n=64). Apart from the fact 
that R  signals create a bulge pattern of input to the hidden unit, rather than a 
flat surface, the directional selectivity for the two inputs is remarkably similar. 
Comparison of the two vector arrows in Fig. 4.3 row D provides a concise summary
96 C raniocentric and oculocentric coding stages in a neural network
of the fit results for the two inputs. These panels make clear that the directional 
selectivity for the two inputs is similar but not identical. The fact that vector c 
has a larger amplitude, means that, in a global sense, the unit is slightly more 
sensitive to changes in E t  than in R  .
4.3 .2  T est for cran iocentric coding
If a single unit in the first hidden layer is to code Th  perfectly, arrows of the 
sensitivity vectors for R  and Et  should be equal, which was only roughly the 
case in Fig. 4.3 row D.
In Fig. 4.4, the degree of similarity between the retinal sensitivity vector and the 
eye position sensitivity vector is shown quantitatively for the entire population 
of units in the first hidden layer (n=25). In Fig. 4.4A, the horizontal components 
of b and c have been plotted against each other; in Fig. 4.4B this has been done 
for the vertical components. In the case of Th  coding units, these components 
should be equal. Although this is not the case, there is a significant correlation 
in both Fig. 4.4A (r=0.83, n=25, slope= 0.92) and Fig. 4.4B: (r=0.82, n=25, 
slope= 0.89). One can, of course, also directly compare vectors 6 and c as such, 
in order to see whether they have the identical amplitudes and directions required 
for Th  coding at the unit level. We found that the directions of the two vectors 
are nicely distributed over the entire 360 deg range (Fig. 4.4D) and strongly 
correlated to each other, so that the direction equality requirement for Th  coding 
is met quite well (details in legend). The amplitude of the two vectors should 
also be equal, but we found considerable deviations (up to a factor of about 2 ) 
from this requirement. The value found for constant a  by the fit varied from unit 
to unit and ranged from -0.04 tot 2.51 (mean: 1.27 s.d.: 0.88, not shown).
4.3 .3  A ctiv ity  in first h idden layer
The best-fit parameters in the first hidden layer were found by ensuring that 
the deviation between actual and predicted net inputs was minimal. By taking 
into account the sigmoidal nonlinearity, it is possible to predict the activity of 
any hidden unit for a given set of inputs, once its best-fit parameters are known 
(see Fig. 4.2). For illustrative purposes, the result of this procedure is shown in 
Fig. 4.5 for the same hidden unit as in Fig. 4.3. In each plot, the dashed line is 
the prediction and the bold line is the result of the simulation. The activity of 
the hidden unit in response to a visual stimulus has been plotted as a function 
of changes in eccentricity along the retinal sensitivity vector (Fig. 4.5A) and 
as a function of direction (Fig. 4.5B). Similarly, we also show its activity as a




Figure 4.4 Similarity between retinal sensitivity and eye position sensi­
tivity vectors. A. Horizontal components of b and c plotted against each 
other. B. Vertical components of b and c plotted against each other. In 
the case of Th coding units the b and c components should be equal. 
This is not the case, but there is a clear correlation. C. Comparison 
of amplitudes of sensitivity vectors b and c. These amplitudes are not 
equal, as expected in the case of precise Th  coding at the level of each 
unit, but show small variations. For unknown reasons, the amplitudes 
of b and c were negatively correlated (r=-0.74, n=25). D. Comparison 
of directions of sensitivity vectors b and c. Note that the two sensi­
tivity vectors have correlated directions (r=0.96, n=25) over the entire 
range.
function of amplitude (Fig. 4.5C) and direction (Fig. 4.5D) of Et  ■ As can be 
seen there is a good match between actual and predicted unit activities. The 
results are slightly better for variations in the eye position input which reflects 
the fact that Eqn. (4.4) can fit these data better (see Fig. 4.3 row B and C). 
Indeed, comparing predicted activity with actual activity, the goodness of fit for
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Re
Direction (deg)
Figure 4.5 Comparison of actual activity of a unit of the first hidden 
layer with predictions from the parameter fit. Same unit as in Figure 4.3. 
In each plot, dashed line is the fit based on net input and bold line is the 
result of the simulation (data). Thin line represents prediction relying on 
activity fit. A. Activity as a function of R  variations along the optimal 
direction. B. Activity for R  inputs of a fixed eccentricity as a function 
of direction. C. Activity for E t  variations along the optimal direction 
for eye position input. D. Activity as a function of ET inputs of a fixed 
amplitude as a function of direction.
this hidden unit yielded that r 2=0.92 (n= 1 0 0 0 0 ).
From a pragmatic point of view, it would be equally possible to perform a 
linear fit on activity rather than on net input (see Goodman and Andersen, 1990). 
As will become clear in the Appendix, there are certain theoretical considerations 
arguing for net input as the relevant variable in the fitting procedure. Neverthe­
less, we were interested to know whether using a linear fit on activity would have 
made much of a difference in the test discussed above (Fig. 4.5). Predictions, 
made on this basis are represented by the thin line. The goodness of fit, based
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on n= 1 0 0 0 0  points of comparison between predicted and actual activity (a small 
subsection of which is shown in Fig. 4.5), was slightly but significantly better 
( r2=0.96) than the prediction based on fitting net input. This result has not led 
us to abandon the procedure to fit net input, mainly because the linear fit on 
activity is clearly unsatisfactory in the second hidden layer (see below).
4.3 .4  R esu lts  o f  th e  fit for th e  second h idden layer
The parametrization of units in the second hidden layer was carried out using 
Eqn. (4.5). To illustrate the results of a typical unit (Fig. 4.6), we follow the same 
procedure as in the case of the first hidden layer (Fig. 4.3). Going from left to 
right, the three columns show the effect of changes in either R  (left-hand column), 
E t  (middle column) or Ea  (right-hand column), while keeping the two other 
inputs constant at zero. As we have noticed earlier (Krommenhoek et al., 1993), 
the activity patterns for R  and E t  changes are remarkably similar, while those 
due to variations in the E a  input have opposite directional selectivity. Since 
the fit was again done on the corresponding net input signals rather than on the 
activity signals proper, we show the unit’s net input signals that resulted from 
these external inputs in Fig. 4.6 row B. Notice that these panels display clear 
planar patterns. There are only minor deviations from a sloping flat plane in 
the R  data due to border effects in the retinal input map. Comparison between 
Figs. 4.6 row B and C shows that the correspondence between the actual net 
input and the input implied by the best-fit parameters (Eqn. (5), see Fig. 4.6 
row C) is very good. Thus, this unit in the second hidden layer codes a projection 
of M  along its best direction according to the format of Eqn. (4.5). The fit in 
units of the second hidden layer was consistently better than in the first hidden 
layer. In the present example we found r 2 values of 0.98 (R  , n=64), 0.99 ( E t  , 
n=64) and of 0.99 for the E a  (n=64) data. In the population of hidden units, 
r 2 ranged from 0.70 to 0.98 (n=15625).
4.3 .5  T est on m otor-error cod ing
If a single unit in the second hidden layer codes M  , its three vectors e, ƒ and 
—g. obtained by fitting Eqn. (4.5), should be equal. Fig. 4.7 demonstrates quan­
titatively that the second hidden layer codes M  at the level of individual units by 
showing the relation among their three sensitivity vectors. In Fig. 4.7, we com­
pare the R  and E t  sensitivity vectors by plotting the amplitudes (Fig. 4.7A) and 
the directions of e and f  (Fig. 4.7B) against each other. Figs. 4.7C and D show 
similar plots for the amplitudes and directions of ƒ vs. g. These data clearly show
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Figure 4.6 Complete parametrization procedure for a typical unit from 
the second hidden layer. (Continuation of caption on next page).
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(Figure 4-6 on previous page). Left-hand column shows contour plots 
as a function of R , middle column shows contour plots as a function 
of E t  , right-hand column shows contour plots as a function of Ea ■ 
Contour lines for activity have 0.05 increments; net input contour lines 
have 0.2 increments. Rows A and B are simulation data, while rows C 
and D display results of the fit. A. Activity plotted as a function of 
R (Et  and Ea are kept constant at zero) and of ET (R and Ea  are 
kept constant at zero) and of Ea (R and E t  are kept constant at 
zero). Compared to the first hidden layer, there is more similarity in 
the activity patterns as a function of R  , E t  and Ea • B. Net input 
of the hidden unit plotted as a function of R  , E t  and Ea ■ E t  and 
Ea show regular patterns, but in the case of R  border effects in the 
retinal map cause some deviation. C. Predicted net input shows good 
similarity with B. The goodness of fit (r2) for each input variable was 
as follows (n=64): 0.99 (R ), 0.99 (ET ) and 0.99 (EA ). The overall 
goodness of fit, when allowing changes in all three input signals, in this 
unit was r 2 =  0.98 (n=15625). In the population, this measure ranged 
from 0.70 to 0.98. D. Sensitivity vectors for inputs R , ET and -Ea ■
that these vectors have nearly equal amplitude and directional tuning, except for 
sign, and thereby confirm the M  coding hypothesis. Since the correlation co­
efficients are clearly higher than in the comparable plots of Fig. 1.1C.I). these 
Figures also show that the sensitivity vectors e, ƒ  and —g in units of the second 
hidden layer are more equal to each other than the vectors b and c  in the first 
hidden layer. We conclude that the relations required for M  coding are neatly 
fulfilled.
4.3 .6  A ctiv ity  in second h idden  layer
As in the case of units in the first hidden layer, the question arises whether it is 
possible to predict actual activities of units in the second hidden layer based upon 
the best-fit parameters, taking into account the known sigmoidal nonlinearity. 
To show that this is indeed the case, we use the same unit as in Fig. 4.6 for a 
comparison of actual and predicted activity (Fig. 4.8). This Figure has 6 panels 
showing the data for amplitude in the left-hand column and for direction in the 
right-hand column. The rows from top to bottom show the results for variations 
in R  , Et  and E a  , respectively. Since the correspondence between solid line
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Vector e
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Figure 4.7 Relation among the three sensitivity vectors of R  , E t  and 
of Ea of all units in second hidden layer. In panels A and B, reti­
nal and eye position E t  sensitivity vectors are compared; panels C 
and D compare the sensitivity vectors of the two eye positions signals 
E t  and Ea • A. Amplitudes of e and ƒ plotted against each other 
(r=0.99,slope=1.19,const=0.00). B. Plot of the directions of e and ƒ 
(r=0.99,slope=1.00,const=0.21). C. Amplitudes of ƒ and g plotted 
against each other (r=0.99,slope= 1.01,const=0.00). D. Plot of direc­
tions of ƒ and g. The fact that there are two rows of data points reflects 
the 180 deg direction difference between ƒ and g. As in the first hid­
den layer, the optimal directions are distributed homogeneously. The 
sensitivity, expressed in the amplitude, varies from unit to unit over a 
considerable range but these differences are consistent for all three in­
puts. The constant d varied from -3.5 tot 4.0 in the different units (mean 
= -0.97, s.d.= 2.40, not shown).
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Figure 4.8 Comparison of actual activity of a unit in second hidden layer 
with prediction from parameter fit. Same unit is used as in Figure 4.6. 
In each plot, dashed line is the fit prediction and solid line is the actual 
result of the simulation (data). Activity of the hidden unit is plotted 
as a function of R  (along the sensitivity vector) in A and as a function 
of direction in B. Activity of the unit as a function of E t  (along the 
sensitivity vector) is shown in C; effects of different directions are shown 
in D. Activity due to changes in Ea (along the sensitivity vector) are 
shown in E and effects of direction in F.
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(data) and prediction (dashed line) is good ( r 2 =0.97, n=15625), these figures 
show that the model of Eqn. (5) can account quite well for the observed activities, 
when the nonlinearity is taken into account. Again, as in the case of units in the 
first hidden layer (Fig. 4.5), we also performed a linear regression using activity 
rather than net input as the key variable. It is already obvious from the data in 
Fig. 4.8 that a straightline fit is hard to defend and, indeed, the goodness of fit 
was considerably worse ( r2=0.89, n=15625) in this case (not shown).
4 .3 .7  G ain fields
We wondered whether the information contained in gain-field plots is comple­
mentary to the results of our fit procedure when the nonlinearity is taken into 
account. We have analyzed the gain-field plots from units in the first hidden 
layer obtained in the condition when the nine eye fixations are centered around 
the straight-ahead position (Et  =(0,0)). We refer to the Methods section for 
further details. Fig. 4.9 shows gain-field results of five units. For each unit the 
retinal stimulus maximized the response of the hidden unit. The other test pa­
rameters were E c =  (0,0) and A  Et  =  15 degrees for every unit. The upper 
row in Fig. 4.9A was obtained directly by a simulation of the network, whereas 
Fig. 4.9B shows the predictions of the linear model of Eqn. (4). It would be 
very difficult to judge the best directions of the various units (bottom row) from 
these plots. In most units, either the outer or the inner gain-field plots shows 
a directional gradient. In this sense, these units have gain fields. It should be 
noticed, however, that units where both inner and outer circles share the same 
gradient are rare under these test conditions. Coplanar gain fields have repeat­
edly been found in area 7a neurons, although more irregular types have also been 
reported (see Zipser and Andersen, 1988). The gain fields of our units look com­
plex, but their properties can be accurately predicted on the basis of the best-fit 
parameters and the sigmoidal nonlinearity (Fig. 4.9B).
The impression gained from this exercise was that the complexity of the gain- 
field plots in Fig. 4.9 is mostly due to the effects of saturation, because of the 
sigmoidal nonlinearity. This raised the question whether coplanar gain-field plots 
could be obtained if the test conditions would avoid saturation effects. To illus­
trate this, Fig. 4.10 shows gain-field plots for one unit obtained for different test 
conditions (see Methods). The results in the upper row were directly obtained 
by network simulations. The lower row shows the results obtained by using the 
fitted parameters {a , 6, c} of the unit in the linear net input model, taking into 
account the nonlinearity. Each column shows results for different test param­
eters. The legend explains how these test parameters were selected. Fig. 4.10




Figure 4.9 Gain-field plots first hidden layer. A: Gain fields of 5 units, 
generated by network simulation. The fixed retinal stimulus was at a 
maximum in the unit’s receptive field. A E t  for both horizontal and 
vertical is 15 deg. Ec = (0,0). B: Gain fields of the same 5 units, 
predicted from the fit parameters a,b and c of the units, with the same 
test parameters as in A. It can be concluded that the actual and predicted 
gain fields (A and B respectively) are similar.
shows that the shape of the gain-field plot depends strongly on the choice of the 
test parameters. Fig. 4.10A shows that a ‘coplanar’ gain field can be obtained 
with an appropriate choice of test parameters.
Different choices of test parameters yield other shapes of gain-field plots. For 
instance Fig. 4.10B shows an ’opposite’ gain-field plot and Fig. 4.10C, obtained 
with a larger value of A  Et  shows an nonmonotonic gainfield (see Legend for 
details and explanations). However, regardless of the shape of the gain-field 
plots, the linear model (bottom row in Fig. 4.10) can always predict the gain 
fields obtained by simulation in good approximation (upper row of Fig. 4.10). 
From Fig. 4.10 we conclude that, at least in our model, the gain-field description 
is not invariant, but the dot product description is.
Coplanar gain fields can be obtained when the unit is far away from saturation 

































Figure 4.10 Effect of test parameters (Ec, A Et)  on gain-field plot 
of a unit in the first hidden layer. A: Coplanar gain field with similar 
gradients for outer and inner circles. It can be shown that to obtain a 
coplanar gain field, the net input with an empty retinal map should be 
negative to, at least, cancel the strong excitatory drive from the retinal 
input, b.RE, (a' +  c • Ec fa —3). Given the parameters a' and c of 
the unit, this constrains the choice of Ec. Test parameters were: retinal 
stimulus: (40,-19),2?c: (-25,3), A Et-  15 deg. B: Gain field showing 
opposite gradients for inner and outer circles. Test parameters were: 
retinal stimulus: (40,-19), Ec: (6,-1), A E t =  15 deg. C: Complex gain- 
field plot obtained by using a large A ET value. The gain field is complex 
in the sense that the inner circle is small, then large, then small again 
as a function of E t  • Test parameters were: retinal stimulus: (40,-19), 
Ec: (-5,1), A Et = 35 deg.
either by shifting the center of the eye position matrix (E c) or, in a different 
network, by endowing all units with a constant negative bias. Indeed, other 
simulations with fixed negative biases in the first hidden layer (ip =  —2 .8 ), have
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yielded a large proportion of coplanar gain fields.
4.4 Discussion
The neural network studied in the present paper suggests how retinal error and 
eye position inputs may give rise to distributed coding of target position in cran- 
iocentric coordinates at one level and of motor error at a later stage. Units in 
the two hidden layers were thus investigated in order to understand at a deeper 
level how they handle input signals to generate the spatially encoded motor error 
signal of the output layer.
In a pioneering study, Zipser and Andersen (1988) studied craniocentric cod­
ing in a neural network with one hidden layer, in which the two inputs represented 
retinal error and initial eye position, and the output corresponded to target loca­
tion in head-centered coordinates. Their hidden layer and our first hidden layer 
appear to have similar characteristics (see Krommenhoek et al., 1993). Goodman 
and Andersen (1990) have made a first attempt to describe the activity of the 
hidden units in the Zipser and Andersen scheme in more abstract terms.
Our analysis showed that the net input of each hidden unit can be described 
in good approximation by a linear equation, which represents a one dimensional 
projection of the two-dimensional craniocentric space in the first hidden layer 
and of motor error space in the second hidden layer. Although the neural rep­
resentations may seem high-dimensional by virtue of the population coding of 
signals, the input signals at the level of hidden layers 1 and 2 effectively represent 
two-dimensional vectors. By the type of analysis used in this paper, it becomes 
possible to link the concepts of neural network studies (featuring terms like pop­
ulation activity patterns, connectivity, high-dimensionality, diversity of coding 
format) to the cybernetic model of Robinson expressed in Eqn. (4.1).
4.4 .1  M otor error cod ing  in th e  second h idden layer
Through training, our neural network was forced to code the two-dimensional 
motor-error vector topograpically in its output map. How can the hidden layer 
units contribute to the addition and subtraction of input vectors necessitated by 
this task? A limitation of the coding capacity of each unit is that its signal is 
one-dimensional. The solution, emerging from the present analysis, is that each 
unit of the second hidden layer codes only a single component by representing 
the projection of the required motor-error vector on its preferred direction (see 
Eqn. (5)). The problem that the task of the network is two-dimensional, is solved
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by having inputs for various directions. Thus, although each unit plays a distinct 
role, motor error is coded at the population level. We like to repeat that several 
combinations of input signals R  , Et  and E a  give rise to the same motor error. 
The value of the projected vector for a particular motor error of a hidden unit is 
independent of the combination of input signals R  , Et  and E a  which underlies 
that motor error. Clearly, by organizing their input connections in line with 
Eqn.(5), the units in the hidden layer 2 can solve this many-to-one problem.
In the analysis of the hidden units, we found a linear relationship between net 
input and motor error, as described in Eqn.(5). In the Appendix we show that, 
indeed, net input and not activity obeys a linear relationship, in the idealized 
case that the activity of every hidden unit of the second hidden layer is a (not 
previously defined) function of M  . In our network, the summation of inputs 
required by the task results directly in a linear relation between net input of each 
single unit of the second hidden layer and a projection of M  . In this derivation 
the format of the input map activity or output activity function and the learning 
rule do not play a role.
4.4 .2  C raniocentric cod ing in th e  first h idden layer
We found that the net input of a unit from the first hidden layer is a quasi-linear 
function of retinal error and a linear function of eye position at the moment of 
target selection. If each hidden unit is to code Th  , its sensitivity vectors for the 
two inputs should be identical. This was only approximately the case. This means 
that these hidden units do not yet solve the many-to-one problem (the infinitely 
many combinations of R  and E t  representing a particular Th  location) that also 
occurs at this level. If the two sensitivity vectors b and c are not identical, all these 
combinations will cause a different net input. In our opinion, this description 
provides a tool to judge the presence of craniotopic coding in individual units. 
As far as we know, such an analysis has not been performed on single neuron 
data from neurophysio logical experiments.
It has been proposed that neurons in area 7a may collectively code Th  (Zipser 
and Andersen, 1988). This suggestion was inspired on indirect evidence, namely 
that both area 7a neurons (Andersen, 1985) and the hidden units in the Zipser 
and Andersen network, which was trained to compute Th  , have gain fields. 
This is also true in the first hidden layer of our network, but in this case the 
role of each individual unit in the collective Th  coding process can be specified 
rather precisely. Because the nonlinearity complicates the interpretation of gain 
fields, they may create the impression of a multiplicative interaction between a 
visual and an eye position input. However, Goodman and Andersen (1990) have
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suggested that gain fields may be compatible with the simpler interpretation of 
a linear summation of the two inputs at the level of each unit. The same applies 
to our network.
Knowing the best-fit parameters and the characteristics of the nonlinearity 
makes it possible to predict, at least in our network, how the gain field will 
look like for any set of test parameters. In our network, non-coplanar gain fields 
may be more a reflection of the particular test conditions than of the intrinsic 
properties of the unit. This problem appeared to be much less severe when our 
network was trained with negative biases. Nevertheless, it would be interesting 
to know whether this test-condition dependence occurs also in real neurons.
In neurophysiology, activity is easier to record from neurons than net input. 
When we assume that the dotproduct property is valid, is it then possible to 
predict the linear fit parameters a, a', b, and c from a single gain-field plot of 
a neuron? At least the vector c can be derived, under the assumption that 
the neuron transforms net input into activity through a sigmoid relation and 
provided knowledge about the minimum and maximum activity of the neuron is 
available. In this case, the inverse of the sigmoid can be linearly related to the 
input parameters for each of the nine different eye positions and a constant value 
of R  :
Ai
ln (----- — ) =  a +  b - R E +  c - E T (4.7)
1 -  Ai
Knowing the nine E t  values (and the normalized activities, Ai, of the neuron), 
one may obtain c and the constant (o +  b.RE)- The same procedure can be 
applied to the nine annuli of the gain-field plot (second part of Eqn. 6), yielding 
a' and c. One can test whether the two values of c, independently obtained, are 
equal. However, 6 cannot be directly obtained, because R  is not varied in the 
standard gain-field plot. One way to estimate b, is to assume that b =  c, but at 
least for this network, this may not be valid (see Fig. 4.4) and it would be better 
to measure gain fields for different R  values.
In conclusion, we have presented a network, in which the hidden units’ con­
tribution to the overall task can be described in very simple terms, unlike the 
situation in many other neural network/task combinations. Furthermore, this 
paper proposes a conceptual framework of the analysis of craniocentric and ocu- 
locentric coding at the single unit level, which may be a useful additional tool in 
combination with the gain field characterization, which has become customary in 
neurophysiology.
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4.5 Appendix
In this appendix, we show tha t if the net input of a unit in the second hidden 
layer is solely a function of the output M  , irrespective of the inputs R  , E t  and 
E a  , then this function must be linear in M  .
Consider the net input I ( R , E t ,  E a )  of a certain hidden unit. Assumptions are 
(1): tha t this net input is solely a function of M  = R  + E t  -E a  • (2): Due 
to the architecture of the network, the net input is the sum of two independent 
parts: h ( R , E T ) is the contribution of the first hidden layer and I 2 (E a )  is the 
contribution from the E a  input map. So we have
I ( M )  = I i (R ,  Et ) +  I2(EA) (4.8)
We take the gradients with respect to R  and E a  ,
V r I ( M )  = V m I ( M )  =  V Rh ( R ,  E t ) (4.9)
V Ea I ( M )  = - V m I ( M )  = V e a I 2 {E a ) (4.10)
So:
V r I i (R,  Et ) = —V e a I2(Ea ) (4-11)
for all combinations R  , Et  and E a  which sum up to M  . Since this equality 
holds for any M  and hence for any R  , Et  and E a  , we can deduce that 
V r I i (R,  Et ), —V ea I2{Ea ) and hence 'Vm I ( M )  are constant vectors q. We 
conclude that net input I  is a linear function.
I  =  p  +  q .(R  +  Et  — E a ) (4-12)
Since in our network activity is a nonlinear function of net input, activity is in 
principle not a linear function of M  .
Chapter 5
A neural network study of  
precollicular saccadic averaging
Abstract
Saccadic averaging is the phenomenon th a t two simultaneously presented 
retinal inputs result in a saccade with an endpoint located on an interme­
diate position between the two stimuli. Recordings from neurons in the 
deeper layers of the superior colliculus have revealed neural correlates of 
saccade averaging, indicating th a t it takes place at this level or upstream. 
Recently, we proposed a neural network for internal feedback in saccades.
This neural network model is different from other models in th a t it suggests 
the possibility th a t averaging takes place in a stage upstream of the collicu­
lus. The network consists of output units representing the neural map of 
the deeper layers of the superior colliculus and hidden layers im itating areas 
in the posterior parietal cortex. The deeper layers of the superior colliculus 
represent the motor error of a desired saccade, e.g. an eye movement to  a 
visual target. In this article we show th a t averaging is an emergent property 
of the proposed network. When two retinal targets with different intensities 
are simultaneously presented to  the network, the activity in the output layer 
represents a single motor error with a weighted average value. Our goal is 
to  understand the mechanism of weighted averaging in this neural network.
It appears th a t averaging in the model is caused by the linear dependence 
of the net input, received by the hidden units, on retinal error, indepen­
dent of its retinal coding format. For non-normalized retinal error inputs 
also the nonlinearity between the net input and the activity of the hidden 
units plays a role in the averaging process. The averaging properties of the 
model are in agreement with physiological experiments if the hypothetical 
retinal error input map is normalized. The neural network predicts th a t if 
this normalization is overruled by electrical stimulation, averaging still takes
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place. However, in this case - as a consequence of the feedback task - the 
location of the resulting saccade depends on the initial eye position and the 
to tal intensity/current applied at the two locations. This could be a way to 
verify the neural network model. If the assumptions for the model are valid, 
a physiological implication of this paper is th a t averaging of saccades takes 
place upstream of the superior colliculus.
K.P. Krommenhoek and W .A .J.J. Wiegerinck. A neural network study of precollicular 
saccadic averaging. Biological Cybernetics 78, 465-477, 1998.
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5.1 Introduction
A saccade is a fast eye movement tha t directs the fovea towards a visual target. 
If two retinal stimuli are presented simultaneously, separated from each other by 
a distance up to 30 deg, and if the latency (i.e. the time between presentation 
of the stimulus and the saccade) is less than 300 ms, a saccade does not end on 
one of the targets, but on an intermediate location between two targets (Findlay 
1982; Ottes et al., 1984; Ottes et al., 1985). This phenomenon is called averaging. 
Such saccades are called averaging saccades (Ottes et al., 1984) or global saccades 
(Findlay, 1982). The endpoint location of the saccade shows weighted averaging 
in that it depends on the relative intensities of the two stimuli.
Averaging might be functionally useful. Although in the early stages of the vi­
sual system target selection seems imprecise when a saccade is performed quickly 
after the stimulus presentation (and averaging occurs), such a quick inaccurate 
averaging saccade -which brings potential targets closer to the fovea- followed by a 
correction saccade is generally more precise than a single, delayed (nonaveraging) 
saccade within the same amount of time. (Coeffe and O’Regan, 1987).
5.1.1 B ehavioral and ph ysio logical stu d ies o f  averaging
In several behavioral experiments averaging saccades have been measured (Becker 
and Jurgens, 1979; Findlay 1982; Ottes et al. 1984). Herein, two spots are pre­
sented to a subject simultaneously or separated in time with a short interval. 
The subject responds to these stimuli with an averaging saccade. In these ex­
periments, the metrics of the saccade, representing the average response, depend 
on various features of the stimulus such as relative size of the two spots, the dis­
tance between the two targets and their relative intensity (Findlay 1982; Ottes 
et al. 1984). Similar experiments with strings of letters confirmed that averaging 
occurs also for stimuli more complex than isolated points (Coeffe and O’Regan, 
1987).
Several experiments have been done to study which areas in the brain are 
potentially involved in averaging. Averaging takes place in a given brain area, 
if it receives information from two stimuli separately and then transforms these 
two states into a single, average, target-representation. By electrical stimulation 
it has been shown tha t averaging saccades can be induced at several locations 
in the visuo-oculomotor pathway. Because the superior colliculus represents a 
topographically coded motor error signal, electrical stimulation in two locations 
can simulate the presence of two targets. Robinson (1972) did this experiment and 
found averaging saccades with endpoints on a location weighted by the intensity of
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the electrical stimulation. Also simultaneous electrical stimulation in the superior 
colliculus and the frontal eye fields yields averaging saccades (Schiller et al., 1979). 
The same holds true for electrical stimulation at two locations in the frontal eye 
fields (Fuchs and Robinson, 1969). These electrical stimulation experiments leave 
open the possibility of averaging mechanisms below the superior colliculus.
Single-unit recording studies in the presence of two visual stimuli, in contrast, 
suggest that before or at the level of the superior colliculus, two stimuli are 
transformed into a single (average) target representation. Van Opstal and Van 
Gisbergen (1990) and Glimcher and Sparks (1993) have recorded the activity 
of cells in the deeper layers of the superior colliculus, while the monkey made 
eye movements with averaging characteristics. These averaging saccades were 
visually evoked by double-step stimuli or by simultaneous presentation of two 
targets. For averaging saccades, they found one Gaussian mountain of activity 
in the collicular motor map whose location reflected the metrics of the averaging 
saccade. They concluded tha t averaging in visually evoked saccades takes place 
before or at the level of the colliculus. Therefore, to investigate this issue, we will 
consider in this paper a neural network model which shows striking similarities 
with neural signals from certain cells in an important area of the saccadic system 
upstream of the superior colliculus: the posterior parietal cortex.
5.1 .2  P arieta l-co llicu lar pathw ay in v isua lly  induced saccades
The posterior parietal cortex is involved in externally triggered, visually guided 
saccades (see review by Pierrot-Deseilligny, 1994). This is, for example, indicated 
by the study of Pierrot-Deseilligny et al. (1991). They found tha t patients with a 
lesion in the posterior parietal cortex showed an increased latency in single visual 
reflexive saccades.
The role of the posterior parietal cortex is even more important in sequences of 
visually evoked remembered saccades, for instance, in the visually evoked double­
step paradigm. In this paradigm, the subject is instructed to move the point 
of fixation to two remembered positions indicated by a double-step movement 
of the target. Since both refixations have to be made in complete darkness, 
correct execution of the second eye movement requires information about both 
the stored visual coordinates of the final target and the coordinates of the first 
movement. Experiments involving humans with lesions in the posterior parietal 
cortex indicate tha t they cannot or can barely compute the correct size and 
direction (motor error) of this second saccade (Heide et al., 1995; Duhamel et 
al., 1992; Rivaud et al., 1994). According to behavioral experiments (Hallett and 
Lightstone, 1976; Krommenhoek and Van Gisbergen, 1994), the second saccade
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in the double-step paradigm is computed by nonretinal feedback, which may 
be based on internal feedback (Guthrie et al., 1983). These findings indirectly 
support the idea tha t the posterior parietal cortex is involved in internal feedback.
5.1 .3  G oal
In a previous paper (Krommenhoek et al., 1993), a neural network was described 
that models internal feedback in saccades a t the level of the superior colliculus 
in the midbrain and at a level upstream of this area, which may be the posterior 
parietal cortex. Because this neural network represents a stage before the superior 
colliculus and since visually evoked averaging occurs before or in the superior 
colliculus (Van Opstal and Van Gisbergen, 1990; Glimcher and Sparks, 1993), 
we studied the behavior of the network under the simultaneous presentation of 
two retinal targets. As will be shown in this article, it appears that this network 
shows averaging, weighted with the relative intensities of the two retinal targets. 
We shall examine in which layer in the network averaging occurs, and we shall 
discuss the neurophysiological implications of our findings.
5.2 The model
In Krommenhoek et al. (1993) a neural network was designed to model internal 
feedback. This network incorporates the deeper layers of the superior colliculus. 
Many behavioral and physiological experiments support the existence of an inter­
nal feedback loop (Hallett and Lightstone, 1976; Guthrie et al., 1983). The result 
of the internal feedback is reflected in the activity pattern of the deeper layers of 
the superior colliculus (Mays and Sparks, 1980; Sparks and Mays, 1983; Sparks 
and Porter, 1983). Herein, activity is updated, not only subsequent to changes in 
retinal error, but also subsequent to motor signals representing a change in eye 
position. Thus, a feedback loop is created (Mays and Sparks, 1980).
Robinson (1972) was the first to propose a model of internal feedback (see 
Figure 5.1). In his scheme, which served later as the basis of our model, the 
retinal distance between the projection of the target on the retina and the fovea 
of the retina (at the moment of target selection, defined as retinal error R  ) is 
added to the eye position at the moment of target selection ( E t  ) • This results 
in the target position relative to the head (T h  ) at the first summing junction 
of the Robinson model in Fig. 5.1. This T h  is stored in memory until a saccade 
is generated. In a subsequent stage, the second summing junction in Fig. 5.1, 
the actual eye position (E a  ) is subtracted from T h  resulting in the size and
116 A neural netw ork study  o f precollicular saccadic averaging





Figure 5.1 The Robinson model. In the first stage, target position 
relative to the head (Th  ) is computed by adding retinal error (R  ) to 
eye position at the moment of target selection (E t  , sampled and held 
in memory until a saccade is generated). R  and E t  are independent, 
because R  is coded relative to the fovea, and E t  is coded relative to 
the head. In a subsequent stage, motor error ( M  ) is computed by­
subtracting actual eye position (Ea ) from T h  ■
direction of the desired saccade. This is defined as motor error M  . Thus, 
feedback to correct for intervening eye movements is performed in the second 
summing junction in one update.
Robinson’s model was the guide to the architecture of our neural network 
model (Krommenhoek et al., 1993). Figure 5.2 shows the architecture of the 
neural network. It consists of three input layers, coding R  , E t  and E a  and one 
output layer, coding M  . The input layers representing R  and E t  project onto 
the first hidden layer (which should be compared with the first summing junction 
in Robinson’s model). The output of this first hidden layer and the input layer 
representing E a  project onto the second hidden layer (which should be compared 
to the second summing junction in Robinson’s model). Finally, the output of the 
second hidden layer is projected onto the output map, representing the motor 
error M  . The retinal error input map and the motor error output map are 
topographically coded by a single gaussian mountain of activity. The centers of 
gravity of the mountains in these maps represent R  and M  , respectively. The 
shape and height of the activity mountains are fixed and assumed to be equal in 
both maps. The height of the mountains models the intensity of the activity in 
the map. As far as the M  map is concerned, the coding format is in agreement 
with experimental results in the superior colliculus (Schiller and Stryker, 1972). 
The topographical coding of the superior colliculus suggests a similar coding for 
the retinal error input map, perhaps related to a teacher role of the latter one in 
physiology.
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Figure 5.2 Architecture of the neural network. There are three input 
maps: retinal error ( R ) ,  eye position at the moment of target selection 
( E t  ) and actual eye position ( E a  )• Between layers, every unit has 
only feedforward connections to  the next layer. The first hidden layer (25 
units) has access to  retinal error and eye position at the moment of target 
selection. The second hidden layer (25 units) is connected with the first 
hidden layer and the fast updatable new eye position input E a  • The 
output layer represents the motor map of the superior colliculus, coding 
motor error M  . The topographically coded R  and M  maps consist 
of 8x8 units. The width of the square of each unit is a measure for the 
activity value of the unit. (Continuation of caption on next page).
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(Figure 5.2 on previous page). The eye position signals E t  and E a  are 
coded in a recruitment/firing rate format, and consist of 4x8 units. The 
output map was taught to code M  = R  + E t  - E a  • All of these 
two-dimensional vectors have a range of -40 to 40 deg in each dimension. 
After some 100,000 trials, the network learned this with an accuracy of 
about 2 deg over a working range of 80 degrees. In the figure, an ex­
ample of inputs is given of the activities of one trial, with R  =(10,10), 
E t  = (-20,-20), and E a  = (10,0). For other parameters and the learn­
ing procedure, used in the simulation, we refer to Krommenhoek et al., 
1993.
The two eye position input maps are coded in a recruitment/firing rate format 
in four directions, corresponding to four hypothetical eye muscles (left, right, up, 
and down). Each unit belongs to one of the four directions. If the eye position is 
beyond a certain recruitment threshold in the corresponding direction, the unit 
will be active. Above the threshold, the activity of the unit increases linearly 
with eye position in that direction. The threshold and the slope of the linearity 
is different for each unit.
The output map has been trained to code M  = R  +  E t  - E a  using back­
propagation (Rumelhart et al., 1986). Details can be found in the legend to 
Figure 5.2. After training, the first hidden layer turns out to code T h  , simi­
lar to the separate stage in head coordinates in Robinson’s model. The second 
hidden layer turns out to code M  (however, not topographically), similar to the 
second summing junction in Robinson’s model.
The proposed physiological interpretation of the various layers in the network 
is the following. The output layer in the network represents the deeper layers of 
the superior colliculus, which contain a topographically coded map (Schiller and 
Stryker, 1972). The second hidden layer in the network may represent cells in 
area LIP in the posterior parietal cortex, which project to the superior colliculus 
(Andersen et al., 1990b). Barash et al., (1991) measured tha t LIP codes motor 
error. The units in the first hidden layer have gain-fields, i.e., the gain of their 
visual response is modulated by eye position. The first hidden layer may represent 
the gain field cells in area 7a in the posterior parietal cortex (Andersen et al., 
1985). These cells may code T h  (Zipser and Andersen, 1988), and they project 
to LIP (Andersen et al., 1990b). Another candidate for the first hidden layer 
could be area V3a (Galetti and Battagline, 1989), which also projects to LIP and 
also has gain-fields.
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In summary, the neural network of internal feedback presented in Krommen­
hoek et al. (1993) is an extension of Robinson’s model. First, it uses more realistic 
coding formats at the various stages in the model. In this way, it suggests re­
lations between these stages and various areas in the posterior parietal cortex. 
Secondly, it shows tha t the intermediate levels in the model can be trained given 
the task of the model. In the Methods section, we will describe how we have 
examined averaging in this model.
5.3 M ethods
The network has been trained with randomly chosen, single retinal targets with 
normalized intensities. To study averaging, we simulated the response of the 
network when two retinal targets, say A and B, were presented simultaneously 
as one input pattern AB. This pattern  A B  was obtained by adding the activity 
pattern  A to the activity pattern B. To study weighted averaging, we presented 
two targets with different intensities, /¿i and /¿2 - A target with intensity /i 
is simulated by multiplying the activity of each input unit, resulting from the 
presentation of a normalized target, by a factor ¿t.
To analyze at which level in the network averaging occurs, we compared at 
each level the activity pattern resulting from the presentation of the combined 
stimulus A B  on the retinal error input map, and the presentation of a normalized 
single stimulus C on the weighted average location in the input map. At each 
level, we applied a linear regression between the two activity patterns, yielding 
a slope (denoted as s a b ,c ) and a constant (denoted as c a b ,c )- A level that 
shows perfect averaging will have s a b ,c  =  1.0 and c a b ,c  =  0. In other words, 
for perfect averaging presenting A B  will result in the same activity pattern as 
presenting C. The seven different levels of the network are the activities of the 
retinal error input map (retina); the net inputs and activities of the first hidden 
layer (nethl and acthl); second hidden layer (neth2  and acth,2 ) and output layer 
(netout and actout). Activity is defined here as the result of a sigmoidal trans­
formation of the net input (Rumelhart et al., 1986). We have considered several 
combinations of A B  and C.
To study the influence of eye position and total intensity, we computed the 
center of gravity of the motor map activity for several combinations of these 
quantities. To study the influence of intensity, we also performed a linear regres­
sion analysis, yielding s a b ,c -, and c a b ,c  for nethl and acthl. The effect of ‘the 
total intensity’ /¿i +  on the precision of averaging was measured with equal 
intensities of the two targets (/l»i =  7 2^ ), starting with a total intensity of 0.2
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and ending with total intensity 4.0, while E t  = E a  is (0,0). The influence of eye 
position E t  on the precision of averaging was tested in three ways: (1 ) variation 
of E t  for E a  = E t  (single step paradigm). (2,3) variation of E a  for E t  =0 and 
E t  = (30,0) respectively.
We present below some theoretical arguments in order to explain the simula­
tion results. Starting assumptions are based on observations in the neural network 
with single, normalized retinal inputs. The mechanism of averaging with targets 
of different intensities as well as the influence of eye position on averaging at dif­
ferent levels in the network will be made plausible. We show tha t the theoretical 
results are qualitatively in agreement with the simulations.
5.4 Results
5.4.1 S im ulations  
Averaging at the output layer
First, we demonstrate in Figure 5.3- 5.5 tha t the network shows averaging in 
the output layer as an emergent property. In Figure 5.3 we plotted the retinal 
input pattern . i />’. in which A = (-30,0) and B  =  (30,30), and the corresponding 
network output. For comparison, we plotted the single targets A and B  and the 
target (7, located at the average position (0,15), and the corresponding network 
outputs as well. Eye positions were maintained at (0,0). The intensity of each 
target was kept at /Lt =  1. (Thus, the total intensity of A B  equals fj, =  2. 
Later on, we will discuss the small effect of the total intensity on the precision of 
averaging.)
In Figure 5.4 we show the result of two other examples, one with equal ec­
centricity, the other with equal direction. In this figure, we plot only the input 
pattern A B  and the corresponding network response. In all cases, we find a single 
mountain on the output map at the average location and shapes (i.e., width and 
height) of the motor error mountain in the output layer which are equal to the 
single target situation.
Weighted averaging was tested in Figure 5.5. In this situation, A and B  have 
different intensities, mimicked by reducing the height of the gaussian activity in 
the R  map of one of the two simultaneous stimuli by a factor two (either A or 
B). This leads to averaging weighted by the relative intensities of the stimuli. In 
Fig. 5.5 A,B we show simulation results of weighted averaging for A =  (-30,0) and 
B = (30,30). We conclude tha t weighted averaging is found at the level of the 
output of the network. In the next subsections we will study the contributions
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Figure 5.3 Averaging resulting from the presentation of two stimuli, 
compared with the presentation of single retinal stimuli. Upper row 
consists of retinal error input map unit activities. Lower row consists of 
activities of units in the motor error map. Each picture consists of 8x8 
output units. The width of the squares is a measure of the activity value 
of the units. The first column consists of two retinal stimuli (^ 4 =(-30,0) 
and B =(30,30) deg) with equal intensity (1.0) and the corresponding 
result in the output map: a mountain of activity at the average location, 
with a shape, equal to the single target situation, as is seen in the other 
three columns. For comparison, in the other three columns the results 
are shown of the presentations of the single targets C located at the 
average position (0,15) (column 2); A (column 3); and B (column 4).
of the previous layers of the network to averaging.
Averaging at different levels in the network
At each level of the network, we have compared the net inputs and the activities 
which result from presenting two stimuli (AB) with those resulting from present­
ing one stimulus at the average location (O). All stimuli had intensity 1.0, so 
that the total intensity of A B  equals 2.0. For each level we have performed the 
comparison by a linear regression analysis (yielding a slope s a b ,c -, the constant 
c a b ,c  appeared to be insignificant in all cases), We did this for the seven differ­
ent levels of the network: the retinal error input map retina; the net inputs and 
activities of the first hidden layer (nethl and acthl); second hidden layer (neth2  
and acth/2) and output layer (netout and actout). This analysis was performed
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Figure 5.4 Two further examples of averaging: one with equal eccen­
tricity targets and one with equal direction targets. The first column 
consists of an example of two retinal targets with equal amplitude (^ 4 
= (-20,20) and B =(-20,-20) deg), both intensities are 1.0. The second 
column consists of an example of two retinal targets with equal direction 
(^ 4 =(5,0) and B =(20,0) deg), both intensities are 1.0. The result in 
the output layer is one mountain at the average location.
A B




Figure 5.5 Two examples of weighted averaging. (^ 4 =(-30,0) and B 
= (30,30) deg) with unequal intensities. Column 1: intensities of A and 
B are 1.0 and 0.5 respectively. Column 2: intensities of A and B are 0.5 
and 1.0 respectively. The result in the output layer is one mountain at 
the weighted average location.
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level of the network
Figure 5.6 Slope s0 f,jC as a function of the level in the network (see text) 
for three examples of input patterns. Level 1 (retina) and 2 (nethl) 
show much variation among the three examples. Level 3 (acthl) and 
subsequent levels show a slope close to one in all examples. All values 
are presented with their 95 percent confidence interval.
for the three examples of input patterns presented in Figs. 5.3 (first column) and, 
5.4 (both columns). The results are shown in Figure 5.6.
In the case of perfect averaging, the results of presentation of A B  or C would 
be equal to each other, so tha t the slope s a b ,c  shown in Fig. 5.6 would be exactly 
one, while the constants c a b ,c  would be zero. Fig. 5.6 shows that for levels acthl,
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neth2, acth2, netout, and actout s a b ,c  is about one. The slopes indicate tha t a 
good deal of averaging has largely taken place at the level of activity of the first 
hidden layer (level 3 on the x-axis). At the first two levels, the patterns A B  and 
C are not (level 1) or hardly (level 2) processed. There, s a b ,c  depends on the 
accidental choice of pattern  and bears no significant meaning.
Influence of total intensity
In the previous subsections, we took for the total intensity of the two simultane­
ously presented targets A B  twice the total intensity of a single target (/l»i + ¡i2 =  
2). However, in particular for weighted averaging, there is no a priori reason why 
the total intensity of two targets should be ¿ti +  ¿t2 =  2. Therefore, we will 
study the influence of the total intensity on the averaging process. The influence 
of the total intensity ¿ti +  2 on averaging is shown in Figs. 5.7 and 5.8. We 
varied the total intensity ¿ti +  ¿t2 of the two retinal targets in the range 0 .2  to 
4.0. The intensity of the first retinal target is kept equal to the intensity of the 
second target. Figs. 5.7 and 5.8 show the result for the same three examples as 
used in Figs. 5.3 and 5.4.
In Figure 5.7 we see the center of gravity in the output layer as a function of 
the total intensity. Each dot is a simulation result. Fig. 5.7 also shows the control 
values for two situations. One is determined by the center of gravity of M  when 
one normalized mountain is presented a t the average location on the retinal error 
input map (solid line). The other is the result of presenting a single target on the 
R  map at the location of the vector sum /¿i A + ¿ ¿ 2  B  (dashed line). When the 
dotted and solid lines are identical, averaging is perfect. Figure 5.7 shows that 
the two lines intersect when the total intensity is 1 .0 , that is, with a normalized 
retinal input map ¿ti +  ¿t2 =  1- At tha t point averaging is perfect. Fig. 5.7 
also shows tha t the deviation from the ideal value of averaging is larger if total 
intensity decreases, than if it increases. The generalization for large intensities 
is better than the generalization for smaller intensities. In the latter case, the 
dotted line shows similarity with the result of the vector sum (dashed line).
Figure 5.8 shows the slopes s a b ,c  of two levels nethl and acthl of the network 
as a function of the total intensity of the two targets A, B  for three examples of 
retinal input patterns. If the total intensity is normalized (fj, =  1), the slopes 
s a b ,c  are about one at both levels, and averaging already occurs at the level of 
nethl. For nonnormalized inputs, the slope of nethl is different, while the slope 
of acthl remains about one. In that case, averaging occurs at the level of acthl. 
We conclude that averaging is best if the total intensity is normalized. However, 
for higher total intensities, averaging still occurs at higher levels in the network.











Figure 5.7 Influence of total intensity on averaging in the output map. 
x-axis: total intensity of the two retinal targets. Each column shows 
another combination of two retinal stimuli. The intensities of the two 
targets were kept equal to each other. The y-axes show the components 
of the center of gravity in the output map for this presentation. Dots: 
simulation results. Solid line: result of the presentation of the single 
normalized target on the weighted average location. It can be seen that 
averaging is best when total intensity of the retinal error input map is
1.0. Dashed line represents the result of the presentation of a single 
retinal target, with intensity 1.0  on the location of the weighted vector 
sum of the two targets (if the location exists in the map, i.e. range (- 
40;40) x (-40;40)). It can be seen that for lower total intensities than
1 .0 , a weighted summation takes place.
Influence of eye position
Other variables of the network are eye positions E t  and E a  , which were set 
equal to zero in the previous subsections. In this subsection the influence of 
non-zero eye positions on averaging is studied. W ith a normalized input, the 
eye positions E t  and E a  have no effect (not shown). This can be understood
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Figure 5.8 Influence of total intensity on averaging. Slopes sab,c (defi­
nition in text) of nethl and acthl as function of the total intensity of the 
two targets A,B, in three examples of retinal error input patterns. The 
data is presented with its 95 percent confidence interval. The intensity 
of the two targets was kept equal to each other. If the total intensity is 
about one, then averaging already occurs at the level of nethl. For other 
total intensities, averaging occurs at the level of acthl.











































Figure 5.9 Effect of eye position on averaging in the output layer. Each 
column shows the result of one example of the retinal targets. In each 
case the total intensity is two. The effect of E t  on averaging is shown in 
the first row. One component of ET is varied, shown on the x-axis, while 
the center of gravity in the output layer is measured, shown on the y-axis 
(the changing component of the center of gravity). Dashed line shows the 
theoretical value (normalized average stimulus, presented on the retinal 
input map), solid line the simulation value. The value of E a  is in the 
first row kept equal to E t  to imitate the behavior experiment wherein a 
single saccade is presented at different initial eye positions. It is shown 
that E t  =(0 ,0 ) yields the best averaging and with other E t  values, 
the deviation in averaging is the same for all examples. The middle and 
bottom rows show (Continuation of caption on next page).
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(Figure 5.9 on previous page), the effect of different feedback values 
(E a  - E t  ) on the x-axis. At a constant E t  value, E a  is varied. 
Because the E t  value influences the averaging, two different constant 
E t  values are shown: in the second row: E t  =(0 ,0 ), in the third row 
E t  =(30,0) or (0,30). It is shown that the deviation between simulation 
and theoretical results (solid and dashed line, respectively) is constant, 
so the feedback value is not important in the performance of averaging.
since the net input from the retinal error input map is not changed. For non­
normalized retinal inputs, the effect of eye positions E t  and E a  on averaging 
in the output layer is shown in Figure 5.9. We plotted one component of motor 
error as a function of E t  ■ In the three examples (columns in Fig. 5.9) the 
retinal inputs were taken as described previously (see Figs. 5.3, first column, and 
5.4). Solid lines show the results with two retinal stimuli. Dashed lines show the 
control results with one retinal stimulus at the average location. In the first row 
of panels in Fig. 5.9 one component of motor error is plotted as a function of 
the corresponding component of E t  with the constraint E a  = E t  (single-step 
paradigm). In the second and third rows of panels in Fig. 5.9 one component of 
mot or error is plotted as a function of the corresponding component of E a  while 
E t  was kept (0,0) deg and (30,0) deg respectively. The figures clearly indicate 
that only E t  affects averaging. The first row of panels shows the best averaging 
results if E t  =(0,0), namely where the solid line intersects the dashed line. The 
second and third row show that E a  hardly affects the deviation in motor error 
when two stimuli are presented. In the case of E t  =(0,0), the deviation compared 
with the control stimulus is negligible for the whole range of E a  • In the case 
of E t  =(30,0), the deviation is about constant over the whole range of E a  ■ 
The deviation in averaging in the lowest two rows can also be observed in the 
upper row, using the appropriate E t  value. Averaging is not influenced by E a  ■ 
This can be understood by the fact that averaging already took place at the first 
hidden layer (also for nonnormalized retinal maps), while the E a  map only enters 
the network at the second hidden layer.
In conclusion, in the nonnormalized situation, only the initial eye position 
E t  will determine a deviation from averaging. In the situation of normalized 
total intensity, both eye positions E t  and E a  have no influence on averaging.
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5.4 .2  T heory
In this section, we present some theoretical explanations of the simulation results 
of the averaging in the neural network model described in the previous section.
N et input of a unit o f the first hidden layer
At the lowest level, the network consists of two separate input maps. One codes 
the two-dimensional retinal error R  , the other codes the two-dimensional eye 
position E t  ■ The retinal error R  is topographically coded as a mountain with 
magnitude /x =  1 on the retinal error input map. That is, the activity <fii of an 
input unit i  on the retinal error map is given by
in which a  is the width of the mountain and i  is a two dimensional vector coding 
the position of the unit in the map. In a similar way, the eye position E t  is 
recruitment coded on the eye position input map. The activity of a unit i '  on 
this map is given by, say, ^ / ( E t ). The exact shapes of <fii(R) and ipi>(Et ) 
are irrelevant to what follows.
The first hidden layer receives its input from both input maps. The net input 
Ij  of a unit j  in the first hidden layer is simply the sum of activities <fii(R) and 
ip i '(E T)  of the units in the input maps multiplied by the weights Wji and Wji> 
between the input units and the unit in the first hidden layer, i.e.
Although the dependencies of (pi and on R  and E t  respectively, are quite 
complex, it was observed in Krommenhoek et al. (1996) tha t I j ( R , E t ) can be 
roughly approximated by a linear function of R  and E t  ■
in which we define a j  as a two-dimensional sensitivity vector of the unit, and bj 
is a constant, originating from the retinal input map and the eye position input 
map respectively. For each unit, a j  and bj may be different. The linearity of the 
net input in R  and E t  is strongly related to the coding in the hidden units: if 





I j  — aj  • ( R  +  e t  ) +  bj (5.3)
I j ( R , E T ) =  I j ( R  +  E T ) (5.4)
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while, on the other hand, the dependence of I j  on R  and E t  consists of two 
separate parts:
I j ( R , E T ) =  I ™ ( R )  +  I ? \ E T ) (5.5)
in which l f ( R )  =  J2 i w ji<t>i(R) and I ^ ( E t )  =  w j i ' ^ i ( ^ T )  are the
contributions to the net input of both input maps.
Then, it follows inevitably tha t I j  is linear in R  and in E t  (see appendix in 
Krommenhoek et al., 1996). The reason for this is tha t the gradient of I j  with 
respect to R  should be equal to the gradient of I j  with respect to E t  , because 
only the T h  value matters in I j .  Because the network can combine any value 
from the range of R  with any value from the range of E t  to yield the same 
T h  , a certain gradient in this T h  should hold for the whole range of R  and 
E t  respectively, in other words, I j  is linear in R  and in E t  ■
The contribution of the R  input map to the net input is:
Jj 1 }( R )  =  =  <*j-R  +  Cj (5.6)
i
and the contribution of the E t  input map to the net input is:
i f  (E t ) =  Y ,  ) =  a j  - E T +  d j  (5.7)
V
with the constants, satisfying Cj +  dj =  bj. We stress that (6 ) and (7) are 
only by approximation linear in R  and E t  respectively, as was observed in the 
simulations. The idea that I j  codes T h  fits very well in the Robinson scheme. 
The fact tha t a sequence of sigmoid functions can lead to a linear relationship is 
also demonstrated in Tax and Denier van der Gon (1991). In the next subsections 
we discuss the implications of the linearity of the net input of the first hidden 
layer to averaging in the output layer.
N et input of a hidden unit resulting from two targets
In this subsection, we show that presenting two retinal targets to the network, 
each with its own intensity, is identical to presenting one retinal stimulus with 
the summated intensity at the weighted average location. If a single retinal 
target with intensity ^  1  is presented to the retinal error input map, then (by 
definition) at the level of the input map, the activity of each unit of the R  map 
is equal to fxipi(R). Consequently, the net input of a unit from the first hidden
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layer is
=  +  =  K a j - R + c ^  +  l f i E r )
i
=  a j  • n R  +  n c j  +  l f \ E T ) (5.8)
If two retinal targets are presented to the retinal error input map ( R \  and 
R  2 ) with magnitudes /¿i and /¿2  respectively, then the activity at the level of 
the input map is by definition the sum of the two patterns resulting from each 
target and, the net input of each hidden unit of the first hidden layer is:
I j  =  ^ [ H x V O ji^ i iR ! )  +  l i 2 Wji<t>i(R2 )\ +  I j 2) (E T ) 
i
=  pi  ( a j  • R 1 +  C j )  +  ( a j  • R 2  +  ci ) +  I j  ( E T )
=  a j  • (¿tx +  +  (P i +  M2 )ci +  l f ( E T ) (5.9)
which is exactly equal to the result of presenting one mountain to the retinal map 
at location with magnitude ¿ti +  ¿¿2 -
Note tha t if ¿ti +  ¡¿ 2  =  1, the net input of each hidden unit in the case of 
two retinal targets is exactly equal to the net input in the case tha t one mountain 
is presented to the network at the location corresponding to a weighted average. 
This clarifies why a normalized retinal input map yields the best averaging results, 
as is observed in the simulation results.
Effect o f the total intensity of the retinal input on the output map
In the previous subsection, we showed that two stimuli on the retinal input map 
lead to the same output as one retinal stimulus with a different intensity. In this 
subsection we study how this intensity affects the output of the network. We 
assume tha t E t  = E a  =(0,0). The role of eye position will be considered later. 
First consider the trained situation with one retinal target R  with magnitude 
fj, =  1. Then, the net input of the first layer of hidden units is given by
I j  — a j  • R  -|- Cj -|- dj  (5.10)
The activity of the hidden units is determined by the transfer function. In the 
simulations, the transfer function of the hidden unit is given by a sigmoid func­
tion. Now, we approximate the sigmoid by the Heavyside function 0 ,  with 
0 ( * )  =  0 for * <  0 and 0 ( * )  =  1 for * >  0. Thus, the activity of the hidden
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unit j  is 0 ( o j  • R  +  Cj +  d j ). All the activities together compose a binary 
activity pattern on the hidden layer. This binary activity pattern  completely 
determines the output of the network. For instance, the activity pattern given 
by & (aj • R  +  Cj +  d j)  results in one mountain on the output map located at 
M  = R  . We will consider how the intensity of the mountain at the retinal input 
map affects the activity pattern at the hidden layer and, by that, the output of 
the neural network.
In the previous subsection, we argued tha t if we present one retinal target 
R  with intensity /i to the network, the net input of the first hidden layer is given 
by Eqn. (8 ), and, therefore, the activity by
&(p,(aj • R  +  Cj) +  d j)  (5.11)
Now, the question is to which output this activity pattern will lead. Although 
this activity pattern did not appear during training of the network, we always 
find one stereotyped mountain of activity in the output map - a pattern which is 
an element of the training set - if we present two stimuli in the simulations. This 
led us to surmise tha t the activity pattern given by • R  +  Cj) +  d j)
will approximately match an activity pattern 0  (a j  ■ R  +  Cj +  d j ) of a trained 
situation.
To proceed, we use the scale invariance of &( x) .  tha t is &( Xx)  =  0 ( x )  for 
A >  0. The activity of a unit can be w ritten as
0 ( p ( o j  • R  +  Cj) +  dj )
=  0 (A [p (o j • R  +  Cj) +  dj])
— 0([<jj • (Afj ,R)  -|- Cj -|- d j ] -|- [(Ap — ^-)cj “I- (A — l)rfj])  (5.12) 
=  0 ( o j  • (Af xR)  +  Cj +  dj )  +  £j ( A; R j  fx)
with the mismatch
£j ( A; R ;  ¿t) =  • R  +  Cj) +  dj )  — 0 ( [ o j  • (Ap ,R )  +  Cj +  dj])  (5.13)
The mismatch can be £j =  0 or £j =  ± 1 . The assumption is that for 
a certain A* the mismatch is small, i.e. there are only a few units j  with a 
nonzero mismatch and tha t the propagated mismatch in the next layers
will be even smaller. The latter assumption is based on the following intuitive 
idea. The mismatch in the net input of the next hidden layer is given by the 
weighted sum Y j  v kj£ji  with Vkj the weight between unit j  in the first hidden 
layer and unit k  in the second hidden layer. This weighted sum is a sum of
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positive and negative numbers which are assumed to be uncorrelated and which 
therefore will cancel each other to a large extent. The regular contribution of 
the first hidden layer to the second hidden layer - i.e. without mismatch terms - 
given by Y j  Vk j ®(aj  • (A¡j,R )  +  Cj) +  dj])  is also a summation of positive and 
negative terms. However, the terms in this sum are correlated, since the weights 
Vkj and the activities ® (aj  • (A¡j,R  ) +  Cj ) +  d j ]) have been tuned during training. 
As a result of the summation of the uncorrelated mismatch terms, the relative 
magnitude of the mismatch is reduced in the second hidden layer. If for A* the 
mismatch is negligible, the activity of the output will be a mountain located at 
R  =  A *p,R-
To determine A* as a function of ¿t, we have to minimize the mismatch. 
Obviously the mismatch is governed by the terms
ej =  [(Ap — 1 )cj +  (A — 1 )dj] (5.14)
Suppose A* minimizes \ej\ simultaneously for all j .  Each e-j consists of two 
terms, (A — 1) Cj and (A — 1 )d j  respectively. If we assume that these terms 
can be treated independently, and if the constants Cj, dj  are of equal order of 
magnitude (which is the case, see Krommenhoek et al., 1996), minimizing all \ ej\ 
leads to the conclusion tha t A* =  1 if /Lt <  1 and A* =  1 /fx  if >  1 . As a 
result, the location of the mountain at the output map will be at the weighted 
sum, R  =  X*p,R =  piR, if /n <  1 and at the weighted average, R  =  R  if 
>  1 .
Both in the case of weighted averaging and in the case of weighted sum a 
mismatch term remains. This can be seen in Fig. 5.7. Clearly, a small intensity 
tends to a weighted sum (dashed line), whereas a large intensity tends to the 
weighted averaging solution (solid line). In case of the trained total intensity, the 
weighted averaging solution is precise, and there is no mismatch term left.
The effect of the eye positions E t  and E a  on averaging
In the previous subsection, we disregarded the role of the eye position by putting 
E t  = E a  =(0,0). We will now consider the nonzero eye positions. In the simula­
tions we concluded tha t only E t  influences averaging, in the sense tha t the larger 
the | E t  |, the larger the deviations from averaging. This can be understood by 
substitution of dj  by d  =  d j  +  a j • E t  in the mismatch term ej in Eqn. (14). 
We see an extra term a j • E t  which is likely to have larger influence if | E t  | is 
larger. Since averaging is processed before E a  enters the network, E a  does not 
affect averaging, which is in agreement with the simulations.
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5.5 Discussion
5.5.1 S im ulations
In this paper, we have modeled internal feedback in saccade generation, which 
may be localized in the superior colliculus and the posterior parietal cortex 
(area 7a, LIP). The feedforward neural network was trained with single targets of 
retinal error inputs with intensity 1 .0 , to produce the motor error of the desired 
saccade. The output map is a topographically coded map, wherein motor error 
was represented as the location of the activity spot in a map of neurons. We have 
studied averaging in the model by the simultaneous presentation of two retinal 
errors to the retinal error input map with different intensities.
The simulations with two targets showed in all cases one spot of activity in the 
output map with an activity profile (height and width of the Gaussian mountain) 
equal to the learned outputs. This spot is located at the average location in the 
output map, weighted with the relative intensities of the two retinal error inputs. 
The averaging is most precise if the total intensity of the two targets is equal 
to the trained value. For a higher total intensity, averaging is better than for a 
lower total intensity. Averaging in the network is influenced by eye position at 
the moment of target generation E t  , unless the total intensity is normalized. 
For nonnormalized input, averaging is best if E t  =  (0,0). The more E t  deviates 
from zero, the larger the deviation in averaging. Actual eye position E a  has no 
influence on averaging. In conclusion, the normalization of total intensity of the 
two targets in the R  map should be an additional constraint of the network.
We compared the activities in all layers of the network in the case of two 
simultaneously presented inputs with the case in which one target at the weighted 
average position was presented. From the linear regression results, we conclude 
that averaging in the model takes place at the level of the first hidden layer. In 
the theory section we demonstrated tha t the influence of E t  and total intensity 
of the two stimuli of the non-normalized input map are a consequence of the 
feedback task.
5.5 .2  T heory
To gain more insight to the simulation results, in particular why and under what 
conditions the network shows averaging as an emergent property, we analized the 
network in a more theoretical way. Averaging in the network essentially emerges 
from the fact tha t net input of the first layer of hidden units depends linearly 
on the R  value. (This linearity should not be confused with the trivial linear
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dependency of the net input on the values of the activity of each unit in the 
input layer.) The linearity is due to the summing junctions in the Robinson 
model, in the sense that if each hidden unit of the summing junction depends 
only on T h  , independently of the values of the inputs R  and E t  , linearity 
is inevitable, regardless of the learning rule, input coding format, and output 
coding format of the network (Krommenhoek et al., 1996). In this paper, it was 
verified by simulations that units in the first hidden layer indeed depend only on 
T h  (although roughly), and units in the second hidden layer depend on M  .
A direct implication of the above described linearity is that if the total in­
tensity of the two targets is one, averaging already takes place at the level of the 
net input of a hidden unit. In order to understand averaging with nonnormalized 
intensities, we took the transfer function into account. We approximated the 
transfer function by the Heavyside function. Using the scale invariance of this 
function, we could give an indication of the influence of total intensity and eye 
position on averaging. The simulation results of the influence of these parameters 
were validly predicted.
In general, the described averaging mechanism, the eye position dependency, 
the confusion between intensity and location of the target on the retinal topo­
graphical map, and its solution with a normalized R  map, are consequences of the 
task of the network - feedback or summation - and thus will also occur in other 
feedforward neural network models, e.g., tha t of Zipser and Andersen (1988).
5.5 .3  C om parison w ith  ph ysio logica l exp erim en ts and averaging  
behavior, data  and predictions
Output layer. On the output map tha t models the deeper layers of the superior 
colliculus, always appears one mountain of activity with the same stereotyped 
profile independent of the number of retinal targets. This finding is in agreement 
with the neurophysiological experiments of Van Opstal and Van Gisbergen (1990) 
and Glimcher and Sparks (1993). Recording from cells in the superior colliculus 
while an averaging saccade was made, they measured a single mountain of activity, 
representing the average M  . Glimcher and Sparks have found tha t the activity 
profile in the case of two targets was equal to the activity profile in the case of 
one target.
Hidden layers. The first and second hidden layers show similarities with area 
7a and LIP respectively (Andersen et al., 1990b; Barash et al., 1991). In the 
theoretical discussion of the model, to obtain averaging we assumed that these 
hidden layers code T h  and M  , irrespective of retinal error and the eye positions 
E t  and E a  • This assumption is in agreement with Robinson’s model, and it
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appears as an emergent property in the neural network simulations. In feedfor­
ward neural networks, an important ingredient for this property is probably the 
full connectivity between the layers. The model predicts tha t both hidden layers 
will code one target, also in the case tha t two retinal targets are presented.
Retinal error input layer. Our model needs a normalized retinal error input 
map to generate precise saccades. This holds for single targets as well as for 
double targets causing averaging saccades. The area in the brain which repre­
sents the normalized retinal error input map is not known, but might be located 
somewhere between the retinas and the posterior parietal cortex. At the level of 
the retinas, both targets of the double stimulus are represented, but normaliza­
tion does not yet occur. On the other hand, the normalization should take place 
before the deeper layers of the superior colliculus, since size and direction of eye 
movements (represented on the colliculus) are not influenced by the intensity of 
the sensory input on the retina. To determine which topographically coded reti­
nally derived input map shows normalization, recording experiments are needed, 
to compare the result of a visual stimulus with different intensities. A further 
question is whether this area represents more than one target simultaneously.
In any case, by electrical stimulation at two locations in the R  map, causing 
artificial nonnormalized mountains of activity, two effects can be expected ac­
cording to the model. As a consequence of the feedback task, one effect is that 
the location of the mountain of activity on the superior colliculus depends on 
the total intensity of the stimulation. The other effect is tha t the location of the 
mountain is affected by eye position. These two effects provide a possible physi­
ological verification of the model. As far as we know, these experiments have not 
yet been performed.
Behavior. Humans and monkeys also perform weighted averaging saccades, 
but not for all distances between the two targets. Ottes et al. (1984) found that 
an average response occurs only when the stimulus pair has a modest difference 
in direction (less than 30 deg). When two retinal targets are presented with a 
large distance between them (larger than 30 deg, and in the same hemisphere), a 
bistable response occurs. The resulting saccade ends near one of the two targets 
(in case of equal intensities of the two targets, with the same probability for each 
target) instead of at the average location. Furthermore, Findlay (1982) has found 
bistability in the case that the two targets were presented on opposite sites of the 
fixation point.
A probably related issue is that latency, i.e., the time between presentation of 
the visual input to te eyes and the onset of the saccade, influences the occurrence 
of averaging. W ith short latencies, averaging occurs, while latencies longer than
5.5 D iscussion 137
300 ms lead to bistable behaviour (Ottes et al., 1985; Coeffe and O’Regan, 1987).
The network described in our paper neither accounts for bistability nor for the 
latency effect. According to Coeffe and O’Regan (1987), the latency behaviour is 
the result of the (slow) dynamics in a target selection mechanism. If our neural 
network model is validly describing a stage in the visual system, such a target 
selection mechanism must be located upstream or at the level of the retinal input 
map, since otherwise neither the bistability nor the latency effect could occur.
If we now assume tha t the output of the target selection process is normalized 
in some way and tha t it provides the activity of the hypothetical R  input map, 
then, there are two straightforward possibilities: (1) The output produces by the 
target selection mechanism is always a single target. In other words, bistability, 
the latency effect, and averaging occur all upstream (or at the level) of the hy­
pothetical retinal error input map of our model. (2) The output of the target 
selection mechanism can either be one target (e.g., in the case of bistability or 
long latencies) or two or more targets (e.g., when the mechanism did not have 
enough time to complete the selection process). In the latter case, all targets 
will be passed to the hypothetical R  input, and averaging will occur at the level 
representing the first hidden layer in the model. In both cases, by combining the 
neural network model with a visual preprocessing mechanism before or at the 
retinal input map, one could obtain both bistability and latency on the one hand 
and internal feedback and gain-field cells on the other.
In any case, the conclusions remain tha t if our model assumptions are valid, 
(1 ) averaging takes place upstream the superior colliculus, possibly before the 
posterior parietal cortex, and (2 ) electrically induced saccadic averaging - per­
formed on the hypothetical R  map - can be described by our model.
As is mentioned in the introduction, there is a possibility tha t - e.g. electri­
cally induced - averaging can take place on different areas in the brain (frontal eye 
fields; superior colliculus). An indication that bistability does not occur in those 
two areas is delivered by Schiller and Sandell (1983), who have stimulated electri­
cally one of the two mentioned brain areas, while presenting also a visual target 
to the subject. They found averaging saccades in the situation that the visual 
target and electrically induced target were presented to different hemispheres: 
the case in which Findlay found bistability.
5.5 .4  O ther m od els o f  averaging
In the introduction, we mentioned the possibility that different areas in the brain 
could perform averaging, e.g., both upstream, the deeper layers of the superior 
colliculus (Van Opstal and Van Gisbergen, 1990; Glimcher and Sparks, 1993)
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and downstream (as one interpretation of the results of Robinson, 1972). In 
their model of saccade generation, Van Opstal and Kappen (1993), and Droulez 
and Berthoz (1991) have regarded averaging due to two activity mountains on 
the superior colliculus. In these models the averaging may occur downstream of 
the deeper layers of the superior colliculus at the level of the burster neurons. 
Another possible location of averaging is described by the model of Arai et al. 
(1994). They modelled the pathway from the superficial layers of the superior 
colliculus to the deeper layers of the superior colliculus. According to their model, 
averaging occurs on the level of the deeper layers. They assumed in their model 
tha t two visual targets can occur simultaneously on the superficial layers of the 
superior colliculus, and tha t the pathway from superficial to deeper layers is 
involved in the generation of saccades. However, the connection from superficial 
to deeper layers in the superior colliculus is still under discussion in the literature 
(Moschovakis et al. 1988; Ogasawa et al. 1984). Kopecz and Schöner (1995) 
presented a target selection model that describes both averaging and bistability. 
The model does not address the latency effect. The model consists of a dynamic 
field incorporated in a topographically coded map, with lateral inhibition between 
units in the map separated by a long distance. The physiological location of the 
model is not exactly specified. As already is mentioned, one option could be to 
connect their model in front of our model, locating it upstream of the posterior 
parietal cortex. According to our model study, averaging should occur upstream 
of the superior colliculus, which may be before the parietal cortex, - a main 
pathway of visually reflexive saccades (Pierrot-Deseilligny et al., 1991). This 
conclusion is in agreement with the physiological findings of Van Opstal and 
Van Gisbergen (1990) and Glimcher and Sparks (1993) from which they have 
concluded tha t visually evoked averaging occurs upstream or in the deeper layers 
of the superior colliculus.
5.5 .5  Further m od el research
One of the essential ingredients in our model is tha t each cell in the first hidden 
layer codes T h  irrespectively of the inputs. To obtain this, full connectivity 
between the input and hidden layers is probably needed. One could wonder what 
the implications are if the cells code Th  only locally, i.e. for a restricted set of 
inputs, as will probably happen if the hidden units have limited receptive fields.
The coding format of the input and output maps in the network are not es­
sential for its averaging behavior. In other words, there is not a restriction to 
the visual sensory system with its topographically coded maps. This suggests 
tha t averaging as described in this paper may occur in a similar manner in other
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pathways of the brain. One could study averaging in similar models for other 
pathways in the brain, for instance, related to the auditory or somatosensory 
sensory systems, or even related to the fusion of different sensory systems (Stein, 
1978; Stein and Meredith, 1993; Frens et al., 1995). Other applications of av­
eraging may involve the study of divergent and subsequent convergent flows of 
information, e.g., a pathway that splits at some point into two different pathways 
with, for instance, different coding formats of the target. At a later point, the two 
pathways converge to one area, that represents a single, i.e. the average value of 
the target representation. This divergent/convergent scheme could be applied in 
the succeeding areas in the brain, according to the scheme of Pierrot-Deseilligny 
et al. (1991) of the pathway of remembered saccades: the frontal eye fields and 
the deeper layers of the superior colliculus.
5.6 Conclusion
If the assumptions in our paper for the model are valid, then averaging of saccades 
occurs before or at the area that represents the first hidden layer, which may 
be area 7a in the posterior parietal cortex. This argues for a limitation of the 
conclusion of Van Opstal and Van Gisbergen (1990) and Glimcher and Sparks
(1993) to the statement tha t averaging takes place upstream of (and not in) the 
deeper layers of the superior colliculus.
One assumption of our model is the existence of a normalized retinal error 
input map. W ith a normalized map, averaging performed by our model is inde­
pendent of eye position and independent of total intensity of all retinal targets.
As a consequence of the feedback task, the situation tha t a nonnormalized 
R  input map is used, physiologically realistic or artificially evoked by electrical 
stimulation to overrule the normalization in the retinal error map, results in the 
phenomenon that averaging in the network depends on the initial eye position 
and on the total intensity of the two target representations. This fact can be used 
to test the validity of our neural network model of the posterior parietal cortex 
and deeper layers of the superior colliculus.
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Chapter 6
Sum m ary
C hapter 2: E vid en ce for non retin al feedback in com bined version- 
vergence eye m ovem ents
Since the experiments of Hallet and Lightstone (1976), the existence of nonretinal 
feedback in saccadic eye movements is well accepted. In chapter 2 the question 
is addressed whether nonretinal feedback is also used in the depth (or vergence) 
component of eye movements. To answer this question, double step experiments 
with human subjects were performed. In these experiments, subjects were in­
structed to fixate subsequently two remembered visual targets. The two targets 
differed in depth as well as in direction. In the data processing the binocular eye 
movements of the subjects were decomposed into a vergence and a saccadic com­
ponent. Both components of the second eye movements were fitted separately 
by three models: a nonretinal feedback model and two feedforward models. Of 
the three models, the nonretinal feedback model performed best in both compo­
nents. The fit for the saccadic component was quite good. The fit of the vergence 
component was considerably less, but still highly significant. These results were 
confirmed in each of the five individual subjects. All subjects showed a roughly 
correct gain for the saccadic components of the second eye movements. The gain 
of the vergence component, however, was only about 60 percent suggesting that 
the execution of vergence in the dark is difficult as was already indicated by 
Erkelens (1989).
The statistical procedure indicated that, in both components, the second eye 
movement is made on the basis of the difference between second retinal error 
and first eye movements. On the basis of these results, we propose a mechanism 
in which a motor error signal is calculated in a common feedback area, while
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subsequent separate pathways for vergence eye movements and saccades may be 
responsible for the difference in gain.
In addition, we have separated both components of the first and second eye 
movement in a fast (voluntary) and a slow (involuntary) part. In a statistical 
analysis of the contributions of fast and slow parts we have addressed the question 
whether nonretinal feedback is based only on the previous motor command, or on 
the eye positions at the beginning and at the end of the previous eye movement. 
For saccades as well as for vergence eye movements the data showed no difference 
between fast and slow components in their role in nonretinal feedback, indicating 
tha t nonretinal feedback is based on the full actual eye position information - 
as for instance in the Robinson model - which is a starting point of the neural 
network in the next chapters.
The main conclusion of chapter 2 is that nonretinal feedback occurs not only in 
direction (in saccades) - as was already known - but also in the depth component 
of eye movements.
C hapter 3: R em ap p ing  o f neural a c tiv ity  in th e  m otor colliculus: 
a neural netw ork stud y
In chapters 3, 4 and 5 nonretinal feedback was studied in computer simulations 
of a neural network. This neural network develops an alternative for the slow 
nonretinal feedback loop first proposed by Robinson. The main result of chapter 3 
is tha t a neural net with an architecture based on Robinson’s scheme, trained with 
physiologically realistic input and output patterns, creates an emergent hidden 
target-to-head representation tha t is very reminiscent of the so-called gain fields, 
which have been measured for instance in area 7a (Andersen, 1990b).
The inputs of the neural network consisted of retinal error (R  ) and two eye 
position maps. To obtain the eye movement which has to be corrected by non­
retinal feedback (e.g. the eye movement during the first step of the double step 
in chapter 2 ) two values of eye position were used: a recent one, E a  , and one 
obtained at the moment of target selection E t  ■ Motor error ( M  ) was calcu­
lated using feedback according to: M  = R  + E t  - E a  • Chapter 3 makes clear 
that to perform this feedback, a hidden layer is needed tha t receives information 
from all input maps, using the assumption of only feedforward connections. To 
obtain gain-fields, we combined this hidden layer with an extra hidden layer pre­
viously connected to it. It appears that, after training, this extra hidden layer 
has developed gain field cells. This extra hidden layer, which receives only retinal 
error and eye position at the moment of target selection, performs a coordinate 
transformation from a retinotopic location of the target, to a target location with
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respect to the head. The architecture of the network shows similarity with the 
scheme of Robinson of nonretinal feedback in saccades tha t contains also a sepa­
rate stage coding target location in head coordinates. Neural networks with other 
architectures have been studied as well. However, these nets did not create gain 
fields.
The following relations may be postulated between the network of the Robin­
son architecture and areas in the brain. The output map of the network models 
the deeper layers of the superior colliculus. Both hidden layers in the network can 
be related to two areas in the posterior parietal cortex. Units of the first hidden 
layer code target with respect to the head projected in one direction, and shows 
similarity with area 7a and its gain field cells. Units from the second hidden layer 
code motor error projected in one direction, and show similarity with area LIP. 
In agreement with the network assumptions, there exist anatomical connections 
from area 7a to LIP, and from LIP to the deeper layers of the superior colliculus.
C hapter 4: A n analysis o f  cran iocentric and ocu locen tric  cod ing  
stages in a neural netw ork m od el o f  th e  saccadic sy stem
Chapter 4 describes the gain fields emerging on the hidden units in the neural 
network of chapter 3. Although this coding scheme was not imposed on the hidden 
units as such (the hidden layers only has to transform the signal to the known 
output map), gain-fields did evolve on the first hidden layer. Chapter 4 describes 
how the gain field solution evolved as a consequence of three border conditions. 
(1) The task of the network is to compute motor error, defined as a linear relation 
between the variables R  , E t  (and E a  )• (2) The architecture of the network: 
the input map representing R  and the input map representing E t  converge to 
one hidden layer. (3) All units in a layer are connected in a feedforward way to 
all units in a subsequent layer. Simulations showed tha t each hidden unit codes 
a projected value of the addition of R  and E t  ■ These assumptions result in a 
linear equation of net input on each hidden unit as a function of eye position. 
Each unit contains a different constant and slope in its linear expression related 
to eye position, which can be physiologically related to different shapes of the 
gain fields.
In this treatm ent of why gain field properties developed during training, we 
did not use the coding formats of the input maps and output maps or the learning 
rule. The derivation of gain field cells holds for different coding formats.
144 Sum m ary
C hapter 5: A  neural netw ork stu d y  o f precollicu lar saccadic aver­
aging
Averaging is another physiological property which emerged spontaneously in the 
neural network. Using this averaging mechanism, chapter 5 proposes a way to test 
the validity of the model for application to certain brain areas. In the training 
phase of the network, always a single target with equal intensity is presented 
(equal shape of activity profile). When in the test phase the retinal error map 
contains two targets, i.e. two mountains of activity, this results in a single motor 
error representation on the output map: an activity pattern  according to the 
trained stereotyped activity profile (intensity), on the location tha t represents 
the - weighted - average of the two retinal target locations. Theoretically, the 
situation is considered that the retinal error input map contains more than one 
target with another activity level (defined as intensity) than is presented in the 
training phase of the network. It suggested tha t this averaging is based on the 
linearity of net input of each hidden unit as function of retinal error. Theoretically 
and by simulation we demonstrate tha t in the case tha t the total intensity of all 
targets is equal to the trained intensity of the stereotyped activity profile, a 
normalized R  map, weighted averaging occurs in the output map.
Theoretical analyses and computer simulations demonstrate tha t weighted 
averaging is also observed for different total intensity of all targets in the input 
map R  . However, averaging is not as precise in such conditions as when the 
total intensity of all targets are the same as in the training set. This can be 
understood from the sigmoidal input-output relationship of the hidden units in 
the network. When the total intensity of all targets are different, the model 
predicts tha t the accuracy of averaging, size and direction of the saccade, is 
affected by initial eye position. As far as we know, subjects have not been tested 
in experimental conditions in which both target intensity and initial eye position 
are varied independently. Consequently, it is unknown whether this prediction 
by the model is correct or not.
The main conclusion from this chapter is that if Robinson’s scheme describes 
the architecture of the slow nonretinal feedback, and if the gain-fields in area 
7a of the posterior parietal cortex play the suggested role, averaging should take 
place at or before this gain-field layer. This conclusion is in agreement with 
the measurements of Van Opstal and Van Gisbergen (1990) and Glimcher and 
Sparks (1993), who found in the situation tha t two visual stimuli were presented, 




The main theme of this thesis is the study of non-retinal feedback in a neural 
network model of the saccadic system. The neural network was a multilayer per- 
ceptron trained by the backpropagation learning rule. In the model simulations, 
we found development of gain field cells, as well as averaging. In this section, 
these two results will be discussed in the context of neurophysiological findings.
An important point is how the model can be evaluated by physiological ex­
periments. For instance, which experiments can be performed in order to obtain 
evidence in favour or against the role of gain fields in internal feedback that we 
found in the model1. Gain field properties have been reported in various brain 
areas. One of these areas, area LIP, contains a strong projection to the deeper 
layers of the superior colliculus and is located in the posterior parietal cortex, 
which plays a role in the response to the second step of the double step, as re­
ported by Heide et al. (1995). As described in the introduction, the experiment 
of Sparks and Porter (1983) is a way to study the slow internal feedback system. 
The validity of the model can be tested by making a reversible lesion in LIP (e.g. 
by injection of muscimol), and by repeating their experiment. If the model is 
correct and the (second) hidden layer is located in LIP, then the lesion should 
interfere with the programming of a correction saccade after electrical stimula­
tion of the superior colliculus. A further question would be whether this would 
indeed affect averaging responses to double stimuli, as the model indicates.
From the literature (Gnadt and Mays, 1995; P latt and Glimcher, 1998) it is 
known tha t the receptive fields of LIP neurons are limited in size, while the model
1In the two hidden layer model gain fields are always present. The one hidden layer model 
shows gain fields, when the scheme depicted in section 1.6 is assumed, describing a combination 
of slow and fast feedback, w ith a sampled slow feedback.
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in this thesis contains hidden units with rather large receptive fields. Preliminary 
simulations with an adaptation of the model by a restriction of the connections2, 
between the retinal input map and the hidden layers, yielded hidden units with 
restricted receptive fields, limited averaging and gain fields, because eye position 
input maps are not restricted in their connections to the hidden layers. However, 
a problem remains: when two targets at a large distance are presented to the 
network, the output map does not respond with one or two target representations, 
but has no active units at all. In this situation, humans and monkeys respond 
with a single saccade directed randomly to either one of the targets. It is not 
known at which level the brain makes this choice.
Another point of discussion concerning the model arises when the results of 
the experiment of Heide et al. (1995) are compared to the responses of the model 
in different tasks. Our model handles both single and multistep saccades3  in the 
same way. In the experiment of Heide et al. a lesion of the posterior parietal 
cortex resulted in the inability to perform the second step response to a double 
step target displacement. The first step response is still performed, although less 
precisely. Thus, if the model in this thesis reflects signal processing in LIP, it 
is not correct in the sense tha t it should restrict its task to the second step or 
correction steps. The first saccade may rely on signals that do not incorporate 
slow feedback.
The neural network was trained by a supervised learning rule. In neurophys- 
iological terms this implies that the output layer receives visual feedback about 
the real target location (retinal error) just before the eye movement has taken 
place, to determine if the weights have the proper value to obtain the correct out­
put activity. Instead of back propagation, the weights might also be adapted by a 
biologically plausible learning rule4. In this context, we would like to mention the 
findings of Stein (1993) and Knudsen en Knudsen (1989). Using ocular prisms, 
they displaced the visual input of young kittens and owls during the early devel­
opment of their visual system. In this stage, a visual topographical map evolves 
in the deeper layer of the superior colliculus. Knudsen en Knudsen found tha t the 
animal’s auditory localization shifts toward the perceived (and displaced) visual 
location of the target. They concluded that a visual map might play the role of 
a teacher to align the auditory map with the visual map. Concerning our neural 
network model one could speculate about a possible candidate for a teacher. A
2Each un it is connected to  only one unit in the next layer, w ith a  positive, fixed weight.
3e.g. the  remembered double step, see section 1.3.1 in the introduction.
4The back-propagation learning rule in the model is not biologically plausible. It would be 
interesting to  find out whether it can be replaced by a Hebbian type learning rule.
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possible candidate during early development of the visual system could be the 
superficial layers of the superior colliculus. The superficial layers are located just 
above the deeper layers (the output of the model) and the topographical map is 
aligned with tha t of the deeper layers. The superficial layers receive direct visual 
input from the retina and indirectly via the primary visual cortex.
Our model study was restricted to two dimensions, i.e. the network generates 
only saccades in the combined horizontal and vertical directions. In the ex­
perimental part of this thesis (chapter 2 ) we reported on behavioural double-step 
experiments with combined version-vergence eye movements. Here we found that 
non-retinal feedback occurs simultaneously for depth and direction, although less 
precisely for depth. Models of Robinson (1975), Jurgens et al. (1981) , Goldberg 
and Bruce (1990) and the model of this thesis are limited to targets in the frontal 
plane. The models have not considered targets changing in depth. The reason 
why we did not incorporate depth in our model is that depth is coded in a rather 
complex way, involving vergence position of the eyes and retinal disparity. It is 
an open question how these signals could be combined into a format tha t can be 
included in our model. Interesting in this context, however, are the findings of 
Trotter et al. (1992) tha t cells in area VI in the cortex show responsivity to the 
vergence position of the two eyes with a gain response, in some way similar to 
cells with gain fields tha t are sensitive to eye position.
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superior colliculus located in the midbrain 
frontal eye fields located in the frontal cortex 
area located in the frontal cortex 
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lateral intra parietal cortex located in PPC 
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first movement of double step
second movement of double step
presaccadic segment of first movement of double step
saccadic segment of first movement of double step
postsaccadic segment of first movement of double step
saccadic segment of second movement of double step
postsaccadic segment of second movement of double step
horizontal direction of cyclopean eye
horizontal direction of left eye
horizontal direction of right eye
vertical direction of cyclopean eye
horizontal vergence angle of the two eyes
diagonal matrices
vector
List o f  abbreviations 159
Chapter 3, 4, and 5
abbreviation definition
R 2D retinal error input
Erp 2D eye position at the moment of target selection
E a 2D actual eye position
M 2D motor error
Th 2D target position in head coordinates
D disturbance saccade
T targeting saccade
A E E A " Erp
A a normalized single stimulus on location A on the input map
B a normalized single stimulus on location B on the input map
AB two retinal targets simultaneously presented
C a normalized single stimulus on the weighted average location in 
the input map
Vl, ^2 intensity of target 1 and intensity of target 2 of AB
Ii net input of unit i
Si activity of unit i
<p bias of a unit
activity of unit i
k slope of sigmoid
iOij connectionstrength between units j  and i
Si difference between desired activity and activity of unit i
a constant in net input to  unit in first hidden layer
d constant in net input to  unit in second hidden layer
b retinal sensitivity vector of a unit in the first hidden layer
e retinal sensitivity vector of a unit in the second hidden layer
c eye position sensitivity vector of a unit in the first hidden layer
f , 9 eye position sensitivity vectors of a unit in the second hidden layer
retina activity of the retinal input map
nethl net input of the first hidden layer
acthl activity of the first hidden layer
neth2 net input of the second hidden layer
acth2 activity of the second hidden layer
netout net input of the output layer
actout activity of the output layer
Sam envatting
Dit proefschrift bestudeert een onderdeel van de vraag hoe oogbewegingen wor­
den gestuurd. Er zijn verschillende typen oogbewegingen, die ieder hun eigen 
functie hebben. Al deze oogbewegingen hebben met elkaar gemeen dat zij ons 
beter laten zien. In dit proefschrift beperken we ons to t de zogenaamde refixatie 
oogbewegingen. Hun bestaan is gerelateerd aan de evolutie van de retinale speci­
alisatie. Bij mensen en apen is de retina ofwel het netvlies onderverdeeld in een 
klein centraal gebied met een hoge visuele resolutie, de fovea ofwel de gele vlek, 
en een groot perifeer gebied met een lagere resolutie. Deze eigenschap van de 
retina maakt dat een oog het beste ziet in de kijkrichting. De twee kijkrichtingen 
van onze ogen snijden elkaar als het ware in het kijk-punt, het fixatie punt.
Wanneer een object dat ergens perifeer op de retina geprojecteerd is, geselec­
teerd wordt om beter bekeken te worden, worden de ogen zodanig gericht dat het 
object geprojecteerd wordt op fovea’s. Zo worden de ogen voortdurend met re­
fixatie oogbewegingen naar opeenvolgende fixatie punten gericht. Bij een refixatie 
oogbeweging van het ene ver weg gelegen fixatie punt naar het andere even ver 
weg gelegen fixatie punt heeft het linker en rechter oog een gelijke oogbeweging 
qua grootte en richting. Deze oogbewegingen worden saccades genoemd. Sacca­
des zijn zeer snel, en hebben een stereotype gedrag. Als het doel zich dichterbij of 
verder af ten opzichte van het actuele fixatie punt bevindt zal de hoek tussen de 
kijkrichtingen van beide ogen ook moeten veranderen. De refixatie oogbeweging 
heeft dan een zogenaamde vergente component.
De aansturing van oogbewegingen gebeurd door het oculomotor systeem. Dit 
systeem bestaat uit de ogen, een aantal onderling verbonden hersengebieden en 
de oogspieren (zie figuur 1.2 in de introductie). De aansturing van saccades 
is in het algemeen bijzonder nauwkeurig, en de vraag rijst hoe het oculomotor 
hier toe in staat is. Ook kan het voorkomen dat tijdens een oogbeweging een 
verstoring van de oogpositie optreedt, bijvoorbeeld als gevolg van knipperen van 
de ogen. Het blijkt dat ondanks deze verstoring het visuele doel toch bereikt
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wordt. Bewegingen worden nauwkeuriger wanneer het resultaat van de beweging 
teruggekoppeld wordt, zodat met deze informatie een correctiebeweging gemaakt 
kan worden. Als gedurende de oogbeweging de visueel bepaalde positie van het 
doel ten opzichte van de fovea continu gemeten en doorgegeven wordt aan het 
centrale zenuwstelsel, zou deze externe terugkoppeling er voor zorgen dat de 
oogbeweging nauwkeurig is en tenslotte stopt als het doel aankomt op de fovea. 
Het probleem is dat dit type terugkoppeling veel te traag is om deze rol te spelen 
bij zulke snelle oogbewegingen als saccades.
Daarom dacht men vroeger dat saccades ballistische oogbewegingen waren, 
dat wil zeggen dat hun stuur commando’s bij aanvang volledig gespecificeerd 
zijn, zonder de mogelijkheid tot correctie gedurende de oogbeweging. Dit idee 
was ook gebaseerd op hun stereotype dynamische karakteristiek. Het idee van 
de ballistische oogbewegingen moest echter worden aangepast toen het duidelijk 
werd dat saccades gebruik maken van niet-retinale, interne terugkoppeling.
Niet-retinale terugkoppeling is in het laboratorium aangetoond in dubbel­
stap experimenten. Het dubbelstap experiment is een gedragsexperiment waarbij 
nauwkeurig oogbewegingen wordt gemeten. Bij deze gedragsexperimenten heeft 
de proefpersoon op beide ogen een ooglens, waar op de rand een dunne metalen 
draad (spoeltje) zich bevindt. De proefpersoon bevindt zich in een experimenteer 
ruimte met een oscillerend magneetveld. Daardoor geeft het spoeltje een signaal 
af, afhankelijk van de stand van het spoeltje ten opzichte van het magneetveld. 
Uit dit signaal kan de kijkrichting worden afgeleid.
De dubbelstap experimenten worden in een volledig donkere ruimte uitge­
voerd. Eerst krijgt de proefpersoon een korte tijd een lichtstip te zien waarop 
hij moet fixeren. Tijdens deze fixatie krijgt de proefpersoon kort na elkaar twee 
lichtstippen te zien. Als de tweede lichtstip verdwenen is heeft de proefpersoon 
als opdracht eerst een oogbeweging te maken naar de herinnerde positie van de 
eerste lichtstip en vervolgens naar de herinnerde positie van de tweede lichtstip. 
Wanneer het oculomotor systeem de stuurcommando’s voor de saccade naar het 
tweede doel specificeert, is de opgeslagen retinale informatie (van het tweede doel 
ten opzichte van de uitgangssituatie) niet toereikend. Er moet een correctie voor 
de verandering van oogpositie ten gevolge van de eerste oogbeweging in reke­
ning gebracht worden. Omdat de eerste oogbeweging in het donker gemaakt 
is, kan deze terugkoppeling niet gebaseerd zijn op nieuwe visuele informatie op 
de retina’s. Het feit dat proefpersonen het dubbelstap experiment goed kunnen 
uitvoeren, is een aanwijzing voor het bestaan van niet-retinale terugkoppeling.
Er is een vermoeden dat er twee typen niet-retinale terugkoppeling zijn: een 
variant voor verstoring tijdens de oogbeweging, en een variant voor een verstoring
162 Sam envatting
door een tussentijdse oogbeweging (zoals bij het dubbelstap experiment), zie 
figuur 1.7 in de introductie.
H oofd stuk  2: A anw ijzing voor n iet-retin a le  terugkop peling  in ge­
com bineerde versie-vergentie  oogb ew egin gen
In dit hoofdstuk wordt de vraag gesteld of niet-retinale terugkoppeling ook een rol 
speelt in refixatie oogbewegingen met een vergente component. Om deze vraag 
te beantwoorden zijn er binoculaire dubbelstap experimenten gedaan, waarbij de 
twee lichtstippen zowel in richting als in diepte verschilde. Bij het verwerken van 
de meetgegevens werden de binoculaire oogbewegingen opgesplitst in een sac- 
cadisch en een vergent deel. Beide componenten van de tweede oogbewegingen 
werden gefit aan drie modellen: één niet-retinaal terugkoppelingsmodel en twee 
voorwaartse modellen. Van deze drie modellen bleek bij beide componenten het 
terugkoppelingsmodel het beste te passen. Alle proefpersonen voerden de sacca- 
dische component van de tweede oogbewegingen in het dubbelstap experiment 
vrij goed uit. De vergentie componenten werden echter te klein uitgevoerd, met 
een gain (versterkingsfactor) van 0.6. Dat de uitvoer van de vergentie in het don­
ker moeilijk is, was al bekend in de literatuur. De belangrijkste conclusie van dit 
hoofdstuk is dat niet-retinale terugkoppeling niet alleen een optreedt bij saccades 
(zoals bekend was), maar ook bij de vergente component van oogbewegingen.
H oofd stuk  3: V erandering van de neurale a c tiv ite it  in de m otor  
colliculus: een  neuraal netw erk onderzoek .
In de hoofdstukken 3, 4 en 5 wordt niet-retinale, interne terugkoppeling onder­
zocht in computer simulaties van een neuraal netwerk.
Uit de neurofysiologie is bekend dat de diepere lagen van de Superior Colli­
culus, een kern in de midden hersenen, een topografische neurale kaart bevat die 
de ‘motor error’ codeert - dit is de verandering van oogpositie die nodig is om 
een visueel doel op zijn fovea te krijgen. Het is verder bekend dat de lokatie van 
het actieve gebied in deze kaart kan worden aangepast door retinale informatie 
over het visuele doel (retinal error), maar ook door zogenaamde efference-copy 
signalen die de verandering van oogpositie representeren. Dit laatste speelt bij­
voorbeeld een rol in dubbelstap experimenten.
Dit systeem is gesimuleerd door een aantal neurale netwerken. In deze net­
werken worden motor error, retinal error en efference copy op fysiologisch min of 
meer realistische wijze gecodeerd. Om het systeem te kunnen simuleren zijn de 
netwerken toegerust met extra verborgen neurale lagen. De netwerken werden
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aan de hand van voorbeelden geleerd om voor willekeurige combinaties van reti­
nal error en efference copy de juiste motor error te genereren. De activiteit van 
de verborgen lagen werd hierbij vrij gelaten. Nadat de netwerken de taak geleerd 
hadden, werden de eigenschappen van de verborgen laag geanalyseerd.
Een van de netwerken had een architectuur met twee verborgen lagen, geba­
seerd op het schema van Robinson (1975) voor de interne terugkoppellus voor het 
saccadisch systeem. Dit neurale netwerk model laat zien hoe de berekening van 
de motor error kaart in de Superior Colliculus uit de retinal error en oogpositie 
signalen in twee stadia zou kunnen gebeuren. Na het leren bleek namelijk dat 
de eerste verborgen laag het doel ten opzichte van het hoofd representeert. Deze 
representatie is op een niet-lineaire, gedistribueerde wijze gecodeerd. De tweede 
laag bleek motor error te representeren, elke unit vertoonde hierin een brede 
gevoeligheid. De eigenschappen van de eerste hidden laag vertonen opvallende 
overeenkomsten met gemeten eigenschappen van populaties van de zogenaamde 
’gainfield’ cellen. Deze eigenschap is niet op een directe wijze opgelegd aan de 
cellen.
De resultaten zijn verder in overeenstemming met andere fysiologische feiten 
uit de literatuur. Laesie-experimenten bevestigen de hypothese dat een bepaald 
gebied in de hersenen (posterior parietal cortex) een rol speelt in de niet-retinale 
terugkoppeling bij sequenties van saccades (Heide et al., 1995). In dit hersen- 
gebied in area 7a en LIP worden cellen gevonden met gainfield eigenschappen. 
In overeenstemming met de architectuur van het neuraal netwerk model zijn er 
projecties van area 7a naar LIP en van LIP naar de topografische kaart van de 
superior colliculus.
H oofd stuk  4: C raniocentrische en  ocu locen trisch e coderin gsstad ia  
in een  neuraal netw erk m od el van h et saccadische sy steem
Hoofdstuk 4 gaat dieper in op de gedistribueerde coderingen in de verborgen 
lagen die bleken te ontstaan in de neurale netwerk simulaties uit hoofdstuk 3. De 
vraag was om beter te begrijpen hoe deze fysiologisch plausibele representaties 
van het visuele doel in craniocentrische (doel positie in hoofdcoördinaten) en 
oculocentrische (doel positie in termen van de te maken oogbeweging) coördinaten 
kunnen ontstaan door het samenvoegen van signalen die het visuele doel op een 
heel andere wijze representeren en coderen.
Het bleek dat de codering in de verborgen lagen veel inzichtelijker gemaakt 
konden worden als de zogenaamde netto-input van de neuronen in deze lagen werd 
geanalyseerd. De netto-input van een neuron is het totale inkomende signaal dat 
een neuron ontvangt, gewogen met de sterktes van de synapsen. Het bleek dat de
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netto-input van ieder neuron uit de eerste respectievelijk tweede verborgen laag 
kon worden geïdentificeerd met een één-dimensionale projectie van het doel in 
craniocentrische respectievelijk oculocentrische coördinaten.
Deze resultaten kunnen met wiskundige argumenten beredeneerd worden. In 
deze argumenten spelen de geleerde taak en de architectuur van het neuraal 
netwerk een cruciale rol. De taak was twee variabelen lineair te combineren, 
waarbij elke variabele een range van waarden kan bezitten onafhankelijk van de 
andere variabele. Een relevant aspect van de architectuur was dat een cel uit 
de verborgen laag gevoelig is voor verandering in waarde van elk van de twee 
variabelen.
De opgelegde codering van de zichtbare lagen van het netwerk evenals de 
gebruikte leerregel om het netwerk te trainen spelen echter geen rol.
H oofd stuk  5: E en neuraal netw erk onderzoek  van precollicu laire  
saccadische m iddeling
Saccadische middeling is het volgende fenomeen. Een proefpersoon in een donkere 
ruimte krijgt de opdracht om zodra er een lichtstip wordt vertoond, er zo snel 
mogelijk naar te kijken. Als er nu niet één, maar twee lichtstippen tegelijk worden 
vertoond, zal de proefpersoon een oogbeweging maken naar het midden tussen 
de twee lichtstippen. Als de lichtstippen verschillende intensiteit hebben, zal de 
saccadische middeling gewogen zijn met de intensiteiten.
Het bleek dat de neurale netwerken die gesimuleerd zijn in hoofdstuk 3 na 
het leren ook middeling vertoonde als niet-opgelegde eigenschap. Om middeling 
aan te tonen werd retinale informatie van twee doelen tegelijk ingevoerd in het 
netwerk. De output van het netwerk is dan één stuur signaal (motor error) voor 
een saccade naar het (gewogen) gemiddelde van de doelen.
De vraag was of deze eigenschap van het netwerk begrepen kon worden. Het 
bleek dat hiervoor voort gebouwd kon worden op het vorige hoofdstuk waarin 
een wiskundige argumentatie de coderingen van de verborgen lagen verklaart. 
Net als voor deze coderingen spelen de geleerde taak en de architectuur van het 
neuraal netwerk een cruciale rol. Ook de sigmoide functie op de hidden units die 
hun input omzetten in activiteit kan een rol spelen. De opgelegde codering van 
de zichtbare lagen van het netwerk evenals de gebruikte leerregel om het netwerk 
te trainen spelen weer geen rol.
De model simulaties zijn in overeenstemming met de hypothese dat het net­
werk een systeem modelleert dat vóór de superior colliculus is geschakeld, en het 
experimentele feit dat het neurale signaal op de superior colliculus bij de aanbod
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van twee visuele doelen een gemiddeld stuur signaal codeert (Van Opstal en Van 
Gisbergen, 1990 and Glimcher and Sparks, 1993).
Daarnaast wordt in dit hoofdstuk een voorstel gedaan, hoe de eventuele aan­
wezigheid van het netwerk in de hersenen geverifieerd kan worden.
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