Introduction
In random matrix theory, Hankel determinants play a significant role, e.g. the determinants represent the partition functions, moment generating function of linear statistics, or the distribution of the smallest or largest eigenvalue. Chen and his collaborators have studied Hankel determinants from the point of view of polynomials orthogonal with respect to unconventional weights, typically involving a family of deformations of a classical weight. In this paper we consider w(x; λ, α, β) = x α (1 − x) β e −λx , x ∈ [0, 1], α > −1, β > −1.
(1.1)
Here w(x; 0, α, β) is the standard Jacobi weight on the interval [0, 1], and the factor e −λx deforms w(x; 0, α, β) to w(x; λ, α, β). The n × n Hankel determinants for w(x; λ, α, β) satisfy Painlevé transcendental differential equations in λ, and recurrence relations in n. There is an extensive literature on the appearance of Painlevé equations in the unitary ensembles, see for example, [2, 13, 16, 17, 28, 39] and the references therein. The current paper provides a direct and computationally effective approach to the problem, leading to some explicit results. Hankel determinants play an important role in the study of orthogonal polynomials [38] , and random matrices. The joint probability density function of the Hermitian matrix ensemble for weight w is given by (see [28, 41] )
w(x l ), (1.3) where {x l : l = 1, . . . , n} are the real eigenvalues of the complex Hermitian matrices X, and the probability measure is invariant under the unitary conjugation X → U XU † for unitary U and Hermitian X. The linear statistic Q associated with a continuous real function f is the random variable Q = n j=1 f (x j ), where the variables {x j : j = 1, 2, . . . , n} are random subject to the unitary ensemble for the weight w(x; λ, α, β). In this paper, the large n behavior of the Hankel determinant is obtained from a linear statistics theorem. This follows the approach of [3, 4, 18, 29, 30] .
Suppose Q has a density function denoted by P f (Q), writing δ for the Dirac point mass at 0, we determine P f (Q) by the standard formula
f (x j ) dx 1 . . . dx n .
(1.4)
Suppose that f (x) ≥ 0 for all x ∈ [0, 1]. Then the moment generating function of Q is denoted by M f (λ, α, β, n) so M f (λ, α, β, n) is the Laplace transform of P f (Q), in the transform variable λ. We can express the expectation of e −λQ by replacing w(x) by w(x)e orthogonal with respect to w(x)e −λf (x) . In particular we take f (x) = x to obtain the linear statistic c = x 1 + x 2 + · · · + x n , so c is the center of mass of the unitary ensemble for weight w(x; λ, α, β). The Hankel determinant generated by w(x; λ, α, β) which is denoted by D n (λ, α, β) = det (µ j+k (λ, α, β)) n−1 j,k=0 = det .
(1.6) Let {P j (x)} ∞ j=0 be the sequence of monic orthogonal polynomials with respect to the weight w(x; λ, α, β), (over [0,1]), where P j (x) has degree j. An immediate consequence of orthogonality is that the polynomials satisfy a three-term recurrence relation, that is, a linear second-order difference equation, involving P n+1 (x), P n (x) and P n−1 (x). The x-independent recurrence coefficients, denoted as α n (λ) and β n (λ), play an important role in computing the Hankel determinant D n (λ, α, β) and ultimately P(c, α, β, n).
This paper is organized as follows. In section two, we derive the Toda molecule equations for {P j } ∞ j=0 via the three-term recurrence relation for the monic polynomials orthogonal with respect to w(x; λ, α, β) = x α (1 − x) β e −λx , which is a semi-classical weight. We also introduce the ladder operators which raise and lower terms in sequence {P j } ∞ j=0 . The ladder operators involve rational functions A n (z) and B n (z) that have residues R n (λ) and r n (λ), and their properties are the main theme of this paper. We derive a pair of coupled Riccati equations and a pair of first-order difference equation for them; see Theorems 2.4-2.6. While these formulas are rather complicated, we obtain explicit solutions for the special case α = β = 1/2 in terms of Bessel functions of the first kind. These results are consistent with those of Basor, Chen and Ehrhardt [5] , who considered (1 − x) α (1 + x) β e −tx on x ∈ [−1, 1]. For general α, β > −1, we do not expect closed form solutions in terms of standard transcendental functions.
The ladder operators provide an effective and direct approach towards the Painlevé transcendental differential equations. In section 3, we show that, with suitable change of variable, R n (λ) → Y n (−λ) satisfies a particular Painlevé V with specific initial conditions. Also, r n (λ) satisfies a Chazy II differential equation. Let p(n, λ) be the coefficient of the sub-leading term of our monic polynomials, then σ n (λ) = nλ + λ p(n, −λ) − n(n + β) satisfies the JimboMiwa-Okamoto σ−form of this Painlevé V. These results are of interest in their own right, and are the foundation of the asymptotic analysis in the subsequent sections.
In section 4, we compare the Hankel determinant D n (λ, α, β) for the weight
β e −λ x , with the Hankel determinant for D n (0, α, β) for the classical Jacobi weight
is the moment generating of the linear statistics n j=1 x j . We approximate M f (x, α, β, n) for large but finite n by the Dyson's Coulomb fluid approach and then use the Painlevé analysis of section 3 to compute the cumulants P(c, α, β, n). Our method leads to asymptotic expansions with explicit and computable coefficients. In section 5, we replace the weight
by the the complex function x α (1 − x) β e iλ x ; several of the basic formulas remain valid. Thus we compute the Fourier transform of D n (−iλ, α, β), and hence obtain the probability density function of c, P(c, α, β, n). Finally we study the characteristics of asymptotic expressions P(c, α, β, n) denote by P(c, α, β, n).
Toda Evolution and Riccati equations
Our first purpose in this section is to deduce two coupled Toda type equations. The general Toda hierarchy can be found, in [1, 22, 31, 42] . The three-term recurrence relation is an immediate consequence of the orthogonality of of P n (z), namely,
with the initial conditions
Here, P j (z) depends on λ, α, β but to simplify notation we do not always display them. Then we write our monic polynomials as,
with the conditions P 0 (z, λ) := 1 and p(0, λ) := 0.
An easy consequence of the recurrence relation is
3)
From (2.3) together with p(0, λ) = 0, we have
Then after some simple computation we obtain,
Proposition 2.1. The recursion coefficients α n (λ) and β n (λ) satisfy the coupled Toda equations 9) and the Toda molecule equation, see [35] ,
In what follows, we will obtain two coupled Riccati equations based on ladder operators. The ladder operators, also called lowering and raising operators, have been applied by many authors; see for example, [2, 6, 9, 14, 15] . In our case, they read
where
Here w(x) = e −v(x) and we assumed the w(0) = w(1) = 0. Then we obtain two fundamental supplementary conditions (S 1 ), (S 2 ) and a "sum-rule" (S 2 ), valid for all z,
supplemented by the 'initial' conditions,
The equations of (S 2 ) will be highly useful in what follows. Equations (S 1 ), (S 2 ) and (S 2 ) can also be found in [12, 14, 15, 26, 39] . In our problem, the linear statistic for f (x) = x, and the correspondingly deformed weight becomes
Proposition 2.2. The coefficients A n (z) and B n (z) appearing in the ladder operators (obtained via integration by parts) are
Proof. See [5] .
Ultimately, the recurrence coefficients may be expressed in terms r n (λ) and R n (λ). To begin with, substituting (2.15) and (2.16) into (S 1 ) and (S 2 ), we obtain
After easy computations, we have, Proposition 2.3. The recurrence coefficients α n , β n are expressed in terms of R n , r n as,
20)
Theorem 2.4. The auxiliary variables r n (λ) and R n (λ) satisfy coupled Riccati equations
Theorem 2.5. The auxiliary variables r n (λ) and R n (λ), satisfy non-linear second order ordinary differential equations
In addition to the coupled Riccati equation, r n (λ) and R n (λ) also satisfied a pair of coupled nonlinear first order difference equations.
Theorem 2.6. The auxiliary quantities r n (λ) and R n (λ) satisfy the coupled difference equations 27) for n = 0, 1, . . . with the 'initial' conditions
where M (a; b; z) is the Kummer function.
From Proposition 2.2 and Theorem 2.6, one could, in principle, obtain the R n (λ) and r n (λ), iteratively, step by step in n.
To check that the integral representation for r n given by Proposition 2.2 makes sense, note that,
Substitute n = 0 into (2.26); from the fact that r 0 = 0, and R 0 given (2.28), we obtain,
a rather large expression. However, (2.29)−(2.30) gives 0.
Remark 1.
A direct computation shows that R 0 (λ), satisfies (2.24) evaluated at n = 0. Also a direct computation shows that r 1 (λ) given by (2.29) satisfies (2.25) evaluated at n = 1.
Remark 2. In particular, if we take
, then R n (λ) and r n (λ) can be represented by a Bessel function of the first kind with imaginary argument, e.g.
This result is consistent with the corresponding case in [5] . One can verify the differential equation of Theorem 2.6 for R 0 (λ) by hand calculation or Mathematica.
Remark 3. Disregarding the integral representation of R n (λ) and r n (λ), and putting α = −k
, we see that R 0 (λ) and r 0 (λ) are given by Laguerre polynomials,
Thus we generate rational solutions in terms of the Laguerre polynomials. On page 21 of Appendix A, Masuda, Ohta and Kajiwara [27] produced such rational solutions of Painlevé V.
3 Painlevé V, Chazy Equation and discrete σ-form
Painlevé V
The auxiliary quantities R n (λ) and r n (λ) maybe recast into familiar form. We make a change of variables
Theorem 3.1. The quantity Y n (λ) satisfies the Painlevé V equation
with initial conditions
Proof. See also Basor, Chen and Ehrhardt [5] .
Theorem 3.2. The quantity σ n satisfies the following Jimbo-Miwa-Okamoto [23, 32] 
Comparing with Jimbo-Miwa σ−form [23] , (C.45), it shows
Proof. For this problem, introduce,
It can be shown, following [5] , that,
Let σ n (λ) := −σ n (λ) we arrive at (3.2), the σ−form of Painlevé V.
Chazy Equation
We will obtain an ODE satisfied by r n (λ) from the σ-form of Painlevé V. Following [34] , let
Proposition 3.3. The r n (λ) satisfies the following Chazy II system,
The Discrete σ−form
Theorem 3.4. The quantities σ n+1 , σ n and σ n−1 satisfy
which we call the discrete σ−form.
Proof. From (2.19), (2.20) and (3.3), we have
Together with (2.3), (2.20) and (3.3), we obtain,
Then sum of (3.7) at 'n' and the same at 'n − 1', leaves
From (2.17), (2.18) and (3.8) , we get
Eliminating β n and r n in (2.17) from (3.6) and (3.9), simultaneously, changing variable λ to −λ, then the discrete σ−form will be obtained immediately. Theorem 3.5. Our orthogonal polynomials P n (z) satisfy a linear second-order ode, with rational coefficients in z, and the residues at the poles are in terms of Y n (−λ), σ n (−λ) and dσ n (−λ)/dλ.
Proof. Eliminating P n−1 (z) from (2.11) and (2.12), we obtain a second-order linear ordinary differential equation for P n (z). If y(z) := P n (z), then y(z) satisfies the differential equation
Substituting (2.15) and (2.16) into the above equation, keeping in mind the relationship of R n amd Y n , with r n and σ n , the equation (3.10) is found via some simple computations.
Remark 4. We can also rewrite σ n (λ) in terms of Y n (λ), and this reads,
4 M f (λ, α, β, n) for large n and finite n, Linear Statistics and the σ-form
In this section, our objective is to approximate the moment generating function M f (λ, α, β, n) of the linear statistic c = x 1 + · · · + x n , for large n.
4.1 Log-concavity of the density of the center of mass Proposition 4.1. Suppose that α, β > 0, and suppose that {x j } n j=1 are random subject to the Jacobi unitary ensemble for the weight w(x, 0). Then the center of mass c has a log-concave probability density function P(c, α, β, n).
Proof. We can view c as the center of mass or as the trace of a Hermitian matrix. Let M h n (C) be the space of n × n complex Hermitian matrices, which we regard as a complex inner product space with the inner product X, Y = trace (XY * ). Let v : (0, 1) → R be convex and twice continuously differentiable, and suppose v(x) = ∞ for x < 0 and x > 1.
defines a probability measure on M h n (C) where dX is Lebesgue measure on the entries that are on or above the leading diagonal. The crucial point is that the function V : M h n (C) → R is convex, as we now show; compare [7] . Let {ξ j } n j=1 be an orthonormal basis of C n given by eigenvectors of X ∈ M h n that correspond to eigenvalues {x j } n j=1 ; for X in a set of full Lebesgue measure, we can assume that all the x j ∈ R are distinct. Then by the RayleighRitz formula
which is nonnegative by convexity of v. The matrix X has a system of coordinates given by the real and imaginary parts of entries X = n j=1 e jj u jj + j<k e jk (u jk + iv jk ), where e jk are the standard matrix units. We introduce a new orthonormal basis (
n, so that the new variables are y k = X, Y k for k = 1, . . . , n 2 ; in particular y 1 = trace(X)/ √ n. Thus we change variables to Y = U (X) where
is also convex, so by Prékopa's theorem from page 106 of [10] , the marginal density
is a probability density function such that − log g 1 (y 1 ) is convex.
In particular, we can take v(x) = −α log x − β log(1 − x), since v (x) ≥ (α 1/3 + β 1/3 ) 3 for 0 < x < 1, and
The Vandermonde ∆ n ( x) 2 arises as a Jacobian factor when one passes down from X ∈ M h n (C) to x ∈ R n , so by rescaling we can write the probability density function of c as P(c, α, β, n) = e −vn(c) , where v n : (0, ∞) → (−∞, ∞) is convex.
From this result, we have M f (λ, α, β, n) =
be the Legendre transform of v n , which is also convex. From the definition, we have an optimal inequality e −λc−vn(c) ≤ e v * n (−λ) . According to Laplace's approximation method for integrals, v * n (−λ) provides a first approximation to log M f (λ, α, β, n). In the next subsection, we refine this idea by using Dyson's method for Coulomb fluids.
Dyson's Coulomb Fluid
In this subsection, we show that the moment generating function of linear statistics can be computed via the Dyson's Coulomb Fluid approach, as can be found [18] . We first present some background to the Linear Statistics formula, originating from the Coulomb fluid. Consider the quotient of the Hankel determinants
Interpreting {x k : k = 1, 2, . . . , n} as the positions of n identically charged particles on the real line, we see that
is the total energy of the n repelling, classical charged particles which are confined by a common external potential nv 0 (x). The linear statistic associated with f (x), acts as a perturbation to the original system, which modifies the external potential. For large enough n, the collection particles can be approximated as a continuous fluid with a certain density σ(x) supported on a single interval (a, b) ⊆ [0, 1], see [20] . This density corresponds to the equilibrium density of the fluid, obtained by the constrained minimization of the free-energy function,
σ(x) log |x − y|σ(y) dxdy.
Upon minimization [40] , the equilibrium density σ(x) satisfies the integral equation
where A is the Lagrange multiplier which imposes the constraint that the equilibrium density has total charge of unity, i.e.
b a σ(x)dx = 1. We note that A and σ depend upon λ and n, but not upon x. The (4.6) is converted into a singular integral equation by taking a derivative with respect to x,
where PV denotes the Cauchy principal value. The boundary condition on σ(x) is that it vanishes at x = a and x = b. Supposing v 0 (x) is convex, we can find the solution to this problem; see [18] . Taking the optimal σ(x; λ, n) in the form of
denotes the density σ(x) of the original system that is with respect to the weight w 0 (x) = x α (1 − x) β , and
represents the deformation of the density due to the "perturbation", λf (x)/n.
Theorem 4.2.
For sufficiently large n, the moment generation function M f (λ, α, β, n) has the following asymptotic expression,
where a and b are defined in (4.24).
Proof. From above results, for sufficiently large n, the ratio (4.4) will be the approximated by
In our problem, f (x) = x, (4.13)
We first consider the limiting density σ 0 . In [2] , where the limiting density denoted by ρ(x) respected to the classical Jacobi weight supported on [−1, 1]
is given by
with
To investigate the large n behavior, make the replacement α → nα and β → nβ. The limit n → ∞ gives A n → A and B n → B where
We now translate (−1, 1) to (0, 1) so
hence,
Substituting (4.22) into (4.8) gives the desired result
where 0 < a < x < b < 1, with
For S 2 , substituting f (x) = x into (4.9), we have
Substituting (4.23) and (4.25) into (4.12) we obtain, for large n,
with a and b given by (4.21). Since log M f (λ, α, β, n) is convex on (0, ∞), one finds
Cumulants of the distribution of the center of mass
As a function of λ, our M f (λ, α, β, n) is analytic on a neighbourhood of λ = 0 with M f (0, α, β, n) = 1; hence there is a convergent power series expansion
where the κ m (n) are the cumulants of P(c, α, β, n). Combining (2.6) and (3.3), we have
so the Taylor coefficients of σ n (−λ) determine these cumulants. We can also write
where C n (−s) captures the error in the approximation (4.8) and the higher order cumulants.
In the following results, we compute the power series expansion of σ n (λ), starting with the simplest case α = β = 0.
Proposition 4.3. Suppose α = β = 0. Then σ n (λ) has a convergent power series in λ,
where the coefficients are
Proof. We express of σ n (λ) in terms C n (λ), that is,
Substituting this into (3.4), we obtain a second order ode of C(λ). (The case of α = 0, β = 0 will be studied later in the section.) Imposing the hypothesis that α = β = 0, we have a = 0, b = 1, so
, a little computation show that C n (λ) satisfies (4.29). An outcome of this is that C n (λ) is even in λ.
Hence with the series expansion in λ 2 , we find (for a fixed n)
The coefficient a 1 satisfies a quadratic equation; one of the solutions is a 1 = 1/8 leading to the solution λ 2 /8 for (4.29). We take the other solution for a 1 , giving
Substituting (4.30) into (4.28) gives the expansion of σ n (λ) in λ.
Coefficients of
We relax the special assumptions on α and β, and list the following coefficients.
Theorem 4.4. Then σ n (λ, α, β) has a convergent power series
where the first few b m = b m (n, α, β), m = 1, 2, . . . , 5 are listed above.
Proof. Substituting (4.31) into (3.4), we obtain the results.
Let G be the Barnes G-function, defined by the functional equation, G(z+1) = Γ(z)G(z). For n equal to a positive integer, G(1 + n) = n−1 j=1 j!. Theorem 4.5. The Hankel determinant D n (λ, α, β) has the asymptotic expression 32) where D n (0, α, β) is given in ( [28] , p. 310) by
Corollary 4.6. Suppose that α = β = 0. Then D n (λ, 0, 0) has the following expansion,
where b m (n) are in agreement with those in (4.27).
5 The asymptotic expression of P(c, α, β, n)
We extend the definition of D n (λ, α, β) via the formula (1.6) to complex λ and obtain an entire function. Then the Laplace inversion formula applied to (1.4) gives
In Appendix A, we give more details about the properties of the complex function D n (λ, α, β) and the support of P(c, α, β, n). By Theorem 4.5, we have
where b m = b m (n, α, β) are the cumulants of P(c, α, β, n), up to factors involving only m, and the values of the b m are listed in Subsection 4.4. Edgeworth showed how to recover a probability density function from the cumulants by what is known as type A series, See [36] .
Theorem 5.1. Then P(c, α, β, n) has the following asymptotic expansion,
and b m (n, α, β) are listed in subsection 4.4.
In Appendix A, we show that P(c, α, β, n) is supported on [0, n]. This does not conflict with the approximate expression P(c, α, β, n), since the Gaussian factor exp [−(c + b 1 ) 2 /(2b 2 )] decays very rapidly outside [0, n].
Theorem 5.2. Suppose α = β = 0. Then the probability density function of the center of mass, P(c, 0, 0, n), has the asymptotic expression
in which the coefficients are Remark 5. Compare P(c, α, β, n) with P(c, α, β, n). In Appendix A, we list the computed formulas for P(c, α, β, n). In the Figures, we find there is almost coincidence when n ≥ 3, see Figure 1 (α = 0, β = 0), Figure 2 (α = 1, β = 2). The other cases exhibit similar behavior, so we infer that the approximation P(c, α, β, n) is accurate when n > 3. The expression P(c, 0, 0, n) here gives an easy way to characterise the coefficients of P(c, 0, 0, n) conjectured in [24] .
Uniform convexity
Let w 0 (x) be a weight of the form w 0 (x) = e −v 0 (x) where v 0 is a continuously differentiable and convex real function such v 0 (x) ≥ log (1 + x 2 ) for all x such that x 2 ≥ x 0 . Then the energy
is defined for all non-atomic probability measure ρ that have finite logarithmic energy. Then the minimal energy I v = inf {E v (ρ)} is attained for a unique probability measure ρ 0 called , and ρ 0 is absolutely continuous with respect to Lebesgue measure, so ρ 0 (dx) = σ 0 (x)dx for some probability density function σ 0 . See [19] and [33] for details. Also, there exist a constant C v such that σ 0 is determined almost everywhere by the inequality
with equality if and only if x ∈ (a, b).
The following is a complication of results which are known, or similar to those in the literature, See [8, 25] .
(ii) In particular, the equilibrium measure satisfies
(iii) Suppose that v is uniformly convex, so that v (x) ≥ γ for all x and some γ > 0. Suppose that p n is a sequence of probability density functions as above such that
where only finitely many of the a k are non-zero.
Proof. (i) We substitute x = cos θ and y = cos φ and obtain
and
by [21] . A similar identity holds for log | sin(θ − φ)/2|, and so by orthogonality, we obtain the stated result.
(ii) This follows from the identity (6.2) by a simple calculation.
(iii) By uniform convexity, there exist γ > 0 such that the Wasserstein transportation distance satisfies W 2 (p n , σ 0 ) 2 ≤ γI(p n , σ 0 ), so W 2 (p n , σ 0 ) → 0 as n → ∞, and p n → σ 0 weakly.
(iv) By a formula of Tricomi,
where U k (x) is Chebyshev's polynomial of the second kind of degree k. If v is a polynomial, then the series has only finitely many non-zero terms. Chen and Lawrence [18] consider the effect of replacing w 0 (x) by w 0 (x)e −λf (x)/n or equivalently replacing v 0 (x) by v 0 (x) + λf (x)/n, where f (x) is a bounded and continuous real function. The linear statistic has mean (6.9) and variance
For a given σ 0 , the possible values of the mean and variance are related, as in the following result. By a simple scaling argument, we can replace (a, b) by (−1, 1) , and the standard deviation of f (x) does not change if we add a constant to f (x). Suppose therefore that f (x) is an absolutely continuous real function on (−1, 1) such that f (x) and f (x) are square integrable with respect to the Chebyshev weight 1/π √ 1 − x 2 , such that
For such f (x), we consider the functional
and aim to compute the Legendre transform of Φ, as in
The following result shows that Φ * (σ) is a measure of the distance between σ and the Chebyshev (arcsine) distribution on [−1, 1], in a metric associated with the periodic Sobolev space 14) or equivalently Φ * (σ) = 2
and equality is attained in the supremum if and only if
almost everywhere.
Proof. We expand f (x) and h(x) in terms of Chebyshev polynomials of the first kind, so
where U j (x) are the Chebyshev polynomials of the second kind as in [21] , and by a formula of Tricomi
by [21] . Then
with equality attained if and only if b j = ja j for all j = 1, 2, . . .. Hence Φ
, which we can compare with the formula (6.14). We now identify this series with a double integral. We can write g(x) = ∞ k=1 b k T k (x); then by another formula of Tricomi [21] , the transformg
and taking the integral of the series, we obtain (6.22) in which T j (1) = 1 for all j = 1, 2, . . . by [21] . Then
We can also write 24) hence by symmetrizing the variables, we have
(6.25) This identifies Φ * (σ) with the double integral. Also, the supremum is attained if and only if f (x) and g(x) have b j = ja j for j = 1, 2, . . ., so the above integral equation holds almost everywhere. Example 1. Starting with the classical Jacobi weight on [−1, 1], we can introduce a limiting density, which lives on a proper subinterval (A n , B n ). As in (4.17), let ρ be the limiting density
We suppose that α = β, so A n = −B n = −K, and then we rescale [−1, 1] to [−1/K, 1/K], and [−K, K] to [−1, 1], to obtain the probability density function
where κ > 0 and 0 < K < 1 are constants. In view of the Proposition, Φ * (σ) is a measure of the distance between σ and the Chebyshev (arcsine) distribution on [−1, 1]; for K = 1, we indeed have the arcsine distribution, whereas for K = 0, we have the semicircular law. We compute
and then introduce the Chebyshev coefficients of h. We have
We can replace this by a contour integral around the unit circle, so by an elementary calculus of residues, we obtain a n = −πκ
(n = 1, 2 . . .),
where πκ = K 2 / 1 − √ 1 − K 2 since σ is a probability density function. Hence
When α = β = λ − 1/2, the corresponding system of orthogonal polynomials is given by the Gegenbauer (ultraspherical) polynomials (G λ n ) ∞ n=0 which satisfy, for L λ f = − (1 − x 2 ) f (x)+ (2λ + 1)xf (x), the eigenfunction equation
We conclude this section with a result concerning fluctuations. Suppose that v 0 is uniformly convex, so that v 0 (x) ≥ γ for all x and some γ > 0. Let V (X) = trace v 0 (X), andμ n (dX) = Z −1 e −nV (X) dX; note that we use a different scaling from equation (4.1). Let f : R → R be a compactly supported smooth function, and introduce the linear statistic So for our problem, w(x) = x α (1 − x) β , x ∈ (0, 1), and ν = 2 follows.
There follow formulas for P(c, α, β, n) with n = 2, . . . , 5 and three cases of α and β. 
