1.. Introduction and motivation {#s1}
===============================

Sixty-four-bit double-precision floating-point numbers are the accepted standard for numerical computing because they largely shield the user from concerns over numerical range, accuracy and precision. However, they come at a significant cost. Not only does the logic required to perform an arithmetic operation such as multiply--accumulate on this type consume an order of magnitude more silicon area and energy than the equivalent operation on a 32-bit integer or fixed-point type, but each number also requires double the memory storage space and double the memory bandwidth (and hence energy) each time it is accessed or stored. Today energy-efficiency has become a prime consideration in all areas of computing, from embedded systems through smartphones and data centres up to the next-generation exascale supercomputers. The pressure to pursue all avenues to improved energy efficiency is intense, causing all assumptions, including those regarding optimum arithmetic representations, to be questioned.

Nowhere is this pressure felt more strongly than in machine learning, where the recent explosion of interest in deep and convolutional nets has led to the development of highly effective systems that incur vast numbers of computational operations, but where the requirements for high-precision are limited. As a result, reduced precision types, such as fixed-point real types of various word lengths, are becoming increasingly popular in architectures developed specifically for machine learning. Where high throughput of arithmetic operations is required, accuracy is sacrificed by reducing the working numerical type from floating- to fixed-point and the word length from 64- or 32-bit to 16- or even 8-bit precision \[[@RSTA20190052C1]\]. By reducing the word length, precision is compromised to gain the advantage of a smaller memory footprint and smaller hardware components and buses through which the data travel from memory to the arithmetic units. On the other hand, changing the numerical type from floating- to fixed-point, significantly reduces the range of representable values, increasing the potential for the under/overflow of the data types. In some tasks, these range issues can be dealt with safely by analysing the algorithm in various novel or problem-specific ways, whereas in other tasks it can be a very difficult to generalize effectively across all use cases \[[@RSTA20190052C2]\]. There are other approaches apart from floating- and fixed-point arithmetics that are worth mentioning: *posit arithmetic* \[[@RSTA20190052C3]\] is a completely new format proposed to replace floats and is based on the principles of *interval arithmetic* and *tapered arithmetic* \[[@RSTA20190052C4]\] (dynamically sized exponent and significand fields which optimize the relative accuracy of the floating-point format in some specific range of real numbers rather than having the same relative accuracy across the whole range); *bfloat16*, with hardware support in recent Intel processors \[[@RSTA20190052C5]\], is simply a single-precision floating-point type with the 16 bottom bits dropped for hardware and memory efficiency; *flexpoint* \[[@RSTA20190052C6]\], an efficient combination of fixed- and floating-point also by Intel; and various approaches to transforming floating-point using, for example the *logarithmic number system* in which multiplication becomes addition \[[@RSTA20190052C7]\].

A 32-bit integer adder uses 9× less energy \[[@RSTA20190052C8]\] and 30× less area \[[@RSTA20190052C9]\] than a single-precision floating-point adder. As well as reducing the precision and choosing a numerical type with a smaller area and energy footprint, mixed-precision arithmetic \[[@RSTA20190052C10]\], stochastic arithmetic \[[@RSTA20190052C11]\] and approximate arithmetic \[[@RSTA20190052C12]\] have also been explored in the machine learning community with the goal of further reducing the energy and memory requirements of accelerators. Mixed-precision and stochastic techniques help to address precision loss when short word length numerical types are chosen for the inputs to and outputs from a hardware accelerator, and we address these in the present work. Mixed-precision arithmetic maintains intermediate results in formats different from the input and output data, whereas stochastic arithmetic works by using probabilistic rounding to balance out the errors in conversions from longer to shorter numerical types. These approaches can also be combined. Approximate arithmetic (or more generally approximate computing) is a recent trend which applies the philosophy of adding some level of (application tolerant) error at the software level or inside the arithmetic circuits to reduce energy and area.

Interestingly, similar ideas have been explored in other areas, with one notable example being at the birth of the digital audio revolution where the concept of *dither* became an important contribution to understanding the ultimate low-level resolution of digital systems \[[@RSTA20190052C13],[@RSTA20190052C14]\]. Practical and theoretical results show that resolution is available well below the least significant bit (LSB) if such a system is conceived and executed appropriately. Although the application here is different, the ideas are close enough to be worth mentioning and we show results with dither added at the input to an ODE solver. Similarly, an *approximate dithering adder*, which alternates between directions of error bounds to compensate for individual errors in the accumulation operation, has been reported \[[@RSTA20190052C15]\].

Our main experiments are run on the spiking neural network (SNN) simulation architecture *SpiNNaker*. SpiNNaker is based on a digital 18-core chip designed primarily to simulate sparsely connected large-scale neural networks with weighted connections and spike-based signalling---a building block of large-scale digital neuromorphic systems that emphasizes flexibility, scaling and low energy use \[[@RSTA20190052C16],[@RSTA20190052C17]\]. At the heart of SpiNNaker lie standard ARM968 CPUs. The ARM968 was chosen as it provides an energy-efficient processor core, addressing the need to minimize the power requirements of such a large-scale system. As the core supports only integer arithmetic, fixed-point arithmetic is used to handle real numbers unless the significant speed and energy penalties of software floating-point libraries can be tolerated. While many of the neural models that appear in the neuroscience literature can be simulated with adequate accuracy using fixed-point arithmetic and straightforward algorithms, other models pose challenges and require a more careful approach. In this paper, we build upon some previously published work \[[@RSTA20190052C18]\] where the Izhikevich neuron model \[[@RSTA20190052C19]\] was solved using fixed-point arithmetic, and show a number of improvements.

The main contributions of this paper are ---Improved rounding in fixed-point arithmetic: GCC implements rounding down in fixed-point arithmetic by default. This includes the rounding of constants in decimal to fixed-point conversion, as well as rounding in multiplication. Together these had a negative impact on accuracy in our earlier work \[[@RSTA20190052C18]\]. In order to remedy this, we have implemented our own multiplication routines (including mixed-precision) with rounding control and used those instead of the GCC library routines (§[4](#s4){ref-type="sec"}).---The accuracy of ODE solvers for the Izhikevich neuron equations is assessed using different rounding routines applied to algorithms that use fixed-point types. This builds on earlier work where the accuracy of various fixed-point neural ODE solvers was investigated for this model \[[@RSTA20190052C18]\], but where the role of rounding was not addressed (§[5](#s5){ref-type="sec"}).---Fixed-point ODE solvers are shown to be more robust with *stochastic rounding* than with other rounding algorithms, and are shown experimentally to be more accurate than single-precision floating-point ODE solvers (§[5](#s5){ref-type="sec"}).---6 bits in the residual and random number are shown to be sufficient for a high-performance stochastic rounding algorithm when used in an ODE solver (§[5](#s5){ref-type="sec"}c(iii)).---The application of *dither* at the input to the ODE is shown to be a simpler and cheaper but, in many cases, effective alternative to full stochastic rounding (§[6](#s6){ref-type="sec"}).

It should be noted that in this work when we talk about *error* we mean *arithmetic error*. This means the error introduced by imperfections in arithmetic calculations relative to an arithmetic reference, not the error introduced at a higher level by an algorithm relative to a better algorithm. We do not claim that a chosen algorithm is perfect, just that it is a realistic use case on which to test the different arithmetics that are of interest. This point is explained in more depth in §[5](#s5){ref-type="sec"}a(i).

2.. Background {#s2}
==============

(a). Arithmetic types used in this study {#s2a}
----------------------------------------

There are eight arithmetic types under investigation in this study. Two of the floating-point types are standardized by the IEEE and widely available on almost every platform, and the other six are defined in the relatively recent ISO standard 18037 outlining C extensions for embedded systems \[[@RSTA20190052C20]\] and are implemented by the GCC compiler: ---IEEE 64-bit double-precision floating-point: *double*---IEEE 32-bit single-precision floating-point: *float*---ISO 18037 s16.15 fixed-point: *accum*---ISO 18037 u0.32 fixed-point: *unsigned long fract* or *ulf*---ISO 18037 s0.31 fixed-point: *signed long fract* or *lf*---ISO 18037 s8.7 fixed-point: *short accum*---ISO 18037 u0.16 fixed-point: *unsigned fract* or *uf*---ISO 18037 s0.15 fixed-point: *signed fract* or *f*

These types all come with the most common arithmetic operations implemented. The combination of these types and operations (rounded in various ways where appropriate) is the space that we explore in this paper.

(b). Fixed-point arithmetic {#s2b}
---------------------------

A **generalized fixed-point number** can be represented as shown in [figure 1](#RSTA20190052F1){ref-type="fig"}. We define a signed fixed-point number 〈*s*, *i*, *p*〉 and an unsigned fixed-point number 〈*u*, *i*, *p*〉 of word length *w* (which usually is 8, 16, 32 or 64) where *i* denotes the number of integer bits, *p* denotes the number of fractional bits and *s* is a binary value depending on whether a specific number is signed or unsigned (where *u* means that there is no sign bit at all and *s* means there is a sign bit and then we have to use 2's complement in interpreting the numbers). *p* also tells us the **precision** of the representation. Given a signed fixed-point number 〈*s*, *i*, *p*〉, the range of representable values is \[ − 2^*i*^, 2^*i*^ − 2^−*p*^\]. Whereas, given an unsigned fixed-point number 〈*u*, *i*, *p*〉, the range of representable values is \[0, 2^*i*^ − 2^−*p*^\]. To measure the **accuracy** of a given fixed-point format (or more specifically some function that works in this format and we want to know how well, how *accurately* it performs in a given precision), we define *machine epsilon* *ϵ* = 2^−*p*^. *ϵ* gives the smallest positive representable value in a given fixed-point format and therefore represents a *gap* or a *step* between any two neighbouring values in the representable range. Note that this gap is absolute across the representable range of values and is not relative to the *exponent* as in floating-point or similar representations. This requires us to consider only absolute error when measuring the accuracy of functions that are implemented in fixed-point representation. Accuracy is sometimes also measured in terms of LSB---a value represented by the LSB in a fixed-point word, which is the same as machine epsilon. Note that the maximum error of a fixed-point number, when round-to-nearest is used on conversion, is (*ϵ*/2). Figure 1.We define a fixed-point number that is made out of three parts: the most significant bit is a sign bit 's', an integer part with *i* bits and a fractional part with *p* bits. The *word length* *w* = *i* + *p* + 1.

Lastly, it is worth noting how to convert a general fixed-point number into a decimal number. Given a 2's complement fixed-point number of radix 2 (binary vector) 〈*s*, *i*, *p*〉:*sI*~*i*−1~*I*~*i*−2~ · · · *I*~0~.*F*~1~*F*~2~ · · · *F*~*p*~, if the number is signed the decimal value is given by $$\text{value} = \sum\limits_{k = 0}^{i - 1}I_{k}2^{k} + \sum\limits_{j = 1}^{p}F_{j}2^{- j} - s2^{i}.$$ Otherwise, if the number is not signed (so bit *s* becomes integer bit *I*~*i*~) the decimal value is given by $$\text{value} = \sum\limits_{k = 0}^{i}I_{k}2^{k} + \sum\limits_{j = 1}^{p}F_{j}2^{- j}.$$

SpiNNaker software mostly uses two fixed-point formats available in the GCC implement- ation: *accum*, which is 〈*s*, 16, 15〉 and *long fract* which is 〈*s*, 0, 31〉. The values close to 0 for each format are shown in figures [2](#RSTA20190052F2){ref-type="fig"} and [3](#RSTA20190052F3){ref-type="fig"}. The *accum* type has a range of representable values of \[ − 2^16^ = −65536, 2^16^ − 2^−15^ = 65535.99996948 · · · \] with a gap between neighbouring values of *ϵ* = 2^−15^ = 0.0000305175 · · ·. The *long fract* type has a range of \[ − 1, 1 − 2^−31^ = 0.99999999953433 · · · \] with a gap of *ϵ* = 2^−31^ = 0.00000000046566 · · · between neighbouring values. As can be seen from the values of machine epsilon, *long fract* is a more precise fixed-point representation. However, *long fract* has a very small range of representable values compared to *accum*. Which format should be used depends on the application requirements, such as the required precision and the bounds of all variables. Figure 2.Values close to zero in the *accum* representation. Figure 3.Values close to zero in the *long fract* representation.

The three main **arithmetic operations** on fixed-point numbers can be defined as ---Addition: 〈*s*, *i*, *p*〉 + 〈*s*, *i*, *p*〉 = 〈*s*, *i*, *p*〉.---Subtraction: 〈*s*, *i*, *p*〉 − 〈*s*, *i*, *p*〉 = 〈*s*, *i*, *p*〉.---Multiplication: 〈*s*, *i*~*a*~, *p*~*a*~〉 × 〈*s*, *i*~*b*~, *p*~*b*~〉 = 〈*s*, *i*~*a*~ + *i*~*b*~, *p*~*a*~ + *p*~*b*~〉.

Note that +, − and × denote integer operations available in most of processors' arithmetic logic units, including that of the ARM968. Therefore, for addition and subtraction, no special steps are required (compared to integer operation) when implementing and these operations are exact if there is no underflow or overflow. However, for multiplication, if the operands *a* and *b* have the word lengths *w*~*a*~ and *w*~*b*~, then the result will have the word length of *w*~*a*~ + *w*~*b*~ − 1. Therefore, after the integer multiplication we have to shift the result right to obtain the result in the same fixed-point representation as the operands (the example in [figure 4](#RSTA20190052F4){ref-type="fig"} shows this for the *accum* type). This shifting results in the **loss of precision** and therefore an appropriate rounding step can be done to minimize the error. Figure 4.Example showing the multiplication of two *accum* type variables. The shaded part is the 32-bit result that has to be extracted, discarding the bottom and top bits.

(c). Rounding {#s2c}
-------------

Here, we will describe two known rounding approaches that we have used to increase the accuracy of the fixed-point multiplication: *round-to-nearest* (henceforth called *RN*) and *stochastic rounding* (henceforth called *SR*) \[[@RSTA20190052C11],[@RSTA20190052C21]\]; the latter is named stochastic due to its use of random numbers. Given a real number *x*, and 〈*s*, *i*, *p*〉, an output fixed-point format, *round-to-nearest* is defined as $$\text{RN}(x,\langle s,i,p\rangle) = \left\{ \begin{matrix}
{\lfloor x\rfloor,} & {\text{if}\,\lfloor x\rfloor \leq x < \lfloor x\rfloor + \frac{\epsilon}{2},} \\
{\lfloor x\rfloor + \epsilon,} & {\text{if}\,\lfloor x\rfloor + \frac{\epsilon}{2} \leq x < \lfloor x\rfloor + \epsilon,} \\
\end{matrix} \right.$$ where $\lfloor x\rfloor$ is the truncation operation (discarding a number of bottom bits and leaving *p* fractional bits) which returns a number in \<*s*, *i*, *p* \> format less than or equal to *x*. Note that we chose to implement *rounding-up* on the tie $x = \lfloor x\rfloor + (\epsilon/2)$ because this results in a simple rounding routine that requires checking only the *Most Significant Bit (MSB)* of the truncated part to make a decision to round up or down. Other tie breaking rules such as *round-to-even* can sometimes yield better results, but we prefer the cheaper tie-breaking rule in this work.

Stochastic rounding is similar, but instead of always rounding to the nearest number, the decision about which way to round is non-deterministic and the probability of rounding up is proportional to the residual. Given all the values as before and, additionally, given a random value *P* ∈ \[0, 1), drawn from a uniform random number generator, SR is defined (similarly as in \[[@RSTA20190052C11]\]) as $$\text{SR}(x,\langle s,i,p\rangle) = \left\{ \begin{matrix}
{\lfloor x\rfloor,} & {\text{if}\, P \geq \frac{x - \lfloor x\rfloor}{\epsilon},} \\
{\lfloor x\rfloor + \epsilon,} & {\text{if}\, P < \frac{x - \lfloor x\rfloor}{\epsilon}.} \\
\end{matrix} \right.$$

Lastly, we will denote the cases without rounding as *rounding-down* (henceforth called *RD*)---this is achieved by truncating/shifting(right) a 2's complement binary number. Note that this results in round-down in 2's complement, while in floating-point arithmetic, which does not use 2's complement, bit truncation results in round towards zero.

(d). Floating-point arithmetic {#s2d}
------------------------------

The IEEE 754-2008 standard radix-2 normalized single-precision floating-point number with a sign bit *S*, exponent *E* and an integer significand *T*, is defined as (\[[@RSTA20190052C22], p. 51\], slightly modified) $$( - 1^{S}) \times 2^{E - 127} \times (1 + T \cdot 2^{- 23}),$$ whereas a double-precision number is defined as $$( - 1^{S}) \times 2^{E - 1023} \times (1 + T \cdot 2^{- 52}).$$

[Table 1](#RSTA20190052TB1){ref-type="table"} shows the minimum and maximum values of various floating- and fixed-point numerical types. It can be seen that fixed-point types have absolute accuracy denoted by the corresponding machine epsilon, which means that any two neighbouring numbers in the representable range have a fixed gap between them. On the other hand, floating-point types have accuracy relative to the exponent, which means that the gap between any two neighbouring numbers (or a real value of the LSB) is relative to the exponent that those numbers have, i.e. the corresponding machine epsilon multiplied by 2 to the power of the biased exponent. For example, the next number after $0.5\,(E = 126)$ in a single-precision floating-point number is 0.5 + 2^−23^ × 2^−1^, while the next number after 1.0 (*E* = 127) is 1 + 2^−23^ × 2^0^. Owing to this, the accuracy of floating-point numbers is measured relative to the exponent. Table 1.Some features of floating-point (normalized) and 32-bit fixed-point numerical types.propertydouble precisionsingle precision*s16.15u0.32*accuracy2^−52^ (Rel.)2^−23^ (Rel.)2^−15^ (Abs.)2^−32^ (Abs.)min (exact)2^−1022^2^−126^2^−15^2^−32^min (approx.)2.225 × 10^−308^1.175 × 10^−38^0.00003052.32831 × 10^−10^max (exact)(2 − 2^−52^) × 2^1023^(2 − 2^−23^) × 2^127^2^16^ − 2^−15^1 − 2^−32^max (approx.)1.798 × 10^308^3.403 × 10^38^65535.9999690.999 · · ·

Owing to these features of floating-point arithmetic, it depends on the application which types will give more accuracy overall. For example, if the application works with numbers around 1 only, *u0.32* is a more accurate type as it gives smaller steps between adjacent numbers (2^−32^) than does single-precision floating-point (2^−23^). On the other hand, if the application works with numbers that are as small as 0.001953125 (*E* = 117, which gives a gap between numbers of2^−32^), single-precision floating-point representation becomes as accurate as *u0.32* and increasingly more accurate as the numbers decrease beyond that point, eventually reaching the accuracy of 2^−126^ (normalized) and 2^−126−23^ (denormalized) near zero.

Therefore, it is very hard to show analytically what errors a complex algorithm will introduce at various steps of the computation for different numerical types. More generally, it is important to bear in mind that most of the literature on numerical analysis for computation implicitly assumes constant relative error (as in floating-point) as opposed to constant absolute error (as in fixed-point), and so many results on, for example, convergence and sensitivity of algorithms, need to be considered in this light. In this paper, we address these numerical issues experimentally using a set of numerical types with a chosen set of test cases.

3.. Related work {#s3}
================

There is already a body of work analysing reduced precision types and ways to alleviate numerical errors using stochastic rounding, primarily in machine learning research. In this section, we review some of the work that explores fixed-point ODE solvers and stochastic rounding applications in machine learning and neuromorphic hardware.

(a). Fixed-point ordinary differential equation solvers {#s3a}
-------------------------------------------------------

The most recent work that explores fixed-point ODE solvers on SpiNNaker \[[@RSTA20190052C23]\] was published in the middle of our current investigation and exposes some important issues with the default GCC s16.15 fixed-point arithmetic when used with the Izhikevich neuron model. The authors tested the current sPyNNaker software framework \[[@RSTA20190052C17]\] for simulating the Izhikevich neuron and then demonstrated a method for comparing the network statistics of two forward Euler solvers at small timesteps using a custom fixed-point type of s8.23 for one of the constants. Comparing network behaviour is a valuable development in this area as is their observation about the need for accurate constants in ODE solvers that we learned independently, as described later. However, we do have some comments on their methodology and note a few missing details in their study. (i)Although they mention the value of an absolute reference, they apparently do not use one in their quantitative comparison, and so they compare two algorithms neither of whose accuracy is established.(ii)The iterative use of forward Euler solvers with small time steps is far from optimal in terms of the three key measures of accuracy, stability and computational efficiency. Regarding the latter, we estimate that 10× as many operations are required compared to the RK2 solver that they compare against. Given this computational budget, a much more sophisticated solver could be used which would provide higher accuracy and stability than their chosen approach. The use of small-time steps also militates against the use of fixed-point types without re-scaling, because of quantization issues near the bottom of variable ranges that are inevitable with such small-time steps.(iii)The choice of the s8.23 shifted type to improve the accuracy of the constant 0.04 seems odd when the u0.32 *long fract* type and matching mixed-format arithmetic operations can be used for any constants smaller than 1 and are fully supported by GCC, which could only result in a solver of equal or higher accuracy.(iv)Rounding is not explored as a possible improvement in the conversion of constants and arithmetic operations, and neither is the provision of an explicit constant for the nearest value that can be represented in the underlying arithmetic type.

In this study, we address all of these issues.

(b). Stochastic rounding {#s3b}
------------------------

Randomization of rounding can be traced back to the 1950s \[[@RSTA20190052C24]\]. Furthermore, a similar idea was also explored in the context of the CESTAC method \[[@RSTA20190052C25],[@RSTA20190052C26]\] where a program was run multiple times, making random perturbations of the last bit of the result of each elementary operation, and then taking a mean to compute the final result (\[[@RSTA20190052C27], p. 486\] and references therein).

Other studies investigate the effects of probabilistic rounding in backpropagation algorithms \[[@RSTA20190052C21]\]. Three different applications are shown with varying degrees of precision in the internal calculations of the backpropagation algorithms. It is demonstrated that when fewer than 12 bits are used, training of the neural network starts to fail due to weight updates being too small to be captured by limited precision arithmetic, resulting in underflow in most of the updates. To alleviate this, the authors apply probabilistic rounding in some of the arithmetic operations inside the backpropagation algorithm and show that the neural network can then perform well for word widths as small as 4 bits. The authors conclude that with probabilistic rounding, the 12-bit version of their system performs as well as a single-precision floating-point version.

In a recent paper \[[@RSTA20190052C11]\] about SR (and similarly in \[[@RSTA20190052C28]\]), the authors demonstrate how the error resiliency of neural networks used in deep learning can be used to allow reduced precision arithmetic to be employed instead of the standard 32/64-bit types and operations. The authors describe a simple matrix multiplier array built out of a number of multiply--accumulate units that multiply two 16-bit results and accumulate the results in full-precision (implementing a dot product operation). Furthermore, the authors show that applying SR when converting the result of the dot product into lower 16-bit precision improves the neural network's training and testing accuracy. The accuracy with a standard round-to-nearest routine is demonstrated to be very poor while stochastic rounding results are shown to be almost equal to the same neural network that uses single-precision floating-point. A very important result from this study is that 32-bit fixed-point types can be reduced to 16 bits and maintain neural network performance, provided that SR is applied. However, the authors did not report the effects of variation in the neural network results due to stochastic rounding---as applications using SR become stochastic themselves it is important to report at least *mean* benchmark results and the *variation* across many trial runs as we have done in this study.

A recent paper from IBM \[[@RSTA20190052C29]\] also explores the use of the 8-bit floating-point type with mixed-precision in various parts of the architecture and stochastic rounding. The authors demonstrate similar performance to the standard 32-bit float type in training neural networks.

In another paper \[[@RSTA20190052C30]\], the effects of training recurrent neural networks---used in deep learning applications---on analogue resistive processing units (RPUs) were studied. The authors aim to minimize the analogue hardware requirements by looking for a minimum number of bits that the *input arguments* to the analogue parts of the circuit can have. A baseline model with 5-bit input resolution is first demonstrated; it becomes significantly unstable (training error is reported) as network size is increased, compared to a simulation model with single-precision floating point. The authors then increase the input resolution to 7 bits and observe a much more regular development of the training error and with lower magnitude at the last training cycle. Finally, stochastic rounding is applied on these inputs and rounding them to 5 bits again makes the training error almost as stable as the 7-bit version, without the large training error observed in a 5-bit version that does not use stochastic rounding.

In neuromorphic computing, SR is used on the recently introduced Intel *Loihi* neuromorphic chip \[[@RSTA20190052C31]\]. Here, SR is not applied to the ODE of the neuron model as it is in our study, but to the biological learning rule---spike-timing-dependent plasticity (STDP)---that defines how synapses change with spiking activity. The implementation of STDP usually requires spike history traces to be maintained for some number of timesteps. In Loihi, history traces (for each synapse) are held as 7-bit values to minimize memory cost and calculated as *x*\[*t*\] = *α* × *x*\[*t* − 1\] + *β* × *s*\[*t*\], where *α* is a decay factor which defines how the trace decays back to 0 between spikes and *β* is a value contributed by each spike. The paper states that these traces are calculated using stochastic rounding.

4.. SR implementation and testing with atomic multiplies {#s4}
========================================================

In order to establish the correctness of our rounding mechanisms for fixed-point types, we have carried out a set of tests to assess the distribution of errors from a simple atomic multiply with a wide range of randomly generated operands. There are five cases of interest (with five equivalent cases for 16-bit types): *s*16.15 × *s*16.15, *s*16.15 × *s*0.31, *s*16.15 × *u*0.32, *u*0.32 × *u*0.32, *u*0.32 × *s*0.31. The first three of these return a saturated answer in *s16.15* and the last two in *s0.31*, with a sign used because some of the multiplication results in ODE solvers are preceded by a minus to invert the sign. Each multiplier has an option to do three types of rounding from RD, RN or SR when converting the result to a destination numerical type. In all cases, we take 50 000 random numbers distributed uniformly between a minimum and maximum value. For example, in the cases where both operands are *s16.15* the range is \[ − 256, 256\], or \[ − 16, 16\] for the equivalent 16-bit types, to ensure that the result can be represented. In the other cases, the full ranges of the types can safely be used.

The operands are generated in pairs so that the numbers can be represented exactly in the relevant fixed-point type and then copied to the reference type IEEE *double* where the compiler translates the numerical value appropriately. We then multiply them using the default *double* operation and the other multiply operation that is under consideration. The fixed-point result is copied back to *double* and the difference between the results is stored and normalized to the LSB of the fixed point result type so that, e.g., if the result is an *s16.15*, the absolute error is multiplied by 2^15^. We then calculate summary statistics and plot each set of errors. We will call these *Bit Error Distributions* or *BED*s and they allow the atomic multiplication errors of the different types to be compared directly, as well as to confirm the expected behaviour.

[Figure 5](#RSTA20190052F5){ref-type="fig"} shows the BEDs of a *s*16.15 × *s*16.15 multiplier with the three different rounding modes. These plots and summary statistics calculated on the residuals confirm that in all cases the BEDs are as expected and we can have confidence in their implementation. Figure 5.Histograms showing the bit error distribution of 50 000 random *s*16.15 × *s*16.15 operations with different rounding schemes. RD, RN and SR are round-down, round-to-nearest and stochastic rounding, respectively. (Online version in colour.)

(a). Pseudo-random number generators {#s4a}
------------------------------------

It is important to note that for *SR* to be competitive in terms of computation time *a very efficient source of high-quality pseudo-random numbers is critically important as in many cases it will be drawn on for every multiplication operation*. We have investigated three sources of uniformly distributed noise in this study, implemented as deterministic pseudo-random number generators (PRNGs) with varying levels of quality and execution speed.

The reference PRNG is a version of Marsaglia's KISS64 algorithm \[[@RSTA20190052C32]\]. This has had several incarnations---we are using David Jones's implementation of what is called KISS99 here \[[@RSTA20190052C33]\]. It is now the default PRNG on the SpiNNaker system with a long cycle length ≈2^123^ and produces a high-quality random stream of 32-bit integers that satisfy the stringent TESTU01 BigCrush and Dieharder test suites \[[@RSTA20190052C33],[@RSTA20190052C34]\]. Results have also been checked using faster PRNGs that fail these very challenging tests but which are considered to be of a good basic quality for non-critical applications. In reducing order of sophistication, these are a 33-bit maximum-cycle LFSR algorithm with taps at bits 33 and 20 implemented within the SpiNNaker base runtime library *SARK* \[[@RSTA20190052C35]\] and a very simple Linear Congruential algorithm with a set up recommended by Knuth and Lewis, *ranqd1* \[[@RSTA20190052C36], p. 284\]. No significant differences in either the mean or the standard deviation (SD) of the results were found in any case tested so far, which is encouraging in terms of showing that SR is insensitive to the choice of PRNG as long as it meets a certain minimum quality standard.

5.. Ordinary differential equation solvers {#s5}
==========================================

The solution of ODEs is an important part of mathematical modelling in computational neuroscience, as well as in a wide variety of other scientific areas such as chemistry (e.g. process design), biology (e.g. drug delivery), physics, astronomy, meteorology, ecology and population modelling.

In computational neuroscience, we are primarily interested in solving ODEs for neuron behaviour though they can also be used for synapses and other more complex elements of the wider connected network such as gap junctions and neurotransmitter concentrations. Many of the neuron models that we are interested in are formally *hybrid systems* in that they exhibit both continuous and discrete behaviour. The continuous behaviour is defined by the time evolution of the internal variables describing the state of the neuron and the discrete behaviour is described by a threshold being crossed, a spike triggered followed by a reset of the internal state and then sometimes a refractory period set in motion whereby the neuron is temporarily unavailable for further state variable evolution.

A number of good references exist regarding the numerical methods required to solve ODEs when analytical solutions are not available, which is usually the case \[[@RSTA20190052C37]--[@RSTA20190052C40]\].

(a). Izhikevich neuron {#s5a}
----------------------

A sophisticated neuron model which provides a wide range of potential neuron behaviours is the one introduced by Eugene Izhikevich \[[@RSTA20190052C19]\]. In our earlier work \[[@RSTA20190052C18]\], we take a detailed look at this neuron model, popular because of its relative simplicity and ability to capture a number of different realistic neuron behaviours. Although we provide a new result in that paper which moves some way towards a closed-form solution, for realistic use cases we still need to solve the ODE using numerical methods. We aimed for a balance between the fidelity of the ODE solution with respect to a reference result and efficiency of computation using fixed-point arithmetic, with our primary aim being real-time operation on a fixed time grid (1 ms or 0.1 ms). The absolute reference used is that of the ODE solver in the Mathematica environment \[[@RSTA20190052C41]\] which has many advantages including a wide range of methods that can be chosen adaptively during the solution, a sophisticated threshold-crossing algorithm, the ability to use arbitrary precision arithmetic and meaningful warning messages in the case of issues in the solution that contravene algorithmic assumptions. For the Izhikevich model, a well-implemented, explicit, variable-time-step solver such as the Cash--Karp variant of the Runge--Kutta fourth/fifth order will also provide a good reference as long as it implements an effective threshold crossing algorithm. For other models such as variants of the Hodgkin--Huxley model, it may be that more complex (e.g. implicit) methods will be required to get close to reference results. However, none of these will be efficient enough for real-time operation unless there is a significant reduction in the number of neurons that can be simulated, and so for the SpiNNaker toolchain we chose a variant of the fixed-time-step Runge--Kutta second-order solver that was optimized for fixed-point arithmetic to achieve an engineering balance between accuracy and execution speed.

### (i). (*Algorithmic error* and *arithmetic error*) {#s5a1}

In our earlier work \[[@RSTA20190052C18]\], we focused on *algorithmic error* i.e. how closely our chosen algorithm can match output from the reference implementation. This algorithmic error is created by the inability of a less accurate ODE solver method to match the reference result (assuming equivalent arithmetic). As the output in this kind of ODE model is fully described by the time evolution of the state variable(s), it is not easy to generate direct comparisons between these time-referenced vector quantities. There are few single number measures that are feasible to calculate while at the same time being useful to the computational neuroscience community. After some experiments, we decided on spike lead or lag, i.e. the timing of spikes relative to the reference. This relies on a relatively simple drift in one direction or the other for spike timings, but in all cases tested so far where the arithmetic error is relatively small it is reliable and easy to understand, measure and communicate. So we work with the lead or lag of spike times relative to the reference for a set of different inputs (either DC or exponentially falling to approximate a single synapse) and neuron types (three of the most commonly used Izhikevich specifications \[[@RSTA20190052C19]\]: RS (regular spiking), CH (chattering) and FS (fast spiking)). We looked at different arithmetics and timesteps and their effect, but these were side issues compared to choosing and implementing an algorithm that balanced execution speed against fidelity to the reference using the fixed-point types defined by the ISO standard \[[@RSTA20190052C20]\] at a 1 ms timestep.

As mentioned at the end of the introduction, it should be kept in mind that in this section, we are investigating a different matter: that of *arithmetic error*. Now we are in a position where we have chosen an algorithm for the above reasons and our new arithmetic reference is this algorithm calculated in IEEE double-precision arithmetic. So the purpose of this study is different: *how closely can other arithmetics come to this arithmetic reference*?

We provide results below on four different fixed-time-step algorithms in order to demonstrate some generality. In increasing order of complexity and execution time these are two second-order and one third-order fixed-timestep Runge--Kutta algorithms (e.g. \[[@RSTA20190052C39],[@RSTA20190052C40]\]) and a variant of the Chan-Tsai algorithm \[[@RSTA20190052C42]\]. All are implemented using the ESR (explicit solver reduction) approach described in \[[@RSTA20190052C18]\] where the ODE definition and solver mechanism are combined and 'unrolled' into an equivalent algebraic solution which can then be manipulated algebraically in order to be optimized for speed and accuracy of implementation using the fixed-point types available. We refer to our earlier work \[[@RSTA20190052C18]\] for other possibilities, and it is worth mentioning that we focused primarily there on a 1 ms timestep whereas for the current study we are using 0.1 ms. This is for a number of reasons: (1) it is becoming the new informal standard for accurate neural simulation; (2) accuracy is critically dependent upon the timestep chosen and so our solutions will now be significantly closer to the absolute algorithmic reference; and (3) relative differences in arithmetic should therefore be made more apparent.

(b). About constants {#s5b}
--------------------

The constants that are used in the ODE solvers of the previously explored Izhikevich neuron model \[[@RSTA20190052C19]\] cannot usually be represented exactly in a digital computer system. Originally, it was left to the compiler to round constants such as 0.04 and 0.1. However, as part of this work we have discovered that the GCC implementation of the fixed-point arithmetic *does not support rounding in decimal to fixed-point conversion* and therefore the specification of constants suffers from truncation error, which can be up to *ϵ* for a given target fixed-point type, and for ODE solvers this error will in most cases accumulate. Additionally, we have found that *there is no rounding on most of the common arithmetic operations and conversions involving fixed-point numbers*. The pragma *FX_FULL_PRECISION* defined in the ISO standard \[[@RSTA20190052C20]\] is not implemented in the GCC compiler version 6.3.1 that we have used for this work and therefore there is no way to turn on correct rounding. Experiments on GCC compiler v. 9.2.1 confirm that this is still the case.

Our first step was to specify constants in decimal exactly, correctly rounded to the nearest *s16.15* (e.g. explicitly stating 0.040008544921875 and 0.100006103515625 as constants instead of 0.04 and 0.1) which has reduced the maximum error in the decimal to *s16.15* conversion to (*ϵ*/2) = (2^−15^/2). As a result, this has significantly reduced the spike lag previously reported \[[@RSTA20190052C18]\], leading to an understanding that ODE solvers can be extremely sensitive to how the constants are represented. This was also noted in other work \[[@RSTA20190052C23]\], and the solution that the authors took there was to add more bits in the fraction of the constants and add some scaling factors to return the final result in *s16.15*. Following from that, we have taken another step in this direction and have represented all of the constants smaller than 1 as *u0.32* instead of *s16.15*, which resulted in a maximum error of (2^−32^/2). The earlier work \[[@RSTA20190052C23]\] used *s8.23* format for these constants, but we think that there is no downside to going all the way to *u0.32* format if the constants are below 1, and any arithmetic operations involving these constants can output in a different format if more dynamic range and signed values are required. In order to support this, we have developed libraries for mixed-format multiplication operations, where *s16.15* variables can be multiplied by *u0.32* variables returning an *s16.15* result (as described in detail in §[4](#s4){ref-type="sec"}). A combination of more accurate representation of the constants, mixed-format multiplication and appropriate rounding has significantly reduced the error in the fixed-point solution of the Izhikevich neuron model from that previously reported \[[@RSTA20190052C18]\] even before the 0.1 ms timestep is taken into account. Therefore, we would like to note that all the results below with *round-down* on the multipliers do not reproduce the results from the previous study \[[@RSTA20190052C18]\] because these new results are generated with more precise constants, as well as some reordering of arithmetic operations in the originally reported ODE solvers in order to keep the intermediate values in high-precision fixed-point types for as long as possible.

(c). Results {#s5c}
------------

In this section, we present the results from four different ODE solvers with stochastic rounding added on each multiplier at the stage where the multiplier holds the answer in full precision and has to truncate it into the destination format, as described in §[2](#s2){ref-type="sec"}. The experiments were run on the SpiNN3 board, which contains 4 SpiNNaker chips with ARM968 cores \[[@RSTA20190052C16]\].

### (i). (Neuron spike timings) {#s5c1}

We show results here on the most challenging target problems. These are a constant DC input of ≈4.775 nA for the RS and FS neurons. The results for exponentially falling input and the CH neuron that were evaluated in our earlier work \[[@RSTA20190052C18]\] are essentially perfect in terms of arithmetic error for all the possibilities; therefore we chose not to plot them. The results for four different solvers are shown in [figure 6](#RSTA20190052F6){ref-type="fig"} with the exact spike lags of the 650th spike shown in [table 2](#RSTA20190052TB2){ref-type="table"}. Figure 6.Spike lags of regular and fast-spiking Izhikevich neuron models for the DC input test at 0.1 ms timestep. Spike lags are computed against a double-precision floating-point reference in each case. The SR result is shown as the mean from 100 runs with the shaded area showing the SD. A negative value on the *Y* -axis indicates a lead, a positive value indicates a lag. (Online version in colour.) Table 2.Summary of ODE results: spike lags (ms) of the 650th spike in the DC input test. Positive indicates lag, negative - lead. Fixed, {RD/RN/SR} refer to fixed-point arithmetic with round-down, round-to-nearest and stochastic rounding, respectively.solverneuron typefloatfixed, RDfixed, RNfixed, SR (s.d.)RK2 midpointRS16.8−131.41.94.3 (2.62)FS−29.7−10.033.7−2.3 (3.16)RK2 trapezoidRS6.9−172.7−2.1−1.2 (2.30)FS−3.218.7−40.12.3 (3.33)RK3 HeunRS−7.1−206.926.0−4.0 (1.59)FS29.4−53.631.4−4.4 (3.10)Chan-TsaiRS−9.0−356.3−67.90.8 (1.60)FS−21.7−44.6−5.11.4 (3.10)

Because the SR results by definition follow a distribution, we need to show this in the plots. This has been done by running the ODE solver 100 times with a different random number stream and recording spike times on each run. We gather a distribution of spike times for each of the first 650 spikes and in [figure 6](#RSTA20190052F6){ref-type="fig"} show the mean and SD of this distribution. A small number of checks with 1000 repeats show no significant differences in mean or SD from this case.

Clearly, the SR results are good in all of these cases compared to the alternatives, and in seven out of the eight cases are closest to the arithmetic reference after 650 spikes and look likely to continue this trend. All combinations of four different algorithms with disparate error sensitivities and two different ODE models are shown here, so this bodes well for the robustness of the approach. As a matter of interest, the RK2 trapezoid algorithm found to produce the most accurate solutions at 1 ms without correct rounding of constants or multiplications \[[@RSTA20190052C18]\] continues to provide a good performance here in terms of arithmetic error, producing mean spike time errors of only −1.2 ms and +2.3 ms for the RS and FS neuron models after 69 and 165 seconds of simulation time, respectively. Perhaps unsurprisingly, one can see that the SR results look like a random walk.

### (ii). (Evolution of the membrane potential *V*) {#s5c2}

As an illustration of the imperfect evolution of the underlying state variables in the Izhikevich ODE, [figure 7](#RSTA20190052F7){ref-type="fig"} shows the progression of the *V* state variable (the membrane potential of the neuron) after 300 ms for a variety of solver/arithmetic combinations and with a 0.1 ms timestep. One spike and reset event is shown in each case. Figure 7.The membrane potential of a neuron producing a third spike in the DC current test, using the RK2 Midpoint solver with various arithmetic and rounding formats. The temporal difference between the Mathematica and double-precision spike times is *algorithmic error* and the temporal difference between (for example) *fxp RD* and double is *arithmetic error*. (Online version in colour.)

The absolute algorithmic reference given by Mathematica is shown in purple. The significant spike time lead given by RD is shown in the light blue line. The other results show a slight lag relative to the absolute reference, all clustered very close to the arithmetic reference in orange. The SR result shows the mean with SD error bars over 100 random results. The large SD at the spike event, and increased SD near it, are caused by a small number of realizations firing one or two timesteps early or late, inflating the SD sharply as the traces combine the threshold and reset voltages at these time steps. However, the mean behaviour tracks the arithmetic reference very closely.

### (iii). (The effects of reduced comparator precision in SR) {#s5c3}

In order to build an efficient SR hardware accelerator it is useful to consider how many bits are required in the rounding calculation. There are two ways to implement SR: the first is to build a comparator between the residual of the number to be rounded ($({x - \lfloor x\rfloor})/(\epsilon$)) and the random number (as in equation ([2.4](#RSTA20190052M2x4){ref-type="disp-formula"})); the second approach that is strictly equivalent, implemented in an FPGA to optimize the utilization of the digital signal processing (DSP) units \[[@RSTA20190052C11]\] is simply to add the random number to the input number and then truncate the fraction. This reverses equation ([2.4](#RSTA20190052M2x4){ref-type="disp-formula"}) in such a way that the random numbers that are higher than or equal to $1 - (({x - \lfloor x\rfloor})/(\epsilon))$ will produce a carry into the result bits (round-up) and the numbers that are lower will not produce a carry (which will result in round-down due to binary truncation). The first approach has a comparator of the remainder's/random number's width plus an adder after truncation of the remainder, whereas the second approach has only a single adder of the full word width. Whichever approach is used, the complexity of the adder/comparator can be reduced by defining a minimum number of bits required in the residual $({x - \lfloor x\rfloor})/(\epsilon)$ and the random number.

In order to explore this problem in our ODE testbench, we ran a series of ODE solvers on two types of the Izhikevich neuron and measured the effects on the spike lag of different numbers of SR bits. The results are shown in [figure 8](#RSTA20190052F8){ref-type="fig"} for the 650th spike. These results can be compared to the numbers in [table 2](#RSTA20190052TB2){ref-type="table"} where all the available bits were used in SR. Note that the fixed-point multipliers in the ODE solvers can use 15 or 32 SR bits, depending on the types of the arguments. It is clear that as we decrease from 12 to 6 bits in the SR, the degradation in quality of the lead or lag relative to the arithmetic reference is negligible. However, when we decrease the number of bits from 6 to 4 or fewer, the regular spiking neuron starts to perform badly with a very high lag of the 650th spike. Interestingly, the fast-spiking neuron performs quite well even when only 2 SR bits are used. Given these two tests on the RS and FS neurons, we conclude that 4-bit SR is acceptable, with some degradation in quality of the neuron model, whereas the 6-bit version performs as well as the 12-bit or full remainder length SR version with 15 or 32 bits. Figure 8.Average spike lags of the 650th spike and the standard deviation from 100 runs. Four solvers with two different neuron types each are shown for varying numbers of bits in the stochastic rounding comparison step. All versions are compared to an equivalent reference solver implemented in double-precision floating-point arithmetic (the dotted straight line at *y* = 0 ms). (Online version in colour.)

### (iv). (16-bit arithmetic types) {#s5c4}

Using the same constant DC current test applied to a neuron, we evaluate 16-bit numerical types for this problem. It is a challenging task with such limited precision, but good results would improve memory and energy usage by a substantial further margin. The results with 16-bit ISO standard fixed-point types in the two second-order ODE solvers are shown in [table 3](#RSTA20190052TB3){ref-type="table"}. Because most of the variables are now held in *s8.7* numerical type, with 7 bits in the fractional part, even SR performs quite badly. However, it is clearly better than RD and RN, with RD performing terribly and RN being subject to underflow in one of the variables that causes updates to the main state variable to become 0 and therefore no spikes are produced. It seems that SR helps the ODE solver to recover from underflow and produce more reasonable answers with a certain amount of lag. Table 3.Summary of the ODE results with 16-bit fixed-point arithmetic compared to a double-precision reference (with the constants representable in 16 bits): spike lags (ms) of the 650th spike in the DC current test. Positive means lag, negative - lead. The test cases marked with a dash did not produce any spikes due to underflow in one of the internal calculations. Fixed, {RD/RN/SR} refer to fixed-point arithmetic with round-down, round-to-nearest and stochastic rounding, respectively.solverneuron typefloatfixed, RDfixed, RNfixed, SR (s.d.)RK2 midpointRS16.8−21681.4---889.4 (58.82)FS−29.7−2754.5686.4676.7 (30.67)RK2 trapezoidRS6.9−22786.2---363.3 (57.65)FS−4.6−2391.2892.8516.7 (27.92)

6.. Ideas related to *Dither* and how these may be applicable {#s6}
=============================================================

We mentioned in the introduction the idea of *dither* first applied in DSP for audio, image and video signals. The idea, in essence, is that as the input signal gets small enough to be close to the LSB of the digital system, some added noise helps to improve effective resolution of the system below the LSB. This gain is at the expense of a slight increase in broadband noise but, importantly for DSP applications, this noise is now effectively (or in certain cases *exactly*) uncorrelated with respect to the signal. This is in contrast to quantization errors which are highly correlated with the signal, and are considered to be objectionable and easy to identify in both audio and visual applications.

In our context, psychological considerations are difficult to justify. However, there are many other parallels between audio processing in particular and the solution of ODEs. Both are taking an input signal and using limited precision digital arithmetic operations in order to produce an output over a time sequence where any errors will be time-averaged. The ability of dither effectively to increase the resolution of the digital arithmetic operations was seen as an opportunity to discover if the benefits demonstrated earlier by SR on every multiply could be at least partially replicated by adding an appropriate quantity and distribution of random noise at the input to the ODE. In our cases, this is a DC current synaptic input, though any benefits would be generally applicable to the time-varying and conductance inputs that are also common in neural simulations.

A valuable text \[[@RSTA20190052C43]\] contains much useful material about the precision and stability of finite precision computations. In particular, Chapter 8 describes the PRECISE toolbox which appears to use a similar idea to our application of dither. However, there are arguably two differences: (1) it is primarily a software technique for producing a number of sophisticated sensitivity analyses rather than a method for efficiently improving the accuracy of results and (2) averaging over many iterations in the solution of an ODE---and thereby cancelling out individual errors over time---is likely to be an important ingredient in the results described below.

Another analysis that helped lead to this idea was a consideration of the *backward error* of an algorithm \[[@RSTA20190052C27], §1.5\]. The most obvious consideration of error is that of *forward error* i.e. for a given input *x* and algorithm *f*(*x*) there is an output $\hat{f}(x)$ which represents a realistic and imperfect algorithm that uses finite-precision arithmetic. The difference between *f*(*x*) and $\hat{f}(x)$ is the forward error. However, it has been shown that in numerical work, the backward error is often a more useful measure. Imagine that you want to make $\hat{f}(x)$ match the known ideal *f*(*x*) and all you are allowed to do is perturb *x* to $\hat{x}$ so that theoretically $\hat{f}(\hat{x}) \equiv f(x)$. The difference between *x* and $\hat{x}$ now describes the backward error and in many important real-world calculations bounds or distributions can be found for this value. It is important to consider how large this value is relative to the precision of your arithmetic type. If backward error is no greater than precision then the argument is that the error in a result from the algorithm is defined as much as, or more by, the precision of the input than it is by any imperfection in the algorithm itself.

One can now relate this to the dither idea explored above. Now *x* can be seen as the input current to the neuron, *f*(*x*) as the ODE solution method which updates the state variable(s) at every timestep, and dither which adds random noise of some form and size to *x* becomes a probabilistic embodiment of the backward error of the algorithm. The hypothesis is that an appropriate dither signal introduced at the input can be found which is (1) no greater than the backward error, and (2) enough to ensure that stochasticity is induced in the arithmetic operations within the algorithm, thereby achieving indirectly a form of SR.

To identify appropriate values of dither, an empirical approach was used which adds Gaussian noise at the input scaled so that the SD ranges from 1 LSB for the s16.15 type (i.e. 3.05e-5) up to 10 000 LSBs. The DC input is 4.775 nA so that a dither value of 156 would give the input a Coefficient of Variation of 0.1%. Forty repeats of the eight neuron and solver combinations were then simulated. Unlike the earlier plots, 23-bit float constants were used in all cases which ensures that any offsets caused by differences in precision of the constants are corrected for and so any differences are now entirely due to the arithmetic differences caused by operations and how they are modified by the dither input.

[Figure 9](#RSTA20190052F9){ref-type="fig"} shows the results with the epsilon multiplier on the *X*-axis with 0 meaning no dither and so equivalent to the reference results (except for the difference in constants for all except the *float* result). The *Y* -axis shows the mean difference in the 650th spike time from the *double* reference result over 40 runs with error bars showing the variation in this difference as a standard deviation. We have chosen a *Y* -axis scaling small enough to show subtle differences between the arithmetics, so in some cases very poor results are off the plot and will be described in the text. Figure 9.Effects of dither on DC input in the RS and FS neurons with four different solvers (single-precision floating-point constants). (Online version in colour.)

The key points from these plots are the following: ---In all cases, *float* results are significantly improved by even the smallest amount of dither. This is particularly noticeable on the FS neuron but at this point there is no obvious explanation for this.---In many cases, the smallest amount of dither also produces a significant improvement in the RN results. This is not the case for the RK2 solvers used with the RS neuron which perform well with 0 dither and small amounts of dither initially worsen the performance. The Chan-Tsai solver with the RS neuron has very high errors with RN and any amount of dither.---The SD of the results is relatively consistent with large amounts of dither until a threshold, which is at approximately 1k for the RS neuron and approximately 4k for the FS neuron. The mean values drift away from the best results at approximately the same dither values. In some cases increasing input noise appears actually to reduce the spike lag SDs until they increase again at this threshold, e.g. both RK2 solvers with the RS neuron. This would seem counter-intuitive unless something other than random variation is relevant.---Although not shown on the plots for clarity, SR tracks *double* better than RN and this is more apparent on the RS neuron. It is interesting to note in the full results how *float*, *double* and SR follow similar trends over dither value.---There is an interesting apparent agreement between the results at approx 32--128 dither with all arithmetics (except RN in some cases) converging on the same result and perhaps the SD of the results also reducing slightly. This is more apparent on the RS neuron. There are a number of possible mechanisms for this effect---if it actually exists and is not just sampling variation---and it would be useful to understand them in terms of optimizing precision by choosing an appropriate dither value. There is an intriguing (but speculative) possibility that results at these dither values are converging on a result with less algorithmic error than the *double* arithmetic reference which itself has finite precision. Further research is needed to confirm or refute these hypotheses.---We have achieved similar results with stochastic rounding of all the constants involved in the ODE. The method was to choose one of the two versions of each constant on each ODE integration step stochastically, based on a more precise version of that constant. The results were approximately equivalent in second-order solvers.

Dither is in most cases going to be significantly simpler and cheaper than SR to implement, and for some applications this will be an important consideration. Runtime will be approximately *N* times faster if there are *N* operations within one iteration of the solver. For example, one of the ESR RK2 solvers investigated here uses 14 multiply operations. However, results so far are not as consistent or robust as SR. It appears to work better on the RK2 solvers. Our current hypothesis is that SR always induces the ideal uniform stochasticity for each multiply whereas in the case of dither the higher the order of the solver algorithm the more complex the processing of the input and hence the more distorted the Gaussian noise will become as it is increasingly transformed through successive arithmetic operations that make up the solver algorithm. An interim position where dither is added at various points within the algorithm may be of interest, but if added on too many operations it will become as expensive as the full SR solution or potentially more so because each Gaussian variate currently used for dithering is more difficult to generate than a uniform variate.

Recent work in large-scale climate simulation has explored something analogous to dither in our terms by introducing a noise source into the computational equations \[[@RSTA20190052C44]\].

7.. Discussion, further work and conclusion {#s7}
===========================================

In this paper, we addressed the numerical accuracy of ODE solvers, solving a well-known neuron model in fixed- and floating-point arithmetics. First, we identified that the constants in the Izhikevich neuron model should be specified explicitly by using the nearest representable number as the GCC fixed-point implementation does round-down in decimal to fixed-point conversion by default (this was also independently noticed by another study \[[@RSTA20190052C23]\] but authors there chose to increase precision of the numerical format of the constants instead of rounding the constants to the nearest representable value as we did in this work). Next, we put all constants smaller than 1 into *unsigned long fract* types and developed mixed-format multiplications, instead of keeping everything in *accum*, to maximize the accuracy. This has not been done in any of the previous studies. We then identified that fixed-point multiplications are the main remaining source of arithmetic error and explored different rounding schemes. Round-to-nearest and stochastic rounding on multiplication results are shown to produce substantial accuracy improvements across four ODE solvers and two neuron types. Fixed-point with stochastic rounding was shown to perform better than fixed-point RN and float, and the mean behaviour is very close to double-precision ODE solvers in terms of spike times. We also found that simple PRNGs will often be good enough for SR to perform well. The minimum number of bits required in the random number in SR was found to be 6 across four different ODE solvers and two neuron types tested. In these cases, using more bits is unnecessary, and using fewer will cause the neuron timing to lead compared to the reference. Sixteen-bit arithmetic results were shown to have advantages with SR: although the absolute performance is quite poor (most likely due to overflows and underflows), 16-bit results with SR perform better than 16-bit RD (which largely results in spike time lead) and RN (which produces no spikes). Further work using scaled interim variables to ameliorate these issues is likely to provide further gains.

We investigated a method of adding noise to the inputs of the ODE on each integration step. Various levels of noise on the DC current input (dither) were shown to improve the accuracy of many of the solvers and is an alternative way, where high computational performance is a priority, to achieve some of the accuracy improvements that are shown with SR. Furthermore, we found that stochastic rounding of all the constants, including the fixed timestep value, in each ODE integration step also improves spike timings in most of the test cases.

While the speed of ODE solvers is outside the scope of this paper, measurements in the test bench show that when SR is applied on multiplications, the speed is dictated by that of the random number generator. Preliminary numbers from RK2 Midpoint ODE solver performance benchmarks show an overhead of approximately 30% when RN is replaced with SR. Furthermore, SR is approximately 2.6× faster than software floating-point and approximately 4.2× faster than software double-precision in running a single ODE integration step.

The next generation SpiNNaker chip will have the KISS PRNG in hardware with new random numbers available in one clock cycle, so the overhead of SR compared to RN will be negligible. With regard to SpiNNaker-2, while it will have a single-precision floating-point unit, the results in this paper demonstrate that fixed-point with SR can be more accurate and should be considered instead of simply choosing floating point in a given application.

In the future, we aim to perform mathematical analysis to understand better why SR is causing less rounding error in ODEs as well as to understand in more detail how dither is improving accuracy in the majority of cases. For performance, we will explore how many random numbers are needed in each ODE integration step: do we require all multipliers to use a separate random number, or is it enough to use one per integration step? For SpiNNaker neuromorphic applications, we plan to build fast arithmetic libraries with SR and measure their overhead compared to default fixed-point arithmetic and various classical ways of rounding. Also, we plan to investigate the application of SR in neuron models other than Izhikevich's, and ways to solve them, the first example being LIF with current synapses which has a closed-form solution. Another direction is to investigate fixed-point arithmetic with SR in solving partial differential equations (PDEs) and other iterative algorithms (e.g. in Linear Algebra). Finally, it would be beneficial to investigate SR in reduced precision floating-point: *float16* and *bfloat16* numerical types which are becoming increasingly common in the machine learning and numerical algorithms communities, for large-scale projects such as weather simulation using PDEs \[[@RSTA20190052C44],[@RSTA20190052C45]\].

Given all of these results, we predict that any reduced precision system solving ODEs and running other similar iterative algorithms will benefit from adding SR or noise on the inputs, but we would like to confirm this across a wider range of algorithms and problems. We would also like to point out that different arithmetics have different places where SR could be applied. For example, unlike fixed-point adders, floating-point adders and subtracters need to round when exponents do not match, and SR could be applied there after the addition has taken place (which would require preserving the bottom bits after matching the exponents). Similarly, in neural learning, where the computed changes to a weight are often smaller than the lowest representable value of that weight. To the best of our knowledge, the application of stochastic rounding in solving ODEs has not yet been investigated on any digital arithmetic, and these are the first results demonstrating substantial numerical error reduction in fixed-point arithmetic.

Thanks to Nick Higham for a valuable discussion about backward error analysis, Jim Garside for discussions about the number of bits required in the random numbers in stochastic rounding and to the reviewers for useful comments and references (particularly the work of Prof. Chaitin-Chatel in \[[@RSTA20190052C43]\]) which have improved the paper.
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