ABSTRACT
Introduction
Recently, much attention has been paid to the topic of complex networks, which characterize many natural and artificial systems such as internet, airline transport systems, power grid infrastructures, and the World Wide Web [1] [2] [3] . Indeed, Traffic modeling is fundamental to the network performance evaluation and the design of network control scheme which is crucial for the success of high-speed networks [4] . This is because network traffic capacity will help each webmaster to optimize their website, maximize online marketing conversions and lead campaign tracking [5, 6] . Furthermore, monitoring the efficiency and performance of IP networks based on accurate and advanced traffic measurements is an important topic in which research needs to explore a new scheme for monitoring network traffic and then find out its proper approach [7] . So, a traffic model with a simple expression is significant, which is able to capture the statistical characteristics of the actual traffic accurately. Since the 1950s, many models have been developed to study complex traffic phenomena [5] . The need for accurate traffic parameter prediction has long been recognized in the international scientific literature [8] .
The main motivation here is to obtain a better understanding of the characteristics of the network traffic. One of the approaches used for the preventive control is to predict the near future traffic in the network and then take appropriate actions such as controlling buffer sizes [9] . Several works developed in the literature are interested to resolve the problem of improving the efficiency and effectiveness of network traffic monitoring by forecasting data packet flow in advance. Therefore, an accurate traffic prediction model should have the ability to capture the prominent traffic characteristics, e.g. shortand long-range dependence, self-similarity in large-time scale and multifractal in small-time scale [10] . Several traffic prediction schemes have been proposed [11, 19] . Among the proposed schemes on traffic prediction, neural network (NN) based schemes brought our attention since NN has been shown more than acceptable performance with relatively simple architecture in various fields . Neural networks (NNs) have been successfully used for modeling complex nonlinear systems and forecasting signals for a wide range of engineering applications [20] [21] [22] [23] [24] [25] [26] . Indeed, the literature has shown that neural networks are one of the best alternatives for modeling and predicting traffic parameters possibly because they can approximate almost any function regardless of its degree of nonlinearity and without prior knowledge of its functional form [27] . Several researchers have dem-onstrated that the structure of neural network is characterized by a large degree of uncertainty which is presented when trying to select the optimal network structure. The most distinguished character of a neural network over the conventional techniques in modeling nonlinear systems is learning capability [19] . The neural network can learn the underlying relationship between input and output of the system with the provided data [19] [20] [21] [22] [23] [24] [25] [26] . Among the various NN-based models, the feed-forward neural network, also known as the Multi Layer Perceptron Type Neural Network (MLPNN), is the most commonly used and has been applied to solve many difficult and diverse problems [27] [28] [29] [30] .
The aim of this paper is to use artificial neural networks (ANN) based on the multi-layer perceptron (MLP) for identifying and developing a model that is able to analyze and predict the internet traffic over IP networks by comparing some training algorithms using statistical criteria.
Artificial Neural Networks
Artificial neural networks (ANN) are an abstract simulation of a real nervous system that consists of a set of neural units connected to each other via axon connections which are very similar to the dendrites and the axons in biological nervous systems [31] .
Furthermore, artificial neural networks are a large class of parallel processing architecture which can mimic complex and nonlinear processing units called neurons [32] . An ANN, as function approximator, is useful because it can approximate a desired behavior without the need to specify a particular function. This is a big advantage of artificial neural networks compared to multivariate statistics [33] . ANN can be trained to reach, from a particular input, a specific target output using a suitable learning method until the network output matches the target [34] . In addition, neural networks are trained by experience, when an unknown input is applied to the network it can generalize from past experiences and product a new result [35] [36] [37] .
ANN is constituted by a tree layer: an input layer, an output layer, and an intermediate hidden layer, with their corresponding neurons. Each layer is connected to the next layer with a neuron giving rise to a large number of connections. This architecture allows ANNs to learn complicated patterns. Each connection has a weight associated with it. The hidden layer learns to provide a representation for the inputs. The output of a neuron in a hidden or output layer is calculated by applying an activation function to the weighted sum of the input to that neuron [20] (Figure 1) . ANN model must first be "trained" by using cases with known outcomes and it will then adjust its weighting of various input variables over time to refine the output data [10] . The validation data In this work, we used the back-propagation based Multi Layer Perceptron (MLP) neural network. The multi layer perceptron is the most frequently used neural network technique, which makes it possible to carry out the most various applications. The identification of the MLP neural networks requires two types of stages. The first is the determination of the network structure. Different networks with one layer hidden have been tried, and the activation function used in this study is the sigmoid function described as:
The second stage is the identification of parameters (learning of the neural networks).
The suite of the used back-propagation neural networks are part of the MATLAB neural network toolbox which assisted in appraising each of the above individual neural network models for predictive purposes [38, 39] . In this study various training algorithms are used.
Training Algorithms
The MLP network training can be viewed as a function approximation problem in which the network parameters (weights and biases) are adjusted during the training, in an effort to minimize (optimize) error function between the network output and the desired output [40] . The issue of learning algorithm is very important for MLP neural network [41] . Most of the well known ANN training algorithms are based on true gradient computations. Among these, the most popular and widely used ANN training algorithm is the Back Propagation (BP) [42, 43] . The BP method, also known as the error back propagation algorithm, is based on the error correlation learning rule [44] . The BP neural networks are trained with different training algorithms. In this section we describe some of these algorithms. The BP algorithm uses the gradients of the activation functions of neurons in order to back-propagate the error that is measured at the output of a neural network and calculate the gradients of the output error over each weight in the network. Subsequently, these gradients are used in updating the ANN weights [45] .
Gradient Descent Algorithm
The standard training process of the MLP can be realized by minimizing the error function E defined by:
where , ,
is the squared difference between the actual output value at the j th output layer neuron for pattern p and the target output value. The scalar p is an index over input-output pairs. The general purpose of the training is to search an optimal set of connection weights in the manner that the errors of the network output can be minimized [46] .
In order to simplify the formulation of the equations, let w be the n-dimensional weight vector of all connection weights and biases. Accordingly, the weight update equation for any training algorithm has the iterative form. In each iteration, the synaptic weights are modified in the opposing direction to those of the gradient of the cost function. The on-line or off-line versions are applied where we use the instantaneous gradient of the partial error function E p , or on the contrary the gradient of the total error function E respectively.
To calculate the gradient for the two cases, the Error Back Propagation (EBP) algorithm is applied. The procedure in the mode off-line sums up as follows
where, is the weight vector in k iterations, n is the number of synaptic connections of the network, k is the index of iteration,
learning rate which adjusts the size of the step gradient, and d k is a search direction which satisfies the descent condition.
The steepest descent direction is based to minimize the error function, namely k
is the gradient of the estimated error in w. throughout the training with the standard steepest descent, the learning rate is held constant, which makes the algorithm very sensitive to the proper setting of the learning rate. Indeed, the algorithm may oscillate and become unstable, if the learning rate is set too high. But, if the learning rate is too small, the algorithm will take a long time to converge.
Conjugate Gradient Algorithm
The basic back propagation algorithm adjusts the weights in the steepest descent direction in which the performance function decreases most rapidly. Although, the function decreases most rapidly along the negative of the gradient, this does not necessarily produce the fastest convergence [44] . In the conjugate gradient algorithms, a search is made along the conjugate gradient direction to determine the step size which will minimize the performance function along that line [41] . The conjugate gradient (CG) methods are a class of very important methods for minimizing smooth functions, especially when the dimension is large [47] .
The principal advantage of the CG is that they do not require the storage of any matrices as in Newton's method, or as in quasi-Newton methods, and they are designed to converge faster than the steepest descent method [46] .
There are four types of conjugate gradient algorithms which can be used for training.
All of the conjugate gradient algorithms start out by searching in the steepest descent direction (negative of the gradient) on the first iteration [41, 44, 46] :
where p 0 is the initial search gradient and g 0 is the initial gradient.
A line search is then performed to determine the optimal distance to move along the current search direction:
The next search direction is determined so that it is conjugated to previous search directions. The general procedure for determining the new search direction is to combine the new steepest descent direction with the previous search direction:
where k  is a parameter to be determined so that becomes the k-the conjugate direction. current gradient to the norm squared of the previous gradient.
2) Conjugate gradient with Polak-Ribiere updates
The constant k  is computed by the Polak-Ribiére update as [49] :
where is the inner product of the previous change in the gradient with the current gradient divided by the norm squared of the previous gradient.
3) Conjugate gradient with Powell-Beale restarts
In conjugate gradient algorithms, the search direction is periodically reset to the negative of the gradient. The standard reset point occurs when the number of iterations is equal to the number of network parameters (weights and biases), but there are other reset methods that can improve the efficiency of the training process [50] . This technique restarts if there is a very little orthogonality left between the current and the previous gradient:
If this condition is satisfied, the search direction is reset to the negative of the gradient [41, 44, 51] .
4) Scaled conjugate gradient (Scg)
The scaled conjugate gradient algorithm requires a line search at any iteration which is computationally expensive since it requires computing the network response for all training inputs at several times for each search.
The Scg combines the model-trust region approach (used in the Levenberg-Marquardt algorithm described in the following section), with the conjugate gradient approach. This algorithm was designed to avoid the time-consuming line search. It is developed by Moller [52] , where the constant k  is computed by:
One Step Secant
Battiti proposes a new memory-less quasi-Newton method named one step secant (OSS) [53] , which is an attempt to bridge the gap between the conjugate gradient algorithms and the quasi-Newton (secant) algorithms. This algorithm does not store the complete Hessian matrix. It assumes that at any iteration, the previous Hessian was the identity matrix. This has the additional advantage that the new search direction can be calculated without computing a matrix inverse [41, 44] .
Levenberg-Marquardt Algorithm
The Levenberg-Marquardt (LM) algorithm [54, 55] is the most widely used optimization algorithm. It is an iterative technique that locates the minimum of a multivariante function that is expressed as the sum of squares of non linear real valued functions [56] [57] [58] . The LM is the first algorithm shown to be blend of steepest gradient descent and Gauss-Newton iterations. Like the quasi-Newton methods, the LM algorithm was designed to approach second-order training speed without having to compute the Hessian matrix [44] . The LM algorithm provides a solution for non linear least squares minimization problems. When the performance function has the form of a sum of squares, then the Hessian matrix can be approximated as [44] :
where J is the Jacobian matrix that contains the first derivates of network errors and the gradient can be computed as:
where the Jacobian matrix contains the first derivatives of the network errors with respect to the weights and biases, and e is a vector of network errors.
The Levenberg-Marquardt (LM) algorithm uses the approximation to the Hessian matrix in the following Newton-like update [41, 44] :
where I is the identity matrix and µ is a constant. µ decreases after each successful step (reduction in performance function) and increases only when a tentative step would increase the performance function. In this way, the performance function will always be reduced at each iteration of the algorithm [44] .
Resilient back Propagation (Rp) Algorithm
There has been a number of refinements made to the BP algorithm with arguably the most successful in general being the Resilient Back Propagation method or Rp [59] [60] [61] . Furthermore, the goal of the algorithm of Rp is to eliminate the harmful effects of the magnitudes of the partial derivatives. Therefore, only the sign of the derivative is used to determine the direction of the weight update. Indeed, the Rp modifies the size of the weight step that is adaptively taken. The adaptation mechanism in Rp does not take into account the magnitude of the gradient (   w g k ) as seen by a particular weight, but only the sign of the gradient (positive or negative) [44, 61] .
The Rp algorithm is based on the modification of each weight by the update value (or learning parameter) in such a way as to decrease the overall error. The update value for each weight and bias is increased whenever the derivative of the performance function with respect to that weight has the same sign for two successive iterations.
The principle of this method is as follows:
else where ) multiplied by the gradient of the previous step is positive (that is the gradient direction has remained the same), then the update value is multiplied by a value (which is greater than one). Similarly, if the gradient product is negative, the update value is multiplied by the value n  (which is less than one) [61] .
Results and Discussion
In this part, we are interested in appling the MPL neural networks for developing a model able to identify and predict the internet traffic. The considered data are composed of 1000 points (Figure 2) . The databases were divided in two parts training (750 points) and testing (250 points) data as required by the application of MLP. Additionally, the training data set is used to train the MLP and must have enough size to be representative for overall problem. The testing data set should be independent of the training set and are used to assess the classification accuracy of the MLP after the training process [62, 63] .
The error analysis was used to check the performance From these results, we conclude that the Levenberg-Marquardt (LM) and the Resilient back propagation (Rp) algorithms give more precision using the statistical criteria than the other training algorithms. The Gd, Scg, Cgf, Cgp, Cgb and Oss training algorithm give big values in term of the used statistical criteria, which prove that these training algorithms are not significant for prediction purpose. For this reason, we used the LM and the Rp training algorithms in the next paragraph.
To agreement the efficiency of the developed model based on the LM and the Rp training algorithms, we draft in Figure 3 the evolution of measured and predicted time series of the internet traffic for the two algorithms where we represent just 100 points. We notice that the two time series have the same behaviour. On the other hand, we present in Figure 4 the cumulative distributions of measured and predicted data. Figure  4 demonstrates clearly the similarity between measured and predicted values. So, the identified ANN model can be used for predicting data of internet traffic. Furthermore, the scattering diagram ( Figure 5 ) presents a comparison between measured and predicted data using ANN model which constitutes another means to test the performance of the model.
Conclusions
In this paper we present an artificial neural network (ANN) model based on the multi-layer perceptron (MLP) for analyzing internet traffic over IP networks. We used the input and output data to describe the ANN model, and we studied the performance of the training algorithms which are used to estimate the weights of the neuron. The comparison between some training algorithms demonstrates the efficiency of the LevenbergMarquardt (LM) and the Resilient back propagation (Rp) algorithms using statistical criteria. Consequently, the obtained model using the LM and the Rp can successfully be used as an adequate model for the identification and the management of internet traffic over IP networks. In addition, it can be applied as an excellent fundamental tool to management of the internet traffic at different times, and as a practical concept to install the computer material in a high industrial area.
