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CONTRÔLE DES PLACES NON-RÉDUITES
Chunhui Liu
Résumé. — Pour un schéma réduit projectif sur l’anneau des entiers d’un corps
de nombres, on considère le produit des normes de places telles que la réduction sur
laquelle le schéma ne soit pas réduit, qui doit être fini. Dans cet article, on donne
une majoration de ce produit. Pour le but, on généralise la notion de résultant des
polynômes. Pour le cas d’une hypersurface, on considère un résultant de l’équation
qui définit l’hypersurface et une dérivée partielle de cette équation. Pour le cas général
de dimension pure, on utilise la théorie de la forme de Chow de réduire ce problème
en le cas d’une hypersurface.
Abstract (Control of non-reduced places). — For a reduced projective scheme
over the ring of integers of a number field, we consider the product of the norms of
places such that the reduction over which this scheme is not reduced, which must
be finite. In this paper, we give an upper bound of this product. For this target,
we generalize the notion of resultant of polynomials. For the case of a hypersurface,
we consider a resultant of the equation which defines the hypersurface and a partial
derivation of this equation. For the general pure dimesional case, we use the theory
of Chow form to reduce the problem to the case of hypersurface.
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1. Introduction
Soit X → SpecOK un schéma réduit, où K est un corps de nombres et OK est
l’anneau des entiers de K. On désigne par SpmOK l’ensemble des idéaux maximaux
de l’anneau OK . Une place p ∈ SpmOK est appelée place non-réduite du schéma
X → SpecOK si la fibre spéciale Xp = X ×SpecOK SpecFp → SpecFp n’est pas
réduite. D’après [11, Théorème (9.7.7)], il n’y a qu’un nombre fini d’idéaux maximaux
p ∈ SpmOK telles que la fibre Xp → SpecFp ne soit pas réduite.
Il est naturel de considérer une description numérique des places non-réduites,
par exemple, on considère la majoration du nombre de ces idéaux maximaux ou la
majoration du produit des normes de ces idéaux maximaux.
R. Erné a déja considéré la majoration du produit des normes de ces idéaux
maximaux. Dans [5], elle étudie le cas oùX est une hypersurface projective en utilisant
le théorème arithmétique de Bézout, voir [1, Theorem 5.4.4] et [1, Theorem 5.5.1].
Dans [6], elle étudie le cas où X est un schéma réduit projectif de dimension pure en
utilisant la théorie de la forme de Chow.
Dans cet article, on donnera une autre majoration du produit des normes des places
non-réduites lorsque X est projectif et de dimension pure (voir le théorème 7.1). La
majoration dépend de la hauteur de X , de certains invariants géométriques de X et
du corps de nombre K.
D’abord on résout ce problème pour le cas où X est une hypersurface projective
(voir le théorème 6.4). Pour ce but, on généralise la notion du résultant classique de
deux polynômes au cas sur un anneau intègre (voir la définition 5.1). Dans ce cas-là,
le résultant de deux polynômes est défini comme un idéal de l’anneau de base. Pour
un polynôme en une seule variable, le résultant est un idéal nul si et seulement s’il
admet un facteur carré. Alors on peut considérer le polynôme qui définit l’hypersurface
comme un polynôme en une seule variable sur un autre anneau. Dans la suite, on
résout le cas où X est un schéma projectif de dimension pure en utilisant la théorie
de la forme de Chow et la forme de Cayley. Si un schéma de dimension pure est
réduit, toute composante irréductible de sa forme de Chow ou sa forme de Cayley est
de multiplicité géométrique 1 (voir la définition 2.1 pour la définition de la multiplicité
géométrique).
La méthode dans cet article est différente de celle dans [5]. La méthode dans cet
article est un calcul explicite et la méthode dans [5] est implicite. Notre majoration
donne une meilleure dépendance en la hauteur de X et, globalement, de meilleures
constantes. Comme on utilise une méthode explicite, il faut utiliser la hauteur clas-
sique (voir la définition 3.5) directement. Alors pour le cas de dimension pure générale,
on a besoin de comparer certaines hauteurs de X .
Dans la section 2, on introduira la théorie de la forme de Chow et la forme de
Cayley, où l’approche est purement géométrique. Dans la section 3, on comparera
quelques hauteurs qui seront utilisées dans ce travail d’un schéma arithmétique de
dimension pure. Dans la section 5, on généralisera la notion du résultant classique
au cas sur un anneau intégre, et on démontrera certaines propriétés de cette notion.
Dans la section 6, on donnera la majoration mentionnée ci-dessus pour le cas d’une
hypersurface, où l’on considère le résultant de l’équation qui définit l’hypersurface.
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Dans la section 7, on traitera le cas d’un schéma de dimension pure général par la
théorie de la forme de Chow et la forme de Cayley.
Remerciments. — Ce travail fait partie de ma thèse préparée à l’Université Paris
Diderot - Paris 7. Je voudrais remercier profondément mes directeurs de thèse Huayi
Chen et Marc Hindry pour me donner des suggèstions autour de ce travail.
2. La forme de Chow et la forme de Cayley
Dans cette partie, on introduira les notions de la forme de Chow et de la forme
de Cayley d’un schéma projectif de dimension pure. L’approche est purement géomé-
trique.
Soient A un anneau commutatif, et M un A-module. On désigne par ℓA(M) la
longueur de M comme un A-module. On renvoie les lecteurs à [4, §2.4] pour plus de
détails sur cette notion.
Soient k un corps, et V un espace k-vectoriel de rang n+1. Soit X un sous-schéma
fermé de dimension pure de P(V ). On considère certains invariants du schéma X . Ils
peuvent classifier les sous-schémas linéaires fermés de dimension n − d − 1 de P(V )
dont l’intersection avec X est non-vide.
Définition 2.1. — Soient X un schéma de dimension pure, et C(X) l’ensemble
des composantes irréductibles de X . On définit le cycle fondamental de X comme la
somme formelle
[X ] =
∑
X′∈C(X)
ℓOX,X′ (OX,X′)X
′.
De plus, l’entier ℓOX,X′ (OX,X′) est appelé lamultiplicité géométrique de la composante
irréductible X ′ ∈ C(X) dans X .
Soient W le produit P(V ) ×k P(V ∨)×k(d+1) et Γ la sous-variété d’incidence de W
qui classifie tous les points (ξ, u0, . . . , ud) tels que ξ(u0) = · · · = ξ(ud) = 0. On désigne
par p :W → P(V ) et q :W → P(V ∨)×k(d+1) les deux projections.
Proposition 2.2 ([1], §4.3). — Soit X un sous-schéma fermé de dimension pure
de P(V ), qui est de dimension d et de degré δ. On suppose que [X ] =
∑
i∈I
miXi
est le cycle fondamental (voir la définition 2.1) de X. Alors q(Γ ∩ p−1(X)) est une
hypersurface de P(V ∨)×k(d+1) de multi-degré (δ, . . . , δ). De plus, le cycle fondamental
de l’hypersurface q(Γ ∩ p−1(X)) admet la forme de∑
i∈I
miX
′
i,
où X ′i est une hypersurface intègre de multi-degré (deg(Xi), . . . , deg(Xi)) de
P(V ∨)×k(d+1).
Définition 2.3. — L’hypersurface définie dans la proposition 2.2 correspond à un
sous-k-espace vectoriel de rang 1 de l’espace Symδ(V ∨)⊗k(d+1), noté comme ΦX ce
sous-k-espace vectoriel. On appelle que ΦX est la multi-forme de Chow du schéma X .
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Remarque 2.4. — Soit φX un élément dans Sym
δ(V ∨)⊗k(d+1) qui représente ΦX ,
alors on a
φX =
∏
i∈I
φmiXi ,
où tous les φXi ∈ Sym
deg(Xi)(V ∨)⊗k(d+1) sont des polynômes irréductibles distincts
de multi-degré (deg(Xi), . . . , deg(Xi)) sur V . Si le schéma X est intègre, alors φX est
un polynôme irréductible.
Dans la suite, on va introduire la forme de Chow classique, où l’on utilise l’approche
dans [9, §3.2.B]. Soit Gˇ = Gr(d + 1, V ∨) la grassmannienne qui classifie tous les
quotients de rang d + 1 de V ∨ (ou l’on peut dire que tous les sous-espaces de rang
d+ 1 de V ). On désigne par Γ′ la sous-variété d’incidence de P(V )×k Gˇ qui classifie
tous les points (ξ, U) tels que ξ(U) = 0 (on considère U comme un sous-espace de V ).
Soient p′ : P(V )×k Gˇ→ P(V ) et q′ : P(V )×k Gˇ→ Gˇ les deux projections.
La proposition suivante est une généralisation de [9, §3.2.B]. Le cas où l’on considère
un schéma intègre est considéré dans [3, Proposition 3.3]. Ici, on généralise ce résultat
au cas où le schéma X est de dimension pure générale.
Proposition 2.5. — Soit X ⊂ P(V ) un sous-schéma fermé de dimension pure,
qui est de dimension d et de degré δ. On suppose que [X ] =
∑
i∈I
miXi est le cycle
fondamental de X. Alors q′(Γ′ ∩ p′−1(X)) est une hypersurface de degré δ de Gˇ. De
plus, le cycle fondamental de l’hypersurface q′(Γ′ ∩ p′−1(X)) admet la forme de∑
i∈I
miX˜i,
où X˜i est une hypersurface intègre de degré deg(Xi) sur Gˇ.
Démonstration. — La sous-variété d’incidence Γ′ est une fibration sur P(V ) dans la
grassmannienne Gˇ. D’abord, on suppose que X est intègre, alors on peut considérer
la topologie de X seulement. Dans ce cas-là, il est démontré dans [3, Proposition 3.3].
SiX est un sous-schéma fermé de dimension pure de P(V ), par l’argument ci-dessus,
on obtient que
[q′(Γ′ ∩ p′−1(X))] =
∑
i∈I
mi(q
′|Γ′)∗(p
′|∗Γ′)[Xi],
où [X ] est le cycle fondamental du schéma X .
SoientXi et Xj deux composantes irréductibles distinctes de X , qui sont considérés
comme deux schémas intègres. Donc il existe un k-point P , tel que P ∈ Xi(k) mais
P 6∈ Xj(k). De plus, on obtient qu’il existe un sous-schéma k-linéaire fermé qui
intersecte Xi en un sous-schéma non-vide mais n’intersecte pas Xj . On en déduit
(q′|Γ′)∗(p′|Γ′)∗[Xi] 6= (q′|Γ′)∗(p′|Γ′)∗[Xj ] considérés comme cycles premiers. Alors on
a l’assertion.
On va introduire la forme de Cayley. L’avantage de la forme de Cayley est qu’on
peut la construire à partir d’un système de générateurs de X qui sont de degré δ. On
rapelle que dans la construction de la multi-forme de Chow, on a actuellement utilisé
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la coordonnée de Stiefel de la grassmannienne. Si on utilise la coordonnée de Plücker,
la même opération construit la forme de Cayley.
Par le plongement de Plücker Gˇ→ P(
∧d+1 V ∨), l’algèbre de coordonnées B(Gˇ) =⊕
D>0
BD(Gˇ) de Gˇ est une algèbre quotient homogène de l’algèbre
⊕
D>0
SymD(
∧d+1
V ∨).
Pour expliquer le rôle de la coordonnée de Plücker, on considère la construction
suivante : on désigne par
θ : V ∨ ⊗k (∧
d+1V )→ ∧dV
l’homomorphisme qui envoie ξ ⊗ (x0 ∧ · · · ∧ xd) sur
d∑
i=0
(−1)iξ(xi)x0 ∧ · · · ∧ xi−1 ∧ xi+1 ∧ · · · ∧ xd.
Soit Γ˜ la sous-variété de P(V )×kP(
∧d+1 V ∨) qui classifie tous les point (ξ, α) tels que
θ(ξ ⊗ α) = 0. Soient p˜ : P(V ) ×k P(
∧d+1 V ∨) → P(V ) et q˜ : P(V ) ×k P(∧d+1 V ∨) →
P(
∧d+1
V ∨) les deux projections canoniques. Alors on obtient la proposition suivante.
Proposition 2.6. — Soit X un sous-schéma de dimension pure de P(V ), qui est de
dimension d et de degré δ. On suppose que [X ] =
∑
i∈I
miXi est le cycle fondamental
de X. Alors q˜(Γ˜ ∩ p˜−1(X)) est une hypersurface de degré δ de P(
∧d+1 V ∨). De plus,
le cycle fondamental de l’hypersurface q˜(Γ˜ ∩ p˜−1(X)) admet la forme de∑
i∈I
miX˜
′
i,
où X˜ ′i est une hypersurface intègre de degré deg(Xi) de P(
∧d+1
V ∨).
Définition 2.7. — On désigne par ΨX le sous-k-espace vectoriel de dimension 1 de
Symδ(
∧d+1
V ∨) qui définit l’hypersurface dans la proposition 2.6. On dit qu’elle est
la forme de Cayley de X . La variété d’incidence Γ′ de P(V )×k Gˇ est l’intersection de
Γ˜ et P(V )×k Gˇ (plongée dans P(V )×k P(
∧d+1
V ∨)).
Remarque 2.8. — On a l’observation suivante à partir de la relation entre la
coordonnée de Stiefel et la coordonée de Plücker (voir la page 101 de [9]). Soit ψX
un élément dans Symδ(
∧d+1
V ∨) qui représente ΨX considéré comme un polynôme
homogène de degré δ sur
∧d+1
V . Alors le polynôme homogène φX de multi-degré
(δ, . . . , δ) est défini comme
φX(x0, . . . , xd) = ψX(x0 ∧ · · · ∧ xd),
où φX est défini dans la définition 2.3. Par définition, si le schéma X est intègre, le
polynôme ψX est irréductible.
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3. Hauteurs d’un schéma projectif
Soient K un corps de nombres, et OK l’anneau des entiers de K. Soient E un fibré
vectoriel hermitien de rang n + 1 sur SpecOK , et EK = E ⊗OK K. On désigne par
Chownd,δ(K) l’ensemble des sous-schémas fermés de P(EK) qui sont de dimension pure
d et de degré δ. Soit L un fibré en droites ample hermitien sur P(EK). On dit que
L est semi-positif, si pour toute place v ∈ MK,∞, le fibré en droites Lv admet une
métrique hermitienne dont la courbure est semi-positive sur P(EK,v). On suppose que
L est semi-positif, alors une hauteur d’un schéma projectif par rapport au fibré en
droites hermitien L est une fonction
hL : Chow
n
d,δ(K)→ R,
qui mesure la complexité arithmétique de ce K-schéma projectif de dimension pure.
Plusieurs fonctions de hauteur de schémas projectifs arithmétiques sont utilisées
dans cet article. Soient X un sous-schéma fermé de P(EK) qui est de dimension d et
de degré δ, et X l’adhérence Zariski de X dans P(E). On suppose que L est un fibré
en droites ample hermitien sur X . On introduira la théorie générale pour les hauteurs
impliquées dans cet article. Au cas oùX est une hypersurface, on a quelques propriétés
spéciales.
3.1. Hauteurs d’un schéma projectif de dimension pure. — D’abord, on
définit une fonction de hauteur introduite par G. Faltings dans [7, Definition 2.5]
par la théorie d’intersection arithmétrique. La théorie d’intersection arithmétique
est développée par H. Gillet et C. Soulé dans [10], voir [18] pour une introduction
systématique de cette théorie.
Définition 3.1 (Hauteur arakelovienne). — Soient K un corps de nombres, OK
l’anneau des entiers deK, E un fibré vectoriel hermitien de rang n+1 sur SpecOK , et L
un fibré en droites hermitien sur P(EK). Soient X un sous-schéma fermé de dimension
pure de P(EK) et X l’adhérence Zariski de X dans P(E). La hauteur arakelovienne
de X est définie comme le nombre d’intersection arithmétique
1
[K : Q]
d̂eg
(
ĉ1(L)
d+1 · [X ]
)
,
où ĉ1(L) est la première classe de Chern arithmétique de L. Cette hauteur est notée
comme hL(X).
Définition 3.2 (Mesure de Mahler). — Soit f(T1, . . . , Tn) ∈ C[T1, . . . , Tn] un
polynôme. On définit la mesure de Mahler du polynôme f(T1, . . . , Tn) comme
M(f) = exp
(∫
[0,1]n
log |f(e2πit1 , . . . , e2πitn)|dt1 · · · dtn
)
,
où |.| est la valeur absolue usuelle.
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Pour un corps de nombres K, soient f(T1, . . . , Tn) ∈ K[T1, . . . , Tn] et σ : K →֒ C
un plongement. On définit
(1) Mσ(f) = exp
(∫
[0,1]n
log |σ(f)(e2πit1 , . . . , e2πitn)|dt1 · · · dtn
)
comme la mesure de Mahler du polynôme f par rapport au plongement σ, où |.| est
la valeur absolue usuelle.
On va introduire une fonction de hauteur d’un polynôme, qui est originaire de [15,
Définition 1.10].
Définition 3.3 (Hauteur de Philippon). — Soit X une hypersurface de PnK
définie par le polynôme homogène
f(T0, T1, . . . , Tn) =
∑
(i0,...,in)∈N
n+1
i0+···+in=δ
ai0,i1,...,inT
i0
0 T
i1
1 · · ·T
in
n ,
la hauteur de Philippon de X est définie comme
hPh(X) :=
∑
p∈SpmOK
[Kp : Qp]
[K : Q]
log ‖f‖p +
1
[K : Q]
∑
σ:K →֒C
logMσ(f),
où l’on définit
‖f‖p = max
(i0,...,in)∈N
n+1
i0+···+in=δ
{|ai0,i1,...,in |p}
pour tout p ∈ SpmOK , et Mσ(f) est la mesure de Mahler de f par rapport au
plongement σ : K →֒ C définie dans (1).
En général, soit E = O
⊕(n+1)
K un fibré vectoriel hermitien. Soit s ∈
H0(P(EK),OP(EK)(δ)) une section globale non-nulle. Pour toute place infinie
v ∈MK,∞ fixée, on définit
(2) ‖s‖v,∞ = sup
x∈P(EK,v)(C)
‖s(x)‖v,FS = sup
‖x‖v=1
‖s(x)‖v,FS.
Soient U(EK,v, ‖.‖v) le groupe unitaire qui s’agit sur EK,v, et dv(x) la mesure
U(EK,v, ‖.‖v)-invariante unique probabiliste sur P(EK,v)(C), ce qui signifie∫
P(EK,v)(C)
dv(x) = 1.
Soit ‖.‖v,FS la métrique de Fubini-Study sur P(EK)v(C) par rapport au plongement
complexe ou réel v. On définit
(3) ‖s‖v,0 = exp
(∫
P(EK,v)(C)
log ‖s(x)‖v,FSdv(x)
)
.
Pour tout nombre réel strictement positif p, on définit
(4) ‖s‖v,p =
(∫
P(EK,v)(C)
‖s(x)‖pv,FSdv(x)
)1/p
.
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On va comparer les normes définies dans (2), (3) et (4). D’après [1, (1.4.10)], on
obtient
‖s‖v,∞ > ‖s‖v,p > ‖s‖v,0 = lim
p→0
‖s‖v,p.
D’après [1, Corollary 1.4.3], on a
‖s‖v,∞ 6 exp
(
δ
2
Hn
)
‖s‖v,0,
où Hn = 1 +
1
2 + · · ·+
1
n . C’est une généralisation de [7, Lemma 2.9].
Définition 3.4 (p-hauteur). — Soit s ∈ H0(P(EK),OP(EK)(δ)) une section globale
non-nulle. On définit la p-hauteur de l’hypersurface X de P(EK) définie par la section
globale s comme
hp(X) =
∑
p∈SpmOK
[Kp : Qp]
[K : Q]
log ‖s‖p +
∑
v∈MK,∞
[Kv : Qv]
[K : Q]
log ‖s‖v,p,
où p ∈ [0,+∞], et la norme ‖.‖v,p est définie dans les égalités (2), (3) et (4).
D’après [1, Theorem 4.3.8], soit X une hypersurface de P(EK). Alors on a l’égalité
h0(X) = hL(X)−
1
2
δHn,
où l’on prend le fibré en droites L = OX(1), qui est muni des métriques de Fubini-
Study induites par les normes sur E .
Si le fibré vectoriel hermitien E = O
⊕(n+1)
K est muni des ℓ
2-normes définies sui-
vantes : pour tout plongement σ : K →֒ C, la norme ‖.‖σ envoie le point (x0, . . . , xn)
sur √
|σ(x0)|2 + · · ·+ |σ(xn)|2,
où |.| est la valeur absolue usuelle. Soit s ∈ H0(P(EK),OP(EK)(δ)) une section non-
nulle. Une section globale non-nulle dans H0(P(EK),OP(EK)(δ)) peut être considérée
comme un polynôme homogène de degré δ dansK[T0, . . . , Tn], car P(EK) est un espace
projectif de dimension n. Alors d’après [16, Théorème 1], on obtient
0 6 logMv(s)− log ‖s‖v,0 6 4δ log(n+ 1)
pour toute place v ∈ MK,∞, où Mv(s) est la mesure de Mahler de la section s
considérée comme un polynôme homogène de degré δ par rapport à la place v, voir
(1) pour la définition de la mesure de Mahler. Soit X l’hypersurface définie par la
section globale s ∈ H0(P(EK),OP(EK)(δ)), alors on en déduit
(5) 0 6 hPh(X)− h0(X) 6 4δ log(n+ 1),
voir la définition 3.3 et la définition 3.4 pour les définitions des deux hauteurs dans
l’inégalité (5).
On a défini la forme de Chow et la forme de Cayley dans §2. Soient K un corps de
nombres, etX un sous-schéma fermé de dimension pure de P(EK), qui est de dimension
d et de degré δ. La forme de Cayley ΨX,K s’identifie un sous-K-espace vectoriel de
dimension 1 de Symδ
(∧d+1 E∨K), dont la saturation dans Symδ (∧d+1 E∨) s’identifie
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un sous-fibré en droites hermitien ΨX sur SpecOK . Si X est intégre, alors φX est un
polynôme irréductible, voir la proposition 2.6.
D’après [1, Theorem 4.3.2], si on définit la 0-hauteur (voir la définition 3.4) de X
par rapport à la forme de Cayley comme
h˜0(X) :=
∑
p∈SpmOK
[Kp : Qp]
[K : Q]
log ‖ψX‖p +
∑
v∈MK,∞
[Kv : Qv]
[K : Q]
log ‖ψX‖v,0,
alors on obtient
(6) h˜0(X) = hL(X)−
1
2
δHN ,
où N = rg(
∧d+1 EK)− 1 = (n+1d+1)− 1, et HN = 1 + 12 + · · ·+ 1N .
3.2. Hauteur d’une hypersurface projective. — Dans cette partie, on discutera
des hauteurs d’une hypersurface de P(EK). Soit K un corps de nombres, et OK
l’anneau des entiers de K. Dans la suite, on suppose que E = O
⊕(n+1)
K est muni
des normes suivantes : pour tout plongement σ : K →֒ C, on définit
‖.‖σ : (x0, . . . , xn)→
√
|σ(x0)|2 + · · ·+ |σ(xn)|2,
où |.| est la valeur absolue usuelle. Dans ce cas-là, E est un fibré vectoriel hermitien
sur SpecOK .
Soit
f(T0, T1, . . . , Tn) =
∑
(i0,...,in)∈N
n+1
i0+···+in=δ
ai0,i1,...,inT
i0
0 T
i1
1 · · ·T
in
n ,
un polynôme homogène à coefficients dans K de degré δ, alors
X = Proj (K[T0, . . . , Tn]/ (f(T0, T1, . . . , Tn)))
est un sous-schéma fermé de PnK . En effet il est une hypersurface de P(EK) qui est de
dimension pure n− 1 et de degré δ (cf. [12, Proposition 7.6, Chap. I]).
Définition 3.5 (Hauteur classique). — Soit
f(T0, T1, . . . , Tn) =
∑
(i0,...,in)∈N
n+1
i0+···+in=δ
ai0,i1,...,inT
i0
0 T
i1
1 · · ·T
in
n
un polynôme homogène non-nul à coefficient dans K. La hauteur classique h(f) du
polynôme homogène f est définie comme :
h(f) =
∑
v∈MK
[Kv : Qv]
[K : Q]
log max
(i0,...,in)∈N
n+1
i0+···+in=δ
{|ai0,...,in |v}.
De plus, si X est la hypersurface de PnK définie par f , on définit h(X) = h(f) comme
la hauteur classique de l’hypersurface X .
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Par définition, la hauteur classique est invariante sous toute extension finie de corps
de nombres.
Afin de comparer la hauteur classique et la hauteur de Philippon d’une hyper-
surface, il faut comparer la mesure de Mahler et la valeur absolue maximale des
coefficients du polynôme qui définit l’hypersurface, où la place infinie v ∈ MK,∞ est
fixée. On utilise la méthode dans [13, §B.7].
Soit
f(T1, . . . , Tn) =
∑
(i1,...,in)∈N
n
ai1,...,inT
i1
1 · · ·T
in
n
un polynôme à coefficients dans C. On définit la L2-norme de f comme
L2(f) =
(∫
[0,1]n
∣∣f(e2πit1 , . . . , e2πitn)∣∣2 dt1 · · · dtn)1/2(7)
=
 ∑
(i1,...,in)∈N
n
|ai1,...,in |
2
1/2 ,
où |.| est la valeur absolue usuelle.
Avec les notations ci-dessus, on va introduire deux lemmes suivants.
Lemme 3.6 ([13], Lemma B.7.3.1). — Soient f, g ∈ C[T1, . . . , Tn] deux polynômes
non-nuls. On suppose degTj (f) 6 dj . Soient M(f) la mesure de Mahler définie dans
la définition 3.2, et L2(.) défini dans l’équalité (7). Alors on a :
1. L2(f) 6 [(d1 + 1) · · · (dn + 1)]1/2 max
(i1,...,in)∈N
n
|ai1,...,in | ;
2. M(fg) = M(f)M(g) ;
3. M(f) 6 L2(f).
Lemme 3.7 ([13], Lemma B.7.3.2). — Avec toutes les notations dans le lemme
3.6. Soit
f(T1, . . . , Tn) =
∑
(i1,...,in)∈N
n
ai1,...,inT
i1
1 · · ·T
in
n
un polynôme non-nul à coefficients dans C. On définit degTj (f) comme le degré de
f considéré comme un polynôme de la variable Tj, où 1 6 j 6 n. On suppose que
degTj (f) 6 dj. Alors
|ai1,...,in | 6
(
d1
i1
)
· · ·
(
dn
in
)
M(f) 6 2d1+···+dnM(f).
Avec les lemmes 3.6 et 3.7, on peut comparer la hauteur classique et la hauteur de
Philippon d’une hypersurface projective.
Proposition 3.8. — Soit X →֒ PnK une hypersurface projective définie par l’équation
homogène
f(T0, T1, . . . , Tn) =
∑
(i0,...,in)∈N
n+1
i0+···+in=δ
ai0,i1,...,inT
i0
0 T
i1
1 · · ·T
in
n .
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Alors on a
hPh(X)−
1
2
log((n+ 1)(δ + 1)) 6 h(X) 6 hPh(X) + (n+ 1)δ log 2,
où la hauteur de Philippon hPh(X) de X est définie dans la définition 3.3, et la
hauteur classique h(X) de X est définie dans la définition 3.5.
Démonstration. — D’après les lemmes 3.6 et 3.7, soit σ : K →֒ C un plongement, on
a ∏
σ:K →֒C
Mσ(f)√
(d1 + 1) · · · (dn + 1)
6
∏
σ:K →֒C
max
(i0,...,in)∈N
n+1
i0+···+in=δ
{|σ(ai0,i1,...,in)|}
6
∏
σ:K →֒C
2(n+1)δMσ(f),
où di = degTi(f) est défini dans le lemme 3.7. Si v ∈MK,f , alors
max
(i0,...,in)∈N
n+1
i0+···+in=δ
{|ai0,i1,...,in |v} = ‖f‖v.
Donc par la définition 3.3 et la définition 3.5, on obtient le résultat, car on a di 6 δ
pour tout i ∈ {0, 1, . . . , n}.
4. Passage aux réductions modulo de places finies
Dans cette partie, on introduira la théorie de passage aux réductions modulo de
places finies.
4.1. Ensembles constructibles. — D’abord, on rappelle la notion d’ensemble
constructible. On renvoie les lecteurs à [8, §1.4] pour une introduction autonome
à la notion d’ensemble constructible.
Un espace topologique X est appelé un espace topologique noethérien si toute suite
décroissante de fermés de X est stationnaire : pour toute suite
Y1 ⊇ Y2 ⊇ · · ·
de sous-ensembles fermés Yi de X , il existe un entier positif m tel que Ym = Ym+1 =
Ym+2 = · · · .
Soit X un espace topologique noethérien. Un sous-espace topologique de X est
appelé localement fermé s’il est l’intersection d’un sous-ensemble ouvert et un sous-
ensemble fermé de X . On suppose que X est un espace topologique noethérien. On dit
qu’un sous-ensemble de X est constructible s’il est l’union d’un nombre fini de sous-
ensembles localement fermés. Par définition, si X1 et X2 sont des sous-ensembles
constructibles, alors X1 ∩X2, X1 ∪X2 et X1 rX2 sont constructibles aussi.
Soit Y un sous-espace topologique de X . On dit que Y est localement construc-
tible dans X s’il existe un recouvrement ouvert {Ui}i∈I de X , tel que Y ∩ Ui soit
constructible dans Ui pour tout i ∈ I.
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Proposition 4.1 ([8], Proposition 1.4.1). — Soit X un espace topologique noe-
thérien. Un sous-ensemble Y de X est constructible si et seulement si, pour tout
sous-ensemble fermé F de X tel que Y ∩ F soit dense dans F , l’ensemble Y ∩ F
contient un sous-ensemble ouvert non vide de F .
Remarque 4.2. — Soit X = SpecA, où A est un anneau de Dedekind. Tout sous-
ensemble localement constructible E de X est constructible. S’il contient le point
générique de X , il contient un sous-ensemble ouvert. Alors le complément de E est
un ensemble fini. On démontera l’assertion dans le corollaire 4.4.
4.2. Passage aux réductions d’un schéma arithmétrique. — D’abord, on
référence le résultat ci-dessous :
Théorème 4.3 ([11], Théorème (9.7.7)). — Soit X → S un morphisme de
présentation finie de schémas, et soit E l’ensemble des s ∈ S pour lequel Xs =
X ×S Specκ(s) a l’une des propriétés suivantes : être :
1. géométriquement irréductible ;
2. géométriquement connexe ;
3. géométriquement réduit ;
4. géométriquement intègre.
Alors E est localement constructible dans S.
On applique le théorème 4.3 au cas d’un schéma réduit sur l’anneau des entiers
d’un corps de nombres, alors on obtient le résultat suivant.
Corollaire 4.4. — Soient K un corps de nombre, et OK l’anneau des entiers de
K. On suppose que X → SpecOK est un schéma réduit, alors il n’a y qu’un nombre
fini de places p ∈ SpecOK telles que la fibre Xp ne soit pas réduit. C’est-à-dire que
le cardinal de l’ensemble des places non-réduites du schéma X → SpecOK est fini.
Démonstration. — La fibre générique XK de X est réduit, comme XK = X×SpecOK
SpecK est une localisation de X . Comme K est un corps parfait, d’après [14, Co-
rollary 3.2.14], le schéma XK est géométriquement réduit. Par le théorème 4.3, l’en-
semble E des p ∈ SpecOK tels que le schéma Xp soit réduit est un ensemble locale-
ment constructible, donc E est un ensemble constructible par définition. D’après la
proposition 4.1, l’ensemble E contient un sous-ensemble ouvert de SpecOK , donc le
complément de E est contenu dans un sous-ensemble fermé de SpecOK , qui doit être
un ensemble fini.
5. Résultant sur un anneau entier
Soient A un anneau entier, et K le corps des fractions de A. Dans cette partie, on
définira un idéal induit par deux formes symétriques sur K, qui est une généralisation
de la notion du résultant classique.
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5.1. Définition de base. — Soient A un anneau entier, et K le corps des fractions
de A. Soit E un espace K-vectoriel de dimension finie. On désigne
SymK(E) =
⊕
i>0
SymiK(E)
pour simplicifier. Dans la suite, soient E un espace K-vectoriel de dimension 1,
et f, g ∈ SymK(E) non-nuls. On désigne par If et Ig les sous-A-algèbres saturées
maximales de SymA(E) telles que If ⊗A K = Span{f} et Ig ⊗A K = Span{g}.
Soient m,n deux entier satisfaissant deg(f) 6 m, deg(g) 6 n. On considère la
A-algèbre
A(f,g)(m,n)(8)
= If ∧ If Sym
1
A(E) ∧ · · · ∧ If Sym
n−1
A (E)
∧Ig ∧ Ig Sym
1
A(E) ∧ · · · ∧ Ig Sym
m−1
A (E),
ce qui est une sous-A-algèbre de
det
(
m+n−1⊕
i=0
SymiA(E)
)
.
On désigne par a l’idéal minimal de A tel que
(9) A(f,g)(m,n) ⊆ a det
(
m+n−1⊕
i=0
SymiA(E)
)
soit vérifié.
Définition 5.1. — Avec les notations ci-dessus, on définit le (m,n)-résultant de f
et g comme l’idéal a de A déterminé dans (9), noté comme Res(m,n)(f, g).
Remarque 5.2. — Soit A un anneau principal. Dans ce cas-là, on suppose que If et
Ig sont engendrés par les deux polynômes f(x) = amx
m+am−1x
m−1+· · ·+a1x+a0 et
g(x) = bnx
n+ bn−1x
n−1+ · · ·+ b1x+ b0 dans A[x] respectivement, où l’idéal engendré
par am, . . . , a0 est A, et l’idéal engendré par bn, . . . , b0 est A. Le (m,n)-résultant
Res(m,n)(f, g) de f et g dans la définition 5.1 est l’idéal engendré par l’élément ci-
dessous :
det

am am−1 · · · a0
am am−1 · · · a0
. . .
. . .
. . .
. . .
am am−1 · · · a0
bn bn−1 · · · b0
bn bn−1 · · · b0
. . .
. . .
. . .
. . .
bn bn−1 · · · b0

.
Attention, le choix de (m,n) joue un rôle important. Par exemple, soient f(x) =
ax2+ bx+ c et g(x) = dx+e deux polynômes dans A[x], où (a, b, c) = A et (c, d) = A.
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Alors Res(2,1)(f, g) est engendré par l’élément
det
 a b cd e
d e
 = ae2 + cd2 − bde.
Mais si on considère f(x) = 0x3 + ax2 + bx + c et g(x) = 0x2 + dx + c, on a
Res(3,2)(f, g) = {0}.
On a le résultat suivant :
Proposition 5.3. — Soient A un anneau intègre, K le corps des fractions de A, et
E est un espace K-vectoriel de dimension 1. Soient f, g ∈ SymK(E), où deg(f) = m
et deg(g) = n. Alors f et g ont un facteur commun si et seulement si
Res(m,n)(f, g) = {0},
où l’idéal Res(m,n)(f, g) de A est défini dans la définition 5.1.
Démonstration. — Il faut démontrer que l’assertion est équivalente à
A(f,g)(m,n) = {0},
où l’algèbre A(f,g)(m,n) est définie dans (8).
Les f et g ont un facteur commun si et seulement si qu’ils sont K-linéairement
liés. Donc l’assertion est équivalente qu’il existe p, q ∈ SymK(E) non-nuls, tels que
fp+ gq = 0, où deg(p) 6 n− 1, deg(q) 6 m− 1.
Soit l’espace K-vectoriel E engendré par l’élément e. Alors l’existence de p, q ∈
SymK(E) ci-dessus est équivalente à que
f, fe, . . . , fen−1, g, ge, . . . , gem−1
sont K-linéairement liés, ce qui est équivalent à
f ∧ fe ∧ . . . ∧ fen−1 ∧ g ∧ ge ∧ . . . ∧ gem−1 = 0.
L’égalité ci-dessus est équivalente à
A(f,g)(m,n) = {0}.
Alors on a l’assertion.
Soient k un corps, et V un espace k-vectoriel de dimension finie. Soit a ∈ N+. On
définit l’homomorphisme de dérivation
(10) Da : Sym
a
k(V )→ V ⊗k Sym
a−1
k (V )
qui envoie v1 · · · va sur
a∑
i=1
vi ⊗ (v1 · · · vi−1vi+1 · · · va).
On a le résultat suivant.
Lemme 5.4 ([3], Lemma A.1 (iii)). — Soit (V, ‖.‖) un espace hermitien de
dimension finie. Pour tout entier a > 1, la norme de Da défini dans (10) est a.
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Soient k un corps, et V un espace k-vectoriel de dimension finie. On définit le
homomorphisme
D : Symk(V )→ V ⊗k Symk(V ),
où D =
⊕
a>0
Da, et Da est définie dans (10). Soit f ∈ Symk(V ), on désigne par
Der(f) l’ensemble de l’image D(f) restreint dans Symk(V ). Dans la suite, on définit
T (f) l’espace k-vectoriel engendré par l’ensemble Der(f), où l’on oublie la structure
de k-algèbre Symk(V ). Si f ∈ Sym
δ
k(V ), alors tout l’élément dans T (f) est dans
Symδ−1k (V ).
Proposition 5.5. — Avec les notations ci-dessus, soient A un anneau intègre, K le
corps des fractions de A, E un espace k-vectoriel de dimension 1, et f ∈ SymδK(E)
de degré δ. Si f admet un facteur carré, alors pour tout f ′ ∈ T (f), on a
Res(δ,δ−1)(f, f
′) = {0}.
Si n’a pas de facteur carré, alors il existe un f ′ ∈ T (f), tel que
Res(δ,δ−1)(f, f
′) 6= {0}.
Démonstration. — Si f ′ = 0, l’assertion est vérifiée par définition directement. Sinon,
alors f admet un facteur carré si et seulement si que pour tout f ′ ∈ T (f), f et f ′ ont
un facteur commun. Alors c’est une conséquence directe de la proposition 5.3.
5.2. Hauteur du résultant. — Soit
F (T0, . . . , Tn) =
∑
(i0,...,in)∈N
n+1
i0+···+in=δ
ai0,...,inT
i0
0 T
i1
1 · · ·T
in
n
un polynôme à coefficients dans K. Pour toute place v ∈MK , on définit
(11) ‖F‖v = ‖F (T0, . . . , Tn)‖v = max
(i0,...,in)∈N
n+1
i0+···+in=δ
{|ai0,...,in |v}.
De plus, pour toute place v ∈MK,∞, on définit
(12) ‖F‖2,v = ‖F (T0, . . . , Tn)‖2,v =
 ∑
(i0,...,in)∈N
n+1
i0+···+in=δ
|ai0,...,in |
2
v

1
2
.
Alors on obtient
(13) ‖F‖v 6 ‖F‖2,v 6
(
n+ δ
δ
) 1
2
‖F‖v
pour toute place v ∈MK,∞.
Pour un polynôme homogène non-nul
(14) f(T0, . . . , Tn) =
∑
(i0,...,in)∈N
n+1
i0+···+in=δ
ai0,...,inT
i0
0 T
i1
1 · · ·T
in
n
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à coefficients dans K, soit X l’hypersurface définie par l’équations f(T0, . . . , Tn) = 0.
On rappelle que la hauteur classique de X est définie comme
h(f) = h(X) =
∑
v∈MK
[Kv : Qv]
[K : Q]
log ‖f‖v,
où la norme ‖.‖v est définie dans l’égalité (11) pour toute place v ∈ MK , voir la
définition 3.5. De plus, on définit
(15) HK(f) = HK(X) = exp ([K : Q]h(X)) .
Dans la suite, on va considérer un idéal contenu dans le (m,n)-résultant de deux
polynômes homogènes. Soient f, g ∈ K[T0, . . . , Tn] deux polynôme homogènes non-
nuls. On considère f, g ∈ K[T0, . . . , Tn−1][Tn], et on écrit f et g sous les formes de
f(T0, . . . , Tn) = td1(T0, . . . , Tn−1)T
d1
n + · · ·+ t0(T0, . . . , Tn−1)
et
g(T0, . . . , Tn) = sd2(T0, . . . , Tn−1)T
d2
n + · · ·+ s0(T0, . . . , Tn−1).
On désigne par A = OK [T0, . . . , Tn−1], A′ = K[T0, . . . , Tn−1] et F =
K(T0, . . . , Tn−1) pour simplicifier, et par E l’espace F -vectoriel de dimension 1
engendré par Tn. Soient I
′
f la plus grande sous-A-algèbre de OK [T0, . . . , Tn−1][Tn]
saturée telle que I ′f ⊗OK K = Span{f}, et I
′
g la plus grande sous-A-algèbre de
OK [T0, . . . , Tn−1][Tn] saturée telle que I ′g ⊗OK K = Span{g}. Alors la A-algèbre
A′(f,g)(d1, d2) = I
′
f ∧ I
′
f Sym
1
A(E) ∧ · · · ∧ I
′
f Sym
d2−1
A (E)
∧I ′g ∧ I
′
g Sym
1
A(E) ∧ · · · ∧ I
′
g Sym
d1−1
A (E)
⊆ det
(
d1+d2−1⊕
i=0
SymiA(E)
)
.
est un OK-module.
Soit a′ le plus petit idéal de A tel que
(16) A′(f,g)(d1, d2) ⊆ a
′ det
(
d1+d2−1⊕
i=0
SymiA(E)
)
soit vérifiée. Alors on a
(17) a′ ⊆ Res(d1,d2)(f, g)
commes des idéaux de A, où Res(d1,d2)(f, g) est défini dans la définition 5.1. On désigne
par Res′(d1,d2)(f, g) l’idéal a
′ déterminé ci-dessus.
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Par la construction ci-dessus, le A′-module Res′(d1,d2)(f, g)⊗OK K est engendré par
l’élément
det

td1 td1−1 · · · t0
td1 td1−1 · · · t0
. . .
. . .
. . .
. . .
td1 td1−1 · · · t0
sd2 sd2−1 · · · s0
sd2 sd2−1 · · · s0
. . .
. . .
. . .
. . .
sd2 sd2−1 · · · s0

∈ A′.
Dans la suite, on va définir une hauteur de Res′(d1,d2)(f, g). Pour toute place
v ∈MK,f , on définit∥∥∥A′(f,g)(d1, d2)∥∥∥
v
= inf
{
|a|v| a ∈ K
×
v tel que a
−1A′(f,g)(d1, d2) soit un ÔK,v-module
}
,
où ÔK,v est la complétion de l’anneau local OK,v par rapport à son idéal maximal.
Pour toute place v ∈ MK,∞, l’anneau OK,v est un corps. Alors par défini-
tion, l’idéal Res′(d1,d2)(f, g) de OK,v[T0, . . . , Tn−1] est engendré par un élémemt dans
OK,v[T0, . . . , Tn−1]. On définit
∥∥∥A′(f,g)(d1, d2)∥∥∥
v
comme la norme induite par les
normes ‖f‖v et ‖g‖v, où la norme ‖.‖v est définie dans l’égalité (11). De même,
on définit
∥∥∥A′(f,g)(d1, d2)∥∥∥
2,v
comme la norme induite par les normes ‖f‖2,v et ‖g‖2,v,
où la norme ‖.‖2,v est définie dans l’égalité (12). De plus, on définit
∥∥∥I ′f∥∥∥
v
= ‖f‖v et∥∥∥I ′f∥∥∥
2,v
= ‖f‖2,v pour toute place v ∈MK,∞ et tout polynôme homogène f .
On définit la hauteur de Res′(d1,d2)(f, g) comme
h
(
Res′(d1,d2)(f, g)
)
=
∑
v∈MK
[Kv : Qv]
[K : Q]
log
∥∥∥A′(f,g)(d1, d2)∥∥∥
v
et
h2
(
Res′(d1,d2)(f, g)
)
=
∑
v∈MK,f
[Kv : Qv]
[K : Q]
log
∥∥∥A′(f,g)(d1, d2)∥∥∥
v
+
∑
v∈MK,∞
[Kv : Qv]
[K : Q]
log
∥∥∥A′(f,g)(d1, d2)∥∥∥
2,v
.
De plus, on désigne
HK
(
Res′(d1,d2)(f, g)
)
= exp
(
[K : Q]h
(
Res′(d1,d2)(f, g)
))
et
H2,K
(
Res′(d1,d2)(f, g)
)
= exp
(
[K : Q]h2
(
Res′(d1,d2)(f, g)
))
.
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Soit F un OK-module, on désigne
P(F ) = {p ∈ SpmOK | F ⊗OK Fp = {0}}.
Soit F ∈ OK [T0, . . . , Tn] un polynôme non-nul, on désigne
P(F ) = {p ∈ SpmOK | F mod p[T0, . . . , Tn] = 0}.
Avec les notations ci-dessus, soient M et M deux OK -modules. Si M ⊆ N , alors
on a
(18) P(M) ⊇ P(N)
par définition. Donc on a le résultat suivant.
Proposition 5.6. — Soient K un corps de nombres, et OK l’anneau des entiers
de K. Pour un p ∈ SpmOK , on note Np = #(OK/p). Soit f ∈ K[T0, . . . , Tn] un
polynôme homogène non-nul de degré δ. Si f admet la forme de
f(T0, . . . , Tn) = sd(T0, . . . , Tn−1)T
d
n + · · ·+ s0(T0, . . . , Tn−1),
où sd(T0, . . . , Tn−1) 6= 0 et d > 2. Alors on a
∏
p∈P(Res(d,d−1)(f, ∂f∂Tn ))
Np 6 HK(f)
2d−1
(
d+ n
n
) (2d−1)[K:Q]
2
dd[K:Q].
Démonstration. — On a Res′(d,d−1)
(
f, ∂f∂Tn
)
⊆ Res(d,d−1)
(
f, ∂f∂Tn
)
comme idéaux de
l’anneau OK [T0, . . . , Tn−1], alors on a∏
p∈P(Res(d,d−1)(f, ∂f∂Tn ))
Np 6
∏
p∈P
(
Res′
(d,d−1)(f,
∂f
∂Tn
)
)
Np
d’après (18).
On désigne par ‖.‖p la norme induite par l’idéal maximal p ∈ SpmOK . Par la
construction du OK -module A′(f, ∂f∂Tn )
(d, d− 1) ci-dessus, on a∥∥∥∥A′(f, ∂f∂Tn )(d, d− 1)
∥∥∥∥
p
6 1
pour tout p ∈ SpmOK . De plus, p 6∈ P
(
Res′(d,d−1)
(
f, ∂f∂Tn
))
si et seulement si∥∥∥∥A′(f, ∂f∂Tn )(d, d− 1)
∥∥∥∥
p
= 1
par définition.
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Donc on obtient ∏
p∈P
(
Res′
(d,d−1)(f,
∂f
∂Tn
)
)
Np
6
∏
p∈P
(
Res′
(d,d−1)(f,
∂f
∂Tn
)
)
∥∥∥∥A′(f, ∂f∂Tn )(d, d− 1)
∥∥∥∥−[Kp:Qp]
p
=
∏
p∈SpmOK
∥∥∥∥A′(f, ∂f∂Tn )(d, d − 1)
∥∥∥∥−[Kp:Qp]
p
= HK
(
Res′(d,d−1)
(
f,
∂f
∂Tn
))−1
·
∏
v∈MK,∞
∥∥∥∥A′(f, ∂f∂Tn )(d, d− 1)
∥∥∥∥[Kv:Qv ]
v
6
∏
v∈MK,∞
∥∥∥∥A′(f, ∂f∂Tn )(d, d− 1)
∥∥∥∥[Kv:Qv ]
2,v
.
Soient I ′f la plus grande sous-A-algèbre saturée de OK [T0, . . . , Tn] telle que I
′
f ⊗OK
K = Span{f}, et I ′∂f
∂Tn
la plus grande sous-A-algèbre saturée de OK [T0, . . . , Tn]
telle que I ′∂f
∂Tn
⊗OK K = Span{
∂f
∂Tn
}. Alors par définition, on a P
(
I ′f
)
= ∅ et
P
(
I ′∂f
∂Tn
)
= ∅.
Pour toute place v ∈MK,∞, on a∥∥∥∥A′(f, ∂f∂Tn )(d, d− 1)
∥∥∥∥
2,v
=
∥∥∥I ′f ∧ I ′f Sym1A(E) ∧ · · · ∧ I ′f Symd−2A (E)
∧I ′∂f
∂Tn
∧ I ′∂f
∂Tn
Sym1A(E) ∧ · · · ∧ I
′
∂f
∂Tn
Symd−1A (E)
∥∥∥
2,v
par définition. La norme ‖.‖2,v est hermitienne. Alors d’après [2, Corollaire 1, §3.5
Chap. V], on obtient∥∥∥I ′f ∧ I ′f Sym1A(E) ∧ · · · ∧ I ′f Symd−2A (E)
∧I ′∂f
∂Tn
∧ I ′∂f
∂Tn
Sym1A(E) ∧ · · · ∧ I
′
∂f
∂Tn
Symd−1A (E)
∥∥∥
2,v
6
∥∥I ′f∥∥d−12,v
∥∥∥∥I ′∂f
∂Tn
∥∥∥∥d
2,v
,
où
∥∥∥I ′f∥∥∥
2,v
est la norme définie dans (12) du polynôme qui engendre l’espace I ′f ⊗OK
Kv.
De plus, l’inégalité ∥∥∥∥I ′∂f
∂Tn
∥∥∥∥d
2,v
6
∥∥I ′f∥∥d2,v dd
est vérifiée d’après le lemme 5.4.
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Par le fait que P
(
I ′f
)
= ∅ et P
(
I ′∂f
∂Tn
)
= ∅, on a
∏
v∈MK,∞
∥∥∥∥A′(f, ∂f∂Tn )(d, d− 1)
∥∥∥∥[Kv:Qv]
2,v
6
∏
v∈MK,∞
∥∥I ′f∥∥(2d−1)[Kv:Qv]2,v dd
6 HK,2(f)
2d−1dd[K:Q]
6 HK(f)
2d−1
(
d+ n
n
) (2d−1)[K:Q]
2
dd[K:Q],
où la dernière ligne est par l’inégalité (13). Donc on obtient le résultat.
6. Contrôle des places non-réduites d’une hypersurface
Soient X une hypersurface projective de PnK , et X l’adhérence Zariski de X dans
PnOK . Dans cette partie, lorsque X est réduite, on donnera une majoration du produit
des normes des idéaux maximaux p ∈ SpmOK tels que Xp ne soit pas réduit.
6.1. Résultats préliminaires. — On considère le cas d’une hypersurface pro-
jective. Soient K un corps de nombres, et OK l’anneau des entiers de K. Soient
E = O
⊕(n+1)
K un fibré vectoriel hermitien sur SpecOK muni des ℓ
2-normes, qui signi-
fient que pour tout plongement σ : K →֒ C, la norme envoie le point (x0, . . . , xn) sur√
|σ(x0)|2 + · · ·+ |σ(xn)|2, où |.| est la valeur absolue usuelle. Soit ψ : X →֒ P(EK) =
PnK une hypersurface projective définie par le polynôme homogène
f(T0, T1, . . . , Tn) =
∑
(i0,...,in)∈N
n+1
i0+···+in=δ
ai0,i1,...,inT
i0
0 T
i1
1 · · ·T
in
n
de dégre δ, où tous les ai0,...,in ∈ K.
Critère du réduisant d’une hypersurface. — Pour une méthode de critère de réduisant
d’une hypersurface, d’abord on référence le résultat suivant :
Lemme 6.1 ([14], Exercise 2.4.1). — Soient k un corps, et P ∈ k[T1, . . . , Tn]
un polynôme non-nul. Alors le schéma Spec (k[T1, . . . , Tn]/(P )) est réduit (resp. ir-
réductible ; resp. intègre) si et seulement si P n’a pas de facteur carré (resp. est une
puissance d’un polynôme irréductible, resp. est irréductible).
Le résultat suivant est une conséquence directe du lemme 6.1.
Corollaire 6.2. — Soient k un corps, et P ∈ k[T0, . . . , Tn] un polynôme
homogène non-nul. Alors si P n’a pas de facteur carré, alors le schéma
X = Proj (k[T0, . . . , Tn]/(P )) est réduit.
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Démonstration. — Il faut démontrer que pour un recouvrement d’ouverts affines
{Ui}i∈I de Pnk = Proj (k[T0, . . . , Tn]), si l’équation qui définit le schéma affine
Proj (k[T0, . . . , Tn]/(P )) ∩ Ui n’a pas de facteur carré, alors le schéma X ∩ Ui est
réduit pour tout i ∈ I. Soient Ui = {Ti 6= 0}, où i = 0, 1, . . . , n. Alors {Ui}ni=0 est un
recouvrement d’ouverts affines de Pnk . Donc
X ∩ Ui = Spec
(
k
[
T0
Ti
, . . . ,
Ti−1
Ti
,
Ti+1
Ti
, . . . ,
Tn
Ti
]
/Ii
)
,
où Ii est l’idéal engendré par le polynôme Pi = P
(
T0
Ti
, . . . , Ti−1Ti ,
Ti+1
Ti
, . . . , TnTi
)
. Par le
lemme 6.1, on obtient que X ∩ Ui est réduit si et seulement si Pi n’a pas de facteur
carré. Si P ne admet pas de facteur carré, alors tout le Pi ne admet pas de facteur
carré.
Une inégalité auxiliaire. — On a un lemme sur certaines inégalités de nombres réels
ci-dessous.
Lemme 6.3. — Soient a1, . . . , am > 1 une suite d’entiers, et r > 1 un nombre réel.
Alors les inégalités
m∏
i=1
r2ai−1 6 r2(a1+···+am)−1,
et
m∏
i=1
aaii 6 (a1 + · · ·+ am)
a1+···+am ,
et
m∏
i=1
(
ai + n− i+ 1
n− i+ 1
)2ai−1
6
(
a1 + · · ·+ am + n
n
)2(a1+···+am)−1
sont vérifiées.
Démonstration. — La première inégalité est vérifiée comme
m∏
i=1
r2ai−1 = r
m∑
i=1
(2ai−1)
= r2(a1+···+am)−m 6 r2(a1+···+am)−1.
Pour la deuxième inégalité, soient a, b > 1, donc on obtient (a + b)a > aa et
(a+ b)b > bb par définition directement. Alors
(a+ b)a+b > aabb.
Donc on a l’assertion par récurrence.
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Pour la troisième inégalité, on a
m∏
i=1
(
ai + n− i+ 1
n− i+ 1
)2ai−1
6
m∏
i=1
(
ai + n
n
)2ai−1
6
m∏
i=1
(
a1 + · · ·+ am + n
n
)2ai−1
6
(
a1 + · · ·+ am + n
n
)2(a1+···+am)−1
.
Donc on obtient le résultat.
6.2. Description numérique des places non-réduites. — Soit X un OK-
schéma réduit, on désigne
(19) Q(X) = {p ∈ SpmOK | X ×SpecOK SpecFp ne soit pas réduite}.
Soit F un sous-OK-algèbre de OK [T0, . . . , Tn] tel que F ⊗OK K soit engendré par un
polynôme à corfficients dans K, on désigne par Q(F ) l’ensemble
(20) {p ∈ SpmOK | F ⊗OK Fp engendré par un polynôme avec facteur carré}.
Si X →֒ PnK est un hyperplan projectif et X l’adhérence Zariski de X dans P
n
OK
, on
a Q(X ) = ∅. Soit X →֒ PnK l’hypersurface définie par l’polynôme homogène non-nul
de degré δ
f(T0, . . . , Tn) =
∑
(i0,...,in)∈N
n+1
i0+···+in=δ
ai0,...,inT
i0
0 T
i1
1 · · ·T
in
n
à coefficients dans K, et X l’adhérence Zariski de X dans PnOK . Si on écrit
f(T0, . . . , Tn) comme la forme de
f(T0, . . . , Tn) = td(T0, . . . , Tn−1) · T
d
n + · · ·+ t0(T0, . . . , Tn−1),
où td(T0, . . . , Tn−1) 6= 0. Pour tout polynôme f ∈ [T0, . . . , Tn], soit If la plus grande
sous-OK-algèbre saturée de OK [T0, . . . , Tn] tel que If ⊗OK K = Span{f}. Alors
d’après le corollaire 6.2, on obtient
(21) Q(X ) ⊆ Q(If ).
Soit Itd la plus grande sous-OK-algèbre saturée de OK [T0, . . . , Tn−1] tel que Itd ⊗OK
K = Span{td}. D’après la proposition 5.3, on obtient
Q(If ) ⊆ Q(Itd) ∪ P
(
Res(d,d−1)
(
f,
∂f
∂Tn
))
,
où Res(d,d−1)
(
f, ∂f∂Tn
)
est défini dans la définition 5.1.
Avec les résultats ci-dessus, on va démontrer le résultat suivant.
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Théorème 6.4. — Soient X →֒ PnK une hypersurface réduite définie par l’équation
homogène f , et X l’adhérence Zariski de X dans PnOK . Soit Np = #(OK/p), où
p ∈ SpmOK . Alors on a∏
p∈Q(X )
Np 6
∏
p∈Q(If )
Np 6
(
δ + n
n
) (2δ−1)[K:Q]
2
δ[K:Q]δHK(X)
2δ−1,
où Q(X ) est définie dans la relation (19), If est défini par l’argument au-dessus (21),
et HK(X) est définie dans l’équation (15). De plus, lorsque Q(X ) = ∅, on définit∏
p∈Q(X )
Np = 1.
Démonstration. — L’inégalité ∏
p∈Q(X )
Np 6
∏
p∈Q(If )
Np
est d’après (21) directement.
Dans la suite, on raisonne par récurrence sur le degré de l’hypersurface X . Si
deg(X) = 1, l’assertion originale est vérifiée car Q(X ) = ∅, alors on a∏
p∈Q(X )
Np =
∏
p∈Q(If )
Np = 1
par définition.
Si l’assertion est démontrée au cas de degré plus petit ou égal à δ − 1. On
considère f(T0, . . . , Tn) comme un polynôme de degré di à coefficients dans
OK [T0, . . . , T̂i, . . . , Tn], où i = 0, . . . , n. On suppose dn = max{d0, . . . , dn}. Par
définition, l’inégalité 1 6 dn 6 δ est vérifiée. Alors on peut écrire le polynôme
f(T0, . . . , Tn) comme
f(T0, . . . , Tn) = tdn(T0, . . . , Tn−1) · T
dn
n + · · ·+ t0(T0, . . . , Tn−1),
où tdn(T0, . . . , Tn−1) 6= 0, et 1 6 dn 6 δ. Soient If la plus grande sous-
OK [T0, . . . , Tn−1]-algrèbre saturée de OK [T0, . . . , Tn] tel que If ⊗OK K = Span{f},
et Itdn la plus grande sous-OK [T0, . . . , Tn−2]-algèbre saturée de OK [T0, . . . , Tn−1] tel
que Itdn ⊗OK K = Span{tdn}. Alors d’après la proposition 5.3, on obtient
Q(If ) ⊆ Q(Itdn ) ∪ P
(
Res(dn,dn−1)
(
f,
∂f
∂Tn
))
.
Par la relation ci-dessus, on a
∏
p∈Q(If )
Np 6
 ∏
p∈Q(Itdn
)
Np
 ·
 ∏
p∈P(Res(dn,dn−1)(f,
∂f
∂Tn
))
Np

6
 ∏
p∈Q(Itdn
)
Np
 ·
(dn + n
n
) (2dn−1)[K:Q]
2
d[K:Q]dnn HK(X)
2dn−1
 ,
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où la dernière inégalité ci-dessus est d’après la proposition 5.6.
Par l’hypothèse de récurrence, on a∏
p∈Q(Itdn
)
Np
6
(
δ − dn + n− 1
n− 1
) (2(δ−dn)−1)[K:Q]
2
(δ − dn)
[K:Q](δ−dn)HK(tdn)
2(δ−dn)−1,
où l’on a HK(tdn) 6 HK(X).
Alors on obtient∏
p∈Q(If )
Np
6
(δ − dn + n− 1
n− 1
) (2(δ−dn)−1)[K:Q]
2
(δ − dn)
[K:Q](δ−dn)HK(tdn)
2(δ−dn)−1
 ·
(dn + n
n
) (2dn−1)[K:Q]
2
d[K:Q]dnn HK(X)
2dn−1
 .
D’après les inégalités dans le lemme 6.3, on obtient le résultat.
On considère une majoration du nombre de places finies p ∈ SpmOK telles que
X ×SpecOK SpecFp ne soit pas réduit. Par le corollaire 4.4, ce nombre est fini. Afin
de décrire cela, on va introduire un résultat de la théorie analytique de nombres.
Proposition 6.5. — Soient a ⊂ OK un idéal de OK , et N0 > 2 un nombre réel.
Pour tout idéal a de OK , on désigne Na = #(OK/a). De plus, on définit
ωK(a;N0) =
∑
p∈SpmOK ,p⊇a
Np>N0
1.
Alors on a
ωK(a;N0) 6
log(Na)
logN0
.
Démonstration. — Soient a, b deux idéaux de OK . Si a+ b = (1), on écrit
a =
s∏
i=1
pαii , b =
t∏
i=1
q
βi
i ,
alors on a pi 6= qj pour tout i = 1, . . . s, j = 1, . . . , t. Donc on obtient
Nab = Na ·Nb
et
ωK(ab;N0) = s+ t = ωK(a;N0) + ωK(b;N0).
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Donc il suffit considérer le cas où a = ps et a = (1), où p est un idéal premier propre
et s ∈ N. Si a = ps avec Np > N0, on a
1 = ωK(a;N0) 6
log(Na)
logN0
;
si a = (1) ou a = ps avec Np < N0, on a
0 = ωK(a;N0) 6
log(Na)
logN0
.
Donc on a le résultat.
Remarque 6.6. — Soit a ∈ OK , on désigne par
ωK(a;N0) =
∑
p∈SpmOK ,p⊇(a)
Np>N0
1
pour simplifier, où p est un idéal premier de OK . Comme |NK/Q(a)| = N(a), alors on
a
ωK(a;N0) 6
log |NK/Q(a)|
logN0
.
Corollaire 6.7. — Avec toutes les notations et conditions dans le théorème 6.4, une
majoration du nombre de places p avec Np > N0 telles que X ×SpecOK SpecFp ne
soit pas réduit est
[K : Q]
logN0
(
(2δ − 1)h(X) + δ log δ +
2δ − 1
2
log
(
n+ δ
δ
))
.
Démonstration. — C’est un corollaire direct du théorème 6.4 et la proposition 6.5,
comme
1
logN0
log
(δ + n
n
) (2δ−1)[K:Q]
2
δ[K:Q]δHK(X)
2δ−1

=
[K : Q]
logN0
(
(2δ − 1)h(X) + δ log δ +
2δ − 1
2
log
(
n+ δ
δ
))
.
Remarque 6.8. — Dans [17, Théorème 11] et [17, Théorème 12], on estime la
fonction ω(a;N0) mieux que celle dans la proposition 6.5 pour le cas où K = Q.
En effet, si on peut contrôler le nombre des places la réduction sur lesquelles une
hypersurface réduite ne soit pas réduite, il dépend si on peut comprendre la fonction
ωK(.;N0) définie dans la proposition 6.5 assez clairement.
26 CHUNHUI LIU
7. Contrôle des places non-réduites d’un schéma de dimension pure
Soit E = O
⊕(n+1)
K un fibré hermitien de rang n + 1 sur SpecOK muni des ℓ
2-
normes. Il signifie que pour tout plongement σ : K →֒ C, la norme envoie le vecteur
(x0, . . . , xn) sur √
|σ(x0)|2 + · · ·+ |σ(xn)|2,
où |.| est la valeur absolue usuelle. Soit X un sous-schéma fermé de dimension pure
de P(EK), qui est de dimension d et degré δ, où K est un corps de nombre et OK
est l’anneau des entiers de K. On désigne par X l’adhérence Zariski de X dans P(E)
sous la composition des morphismes X →֒ P(EK)→ P(E).
Si p ∈ SpmOK est un idéal maximal de OK tel que X ×SpecOK SpecFp ne soit
pas réduit, d’après la proposition 2.5 et la proposition 2.6, les polynômes définissant
la forme de Chow et la forme de Cayley de Xp ont au moins un facteur carré.
Théorème 7.1. — Soient X un sous-schéma fermé réduit de dimension pure de PnK,
qui est de dimension d et degré δ, et X l’adhérence Zariski X dans PnOK . De plus,
soient
Q(X ) = {p ∈ SpmOK | X ×SpecOK SpecFp ne soit pas réduit},
N =
(
n+1
d+1
)
− 1, HN = 1 +
1
2 + · · · +
1
N , et L = OX(1) muni des normes induites
par les ℓ2-normes sur E = (O
⊕(n+1)
K , (‖.‖v)v∈MK,∞) définies ci-dessus, et hL(X) est
la hauteur arakelovienne de X définie dans la définition 3.1. Alors on a
∏
p∈Q(X )
Np 6
(
δ +N
N
) (2δ−1)[K:Q]
2
δ[K:Q]δ exp
(
(2δ − 1)[K : Q]
(
hL(X)−
1
2
δHN
+4δ log(N + 1) + (N + 1)δ log 2
))
.
Démonstration. — Soient ΨX,K la forme de Cayley de X , et ΨX la saturation de
ΨX,K dans l’espace Sym
δ
OK (
∧d+1 E). On prend un élément ψX,K ∈ SymδK(∧d+1 EK)
qui engendre ΨX,K .
D’après la proposition 2.6 et le corollaire 6.2, si ΨX ⊗OK Fp est engendré par un
polynôme avec un facteur carré, alors le schéma X ×SpecOK SpecFp n’est pas réduit.
Donc on obtient Q(X ) ⊆ Q(ΨX), voir les notation dans (19) et (20). Alors on a
(22)
∏
p∈Q(X )
Np 6
∏
p∈Q(ΨX )
Np.
Par le théorème 6.4, on obtient
(23)
∏
p∈Q(ΨX)
Np 6
(
δ +N
N
) (2δ−1)[K:Q]
2
δ[K:Q]δ exp((2δ − 1)[K : Q]h(ψX,K)).
Soit X ′ l’hypersurface projective définie par ψX,K de P
(∧d+1 EK). On compare
la hauteur de Philippon (vori la définition 3.3) de X ′ et la hauteur classique de X ′.
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D’après la proposition 3.8, on obtient
(24) h(ψX,K) = h(X
′) 6 hPh(X
′) + (N + 1)δ log 2.
On compare la 0-hauteur (voir la définition 3.4) de X ′ et la hauteur de Philippon de
X ′. D’après l’inégalité (5), on obtient
(25) hPh(X
′) 6 h0(X
′) + 4δ log(N + 1).
On compare la hauteur arakelovienne (voir la définition 3.1) de X et la 0-hauteur de
X ′. Par l’inégalité (6), on a
(26) h0(X
′) = hL(X)−
1
2
δHN .
On combine les inégalités (22), (23), (24), (25) et l’égalité (26), on obtient le
résultat.
Corollaire 7.2. — Avec toutes les notations dans le théorème 7.1, soient X un sous-
schéma fermé réduit de dimension pure de PnK , qui est de dimension d et degré δ, et
X l’adhérence Zariski de X dans PnOK . Pour un nombre réel N0 > 2, une majoration
du nombre des places p avec Np > N0 telles que X ×SpecOK SpecFp ne soit pas réduit
est
[K : Q]
logN0
(
(2δ − 1)hL(X)−
2δ − 1
2
δHN +
(
4(2δ − 1) +
2δ − 1
2
)
δ log(N + 1)
+(2δ − 1)(N + 1)δ log 2 + δ log δ
)
,
où N =
(
n+1
d+1
)
− 1, HN = 1 +
1
2 + · · ·+
1
N , et L = OX(1) muni des normes induites
par des normes sur E , et hL(X) est la hauteur arakelovienne de X.
Démonstration. — C’est une conséquence directe du théorème 7.1 et la proposition
6.5, d’où l’on obtient
1
logN0
log
((δ +N
N
) (2δ−1)[K:Q]
2
δ[K:Q]δ exp
(
(2δ − 1)[K : Q]
(
hL(X)−
1
2
δHN
+4δ log(N + 1) + (N + 1)δ log 2
)))
6
[K : Q]
logN0
(
(2δ − 1)hL(X)−
2δ − 1
2
δHN +
(
4(2δ − 1) +
2δ − 1
2
)
δ log(N + 1)
+(2δ − 1)(N + 1)δ log 2 + δ log δ
)
.
Alors on a l’assertion.
Remarque 7.3. — Soit la constante
C1 = C1(d, n, δ) = −
2δ − 1
2
δHN +
(
4(2δ − 1) +
2δ − 1
2
)
δ log(N + 1)
+(2δ − 1)(N + 1)δ log 2 + δ log δ,
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alors on a C1(d, n, δ) ≪d,n δ2. Avec toutes les notations dans le théorème 7.1, on
obtient ∏
p∈Q(X )
Np 6 (exp (C1(d, n, δ) + (2δ − 1)hL(X)))
[K:Q] .
Alors il est l’indice [K : Q] du corps de nombres K, qui est la seule chose que
cette majoration dépend du corps de nombres K. Autrement dit, cette majoration ne
dépend pas de trop d’information arithmétique du corps de nombres K.
De plus, d’après la corollaire 7.2, la constante
[K : Q]
logN0
(
(2δ − 1)hL(X) + C1
)
,
est une majoration du nombre des places p telles que Np > N0 et X ×SpecOK SpecFp
ne soit pas réduit.
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