This paper deals with the existence of positive solutions to singular initial value problem with impulse effects. The right-hand side of the differential equation can be singular in its dependent variable.
Introduction
In this paper we study the existence of positive solutions of the following singular initial value problem (IVP) with impulses: u = f (t, u, u ) , t ∈ (0, T ], t = t i , (1.1)
u(t + i ) = J i (u(t i )), u (t
2)
where 0 = t 0 < t 1 < t 2 < · · · < t p < t p+1 = T , u (t i ) = lim In recent years, the literature on the existence of solution to singular second-order boundary value problems without impulses effects is vast, (see [2, 1, 7, 3, 10, 11, 8, 4] and their references). However, there has very few results on singular problems with impulses, only see [9] . In this paper, we want to fill in this gap and extend the existence results on the singular initial value problems with impulses. Our main goal is to find conditions for f, J i , M i (1 i p), which guarantee the existence of at least one solution of problem (1.1)-(1.3).
To prove our main results, we need the following compactness criterion for a set
Lemma 1.1 (Bainov and Simeonov [6] 
Singularities at u = 0 but not at u = 0
In this section our nonlinearity f may be singular at u = 0, but is not singular at u = 0. Throughout this section we assume the following conditions hold: 
where 
This proof is complete.
Lemma 2.2. Suppose the conditions (H 1 ), (H 2 ) and (H 3 ) hold, and
Then there exist positive constants A and B such that for any u satisfying (1.1)-(1.2), the estimates
Integrating (2.2) from 0 to T to obtain
For the sake of contradiction, we assume that (i) there is a sequence of functions {u m }, satisfying the condition of this Lemma.
(ii) if we put
then there is a k ∈ {1, . . . , p + 1} such that
Let k be the smallest number satisfying (2.4), i.e., if k > 1, then { i,m }, 0 i k − 1 are bounded and so M i ( i,m ) also are bounded for 0 i k − 1. We discuss in two cases.
In view of (2.3), we imply
which is a contradiction.
by (H 3 ), passing to the limit of the above equality as m → ∞, we have
This is a contradiction. So there is a constant A > 0 such that
Next, we prove that there exists a B > 0 such that
For t ∈ [0, t 1 ], by mean value theorem, we have
For t ∈ (t 1 , t 2 ] we have
By induction, we can find a constant B > 0 such that u(T ) < B, that is
Proof. Choose an arbitrary m ∈ N and x ∈ [0, ∞), y ∈ [0, ∞), define
has a solution. Define an operator N : PC 1 → PC 1 by the formula
(M i (u (t i )) − u (t i ))(t − t i )
(2.7 m ) has a solution if and only if N has a fixed point. It is easy to show that N is continuous and completely continuous operator by Lemma 1.1. We consider the parameter system of equations
where
u (t i )) − u (t i )](t − t i ).
Let us choose ∈ [0, 1] and let u ∈ PC 1 (J ) satisfy u = (1 − )p + Nu. It means that the function u satisfies
In virtue of (H 3 ), u satisfies
so by Lemma 2.2, we have
, the nonlinear alternative of Leray-Schauder type (see, [5] ) guarantees that N has a fixed point u ∈ U . Hence (2.7 m ) has a solution u m ∈ PC 1 (J ) with In addition, u m satisfies
Next we obtain a sharper lower bound on u m . By (H 4 ), there is a function M 1 ,M 1 (t) continuous on [0, T ] and positive on (0, T ] and a constant , 0
Integrate the above inequality from t 1 to t to obtain u m (t) u(t
In generality, for t ∈ (t i , t i+1 ], we can get
Hence
m }(j = 0, 1) is a bounded family. In view of (H 3 ) and (2.9), for s 1 , s 2 ∈ (t i , t i+1 ](s 1 < s 2 ), we have
Hence {u m } is equicontinuous. This show (2.10) is valid. By Lemma 1.1, we can choose a subsequence {u k } which converges uniformly on [0, T ] to u as k → ∞. Because of
From (2.11) we deduce immediately
This show u is a solution of (1.1)-(1.3) and u > 0 for t ∈ (0, T ], which completes the proof.
3. Singularities at u = 0 but not at u = 0
In this section f may be singular at u =0 but not at u=0. Throughout this section we assume the following conditions hold:
(D 1 ) The impulsive functions J i : R → R, M i : R → R, 1 i p are continuous and increasing and
and is non-negative and non-decreasing in its second argument and hold. 
Proof. From (D 4 ), we have u (t) = f (t, u, u (t)) (t).
Proof. Define u (t i ) = i , 0 i p + 1. Since u (t) is increasing and positive on (t i , t i+1 ], so Proof. Consider the following equations:
