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ABSTRACT

Shock wave propagation in tunnels and other enclosed environments is
substantially more complicated than in an open-air or even a surface detonation. There is
still much to learn about how shock wave properties change as a wave propagates in an
enclosed space, such as a mine tunnel, inside of a building, or city street. The geometry of
the enclosure will have a large role in the propagation of the shock wave. This means that
many different tunnel designs must be studied. This work tested five different designs using
a modular small-scale model. The scenarios tested were Straight-line, Single Turn, Around
Pillar, Split, and Split Around Pillar. Piezoelectric pressure transducers were used to
determine peak pressure and maximum impulse at designated locations in the model. The
results of this research show where high- and low-pressure zones are formed during an
explosion based on the corner and crosscut features of the tunnel. Some key findings from
these experiments include the minimal pressure change observed through the crosscut in
the Single Turn arrangement and the significant pressure drop downstream of the pillar in
the Around Pillar scenario. The data analysis also proved that pressure experienced at the
exit is more greatly affected by the geometry of the tunnel than the tunnel's total volume.
This information will help improve mine planning concerning the location of both
personnel and equipment so that they will be less likely to be injured or damaged in the
event of an accidental explosion. The information will also lead to safer procedures for
explosive breaching personnel and a larger base of knowledge for investigating and
mitigating urban bombings.
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1. INTRODUCTION

1.1. PROBLEM STATEMENT
Shock wave propagation in tunnels and other enclosed environments is
substantially more complicated than in an open-air or even a surface detonation. With many
reflective surfaces and greater confinement, predicting blast characteristics in these
environments can be difficult. While these situations are more difficult to analyze, many
energetic events occur in an enclosed space. It is important to continue to study blast wave
propagation in these environments so the propagation phenomena can be understood more
fully, and this greater understanding can be put to proper use. To gain this better
understanding, a small-scale model has been designed and fabricated. This model has
modular capabilities that allow for testing of different tunnel pathways and corridor
designs. In this work, five different tunnel designs have been tested, and the data analysis
will be used to test the following hypotheses:
•

Pressure dead zones and concentration points can be identified and correlated to
tunnel features.

•

Any effect total tunnel volume has on the blast characteristics at the tunnel exit is
outweighed by the effects from the shape of the pathway.

1.2. RESEARCH APPLICATIONS
Coal mines, developed urban areas, and building interiors, are three confided spaces
where explosions occur. Dust explosions are historically one of the leading causes of
disasters in coal mines, terrorist bombings are more frequently occurring in cities around
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the world, and military and police personnel utilizing explosive breaching techniques are
periodically exposed to blast overpressure throughout their careers. In each of these
scenarios, the confined space exacerbates the damage done by the explosion, and a better
understanding of blast wave characteristics in confined spaces could help mitigate damage
in the future.
1.2.1. Mine Safety. Mining plays a major role in the United States and global
economies. From coal mines that provide the energy source for electrical powerplants to
metal/nonmetal mines, which provide the elements needed to manufacture the devices that
require the electricity, mining touches many aspects of everyday life. Mining has varying
hazards based on the material being mined, and the extraction methods being employed.
Underground coal mines are one of the most dangerous work environments, and “The most
significant and powerful hazard that exists in an underground coal mine is a coal dust
explosion” [1]. Improved understanding of shock propagation in a tunnel environment can
help mine engineers design mine plans that are less likely to amplify the blast pressures,
and to place equipment and personnel where they will be best shielded from an accidental
explosion.
1.2.2. Urban Bombings. With the increase in global terrorism over the past few
decades, improvised explosive devices (IEDs) are being used in populated urban
environments where the device will do the most damage and cause the highest casualties.
Some examples of these attacks are the 1993 World Trade Center Bombing, the 1995
Oklahoma City Bombing, and the 2019 Sri Lanka Easter Bombings [2, 3, 4]. Each of these
attacks were committed in urban areas with explosives either in a vehicle or on someone’s
person. When an explosive is detonated in an urban setting with high building density and
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tall structures, the buildings act to confine the explosion. The shock from the explosion
will reflect off building surfaces and be focused down city streets, amplifying the damage
at certain locations. The study of shock wave behavior in these kinds of confined spaces
can help predict damage from future attacks, or improve post blast forensic analysis,
helping investigators more quickly and accurately determine where a blast originated.
More information on shock wave propagation in confined spaces can also be used to
improve blast resistant designs for buildings and other public spaces.
1.2.3. Explosive Breaching. In both military and law enforcement roles, there are
situations where soldiers or officers need to enter a building or room and the use of force
is required to gain entry. In many cases the fastest and safest way to create access is through
explosive breaching, where explosive charges are used to either break open a door or break
through a wall. Over a career, breaching personnel will be exposed repeatedly to air blast
overpressure produced by the breaching charge, and this repeated blast exposure may lead
to mild traumatic brain injury or other cognitive issues [5]. A better understanding of shock
wave propagation in hallways and interior spaces can be applied to breacher training and
protocol so that soldiers and officers can arrange themselves to receive the lowest possible
levels of blast overpressure.
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2. BACKGROUND

This section provides background information on the motivation for this research,
specifically mine disasters, urban bombings, and explosive breaching safety. It will also
introduce the reader to concepts that were utilized to develop the methodology and
complete the data analysis for this research. Specifically, these topics are an explosives
overview, and introduction to shock wave behavior, and a discussion on explosive scaling
laws. The explosives overview will discuss key differences between high and low
explosives as well as the distinctions between primary and secondary explosives. The
introduction to shock wave behavior will look at the three most common scenarios utilized
in the study of explosives, namely free-air, surface, and shock tunnel detonations, and
discuss the behavior observed in each. Lastly, the scaling law section will show how the
small-scale testing completed in this thesis can be compared to full scale scenarios.

2.1. EXPLOSIVES OVERVIEW
The subject of this thesis is explosive driven shock wave propagation through
tunnels. An explosive is “any substance or device that can be made to produce a volume of
rapidly expanding gas in a brief period” [6]. Explosives are typically categorized by their
sensitivity and reaction characteristics. An explosive material can be considered a high or
low explosive based on whether it detonates or deflagrates. Initiation of a low explosive
causes the material to burn or deflagrate. Deflagration is defined as “combustion which
propagates through a gas or across the surface of an explosive at subsonic speeds, driven
by the transfer of heat” [7]. High explosives, on the other hand, typically detonate when
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initiated. A detonation is defined as “combustion of a substance which is initiated suddenly
and propagates extremely rapidly, giving rise to a shock wave” [8]. A detonation wave
consists of a leading shock that compresses the explosive material, followed by a reaction
zone where the product gasses are created and begin to expand [9]. When this detonation
wave reaches the edge of the explosive, the energy from the reaction is transferred into the
surrounding medium, creating a shock wave that propagates away from the explosive in all
directions.
Another way to classify an explosive is by sensitivity to stimulus. The terms
primary and secondary explosive are typically used to describe an energetic material’s
sensitivity. Primary explosives “are extremely sensitive to mechanical shock, friction, and
heat, to which they will respond by burning rapidly or detonating.” Secondary explosives
“are relatively insensitive to shock, friction, and heat” [10]. Typically, the shock from a
primary explosive is required to initiate detonation in a secondary explosive; this is called
the “Explosive Train” [11]. When using low explosives, the explosive train usually only
requires two components, the ignitor and the main charge. The ignitor would be a flame or
spark creating device that will initiate a combustion reaction in the low explosive charge
which will then accelerate into a deflagration. In high explosive trains, a three-component
configuration is often used. This three part explosive train will utilize both a detonator and
a booster to initiate the main charge, and will be used when the detonator does not release
enough energy to reliably start a detonation reaction in the main charge [12]. When an
explosive is so insensitive that a booster charge is almost always used it may be considered
a tertiary explosive; examples of tertiary explosives are ammonium nitrate fuel oil (ANFO)
and other blasting agents [10]. In this three-part train, the detonator will usually have a very
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small amount of primary explosive that is used to initiate a larger amount of sensitive
secondary explosive, like RDX or PETN. The booster will be made from a larger amount
of secondary explosive, ranging from 10g up to 900g [13]. Lastly, the main charge will
consist of a large quantity of secondary or tertiary explosive, such as ANFO or emulsion.
Figure 2.1 provides an illustration of a typical explosive train.

Figure 2.1: Explosive Train Diagram (Adapted from [12])

The explosives used for breaching and in urban bombings are typically high
explosives because they detonate and have high brisance, which is the shattering or
crushing effect from an explosion [14]. For breachers, the high brisance is needed to
successfully break down the target barrier. Handling safety is also important for breachers,
so they use detonating cord, composition C4, or other secondary high explosives with low
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sensitivity to complete the task [15]. In urban bombings the perpetrator(s) desire greater
structural damage or fragmentation from their explosive device which is also related to
high brisance.
The methane/air and coal dust/air reactions seen in mine explosions can be difficult
to classify with the standard terminology. With both of these fuel/air mixtures, if they are
initiated in an open space with a weak energy source, such as a spark or flame, the mixture
will deflagrate [16]. In this case, the mixed components are behaving like primary low
explosives, initiating from a low energy stimulus and burning rapidly but not reacting at
the speed of sound in the materials. However, when confined in a rough walled tube, similar
to a mine entry, the deflagration can accelerate and undergo a deflagration to detonation
transition (DDT). The flame acceleration needed for a deflagration to detonation transition
in influenced by wall roughness, tunnel length, and fuel/air mixture [16, 17, 18]. Rough
walls create more turbulence which accelerates the flame front, longer tunnels provide
more time for the flame to accelerate, and a stoichiometric fuel/air ratio will undergo DDT
faster than an imperfect mixture [16, 17, 18]. After this transition the mixture more closely
resembles a high explosive, reacting faster than the speed of sound in the material, with
little distance between the reaction front and the propagating shock wave. In a mine
explosion scenario, the methane pop and initial coal dust explosion would be a low
explosive deflagration. As the coal dust explosion propagates through the mine, the flame
may accelerate and transition into a detonation reaction if the criteria mentioned above are
met.
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2.2. SHOCK WAVE BEHAVIOR
The purpose of this thesis is to show how shock wave characteristics change as the
wave propagates down the model under different tunnel scenarios. To do this, it helps to
first discuss shock waves more generally. A shock wave is “a sharp change of pressure in
a narrow region traveling through a medium, especially air, caused by explosion or by a
body moving faster than sound” [19]. In the case of a detonation generated shock wave,
the energy and gasses produced from the rapid exothermic reaction propagate a shock into
the surrounding air. This shock is a sharp, nearly discontinuous, rise in pressure that travels
away from the explosive source in all directions. Immediately behind the shock front is a
region of high pressure called the positive phase. The positive phase is then followed by a
period of lower than ambient pressure, the negative phase, which slowly equilibrates to
pre-detonation ambient levels. The environment around the explosives has a notable effect
on how the shock wave will propagate. The three environments that come up most often in
explosives research are free air detonation, ground detonation, and shock tunnel detonation.
2.2.1. Free Air Detonation. A free air detonation, also called free-field or open-air
detonation, is an explosive detonation that occurs where there are no surfaces around the
charge to interact with the shock wave, i.e. in open air. In a free air detonation of a spherical
explosive charge, the propagating shockwave will expand outward from the charge
spherically, and the pressure versus time waveform can be modeled mathematically using
the Friedlander equation. The waveform will start with a sharp rise to peak pressure, that
exponentially decreases back to ambient pressure followed by an extended negative phase,
that slowly rises back to ambient levels. An example waveform of the Friedlander curve is
shown in Figure 2.2 while the numerical model for the curve is shown in Equation (1).
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Figure 2.2: Typical Friedlander Waveform (Adapted from [21])

In Equation (1), P is the pressure at a fixed location, Ps is the peak pressure, t is the amount
of time after the arrival of the shock front, and t+ is the total positive phase duration [20].

𝑃 = 𝑃𝑠 𝑒

𝑡
− +
𝑡

(1 −

𝑡
)
𝑡+

(1)

In addition to pressure, impulse is another characteristic that has a large effect on a
blast waves’ potential for causing damage or injury [22]. Impulse is defined as the integral
of the pressure versus time function. This means that the impulse is equal to the area
between the pressure curve and the x-axis, with units of pressure*time. Area above the xaxis is considered positive impulse and area below the x-axis is considered negative
impulse, as illustrated in Figure 2.2.
An effective method for finding impulse from high fidelity pressure data is to use
the trapezoid rule for definite integral approximation, shown in Equation (2). In this

10
equation, t0 is the start time of the definite integral and t+ is the end time of the definite
integral. Pi and Pi+1 are the pressures at the current and next time steps of the sum, and ti
and ti+1 are the time values of the current and next time steps for the sum.

𝑡+

𝑡+

𝑃𝑖 + 𝑃𝑖+1
) ∗ (𝑡𝑖+1 − 𝑡𝑖 )
𝐼 = ∫ 𝑃(𝑡) = ∑ (
2
𝑡0

(2)

𝑖=𝑡0

2.2.2. Surface Detonation. When an explosive charge is initiated at or near ground
level it is referred to as a surface detonation. In a surface detonation there is a single plane
interfering with the travel of the shock wave, and that is the ground. When the shock wave
interacts with the ground the energy will be effected in two main ways, some will be
coupled with the ground, creating a crater and ejecting material, and some energy will be
reflected off of the ground, back into the atmosphere. This reflected energy increases the
effective air blast of most surface detonations to approximately 160% - 180% of the value
from an equivalent free air detonation [23].
In a detonation where the explosive charge is in contact with the surface, there will
be no distinction between the incident and reflected shock waves; the waves would
immediately merge into a single semispherical shock front that would decay in the same
manner as a free air detonation [24]. When there is distance between the charge and the
surface, there will be separation between the incident and reflected shock waves after the
incident wave impacts the surface. As the incident and reflected waves expand, the
reflected wave will travel with a higher velocity through the already shocked medium and
catch the leading incident wave, forming a single shock front known as the Mach stem.
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The location where the incident wave, reflected wave, and Mach stem meet is called the
triple point. Anything located above the triple point will experience two distinct pressure
rises from the incident and reflected blast waves, while anything below the triple point will
only experience a single, greater magnitude, pressure rise from the Mach stem [24]. Figure
2.3 provides two diagrams showing how a blast wave will expand from a surface detonation
in contact with the ground and one that is elevated above the surface.

Figure 2.3: Shock Wave Propagation for Surface Detonations in Contact and Slightly
Elevated from the Ground (Adapted from [24])
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Surface detonations are often utilized in arena testing where a single charge is
surrounded by multiple research targets at different distances away from the charge. This
arena testing allows for multiple data collection points while only using a single detonation,
since the blast wave will propagate symmetrically from the hemispherical charge. This
maximizes the data collected while keeping explosive cost and number of tests as low as
possible. Figure 2.4 shows an example arena test set-up.

Figure 2.4: Arena Test Diagram

2.2.3. Shock Tunnel Detonation. Shock tunnels, or shock tubes, are tools used in
research to study high velocity gas flow and the effect that flow has on objects. There are
two main types of shock tunnels, compressed gas driven and detonation driven. Gas driven
shock tunnels use a high-pressure driver gas, usually with low molecular weight like
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hydrogen or helium, to create a shock in low pressure driven gas, typically air. The shock
is usually created by rupturing a diaphragm that isolated the driver and driven gas segments
of the tunnel [25]. Detonation driven shock tunnels use the expanding gases from an
explosive detonation to propagate a shock wave and gas flow down the tunnel. In a
detonation driven shock tunnel, the geometry of the tunnel confines the gas expansion and
channels the energy down the length of the tube, illustrated in Figure 2.5. This leads to
higher pressure and impulse creation with a smaller quantity of explosive. This energy
channeling allows for simulation of larger arena style experiments with lower cost and
smaller real estate [26].

Figure 2.5: Shock Tunnel Blast Wave Diagram (Adapted from [27])

However, the use of detonation driven shock tunnels to simulate larger open area
tests is not a perfect solution. Confining the expanding gases in the shock tube causes the
pressure waveform to decay differently in shock tunnel testing than in arena tests.
Specifically, there is longer than normal positive phase duration. This means longer blast
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exposure for the object being tested and a larger impulse acting on the object [26]. This
discrepancy between arena and shock tunnel testing can be helpful, allowing testing of
blast loadings that are difficult to produce in open air, but also makes it more difficult to
test objects under the exact forces they would experience in an arena test, like the one
depicted in Figure 2.4, with multiple targets located at different distances from the blast
epicenter.
The reason shock tunnels are so efficient at containing the energy from an explosion
is because of the high impedance difference between the air inside the tunnel and the steel
body around it. The large impedance difference causes nearly all of the energy from the
shock wave to be reflected back into the tunnel with less energy being transmitted into the
metal [28]. The shock reflected from the high impedance steel also increases the pressure
[29] by the combination of the incident and reflected waves and this combination is termed
the reflected pressure which may be up to 2x the incident pressure. More information on
impedance and shock reflection can be found in Appendix C.
2.2.4. Complex Confined Environments. In addition to the traditional scenarios
discussed above, previous research has been conducted on complex confined environments
more like those tested in this thesis. These include various street designs that would be seen
in an urban environment, and corner and intersection studies in tunnels that would relate to
building corridors or mine drifts.
One study observed shock wave propagation in five common street scenarios:
Crossroads, T-intersection, 90° bend, Straight Street, and Dead End. Pressure was recorded
at four distances away from the charge in each of these scenarios, and impulse was
calculated using the pressure vs time waveform data. This street configuration impulse data
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was compared to the impulse data from an equivalent unconfined hemispherical airburst,
which revealed that the confinement in the street scenarios led to a higher impulse than
would be experienced from an unconfined air burst. Furthermore, as distance from the
charge increased, so did the disparity in impulse between the confined and unconfined
scenarios [30]. Figure 2.6 shows the five street configurations and the impulse ratio versus
scaled distance graph that compares each street set-up to the equivalent open-air blast.

Figure 2.6: A. Street Configurations B. Street/Unconfined Impulse Ratio vs Scaled
Distance (Adapted from [30])

In addition to the five street configurations, a 1:50 scale model was built of a more
complex street layout to see how the shock wave propagates outside of the simple scenarios
discussed previously. This model included buildings of different shapes and heights, meant
to replicate the architectural diversity of a real city block. This testing resulted in a pressure
trace that was very consistent between trials [30]. The waveform had multiple obvious
peaks caused by the reflections from the cityscape. Figure 2.7 shows the layout of the
small-scale cityscape and the pressure versus time waveform recorded at a pressure sensor.
The graph shows the overlay of three trials.
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Figure 2.7: A. Cityscape B. Pressure vs Time Waveform (Adapted from [30])

Another study, by Igra et al., looked at the interaction between a planar shock wave
and a 90° branched duct. This study showed that the diffraction of the shock wave around
the corner results in nonstationary two-dimensional flow. The reflections created by the
shock wave diffraction into the branched duct cause the wave to attenuate more quickly
than it would in a straight duct [31]. Shadowgraph images of this phenomena were taken
at four time steps during the diffraction event, showing the initial diffraction around the
near corner, the reflection created off of the far corner, and the subsequent propagation of
the initial and reflected shocks down both branches of the duct. Figure 2.8 shows these
images labeled with their respective time stamps.

Figure 2.8: Shadowgraph Images of Planar Shock Wave Diffraction in a 90° Branched
Duct (Adapted from [31])
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A thesis by Morris investigated shock wave diffraction at an intersection for both
open roof (urban environment) and closed roof (mine or hallway) environments. This
testing was conducted using intersections with two different path widths, and multiple
charge locations. Morris found that the enclosed environment led to higher pressures and
impulses than were observed in the open top tests, but in the open tests the peak pressure
and impulse was recorded closer to the charge, while in the enclosed scenario the shock
wave did not produce its peak pressure and impulse until further away from the charge.
The study also concluded that in both the open and enclosed tests, the narrow path width
resulted in higher peak pressure and impulse than in corresponding tests using the wide
path. Another difference observed between the open top and closed top tests was the degree
of diffraction into the perpendicular street at the intersection. Morris reports that in the
open roof tunnel, greater diffraction is seen when the charge is located closer to the
intersection, but in enclosed tunnels greater diffraction is seen when the charge is detonated
further down one of the paths [32]. A diagram of the experimental set-up for the near and
far charge detonation scenarios is shown in Figure 2.9.

Figure 2.9: Near and Far Charge Location Diagrams (Adapted from [22])
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2.3. MINE EXPLOSION INCIDENTS
Gas and dust explosions in coal mines have caused death and injury to miners and
destruction of workings in all countries where coal is mined underground [33]. The first
recorded mine explosion in the United States occurred at the Black Heath coal mine in
Richmond, Virginia in March of 1839 [34]. Sources do not specify a cause for the explosion
which killed 53 men, but based on the descriptions, it was very likely a methane initiated
coal dust explosion [35]. While safety procedures implemented over the years have
certainly slowed their frequency, dust explosions have continued to claim the lives of
miners since this 1839 disaster.
Currently, coal dust explosions are most often caused when a pocket of methane
gas is ignited by a spark from a continuous miner or other mining equipment. This methane
explosion, often called a methane pop, lifts coal dust into the air. When this suspended coal
dust is mixed with the right amount of oxygen, the flame from the methane pop will ignite
the coal dust. The high surface area dust particles burn rapidly, and propagate the reaction
down the mine, driving more coal dust in the air as it travels, further fueling the dust
explosion [36]. The confinement of the tunnel in an underground coal dust explosion
channels the explosive energy down the length of the tunnel. This confinement creates
conditions to those found in shock tunnel tests, discussed previously, with longer positive
phase durations and higher impulses than would be created from an equivalent open-air
explosion.
Various steps have been taken to improve safety in coal mines and prevent these
dust explosions. One of the most widely implemented safety practices is the spreading of
inert rock dust throughout the mine. This rock dust serves two purposes. First, it provides
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a layer on top of the coal dust that will ideally prevent the coal dust from going airborne
after a methane pop. Second, if coal dust does make it into the air, the inert rock dust helps
to absorb heat from the flame front, making it harder to ignite the coal dust and propagate
through the mine [37]. In addition to laying out rock dust, miners have developed passive
and active barriers to provide additional layers of protection. A common passive system,
first developed by the Division of Mining Technology in South Africa, uses specially
designed bags of rock dust that burst when exposed to the pressure of a coal dust explosion.
This disperses more inert material into the air, supplementing the rock dust on the ground
in extinguishing the burning coal dust [1]. Active barriers, such as the ExploSpot, use
reservoirs of extinguishant, usually rock dust or dry chemical, that is propelled into the
mine drift via compressed inert gas. These barriers are triggered by pressure or light sensors
placed throughout the mine [38].
The first decade of the 20th century was the deadliest in U.S. underground coal
mining, with 133 disasters leading to the deaths of 3,660 miners between January 1900 and
December 1909 [39]. However, in more recent years, the United States coal industry has
seen three of its safest decades, with one explosion causing 8 deaths between 1991 and
2000 and five accidents leading to 65 deaths between 2001 and 2010. There have been no
major coal mine disasters recorded in the U.S. between 2011 and present (2020) [34].
While safety measures have undoubtedly reduced the frequency of coal dust
explosions in the world’s coal mines, recent disasters like the Sago Mine (2006) and Upper
Big Branch Mine-South (2010) explosions show that more precautions still need to be
taken. Combined, these accidents claimed the lives of 42 miners, and provide an incentive
to find new ways of protecting personnel and equipment from future coal dust explosions
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[34]. The maps in Figure 2.10 and Figure 2.11 show the approximate origin point and extent
of flame propagation in the Sago and Upper Big Branch mine explosions respectively. For
the Sago mine map, extent of coking is used as the metric for determining the area exposed
to flames. Coal will react into coke when exposed to temperatures higher than 700°F in an
oxygen deficient environment [40]. Flames were strongest in the areas with extra-large and
large amounts of coking and were less intense in areas with small and trace amounts of
coking.

Figure 2.10: Sago Mine Explosion: Extent of Flame Map (Adapted from [40])
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Figure 2.11: Upper Big Branch Mine Explosion: Extent of Flame Map (Adapted from
[41])

2.4. URBAN EXPLOSIVE DISASTERS
The use of improvised explosive devices by terrorist groups or individuals creates
a challenge for those tasked with countering terrorist activity. The size of these devices can
range from something inside of a backpack to the entire cargo section of a van or truck,
and often these explosives are used in city centers to damage or destroy buildings and cause
great civilian casualties [42, 3]. There are many examples of these in recent history. The
1993 bombing of the World Trade Center in New York City, which killed six and injured
over one thousand people, was perpetrated by a group that parked a van in the underground
parking structure of the tower [2]. The van contained approximately 1,500lbs of urea nitrate
and several cylinders of hydrogen gas [43].
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The 1995 Oklahoma City bombing also involved a vehicle bomb. In this case a van
was filled with 5,000lbs of ammonium nitrate and mixed with 1,200lbs of nitromethane to
create an ammonium nitrate fuel oil explosive (ANFO) [44]. This attack killed 167 people
and injured 684 [45]. In addition to the casualties, Figure 2.12 shows a map of the building
damage caused by the blast from the truck bomb, with 35 buildings either collapsed or
suffering structural damage and 312 with broken glass [46].

Figure 2.12: Oklahoma City Bombing Structural Damage Map (Adapted from [46])

More recently, the 2019 Sri Lanka Easter Sunday bombings of three churches and
three hotels killed 321 people and injured more than 500 [4, 47]. The perpetrators of this
attack used backpacks full of triacetone triperoxide (TATP) as the explosive devices to
create this disaster [48].
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In each of these cases the urea nitrate, ANFO, and TATP used were all high
explosives, and the closely packed buildings in the city environments confined the energy
from the explosion, causing shock wave reflections and channeling of the explosive energy
down city streets which are the most open pathways available. The size, shape, and layout
of the buildings will determine how the shock wave propagates through the environment,
and where the high- and low-pressure areas will form as a result of shock channeling and
diffraction.
Because of these and other incidents, tools like the Institute of Makers of
Explosives Safety Analysis for Risk (IMESAFR) have been created. The primary purpose
of this software is to calculate risk to personnel from explosives facilities, but tools like
this can be expanded or developed to help determine risk and damage that would be caused
from an explosion inside buildings and in urban areas [49, 50]. Research into blast resistant
design is also being done to mitigate damage from urban bombings. This includes changes
to landscape architecture to implement hard barriers that can physically prevent a large
vehicle born explosive from getting too close to a building, as well as changes to structural
design to improve the buildings response to shock loading. These changes include
reinforcement of column to beam connections and the use of safer window material that is
less prone to shattering than regular glass [51].

2.5. EXPLOSIVE BREACHING INJURIES
Since explosives were first utilized for combat, years of work has been done to try
and better understand and improve treatment for injuries caused by explosives. Of course,
the more obvious injuries, like loss of limb or laceration caused by flying debris or shrapnel
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were most similar to traditional trauma injuries, and therefore could be treated using
already understood methods. Injuries more specific to the shock wave produced from the
explosive detonation, like ear drum and lung damage, took some specific research to better
understand. This research produced data that correlated blast pressure and impulse to
fatality from lung damage and likelihood of eardrum rupture, which has been used to
improve protection for soldiers [52, 53, 54].
After these issues were better understood, focus shifted to injuries that were not
immediately life threatening and took more time to observe, these being blast induced
traumatic brain injuries (bTBI). Many studies focus on the chances of having different
levels of brain damage based on peak overpressure and blast impulse from a single blast
and how that injury develops and affects behavior over time [55, 56, 57]. Others look at
the effects from repeated low-level blast pressures like those experienced by tank and
artillery operators, soldiers using rocket propelled weapons, and explosive breaching
personnel [58, 59]. Symptoms of this frequent exposure to subconcussive blasts include
fatigue, memory loss, headaches, and slowed thought processes [60].
In the case of explosive breaching, the operators experience frequent shock wave
exposure, and they are often detonating explosive charges in confined spaces, like the
interior of a building. Like the mine tunnels and city streets discussed previously, the
hallways and rooms inside a building confine the shock wave expansion from the explosive
detonation, creating reflections and leading to higher pressures, positive phase duration,
and impulse inside the building.
Procedures and tools are already in place to try and minimize the pressure
experienced by breachers, such as special formations and blast shields (Figure 2.13). The
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results of this thesis and future work like it can be used to improve these procedures by
providing information on the places soldiers and officers should stand to feel the lowest
blast pressure or alternatively places they should avoid to stay away from locally amplified
pressures.

Figure 2.13: Soldier Formation and Blast Shield use for Explosive Breaching Training
[61]

2.6. SCALING LAWS
When designing an experiment, it is often easier to conduct testing at a smaller
scale than would be used in a real-world scenario. Small-scale tests can help mitigate a
number of things, including testing costs, real estate required for the experiment, and the
time it takes to set up repeat trials. In explosives testing, one of the greatest benefits of
small-scale testing is the decreased safety risk in using smaller explosives charges. There
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is always some risk when handling explosives, and proper handling techniques should be
implemented to minimize the likelihood of an accident but keeping quantity small is an
effective way to reduce the harm done if an accident does occur.
In order to design a small-scale experiment, proper scaling laws must be followed.
This ensures that the results will still be meaningful when relating them to a full-scale
scenario. The mine model built for this thesis is a 1:10 linear distance scaled model (i.e. 1
model ft = 10 full size ft). In explosives, a cubed root dimensional analysis scaling law
coined “Scaled Distance” is used to compare charges of different sizes and at different
distances from the pressure sensors. This scaled distance method is most often used in
open air or surface detonation situations, but it has also been used to conduct small scale
experiments in confined environments, like the five scale model scenarios used in this
research. The previous small-scale experiments conducted in literature have stated that the
cubed root scaling law is valid for their confined conditions, and therefore should provide
reasonable accuracy for the purposes of this work [30]. The scaled distance equation is
shown as Equation (3), where SD is scaled distance, R is the measured distance to the
charge, and W is the charge weight [62].

𝑆𝐷 =

𝑅

(3)

1
𝑊 ⁄3

For the model mine to be representative of the full-scale setting, the scaled distance
in the model and in the full size mine must be equivalent. This is laid out in Equation (4)
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where R1 and W1 are the measured distance and weight for the full scale, and R2 and W2
are the measured distance and weight for the small-scale setup.

𝑅1
𝑊1

1⁄
3

= 𝑆𝐷 =

𝑅2
𝑊2

1⁄
3

(4)

This can be further rearranged to solve for W1 as shown in Equation (5).

𝑊1 = (𝑊2

1⁄ 𝑅1 3
3 ( ))

(5)

𝑅2

Based on the 1:10 distance ratio of the model R1/R2 equals 10, and assuming the
900mg base charge of the blasting cap used in these experiments provides the majority of
the explosive energy W2 = 0.9g. Plugging these values into Equation (5) a solution can be
calculated showing that W1 = 900g. So, to replicate these small-scale experiments in a fullscale scenario, a 900g, or 0.9kg, charge of RDX would need to be used. This charge size
provides a good parallel to breaching charges like the Gatecrasher which can have a net
explosive weight between 300g and 3kg, and the M112 Composition C4 block charge
which is about 570g [63, 64].

2.7. BACKGROUND SUMMARY
Explosive materials are capable of releasing large amounts of energy and expanding
gases in a short period of time. Explosives have varying reaction rates and sensitivity to
stimulus, which make different explosives more useful in certain situations than others.
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High explosives react more violently and have a higher brisance than low explosives,
giving them a greater potential for causing damage than the same amount of low explosive.
Secondary explosives are less sensitive to stimulus and therefore can be handled more
safely than primary explosives.
The environment where an explosive is detonated has a significant effect on how
the shock wave resulting from the detonation will propagate. In an open-air scenario, the
shock wave will expand in all directions and dissipate. As more confinement is introduced
in the form of walls or the ground, the interaction between the shock wave and these
barriers create shock reflections as well as shock channeling and diffraction effects which
determine how the wave propagates in the enclosed space.
Mine tunnels, urban areas with high building density, and the interior of buildings,
are some examples of enclosed spaces where explosives are initiated. Small scale testing
is an effective way to study shock propagation in these environments in a controlled
manner. The small-scale environment allows for tests that consume fewer resources but
provide data that is applicable to full scale scenarios.
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3. METHODOLOGY

Testing for this thesis consisted of building a small-scale model, instrumenting the
model such that high-fidelity pressure data could be recorded, and initiating an explosive
inside the model so that shockwave propagation could be observed. The explosives used
in this testing were Austin Powder RockStar electric detonators because they provided a
consistent shock wave for multiple test trials, and they allowed for easy and safe initiation
inside the model. The small-scale model built for this thesis is based on an experimental
mine at the Missouri University of Science and Technology, and because of this, mining
terminology such as portal, pillar, and drift, is often used to describe the geometry of the
model and its different tunnel variations. Even though this mining vocabulary is used, the
results of the testing are still very applicable to explosive breaching and urban bombing
scenarios.

3.1. DESIGN OF SCALE MODEL
The small-scale mine model designed and built for this thesis is based on the
WOMBAT mine workings at the Missouri University of Science and Technology circa
summer 2018. The design was modified from the WOMBAT map to have three drifts and
extra crosscuts so that a greater variety of tunnel designs could be tested. The drawing of
this model, as well as its dimensions in inches, is shown in Figure 3.1. The model is 5ft
wide, 20ft long, and 1ft tall. All three drifts have a cross-section of 12in x 11.67in. The
pillars are all 12in tall and 12in wide, but with varying lengths. Unless shown otherwise,
the crosscut width between pillars is 14in.
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Figure 3.1: Mine Model Dimensions (Inches)

The floor, walls, and pillars in the model were constructed from ½ in thick carbon
steel. The roof of the model was comprised of three ½ in. thick polycarbonate sheets in
order to cover the entire model, including one 4 ft. x 5 ft. sheet and two 8 ft. x 5 ft. sheets.
These polycarbonate sheets were bolted down to flanges on the top of the pillars and walls
of the model, with large washers to distribute the explosive load as evenly as possible.
Stoppings to block crosscuts were cut from ¼ in. thick carbon steel bar stock and were
bolted to the necessary pillars to create various tunnel designs. The model was attached to
legs, supporting it at a 60° angle with the ground. This angled layout was chosen to provide
a good viewing angle for the high-speed cameras used to record the testing. Figure 3.2
shows a photo of the model set for the Straight-line tunnel tests, with stoppings and
polycarbonate roof in place. Figure 3.3 shows the rear of the model and highlights the legs
that were constructed to hold up the structure.
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Figure 3.2: Scale Model Photo (In-front)

Figure 3.3: Scale Model Photo (Behind)

To protect the polycarbonate roof from the heat of the detonation and the blasting
cap case fragments, a blast box was constructed out of ¼ in. carbon steel. This blast box
could be removed from the model without removing the polycarbonate roof, which made
for quicker resets between trials. Two flanges were welded inside the blast box to ensure
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the blasting cap was placed in the same location for each test. The blasting cap was held
by a square piece of foam insulation, cut from a template so the pieces would repeatedly
fit snugly within the blast box. This foam piece rested against the flanges, fully defining
the location of the explosive for each test. When the charge was set, the blast box was
inserted and bolted into the model, securing it for each test. Images of the blast box and
foam charge holder are shown in Figure 3.4.

Figure 3.4: Blast Box and Foam Charge Holder
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3.2. INSTRUMENTATION
The instrumentation used in these experiments included an array of pressure sensors
and a high-speed camera. The pressure sensors were essential to tracking the properties of
the blast wave as it traveled down the model, and the high-speed video helped to provide a
visual correlation to the data from the pressure sensors.
The sensors used in the testing were a combination of PCB Piezotronics 102B04
and 102B15 high-frequency ICP® pressure sensors (flush mount sensors). The 102B04
and 102B15 sensors have a measurement range of up to 1000psi and 200psi respectively,
with a rise time of less than 1 µs. These pressure transducers were connected to a HiTechniques Synergy P Data Acquisition System (DAS) with a sampling rate of 2,000,000
Hz (samples/second). The camera used to record high-speed video of these tests was the
Phantom v2012, a monochrome high-speed imaging camera capable of capturing 22,500
frames per second (fps) at full resolution of 1280x800, and over 600,000 fps at lower
resolutions.

Figure 3.5: PCB Flush Mount Sensor(A), Phantom v2012 Camera(B), and Hi-Techniques
Data Acquisition System(C) [65] [66] [67]
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3.3. TEST MATRIX
There were five designs that were tested in the small-scale mine. All of these
designs utilized an Austin Powder RockStar Detonator blasting cap to provide the shock
wave that was observed and recorded by the high-speed camera and pressure sensors. This
electric blasting cap was chosen as the explosive source for this testing because it provided
consistent shockwave formation between tests. Additionally, it acts as a good small-scale
analog for the high explosives used in explosive breaching and urban bombings. While the
point source high explosive detonation of the blasting cap is not as close of a match for the
pressure waveform profile seen in coal dust explosions, the increased consistency of this
manufactured product provided better data for analysis than was collected from initial
testing with small-scale dust explosions.
The RockStar detonators used in this testing contain a combination of both primary
and secondary high explosives, using a small quantity of primary explosive to initiate a
larger base charge of secondary explosive. The firing current, produced by a Scorpion
blasting machine, ignites the 300mg lead(II) azide primary explosive which quickly
undergoes a deflagration to detonation transition. The shock from the detonating primary
explosive then initiates the 900mg main charge of RDX and/or PETN secondary explosive
[68, 69]. This explosive device is typically used as the first step in a larger explosives train,
meant to start the detonation of a larger mass of secondary explosive. However, with the
scaled-down environment of this test, the blasting cap provided sufficient energy to
propagate a shock wave in air down the length of the model without over pressuring the
system and breaking fasteners or the polycarbonate roof.
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For each test design, flush-mount sensors were placed in areas of interest, with
some sensors in the floor at intersections, and others placed in the center of the face of
certain pillars. This sensor location would be analogous to the wall of a corridor for an
indoor breaching scenario, or the outside face of a building in an urban bombing situation.
In addition to the corner and intersection sensors, one sensor was placed in the floor of the
model just before the exit to study how the overall waveform of the pressure pulse is
affected by the different test scenarios.
Figure 3.6 - Figure 3.10 show the tunnel diagrams for the five test scenarios
analyzed in this thesis. In each figure, the red and yellow cloud indicates the point of
initiation, the black lines and dots represent pillar and floor sensors respectively, and the
yellow lines indicate the stoppings used to create the pathways. Sensor labels were kept
consistent through each design and can be found in Figure 3.10, since the Split Around
Pillar design utilized all sixteen sensors. Floor sensors are labeled as Base1 through Base7
and pillar sensors are labeled with the pillar letter followed by a number (i.e. F2 is the
second sensor on Pillar F). Each tunnel scenario was tested six times and a breakdown of
which sensors are used in each design is shown in Table 3.1.

Figure 3.6: Design 1 - Straight-line

36

Figure 3.7: Design 2 - Single Turn

Figure 3.8: Design 3 - Around Pillar

Figure 3.9: Design 4 – Split

Figure 3.10: Design 5 - Split Around Pillar
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Table 3.1: Sensor Position Breakdown (Sensor descriptions in Section 3.2)
Trials
Base1
Base2
Base3
Base4
Base5
Base6
Base7
G1
G2
F1
F2
F3
F4
E1
E2
E3

Straight-line
6
102B04
102B04
102B15
102B15
102B04
102B04
102B15
-

Single Turn
6
102B04
102B15
102B15
102B15
102B15
102B04
102B15
102B04
102B15
102B15

Around Pillar
6
102B04
102B04
102B15
102B15
102B15
102B15
102B04
102B15
102B04
102B04
102B15
102B15
102B15
102B15
-

Split
6
102B04
102B04
102B15
102B15
102B15
102B15
102B15
102B04
102B15
102B04
102B04
102B15
102B15
102B15

Split Around Pillar
6
102B04
102B04
102B15
102B15
102B15
102B15
102B15
102B04
102B15
102B04
102B04
102B15
102B15
102B15
102B15
102B15
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4. RESULTS AND ANALYSIS

The data from the six trials in each design were analyzed to find the peak pressure,
maximum impulse, and rise time at each sensor for each test. For this thesis, maximum
impulse is defined as the maximum value of the integral of the pressure curve over a 20 ms
period, beginning at the start of the positive phase. Typically, impulse is calculated through
the end of the positive phase, but with the many reflection peaks in the data from these
tests, the end of the positive phase was difficult to manually determine at most sensors.
The 20ms window was used because it encompassed the maximum impulse value for all
pressure traces, and it was these maximum impulse values that were desired for the
analysis. For the analysis in this thesis, impulse was calculated using the trapezoidal rule
for definite integral approximation. The start of the positive phase is defined here as the
time at which pressure equals zero immediately before the rise in pressure due to the
detonation. Peak pressure and maximum impulse recorded from the sensors were averaged
across the six repetitions for each of the five design layouts. These averages were used to
compare data within and between designs. The peak pressure and maximum impulse
recorded by the sensors for each of the six trials of the different tunnel designs are presented
in tables in Appendix A. Appendix A also shows the mean, standard deviation, and 95%
confidence interval for each sensor. Figure 4.1 shows these parameters on a pressure trace
from Test 1 of the Straight-line scenario at the Base1 pressure sensor. The area between
the x-axis and the pressure trace is the impulse for the pressure wave. The area above the
x-axis, shaded in yellow, is positive impulse, and the area below the x-axis, shaded in red,
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is negative impulse. Figure 4.2 shows how impulse changes with time for this example
pressure curve, and the maximum impulse is labeled in that figure.

Figure 4.1: Labeled Pressure Trace

Figure 4.2: Labeled Impulse Trace
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4.1. BLAST WAVE BEHAVIOR IN EACH TUNNEL DESIGN
4.1.1. Straight-line. The straight-line design acts as the control for this experiment.
This set-up shows how the shock wave travels down a single drift with no obstructions or
change in direction, as shown in Figure 3.6 in Section 3.3 - TEST MATRIX. This tunnel
design utilized seven pressure sensors, and the data collected at these sensors is presented
below in Table 4.1. This table presents the average peak pressure and average maximum
impulse at every sensor for the Straight-line scenario.

Table 4.1: Straight-line Average Peak Pressure and Average Maximum Impulse
Sensor
BASE1
BASE2
BASE3
BASE7
G1
F1
E1

Peak Pressure
(psi)
15.12
9.98
8.42
5.16
13.76
11.53
9.53

Maximum Impulse
(psi*ms)
13.06
12.96
11.19
7.01
13.29
12.80
11.73

To better visualize the data provided in this table, Figure 4.3 and Figure 4.4 were
created. These figures show the data from Table 4.1 as a percentage of the value recorded
at sensor G1. This makes it easier to see how the properties changed as the shock wave
propagated, by comparing everything to the sensor closest to the blast. For example, Figure
4.3 shows a 100% peak pressure at sensor G1 which, after a small rise at Base1, trends
down to 61% at sensor Base 3. Finally, the figure shows that the pressure just before the
exit at Base 7 is 38% of the pressure from G1, a 62% decrease in pressure between the first
sensor and the portal of the mine model.
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Figure 4.3: Straight-line Peak Pressures with respect to Sensor G1

Similarly, Figure 4.4 shows the maximum impulse as a percentage of the G1 value.
This figure shows that the impulse decreases at a much slower rate than seen with the
pressures in Figure 4.3, since the impulse only drops from 100% to 84% in between sensors
G1 and Base3, staying above 90% all the way to E1. This can be explained by looking at
the pressure waveforms for this scenario in Appendix B. These graphs show that reflections
in the tunnel produce many low intensity high-frequency spikes in pressure for a few
milliseconds after the main positive phase pressure spike has abated. These small pressure
reverberations continue to increase the impulse, resulting in the high impulse percentages
shown in Figure 4.4.

Figure 4.4: Straight-line Maximum Impulses with respect to Sensor G1
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This higher, longer lasting impulse, is consistent with the findings in more
traditional shock tunnel and urban environment studies, as discussed in Section 2.2. The
previous research shows that the confinement of the enclosed space leads to longer positive
phase durations which ultimately result in higher impulse values. There was still a
significant drop in impulse between the first and last sensor with the impulse at Base7 being
nearly half the impulse at G1.
4.1.2. Single Turn. The next scenario tested was the Single Turn design, shown in
Figure 3.7. This tunnel design consists of two forced ninety-degree turns creating a path
between the center drift and the top drift, connected by a crosscut. This configuration uses
ten pressure sensors to record all the necessary data. As with the straight-line presented
above, Table 4.2 contains the pressure and impulse data for the single turn tunnel, while
Figure 4.5 and Figure 4.6 show the values as a percentage of sensor G1, allowing for better
visualization of trends.

Table 4.2: Single Turn Average Peak Pressure and Average Maximum Impulse
Sensor
BASE1
BASE4
BASE5
BASE6
BASE7
G1
G2
F2
F3
E3

Peak Pressure
(psi)
14.34
8.75
6.16
6.24
6.46
12.80
10.04
10.07
8.77
8.25

Maximum Impulse
(psi*ms)
11.88
11.22
10.04
9.96
8.10
11.63
11.76
10.63
10.47
10.12
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The key takeaways from the single turn test are the significant pressure drop
observed around both corners and the unexpected similarity between the data at G2 and
F2. Once again, a slight increase in pressure is recorded between G1 and Base1, followed
by a 32% decrease in pressure between G1 and Base4 as the blast wave makes the first
corner. Less drastically, an additional 20% pressure decrease is seen between G1 and
Base5, bringing the pressure down to 48% of its original intensity as the wave develops in
the upper drift.
An additional aspect to note here is the 78% and 79% values at G2 and F2
respectively. Going into this test, it was expected that G2 would have a significant drop in
pressure because the sensor is on the back side of pillar G and the wave would have to
travel around the corner before affecting the sensor. However, with this forced corner, a
significant amount of the energy is reflected off the stopping and pillar F, such that the
pressures at G2 and F2 are nearly identical.

Figure 4.5: Single Turn Peak Pressure with respect to Sensor G1

Looking at Figure 4.6, the illustration shows that impulse again decreases at a
slower rate than peak pressure. This is consistent with the results of traditional shock tunnel
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testing and the street configuration studies discussed in Section 2.2. Similar to the
discussion of the Straight-line test (Section 4.1.1), these high impulse values appear to be
an effect of pressure wave reflections off of the walls of the model. In particular, the
impulse maintains high values through both corners, staying above 90% of the G1 value
until reaching sensor Base5 in the upper drift. This seems to be a product of especially
large reflections recorded at the G2 and F2 sensors in the crosscut. In fact, the data shows
the impulse at G2 to be greater than that recorded at F2, further disproving the presumption
that being on the backside of the G pillar would provide protection from the effects of the
blast wave.

Figure 4.6: Single Turn Maximum Impulse with respect to Sensor G1

4.1.3. Around Pillar. The third tunnel design analyzed here is the Around Pillar
pathway. This pathway consists of the middle drift with an open path around pillar F that
connects back to the middle drift. This set-up utilizes fourteen pressure sensors. The
diagram for this scenario is shown in Figure 3.8 in Section 3.3. Table 4.3 provides the peak
pressure and maximum impulse data for the Around Pillar testing.
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This design shows some of the differences between the forced corners in the single
turn set-up and the intersections seen here. It also emphasizes how a dead route, one that
does not direct flow back to the portal, can act as an energy sink and decrease the pressure
of the wave further down the drift, and especially at the tunnel exit.

Table 4.3: Around Pillar Average Peak Pressure and Average Maximum Impulse
Sensor
BASE1
BASE2
BASE3
BASE4
BASE5
BASE7
G1
G2
F1
F2
F3
F4
E1
E2

Peak Pressure
(psi)
12.42
7.82
5.31
5.48
7.94
2.84
14.70
5.77
9.04
9.23
5.81
5.06
7.77
6.77

Maximum Impulse
(psi*ms)
11.52
11.44
10.33
10.51
12.50
5.00
11.96
9.76
13.29
12.36
11.54
11.68
11.25
11.94

Figure 4.7 shows the pressure data above on the Around Pillar diagram as a
percentage of the G1 value. The first thing to notice is the pressure value at G2; it is only
39% of the initial G1 pressure and is 38% smaller than the pressure experienced at sensor
F2 on the opposite side of the crosscut. This contrasts with the Single Turn testing where
the pressure values for G2 and F2 were nearly identical and had only dissipated about 20%
from the G1 value. This highlights the difference between a corner and an intersection.
When the wave can keep traveling in the same direction, the crosscut sees less pressure,
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and the difference between the close and far wall of the crosscut, sensors G2 and F2,
become more pronounced. Interestingly, sensor Base5 experienced an amplification effect,
with a pressure higher than either sensor immediately before it, at 54% of the pressure at
G1. The pressure waves from the GF crosscut and the FE crosscut collide in the closed
corner creating a high-pressure point in the channel around pillar F.
In addition to showing the different effects from intersections and corners, the data
shows that the closed channel around pillar F removes much of the energy from the wave
that continues down the central drift. The pressure at Base3 is only 36% of that at G1,
which is much lower than the 61% pressure at Base3 observed in the Straight-line control
tests. Similarly, the 19% exit portal pressure is half the strength of the Straight-line Base7
value, relative to each test’s G1 pressure.

Figure 4.7: Around Pillar Peak Pressures with respect to Sensor G1

The impulse results are quite different than the pressure results for this Around
Pillar test. Figure 4.8 shows the maximum impulses remain quite high until after the FE
crosscut. Except for G2 and Base4, all impulse values remain above 95% until sensor E1.
This may be related to the energy sink effect that was discussed in the pressure analysis
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above, and the wave convergence at sensor Base5. The wave pressures are lower than in
the center drift, but with opposite flow directions and many reflective surfaces around the
channel, the positive phase duration becomes longer. This leads to high impulses, and a
large portion of the blast energy getting trapped and dissipated within the channel around
pillar F instead of propagating down the center drift and out the portal.

Figure 4.8: Around Pillar Maximum Impulse with respect to Sensor G1

4.1.4. Split. The Split tunnel design, shown in Figure 3.9, simulates a scenario
where a crosscut connects the center drift to the upper drift, and both of these lead to the
portal. This test utilizes fourteen sensors to measure pressure down both drifts, at the
crosscut, and at the exit of the model. The average peak pressures and maximum impulses
for the Split scenario are shown in Table 4.4.
The data from the split tunnel shows similarities to the Around Pillar test,
specifically at the GF intersection. This helps to confirm the data from the Around Pillar
test (Section 4.1.3) and shows that the amount of pressure experienced at the intersection
is consistent in different tunnel designs. However, there is also a key contrast in the
pressure and impulse experienced at the Base7 exit sensor.
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Table 4.4: Split Average Peak Pressure and Average Maximum Impulse
Sensor
BASE1
BASE2
BASE3
BASE4
BASE5
BASE6
BASE7
G1
G2
F1
F2
F3
E1
E3

Peak Pressure
(psi)
11.90
7.53
6.46
5.70
4.60
3.77
5.56
14.23
4.64
9.07
8.78
5.00
8.51
5.43

Maximum Impulse
(psi*ms)
8.72
9.18
8.44
7.68
7.17
7.87
7.18
9.06
7.13
10.20
9.50
7.48
8.38
7.70

Figure 4.9 shows the peak pressure at each sensor as a percentage of the G1 value.
Looking at the intersection between pillars G and F, the data shows a 16% drop in pressure
between G1 and Base1. This is identical to the drop seen between these two sensors in the
Around Pillar test. Similarly, the 62% and 33% pressure readings at F2 and G2 are very
close to the 63% and 39% recordings in the Around Pillar test. These results show that
wave propagation at this three-way type intersection can be consistent between different
tunnel configurations.
The second thing to look at here is the difference in the pressures down the center
and upper drift. There is a significant difference in the pressures at analogous locations in
each drift such as Base1:Base4, Base2:Base5, and Base3:Base6. For each pair, the sensor
located in the upper drift measured a pressure that is at least 40% lower than in the center
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drift, with the most drastic difference being at Base4 which is 52% smaller than the pressure
reading at sensor Base1.
Lastly, there is an interesting contrast between this split test and the Around Pillar
set-up at the Base7 sensor. While the pressure in the center drift is lower in both designs,
the pressure at Base7 for the split test is 39% of the G1 pressure, matching the results from
the Straight-line control tests (Section 4.1.1). This is twice the 19% pressure in the Around
Pillar test. It appears that the energy that has been split between the two drifts manages to
converge at the exit and provide a pressure that is equivalent to what would have been
experienced if the wave traveled down only one drift.

Figure 4.9: Split Peak Pressures with respect to Sensor G1

Looking at Figure 4.10, the data once again shows that the maximum impulse does
not decrease as quickly across the model as the peak pressure. Even at the exit sensor,
Base7, the impulse is still at 79% of the G1 value. Like the pressure readings, the maximum
impulses between the drift pairs (Base1:Base4, etc.) are smaller for the upper drift, but this
difference is only by a maximum of 22% as opposed to the 40% to 60% seen with the
pressure.
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Figure 4.10: Split Maximum Impulses with respect to Sensor G1

4.1.5. Split Around Pillar. The last scenario tested for this thesis was the Split
Around Pillar tunnel design. This set-up essentially combines the Around Pillar and Split
designs discussed above (Sections 4.1.3 and 4.1.4). A blasting cap is detonated at the left
end of the center drift, then the crosscut between pillars G and F connects the center drift
to the upper drift. Then, there is a second connection between the two drifts between pillars
F and E, creating a scenario with a channel all the way around Pillar F, and two drifts that
lead all the way the portal at sensor Base7. Figure 3.10 shows the diagram for this model
set-up. This test design uses sixteen PCB sensors to record pressure throughout the model,
and the peak pressures and maximum impulses determined from this data are shown below
in Table 4.5.
This test scenario brought forth some insightful results, showing that the pressures
experienced in the crosscuts are very similar between each of our different intersection
scenarios. Additionally, this test shows that even with the full channel around pillar F, the
pressure at the Base7 portals sensor is comparable to the Straight-line and Split tests. This
gives more credence to the earlier assertion that the route around pillar F, in the Around
Pillar tests, acted as an energy sink and helped reduce pressures further down the drift.
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Table 4.5: Split Around Pillar Average Peak Pressure and Average Maximum Impulse
Sensor
BASE1
BASE2
BASE3
BASE4
BASE5
BASE6
BASE7
G1
G2
F1
F2
F3
F4
E1
E2
E3

Peak Pressure
(psi)
11.91
7.38
5.49
5.80
5.27
4.53
5.48
13.93
5.17
9.58
9.14
5.78
4.76
7.77
6.46
4.83

Maximum Impulse
(psi*ms)
9.00
9.54
9.13
8.45
8.49
8.71
6.61
9.54
7.54
10.55
10.16
8.82
8.70
9.08
8.33
6.39

Looking first at the peak pressures with respect to sensor G1, shown in Figure 4.11,
the data shows that the pressure at the Base1 sensor in the GF crosscut and center drift
intersection is 85% of the G1 value. This is nearly equal to the 84% value recorded at the
Base1 sensor in both the Around Pillar and Split test scenarios discussed previously.
Additionally, the 66% and 37% pressure values at the F2 and G2 sensors are very close to
the F2 and G2 values found in the Around Pillar and Split tests.
Moving to the FE crosscut, the data again shows similarities between the Split
Around Pillar and the Around Pillar scenarios. In fact, the 53%, 46%, and 34% pressure
values with respect to sensor G1, at sensors Base2, E2, and F4 respectively, are exactly the
same in both of these tests. This, combined with the consistent pressures measured in the
first crosscut between pillars G and F, show that reliable pressure ratios can be found
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between the sensor closest to the blast, and those located at intersections further away from
detonation.
Another thing to look at with this Split Around Pillar tunnel design is the 39% peak
pressure value at the Base7 sensor, immediately before the exit of the model. This 39% is
the same pressure ratio seen in the Split test, and only slightly higher than the 38% pressure
at this sensor in the Straight-line control scenario. However, the 39% exit pressure is double
what was experienced in the Around Pillar tunnel with a 19% pressure value at the Base7
sensor. The difference between each of these scenarios is whether or not the upper drift
continues all the way to the exit. In the Split and Split Around Pillar tests, every pathway
leads to the exit, resulting in a pressure ratio that is very close to that seen in the control
set-up. In the Around Pillar test, the upper drift ends in a corner and is redirected back to
the center drift. This resulted in blast energy being trapped in the channel around pillar F,
leading to lower pressures down the rest of the drift, and especially at the Base7 portal
sensor.

Figure 4.11: Split Around Pillar Peak Pressures with respect to Sensor G1
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Once again, the maximum impulse ratio between the G1 and the rest of the pressure
sensors does not change as drastically down the length of the model as the pressure values.
In this Split Around Pillar scenario, impulse stays at 89% or higher for all but two of the
sensors, G2 and Base7. The maximum impulse at G2 is 79% of the G1 value, which is still
much higher than the 37% pressure percentage experienced at the same sensor. Similarly,
the 69% maximum impulse recorded at Base7 is 1.77 times larger than its 39% peak
pressure ratio. As with the previous scenarios, these high impulse percentages are a result
of the many reflections caused by the walls and pillars in the model and the channeling
effect that the enclosed tunnel creates. These reflections produce positive pressures for a
longer period of time which leads to the consistently high impulse.

Figure 4.12: Split Around Pillar Maximum Impulses with respect to Sensor G1

4.2. BLAST WAVE PROPERTIES AT TUNNEL EXIT
The previous discussions in Section 4 have shown how the shock wave created by
the blasting cap propagates through each of the five model designs introduced in Section
3.3. This section will look more specifically at how the wave degraded between the first
sensor, G1, and the Base7 sensor located just before the exit of the model. One question
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that must be asked in an experiment like this is whether the different tunnel features are
causing the changes in pressure and impulse at the tunnel exit, or is it just an artifact from
increasing the volume of the system when changing the pathway? The following analysis
will show that tunnel characteristics play the dominant role in this testing.
To begin, Table 4.6 and Table 4.7 show the change in average peak pressure and
average maximum impulse between sensors G1 and Base7 for all five tunnel designs.
These tables also show the pathway volume for each scenario, and the designs are listed
left to right from lowest to highest volume.

Table 4.6: Peak Pressure Change from G1 to Base7
Average Peak Pressure (psi)
Design

One Turn

Straight-line

Around Pillar

Split Test

G1
BASE7
BASE7/G1 %
Volume (ft3)

12.80
6.46
50%
21.75

13.76
5.16
38%
21.99

14.70
2.84
19%
26.11

14.23
5.56
39%
35.51

Split Around
Pillar
13.93
5.48
39%
36.68

Table 4.7: Maximum Impulse Change from G1 to Base7
Average Max Impulse (psi*ms)
Design

One Turn

Straight-line

Around Pillar

Split Test

G1
BASE7
Base7/G1 %
Volume (ft3)

11.63
8.10
70%
21.75

13.29
7.01
53%
21.99

11.96
5.00
42%
26.11

9.06
7.18
79%
35.51

Split Around
Pillar
9.54
6.61
69%
36.68

The data from these tables is arranged in Figure 4.13, which plots the average peak
pressure and maximum impulse at Base7 for each tunnel design versus the volume of the
system. From this figure it becomes clear that any effect volume has is overshadowed by
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the changing characteristics of the pathway. Between the One Turn and Straight-line
models there is a steep drop in both pressure and impulse, followed by another decrease
from the Around Pillar tunnel. Then, there is a large increase in volume between the
Around Pillar and the Split scenarios which is accompanied by a pressure and impulse
increase. From the Split to the Split Around Pillar designs there is a small increase in
volume and a slight decrease in pressure and impulse. This data does not reflect the indirect
relationship between pressure and volume that would be expected without the effects of
the crosscuts and intersections in the model. Once again, the data shows how the channel
around Pillar F in the Around Pillar tests caused the greatest pressure decrease at the model
exit.

Figure 4.13: Peak Pressure and Maximum Impulse vs Volume for Base7 Sensor

Along with the data from Table 4.6 and Figure 4.13, the pressure traces from the
tests help to provide a more thorough picture of how the blast wave changed from G1
closest to the charge to Base7 at the portal. To begin, Figure 4.14 shows a pressure trace at
sensor G1 from the Straight-line test, and Figure 4.15 shows a pressure trace at sensor
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Base7 from the same test. Both figures have a Friedlander waveform superimposed on top
of the empirical data. This Friedlander curve models a typical free field shock wave based
on three measured values, namely peak pressure, time of arrival, and positive phase
duration. Figure 4.14 shows a strong correlation between the Friedlander model and the
empirical data recorded by the PCB pressure sensor at G1, particularly in the initial positive
phase. However, Figure 4.15 shows just how much the pressure wave has changed between
G1 and Base7, looking much different than just a lower peak pressure. The thing that stands
out when comparing the pressure trace for Base7 with its corresponding Friedlander model
is the large rise time captured by the PCB sensors. Rise time is the difference in time
between the beginning of the positive phase and the time of peak pressure. Rise times for
a shock wave are usually very small, and in fact, the Friedlander model discussed in Section
2.2 just assumes the rise time of the pressure curve to be zero seconds. In real-world testing,
the jump in pressure associated with the shock cannot truly happen instantaneously, but is
still impressively sudden, on the order of 10-5 seconds at the G1 sensor in these scale model
tests.
The average rise times at G1 and Base7 for each scenario are shown in Table 4.8.
Looking at the bottom row of this table, the data shows that the One Turn test has the
smallest Base7 to G1 rise time ratio, and the Base7 rise time is still almost 18 times longer
than the rise time at G1. This shows that the many reflections occurring within the model,
as well as the distance traveled by the wave, deteriorate the shock front and create a more
gently rising pressure wave.
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Figure 4.14: Straight-line Sensor G1 Pressure Curve with Friedlander Overlay

Figure 4.15: Straight-line Sensor Base7 Pressure Curve with Friedlander Overlay
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Table 4.8: Sensor G1 and Base7 Average Rise Times
Design
G1
BASE7
BASE7/G1

Straight-line
0.06
1.52
27.02

Average Rise Time (ms)
One Turn Around Pillar Split Test
0.07
0.02
0.05
1.16
1.58
1.51
17.87
68.87
30.81

Split Around Pillar
0.04
1.06
23.66

A representative pressure trace of sensors G1 and Base7 is shown below for one
test of each of the four remaining tunnel designs. Looking at the G1 traces, there are some
slight differences in peak pressure between the scenarios, but the general shape of the
waveform remained consistent throughout the testing, except for the Single Turn tunnel
design. The waveform shape for the Base7 pressure curves are more varied, but all have a
rise time that is much longer than expected of a shock wave.
Unlike the other G1 pressure traces, the pressure recording at G1 for the Single
Turn design (Figure 4.17) shows a substantial second peak occurring after the initial shock
has already passed and the conditions have reached ambient pressure. Looking at the
diagram in Figure 3.7, it becomes clear that the second peak is a reflection off of the
stopping across the center drift at Pillar F, shown in yellow. Similarly, the Base7 graph for
the Single Turn test shows a double peak, although the pressure does not return to ambient
levels between peaks at this sensor. This second peak at the portal sensor is caused by the
pressure wave’s orientation with the portal as it exits the model. Figure 4.16 shows how
the model exit is not facing the same direction as the pressure wave is traveling down the
drift. This causes the wave to reflect off of the outside wall of the model and travel back
towards the Base7 sensor, resulting in the twin peaked pressure trace seen in Figure 4.17.
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Figure 4.16: Single Turn Portal Orientation

Figure 4.17: Single Turn Pressure Traces for Sensors G1 and Base7

The Base7 pressure trace for the Around Pillar tests shown in Figure 4.19 looks
very much like a scaled down version of the Straight-line Base7 results (Figure 4.15). This
is likely because both scenarios have all the pressure coming from the center drift
immediately before the portal, as shown in Figure 4.18. This pressure curve further
validates the idea that the channel around pillar F in the Around Pillar design traps a good
portion of the blast energy from the detonator and significantly reduces pressures further
down the drift.
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Figure 4.18: Straight-line and Around Pillar Portal Orientation

Figure 4.19: Around Pillar Pressure Traces for Sensors G1 and Base7

The Base7 traces for the Split and Split Around Pillar tests in Figure 4.21 and Figure
4.22 are similar to the pressure curve for the Straight-line test, but have a bit of a plateau
across the top. This is more pronounced in the Split Around Pillar data than in the Split
test. Again, this slight form variation is likely due to how the pressure wave approaches
the Base7 sensor at the model exit, shown in Figure 4.21. In these two scenarios, the blast
wave is split between the top and center drifts, resulting in two waves converging on the
Base7 sensor at approximately the same time. These converging waves and the slight time
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difference between their arrivals result in the prolonged high-pressure period experienced
in these tests.

Figure 4.20: Split and Split Around Pillar Portal Orientation

Figure 4.21: Split Pressure Traces for Sensors G1 and Base7

Figure 4.22: Split Around Pillar Pressure Traces for Sensors G1 and Base7
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4.3. ANALYSIS SUMMARY
Straight-line – This tunnel is a simple straight-line with a ninety degree turn at the
model exit. This design acts as a control for the remaining four pathways. As is the case
with all of the tunnel designs, pressure and impulse were found at various locations in the
mine model. This data was presented by showing pressure and impulse values as a
percentage of the G1 sensor values, which was closest to the blast. In this scenario, the
pressure and impulse at the exit were 38% and 53% of their respective G1 values.
Single Turn – This scenario had a single crosscut connecting the center and upper
drifts of the model. The intersections between the drifts and crosscuts were forced corners,
such that all of the product gases followed the same two-corner path. The most noticeable
finding from this tunnel design was the pressure values at G2 and F2, the sensors in the
crosscut. These sensors had very similar readings for both pressure and impulse, showing
that in a forced corner the near and far wall of a crosscut will receive similar blast loading.
The pressure and impulse readings at the portal for this test were 50% and 70% of the
corresponding G1 values.
Around Pillar – The third design tested had a channel around Pillar F that
reconnects to the middle drift and does not continue down the top drift. This test provided
one of the most interesting results with the Base7 portal sensor only receiving 19% of the
G1 pressure and 42% of the G1 impulse. This was the lowest portal pressure of any of the
test scenarios. It appears that the channel around Pillar F trapped and dissipated a good
portion of the blast energy, decreasing the pressure and impulse readings further down the
drift.
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Split – The Split design connects the middle and upper drifts with a crosscut
between Pillars G and F, and both drifts continue to the portal. The data from the crosscut
in this test showed good consistency with the GF crosscut in the Around Pillar tests. This
begins to show that pressure and impulse data at open intersections will remain consistent
even if the downstream is varied. Additionally, the 39% and 79% pressure and impulse
values at Base7 are very similar to the same sensor readings from the Straight-line control
test.
Split Around Pillar – This final tunnel design combines the Around Pillar and Split
scenarios with a channel all the way around Pillar F, but in the Split Around Pillar scenario,
the upper drift continues all the way to the portal Comparing crosscut pressure values
between the Split Around Pillar, Around Pillar, and Split tests show that the analogous
crosscuts receive similar blast loading in all three tests. This further validates the claim
from the Split test analysis that intersection values are predictable between different tunnel
designs, and not greatly affected by downstream conditions. The Base7 exit values for the
Split Around Pillar scenario are 39% and 69% of the pressure and impulse G1 values. This
helps to confirm the idea in the Around Pillar analysis that the closed channel around Pillar
F, meaning the top pathway does not continue all the way to the model exit, contributed to
the lower pressures further down the drift. The Split Around Pillar tunnel has the same
channel around Pillar F, but it is open to the portal through the upper drift. This opening
allows energy to continue to travel down the model and converge at the portal sensor.
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5. CONCLUSION

Shock wave interactions in closed environments are more complicated and less
understood than those occurring from open air or surface detonations. However, there are
many circumstances, both intentional and accidental, where explosives are used in enclosed
spaces, so work must be done to better understand these scenarios. Coal dust explosions
and urban bombings are both tragedies involving confined explosive events that result in
the loss of innocent life. Explosive breaching is a useful tool available to law enforcement
and military personnel to force entry when needed, but when done improperly can cause
lasting damage to those completing the task. An improved understanding of shock wave
behavior in enclosed spaces can help ensure the safety of miners, soldiers, and the public.
This thesis tested five unique tunnel scenarios to observe how a shock wave
propagates through different pathways with various corners and intersections. The six trials
in each of the Straight-line, Single Turn, Around Pillar, Split, and Split Around Pillar
designs yielded statistically repeatable results. The data analysis in this thesis discovered
high- and low-pressure locations in each of the tunnel scenarios and found locations that
experienced similar shock interaction across multiple designs.
The following list of conclusions drawn from this thesis can be taken into
consideration to improve mine safety, urban blast mitigation, and explosive breacher longterm health.
•

At a forced corner, the pressures experienced at the near and far walls of the
crosscut will be nearly identical.
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o In the Single Turn tests (Section 4.1.2) the pressures at the G2 and F2
sensors, located on the near and far walls of the intersecting pathway
respectively were nearly identical at 78% and 79% of the G1 pressure. This
tunnel set-up forced all blast energy through this turn, unlike the other
scenarios where the center pathway is open until the exit. In the other
scenarios, Pillar G creates a partially shielded area such that sensor G2 on
the close wall experiences much lower pressures than sensor F2 on the
opposing wall. This phenomenon is replicated with maximum impulse as
well.
•

Circulating channel around pillar acts as an energy sink, greatly reducing pressure
further down the drift and at the portal.
o The Around Pillar testing (Section 4.1.3) showed that the sections of the
tunnel downstream of Pillar E experienced significantly lower pressure and
impulse than in the other test scenarios. It appears that the pathway around
Pillar F, which reconnects to the center hallway and does not continue to
the model exit, traps and dissipates a large portion of the explosive energy.
This is reflected in the impulse data which shows very high impulse values
at all sensors surrounding Pillar F.

•

Crosscuts at an intersection see significant differences between the near and far
walls.
o Unlike the results from the Single Turn test, sensors G2 and F2 experienced
very different peak pressure and maximum impulse levels in the Around
Pillar, Split, and Split Around Pillar tunnels (Sections 4.1.3-4.1.5) In these
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designs the center drift continues past the intersecting crosscut. This means
some of the blast energy continued forward and some diffracted into the
connecting path. The diffraction mechanics lead to greater pressure and
impulse at the opposing wall (F2) and lower pressure and impulse on the
near wall of the crosscut (G2)
•

Tunnel volume does not have a significant effect on the pressure and impulse values
experienced at the tunnel exit.
o A comparison between tunnel volume and the shock wave characteristics
recorded at the tunnel exit (sensor Base7) show that volume and pressure
do not have the indirect relationship that would be expected from an openair blast scenario. The data presented in Section 4.2 shows the lowest
pressure and impulse at Base7 were both observed during the Around Pillar
test, which is not the test with the highest volume. In fact, the pressure and
impulse values for the Straight-line, Split, and Split Around Pillar tests are
all very similar, even though they vary in volume by more than 14 cubic
feet.
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6. FUTURE WORKS

This study uncovered some interesting patterns involving tunnel characteristics and
shock wave propagation. Hopefully, the patterns that seem the most promising for
improving safety, like the drastic decrease in pressure after the channel around Pillar F in
the Around Pillar scenario testing (Section 4.1.3), can be further investigated so a better
understanding of the mechanism behind this phenomenon can be found. Additionally, the
modularity of the model used in the testing for this thesis will allow for continued testing
of different tunnel designs. Specifically, more work should be done investigating dead ends
that cause a split in the propagating shock wave close to the point of detonation, but do not
provide a path all the way to the portal. These features should act similarly to the Pillar F
channel in the Around Pillar testing, trapping and dissipating the explosive energy before
it can propagate further down the mine, causing more damage and potential loss of life.
Something else that the model can accommodate is shock wave studies that are
more specifically tailored for studying urban bombings. Remove the polycarbonate roof,
and the model is perfect for testing blast behavior in high building density urban settings.
Taking things a step further, new structures can be fabricated and bolted into the existing
base. This opens the opportunity for modeling buildings of different heights, unlike the
uniform height of the current pillars, or even creating uniquely shaped structures if scale
model testing on a specific building or landscape is desired.
Another area of future testing would be to place multiple sensors at different
locations on the same pillar face. This would provide more detailed information on the
low- and high-pressure areas discovered from this testing. To supplement this higher
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fidelity measured data, computer modelling of the model systems can be completed using
ANSYS or other software. The information generated from the computer modelling can be
compared to the recorded test results to verify the accuracy of the computer model, and the
computer model can be used to discover new information about the system that may be
missed due to the limit on how many sensors can be physically placed in the model.

APPENDIX A.
PRESSURE AND IMPULSE DATA
A. PRESSURE AND IMPULSE DATA

70
STRAIGHT-LINE

Table A.1: Straight-line Peak Pressures
Peak Pressure (psi)
Sensor

Test1

Test2

Test3

Test4

Test5

Test6 Mean

BASE1
BASE2
BASE3
BASE7
G1
F1
E1

15.15
9.51
8.79
5.17
12.83
10.91
9.67

15.87
10.44
8.09
5.00
13.92
11.65
9.59

15.16
10.00
8.42
5.05
14.14
12.31
9.70

15.99
9.74
8.20
5.28
14.00
11.32
9.20

14.30 14.22
10.26 9.95
8.48 8.53
5.14 5.33
14.33 13.34
12.24 10.75
9.49 9.52

Standard
Deviation

15.12
9.98
8.42
5.16
13.76
11.53
9.53

0.75
0.34
0.25
0.13
0.56
0.66
0.18

95%
Confidence
Interval
± 0.79
± 0.35
± 0.26
± 0.13
± 0.59
± 0.69
± 0.19

Table A.2: Straight-line Maximum Impulses
Maximum Impulse (ms*psi)
Sensor

Test1

Test2

Test3

Test4

Test5

Standard
Test6 Mean
Deviation

BASE1
BASE2
BASE3
BASE7
G1
F1
E1

12.72
12.27
10.67
6.88
12.54
12.11
11.16

12.77
12.93
11.00
6.85
13.23
12.76
11.60

13.44
13.10
11.29
7.07
13.46
12.97
11.84

13.34
13.26
11.40
7.04
13.61
13.19
12.00

13.40
13.32
11.59
7.17
13.61
13.06
12.01

12.69
12.89
11.19
7.07
13.27
12.73
11.80

13.06
12.96
11.19
7.01
13.29
12.80
11.73

0.37
0.38
0.32
0.12
0.40
0.38
0.32

95%
Confidence
Interval
± 0.38
± 0.40
± 0.34
± 0.13
± 0.42
± 0.40
± 0.34

SINGLE TURN
The hyphens in the tables for sensors F2 and F3 indicate a recording with an
unusually high level of noise or other anomalies that indicated the data may not be
representative. In these cases, no value was provided for these sensors, and that was
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considered when calculating the statistics for the sensor (i.e. sensor F2 calculations were
treated as if there were only four trials completed, and F3 as if there were only three).

Table A.3: Single Turn Peak Pressures
Peak Pressure (psi)

Sensor Test1 Test2 Test3 Test4 Test5 Test6 Mean
BASE1
BASE4
BASE5
BASE6
BASE7
G1
G2
F2
F3
E3

15.15
8.18
5.97
6.51
6.65
13.51
9.48
10.92
8.37

14.45
9.04
6.33
6.28
6.51
12.80
10.22
8.82

14.87
8.61
6.32
6.46
6.36
12.04
10.56
8.15

13.47
8.46
6.35
6.07
6.51
13.90
9.66
9.50
8.96
8.04

14.93
8.88
5.70
5.99
6.23
12.84
10.17
10.52
8.72
8.31

13.20
9.34
6.28
6.16
6.47
11.73
10.18
9.34
8.63
7.82

Standard
Deviation

14.34
8.75
6.16
6.24
6.46
12.80
10.04
10.07
8.77
8.25

0.82
0.42
0.27
0.21
0.14
0.83
0.40
0.77
0.17
0.34

95%
Confidence
Interval
± 0.86
± 0.44
± 0.28
± 0.22
± 0.15
± 0.87
± 0.42
± 1.23
± 0.42
± 0.36

Table A.4: Single Turn Maximum Impulses
Maximum Impulse (psi*ms)
Sensor

Test1

Test2

Test3

Test4

Test5

Standard
Test6 Mean
Deviation

BASE1
BASE4
BASE5
BASE6
BASE7
G1
G2
F2
F3
E3

12.07
11.49
9.90
10.21
8.21
12.06
12.00
11.10
10.34

11.74
11.15
10.04
10.06
8.13
11.85
11.75
9.92

11.84
11.33
10.13
9.97
8.07
11.18
11.98
10.15

11.99
11.29
9.94
9.92
8.04
11.72
11.75
10.47
10.47
10.13

11.86
11.07
10.11
9.78
8.10
11.53
11.58
10.45
10.45
10.11

11.76
10.99
10.12
9.81
8.06
11.42
11.51
10.48
10.48
10.06

11.88
11.22
10.04
9.96
8.10
11.63
11.76
10.63
10.47
10.12

0.13
0.18
0.10
0.16
0.06
0.32
0.20
0.32
0.01
0.14

95%
Confidence
Interval
± 0.14
± 0.19
± 0.10
± 0.17
± 0.07
± 0.33
± 0.21
± 0.50
± 0.04
± 0.14
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Table A.5: Around Pillar Peak Pressures
Peak Pressure (psi)
Sensor

Test1

Test2

Test3

Test4

Test5

Test6

Mean

BASE1
BASE2
BASE3
BASE4
BASE5
BASE7
G1
G2
F1
F2
F3
F4
E1
E2

11.63
7.34
5.14
5.31
7.89
2.81
14.05
5.71
8.81
8.54
5.64
4.66
7.77
6.50

12.68 12.87 12.35 12.82 12.17
7.82 8.01 8.21 7.95 7.62
5.23 5.24 5.35 5.51 5.42
5.66 5.32 5.37 5.55 5.65
7.70 7.94 7.86 7.95 8.32
2.98 2.81 2.65 2.72 3.04
15.06 14.89 15.40 14.44 14.36
5.56 5.83 6.44 5.57 5.52
9.12 9.44
8.76 9.09
9.41 10.15 9.71 8.40 9.16
5.79 5.78 5.95 6.34 5.35
5.30 4.92
5.23 5.15
7.62 7.69 7.86 7.91 7.76
7.11 6.92 6.58 6.82 6.70

12.42
7.82
5.31
5.48
7.94
2.84
14.70
5.77
9.04
9.23
5.81
5.06
7.77
6.77

Standard
Deviation
0.47
0.31
0.14
0.16
0.21
0.15
0.50
0.35
0.27
0.68
0.33
0.26
0.11
0.22

95% Conf.
Interval
± 0.50
± 0.32
± 0.14
± 0.17
± 0.22
± 0.16
± 0.53
± 0.37
± 0.34
± 0.71
± 0.35
± 0.32
± 0.11
± 0.23

Table A.6: Around Pillar Maximum Impulses
Maximum Impulse (ms*psi)
Sensor

Test1

Test2

Test3

Test4

Test5

Test6 Mean

BASE1
BASE2
BASE3
BASE4
BASE5
BASE7
G1
G2
F1
F2
F3
F4
E1
E2

11.61
11.53
10.38
10.61
12.39
4.83
11.50
9.75
13.42
12.82
11.65
11.19
11.36
12.82

12.08
11.94
10.75
10.87
12.96
5.28
12.89
10.05
13.64
12.94
12.02
11.70
11.62
12.38

11.96
11.54
10.68
10.90
12.80
5.15
12.50
10.05
13.70
13.10
12.11
12.41
11.64
12.19

11.34
11.36
10.25
10.56
12.64
4.90
11.38
9.71
10.71
10.96
11.27
11.69

11.34
10.95
10.18
10.32
12.10
4.97
11.98
9.62
13.05
12.24
11.54
11.66
11.08
11.50

10.80
11.33
9.72
9.79
12.12
4.85
11.49
9.41
12.64
12.35
10.97
11.43
10.49
11.05

11.52
11.44
10.33
10.51
12.50
5.00
11.96
9.76
13.29
12.36
11.54
11.68
11.25
11.94

Standard
Deviation
0.47
0.32
0.37
0.41
0.36
0.18
0.62
0.25
0.44
0.87
0.49
0.46
0.43
0.65

95% Conf.
Interval
± 0.49
± 0.34
± 0.39
± 0.43
± 0.37
± 0.19
± 0.65
± 0.26
± 0.55
± 0.92
± 0.52
± 0.57
± 0.45
± 0.68
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Table A.7: Split Peak Pressures
Peak Pressure (psi)
Sensor

Test1

Test2

Test3

Test4

Test5

Test6 Mean

BASE1
BASE2
BASE3
BASE4
BASE5
BASE6
BASE7
G1
G2
F1
F2
F3
E1
E3

11.95 12.92 11.92 11.46 11.20 11.95
7.83 7.71 7.66 7.42 7.27 7.27
6.20 6.63 6.43 6.59 6.44 6.45
5.85 5.61 5.93 6.00 5.35 5.47
4.49 4.62 4.77 4.47 4.27 4.97
3.88 3.80 3.80 3.67 3.74 3.71
5.72 5.67 5.73 5.55 5.28 5.41
14.01 13.54 14.91 14.53 14.16
4.67 5.32 4.44 4.81 4.32 4.27
9.31 8.81 9.42 8.87 8.92
8.96 8.58 8.44 9.06 8.85
5.14 5.00 5.15 4.76 4.94
9.34 8.01 8.72 8.69 7.90 8.41
5.67 5.66 5.71 5.20 5.12 5.24

11.90
7.53
6.46
5.70
4.60
3.77
5.56
14.23
4.64
9.07
8.78
5.00
8.51
5.43

Standard
Deviation
0.59
0.24
0.15
0.26
0.25
0.08
0.18
0.52
0.39
0.28
0.26
0.16
0.53
0.27

95% Conf.
Interval
± 0.62
± 0.25
± 0.16
± 0.28
± 0.26
± 0.08
± 0.19
± 0.65
± 0.41
± 0.34
± 0.32
± 0.20
± 0.56
± 0.29

Standard
Deviation
0.23
0.23
0.27
0.22
0.21
0.22
0.19
0.26
0.13
0.22
0.20
0.17
0.29
0.22

95% Conf.
Interval
± 0.24
± 0.24
± 0.29
± 0.24
± 0.22
± 0.23
± 0.20
± 0.33
± 0.14
± 0.27
± 0.25
± 0.21
± 0.31
± 0.23

Table A.8: Split Maximum Impulses
Maximum Impulse (ms*psi)
Sensor

Test1 Test2

BASE1
BASE2
BASE3
BASE4
BASE5
BASE6
BASE7
G1
G2
F1
F2
F3
E1
E3

8.57
9.41
8.84
8.00
7.27
8.18
7.47
7.16
8.81
7.99

Test3

Test4

Test5

Test6 Mean

8.55 8.75 8.81 8.53 9.13
9.04 9.30 9.21 8.79 9.32
8.38 8.33 8.62 8.03 8.43
7.53 7.66 7.84 7.36 7.68
6.89 7.08 7.37 7.01 7.42
7.73 7.77 8.00 7.58 7.95
7.20 7.19 7.27 6.90 7.04
8.75 8.99 8.91 9.18 9.44
7.01 7.22 7.22 6.92 7.24
10.06 10.36 10.06 10.00 10.50
9.25 9.66 9.51 9.35 9.71
7.38 7.53 7.67 7.24 7.59
8.31 8.23 8.59 7.96 8.41
7.57 7.63 7.87 7.38 7.76

8.72
9.18
8.44
7.68
7.17
7.87
7.18
9.06
7.13
10.20
9.50
7.48
8.38
7.70
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Table A.9: Split Around Pillar Peak Pressures
Peak Pressure (psi)
Sensor

Test1

Test2

Test3

Test4

Test5

Test6 Mean

BASE1
BASE2
BASE3
BASE4
BASE5
BASE6
BASE7
G1
G2
F1
F2
F3
F4
E1
E2
E3

11.61 11.57 12.87 11.99 11.41 12.02
7.63 7.59 7.54 7.54 7.08 6.88
5.55 5.77 5.73 5.37 5.14 5.35
6.21 6.14 6.02 5.36 5.43 5.67
5.37 5.08 5.59 5.15 5.13 5.29
4.67 4.60 4.63 4.54 4.33 4.41
5.63 5.42 5.67 5.54 5.37 5.26
14.46 13.64 14.69 14.18 13.73 12.90
6.07 5.03 5.21 4.74 4.49 5.51
10.28 9.52 9.81 9.29 9.55 9.04
9.58 9.14 9.19 9.01 8.96 8.94
5.80 6.04 5.80 5.74 5.55 5.73
5.15 4.73 4.91 4.69 4.64 4.43
7.94 7.80 8.26 7.64 7.38 7.61
6.60 6.52 6.69 6.38 6.16 6.42
5.26 4.86 5.21 4.60 4.41 4.65

11.91
7.38
5.49
5.80
5.27
4.53
5.48
13.93
5.17
9.58
9.14
5.78
4.76
7.77
6.46
4.83

Standard
Deviation
0.53
0.31
0.24
0.37
0.19
0.14
0.16
0.65
0.56
0.43
0.24
0.16
0.25
0.31
0.19
0.34

95%
Confidence
Interval
± 0.56
± 0.33
± 0.25
± 0.39
± 0.20
± 0.14
± 0.17
± 0.68
± 0.59
± 0.45
± 0.25
± 0.17
± 0.26
± 0.32
± 0.20
± 0.36
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Table A.10: Split Around Pillar Maximum Impulses
Maximum Impulse (ms*psi)
Sensor

Test1

Test2

Test3

Test4

Test5 Test6 Mean

BASE1
BASE2
BASE3
BASE4
BASE5
BASE6
BASE7
G1
G2
F1
F2
F3
F4
E1
E2
E3

8.86 9.46 8.82
9.35 9.70 9.97
9.69 9.35 9.17
8.96 8.58 8.41
8.88 8.49 8.52
9.23 8.91 8.71
6.95 6.77 6.80
11.58 9.53 9.58
7.90 7.65 7.52
11.03 10.86 10.44
10.67 10.37 10.16
9.32 8.94 8.91
9.19 8.65 8.76
9.59 9.30 9.10
7.93 9.22 8.40
7.48 6.92 5.53

9.28
9.83
9.06
8.44
8.58
8.65
6.54
8.73
7.66
10.96
10.36
8.83
8.79
9.03
7.93
5.50

8.53
8.78
8.42
7.82
8.00
8.08
6.11
8.61
6.99
9.66
9.45
8.15
8.02
8.38
8.28
6.36

9.03
9.62
9.10
8.46
8.47
8.70
6.50
9.18
7.54
10.33
9.94
8.79
8.77
9.06
8.25
6.54

9.00
9.54
9.13
8.45
8.49
8.71
6.61
9.54
7.54
10.55
10.16
8.82
8.70
9.08
8.33
6.39

Standard
Deviation
0.34
0.43
0.42
0.37
0.28
0.38
0.30
1.08
0.30
0.52
0.43
0.38
0.38
0.40
0.47
0.78

95%
Confidence
Interval
± 0.35
± 0.45
± 0.44
± 0.39
± 0.30
± 0.40
± 0.31
± 1.13
± 0.32
± 0.54
± 0.45
± 0.40
± 0.40
± 0.42
± 0.50
± 0.81
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B. PRESSURE VS TIME GRAPHS
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This appendix contains the pressure vs time graphs for every sensor in each of the
five tunnel designs tested in this thesis. One representative trial for each tunnel was chosen
for this appendix.

Figure B.1: Straight Line Pressure Waveforms (Test 4)
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Figure B.2: Single Turn Pressure Waveforms (Test 5)
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Figure B.3: Around Pillar Pressure Waveforms (Test 3)
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Figure B.3: Around Pillar Pressure Waveforms (Test 3) (Cont.)

Figure B.4: Split Test Pressure Waveforms (Test 3)
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Figure B.4: Split Test Pressure Waveforms (Test 3) (Cont.)
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Figure B.5: Split Around Pillar Pressure Waveforms (Test 4)
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Figure B.5: Split Around Pillar Pressure Waveforms (Test 4) (Cont.)

APPENDIX C.
IMPEDANCE AND SHOCK REFLECTION
C. IMPEDANCE AND SHOCK REFLECTION
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When a shock travelling through one medium impacts a new medium, the
impedance difference between the two mediums will determine how much energy is
reflected back into the first medium, and whether the pressure reflection will be positive or
negative. This relationship is described in Equation (C1) [70]. In this equation Pr is
reflected pressure, Pi is incident pressure, Z1 is the impedance of the initial medium, and
Z2 is the impedance of the impacted medium. Impedance is calculated using the density (ρ)
of and speed of sound (va) in a material, as shown in Equation (C2) [71]. From analyzing
Equation (C1) it can be deduced that the greater the difference between Z2 and Z1 the larger
the magnitude of the reflected pressure, and that when Z2 > Z1 the sign will be positive, but
when Z2 < Z1 the sign will be negative.

𝑃𝑟
𝑍2 − 𝑍1
=
𝑃𝑖
𝑍2 + 𝑍1

(C1)

𝑍 = 𝜌 ∗ 𝑣𝑎

(C2)

For example, air, quartz, and steel have impedance values of 0.4x103, 1.5x107, and
4.7x107 respectively, so a shock moving from air to steel or air to rock would have a
positive reflection, and a shock moving from steel or rock into air would have a negative
reflection [71]. Also, because the difference in impedance between these solid mediums
and air is so much greater than the difference between the steel and the quartz, the
magnitude of the reflection from air to either steel or rock (quartz) will be nearly the same
in both cases. With air and steel Pr / Pi = 0.99998 and with air and quartz, Pr / Pi = 0.99995.
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