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The phosphorescent emission spectra of fac-tris2-phenylpyridine iridium fac-Irppy3 due to the
lowest triplet T1 and T2 states are simulated using the harmonic oscillator approximation for the S0,
T1, and T2 potential energy surfaces PESs and taking the Duschinsky rotation into account. The
simulations involve the propagation of 177-dimensional wave packets on the coupled PES
according to the Herman–Kluk HK semiclassical SC initial value representation IVR method.
The HK SC-IVR method is employed because of its accuracy for the PES with mode mixing and its
efficiency in dealing with coupled degrees of freedom for large systems. The simulated emission
spectrum due to T1 reproduces the structures of the emission spectra observed experimentally, while
T2 is found very unlikely to participate in the phosphorescent emission. Although the effect of the
Duschinsky mode mixing is small for the T1 state, neglecting it blueshifts the spectrum due to the
T2 state by 800 cm
−1 and changes the relative intensities, indicating that the importance of the
Duschinsky rotation is rather unpredictable and should not be overlooked. The present simulations
demonstrate that the simple harmonic oscillator approximation combined with the Duschinsky
rotation can adequately describe the photophysics of fac-Irppy3 and that the HK SC-IVR method
is a powerful tool in studies of this kind. © 2008 American Institute of Physics.
DOI: 10.1063/1.3027514
I. INTRODUCTION
IrIII compounds, especially fac-Irppy3 ppy
=2-phenyl pyridine anion1–14 shown in Fig. 1 and other sub-
stituted complexes,15–18 have attracted much research interest
due to their application in phosphorescent organic light-
emitting diodes OLEDs.19–21 As the purity of the emitted
colors is one of the most important features in display appli-
cations, the emission properties of these materials have been
extensively studied both experimentally and theoretically.
While narrow and intense emission spectra lead to vibrant,
saturated colors, organic emitters usually display broad emis-
sion spectra. Thus, the shape of the spectra is a practical
concern in designing new light-emitting organic molecules,
and a deeper understanding of the factors affecting it requires
detailed investigations at the molecular level. In this work,
we report the first calculation of the phosphorescent emission
spectra of fac-Irppy3, in which there is explicit treatment of
the Duschinsky rotation effect using the Herman–Kluk HK
semiclassical initial value representation SC-IVR
method.22,23 The method described here is general and can be
easily implemented for other systems.
The calculation of the emission spectra of large organic
molecules is a challenging problem. At the most fundamental
level of theory, it requires the determination of accurate po-
tential energy surfaces PESs from ab initio computations
for both the ground and excited states in order to evaluate the
overlaps among the various vibronic states. This task is
clearly prohibitive without using parallel-mode and har-
monic approximations except for very small molecules. In
general, the harmonic approximation cannot give a reliable
description of chemical processes, especially in instances
that involve bond breaking or major changes in bond orders,
in which case a double-well shaped PES is often needed,
such as for the description of intramolecular proton transfer
reactions.24,25 However, for light-emitting applications, the
emitters should not undergo large geometry changes, which
could be detrimental to the stability and longevity of the
devices. Therefore, the harmonic approximation is expected
to model adequately the PES in these cases. This is con-
firmed by earlier electronic structure calculations on
fac-Irppy3, which show that the geometrical differences be-
tween the optimized ground state and the triplet states remain
moderate;6,14 also in our calculations, the energies for the S0
state given by the harmonic approximation at the T1 and T2
optimized geometries are within 0.01 eV of the ab initio
results, indicating that the anharmonic terms can be safely
ignored.
Adopting the harmonic approximation implies that the
underlying degrees of freedom are the normal modes. Al-
though the geometrical changes during the radiative process
are small, the electronic density distributions for the triplet
states and the ground singlet state are different, as confirmed
by both theoretical calculations6,12,14 and experiments7,8
showing that the emitting state has a metal-to-ligand charge-
transfer character. This results in different vibrational normal
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modes for the ground state and the excited states, which casts
doubt on the validity of the parallel-mode approximation. If
one uses the normal modes of the ground state as the intrin-
sic degrees of freedom, the excited-state PES becomes
coupled, and vice versa. This mode mixing is often referred
to as the Duschinsky rotation effect.26–30 Although it is still
possible to compute the overlaps among different vibronic
states recursively31–35 to perform a sum-over-state
analysis,36–40 such a task is by no means affordable for or-
ganic emitters as the number of the vibronic states grows
rapidly with the number of atoms. Therefore, here, we have
chosen to take a quantum-dynamical approach41–45 and to
calculate the emission spectra by propagating the lowest vi-
brational wave packet of the excited triplet states on the S0
PES, followed by Fourier transformation of the autocorrela-
tion functions. Also, we employ the normal modes of the
excited state as the underlying degrees of freedom so that the
initial wave function is separable and we let the dynamics
handle the coupled degrees of freedom.
Over the past decade, significant progress has been made
in developing quantum-mechanical and SC methods for the
simulations of quantum-dynamical processes in real
time.44,46–87 The core problem is to solve the time-dependent
Schrödinger equation TDSE. Recently, a few quantum-
dynamical methods based on the coherent-state representa-
tions have emerged as feasible means to deal with large sys-
tems, such as the matching pursuit split operator Fourier
transform method developed by Wu and Batista46,47 or the
coupled coherent-state method developed by Shalashilin et
al.48,49 Their applications include systems involving as many
as 35 degrees of freedom.25,88 However, certain implementa-
tions of these methods might not be as straightforward as the
SC-IVR methods when applied to specific problems of inter-
est, such as the model Hamiltonian considered in this work,
where the degrees of freedom are significantly coupled. In
fact, treating coupled degrees of freedom remains a major
challenge for quantum-dynamical simulations. In this regard,
the HK SC-IVR method22,23 is particularly attractive. Instead
of dealing with wave functions directly, the HK SC-IVR
method runs a swamp of trajectories according to classical
mechanics, each representing a coherent-state basis function.
The time-evolved wave functions are obtained by summing
up the time-evolved coherent states multiplied by the corre-
sponding weights and coefficients. Thus, the coupled degrees
of freedom are conveniently treated by the evolution of the
classical trajectories. The HK SC-IVR method is also ideally
suited for the system described here, since it has been shown
that the method is uniformly accurate with respect to any
time for harmonic oscillator kind of potential surfaces inde-
pendently of how the degrees of freedom are coupled.89–92
The error only comes from the initial Monte Carlo sampling,
which can be easily fixed by adding more trajectories, and
the error does not propagate.
II. METHODOLOGY
A. PES and Duschinsky rotation matrix
fac-Irppy3 is known to be an efficient green
emitter19–21 and it is generally accepted that the phosphores-
cent emission is largely due to the T1 electronic state.
7,8,14 To
demonstrate the capabilities of the method described here
and to evaluate the importance of the Duschinsky rotation
effect, we also consider the T2 state. Studies of higher-lying
excited states are important for organic molecules that could
be used for white OLEDs, as emissions from different states
could contribute to broad emission spectra giving a white
color. Here, we only consider a single fac-Irppy3 molecule
in vacuum and model the PESs for the S0, T1, and T2 states
by harmonic oscillators. While this constitutes a simple ap-
proximation with respect to real device configurations, we
believe it is the first attempt to address the emission spectra
of such large molecules by treating the Duschinsky rotation
effect explicitly with a full quantum-dynamical method.
Throughout this paper, we adopt the mass-weighted co-
ordinates for both Cartesian coordinates and normal modes
and use the subscripts 0, 1, and 2 to refer to the S0, T1, and T2
states, respectively. The PESs are expanded by harmonic os-


























where N=177 is the number of normal modes, mH is the
hydrogen mass, and  are the normal-mode frequencies. We
FIG. 1. Color online Structure of fac-Irppy3 molecule.
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have taken the energy of the optimized S0 state as the refer-
ence and e12 denotes the 0-0 transitions between the T12
and S0 states. The variables x, y, and z in Eq. 2.1 are the
displacements in normal modes relative to the corresponding
optimized S0, T1, and T2 geometries. To convert a random
geometry q into x, y, and z, one can simply project the
displacements onto the three sets of normal modes:
x = L0
Tq − q0 ,
y = L1
Tq − q1 , 2.2
z = L2
Tq − q2 ,
where q01,2 are the optimized geometries in Cartesian coor-
dinates and the matrices L have 183177 dimensions with
each column vector representing a normal mode, which can
be obtained by diagonalizing the mass-weighted Hessian ma-
trices.
To calculate the emission spectrum of Irppy3 due to the
T1 or T2 state, one can propagate the lowest vibrational wave
function of the excited electronic state on the ground-state
PES, followed by a Fourier transform of the autocorrelation
function.41–45 To carry out the calculations, the wave func-
tions and the PES must be cast on the same coordinates;
therefore, it is necessary to relate the different sets of vari-
able in Eq. 2.2. Had we used the parallel-mode approxima-
tion, we would have the same L in Eq. 2.2, and the only
differences among x, y, and z would be constant vectors. In
this case, the system would be completely separable. Al-
though the parallel-mode approximation is frequently used in
Frank–Condon analyses and other quantum-dynamical stud-
ies involving many degrees of freedom due to the complexity
involved, the assumption that the normal modes are the same
for different electronic states is in general not valid as the
electron densities are different. It is straightforward to con-








Tq2 − q0 ,
where DL0
TL12 is the so-called Duschinsky rotation ma-
trix. A glance at the largest absolute values for each row of
the Duschinsky matrix will reveal how different the two sets
of normal modes are and to what extent the modes are
mixed. From our calculations, these values almost evenly
range from 0.6 to 0.95 indicating that the normal modes of
the excited states are significantly mixed in terms of those of
the ground electronic state. Therefore, it is necessary to treat
the mode mixing explicitly in quantum-dynamical calcula-
tions. For numerical convenience, we use the normal modes
of the excited states as the underlying degrees of freedom so
that the initial wave functions are uncoupled Gaussian wave
functions, and the ground-state PESs are functions with






















where the subscript i indicates the ith element of the vector
in square brackets. Although the PESs in Eq. 2.4 are har-
monic in nature, an analytical quantum-dynamics propagator
is not yet available due to the complexity involved with
mode mixing. Alternatively, one can use the normal modes
of the ground state as the underlying degrees of freedom, in
which case the S0 PES will be uncoupled harmonic oscilla-
tors, but the initial wave packet will be a function of coupled
degrees of freedom. In either scenario, a simple closed form
for the propagation of the wave functions is not available.
B. HK SC-IVR method
The HK SC-IVR method22,23 was developed as an alter-
native way to solve the TDSE by running classical trajecto-
ries and incorporating quantum-dynamical effects by a phase
factor for each trajectory. For nonchaotic systems, these tra-
jectories can be efficiently sampled by Monte Carlo tech-
niques, thus bypassing the usual exponential scaling that is
often associated with full quantum-dynamical methods. It
has been shown that the HK SC-IVR method is accurate to
the first order of  and that the error is O2 for general
cases. It is, however, accurate for the PESs whose third de-
rivatives with respect to displacements vanish, as is the case
in Eq. 2.4. The derivation was first given by Kay,89–91 and
a more detailed derivation for multidimensional cases can be
found in Ref. 92.
In the HK SC-IVR method, each trajectory represents an











Ptq − Rt , 2.5
where Rt and Pt are the position and momentum parameters
of a trajectory at time t evolved from R0 ,P0 at time zero
following classical equations of motion, dRt /dt=Pt /m,
dPt /dt=−VRt, and  is a diagonal matrix consisting of
the width parameters for each degrees of freedom. We have
used the same mass m for the modes to be consistent with the
use of mass-weighted coordinates. The time-evolved wave
function t	 is expressed as
qt	 =  12
d dR0 dP0qRt,Pt	CR0,P0,texp
iSR0,P0,t/R0,P00	 , 2.6
where d is the dimensionality, 0	 is the initial wave func-
tion, SR0 ,P0 , t is the classical action 0
t T−Vd, and
CR0 ,P0 , t is the HK coefficient given by
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CR0,P0,t = 









The matrices inside the determinant in Eq. 2.7 can be






































The calculation of the HK coefficient constitutes the most
time-consuming part of the HK SC-IVR method. Following

















where dAt /dt=Bt /m and dBt /dt=−2VAt. The HK coeffi-
cient is an oscillatory function of time and normally becomes
more oscillatory with increasing degrees of freedom. As
Kay89,94 pointed out, the time increment for propagating the
trajectories should be small enough and the sign should be
checked frequently to ensure that the coefficient is continu-
ous.
To calculate the autocorrelation function, one just needs
to replace q with the initial wave function 0 in Eq. 2.6.
The implementation of the HK SC-IVR method includes the
following easy steps: i sampling of a trajectory according
to the magnitude of the overlap R0 ,P0 0	; ii propagat-
ing this trajectory according to classical equations of motion
and calculating the HK coefficient as described in Eq. 2.10;
and iii along the time evolution, calculating the overlaps
between the time-evolved basis function and the initial wave
function and multiplying all the phase factors in Eq. 2.7.
This process should be repeated as many times as necessary
so that the contributions from all the trajectories will con-
verge.
III. RESULTS
A. Structures and Duschinsky rotation matrices
The geometric structures of fac-Irppy3 were fully opti-
mized without symmetry constraints in the singlet ground-
state S0 and first T1 and second T2 triplet states using the
TURBOMOLE package95 at the density functional theory
DFT level with the B3LYP functional. The def-TZVP basis
set was used for Ir and def-SVP basis set for the other light
atoms. The energies of various eigenstates at these optimized
geometries are shown in Fig. 2, where we have included the
third T3 triplet state and the lowest six singlet S1–6 excited
states. The optimized geometries were rotated to the same
axis before frequency analysis and normal-mode calcula-
tions. Since our main purpose is to calculate the phosphores-
cence emission spectra, we will only briefly discuss the
geometric-structure calculations. Table I compares the Ir–N
and Ir–C bond lengths in the S0, T1, and T2 optimized geom-
etries; those reported in earlier experiments and calculations
are included as well. Although there are small differences in
Ir–N bond lengths of about 0.1 Å between our calculations
and the crystal structures, such differences are not surprising
since the calculations are carried out on a single molecule in
vacuum. Comparing with other calculations, the correspond-
ing bond lengths are all within 0.03 Å of each other. Our
geometry optimizations indicate that the optimized S0 struc-
ture is very close to C3 symmetry, while for the optimized T1
and T2 states, the ppy ligands are slightly displaced with two
ligands pushed away from the Ir atom and one pulled closer.
Our calculations also underline that the geometry differences
between the optimized T2 and T1 states are much smaller
than between T1 and S0.
Since the optimized T1 and T2 geometries are somewhat
displaced from the optimized S0 geometry, it is important to
validate the harmonic approximation for the S0 PES given in
Eq. 2.1. While it is impossible to check every point around
the optimized S0 geometry, meaningful evaluations can be












































FIG. 2. The energies of various eigenstates of fac-Irppy3 molecule at the
S0, T1, and T2 optimized geometries. The dotted lines are there to indicate
the same states.
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the reorganization energies on the S0 PES, i.e., the energy
difference on the S0 PES between the optimized T12 and S0
geometries. Direct evaluations of the reorganization energies
give values of 0.220 eV T1 and 0.263 eV T2, while the
values calculated within the harmonic approximation are
0.231 eV T1 and 0.273 eV T2, respectively. The small
differences of 0.01 eV mean that the optimized T1 and T2
geometries are well within the harmonic region, which
comes as not much of a surprise since there is no chemical
reaction that could cause bond breaking or major changes in
bond orders during the radiation process. Figure 3 shows the
displacements in terms of the S0 normal modes at the opti-
mized T1 and T2 geometries relative to the optimized S0 ge-
ometry. The normal modes are indexed with increasing fre-
quencies, and the same indexing is used for the other figures.
Figure 3 suggests that the harmonicity can be attributed to
the fact that most of the large displacements take place for
low-frequency modes; thus, even if the potential curves for
certain normal modes are not closely harmonic, those devia-
tions do not significantly add up to the reorganization energy.
The general structure of fac-Irppy3, which is close to the C3
symmetry, can also help in maintaining harmonicity. It will
be interesting to evaluate whether the harmonic approxima-
tion remains as good when Ir is surrounded by different
ligands heteroleptic complexes.
Previous experiments7,8 and calculations6,14 have shown
that the emitting T1 state has a metal-to-ligand charge-
transfer character. The shift in electron density not only
causes the geometry changes but also alters the strength of
the bonds, resulting in frequency shifts and mixing of the
normal modes. For comparison, some frequencies are col-
lected in Table II for the three states. Figures 4 and 5 show
the contour maps of the absolute values of the Duschinsky
rotation matrices for S0-T1 and S0-T2, respectively, along
with the maximum absolute values for each row. According
to Eq. 2.2, these maximum values represent the overlaps
between the S0 normal modes with the corresponding T12
normal modes, and therefore serve as a measure of how
much the S0 normal modes remain themselves on the T1 and
T2 states. The average values are 0.7950.126 for the
S0-T1 matrix and 0.7300.148 for the S0-T2 matrix, where
the numbers in parentheses are the standard deviations. The
smaller average and larger deviation from the S0-T2 matrix
indicate more mode mixing in the T2 state than in the T1
state, which is consistent with the fact that the electronic
wave functions for higher excited states are expected to de-
viate more significantly from the ground state. The contour
maps show that the Duschinsky rotation matrices are almost
diagonal, which means that most mode mixing occurs among
modes with similar frequencies. Considering the off-diagonal
elements of the contour maps, it is also clear that the mode
mixing between the S0 and T2 states is more complex and
involves a larger number of middle- and high-frequency
modes.
B. Emission spectra due to the T1 and T2 states
Following Heller,41–43 the emission spectrum  due
to the T1 or T2 electronic state is computed as the Fourier






where 	t= 0 t	 is the autocorrelation function and 0 is
the 0-0 transition corresponding to the transition from the
TABLE I. DFT-B3LYP bond lengths Å in the optimized S0, T1, and T2 states the numbers in parentheses




Calc. Calc.a Calc. Calc.a Calc.b Expt.c Expt.d
Ir–N1 2.155 2.139 2.116 2.179 2.151 2.167 2.086 2.132
Ir–C1 2.013 2.005 2.000 2.035 2.035 2.035 2.034 2.024
Ir–N2 2.215 2.201 2.176 2.179 2.154 2.167 2.086 2.132
Ir–C2 2.008 2.027 2.048 2.035 2.035 2.035 2.034 2.024
Ir–N3 2.203 2.196 2.169 2.179 2.153 2.167 2.086 2.132
Ir–C3 2.069 2.049 2.040 2.035 2.035 2.035 2.034 2.024
aReference 14, B3LYP/Lanl2DZ.
bReference 6, B3LYP/Lanl2DZ.
cReference 8, x ray.
dReference 2, x ray.





0.4 (b) at T2 optimized geometry
Normal modes (increasing frequency)





















Displacements in normal modes
(a) at T1 optimized geometry
FIG. 3. Color online Displacements in terms of the 177 S0 normal modes
at the optimized a T1 and b T2 geometries relative to the optimized S0
geometry the frequencies of the selected modes are given in Table II.
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optimized T12 state to the optimized S0 state. Since the ge-
ometry of the molecule does not change significantly during
the radiation process, the constant transition-dipole approxi-
mation is adopted implicitly to simplify the calculations.
Thus, 0	 is the initial wave packet for the lowest vibra-









where  j are the frequencies of the normal modes we have
used the same mass mH for the normal modes due to the use
of mass-weighted coordinates. t	= 0e−iĤt/0	 is the
time-evolved wave function obtained by solving the TDSE
on the S0 PES given by Eq. 2.4 based on the HK SC-IVR
method and the procedure described in Sec. II B.
In order to study the effect of mode mixing, the emission
spectra are calculated using both the Duschinsky rotation
matrices and the identity matrix as substitute; in the latter
case, the system becomes totally separable and the autocor-
relation functions can be evaluated analytically as is done in
this work. To improve the efficiency of Monte Carlo sam-
pling, a threshold of 1.010−10 is set for the sampling am-
plitude and a trajectory is rejected if the absolute value of the
overlap with the initial wave function is lower than the
threshold. The wave functions are propagated for the time
necessary for the spectra to no longer change. Since the HK
coefficient is a highly oscillatory function of time, a small
TABLE II. Frequencies cm−1 of some selected normal modes for the S0,
T1, and T2 states.
Mode S0 T1 T2
3 32.8 37.5 35.9
6 49.6 50.6 52.0
9 86.3 87.6 89.0
12 125.4 122.5 123.8
15 167.3 168.3 170.7
18 204.9 202.4 196.2
21 259.6 246.1 251.0
24 276.8 276.0 272.4
27 302.3 301.4 329.2
30 384.7 383.9 382.8
33 436.3 434.9 435.1
36 461.7 454.9 454.2
39 490.2 487.5 486.1
42 519.8 514.2 526.1
45 579.1 577.6 577.0
48 643.5 643.7 644.0
51 653.6 654.2 652.9
54 682.6 680.6 681.1
57 755.2 729.3 748.7
60 760.5 753.4 756.6
63 772.5 768.1 769.5
66 777.5 775.2 776.8
69 830.8 828.7 828.7
72 894.0 891.8 893.3
75 904.8 905.5 910.1
78 971.9 957.8 965.3
81 985.3 972.6 989.0
84 1017.6 993.2 1007.1
87 1020.0 1018.7 1021.7
90 1026.1 1023.0 1025.8
93 1036.2 1028.1 1033.8
96 1056.3 1036.3 1048.0
99 1074.5 1072.6 1074.3
102 1081.7 1080.1 1084.6
105 1125.4 1122.3 1125.9
108 1145.3 1143.6 1143.5
111 1166.8 1166.3 1168.3
114 1174.8 1173.8 1182.4
117 1261.3 1258.4 1264.2
120 1295.9 1295.2 1300.1
123 1323.5 1325.4 1326.4
126 1329.8 1329.0 1333.6
129 1348.4 1368.1 1356.1
132 1448.8 1435.9 1447.5
135 1468.0 1466.5 1465.3
138 1479.9 1481.3 1482.6
141 1509.3 1506.6 1511.8
144 1594.4 1552.6 1583.3
147 1615.4 1594.3 1615.8
150 1641.3 1633.3 1637.9
153 1653.3 1655.7 2581
156 3157.3 3164.0 3170.4
159 3166.9 3178.0 3177.8
162 3183.1 3184.0 3186.0
165 3185.6 3187.1 3188.3
168 3191.3 3196.3 3196.3
171 3198.3 3201.4 3207.8
174 3211.9 3212.0 3216.2
177 3217.8 3219.0 3225.6








































FIG. 4. Contour map of the Duschinsky rotation matrix lower panel for the
S0 and T1 normal modes along with the largest absolute value upper panel
for each row. The average of the largest absolute values is shown as the
dashed line. Gray colors are filled between different contour levels and one
contour curve is shown at the level of 0.1.
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time increment has to be used to ensure its continuance. We
found that i a time increment of 0.05 fs, ii a total propa-
gation time of 200 fs, and iii 300 000 trajectories provide
the convergence of the autocorrelation functions and the
spectra. According to the Fourier transform theory,44 the use
of such parameters can accommodate a bandwidth of 41.3
eV and provide a resolution of 0.01 eV.
Figures 6 and 7 compare the amplitudes of the autocor-
relation functions obtained with and without the Duschinsky
matrices due to the T1 and T2 states, respectively. Since the
autocorrelation functions are too oscillatory and the phases
obtained with and without the Duschinsky matrix are virtu-
ally the same across the whole range, only the amplitudes are
shown here for better comparison. In both figures, the ampli-
tudes obtained with the Duschinsky matrices are slightly
larger than those obtained without them. This suggests that
the mode mixings actually bring the geometries closer to the
original Frank–Condon configurations for fac-Irppy3 or, in
other words, that negligence of the Duschinsky matrix over-
estimates the molecular motions. Figures 6 and 7 also show
that the absolute values of the autocorrelation functions drop
to 15% in only 10–15 fs, indicating that the molecule quickly
reorganizes after photon emission. There are significant dif-
ferences between the autocorrelation functions for T1 and T2
in that the survival amplitudes of the T1 state show many
more pronounced recurrences and oscillations than those of
the T2 state. We can infer that the time-evolved wave func-
tions of the T1 state is closer to the bottom of the S0 PES and
bounce around with more strength, in accordance with the
fact that the reorganizations for the optimized T1 and T2 ge-
ometries on the S0 ground state are 0.23 and 0.27, respec-
tively. Hence, it is expected that the lower-lying vibronic
levels of the S0 state participate more in the emission pro-
cesses due to the T1 state. This is clearly demonstrated in the
simulated phosphorescent emission spectra due to the T1 and
T2 states as shown in Figs. 8 and 9, respectively. It is, how-
ever, interesting to see that the small difference of 0.04 eV in
reorganization energies can make so much difference.
In Figs. 8 and 9, we have taken the dephasing effect due
to the interaction between the Irppy3 molecule and its sur-
rounding into account by multiplying the survival amplitudes
	t by the damping factor e−t/2 before computing the Fou-
rier transform according to Eq. 3.1. We have used 2
=70 fs for both Figs. 8 and 9. This procedure simply
smoothens the calculated spectra which no longer display
sharp individual spikes without shifting the positions of the








































FIG. 5. Contour map of the Duschinsky rotation matrix lower panel for the
S0 and T2 normal modes along with the largest absolute value upper panel
for each row. The average of the largest absolute values is shown as the
dashed line. Gray colors are filled between different contour levels and one
contour curve is shown at the level of 0.1.











FIG. 6. Comparison of amplitudes for the autocorrelation function for the T1
initial wave function with solid line and without dashes Duschinsky
mode mixing.











FIG. 7. Comparison of amplitudes for the autocorrelation function for the T2
initial wave function with solid line and without dashes Duschinsky
mode mixing.
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peaks. Figure 8 shows that there are two major peaks due to
the T1 state: one at 19 000 cm
−1 2.36 eV perfectly corre-
sponds to the 0-0 transition and the other at 17 400 cm−1
2.16 eV is very close to the T1→S0 vertical transition at
2.14 eV. On the other hand, the simulated emission from the
T2 state as shown in Fig. 9 presents only one major band at
19 000 cm−1 2.36 eV, lying close to the T2→S0 vertical
transition 2.30 eV. The differences in the profiles of the
simulated emission spectra due to the T1 and T2 states dem-
onstrate that a deeper understanding of the factors respon-
sible for the features of the emission spectra requires detailed
investigation at the molecular level.
With respect to the experimental spectra, the overall fea-
tures of the simulated spectrum in Fig. 8 resemble those of
the experimental single-crystal emission spectrum at room
temperature, see Fig. 10a. Our calculations reproduce the
frequency range and the presence of two distinctive emission
bands, in excellent agreement with the experimental spec-
trum. In comparison to the experimental emission bands at
around 19 700 and 18 350 cm−1, our results are systemati-
cally redshifted by about 1000 cm−1 0.1 eV, which is
well within differences between the results of the gas-phase
calculations and condensed-phase experimental data. Our
calculations indicate that the 0-0 band is more intense than
the T1→S0 band, which is consistent with the experimental
spectra collected at low temperatures in the 8–30 K range, as
shown in Fig. 10b.
Interestingly, temperature-dependent emission spectra
for Irppy3 dissolved in tetrahydrofuran THF indicate that
the relative intensities for the two bands are inverted at room
temperature see Fig. 1 of Ref. 7. Since the relative intensi-
ties of the two major emission bands can vary greatly de-
pending on the conditions, this has caused some difficulty in
the assignment of the peaks. While the 18 350 cm−1 band
has been generally identified as the T1→S0 transition and our
simulation shows the same, the nature of the 19 700 cm−1
band has been somewhat unclear; it has been proposed to be
due to the zero-field spin-orbital splittings of the T1 state
which, however, only amount to dozens of wave numbers7,10
or caused by different surfaces of a crystal.8 Unfortunately,
including solvent molecules or more Irppy3 molecules to































T1 --> S0 (2.14 eV)
FIG. 8. Emission spectrum due to the T1 state. The solid dashed line shows
the result with without Duschinsky mode mixing. The 0-0 transition and
the T1→S0 vertical transition are indicated. The energy axis goes from
higher to lower values in order to provide an easier comparison with the
experimental spectra in Refs. 7 and 8.
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FIG. 9. Emission spectrum due to the T2 state. The solid dashed line shows
the result with without Duschinsky mode mixing. The 0-0 transition and
the T2→S0 vertical transition are indicated.
480 500 520 540 560 580 600 620 640 660 680
Frequency (nm)






















FIG. 10. a Experimental single-crystal emission spectrum of fac-Irppy3
at T=300 K, adapted from Ref. 8. b Experimental emission spectra of
fac-Irppy3 in THF at selected temperatures, adapted from Ref. 7.
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better simulate the real conditions at a high level of theory
remains not feasible at present, and physical intuition is
needed in interpreting the calculated and observed spectra.
The main message of Fig. 8 is to illustrate that the 0-0 tran-
sition can be held accountable for the experimental band at
19 700 cm−1, which corresponds to the calculated
19 000 cm−1 band. It is important to note that without cal-
culating the whole spectrum based on the full quantum-
dynamical approach, such assignments would not be possible
from single-point calculations earlier theoretical studies ac-
tually compared the calculated T1→S0 transition with the
observed 19 800 cm−1 band6,14. It would be useful in future
studies to include the temperature effect and consider the
interactions with the surroundings to address the issue of
relative intensities in different conditions.
Interestingly, the consideration of the Duschinsky rota-
tion matrix causes little difference to the emission spectrum
due to the T1 state as shown in Fig. 8. This suggests either
that the overall effect of the mode mixing smoothens the
changes due to each individual mode or that the mixing is
simply not significant enough.
However, the effect of mode mixing can be clearly seen
from the T2 emission spectra obtained with and without the
Duschinsky rotation matrix, as shown in Fig. 9. Setting the
Duschinsky matrix to identity causes the maximum emission
to blueshift by 0.1 eV, a direct evidence of overestimating the
molecular motions. Although the spectra are similar in shape,
the relative intensities of the 0-0 and T2→S0 transition are
modified. Due to the large number of modes involved, it is
difficult to assess which modes play the most important
roles. The difference in impact of the Duschinsky rotation
matrix can be traced back to the more complex mode mixing
seen for T2, as demonstrated by the contour maps in Figs. 4
and 5. Comparing Figs. 8 and 9, we conclude that the impact
of mode mixing is highly case dependent and that caution is
required when employing the parallel-mode approximation.
Unlike the emission spectrum due to the T1 mode, the
emission from the T2 state shows only one major band at
19 000 cm−1 2.36 eV, roughly corresponding to the T2
→S0 vertical transition, and the 0-0 transition 20 600 cm−1
2.56 eV is substantially weaker. If we were to adopt the
same systematic blueshift of 1000 cm−1 as in the T1 case, the
corresponding 0-0 and T2→S0 transitions should be experi-
mentally observed at about 21 600 and 19 550 cm−1, respec-
tively. Since the 21 600 cm−1 band has not been observed
experimentally, this appears to rule out the possibility of
emission from the T2 state.
IV. SUMMARY
We have calculated the phosphorescent emission spectra
of fac-Irppy3 due to the T1 and T2 states based on the
time-dependent approach according to the HK SC-IVR
method. The calculations require constructing the PESs for
the S0, T1, and T2 states with the corresponding normal
modes for each electronic state based on the harmonic ap-
proximation and treating the Duschinsky rotation effect ex-
plicitly. The calculations also involve propagating the lowest
vibrational wave functions of the T1 and T2 electronic states
on the S0 PES. While the complexity inherent to mode mix-
ing among 177 normal modes makes such a task not feasible
with other quantum-dynamical methods, this is a case that
can be treated accurately and efficiently by the HK SC-IVR
method.
We have shown that the Duschinsky rotation effect has
little effect on the emission spectrum from the T1 state, while
a stronger effect is seen for the emission from the T2 state.
Thus, our calculations clearly show that the Duschinsky ro-
tation effect is case dependent and should not be overlooked.
According to the calculated emission spectra, we have as-
signed the experimentally observed band at 18 350 cm−1 to
the T1→S0 vertical transition. Our assignment of the
19 800 cm−1 band as the 0-0 T1→S0 transition differs from
some earlier experimental and theoretical studies. We have
also underlined that emission from the T2 state is unlikely.
To conclude, we have demonstrated with the example of
fac-Irppy3 that the methods described in this paper repre-
sent a powerful tool to study the emission properties of or-
ganic luminescent molecules. Work is now in progress to
include the effect of temperature on the emission spectra.
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