The advantages of micro-electro-mechanical systems (MEMS), such as low power requirement, miniaturized sizes and costs reduction, have already made significant impact in many technological fields. MEMS are now widely used as accelerometers, pressure sensors, and resonators etc. However, the determination of the mechanical properties of MEMS devices with high accuracy is still a challenging task due to their small dimensions and often anisotropic behaviour. This paper focuses on the modelling and simulation of the fracture of a key MEMS component, which is a polycrystalline silicon beam, by discontinuous Oalerkin (DO) formulation combined with an extrinsic cohesive law (ECL) to describe the fracture process. As the beam is modelled by plane-stress 2D elements, an analytical equation to compute the effective fracture strength and the effective critical strain energy release rate in terms of the through-the-thickness fracture mode and of the orientation of the facet with respect to the crystal is also developed. At the end, a model is simulated, and the results are verified as per the physics of the problem and experiments.
Introduction
The determination of the mechanical properties of MEMS devices with high accuracy is a challenging task due to their small dimensions and often anisotropic be haviour. In crystalline MEMS components, for example, the grain size, orientation, and distribution of nanoscale defects [I] can have a significant effect on the fracture strength of the microcomponent. Among several important materials used for the development of MEMS devices, polycrystalline silicon plays a key role in various applica tions. Thus, an understanding of the relationship between poly-silicon manufacturing processes, and the resulting mechanical behaviour and durability of micro-fabricated structures is needed to allow more rational design of MEMS devices. The primary objective of the present work is to perform the modelling and simulation of the fracture of a key MEMS component manufactured by polycrystalline silicon film. This objective is achieved via the DO method coupled with the cohesive zone method (CZM). The purpose of using a DO method is that, it can take into account discontinuities in the unknown field distribution within the interior computational domain.
The CZM is an effective approach to model crack opening based on traction forces in-between two crack lips. This model was initially proposed by Dugdale [2] (for elastic perfectly plastic material) and Barenblatt [3] (for general elasto-plastic material). The crack opening in CZM is caused by the traction forces in-between the fracture surfaces. Thus, monotonically decreasing traction separation laws (TSL) result in zero traction values in between the crack surfaces once the effective crack open ing reaches a certain maximum value. The total energy released per unit of crack surface area (J/m 2 ) during the crack opening is equal to fracture energy or critical strain energy release rate Gc. The value of Gc for very brittle materials is almost equal to 2 y, where y is the surface energy of the material. The factor 2 is used as two new surfaces are formed during the fracture. The cohesive laws can be implemented in two ways, viz., intrinsic [4] and extrinsic cohesive laws [5] , [6] . Historically intrinsic laws have been preferred to extrinsic one as they are easier to implement. Nevertheless the recourse to an intrinsic cohesive law leads to an inconsistent pure penalty method. On the contrary, extrinsic cohesive laws preserve the consistency but they are more complicated to implement in the case of continuous Oalerkin methods as some topological mesh modifications are required during the simulation. This issue no longer exist for DO methods as the interface elements are already discontinuous before the insertion of the cohesive element, as in the intrinsic approach. An interface term, ensuring the consistency of the method, is considered in the DOIECL framework instead of a pure penalty method. As long as the ECL is monotonically decreasing, the shape of the curve does not affect the solution for brittle materials. The detailed discussion and formulation of DOIECL method can be found [7] - [9] . This paper is organized as follows. The DG / ECL framework is described in Section 2 and the essential equations are derived. As the polycrystalline silicon is an orthotropic material, a novel formulation is presented in Section 3 to compute the effective fracture strength along a given facet by the value along the known planes of symmetry. The problem is considered as plane-stress, thus the thickness effect and through-the-thickness crack propagation orientation are incorporated, as described in Section 4. The results of the simulation and experiment are discussed in Sections 5 and 6, respectively, and the conclusions are finally given in Section 7. In the present work, the material at the microscopic level is treated as a continuum, and the crystal structure is discretized by the DG method. The following DG formu lation is for small deformation problem. The discretized geometry contain bulk elements and all the boundaries between them are treated as interface elements, as shown in Figure l . The DG formulation is described as follows.
Discontinuous Galerkin method / Extrinsic cohesive law framework
Let Q C R 2 be a body subjected to a force per unit mass b (N/Kg). Its boundary surface r includes two parts: the Dirichlet boundary denoted by r 0, where the displacement u is prescribed by 14, and the Neumann boundary denoted by r T, where the traction is prescribed by t. One always has r = rD U rT and rD n rT = 0. The continuum mechanical equilibrium equations in the material form are stated as In these relations p is the density, a is the Cauchy stress tensor, and it is the outward normal to the unit surface in the current configuration. The situation of cracked interfaces will be considered in the next subsection.
The 2D finite element discretization of the body Q is expressed as Q = U e Qe, where Qe is the union of the open domain Qe with its boundary r e . Here the symbol Q is used to represent the whole body and its discretiza tion for simplicity. The weak form of Equations (1-3) arises by seeking a polynomial approximation u of the displacement field over the discretization Q . Contrarily to a continuous Galerkin approximation, which requires u E C O ( Q), the DG approach requires only an element-wise continuous polynomial approximation, i.e., U E C O ( Qe) .
Consequently, for a DG formulation the trial functions Wu are also discontinuous across the element interfaces on the internal boundary of the body rr = rU e re l \r. The new weak formulation of the problem is obtained in a similar way as for the continuous Galerkin approx imation. The linear momentum balance is enforced in a weighted-average sense by multiplying the strong form (I) by a suitable test function Wu and by integrating by parts in the domain. However, since both test and trial functions are discontinuous, the integration by parts is not performed over the whole domain but on each element instead. Using traditional DG considerations, see [10] for details, this leads to
In Jrr (4) where it-is the outward normal to the unit surface of the "minus" element. In this equation, the discretized Cauchy stress tensor a results from the strain tensor E = (1/2) (V I6i U + U I6i V) through a constitutive material law. In this work, anisotropic material tensor expressed in the 2D plane-stress state is used such that a = C : E. We have considered the jump operator in these equations. This jump operator and the average operator are defined on an interface of two bulk elements of the discretized geometry, arbitrarily denoted "plus" and "minus" as shown in Figure  1 , respectively, as
In the formulation (4), neither the inter-element dis placement continuity nor the stability of the method are enforced. The compatibility equation u--u+ = 0 on rr is enforced through a so-called symmetrization term in [lull and a (sufficiently large) quadratic stabilization term in [lull and [[wull . With the addition of the quadratic terms, the general displacement jumps are stabilized in the numerical solution, while the symmetrization term leads to an optimal convergence rate with respect to the mesh size. The small deformation material response is thus properly considered for the final weak formulation of the problem, -2 /9 -which consists of finding u such that
ii, r pb.wudv+ r wu.lds in iiT (6) where hs and �s are the mesh size and penalty pa rameter for stabilization, respectively. The second, third, and fourth terms from Equation (6) are the consistency, stabilization, and compatibility terms, respectively. This formulation, known as the consistent interior penalty method, has been shown to be stable (for �s > 10). More details and specific derivations about the DG formulation can be found in [7] - [ 10] . Linear ECL, as shown in Figure 2 , is considered in the present work to model the crack opening. Here Cic,Ge,/1* and Ai'n ax are the fracture strength, critical strain energy release rate, crack tip opening displacement, and the critical crack tip opening displacement, respectively. If an unloading occurs during the crack opening, the ECL follows a reversible path connecting the origin with the unloading point on curve (Ai'n ax ,t max ) with a straight line, where t = II I II , A *, and ftnax represent the surface traction amplitude between the crack lips, the opening of the crack, and the surface traction amplitude at the maximum crack opening A�ax reached during the fracture process, respectively. The critical opening displacement A� is computed by Ge = (A� Cic)/2, such that the correct amount of energy is released when the fracture process is completed.
In order to couple DG method with ECL, let us con sider a cracked surface inside the body [' cEQ in its deformed configuration, the equations (1-3) governing the strong form are completed in terms of the surface traction 1 = a it in the deformed configuration, where a and it are the Cauchy stress tensor and deformed unit normal outward vector to any of the two lips, respectively. The combination between fracture modes I and II is obtained as suggested by Camacho and Ortiz [5] , and Ortiz and Pandolfi [6] by considering the effective stress Ci e ff with a fracture criterion as Ci eff 2 Cie, such that
where � = (KIIC / K1c) and P c are shear stress factor and friction coefficient of the material, respectively, and where { .,
and Cinor = I· it and 'tresuItant = VI I I I1 2 -(Ci nor ) 2 are respectively normal and tangential components of the surface traction vector 1 at the interface. The Cauchy stress tensor a is computed at each interface quadrature point through the material constitutive law till the fracture criterion, Ci eff 2 Cie, is reached. Once the fracture is detected at a specific interface node, the ECL is used to compute the traction vector t between two crack lips in terms of the effective opening displacement A*. The effective opening displacement A* is computed from the surface opening vector A *, which is a combination of two effective openings A� and A; as given by (9) where A� and A; are the separations along the normal it and tangential t directions, respectively, of the interface element in the deformed configuration. The computation of A* is explained in details by Becker and Noels [9] . The amplitude of the effective cohesive traction, shown in Figure 2 , can then be computed by linear interpolation as t= t= -L1 * tmax ;;v-max for A* 20, and A* = Ai'n a xClO) for A* < 0, or A* < Ai'n ax (11)
whereas the cohesive traction vector 1 can be evaluated as a function of the effective cohesive traction t, following
In the DG framework described earlier, the DG surface terms are integrated using interface elements and the onset of fracture can be detected by the use of a fracture stress criterion as in the ECL approach. When a crack nucleates at a specific node located on an interface element, the DG terms are substituted by the ECL term, which models the fracture process. Hence, if r is the surface traction evaluated on the minus side, and resulting from the ECL in the deformed configuration, the weak form (6), which was holding for bodies without cracked surfaces only, becomes in the more general setting
[lull r?9 n-ds = r pb.wudv+ r wu.ids
In JiT (14) where a binary operator a is defined as a = 0 before the fracture onset and a = I after the fracture stress criterion is met on rl [11] . All the integration terms are computed in the current configuration for small deformations. Unlike for the intrinsic CZM, no modification of the mesh is required during the shift procedure from the uncracked (a = 0) to cracked (a = 1) configuration, and only the constitutive formulations at the interface elements are modified. This makes the hybrid DGJECL method easy to be implemented in an existing parallel code, and ensures a high scalability of the parallel simulations. Figure 3 as n I ,ih, and n3 , respectively. The material properties are equal along the symmetry equivalent cleavage planes for a cubic crystal. The 2D cohesive elements, located in-between two bulk elements, in a discretized geometry are not aligned with any of the surface normals shown in Figure 3 . Thus, a suitable model is warranted that computes O"c based on the orientation of the cohesive element with respect to the surface normals shown in Figure 3 .
In the case of a polycrystalline silicon, the values of fracture strength are known along the three possible fracture planes (1 0 0), (1 1 0), and (1 1 1). Let these values be 0"1 00 ,0"11 0 , and 0"111, respectively. The surface normal vectors of these planes are given as n 1 = e 1, n2 =
(1/ V2) (el + e2), and n3 = (1/ yJ) (el + e2 + e3) . Let there be a cohesive element, having normal vector n, along which O"c is to be determined.
As the vectors ni ,n2, and n3 are not orthogonal to one another, their dual vectors are computed at first. The total volume contained within the vectors is such that ni. nj = of. The projection of n in the dual basis vectors is given as n I 00 = n . n I , nI l 0 = n . n 2 , n III = n . n 3 (17) Therefore, the effective fracture strength vector Gc is given by
The magnitude o"c of Gc is thus given as
( 1 00 01l0n"O 0111n lll
This equation is applicable only when n is in between the solid angle formed by n 1, n2, and n3, which may not always be the case. The symmetry property of the cubic lattice is utilized to overcome this problem. Due to the symmetry of the cubic lattice, there are total 26 symmetry planes distributed in 8 quadrants as the planes within each family of planes {100}, { 11 O} , and { Ill}. This information is utilized while determining the solid angle in which the vector n lies. Finally, the correctly identified set of surface normal vectors is used while com puting <Jc along the plane normal to the vector n, as given in Equation (19). The results in the polar coordinates of the normal vector n in the crystal are presented in Figure   4 . For a specific case, <JlOO = 1.53 GPa, <J1l0 = 1.21 GPa, and (JIll = 0.868 GPa values are used. It can be seen that <Jc passes through the three values used along the symmetry planes, also the distribution is symmetric in all the 8 quadrants of a unit length cubic crystal. This model is also applied to compute the GCe!I along the interface plane with surface normal n. Figure 5 . Rotation of interface element along the thickness of MEMS.
Ii is shown along Y axis for an illustration purpose.
Thickness effect
The fracture process is currently solved as a plane-stress problem. Because of the 2D representation, a normal n of the cohesive interface element always lie in the plane. But actually in the 3D problem, it may be oriented with a certain angle along the thickness of the polycrystalline silicon sheet, where the value of <Jc could be lower. The following approach, as shown in Figure 5 , is thus adopted to incorporate this aspect in order to solve it as if it was a real 3D problem.
Let us assume a cohesive interface element, and let i , io, and ii be in-plane surface tangent, surface tangent, and out-of-plane surface normal vectors, respectively, as shown in Figure 5 . This interface element is rotated by an angle 8 about t . Thus, the local basis vectors transform to , , , t ,to, and ii , respectively. The transformation equations are given as
The Cauchy stress tensor (J is already available along the interface element. Also <Jc (8) and GCe!I(8) are computed in the direction ii ' , as explained in the previous section. Now, the stresses on the rotated plane are computed from " , (J and ii ,t o , and i as
The effective stress 0eff(8) along the rotated plane is computed by 0 nor and 'tresultant using Equation (7). Now we iterate over 8 from -90 to +90 degree, with a fixed increment, and simultaneously compute 0c(8),GceU (8) , and 0e(( (8) . If the fracture criterion 0eU(8) � 0c (8) is satisfied, ex = 1 is used in Equation (14) . The 0 nor and 'tresultant values corresponding to 8 = 0 are used in the cohesive law in order to maintain the continuity of the distribution of stress field between the unfractured and fractured stages. Figure 6 . Geometry and mesh used to model a ribbon of polycrystalline silicon A ribbon is modelled by 9 crystals or grains involving a total of 534 elements, as shown in Figure 6 . The ribbon is fixed along the left boundary and the loading displacement is applied at the right boundary. This loading displace ment is computed by specifying the loading velocity and multiplying with the incremented time. The objective of this test case is to demonstrate the correctness of Eq. (19). Three standard cases are firstly solved successively, considering without and with the thickness effect, by orientating all 9 crystals in the (1 00), (1 1 0) and (1 1 1) directions, respectively. The known fracture strengths are 0(100) = 1.53, 0(110) = 1.21, and 0(111) = 0. 868 GPa [12] , and the critical strain energy release rates are GC(I OO ) = 2.54, GC(110) = 2.10, and GC(III) = 1.28 11m 2 [13] , [14] . The stress-strain curves along the right boundary are Table I . Maximum stress values without and with thickness effect for MEMS geometry in Figure 6 Orientation (1 00) (1 10) (1 1 I)
Results and discussions
Normal stress (without thickness)(GPa) plotted for all 3 cases, as shown in Figure 7 . It is seen that the maximum stress values are very close to the fracture strengths corresponding to the specific cases. This demon strates that the effective fracture strength 0c is correctly computed by Eq. (19). It is to be noted that the 0 max values given in Figure 7 are along the right boundary and not at the location where the first fracture has been detected. The maximum normal stress is located along the weakest central cross-section just before fracture. These ""' 1
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Figure 7. Stress vs strain plots for the 3 standard cases without (a) and with (b) thickness effect for the geometry shown in Figure 6 values are given in Table 1 . The maximum normal stress at which fracture is detected, without thickness effect, is very close to the respective fracture strength values set at the beginning of the simulation. The small variation comes from the use of a random factor while computing 0c. The maximum stress with the thickness effect is slightly lower. This can be explained as follows. Experimentally the fracture strengths are observed as 0(100) � 0(110) � 0(111), which mean that the planes oriented in the (100) and (Ill) directions are the strongest and weakest, respectively. Now in a simulation, for example, even if all crystals are oriented in the (100) direction, there will be a specific rotation of cohesive interface element in a discretized geometry that will be very close to the (110) or (111) ori entations. Thus, the computed value of 0c for this specific rotation e will be very close to the fracture strength along (11 0) or (111) orientations triggering a fracture along this specific cohesive interface element. Thus, the fracture occurs at a lower value of stress when accounting for a thickness effect than without the thickness effect, which also happens in reality for a 3D domain. This non-normal fracture behaviour of anisotropic silicon has already been experimentally observed [14] .
Experimental observations
The microstructure and the roughness of thin polysil icon layers have been experimentally analyzed in order to have a consistent comparison between experiment and simulation results. For these experiments, a polysilicon layer of 240 nm-thick has been deposited on top of an oxidized Si substrate. In order to extract the Young's modulus as well as the fracture strain of the deposited polysilicon layer, on-chip tensile micro structures have been fabricated. The principle and process of the sam ples are elaborated in [15] . Automated crystallographic orientation mapping in a transmission electron microscope (ACOM-TEM) is a newly developed technique attached to TEM, which is used to determine the local orientations. Instead of Kikuchi patterns, electron diffraction (ED) patterns are collected with an external charge coupled digital (CCD) camera. The acquired ED pattern is then stored in a computer and compared (off-line) to the pre-calculated templates and the best match is selected [16] . The experimental measurements were performed by Philips CM20 operating at 200 kV and equipped with a LaB6 gun and an external source device, DigiSTAR® developed by NanoNEGAS for ACOM-TEM experiments [16] . Figure 8(a) shows ACOM-TEM orientation mapping recorded using a 20 nm step size and an acquisition frequency of around 100 frames per second for all the sample surface analysis. In order to increase the quality of the orientation map and to highlight the microstructure of the sample, the step size was decreased to 8 nm and 60 frames per second. The average grain size is estimated to be 110 nm with a standard deviation of -90 nm. The large standard deviation is due to the log-normal distribution of the grain size. The microstructure is composed of a large number of small grains with a size smaller than 100 nm and also a few big grains characterized by a diameter larger than 500 nm (as seen in Figure 8 (a»). The sample exhibits a preferential (110) out-of-plane fiber texture and no specific in-plane orientation is emerged. As mentioned above, the ACOM-TEM analysis of the polysilicon films reveal a complex microstructure with the presence of numerous twinned grains. By increasing the resolution (decreasing the step size to 8nm), the twins are clearly visible, as confirmed by TEM images in Figure 8(b) . The scanning electron microscope (SEM) observation of the sidewall shows the presence of one or two grains through the thickness (Figure 9(a) ) as implemented in the simulated geometry ( Figure 6 ). Concerning the fracture process, the crack path appears to be clearly transgranular, as shown in Figure 9 (b). The fracture strain extracted from this structure is 0.96% (± 0.07%). It corresponds to a fracture stress of about 1.41 GPa (± 0.1) for Young's modulus of 147 GPa [15] .
The fracture of brittle polysilicon thin film is initiated from critical flaws located on the external surfaces, i.e., the sidewalls, top and bottom surfaces [17] . These flaws are generated during the sample preparation. They might be micro structural defects as grain boundary grooves that emerge on external surfaces and/or geometrical im perfections directly generated by the preparation process, as shown in Figure 9 (a). The nature and location of the critical flaws depend on the preparation process and the sample thickness, as their microstructure is governed by both. The fracture is initiated at the flaw corresponding to the highest stress concentration which is governed by several factors, such as the morphology, density, size of the flaw, local microstructure, local fracture toughness, and the local residual stress state. In this specific case, the sidewall roughness appears larger than that of the top and bottom surfaces. Thus, the critical flaws are most probably located on the sidewalls. Nevertheless, although the grain boundary grooves emerge on the sidewalls and are visible, it is not possible to precisely conclude that they constitute the critical flaws for the initiation of the fracture. More in depth studies of the sidewall roughness have to be carried out to identify and characterize the population of main critical flaws and supply to the simulation.
Conclusions
The fracture of a small ribbon of polysilicon has been simulated by the DO method coupled with ECL. The cohesive interface elements are inserted in-between the bulk elements. As the ECL is activated only at the node where effective stress reaches the fracture strength, no a priori knowledge of crack path as well as no remeshing of the geometry are required. This advantage of the suggested framework allows the parallelization of the code. A novel model to compute the effective fracture strength 0c of anisotropic material is proposed, which also satisfies the symmetry requirement of the unit cube of polycrystalline silicon. The results obtained by the numerical simulation are in accordance with the experimentally observed fact that irrespective of the orientation of crystals, crack even tually occurs and propagates along (111) cleavage plane, as the surface energy of this plane is smaller than the (100) and (110) planes. The fracture of polycrystalline silicon thin film is experimentally performed by on-chip fracture test, with (110) average local preferential orientation of the sample in the out-of-plane direction. The in-plane orientations are random, but based on the symmetry equivalent cleavage planes, (100) and (110) orientations influence the fracture behaviour of the sample. The values of fracture strain and stress are found to be 0.96% (± 0.07%) and l.41 OPa (± 0.1) with this setup. Thus, the fracture stress, as predicted, is in-between the fracture strengths along the (100) and (110) cleavage planes. The values of fracture strain and stress are similarly computed from simulation, as shown in Figure 7 , and obtained as .7% (± 0.1%) and l.l (± 0.1) OPa, respectively. This shows that the fracture stress obtained by the simulation is close to, but slightly lower than, the experiment. This could be due to the fact that the 0c in the simulation is computed by the weighted average values of fracture strength along the (100), (110), and (111) orientations, where as the sample used in an experiment has random in-plane orientations with higher influence of the (100) and (110) orientations. The crack path of the fracture is found to be trans granular by both the experiments and simulations. In future extensions of this work, statistical fracture criterion will be developed at meso-scale from micro-scale simulations involving different grain sizes and orientations considering the statistical distribution of fracture strengths. The efficiency and accuracy of the stochastic FEM will be again assessed by comparison towards experiments involving on-chip fracture tests.
