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CHAPTER 1. INTRODUCTION 
Variable-displacement hydraulic pumps are used to supply flow 
and pressure efficiently for hydraulic circuitry. Within the past 
thirty years, these pumps have been the object of a great deal of 
research. In general, the dynamics of the variable-displacement 
pump influence the overall dynamics of. the hydraulic system. To 
aid in the evaluation of system performance, extensive efforts have 
been made to improve the understanding of pump dynamics. 
Because of the complexity of variable-displacement pumps, most 
research has been done using over-simplified linear models. In 
some cases, the linear pump model has emphasized a control 
mechanism rather than the pump dynamics (Merrit, 1967).• On other 
occasions, the discharge pressure effects have been simply ignored 
or poorly approximated (Kim, 1987). In several studies, however, 
the nonlinear pump dynamics have been considered. Zeiger and Akers 
{1985) have examined the nonlinear discharge pressure effects of 
the pump but have stopped short of applying them to a dynamic 
model. Furthermore, the work of Zeiger and Akers is heavily 
dependent upon numerical solutions. Schoanau, Burton and Kavanagh 
{1990) have carried the work of Zeiger and Akers one step further 
and have applied it to a dynamic model of an existing pump. 
Unfortunately, the modeling techniques implemented by Schoanau, 
Burton and Kavanagh are heavily dependent upon empirical test data. 
This modeling strategy precludes the use of their model for the up-
• References are listed alphabetically, beginning on page 51. 
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front design of a variable-displacement pump. 
In this study, we derive a model that may be used to aid in 
the up-front design and development of a variable-displacement 
pump. In deriving this model, a choice of significant dynamic 
contributors is made without oversimplifying the model. In order 
to make the model as useful as possible, the results of this study 
do not rely upon numerical solutions. Furthermore, the linear-
ization techniques do not depend upon empirical test data. Model 
parameters, other than system damping, are measured without the use 
of linear regression. 
The pump presented in this report is not a commercially 
available pump; however, this pump is representative of most 
variable-displacement pumps used in industry today. We begin our 
study by deriving the nonlinear equation of motion for the pump 
swashplate. Upon the derivation of this nonlinear equation, a 
linearized version is presented. Pump stability is then discussed, 
followed by an examination of the pump's response to a unit step 




CHAPTER 2. GENERAL DESCRIPTIONS 
2.1 Pump Configuration 
This section describes a pump designed strictly for the use of 
this study. The characteristics of this design are chosen to 
represent most variable-displacement pump designs. 





















Figure 2-1. General pump configuration. The unit vector along 
the barrel axis is 1. The unit vectors j and k are in the 
plane of the swashplate. 
The pump consists of several pistons within a common cylindri-
cal block or barrel. The pistons are nested at equal intervals in 
a circular array about the barrel axis. As shown in Figure 2-1, 
the barrel is held tightly against a portplate. A thin film of oil 
separates the portplate from the barrel and is used to form a 
3 
hydrodynamic bearing surface between the two parts. A ball-and-
socket joint connects the base of each piston to a slipper. The 
slippers themselves are held against the face of the swashplate by 
a retainer {not shown in Figure 2-1) where, again, a hydrodynamic 
bearing surface separates the slippers from the swashplate. A bias 
spring and small and large actuators are used to control the 




While the portplate is held in a fi~ed position, the barrel is 
driven about its axis {i.e., the "> .1 axis) at an angular speed w. 
During this motion, each piston periodically passes over the 
discharge and intake ports. Furthermore, because the slippers are 
held against the inclined plane of the swashplate, they als.o 
undergo an oscillatory displacement in and out of the barrel. As 
the pistons pass over the intake port, the piston withdraws from 
the barrel and fluid is drawn into the piston chamber. As the 
pistons pass over the discharge port, the piston advances into the 
barrel and fluid is pushed out of the piston chamber. This motion 
repeats its elf for each pump revolution and the basic task of 
pumping fluid is then accomplished. By varying the angle of the 
swashplate (a), the length of the piston stroke is altered, 
changing the discharge flow rate of the pump. 
2.2 Portplate Geometry 
In this study, the portplate is designed so that the intake 
port and the discharge port are geometrically identical. Figure 
4 











Deta i I B Section A-A 
Figure 2-2. Portplate geometry. 
The portplate is designed to allow for a gentle pressure 
transition as the pistons pass from the discharge port to the 
intake port and vice-versa. This is accomplished by cutting slots 
in the portplate at the entry region of each port. 
Figure 2-2 shows the basic geometry of these slots. 
2.3 Barrel Geometry 
Detail B of 
Figure 2-3 shows a barrel designed to accommodate 9 pistons. 
In general, 9 is the most common number of pistons used in 
hydraulic pump designs; however, manufacturers will occasionally 
design a pump with only 7 pistons. For the purposes of this study, 
the number of pistons is incidental. 
The opening of each piston chamber is designed to match the 
shape of the portplate ports. In general, these openings tend to 
look like kidneys and are often referred to as kidney slots. 
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Figure 2-3. Barrel geometry. 





Figure 2-4 shows a section of the piston-slipper assembly. 
Lube Passage 
Figure 2-4. Piston-slipper geometry. 
The piston itself is hollow because a lightweight piston is 
desirable. The ball-and-socket joint and the swashplate riding 
surface are both in constant need of oil; therefore, both the 
piston and the slipper are designed with lubrication passages. 
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2.5 Swashplate Geometry 
The swashplate pivots about a fixed axis. See Figure 2-5. 
For our design, the swashplate rides on high-performance roller 
bearings (not shown in Figure 2-1) that allow for smooth rotation 








~-- Sma I I Actuator 
Pivot 
Figure 2-5. Swashplate geometry. 
Section A-A 
The actuators are connected to the actuator pivots at a 
distance L from the swashplate pivot. Both the actuators and the 
bias spring will be considered in more detail later. 
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CHAPTER 3. ANALYSIS 
3.1 swashplate Free-body Diagram 
A variable-displacement pump is used to deliver a specified 
amount of flow required by a downstream hydraulic circuit. As 
mentioned in the General Descriptions section of this thesis, the 
amount of flow that is discharged from the pump is dependent upon 
the swashplate angle a. Because a is the dynamic parameter that 
we are ultimately interested in, we derive the full equation of 
motion for the swashplate. Figure 3-1 shows the free-body diagram 
of the swashplate. 
p -----c 
Figure 3-1. swashplate free-body diagram. 
>-
The torque realized by the swashplate is generated from two 
different sources: the swashplate control mechanism, or actuators, 
(F1, Fs) and the natural pumping effect of the pump (Ts) • The swivel 
8 
-----~----- --------------
torque, Ts, is produced by the piston forces and will be evaluated 
in detail below. Summing the moments about the swashplate pivot 
and setting them equal to the swashplate moment of inertia will 
yield the equation of motion 
3.2 Control Forces 
The forces ~ and 
control the swashplate. 
(3 .1) 
Fs make up the forces that are used to 
The force ~ is generated by the large 
actuator mechanism and the force Fs is generated by the small 
actuator mechanism. The free-body diagram of the large actuator is 
shown in Figure 3-2. 
Figure 3-2. Large actuator free-body diagram. 
We can determine the equation of motion for the large actuator 
by summing the forces in Figure 3-2 and setting them equal to the 
actuator inertia: 
(3.2) 
From Figure 3-1, we can see that the position of the large actuator 
is simply described as 
9 
x 1 = sin (a;) L • (3.3) 
Accordingly, the large actuator velocity and acceleration are given 
by 
x1 =itcos(a;)L (3.4) 
and 
x1 = iicos(u)L - «2 sin(u)L ( 3. 5) 
By substituting equation (3.5) into equation (3.2), and rearranging 
terms, we may solve for Fi as: 
(3. 6) 
The free-body diagram of the small actuator is shown in Figure 
3-3. 
Figure 3-3. Small actuator free-body diagram. 
Noting that the actuator spring in Figure 3-3 is always in 
compression, we may sum the forces on the small actuator and set 
them equal to an inertia term as follows: 
(3.7) 
where 1 0 is the minimum compressed length of the spring. By 
symmetry we can say that xs = -x1 and its = -x1• Using this fact, 
10 
---------------------------------------------------------
and rearranging terms in equation (3.7), we can write Fs as, 
(3.8) 
3.3 Swivel Torque 
Swivel torque (Ts) is the accumulated effect of the forces 
generated by individual pistons as they act on the swashplate. 
Figure 3-4 shows a diagram of forces exerted on the swashplate by 
a single piston. 
// 
I 
j / () 
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By summing the forces on the piston in Figure 3-4, and setting 
them equal to the piston inertia·, we can write the equation of 
motion for a single piston as 
(3. 9) 
Rearranging the terms of equation (3. 9), we can solve for the 
11 
reactionary force: 
R = Mpxn + ApPn 
n cos (a} 
(3 .10} 
From geometry, we can determine the moment arm of the reactionary 
force to be 
1 = _r_·_s_i_n_(_8_n_) 
n cos(a) 
(3 .11} 
Noting that the swivel torque generated by the nth piston is 
I (3.12} 
we can superpose the torque generated by each piston to determine 
the net swivel torque realized by the swashplate: 
N N Mx +AP 
T8 =_LT =~- p--n pn·rsin(6) 
n=l Sn f.:r. COS 2 (CX) n (3.13} 
3.3.1 Piston Kinematics 
For visualization purposes, it is helpful to think of the 
piston mass center trajectory as the intersection of an inclined 
plane and the surface of a cylinder. This trajectory is described 
in Figure 3-5 using the cartesian coordinate system. From Figure 
3-5 we see that the position of the nth piston may be written as 
(3 .14) 
Respectively, the velocity and acceleration of the nth piston are 
given by, 
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= rc.>cos (8n) tan (u) + n 1. ( rusin(8 >)"' 
cos2 (u) (3 .15) 
- rc.>sin (8n) j + rc.>cos (8n) f 
and 
= ( 2ru2 sin(6n) sin(u) + r &sin(8n) 
cos3 (u) cos2 (u) 
2rcxc.>cos (6n) 2 • (6 ) ( ) ) "' + ------- - I(,) sin n tan u 1. 
cos2 (cx) 
( 3 .16) 
- rc.> 2cos (8n) j - I(,)2sin (8n) f 
k k 




\ I \ 
\ ..---t-E-----:a-t / \j 
\ / r sin(lJn)tan(a) -"""'"""----=- \ 
\ / \ 1 \,"'r cos(8.)/// . \ 
_ _,__ ____ ------ ------- '-_Piston Trajectory __ _/ 1 
Figure 3-5. Piston kinematic diagram. 
3.3.2 Piston Pressure 
Figure 3-6 shows a simplified model of a piston. The pressure 
13 
outside the piston chamber (Pb) varies with time to simulate the 
fact that as the piston moves around the portplate this pressure 
repeatedly changes from a high discharge pressure (Pd) to a low 
intake pressure (Pi). The discharge area of the piston chamber (A0 ) 
varies with time as well. This characteristic models the transi-
tion regions on the portplate where the slots provide a variable 





Figure 3-6. Simplified piston model. 
Cd i sp I acement) 
Noting that the mass of fluid within the piston chamber may be 
written as 
M = p·V , (3.17} 
where p is density and V is the piston chamber volume, one can 
show that the fluid mass time rate of change is given by 
M= pV+ pV (3.18) 
Conservation of mass within the piston chamber requires that 
M = p·Q , (3.19) 
where Q is the volumetric flow rate into the piston chamber. 
From the definition of the fluid bulk modulus, p, we note that 
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(3.20) 
By substituting equations (3.19) and (3.20) into equation (3.18}, 
we rearrange terms and write an equation describing the pressure 
time rate of change within the piston chamber: 
p = J!. (Q-V) 
V 
(3.21) 
Assuming that the flow in and out of the piston chamber occurs at 
a high velocity, and thus a high Reynolds number, we can model the 
flow rate Q using the standard orifice discharge equation 
(3.22) 
where Cd is the discharge coefficient that generally needs to be 
determined experimentally. 
equation (3.21) gives 
Subs ti tu ting equation ( 3. 22) into 
(3. 23) 
Integrating equation (3.23) with respect to time yields 
(3.24) 
The instantaneous volume for the nth piston chamber may be 
determined using the ith component of equation (3.14), the area 
of a single piston (A,,) and a reference volume (V0 ): 
(3.25) 
Substituting equation (3.25) into equation (3.24) we obtain the 
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equation for the pressure within the nth piston chamber: 
= Pf sign(Pb-Pn) CdA0 J21Pb-Pn!IP dt 
Pn V0 -APrsin(6n) tan(«) {3.26) 
- Pln(V0 -APrsin(8n) tan(a)) 
Substituting the ith component of equation (3.16) and equation 
( 3. 2 6) into equation ( 3. 13) , we obtain the full swivel torque 
equation. The result is given by 
- {-.. ( 2 • (6 } ( ) 2Mpr«c.>COS (6n) 
Ts - LJ MPrc.> sin n tan ex - ------'--
n=1 cos2 (ex) 
_ MPriisin (0n) _ 2Mpr«2 sin (0n) sin ( a) 
cos2 (a) cos3 («) (3.27) 
+APf3 ·ln(V0 -APrsin(0n) tan(cx)) 
-A Pf sign(Pb-Pn) CdA0 J2jPb-Pnlf P) rsin(0n) 
P V0 -APrsin(8n) tan(cx) cos2 («) 
3.4 Swashplate Equation of Motion 
By substituting equations (3.6), (3.8) and (3.27) into 
equation (3.1) we determine the full equation of motion, 
Iii= (P~ 8 -P~1 +k(l 0 -sin(a)L))Lcos(a) 
-((M8 +M1 ) (iicos(a) +ck2 sin(cx) )L)Lcos(a) 
{-.. ( 2 , ((} ) ( ) 2MPICXfuCOS (6n) 
+ LJ MPrc.> sin n tan ex - --=-----'--
n=1 cos2 (a) 
_ Mpr«sin (0n) _ 2Mpr« 2sin (0n) sin (a) 
cos2 (a) cos3 (a) 
+APf3·ln(V0 -APrsin(0n)tan(«)) 
-A Pf sign(Pb-Pn) CdA0 J21Pb-Pnlf P) rsin(6n) 
P V0 -APrsin(8n)tan(a) cos2 (cx) 
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(3.28) 
3.5 Linear Theory 
The maximum swashplate angle of a variable-displacement pump 
usually ranges from 12 to 20 degrees. This fact allows us to make 
the following small angle approximations: 
sin { «) :::: ex, cos {ex) :::: 1, tan {ex) :::: « . (3.29) 
Furthermore, we assume that a is also small. Therefore, using 
equation (3.29), and neglecting quadratically small terms, we can 
rewrite our equation of motion as 
Iii = Pc/iaL-Pc;A1L+k(1 0 -«L) L- (M8 +M1 ) iiL2 
N 
+ E (Mpr<a>2 sin {8n) ex-2MPra: <a> cos (8n) 
n=l 
_ Pf sign(Pb-Pn) Cc/¼0 J21Pb-PJ/p 
AP V0 -Aprsin (8n) U 
+ APP ·In ( V0 -API sin (8n) u) -MPrii:sin (8n) )r sin (8n) 
17 
(3.30) 
CHAPTER 4. MODELING 
4.1 Piston Pressure Model 
The primary difficulty in solving equation (3.30) remains in 
the quadrature representation for the piston pressure Pn. In this 
section, we present a numerical study of this pressure and develop 
an approximate solution to help understand the numerical results. 
For modeling purposes, we then develop an approximation for this 
pressure using a Fourier series. 
4.1.1 Numeric Piston Pressure Solution 
Equation (3.23) is a nonlinear first-order ordinary differen-
tial equation for Pn. The solution to this equation was examined 
numerically using an Euler integration scheme and a variable time 
step. Run times were approximately 45 minutes for one pump 
revolution on a 386-SX personal computer. 
typical result of this study. 
Figure 4-1 shows a 
As shown in Figure 4-1, the numerical solution to equation 
(3.23) demonstrates rather uninteresting behavior for Pn. As the 
piston passes over either the intake port or the discharge port, 
A0 remains at a maximum constant. Within these regions, the 
pressure realized by the piston is also a constant (i.e., Pn = P1 or 
Pd). The two ports are bridged by transition regions on tne 
portplate where A0 goes from a maximum value to a minimum value, 
then slowly grows within the transition slot, and then quickly 
returns to the original maximum value. As the piston passes 
18 
through the transition regions, we see that the pressure seems to 
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Figure 4-1. Numeric Solution. Pd = 10 MPa, P; = 2 MPa, ~ = 639 
mm2 , a = 17°, V 0 = 59 ml, max(A0 ) = 361 mm2 , r = 61 mm, w = 1000 
rpm. 
Figure 4-1 represents the results of a run using a typical 
discharge pressure for the pump. In this study, however, it was 
noted that lower discharge pressures created more interesting 
results in the transition regions. Figure 4-2 represents a run 
using half the discharge pressure of Figure 4-1. We see from 
Figure 4-2 that a lower discharge pressure tends to create pressure 
spikes in the portplate transition regions. The reason for this 
peculiarity is not obvious and therefore the physical interpreta-
tion of this result is explained by presenting an approximate 














Area & Pressure Transition -- Numeric Solution 
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Figure 4-2. Numeric Solution. Pd = 5 MPa, Pi = 2 MPa, ~ = 639 
mm2 , a = 17°, V 0 = 59 ml, max{A0 ) = 361 mm2 , r = 61 mm, w = 1000 
rpm. 
4.1.2 Approximate Piston Pressure Solution 
Though equation (3.23) cannot be solved exactly, it is 
possible to examine several approximations of this equation that 
apply to different operating stages of the piston {See Figure 4-3). 
Rather than using the more realistic case of a time varying 
discharge area (A0 } , we assume constant discharge areas with no 
transitional behavior between stages. One can compare the curves 
representing ,A0 in Figures 4-1 and 4-3. 
A of Figure 4-3 is very small. 
Note that in actuality, 
The first stage is characterized by a dominant flow term in 
20 
(2.a) (2. b) 
pd 
PA (3 • .a) PB (3 .b) 
p 







Figure 4-3. Approximate piston pressure solution. 
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equation (3. 23), where A 0 = ~- This stage is represented by 
regions (1.a) and (1.b) in Figure 4-3. Because P >> 1, we assume 
that F/ff ~ o. Furthermore, since the piston stroke is typically 
short, i.e., a and a are small, V is also small. Using these 
results to approximate equation (3.23) we see that 
Clearly, the solution to equation {4.1) is P = Pb. From Figure 4-3 
it can be shown that stage (1.a) yields a pressure, P = Pd, and 
stage (1.b) yields a pressure P = P;- This result is verified by 
the numerical solution in Figures 4-1 and 4-2. 
The second stage is characterized by the condition where A0 
➔ O and is represented by regions (2.a) and (2.b) in Figure 4-3. 
Under these circumstances, the pressure may be determined by 
ignoring the flow term and simply integrating equation (3.23) 
directly. The approximate equation is given as 
p ~ _J! v 
V 
and the resulting solution is P = P1 - ffln(V/V1 ). For stage (2.a) 
it can be shown that P1 = Pd and V 1 = Vmin; therefore, the pressure 
in this region is a result of volumetric expansion and is given as 
P = Pd - ffln(V/Vmin>. In stage (2.b) it can be shown that P1 = P; 
and V 1 = Vmax; therefore, the pressure in this region is a result 
of volumetric compression and is given as 
Notice that it is this stage that potentially generates a pressure 
spike in the transition region. Therefore, we say that the 
22 
pressure spikes are simply a result of volumetric expansion and/or 
volumetric compression. Consistent with our numerical findings, by 
linearly increasing the discharge pressure or decreasing the intake 
pressure, we reduce the likelihood of overshooting the approaching 
new boundary pressure and thereby eliminate the pressure spikes 
within the transition regions. 
The third stage occurs as the piston passes through the 
portplate transition slot. During this stage A0 is small, the 
piston volume is near its maximum or minimum value, and V ~ O. 
See Figure 4-3 stages (3.a) and (3.b). 
approximate equation (3.23) as 
Integrating directly we see that 
Using these results, we 
(4.3) 
(4.4) 
This solution describes the pressure relaxation to the new constant 
pressure P; or Pd. According to Figure 4-3, the set {t 0 ,P0 ,Pb} 
= {tMPMP;} corresponds to stage (3.a) while the set {t 0 ,P0 ,Pb} = 
{tB,PB,Pd} corresponds to stage (3 .b). This stage is similar to 
the classical leaking-container problem. 
4.1.3 Fourier Series Piston Pressure Solution 
Using equation (3.23) to study the piston pressure showed us 
that the pressure realized by the nth piston remains a constant 
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during most of the piston trajectory. If we ignore the cases in 
which spikes occur, the piston pressure is noted to change 
repeatedly from a high discharge pressure to a low intake pressure 
and is bridged by some intermediate pressure in the transition 
regions (see Figure 4-1) . Figure 4-4 pictorially approximates this 
behavior. 
j 
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Figure 4-4. Piston pressure profile. 
One of the critical features of the pressure profile shown in 
Figure 4-4 is the pressure carry-over angle, ¢. The angle ¢-n/2 
describes the average angular distance that it takes for the piston 
to travel before arriving at either the full intake pressure or the 
full discharge pressure. For the purposes of modeling, we will 
assume that the pressure realized by the nth piston remains 
constant (Pd or P;) outside the transition regions and that the 
24 
pressure changes linearly inside the transition regions at a slope 
{ 4. 5) 
Using equation (4.5), we can approximate the solution of equation 
{3. 23) as, 
pd 0 < an < 1t/2 
Pd-m(6n-1t/2) n/2 < an < 4> 
p = .. n pi 4> < an < 31t/2 { 4. 6) 
Pi +m(6n-31t/2) 31t/2 < an < cl>+1t 
pd 4>+1t < en < 21t 
Equation (4.6) describes a continuous pressure profile for the 
nth piston as it rotates about the axis within the pump. For 
continuous revolutions of the pump, this equation is periodic and 
a Fourier series may be written to describe its behavior. The 
general form of this Fourier series may be written as 
(4.7) 
where the coefficients a0 , aE and bE are given by 
2ff 
ao = ! f Pnd8n , 
0 
2ff. 




b( = ; J Pnsin ( ~an) d8n 
0 
By substituting the terms of equation {4.6) into equation (4.8), 
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and solving over the defined integral bounds, we can write each 
Fourier coefficient as 
For 
For 
at = _!!!,_ (1-cos (~1t)) ·(cos (t1e/2} -cos (tel>)) 
~21t 
even values of ~ we can see that a( and 
odd values of ~ we see that 
a( = - 2mcos(~cl>) 
~2'1t 
bt = 2m (sin(~1t/2)-sin(~cl>)) 
~21t 
(4.9) 
I ( 4 .10) 
(4.11) 
b{ equal zero. 
(4.12) 
Substituting equations (4.9) and (4.12) into equation (4.7), we 
obtain the full Fourier series describing equation (4.6): 
(4.13) 
~ = 1,3,5, ... ,oo 
Four terms of equation (4.13) are plotted in Figure 4-5. By 
way of comparison, this plot is overlaid by a plot of the pressure 
profile specified in equation (4.6). We see that it only takes a 
few terms of the Fourier series to represent the approximated 
pressure profile adequately. Indeed, if we only use the first term 
of the Fourier series, we can approximate the piston pressure as 
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(4.14) 
Fourier Series ( 4 terms) 
1.2 ~--~--~--~--~--~--,--, 
\ i i i i / 
: : : : 
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Figure 4-5. Fourier series pressure profile approximation. 
4.2 Series Convergence 
Substituting equation (4.14) for the pressure terms of 
equation (3.30), and rearranging terms, we can show that 
Iii = P~~-Pe,A1L+k(1 0 -a.L) L- (M8 +M1 ) iiL2 
N 
+r{MPr (<a> 2 a.-ii) -AP 2m (1-sin(cf)) >}:E sin2 (8n) 
1t n=1 
N 
+ 2x{AP m cos (cf>) -Mpr«<a>}E sin (8n) cos (8n) 
1t n=l 
p +p. N 
-API d .z L sin (8n) 
2 n=l 




L sin(8n), L sin (8n) COS (8n) , .( 4 .16) 
n=1 n=1 
Knowing that the pistons are positioned evenly in a circular 
array within the barrel, we can reference the circular position of 
each piston from, say, piston one. This allows us to write 
8 = 81 + 21t ·(n-1) n N (4.17) 
Using equation (4.17) and the identity, sin(a+b) = sin(a)cos(b) + 





= sin (8i) E cos( 2 " (n-1)) 
n=1 N 
N 
+ cos (81 ) L sin/ 2 " (n-1)) . 
n=1 -, N 
( 4 .18) 
We now recognize that, from symmetry, 
N N 
L sin/ a1t (n-1)) = O, :E cos( a1t (n-1)) = O N > 1 
n=1 -, N n=1 N ( 4 .19) 
a= 2,4,6, ... 
Substituting equation ( 4 .19) into equation ( 4. 18) allows us to 
conclude that 
N 
L sin (8n) = 0 N > 1 . 
n=1 
Using equation (4.17) and the identity, 
sin(a+b)/2 + sin(a-b)/2, we can show that 
N N 
L sin (8n) cos (8n) = ..!.L sin/281 + 41t (n-1)) 
n=1 2n=1 -, N 
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(4.20) 
sin (a) cos ( b) = 
( 4. 21) 
Using the same identity used to write equation {4.18}, we can 
rewrite equation {4.21} as 
N 
L sin (8n} cos (8n} 
n=l 
N 
= .!sin(28J L cos( 4rc (n-1>) 
2 n=l N 
N 
+ .!cos (281 } E sin/ 4 rc (n-1)) 
2 n=l -, N 
{4.22} 
Substituting equation {4.19) into equation {4.22}, we obtain the 
result 
N 
L sin (8n) cos (8n) = 0 N > 1 {4.23} 
n=l 
Again, if we use equation {4.17} and the identity, sin2 {a} = 




E sin2 (6n} = _! L cos(2el + 4 rc (n-1)) {4.24} 
n=l 2 2nz1 N 
At this point we use the identity, cos {a+b} = cos {a} cos {b) -
sin{a)sin{b), to rewrite equation (4.24) as 
N 
= N - .!cos (281 ) _E cos( 4 1t (n-1}) 
2 2 n=l N 
. N 
+ .!sin (281 } _E sin/ 4 rc (n-1}} . 
2 n=l -\ N 
{4.25) 
Substituting the results of equation {4.19} into equation {4.25} 
allows us to conclude that 
N 
E sin2 (8n} = ~ N > 1 
.n=l 
{4.26) 
Substituting equations {4.20}, (4.23) and {4.26} into equation 
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(4.15), we can simplify our dynamics to 
Iii. = Pc/i8 L-Pc/!1L+k(l 0 -a.L) L- (M8 +M1 ) 4£2 
+r{MPr(w2«-&) -AP 2nm (1-sin((j>))} ~ 
4.3 Viscous Damping 
(4.27) 
Because hydraulic pumps operate in an environment of oil, we 
assume that most of the energy dissipation is a result of viscous 
damping. By adding a viscous damping term, equation (4.27) becomes 
(4.28) 
4.4 Model Equation 
In this section, we summarize our results thus far by 
arranging terms in a manageable format. By defining the system's 
effective mass moment of inertia and the effective system spring 
constant as 
Ieff = I+ (Ms+M1) £2 + ~ Mpr2 ' 
K - kL2 - NM 2 2 eff - 2 pr w , 
(4.29) 
we rewrite equation (4.28) as 
= kl L + A rN(l-sincf,) p. + 
0 P 1t ( cf,-TC / 2) .i 
(A L-A I N{l-sincf,) ) p ( t) - A LP < t) s P 1C (cf,-TC/2 d 1 c 
(4.30} 
where Pi is a constant. For convenience we define the constants 
on the right hand side of equation (4.30) as 
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Ci = kl L + A r N(l-sincl>) p. 
0 p ff { cl>-1t / 2 ) .l , 
C2 = A L - A r N(l-sin<J>) 
s P ff (cl>-1t/2) ' 
(4.31) 
C3 = A1L , 
and express the time-dependent variables of equation ( 4. 30) in 
terms of a steady state average and a dynamic variation: 
Pc(t) = Pc +Pc (t), 
o 1 
(4.32) 
« ( t) = «o + «1 ( t) . 
Using equations (4.31} and (4.32) we write the steady state average 
of equation (4.30) as 
(c1 +c2Pd -c3Pc) 
40 = _____ o ___ o_ 
Keu 
(4.33) 
This quantity is useful for initial design work and the sizing of 
the control system (see Appendix A). The dynamic variation from 
this average is given as 
(4.34) 
In keeping with standard notation, we express our second-order 
dynamics problem of equation ( 4. 34} in terms of the system undamped 
natural frequency nn and the system damping factor r. These two 
quantities are 
(4.35) 
Rewriting equation (4.34) in terms of equation (4.35) we obtain the 




CHAPTER 5. DISCUSSION 
For this discussion, we will make the reasonable assumption 
that our system is of the underdamped variety. That is to say, s 
< 1. 
5.1 System Stability 
To determine the system stability criteria, we must evaluate 
the eigenvalues of our system. The eigenvalues may be found by 
solving for the free response of equation (4.36). This problem is 
simply written as 
( 5 .1) 
Following standard procedures for solving ordinary linear differen-
tial equations, we assume the solution of equation (5.1) to have 
the form 
(5.2) 
Substituting equation (5.2) into equation (5.1) and dividing 
through by BeXt, we obtain the characteristic equation 
(5.3) 
Remembering that s < 1, we see that the roots of equation (5.3) 
may be expressed as 
11 = -,on + ✓1-(2 ion 
12 = -,on - ✓1-(2 iOn . 
(5.4) 
In order for the system to be classified as stable, the real 
33 
part of X.1 and X.2 must be less than zero so that the solutions 
of equation (5.2) decay with time. From equation (5.4) we can see 
that this condition is satisfied for all real values of nn. When 
nn becomes complex, the real part of X.2 becomes greater than zero 
and the solution to equation (5.1) grows without bound. Therefore, 
to insure a real value for ~ (and thus to insure stability) the 
following stability criteria must be met: 
(5.5) 
See equations (4.29) and (4.35). 
System instability results when the effective spring constant 
becomes negative. Physically we may explain this in terms of a 
driving force and a restoring force. The right hand side of 
equation ( 5. 5) represents the inertia of the pistons. This inertia 
has the interesting effect of driving the swashplate to a maximum 
angle. The left hand side of equation (5.5) represents the effect 
of the spring. By increasing the swashplate angle, we decrease the 
amount of compression in the spring and thereby decrease the load 
exerted by the spring on the swashplate. This is to say, the 
spring effectively pulls the swashplate back to a minimum angle as 
the swashplate angle is increased. When the driving force of the 
piston inertia becomes greater than the restoring force of the 
spring, the system drives itself into a maximum position. This is 
an unstable condition. 
Equation (5.5) requires that we design our spring large enough 
to overcome the inertia of the pistons. In practice, it is not 
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always possible to do this as space constraints often limit the 
size of the spring. Because of this space constraint, it should be 
noted that pump systems are often designed in an unstable configu-
ration. When this occurs, a feedback control mechanism is required 
to maintain stability (see Appendix B). 
Assuming that our system is of the stable variety (i.e., the 
conditions of equation (5.5) are satisfied), we may substitute the 
results of equation (5.4) back into equation (5.2) to solve for the 
free response of our system: 
(5. 6) 
where nd is the system damped natural frequency defined as 
(5.7) 
and D1 and D2 are two real constants that depend upon the system 
initial conditions. 
5.2 System Response 
We now look for the response of equation ( 4. 3 6) to an 
arbitrary excitation. We will assume a solution of the form 
t 
a:P(t) = JG(,:)f(t--r:)d,: , 
0 
(5.8) 
where G(T) is the Green's function, or rather, the impulse 
response of our system, and f(t-T) is the right hand side of 
equation (4.36). We may solve for the Green's function by 
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satisfying equation (5.6) for the initial conditions ah(O) 
ah(O) = 1. This result is given as 
G('t) = 
e-ca,,-r sin (Od't) 
Qd 
= o and 
(5.9) 
Substituting equation (5.9) back into equation (5.8), we determine 
the system response to be 
t -CD -r . ("' ) 
a: ( t) = J e n sin Hd't f( t-'t) d't 
P o Qd 
(5.10) 
The complete solution to our problem may be given as the 
summation of the free response of our system and the response of 
our system to an arbitrary excitation. Superposing equations (5. 6) 
and {5.10) we obtain the complete general solution to our problem: 
(5.11) 
To understand the dynamic characteristics of our system, we 
examine the response of equation (5.11) to a unit step input. This 
excitation would be analogous to a sudden.rise in pump discharge 
pressure. Substituting f ( t--r) = 1 into equation (5.11), and 
solving for the initial conditions a(O) = O and a(O) = o, we 
obtain the unit step response of our system: 
(5.12) 







Figure 5-1. System response to a unit step input. 
5.2.1 Rise Time 
The system rise time (tr) as illustrated in Figure 5-1 is the 
amount of time required for our system to go from 0 to 100% of 
its steady state value. Upon solving equation (5.12) for a(tr} = 
1, and rearranging terms, we are able to conclude that 
(5.13) 
The function passes through the origin when its 
argument is zero and it asymptotically approaches n/2 when its 
argument goes to infinity. Because of this behavior, we are able 
to express the limits of tr as 
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Clearly, to obtain the shortest rise time, we must maximize the 
damped natural frequency nd. Using equations (4.35) and (5.7) we 
maximize nd by maximizing the effective stiffness (K,g), minimizing 
the viscous damping {C) and minimizing the effective mass moment of 
inertia (I'!lf). In general, the above optimization entails maximiz-
ing k and minimizing w, I, M, and Ms. Other parameters may be 
changed but their effects upon the damped natural frequency may not 
be consistent. 
5.2.2 Maximum Percent overshoot 
We define the maximum percent overshoot as 
(¥ ( t ) -ex ( 00) 
Maximum Percent Overshoot = : (oo). ·100% (5.15) 
The peak time, tp, is depicted in Figure 5-1 and may be determined 
by differentiating equation (5.12) with respect to time and setting 
the derivative equal to zero. Since tP corresponds to the first 
peak of overshoot, we can say 
quantity and the steady state solution 
equation (5.15), we obtain the expression 
Maximum Percent Overshoot = 
Subs ti tu ting this 
a(oo) = 1 back into 
100% 
e 1C Cl ..;:r:::f1 
(5.16) 
We see from equation (5.16) that the maximum percent overshoot may 
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be reduced by forcing the viscous damping factor r to approach 
the limit of unity. From equation ( 4. 35) we see that this requires 
a maximum viscous damping coefficient (C), a minimum effective 
stiffness (Ktff} and a minimum effective mass moment of inertia (Itff). 
This optimization entails maximizing the parameter w and 
minimizing k, I, M1, Ms and L. Again, other parameters may be 
changed but their effects upon the viscous damping factor may not 
be consistent. 
5.2.3 Settling Time 
The response of our system to a unit step input remains inside 
an envelope of curves defined by 
«1 = i + e -r.o.nt I ✓1 _,2 
«2 ;;;; 1-e-(,O.nt/✓1-,2 
(5.17) 
See Figure 5-1. The time constant for each curve is given as 1/ rnd 
and it is conventional to define the settling time, ts, as four 
times this value. Therefore we can say that 
(5.18) 
From equation (5.18), we see that the settling time may be reduced 
by maximizing the viscous damping coefficient (C) and minimizing 
the effective mass moment of inertia (Itff). Specifically, this 
optimization may be accomplished by minimizing the parameters I, 
39 
Variations Rise Time % Overshoot Settling Time 
oC > 0 + - -
ok > 0 - + no effect 
ow> 0 + - no effect 
oI > 0 + + + 
oM1 > 0 + + + 
oMs > 0 + + + 
oMP > 0 inconsistent inconsistent + 
oL > 0 inconsistent + + 
or> 0 inconsistent inconsistent + 
Table 5-1. Design perturbation effects. 
The optimal system response would include a minimum rise time, 
a small maximum percent overshoot, and a short settling time. As 
shown in the previous sections, each of these characteristics may 
be changed by altering several design parameters. Table 5-1 shows 
the effect of parameter perturbations on each system characteris-
tic. As shown in Table 5-1, parameter alterations often exhibit 
competing effects on the system characteristics. For instance, an 
increase in pump speed, w, tends to decrease the maximum percent 
overshoot but increases the rise time. At the same time, increas-
ing w has no effect on the settling time. Furthermore, altering 
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other parameters (i.e., MP, Land r) may have either an optimal or 
an adverse effect upon the system characteristics. The effect of 
changing these parameters depends upon surrounding parameter 
values. It appears, in general, that the only consistent change 
that improves all three characteristics involves a decrease in the 
mass of the actuators and the swashplate. 
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CHAPTER 6. CONCLUSION 
This study focuses on modeling the complete nonlinear equation 
of motion for the swashplate in a variable-displacement pump. This 
model considers all dominant forces within the pump including the 
effects of discharge pressure. 
The stability of the swashplate system is discussed in detail, 
and the stability criterion, kL2 > M/'w2N/2, is presented. In 
general, the instability represented by this criterion refers to 
the opposing forces generated by the spring and those generated by 
the piston inertia. As noted .in the Discussion section of this 
report, the piston inertia tends to drive the pump into a maximum 
displacement while the spring tends to pull the pump back to a 
minimum displacement. When the driving force of the piston inertia 
exceeds the restoring force of the spring the swashplate system 
becomes unstable. 
In this report, the response of the swashplate system to a 
unit step input is examined. In particular, system characteristics 
such as rise time, maximum percent overshoot, and settling time are 
discussed. As presented in the Discussion section, certain design 
parameters are identified as contributing to specific system 
characteristics. Parameter perturbation effects are not always 
consistent and occasionally exhibit competing tendencies between 
optimal system characteristics. See Table 5-1. 
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APPENDIX A. DESIGN 
From a design standpoint, a great deal can be learned from the 
average steady-state conditions of the variable-displacement pump. 
In-particular, we are interested in determining the actuator sizes 
that are required to control the pump. The steady-state average 
position of the swashplate is derived in equation (4.33) and is 
rewritten here for convenience: 
(A. l) 
where 
C1 :;: kl L +AI N(l-sincf>) p. 
0 P 1t (cf>-n/2) .2 ' 
C2 = As1, - A I N(l-sinq>) 
p 1t (cl,-11:/2) 
(A. 2) 
c3 = A1L 
Since the required sizes of the actuators are determined in part by 
the pressures they see, we will examine the design criteria in 
terms of the discharge pressure (Pd) effect and the control pressure 
When designing a pump, it is important to design it in such a 
way as to keep the discharge pressure from reducing the swashplate 
angle, a. To maintain this criterion, we require c 2 > o. Using 
this requirement and equation {A.2), we write the following 
inequality to govern the size of the small actuator (A5 ): 
A > A rN( 1-sirnl>) 
s P L1t (cf>-1t/2) 
(A. 3) 
For controllability, we also note that the control pressure 
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(Pc) must have the ability to override all other forces represented 
by the right hand side of equation (A.1) . If c1 and c 2 are both 
positive, c3 must be designed large enough to insure a dominant 
control force for all operating conditions. For extreme situations 
we can see that the requirement, 
must satisfy this criterion. Using this relationship and equation 
(A.2) we can write the following inequality to govern the size of 
the large actuator (A1) : 
klo _ A rN(1-sincl>) (Pa..,. -PJ + A P4.ax 
A1 > p G,,,,x P L1t (ci)-tt/2) p c..ax s pc.ax. (A. 4) 
To simplify the relationship between the required size for the 
large actuator and the required size for the small actuator, we 
assume that P; is very small and that the source of our control 
pressure is the pump discharge pressure, i.e., max(Pc) = max(Pd). 
Using these assumptions, and combining equations (A.3) and (A.4), 
we see that 
kl 0 
A ---1 p 
~ 
> A -A rN(l-sinci)) 
s P L1t (cl>-tt/2) 
> 0 • 
In general, small actuators are desirable. 
(A. 5) 
The reason for 
this optimization primarily relates to the fact that a small 
actuator takes less time to fill than a large one does (i.e., small 
actuators are more responsive than large ones). Furthermore, small 
actuators tend to reduce the overall size of the pump package. 
From a mathematical view it would. appear as though we could 
minimize the required size of both actuators by eliminating the 
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term containing the variable in equation (A. 5). Using 
l'Hopital's rule, we can show that as ¢ ➔ n/2 
indeed go to zero. 
j j 
--E--'----<~-----+-------------+-+---t----3>--
Figure A-1. Indexed portplate. 
this term does 
In practice, the angle is adjusted by indexing the 
portplate against the direction of pump rotation. This adjustment 
physically brings ¢ closer to the value n/2. See Figure A-1. 
In effect, by indexing the portplate we are reducing the size of 
the transition region, ¢-n/2. This reduction in transition area 
tends to ba
1
lance the pressure profile on either side of the "I J 
I 
axis (see F!igure A-1) • Since the torque on the swashplate is 
I 
summed aboujt this axis, an ideally balanced pressure profile 
1 
produces a pet zero torque on the swashplate resulting from the 
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discharge pressure of the pump. In essence, the requirement of the 
small actuator (As) is simply to override the effect of any·torque 
generated by an "unbalanced" pressure profile. 
46 
APPENDIX B. CONTROL 
As mentioned in the Discussion of this report, variable-
displacement pumps often use feedback control mechanisms to 
maintain stability for unstable system design configurations. Not 
mentioned in the Discussion is the fact that even stable system 
configurations are often equipped with feedback control units. In 
these cases, however, these units are not used to stabilize the 
system, but are used to compensate for any input disturbance such 
as a sharp rise in discharge pressure. 
The purpose of this discussion is not to exhaust the topic of 
variable-displacement pump control. The work of this thesis has 
laid a foundation for the investigation of this subject but does 
not claim to support specific control unit design. What follows is 
a basic definition of the control problem and a few brief comments 
regarding the scope of future work. 
To consider controls, we begin by referencing the dynamic 
equation of motion described by equation (4.36), 
(B.1) 
where Ki= c2/Ieff and ~ = c3/Ieff. See equations (4.29) and (4 .• 31). 
Since equation {B .1) describes a variation from a steady-state 
average (see equation (4.32)) we define the control error, €, as 
the solution to equation (B.1), i.e., € = a 1 • In an attempt to 
control this error, we adjust Pc in such a way as to force a 1 ➔ 
O in time. 
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Since the control actuator (referred to in this report as the 
large actuator) is similar to a piston, we can describe the 
actuator pressure with an equation identical to the one derived in 
equation (3.21): 
= J! (Q-V) 
V 
(B. 2) 
where V is the actuator volume, P is the fluid bulk modulus and 
Q is the volumetric flow rate into the actuator. As in equation 








The behavior of Pb is a function of the feedback mechanism and 
will be discussed below. Using a linearized version of equation 
(3.3) and a reference volume, V0 , we can write the volume of the 
control actuator as 
(B. 5) 
Integrating equation (B.2) and using the results of equations (B.3) 
and (B.5) we see that, 
(B.6) 
The function of the control unit is to detect the error, ai, 
and to manipulate the terms of equation (B.6) accordingly. The 
usual method of manipulating equation (B.6) is done by adjusting 
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the flow· discharge area (A0 ) and controlling the direction of flow 
by chang-ing the boundary pressure Pb. See equation (B.4). In 
practice this is done by metering oil through a circular orifice 
using a valve stem and a cross drilled passage. The valve stem 
position determines the boundary pressure to use (P, or Pd) and the 
size of A0 • Mechanical linkages provide the feedback information, 
a 1• This method of adjustment provides a near-linear relationship 
between the parameters a 1 and A0 • Therefore, 
(B.7) 
where K1 is determined by the linkage mechanism and the size of 
the cross drilled passage. 
Substituting the results of equations (B.6) and (B.7) into 
equation (B.l}, we write the gen~al control problem as 
= K2 Pd + K3 l3·ln(V0 -A1 u 1L) 
1 
-K3Pf sign(Pb-Pc) CdK1!«1IJ21Pb""'.Pd/P dt . 
Vo - A1«1L 
(B.8) 
The solution to equation (B. 8) is not straightforward as it 
contains several nonlinearities and a somewhat discontinuous 
parameter, Pb. For closed-form solutions, the right hand side of 
equation (B.8) must be modeled. 
In general, the control designer wants to know how to design 
the feedback gain K1 • The questions that one may ask pertain to 
stability limits, response characteristics, and size constraints. 
It is assumed that the answers to these questions depend upon the 
system being controlled. Within this thesis, the system itself has 
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been examined; however, for optimal control design, equation (B.8) 
must be solved and examined in detail. This work remains to be 
done and is within the scope of future investigations. 
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