In this study, the authors investigate the secondary control of microgrids (MGs) in the presence of cyber imperfections such as delay and/or noise, and system disturbances. The existence of cyber imperfections and disturbance could bring in system uncertainty that will seriously degrade the effectiveness of most existing secondary control such as proportionalintegral-derivative (PID), etc. To tackle these issues, a biologically-inspired reinforcement learning technique has been proposed which adjusts its parameters to the perturbed system setpoints generated by the cyber imperfections and system disturbances. The learning capability and low computational complexity of the proposed controller make it a promising approach to take cyber imperfections and system disturbances into account, where traditional control methodologies are not suitable due to their vulnerability to the cyber imperfections. First, an emotional learning-based secondary control structure is proposed, where the impacts of cyber imperfection and disturbance have been captured efficiently. Then, the real-time update laws are developed for generating the proper emotional signals (ESs) to stabilize the frequency and voltage. Ultimately, using the generated ESs, the secondary control of MGs is achieved. The Lyapunov analysis has been provided to prove the stability of the proposed design. Moreover, MATLAB/Simulink-based simulations demonstrate the effectiveness of the proposed algorithm.
Introduction

Motivation
Cyber-physical power systems (CPPSs) encompass various communication and computation physical systems, which integrate and coordinate heterogeneous components to provide better state estimation and control of the power grid [1, 2] . In recent years, the emerging smart grids have opened the door for the ongoing integration of the CPPSs with advanced information and communication technologies [3, 4] . Microgrids (MGs) as the main component of the smart grids are independent distribution CPPSs, which provide guaranteed power quality for various loads [5] . The scalable integration of local generators including distributed energy resources (DERs) is now practical via implementation of MGs in CPPSs [6] . MGs operation mode is categorised into islanded and grid-connected modes with one point of connection to the main grid. It is worth noting that in a grid-connected MG, the frequency and voltage at the point of common coupling are dominantly determined by the main grid, while the MG operates as an autonomous system in the islanded mode. Stable and economical operations of MGs are achieved through energy management system (EMS) [7] . MG-EMS is responsible for (i) regulating voltage and frequency in both grid-connected and islanded modes, (ii) sharing the load among various DERs, (iii) controlling the exchange of power between the MG and the main grid, and (iv) optimising the MG operating cost [8] . Thus, it is of paramount importance to address the MGs operation and control challenges such as controlling voltage and frequency in both grid-connected and islanded modes [9, 10] . An embedded control system is responsible for processing periodic sensor data and generating controlling commands to achieve the power quality and stability of the CPPSs [1] . In this regard, a hierarchical control scheme has been proposed to tackle the challenges of MGs operation in both islanded and gridconnected modes [8] . There are three control levels in the hierarchical scheme, which are characterised by their speed of response and communication infrastructure requirements. Primary control as the fastest controlling level requires no communication with EMS and it is based on local measurements. Secondary control as the next controlling level operates on a slower timescale and sends the compensation references to eliminate the steady-state frequency and voltage errors generated from the operation of the primary control in the event of disturbances. Finally, tertiary control as the last level coordinates the operation of multiple MGs with each other and the main grid. It should be stated that there is no tertiary control when an MG operates in an islanded mode. Advanced communication technologies are deployed in order to transmit the huge volume of data between control levels. However, the unreliability of the network could cause significant challenges in state estimation and control. Cyber imperfections such as delay and/or noise can greatly degrade the performance of the system if they are not incorporated with adaptive and robust controllers. Traditional controllers suffer from the degraded performance in the presence of cyber imperfections since there is no mechanism to adjust the controller parameters to the system dynamic changes caused by cyber imperfections. Moreover, most of the state-of-theart methods for MGs control [5, 8, 11] are model-based approaches which require detailed information about the system dynamics (i.e. the MG dynamics). However, such information is challenging to obtain, because of the non-linear and complex nature of the DERs dynamics in MGs, and uncertainties in the system due to the disturbance events (e.g. transition from grid-connected mode to islanded mode). Therefore, there is a pressing need to develop a model-free adaptive controller to adapt to the system dynamics and account for uncertainties and cyber imperfections.
Related works
Previous works have proposed different control methods, in order to address the challenges in MG operation. The MG's autonomous operation during the transition to the islanded mode has been investigated in [11] . An input-output feedback linearisation approach has been utilised in [8] to transform the non-linear heterogeneous dynamics of DERs into linear dynamics to design a secondary controller for MGs. Recently, a proportional-integralbased (PI) frequency controller has been developed for MGs in [9] IET Cyber-Phys. Syst by using a combination of the fuzzy logic and the particle swarm optimisation techniques to make the conventional PI controller adaptive to the dynamical changes. More recently, intelligent secondary control of DERs for MGs in islanded mode has been addressed in [12] . Moreover, decentralised and distributed secondary controllers have been developed for MGs in islanded mode in [13, 14] , respectively. Although all of these controllers perform well with respect to the changes in the system operating conditions, they require detailed information about the system dynamics to adjust the MG control parameters in real time. Moreover, the effect of cyber imperfections in the performance of the controller has not been addressed in these studies. The problem of designing a model-free secondary controller has been studied in [15] . In this regard, an adaptive neuro-fuzzy inference system (ANFIS) method has been presented for simultaneous voltage and frequency control in an islanded MG. However, the proposed control scheme is trained by a desired input/output data set off-line which is not appropriate for a real system. To this end, the development of control strategies with less dependency on the full knowledge of the system dynamics which can operate online is essential.
In recent years, intelligent approaches have been extensively utilised for successfully solving diverse complex problems [16] [17] [18] . Among them, biologically inspired intelligent approaches have been received tremendous interests by many researchers because of their inherent potential to deal with computationally complex systems. Brain emotional learning-based intelligent controller (BELBIC) is one of such approaches, which takes advantage of a computational model of emotional learning [19] . While PIderivative (PID) is the most widely used controller in practical engineering [20] , it performs poorly when the system is exposed to the non-linearities, system uncertainty, and unknown disturbances caused by unwanted phenomena such as cyber imperfections. The fundamental difficulty with PID control is that it is a linear control system, with constant parameters. To overcome this issue, PIDs can be modified in different ways such as cascading multiple PID controllers, gain scheduling etc. Another problem with PID is related to the derivative term, which could amplify the process noise (could cause large variation in the output). To remove higherfrequency noise components, it is often helpful to use a low-pass filter. However, it should be mentioned that the low-pass filter and the derivative term can cancel each other out.
From a control systems point of view, BELBIC is a model-free controller (i.e. model dynamics are fully or partially unknown) which has shown promising performance under non-linearities, noise, and system uncertainty [21] . This is due to the fact that BELBIC has the capability of the learning and adapting to the different operational conditions. This is simply happening by constantly updating its weights to minimise the system tracking error, which leads to the satisfactory performance of the system. Furthermore, BELBIC could effectively control a system even when the states of the system and the controller performance feedback are the only available information [21] . In addition, compared to other existing learning-based intelligent control methods, the computational complexity of BELBIC is in the order of O n which makes it a suitable approach for real-time implementation.
Main contributions
Our main contributions are summarised as follows:
• We develop a model-free adaptive intelligent secondary control for voltage and frequency stabilisation in MGs to account for system uncertainties, disturbances, and cyber imperfections. A key challenge is to control the MGs operation under different uncertainties in both grid-connected and islanded modes without detailed information about the system dynamics. • To design a model-free controller, we propose a biologically inspired intelligent secondary controller, which takes advantage of the computational model of emotional learning in the mammalian limbic system. The proposed methodology has a low computational complexity, which makes it a promising method for real-time applications. Furthermore, keeping the system complexity in a practically achievable limit, the proposed method delivers a controller with multi-objective properties (i.e. control effort optimisation, uncertainty handling, and noise/disturbance rejection). Moreover, similar to other relevant literatures [22, 23] , we provided the Lyapunov analysis to prove that the proposed methodology guarantees the convergence of the designed control signals. The learning capability of the proposed approach is validated for stabilising the voltage and frequency of the MGs with a promising performance. • The superior performance of the proposed secondary controller is further validated by comparing the results with a conventional PID controller and an intelligent controller based on neural network (NN). The results indicate that BELBIC controller performs more robust under noisy and delayed measurements, while the performance of the PID and the NN-based controller are degraded during the cyber imperfections in the system.
The rest of this paper is organised as follows. Section 2 presents the problem statement. Our main contribution is introduced in Section 3, which consists of BELBIC-based intelligent secondary control of MGs. Section 4 presents numerical simulation results. The conclusion and future directions of our work are provided in Section 5.
Preliminaries and problem formulation
In this section, the required preliminaries of the system model are provided and the objectives of the secondary controller are elaborated.
System modelling
According to U.S. Department of Energy [24] , an MG is defined as a group of interconnected loads and DERs within clearly defined electrical boundaries that act as a single controllable unit with respect to the main grid. A hierarchical control scheme consists of primary and secondary control levels; they are leveraged as an appealing solution for the voltage and frequency regulation within an MG. The single line diagram of a sample MG model is depicted in Fig. 1 (see (1) ) . Our focus in this paper is to design an intelligent secondary controller for an MG. Secondary control acts over the primary control by sending compensation references to remove the steadystate error for secure and economical operation of MGs. Differential and algebraic (DAEs) schemes are developed to design the PID controller which are then used as the benchmark controller.
In the proposed MG model, we place the secondary controller on a synchronous machine (SM) to ensure stable operation of the MG. The SM and its components are described below: • SM: A six-order sub-transient state-space model is deployed to model the dynamics of the standard SM [25] . The first-sixth states in (1) represent the DAEs of the SM. All the parameters and variables and state-space coefficients are defined in Tables 1  and 2 , respectively. Note that the index i refers to the number of SMs (i.e. i = {1, 2}). • Speed turbine: A simple speed-turbine system with one gain and one time constant is designed for the SM in Fig. 1 in order to perform the primary control by adjusting the input fuel to the turbine to track the load variations [26] . The seventh state in (1) represents the dynamics of the speed turbine. • Excitation system: The excitation system is mainly responsible for maintaining the voltage magnitude in the base value. An automatic voltage regulator (AVR) of the type IEEE-DC1A is adopted as the excitation system. The DAEs of the proposed AVR are shown in (1) as states eighth-tenth. • Secondary controller: A secondary controller's main task is to compensate the voltage and frequency deviations after any event of disturbance in the system. The aim of this paper is to design a model-free intelligent secondary controller without the knowledge of the system dynamic model.
In particular, for illustration purposes, we can represent the system DAEs in a general structure [25, 27, 28] as follows:
where x is the state vector, y is the measurement vector, u is the input vector, w is the process noise, v¯ is the measurement noise, f is the system function, and h is the measurement function. Both process and measurement noises are considered to be white, Gaussian, and independent of each other. The covariance matrices are assumed to be constant and denoted as Q and R. Note that the measurement noise v¯ is additive, while the process noise w is nonadditive and non-linearly related to the state variables. Besides, we need to characterise the measurements' communication delays to evaluate the robustness of our proposed controller. In this regard, a stochastic delay function Ξ i (t) is defined to simulate the effect of the measurements' delay in the performance of the system controller. The empirical study reported by Zhu et al. [29] suggested that a tri-modal Gaussian mixture model containing three normal distributions is the best fit among all the candidate distributions. Hence, we will utilise this model in this paper to take into account the effect of the communication delays. The delay function Ξ i (t) is augmented to the system equations in (1) through the system measurements.
Objectives
On the basis of the hierarchical control structure of MGs described in Section 2.1, the objective is to design the control signal u(t) for simultaneously stabilising the frequency and the voltage of the MGs. Specifically, the proposed secondary-level control is designed to stabilise both frequency and voltage signals in the events of cyber imperfections such as delay and/or noise, and also system dynamics uncertainties, and disturbances.
BELBIC-based intelligent secondary control for MGs
Generally, intelligent techniques could be utilised for solving different control problems via direct or indirect approaches. In the direct mode, the intelligent method is utilised as a controller block, while it is employed for obtaining the controller's parameters in the indirect mode. In this paper, we propose a biologically inspired adaptive intelligent secondary control technique which is based on the computational model of emotional learning in the mammal's brain and utilised it as a controller (i.e. direct mode), for secondary control of MGs. The controller formulations will be provided in a general form. However, we will use the MG in Fig. 1 to provide intuitive examples in order to illustrate the BELBIC structure.
BELBIC structure
Biologically inspired intelligent approaches are among the emerging techniques which have been received a great deal of interests by many researchers because of their inherent potential to deal with computationally complex systems. Cyber imperfections such as delay and/or noise, and also system dynamics uncertainties, 9 (t) , and x i, 9, min 
IET and disturbances are considered as challenging issues, which commonly exist in the MGs. To tackle these critical issues, we will take advantage of the BELBIC in this paper.
BELBIC is one of the neurobiologically motivated intelligent methodologies, which is based on the computational model of emotional learning observed in the mammalian limbic system proposed in [19] . This model (depicted in Fig. 2 ) has two main parts: amygdala and orbitofrontal cortex. Amygdala is responsible for immediate learning, while orbitofrontal cortex is responsible for inhibition of any inappropriate learning happening in the amygdala. Sensory inputs (SIs) and emotional signal (ES) are two main inputs to the BELBIC model.
The output of the BELBIC i.e. model output (MO) can be defined as
which is calculated by the difference between Amygdala outputs A l and orbitofrontal cortex outputs OC l . Here, l is the number of SIs.
Orbitofrontal cortex and amygdala outputs are calculated by the summation of all their corresponding nodes, where the output of each node is described as where SI l is the lth SI, V l is the weight of the amygdala, and W l is the weight of the orbitofrontal cortex. The following equations are employed for updating V l and W l , respectively:
where K w and K v are the learning rates. The maximum of all SIs is another input considered in the model. This signal (i.e. A th ), which is directly sent from the thalamus to the amygdala, is defined as
where V th is the weight and the corresponding update law is as follows:
Several techniques have been adopted for tuning the BELBIC parameters. For instance, genetic algorithm is adopted for optimally tuning BELBIC parameters in [31] while a particle swarm optimisation-based approach is implemented in [32] . Jafari et al. in [33] adopted the clonal selection algorithm to obtain BELBIC parameters, where it has been successfully applied for controlling a single-link flexible joint manipulator. Moreover, a fuzzy tuning of BELBIC parameters has been proposed in [34] and successfully applied for controlling a chaotic system and an inverted-double pendulum system. Trial and error tuning has also been shown to be appropriate, since [21, 35] relied on this method. In this paper, to significantly reduce the computational complexity, a heuristic approach is utilised for tuning the BELBIC parameters. Fundamentally, BELBIC is an action selection technique, in which action (i.e. control input) is produced based on SI and ES. The general forms of SI and ES are given as follows:
ES = F e, r, y, u
where e is the set of system errors which refers to frequency and voltage errors for the system SMs (i.e. e = {δω 1 , δω 2 , δv s, 1 , δv s, 2 }), r is the set of system inputs which correspond to the voltage and frequency references for the system SMs (i.e. r = ν ref , ω ref ), y is the set of system outputs which correspond to the measured system frequencies and voltages for the system SMs (i.e. y = {ω 1 , ω 2 , v s, 1 , v s, 2 }), and u is the set of the control inputs which contains the control inputs for the system SMs (i.e. u = U sec1 , U sec2 , T sec1 , T sec2 ). The control objectives (e.g. reference tracking and optimal control) could implicitly be decided by choosing the adequate ES. For example, it is possible to choose the ES for achieving a better reference tracking performance, for reducing the overshoot, and/or for the energy expense minimisation, among others. Aiming at designing a model-free adaptive intelligent secondary control for voltage and frequency stabilisation in MGs, the proposed biologically inspired technique will focus on improving: (i) reference tracking performance, (ii) handling the cyber imperfections such as delay and/or noise,(iii) model uncertainty handling, and (iv) disturbance rejection.
To accomplish these objectives, for each of the control inputs (i.e. u = U i, m ), the SI i, m , and ES i, m will be designed as are positive gains. The ES will change its impact on the system behaviour by assigning different values to these positive gains. In this work, different gains are assigned for each one of the control inputs (i.e. U i, m , i = 1, 2, m = 1, 2) of the system.
The proposed controller is a model-free controller which relaxes the requirement of the system model (i.e. model dynamics can be fully or partially unknown). It is designed by adapting a biologically inspired reinforcement learning technique (i.e. BELBIC), which is based on a computational model of emotional learning in the mammalian limbic system [19] . BELBIC essentially produces its actions based on the ES (which represents the condition of the system by considering the particular objectives) and SI (which represents the current state of the system). Besides, depending on the multi-objective characteristics of the problem, appropriate values for SI and ES can be defined to satisfy the system objectives [36] [37] [38] [39] . In other words, we designed the ES in such a way that the increase in reference tracking error will generate a negative emotion in the system, which is then taken as evidence for the unsatisfactory performance of the system. Therefore, the proposed controller will behave in such a way that it will always minimise the negative emotion which leads to the satisfactory performance of the system.
Implementing BELBIC in MGs
In secondary control of MGs, multiple performance considerations have to be taken into account all at the same time; therefore, it is a very interesting case for using biologically inspired learning-based multi-objective methodologies such as BELBIC. Designing a model-free adaptive intelligent secondary control for voltage and frequency stabilisation of MGs by considering the cyber imperfections such as delay and/or noise, and system disturbances, in addition to designing a suitable controller for real-time implementation, encourages us to take advantage of the computational model of BELBIC. The BELBIC architecture [30] ES i, m = K i, m, 1 implemented for the sample MG is shown in Fig. 3 . This figure demonstrates a closed-loop configuration which consists of the following blocks: (i) BELBIC block, (ii) SI functions block, (iii) ES generators block, (iv) modulators 1 and 2, (v) primary control blocks, and finally (vi) blocks for the DGs. This architecture implicitly demonstrates the overall emotional learning-based control concept, which consists of the action selection mechanism, the critic, and the learning algorithm [21] . At the primary control level, local DER controllers generate fast control responses including inner voltage/current and power sharing control signals. The secondary control acts over the primary control by sending compensation references to correct the steady-state error for secure and economical operation of MGs. From (12) and (13), the BELBIC-inspired secondary control strategy for voltage and frequency stabilisation in MGs is obtained, i.e.
(see (14)) here i = {1, 2} and m = {1, 2} make reference to each control input. Considering the results obtained in Theorem 1 [i.e. (22) ] and by substituting the ES with (13) the BELBIC model output of the secondary controller for voltage and frequency stabilisation in MGs is calculated as follows: (see (15) ) which clearly satisfies our goal of voltage and frequency stabilisation. In other words, the model output accomplished all the secondary control objectives, i.e. reference tracking and stabilisation of both voltage and frequency.
The overall model-free biologically inspired adaptive intelligent secondary control methodology proposed in this paper is summarised as pseudocode in Algorithm 1 (Fig. 4 ).
Computational complexity
In general, the algorithm running time is growing as the size of the problem gets larger. For these reasons, in order to compute the computational complexity of an algorithm, the O( ⋅ ) notation is introduced in [40] , which simply represents the maximum growth of the algorithm running time.
Definition 1: For two functions Z 1 (η) and Z 2 (η) of a nonnegative parameter η, Z 1 (η) = O[Z 2 (η)] if there is a constant ϕ > 0 such that for all sufficiently large η, Z 1 (η) ≤ ϕZ 2 (η). Therefore, the function ϕZ 2 (η) is an asymptotic upper bound on Z 1 . Considering the details given in Definitions 1 and 2, and by computing the computational complexity of the Algorithm 1, we will get that it is on the order of O(m), where m is the number of the SMs. It indicates that the proposed method is a polynomialtime algorithm, and therefore remains computationally efficient even if there are many DGs. In addition, comparing to other existing learning-based algorithms, the computational complexity of the single output multilayer perceptron is on the order of O(cm), where c is the number of hidden neurones, and it is exponential for both ANFIS, and locally linear neuro-fuzzy [41, 42] . Therefore, the proposed method has lower computational complexity in comparison with other learning-based methods and is more appropriate for implementation in real-time applications.
Stability analysis
Theorem 1 is presenting the convergence of the weights of the amygdala V i, m and the orbitofrontal cortex W i, m . Theorem 2 is providing the closed-loop stability of the proposed controller and Remark 1 explains how the proposed method converges to intelligent adaptive secondary control of MG.
Theorem 1: Given the BELBIC design as (12)- (15) , there exists the positive BELBIC tuning parameters K v , K w satisfying:
such that the BELBIC estimated weights of the amygdala V i, m and the orbitofrontal cortex W i, m converge to the desired targets asymptotically.
Proof: Details of the proof is provided in Appendix A of Section 7.1. □ Theorem 2 (closed-loop stability): Given the initial MG state x(0) and the BELBIC estimated weights of the amygdala V i, m (0) and the orbitofrontal cortex W i, m (0) be bounded in the set Λ. Let the BELBIC be tuned and estimated control policy be given as (18) , (19) , and (14) . Then, there exists positive constants K v , K w satisfying Theorem 1 such that MG state x(t) and BELBIC weights estimation errors are all asymptotically stable.
Proof: Details of the proof is provided in Appendix B of Section 7.4. □ Corollary 1: On the basis of the BELBIC theory [21] and (14), the intelligent adaptive secondary control of MG can be obtained while the estimated weights of the amygdala V and the orbitofrontal cortex W i, m are converging to desired targets. According to Theorem 1, estimated weights converge to desired targets asymptotically. Therefore, the designed BELBIC input U i, m [i.e. (14) ] converges to intelligent adaptive secondary control of MG asymptotically.
Simulation results
Case study
This section presents the simulation results of the MG consisting of two synchronous generators, two asynchronous motors, loads, and lines operating under three different scenarios: transition from the grid-connected mode to islanded mode with no cyber imperfections such as delay and noise, transition from the grid-connected mode to islanded mode with noisy measurements, and transition from the grid-connected mode to islanded mode considering delay. Since PID is the most widely used controller in practical engineering [20] , and also NN-based controllers are the most widely proposed learning-based controllers in the literatures [43] [44] [45] [46] , in all the three scenarios, the BELBIC-based proposed secondary controller results (frequency and voltage transient responses) are compared with both PID secondary controller and NN-based secondary controller. In the first scenario, there are no cyber imperfections imposed to the system. In the second scenario, the effects of noisy measurements on system behaviour have been studied. Finally, in the last scenario, the impacts of imposing a stochastic delay to the system have been investigated. In all scenarios, the total simulation time is 20 s and MG is disconnected from the main grid at t = 0.2 s. Also, the sampling time for all simulations is 0.0001 s and all simulations are implemented in MATLAB/Simulink and carried out on a Win 7 platform with CPU of E5420 2×2.5 GHz and 16 GB of RAM. The details of the implemented model in MATLAB/Simulink are shown in Fig. 5 .
Transition from the grid-connected mode to islanded mode without measurement noise and delay
In this scenario, the MG will be disconnected from the main grid at t = 0.2 while there are no imperfection measurements. Figs. 6-8 show the frequency response of the MG and the voltage transient of the MG for SM 1 and SM 2 during the transition period. In all cases, BELBIC-based intelligent controller is shown in green colour, NN-based intelligent controller is shown in red colour, the conventional PID controller is plotted in blue colour, the system with no secondary controller is shown in cyan colour, and the reference signal is in black colour. From these plots, it is observed that all the controllers, i.e. PID, NN-based, and the proposed BELBIC-based methods are capable of stabilising both the frequency and the voltage. However, the proposed BELBIC-based controller has faster response, lower overshoot, and smaller settling time in comparison with both PID and NN-based controllers. Furthermore, when the MG has been disconnected from the main grid at 0.2 s, the proposed method responds faster than the other methods to successfully handle the sudden changes in the system. Therefore, it is more appropriate for controlling the MG system. It must be noted that for the next two scenarios, we will not show the system with no secondary controller in these figures because it will not allow other responses to be clearly seen and the results are by far worst than the system with one of the aforementioned secondary controllers. In addition, due to the similarity of voltage transient responses of SM 1 and SM 2 , we will only show voltage transient response of the bus connected to SM 1 from now on.
Transition from the grid-connected mode to islanded mode with noisy measurement
Aside from disturbances, to check the robustness of the proposed method dealing with cyber imperfections, a similar experiment was performed, but using the system affected by zero-mean Gaussian noise with variance of 0.01. The objective is to evaluate the performance of all secondary controllers, considering that their settings remain the same as before. In other words, there was no additional tuning of the controllers for adapting to the new system conditions. Figs. 9 and 10 show the frequency response of the MG and the voltage transient of the MG for SM 1 during the transition period in the presence of zero-mean Gaussian noise with variance of 0.01. In all cases, BELBIC-based intelligent controller is shown in green colour, NN-based intelligent controller is shown in red colour, the conventional PID controller is plotted in blue colour, and the reference signal is in black colour. From these plots, it is observed that all the controllers, i.e. PID, NN-based, and the proposed BELBIC-based methods are capable of stabilising both the frequency and the voltage. However, the proposed BELBICbased controller stabilised the system with smaller variation due to the imposed noise in comparison with both PID and NN-based controllers. Furthermore, when the MG has been disconnected from the main grid at 0.2 s, the proposed method responds faster than the other methods to successfully handle the sudden changes in the system. Also, the proposed method can compensate both voltage and frequency with less error. Therefore, it is more appropriate for controlling the MG system. Fig. 6 Frequency output of the system for the proposed intelligent secondary control. BELBIC-based intelligent controller is in green colour, NN-based intelligent controller is in red colour, the PID controller is in blue colour, the system with no secondary controller is in cyan colour, and the reference signal is shown in black. MG will be disconnected from the main grid at t = 0.2 s Fig. 7 Voltage output of the SM 1 for the proposed intelligent secondary control. BELBIC-based intelligent controller is in green colour, NN-based intelligent controller is in red colour, the PID controller is in blue colour, the system with no secondary controller is in cyan colour, and the reference signal is shown in Black. MG will be disconnected from the main grid at t = 0.2 s Fig. 8 Voltage output of the SM 2 for the proposed intelligent secondary control. BELBIC-based intelligent controller is in green colour, NN-based intelligent controller is in red colour, the PID controller is in blue colour, the system with no secondary controller is in cyan colour, and the reference signal is shown in black. MG will be disconnected from the main grid at t = 0.2 s Fig. 9 Frequency output of the system for the proposed intelligent secondary control in the presence of zero-mean Gaussian noise with variance of 0.01. BELBIC-based intelligent controller is in Green colour, NN-based intelligent controller is in red colour, the PID controller is in blue colour, and the reference signal is shown in black. MG will be disconnected from the main grid at t = 0. 
Transition from the grid-connected mode to islanded mode with delay
Additionally, to check the capabilities of the proposed method dealing with delay, a similar experiment was performed but using the system influenced by a stochastic delay. The objective is to evaluate the performance of all secondary controllers, considering that their settings remain the same as before. In other words, there was no additional tuning of the controllers for adapting to the new system conditions. In this regard, we considered a tri-modal Gaussian mixture model as suggested in [29] as the best fit distribution for the synchrophasor delays. A tri-modal Gaussian mixture model for measurements' delay can be characterised as the combination of three normal distributions as follows:
where i = {1, 2} (i.e. number of SMs) and the jth component corresponds to a normal distribution with mean μ i, j , standard deviation σ i, j , and the weight λ i, j . In other words, the delay function is augmented to the measurements obtained from each SM and then is transmitted to the controller. The parameters of the trimodal distributions are calculated from the maximum-likelihood estimations using the historical synchrophasor data. In this paper, we utilised the parameters of PMU1 and PMU2 in [29] for simulation purposes. Figs. 11 and 12 show the frequency response of the MG and the voltage transient of the MG for SM 1 during the transition period in the presence of a stochastic delay. In all cases, BELBIC-based intelligent controller is shown in green colour, NN-based intelligent controller is shown in red colour, the conventional PID controller is plotted in blue colour, and the reference signal is in black colour. From these plots, it is observed that all the controllers, i.e. PID, NN-based and the proposed BELBIC-based methods are capable of stabilising both the frequency and the voltage. However, both PID and NN-based controllers have steadystate errors, which are not appropriate for perfectly tracking the references. Furthermore, when the MG has been disconnected from the main grid at 0.2 s, the proposed method responds faster than the other methods to successfully handle the sudden changes in the system. Also, the proposed method can compensate both voltage and frequency with less error. Therefore, it is more appropriate for controlling the MG system.
Conclusion and future work
In this paper, a biologically inspired adaptive intelligent secondary controller (BELBIC) is developed for economic and reliable operation of MGs by stabilising the frequency and the voltage. SIs and ES are two main inputs to BELBIC model, and it was shown that the multi-objective problems could be solved by defining appropriate SI and ES. The flexibility in assigning different SI and ES makes this controller a practical tool for implementation in realtime applications. Moreover, a computation complexity analysis is performed for the BELBIC, which shows a low computational complexity of the algorithm. Furthermore, a Lyapunov stability analysis has been adopted to demonstrate that the developed intelligent BELBIC guarantees the convergence of the designed control signals as well as maintain the system stability during the learning process. The experimental results for a simulated MG in MATLAB/Simulink demonstrated the effectiveness of the proposed method compared with other alternative controllers. Considering the influence of the cyber imperfections in real-time secondary control of the MGs, the proposed methodology demonstrated to be a promising tool for practical implementation because of its fast learning capability and low computational complexity.
In the future work, the proposed secondary controller will be extended to multiple community-based MGs through an independent operator called community-based MG operator. In addition, multiple community-based MGs will be implemented in an real-time digital simulators (RTDS) platform to simulate different disturbances and uncertainties in a real-time system. Fig. 10 Voltage output of the SM 1 for the proposed intelligent secondary control in the presence of zero-mean Gaussian noise with variance of 0.01. BELBIC-based intelligent controller is in green colour, NN-based intelligent controller is in red colour, the PID controller is in blue colour, and the reference signal is shown in black. MG will be disconnected from the main grid at t = 0.2 s Fig. 11 Frequency output of the system for the proposed intelligent secondary control in the presence of stochastic delay. BELBIC-based intelligent controller is in green colour, NN-based intelligent controller is in red colour, the PID controller is in blue colour, and the reference signal is shown in black. MG will be disconnected from the main grid at t = 0.2 s Fig. 12 Voltage output of the SM 1 for the proposed intelligent secondary control in the presence of stochastic delay. BELBIC-based intelligent controller is in green colour, NN-based intelligent controller is in red colour, the PID controller is in blue colour, and the reference signal is shown in black. MG will be disconnected from the main grid at t = 0. 
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Appendix
Appendix A
In general, to investigate the convergence of the weights in a learning-based algorithm, behaviour of the overall algorithm should be evaluated in the following two phases: (i) non-adapting phase (i.e. after system completes its learning process) and (ii) adaptation phase. To this end, the following analysis has been provided for both phases.
Non-adapting phase
To evaluate the behaviour of the system in non-adapting phase (i.e. when the system completes its learning process), the output of the system in this phase should be investigated for all SIs (i is the number of the SIs). Therefore, the updating rules of amygdala and orbitofrontal cortex, i.e. (6) and (7) , should be taken into consideration. Additionally, here we assume that the max function in (6) could be neglected. Then, the output of the model could be defined as follows [substituting (4) and (5) into (3)]: 
The variations of the weights of the orbitofrontal cortex ΔW i and the amygdala ΔV i will be equal to zero (i.e. ΔW i = ΔV i = 0), after the overall system completes its learning process. Assuming that the SI i ≠ 0, the following could be obtained:
Ultimately, substituting the obtained results of (20) and (21) in (17), the learning model's output in its non-adapting phase could be obtained as follows:
Adaptation phase
To evaluate the behaviour of the system in adaptation phase, we considered that the V l * is the weight of amygdala for each control input l when the system has been learnt and also Ê S l is the ES for each control input l during its adaptation phase. Therefore, the following could be obtained:
ES l = V l * × SI l and Ê S l = V l × SI l (23)
Considering the results of (24), we need to investigate the learning process of the algorithm based on the following two cases:
• ES l − Ê S l ≥ 0.
• ES l − Ê S l < 0.
Let us consider the case I, (i.e. ES l − Ê S l ≥ 0). Therefore, the variation of the weights of the amygdala ΔV l (k) could be obtained as follows:
ΔV l (k) = K v × SI l × max 0, ES l − Ê S l
where Ṽ l = V l * − V l V l k + 1 = V l k + ΔV l (k)
Now, let us consider the second case (i.e. ES l − Ê S l < 0). Therefore, the max function in (24) forces the amygdala to stop the variation of its weights and as a result the following holds:
According to the emotional learning model, the main responsibility of the orbitofrontal cortex is to inhibit any inappropriate learning occurring in the amygdala. Therefore, whenever the orbitofrontal cortex is activated, the variation of its weights ΔW l (k) could be obtained as follows:
where Ṽ l = V l * − V l and W l = Ṽ l + W l W l k + 1 = W l k + ΔW l (k) W l k + 1 = Ṽ l k + 1 + W l k + 1 = Ṽ l k + W l k + ΔW l (k)
Appendix B
To provide the closed-loop stability analysis, let us consider the actual system controller u a is defined as follows:
where u s and ũ are a stable controller and the controller which are given by the BELBIC model output MO.
Considering that the u s is a stable controller for the following system:
there exists a Lyapunov function L s (x) which guarantees the stability of the above system x T x
As a result, by taking the first derivative, we have the following equation:
Additionally, by defining the Lyapunov function L MO (x), the following is obtained:
As a result, by taking the first derivative, the following is obtained:
Ultimately, by defining the actual system as
and by considering the Lyapunov function L a (x), the stability proof of overall system is provided as follows:
L a (x) = 1 2
x T x (37) 
