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Аннотация. Рассматривается начально-краевая задача в полу-
полосе для обобщенного уравнения Кавахары. В случае нерегуляр-
ной начальной функции устанавливаются результаты о повышении
внутренней гладкости слабых решений в зависимости от скорости
убывания начальной функции на бесконечности. Эти результаты ис-
пользуются для доказательства убывания решений при больших вре-
менах.
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Ключевые слова и фразы. Уравнение Кавахары, начально-крае-
вая задача, внутренняя регулярность решений, убывание при боль-
ших временах.
1. Введение
В настоящей работе рассматривается начально-краевая задача
для обобщенного уравнения Кавахары
ut   @5xu+ b@3xu+ uux + g1(t; x)ux + g0(t; x)u = f(t; x) (1.1)
при t  0, x  0 с граничными условиями
u

t=0
= u0(x); u

x=0
= (t); ux

x=0
= (t) (1.2)
(b — вещественная константа). Уравнение Кавахары
ut   @5xu+ b@3xu+ aux + uux = 0 (1.3)
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описывает распространение длинных нелинейных волн в средах со
слабой дисперсией (см., например, [1–3]) и является модификацией
уравнения Кортевега–де Фриза
ut + uxxx + aux + uux = 0 (1.4)
на случай дисперсионного соотношения более высокого порядка.
Переход от уравнения (1.3) к уравнению (1.1) позволяет учесть до-
полнительные эффекты, в частности, связанные с неоднородностью
среды. Другой причиной рассмотрения именно уравнения (1.1) явля-
ется его инвариантность относительно замены
eu(t; x)  u(t; x)   (t; x) (1.5)
для некоторой заданной функции  . Действительно для функции eu
уравнение (1.1) переходит в уравнение
eut   @5xeu+ b@3xeu+ eueux + eg1(t; x)eux + eg0(t; x)eu = ef(t; x); (1.6)
где eg1  g1 +  ; eg0  g0 +  x;ef  f    t + @5x   b@3x     x   g1 x   g0 : (1.7)
В свою очередь, преобразование (1.5) является вполне естественным
и широко используется, например, для обнуления краевых условий.
С точки зрения вопросов разрешимости и корректности для урав-
нения Кавахары наиболее изученной является задача Коши (см., на-
пример, [4–9]). Для начально-краевой задачи при x  0 с граничными
условиями (1.2) подобные результаты были получены в [10,11,13,16,
17,22]. Начально-краевая задача на ограниченном интервале рассма-
тривалась в [11,12,14,15,18–23].
Целью настоящей работы является, во-первых, изучение вопросов
повышения внутренней регулярности слабых решений задачи (1.1),
(1.2) в зависимости от скорости убывания нерегулярной начальной
функции u0 при x ! +1. Получены результаты о существовании
как обобщенных, так и непрерывных производных, причем в после-
днем случае установлены оценки этих производных в нормах Гель-
дера. При этом, рассматриваются решения, построенные ранее в ста-
тье [16]. Другой круг вопросов состоит в изучении поведения данных
решений при больших временах. Установлены результаты об их эк-
споненциальном убывании в нормах L2 при t ! +1. При этом, в
доказательстве используются полученные результаты о повышении
внутренней гладкости.
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Подчеркнем, что говоря здесь об обобщении уравнении Кавахары,
мы не затрагиваем вопрос о повышении степени нелинейности (см.,
например, [23]).
Символы j; k; l;m; n везде в дальнейшем обозначают неотрица-
тельные целые числа.
Для любых T > 0,  2 (0; T ) и x0 2 R или x0 =  1 положим
;x0T = (; T ) (x0;+1), пусть T = 0; 1T , +T = 0;0T .
Для p 2 [1;+1] положим Lp;x0 = Lp(x0;+1), Hkx0 = Hk(x0;+1),
W kp;x0 = W
k
p (x0;+1); пусть Lp = Lp; 1, Lp;+ = Lp;0, Hk+ = Hk0 ,
W kp;+ =W
k
p;0.
Определим специальное весовое пространство. Для  2 R и x0 2 R
положим
Lp;x0 = ff(x) : (1 + x  x0)f 2 Lp;x0g
и введем на нем естественную норму; пусть Lp;+ = Lp;0, пусть Lp =
Lp \ Lp;+. Положим
(f ;T; ; x0) = sup
m0
TZ

x0+m+1Z
x0+m
f2(t; x) dx dt;
пусть +(f ;T ) = (f ;T; 0; 0).
Для   0 введем пространство X(;x0T ), состоящее из функций
f(t; x) таких, что
f 2 Cw([; T ];L2;x0); (fxx;T; ; x0) < +1
и, если  > 0, то дополнительно
fxx 2 L2(; T ;L 1=22;x0 )
(символ Cw обозначает пространство слабых отображений) с есте-
ственной нормой.
Через Ckb (I) для любого интервала I  R обозначим пространство
непрерывных ограниченных на I функций, обладающих на I непре-
рывными ограниченными производными до порядка k включительно.
Положим Ckb;+ = C
k
b (R+).
Через Cb(
;x0
T ) обозначим пространство непрерывных ограничен-
ных на ;x0T функций.
Дадим определение слабого решения рассматриваемой задачи.
Определение 1.1. Функция u(t; x) из пространства L1(0; T ;L2;+)
называется слабым решением задачи (1.1), (1.2), если для любой
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функции (t; x) такой, что  2 L2(0; T ;H5+), t 2 L2(0; T ;L2;+),
jt=T = 0, jx=0 = xjx=0 = xxjx=0 = 0, выполняется интеграль-
ное тождествоZZ
+T

u
 
t   @5x+ b@3x+ (g1)x   g0

+
1
2
u2x + f

dx dt
+
+1Z
0
u0(x)(0; x) dx+
TZ
0
 
(t)@3x(t; 0)  (t)@4x(t; 0)

dt = 0: (1.8)
В работе [16] был установлен следующий результат.
Теорема 1.1. Пусть для некоторых T > 0 и   0
g0 2 L1(0; T ;L1;+); g1 2 L2(0; T ;W 11;+);
u0 2 L2;+; f 2 L1(0; T ;L2;+);
 2 H2=5(0; T );  2 H1=5(0; T ):
Тогда существует слабое решение задачи (1.1), (1.2) из пространс-
тва X(+T ). Если   3=8, то решение из этого пространства
единственно.
Следует отметить, что условия гладкости краевых функций  и
 в данной теореме являются оптимальными в следующем смысле:
если v(t; x) — решение задачи Коши для линейного уравнения
vt   @5xv = 0; v

t=0
= v0 2 L2;
то (см., например, [24]) для любого x 2 R
kD2=5t v(; x)kL2(Rt) = kD1=5t vx(; x)kL2(Rt) = kv0kL2 :
Приведем результат настоящей статьи о повышении гладкости ре-
шения вплоть до границы x = 0 при t > 0.
Теорема 1.2. Пусть для некоторых T > 0 и   1=2
g0 2 L2(0; T ;L1;+); g1 2 L2(0; T ;W 11;+);
u0 2 L2;+; f 2 L2(0; T ;L2;+);
 2 H4=5(0; T );  2 H3=5(0; T )
и пусть для некоторого a0 > 0 и любого  2 (0; T )
g0; g1 2 L1(; T ;W 21;a0); fxx 2 L1(; T ;L
 1=2
2;a0
):
Тогда слабое решение задачи (1.1), (1.2) u 2 X(+T ) обладает следу-
ющим свойством: uxx 2 X 1=2(;0T ) для любого  2 (0; T ).
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Следующая теорема относится к повышению гладкости решения
при t > 0, x > 0.
Теорема 1.3. Пусть выполнены условия теоремы 1:2 для некото-
рого   3=4 и, дополнительно, существует m 2 [3; 4] такое, что
для любых  2 (0; T ) и x0 > 0
g0; g1 2 L1(; T ;Wm1;x0); @lxf 2 L1(; T ;L
 l=4
2;x0
) при 3  l  m:
Тогда слабое решение задачи (1.1), (1.2) u 2 X(+T ) обладает сле-
дующим свойством: @lxu 2 X l=4(;x0T ) при 3  l  m для любых
 2 (0; T ), x0 > 0.
В случае задачи Коши результаты аналогичные теоремам 1.2 и 1.3
для самого уравнения Кавахары (1.3) получены в [25]. Ранее при бо-
лее сильных предположениях повышение гладкости решения задачи
Коши для уравнения Кавахары с ростом убывания начальной фун-
кции u0 при x! +1 было установлено в [26].
Перейдем к вопросу существования непрерывных производных.
Теорема 1.4. Пусть для некоторых T > 0, m, " 2 (0; 1) и  =
m=4+ 1=8+ "=4 выполнены условия теоремы 1:1, а если m  2, то и
теоремы 1:2. Пусть известно, что для любых  2 (0; T ), x0 > 0
g0 2 L1(; T ;Wmax(0;m 1)1;x0 ); g1 2 L1(; T ;Wmax(1;m 1)1;x0 );
@lxf 2 L1(; T ;L l=42;x0 ) при l  m:
Предположим также, что для некоторой константы a функция g1
представляется в виде
g1(t; x)  a+ eg1(t; x); eg1 2 L1(; T ;L2;x0) 8 2 (0; T ) 8x0 > 0;
где  =  1=8  "=4 при  < 1=4,  =  1=4 при   1=4. Тогда слабое
решение задачи (1.1), (1.2) u 2 X(+T ) непрерывно в +T (возможно,
после изменения на множестве нулевой меры) и @lxu 2 Cb(;x0T ) при
l  m для любых  2 (0; T ), x0 > 0. Более того, для любых t;  2 [; T ],
x; y 2 [x0;+1) @mx u(t; x)  @my u(t; y)  c(; x0)jx  yj" (1.9)
и при j  4 если m  j, то@m jx u(t; x)  @m jx u(; x)  c(; x0)jt   j("+j)=5: (1.10)
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В случае задачи Коши аналогичный результат для уравнения Ка-
вахары был ранее установлен в [25].
Следует заметить, что для обобщенного уравнения Кортевега–
де Фриза в случае начально-краевой задачи в полуполосе +T резуль-
таты о повышении внутренней гладкости решений аналогичные тео-
ремам 1.2–1.4 были получены в работе [27], а в случае задачи Коши —
в работах [28,29].
При рассмотрении вопроса о поведении решений уравнения Ка-
вахары при больших временах прежде всего необходимо отметить,
что для решений задачи Коши для уравнения (1.3) справедлив закон
сохранения в L2:
ku(t; )kL2 = ku0kL2 ; (1.11)
что исключает возможность убывания по этой норме. Аналогичный
закон сохранения справедлив и для уравнения Кортевега–де Фриза.
Чтобы построить убывающие при t! +1 решения в уравнение вво-
дится дополнительное “демпфирование”. В работе [30] в левую часть
уравнения (1.4) было добавлено слагаемое вида g0(x)u, где неотри-
цательная функция g0 предполагалась строго положительной только
при больших значениях x, то есть демпфирование было эффективно
только на бесконечности. В этом случае для решений задачи Коши
было получено экспоненциальное убывание в норме L2 при t! +1.
В случае начально-краевой задачи при x  0 с однородным крае-
вым условием Дирихле для такого же уравнения, как в [30] аналоги-
чный результат был ранее установлен в статье [31].
В настоящей работе результат аналогичный [31] получен для рас-
сматриваемой задачи.
Теорема 1.5. Пусть u0 2 L2;+, g0; g1 2 L1(Rt+;W 21;+),  =   0,
f  0. Предположим также, что
2g0(t; x)  g1x(t; x)  0 8 t > 0 8x > 0; (1.12)
существуют R > 0, 0 > 0 такие, что
2g0(t; x)  g1x(t; x)  0 8 t > 0 8x > R: (1.13)
Тогда существуют положительные константы c и c0, зависящие
от ku0kL2;+ , kg0kL1(Rt+;W 21;+), kg1kL1(Rt+;W 21;+) такие, что для сла-
бого решения задачи (1.1), (1.2) u 2 X(+T ) 8T > 0, построенного в
теореме 1:1, справедливо неравенство
ku(t; )kL2;+  ce c0t 8 t  0: (1.14)
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Для   0 введем вспомогательную функцию :
(x)  (1 + x)2e
x
1+x : (1.15)
Заметим, что 0 < 0(x)  c(x), j(l) (x)j  c(l)0(x) 8 l  2 для
любого x  0.
Через (x) обозначим некоторую неубывающую бесконечно глад-
кую функцию такую, что (x) = 0 при x  0, (x) = 1 при x  1,
(x) + (1  x)  1.
Будем использовать следующее интерполяционное неравенство.
Пусть  1(x),  2(x) — две положительные бесконечно гладкие при
x  0 функции такие, что  1(x)  c 2(x), j (l)j (x)j  c(l) j(x) 8 l,
j = 1 и 2, для любого x  0. Пусть k – натуральное, p 2 [2;+1],
0  m < k. Тогда существует такая константа c = c(k; p), что для
любой функции v(x), для которой v(k) 1=21 ; v 
1=2
2 2 L2;+, справедливо
неравенствоv(m) s1 1=2 s2 Lp;+  cv(k) 1=21 2sL2;+v 1=22 1 2sL2;+ + v 1=22 L2;+ ;
(1.16)
где s = 2m+14k   12kp .
Для функций, заданных на всей прямой неравенство (1.16) было
доказано в [5] (на самом деле там был рассмотрен многомерный слу-
чай). На полуоси для значений k = 1 и k = 2 оно было выведено
в [10]. В общем случае доказательство полностью аналогично.
Заметим, что условия на функции  j выполнены для  1  0,
 2  . В частности, тогда из неравенства (1.16) следует, что при
  0, a > 0, m  1
sup
x2[0;a]
v(m)(x)  cv00(0)1=2(2m+1)=4L2;+ v1=2 (3 2m)=4L2;+ + v1=2 L2;+ :
(1.17)
В случае интегрирования по полуоси R+ пределы интегрирования
будем опускать. Символом I будем обозначать характеристическую
функцию интервала I  R.
Положим x+ = max(x; 0), x  = max( x; 0).
Статья организована следующим образом. Вопросы существова-
ния обобщенных производных рассмотрены в части 2, а непрерывных
производных — в части 3. Убывание решений при больших временах
изучается в части 4.
2. Обобщенные производные
Для доказательства теорем 1.2 и 1.3 в следующих двух леммах
установим оценки решения задачи (1.1), (1.2) при однородных крае-
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вых условиях и гладких функциях f , u0, g0, g1, но зависящие только
от норм этих функций, входящих в условия теорем.
Пусть Sexp;+ — пространство бесконечно гладких при x  0 фун-
кций f(x) таких, что enxf (j)(x) 2 L2;+ для любых n и j. Тогда если
u0 2 C10 (R+), f 2 C10 (T ),  =   0, g0; g1 2 C1b (
+
T ) (пространс-
тво бесконечно гладких и ограниченных вместе с производными фун-
кций), то как показано в [10], существует решение задачи (1.1), (1.2)
из пространства C1([0; T ];Sexp;+).
Лемма 2.1. Пусть   1=2,  =   0. Тогда для любых  2 (0; T ),
0 2 (0; )
kuxxkX 1=2(;0T )  c; (2.1)
где константа c зависит от T , , 0, , a0, b, нормы u0 в L2;+, норм
f в L2(0; T ;L2;+) и fxx в L1(
0; T ;L 1=22;a0 ), нормы g0 в L2(0; T ;L1;+),
нормы g1 в L2(0; T ;W 11;+) и норм g0; g1 в L1(0; T ;W 21;a0).
Доказательство. Прежде всего заметим, что, как показано в [16],
kukX(+T )  c; (2.2)
где константа c зависит от тех же констант (кроме a0 и 0) и норм
функций u0, f , g0, g1 в пространствах из условия теоремы 1.1.
Положим (x)   1=2(x), '(t)  
 
(t 0)=( 0) (тогда '(t) = 0
при t  0, '(t) = 1 при t  ).
Умножим равенство (1.1) на 2
 
uxx(t; x)(x)

xx
'(t) и проинтегри-
руем по R+, тогда
d
dt
Z
u2xx' dx 
Z
u2xx'
0 dx+ 5
Z
u2xxxx
0'dx
+
Z
u2xxx  (3b0   5000)'dx+
Z
u2xx  ((5)   b000)'dx
+
 
u2xxxx+ 4uxxxxuxxx
0   3u2xxx00 + 2uxxxxuxx00   2uxxxuxx000
+ u2xx
(4)   bu2xxx  bu2xx00

x=0
'+ 2
Z
(g1ux + g0u)(uxx)xx'dx
+ 2
Z
uux(uxx)xx'dx = 2
Z
f(uxx)xx'dx: (2.3)
Второй интеграл в левой части (2.3) оценивается в силу (2.2), для
оценки внеинтегральных слагаемых можно использовать неравенство
(1.17) (для v  uxx и, например, a = 1). Далее, с использованием
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неравенства (1.16) и свойств функции  (в частности, 0(x)  const >
0 при x 2 [0; a0]) находим, что
2
Z
g1ux(uxx)xx'dx = 2
Z
g1ux(uxx)xx(a0 + 1  x)'dx
+ 2
Z  
g1(x  a0)

xx
uxuxx' dx+ 3
Z  
g1(x  a0)

x
u2xx' dx
 
Z
g1(x  a0)u2xx0'dx
  c
 a0+1Z
0
(u2xxxx + u
2
xx)'dx
!1=2
sup
x0
jg1j
 a0+1Z
0
(u2xx + u
2)'dx
!1=2
  c sup
xa0
 jg1j+ jg1xj+ jg1xxj +1Z
a0
(u2xx + u
2)' dx
  "
Z
u2xxxx
0'dx  c(") kg1k2L1;+ + kg1kW 21;a0
Z
(u2xx + u
2)' dx;
(2.4)
где " > 0 может быть выбрано сколь угодно малым. Интегралы от
функций g0(uxx)xx' и f(uxx)xx' оцениваются аналогично. Далее,
2
Z
uux(uxx)xx'dx = 5
Z
uxu
2
xx' dx 
Z
uu2xx
0'dx: (2.5)
Используя неравенство (1.16) при p = +1, k = 2, m = 1 и уже
известную оценку (2.2) находим, чтоZ uxu2xx' dx  sup
x0
juxj
Z
u2xx' dx
 c
Z
u2xx dx
3=8Z
u2 dx
1=8 Z
u2xx' dx
= (t)
Z
u2xx' dx; (2.6)
где kkL1(0;T )  c. Аналогично оценивается интеграл от функции
uu2xx
0'.
Таким образом, из неравенства (2.3) следует, что
kuxx'1=2kL1(0;T ;L 1=22;+ ) + kuxxxx(
0)1=2'1=2kL2(+T )  c: (2.7)
В частности,
kuxxxx'1=2kL2
 
(0;T )(0;a0+3)
  c (2.8)
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и, если  > 1=2, то поскольку 0 1=2   1
kuxxxx'1=2kL2(0;T ;L 12;+ )  c: (2.9)
Осталось оценить величину (uxxxx;T; ; 0). Для любого m  a0+
2 положим (x)  0(x   m) при x > m   1 и (x)  0 при x 
m   1 (заметим, что  — бесконечно гладкая функция). Тогда из
соответствующих аналогов равенств (2.3) и (2.5) находим, что
d
dt
Z
u2xx' dx 
Z
u2xx'
0 dx+ 5
Z
u2xxxx
0'dx
+
Z
uxxxxuxx  (5000   3b0)'dx+ 1
2
Z
u2xx  (b000   3(5))'dx
+
Z
(3g1x  g10)u2xx'dx+ 2
Z
g1xxuxuxx' dx
+ 2
Z
(g0u)xxuxx' dx+ 5
Z
uxu
2
xx' dx 
Z
uu2xx
0'dx
= 2
Z
fxxuxx' dx: (2.10)
Поскольку j000(x)j  c(0(x))1=2 (проверяется непосредственно), то
для сколь угодно малого " > 0Z uxxxxuxx000'dx  " Z u2xxxx0'dx+ c(")Z u2xx'dx (2.11)
и тогда с учетом оценок (2.2) и (2.7) при  = 1=2 аналогично (2.8)
находим, что равномерно по m
kuxxxx'1=2kL2
 
(0;T )(m;m+1)
  c: (2.12)
Лемма доказана.
Лемма 2.2. Пусть   3=4, 3  m  4. Тогда для любых  2 (0; T ),
0 2 (0; ), x0 > 0, x00 2 (0; x0) если 3  l  m, то
k@lxukX l=4(;x0T )  c; (2.13)
где константа c зависит от тех же величин, что в (2.1), а также
m, x0, x00, норм @lxf в L1(0; T ;L
 l=4
2;x00
) при l  m и норм g0; g1 в
L1(0; T ;Wm1;x00).
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Доказательство. Вначале заметим, что оценки (2.1), (2.2) справе-
дливы и в данном случае. Кроме того, поскольку  > 1=2, то из
интерполяционного неравенства (1.16) следует, что
kuxkX 1=4(;0T )  c: (2.14)
Применим индукцию по l. Пусть 1 2 (0; ), x1 2 (x00; x0). Поло-
жим '(t)   (t   1)=(   1), (x)   l=4(x   x1   1) при x > x1
и (x)  0 при x  x1.
Умножив равенство (1.1) на 2( 1)l@lx
 
@lxu(t; x)(x)

'(t) и проин-
тегрировав по R+ получим аналогично (2.10), что
d
dt
Z
(@lxu)
2' dx 
Z
(@lxu)
2'0 dx+ 5
Z
(@l+2x u)
20'dx
+
Z
@l+2x u@
l
xu  (5000   3b0)'dx+
1
2
Z
(@lxu)
2  (b000   3(5))'dx
+ 2
Z
@lx(g1ux + g0u+ uux)@
l
xu'dx = 2
Z
@lxf@
l
xu'dx: (2.15)
Вместо (2.11) используем неравенствоZ @l+2x u@lxu000'dx  " Z (@l+2x u)20'dx
+ c(")
Z
(@lxu)
2(x+ x1   x00)(x1;+1)'dx:
Далее,
2
Z
@lx(g1ux)@
l
xu'dx =
Z
[(2l   1)g1x  g10](@lxu)2'dx
+ 2
lX
k=2
Ckl
Z
@kxg1@
l k+1
x u@
l
xu'dx
и тогда2Z @lx(g1ux)@lxu'dx
 ckg1kW l1;x1
lX
k=0
Z
(@kxu)
2(x+ x1   x00)(x1;+1)'dx:
Аналогично оценивается интеграл от @lx(g0u)@lxu'. Наконец,
@lx(uux) = u@
l+1
x u+ (l + 1)ux@
l
xu+
l 1X
k=2
Ckl @
k
xu@
l+1 k
x u;
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где
2
Z
u@lxu@
l+1
x u'dx =  
Z
(ux+ u
0)(@lxu)
2'dx
и тогдаZ  u@l+1x u+ (l + 1)ux@lxu@lxu'dx
 c sup
x0
 juxj+ juj Z (@lxu)2(x+ x1   x00)(x1;+1)'dx  (t);
где kkL1(0;T )  c. Кроме того, если 2  k  l 1, то в силу индуктив-
ного предположения и интерполяционного неравенства (1.16)
Z @kxu@l+1 kx u@lxu'dx
 c
l 1X
k=2
Z
(@kxu)
42(x+x1 x00)(x1;+1)'dx
1=2Z
(@lxu)
2' dx
1=2
 c1
lX
k=0
Z
(@kxu)
2(x+ x1   x00)(x1;+1)'1=2 dx
 Z
(@lxu)
2' dx+ 1

 (t)
 Z
(@lxu)
2' dx+ 1

;
где kkL1(0;T )  c.
Таким образом, аналогично (2.7) из (2.15) следует, что
k@lxu'1=2kL1(0;T ;L l=42;+ ) + k@
l+2
x u(
0)1=2'1=2kL2(+T )  c: (2.16)
Далее, повторив проведенные рассуждения для (x)  0(x x1 1 
m) при x > x1 +m и (x)  0 при x  x1 +m находим, что
(@l+2x u;T; ; x0)  c: (2.17)
Объединяя (2.16) и (2.17) завершаем доказательство леммы.
Перейдем к доказательству основных результатов этой части.
Доказательство теорем 1:2 и 1:3. Обнулим краевые условия таким
же способом, что и в работе [16]. Для этого рассмотрим алгебраиче-
ское уравнение
r5   br3   i = 0;  2 R n f0g:
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Нетрудно видеть, что существует 0(b) > 0 (без ограничения общно-
сти будем считать далее, что 0  1) такое, что при jj  0 су-
ществуют два корня этого уравнения r0() и r1() такие, что они
непрерывны по  и для некоторых положительных констант ec и ec1
при k = 0 и 1
Re rk()   ecjj1=5; jrk()j  ec1jj1=5; jr0()  r1()j  ecjj1=5:
Разобьем функции  и  на две части следующим способом: положим
0(t)  F 1
b()( 0;0)()(t); 0(t)  F 1b()( 0;0)()(t)
(здесь и далее символы bf  F [f ] и F 1[f ] используются, соответ-
ственно, для обозначения прямого и обратного преобразований Фу-
рье),
1(t)  (t)  0(t); 1(t)  (t)  0(t):
Для функций 1 и 1 при x > 0 построим "граничный потенциал”:
J(t; x;1; 1)  F 1t
hr1()er0()x   r0()er1()x
r1()  r0() b1()
i
(t)
+ F 1t
her1()x   er0()x
r1()  r0() b1()
i
(t):
Свойства этой функции были изучены в [16]. В частности, если 1 2
H4=5(R), 1 2 H3=5(R), то
J 2 Cb(Rt;H2+) \ L2(Rt;C3b;+) @jxJ 2 Cb(Rx+;L2(Rt)) при j  4
(символ Cb обозначает пространство непрерывных и ограниченных
отображений). Кроме того, функция J бесконечно гладкая при x >
0 и экспоненциально быстро убывает при x ! +1, а именно, для
некоторой константы 0 > 0 при любых  2 [0; 0), x0 > 0 и m; j
sup
xx0;t2R
exj@mt @jxJ(t; x)j  c(; x0;m; j):
Наконец, функция J при x > 0 удовлетворяет однородному линейно-
му уравнению
Jt   @5xJ + b@3xJ = 0
и J(; 0 + 0)  1, Jx(; 0 + 0)  1.
Теперь построим вспомогательную функцию  следующим обра-
зом:
 (t; x)  0(t)(1  x) + 0(t)x(1  x) + J(t; x;1; 1);
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сделаем замену (1.5) и для функции eu перейдем к начально-краевой
задаче для уравнения (1.6) с граничными данными
eu
t=0
= eu0(x)  u0(x)   (0; x); eux=0 = euxx=0 = 0:
В силу приведенных свойств граничного потенциала функции eg0, eg1,ef , заданные формулами (1.7), и функция eu0 обладают теми же свой-
ствами, что и функции g0, g1, f и u0 из условий рассматриваемых те-
орем. Более того, если свойства решений, сформулированные в этих
теоремах, доказать для функции eu, то они также будут выполнены и
для функции u.
Таким образом, далее доказательство можно проводить для за-
дачи (1.1), (1.2) при  =   0. Приблизим функции u0, f , g0, g1
функциями u0h 2 C10 (R+), fh 2 C10 (+T ), g0h; g1h 2 C1b (
+
T ) и для
соответствующих гладких решений uh получим равномерные по h
оценки (2.1) и (2.13). В статье [16] показано, что при h! +0 эти ре-
шения сходятся в соответствующем смысле к слабому решению исхо-
дной задачи u 2 X(+T ). Тогда предельным переходом получаем
утверждения рассматриваемых теорем.
3. Непрерывные производные
Фундаментальное решение оператора @t   @5x + b@3x + a@x (где a —
число из условия теоремы 1.4), очевидно, задается формулой
Ga;b(t; x) = (t)F 1

eit(
5+b3 a)(x); (3.1)
где  — функция Хевисайда (см., например, [32, стр. 200–201]).
Лемма 3.1. Функция Ga;b бесконечно дифференцируема при t > 0 и
для любых T > 0 и n при 0 < t  T удовлетворяет неравенствам
j@nxGa;b(t; x)j 
(
c(T; a; b; n)t q(n)(1 + jxj)n=4 3=8; x < 0;
c(T; a; b; n)t (n+1)=5e c0x
5=4t 1=4 ; x  0;
(3.2)
где q(n) = (n+1)=5 при n = 0 или n = 1 и q(n) = n=4+1=8 при n  2,
c(T; a; b; n), c0 — положительные константы.
Доказательство. Поскольку Ga;b(t; x) = G0;b(t; x  at), то утвержде-
ние леммы вытекает из [25, следствие 2.1], где оно было доказано для
случая a = 0.
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Лемма 3.2. Пусть функция F1 2 L1(0; T ;L2 ) , где  = n=4+ 1=8+
"=4 для некоторых T > 0, n 2 [0; 2] и " 2 (0; 1). Положим
w1(t; x) 
tZ
0
Z
R
@nxGa;b(t  ; x  y)F1(; y) dy d: (3.3)
Тогда w1 2 Cb(+T ), причем
sup
t2[0;T ];
x0
jw1(t; x)j+ sup
t2[0;T ];
x1>x20
jw1(t; x1)  w1(t; x2)j
(x1   x2)"
 ckF1kL1(0;T ;L2 ); (3.4)
где c = c(T; a; b; n; ").
Доказательство. Для x  0 и t 2 [0; T ] в силу (3.2)
jw1(t; x)j  c
tZ
0
1
(t  )q(n)
+1Z
x
(y   x+ 1)n=4 3=8jF1(; y)j dy d
+ c
tZ
0
1
(t  )(n+1)=5
xZ
 1
e c0(x y)
5=4(t ) 1=4 jF1(; y)j dy d
 c1 sup
0t
" +1Z
x
(y   x+ 1)2F 21 (; y) dy
!1=2
+
xZ
 1
F 21 (; y) dy
#
 c2kF1kL1(0;T ;L2 ):
Более того, если x 2 (0; 1), то для r > 0 поскольку q(n); q(n+1) < 1

tZ
0
+1Z
x+r
@nxGa;b(t  ; x+ x  y)
=1
=0
F1(; y) dy d

 c
tZ
0
1
(t  )q(n)
+1Z
x+r
(y   x+ 1)n=4 3=8jF1(; y)j dy d
 c1(r + 1)n=4+1=8 kF1kL1(0;T :L2 );
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tZ
0
x+rZ
 1
@nxGa;b(t  ; x+ x  y)
=1
=0
F1(; y) dy d

= x

1Z
0
tZ
0
x+rZ
 1
@n+1x Ga;b(t  ; x+ x  y)F1(; y) dy d d

 cx
tZ
0
1
(t  )q(n+1)
x+rZ
x
(y   x+ 1)n=4 1=8jF1(; y)j dy d
+
1
(t  )(n+2)=5
xZ
 1
e c0(x y)
5=4(t ) 1=4 jF1(; y)j dy d
 c1x(r + 1)n=4+3=8 kF1kL1(0;T ;L2 )
и выбирая (r + 1) = (x) 4 завершаем доказательство леммы.
Лемма 3.3. Пусть функция F2 2 L1(0; T ;L01 ), где 0 = (n=4  
1=8 + "=4)+ для некоторых T > 0, n 2 [0; 1] и " 2 (0; 1). Положим
w2(t; x) 
tZ
0
Z
R
@n+1x Ga;b(t  ; x  y)F2(; y) dy d: (3.5)
Тогда w2 2 Cb(+T ), причем
sup
t2[0;T ];
x0
jw2(t; x)j+ sup
t2[0;T ];
x1>x20
jw2(t; x1)  w2(t; x2)j
(x1   x2)"
 ckF2kL1(0;T ;L01 ); (3.6)
где c = c(T; a; b; n; ").
Доказательство. Для x  0 и t 2 [0; T ] в силу (3.2)
jw2(t; x)j  c
tZ
0
1
(t  )q(n+1)
+1Z
x
(y   x+ 1)n=4 1=8jF2(; y)j dy d
+ c
tZ
0
1
(t  )(n+2)=5
xZ
 1
e c0(x y)
5=4(t ) 1=4 jF2(; y)j dy d
 c2kF2kL1(0;T ;L01 );
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а для x 2 (0; 1) и r > 0 поскольку q(n+ 1); q(n+ 2) < 1

tZ
0
+1Z
x+r
@n+1x Ga;b(t  ; x+ x  y)
=1
=0
F2(; y) dy d

 c
tZ
0
1
(t  )q(n+1)
+1Z
x+r
(y   x+ 1)n=4 1=8jF2(; y)j dy d
 c1(r + 1) "=4kF2kL1(0;T :L01 );

tZ
0
x+rZ
 1
@n+1x Ga;b(t  ; x+ x  y)
=1
=0
F2(; y) dy d

= x

1Z
0
tZ
0
x+rZ
 1
@n+2x Ga;b(t  ; x+ x  y)F2(; y) dy d d

 cx
tZ
0
1
(t  )q(n+2)
x+rZ
x
(y   x+ 1)n=4+1=8jF2(; y)j dy d
+
1
(t  )(n+3)=5
xZ
 1
e c0(x y)
5=4(t ) 1=4 jF2(; y)j dy d
 c1x(r + 1)(1 ")=4kF2kL1(0;T ;L01 )
и опять для завершения доказательства выбираем (r + 1) = (x) 4.
Лемма 3.4. Пусть для некоторых T > 0 и x0 > 0 функция F3 2
L1(T ), причем F3 = 0 при x  x0=2. Положим для любого n при
x  x0
w3(t; x) 
tZ
0
Z
R
@nxGa;b(t  ; x  y)F3(; y) dy d: (3.7)
Тогда @lxw3 2 Cb(0;x0T ) для любого l, причем
sup
t2[0;T ];
xx0
j@lxw3(t; x)j  c(T; x0; a; b; n; l)kF3kL1(T ): (3.8)
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Доказательство. Поскольку в формуле (3.7) интегрирование по y
фактически производится от  1 до x0=2, то x  y  x0=2 и тогда
@lxw3(t; x) 
tZ
0
x0=2Z
 1
@n+lx Ga;b(t  ; x  y)F3(; y) dy d;
где в силу (3.2)
@n+lx Ga;b(t  ; x  y)  c(T; x0; a; b; n; l).
Теперь можно перейти к доказательству основной теоремы.
Доказательство теоремы 1:4. Зафиксируем  2 (0; T ) и x0 > 0. По-
ложим '(t)  (2t=   1),  (x)  (4x=x0   1) (тогда '(t) = 0 при
t  =2, '(t) = 1 при t  ,  (x) = 0 при x  x0=4,  (x) = 1 при
x  x0=2).
Пусть вначале m  1. Положим v(t; x)  u(t; x)'(t) (x). Тогда
согласно равенству (1.8) функция v является в T слабым решением
(в смысле аналогичного интегрального тождества) задачи Коши
vt   @5xv + b@3xv + avx = F1 + F2x + F31 + F32xx; (3.9)
v

t=0
= 0; (3.10)
где
F1  (f + g1xu  g0u)' + u'0 ;
F2   (u2=2 + eg1u)' ;
F31  (u2=2 + g1u)' 0   5uxx' 000   5ux' (4)   u' (5)
+ 3buxx' 
0 + 3bux' 00 + bu' 000;
F32   5uxx' 0:
С помощью фундаментального решения Ga;b (см. (3.1)) обратим ле-
вую часть равенства (3.9):
v(t; x) =
tZ
0
Z
R
Ga;b(t  ; x  y)
 
F1(; y) + F31(; y)

dy d
+
tZ
0
Z
R
@xGa;b(t  ; x  y)F2(; y) dy d
+
tZ
0
Z
R
@2xGa;b(t  ; x  y)F32(; y) dy d (3.11)
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(обоснование формулы (3.11) будет дано ниже). Тогда при t 2 [; T ],
x  x0
@mx u(t; x) =
tZ
0
Z
R
@mx Ga;b(t  ; x  y)F1(; y) dy d
+
tZ
0
Z
R
@m+1x Ga;b(t  ; x  y)F2(; y) dy d
+
tZ
0
Z
R
h
@mx Ga;b(t ; x y)F31(; y)+@m+2x Ga;b(t ; x y)F32(; y)
i
dy d
 w1(t; x) + w2(t; x) + w3(t; x): (3.12)
Очевидно, что для функций w1 и w3 выполнены условия лемм 3.2
(при n = m) и 3.4 соответственно. Кроме того, для 0 = ( 1=4)+ =
(m=4  1=8 + "=4)+
Z
jeg1uj(1+x)0 dx   +1Z
x0=4
(1+x)2u2 dx
!1=2 +1Z
x0=4
(1+x)2eg21 dx
!1=2
(3.13)
и, следовательно, eg1u' 2 L1(0; T ;L01 ). Поскольку очевидно, что
u2 2 L1(0; T ;L01 ) получаем. что функция w2 удовлетворяет усло-
виям леммы 3.3 при n = m.
Заметим теперь, что если применить операцию усреднения по пе-
ременной x, то соответствующая функция vh(t; x) будет решением
задачи типа (3.9), (3.10), где правая часть (3.9) также усреднена. То-
гда в силу [25, Лемма 3.2] справедливо равенство
vh(t; x) =
tZ
0
Z
R
Ga;b(t  ; x  y)

F h1 (; y) + F
h
2x(; y) + F
h
31(; y)
+ F h32xx(; y)

dy d; (3.14)
поскольку усредненная правая часть (3.9), очевидно, принадлежит
L1(0; T ;L
1=8+"=4
2 ). Интегрируя по частям перейдем от (3.14) к ана-
логу равенства (3.11) для функции vh и, сделав предельный переход
при h! +0, получим (3.11).
Пусть теперьm  2. Положим v(t; x)  @m 2x u(t; x)'(t) (x). Тогда
функция v является в полосе T слабым решением задачи Коши для
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уравнения
vt   @5xv + b@3xv + avx = F1 + F2 + F31 + F32xx (3.15)
с начальным условием (3.10), где
F1  @m 2x (f   g0u)'  

@m 2x (eg1ux)  eg1@m 1x u' + @m 2x u'0 ;
F2   @m 2x (uux)'   eg1@m 1x u' ;
F31   5@mx u' 000   5@m 1x ux' (4)   @m 2x u' (5)
+ 3b@mx u' 
0 + 3b@m 1x u' 
00 + b@m 2x u' 
000 + a@m 2x u' 
0;
F32   5@mx u' 0:
Тогда аналогично (3.11), (3.12) получаем, что при t 2 [; T ], x  x0
@mx u(t; x) =
tZ
0
Z
R
@2xGa;b(t  ; x  y)F1(; y) dy d
+
tZ
0
Z
R
@2xGa;b(t  ; x  y)F2(; y) dy d
+
tZ
0
Z
R
h
@2xGa;b(t  ; x  y)F31(; y)+@4xGa;b(t  ; x  y)F32(; y)
i
dy d
 w1(t; x) + w2(t; x) + w3(t; x):
Заметим, что в силу условия теоремы @lxu 2 L1(=2; T ;L l=42;x0=4) при
l  m   1. В частности, eg1@m 1x u' 2 L1(0; T ;L1=8+"=41 ) аналоги-
чно (3.13). Очевидно, что таким же свойством обладает и функция
@m 2x (uux)' .
Таким образом, для функций wj выполнены условия леммы 3.2
при n = 2, леммы 3.3 при n = 1 и леммы 3.4.
В итоге получаем, что @mx u 2 Cb(;x0T ) для любого m и справе-
дливо неравенство (1.9).
Теперь перейдем к оценке модуля непрерывности по t. После то-
го, как модуль непрерывности по x уже оценен, можно применить
результаты статьи [33], в которой рассмотрены эволюционные урав-
нения дивергентного вида.
Введем последовательности прямоугольников Qn = [; T ][x0+n;
x0 + n+ 1] и Q0n = [; T ] [x0=2 + n; 3x0=2 + n+ 1].
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Чтобы доказать (1.10) используем индукцию по j. Пусть сначала
j = 0. В каждом прямоугольнике Q0n функция v  @mx u является
обобщенным решением уравнения
vt = @
5
x(@
m
x u)  b@3x(@mx u) 
 
@mx (u
2)=2

x
  @m m0+1x

@m0x (g1u)

+ @m m0x

@m0x (g1xu  g0u)

+ @mx f;
где m0 = 0 при m  1, m0 = m  2 при m  2.
Тогда функции @mx u, @mx (u2), @m0x (g1u), @m0x (g1xu   g0u) в норме
пространства L1(Q0n) и @mx f в норме пространства L2(Q0n) оцени-
ваются равномерно по n. С учетом уже установленной оценки (1.9)
из результатов статьи [33, теорема 1] следует, что для любых точек
(t; x); (t+ ; x) 2 Qn (где  > 0)
jv(t+ ; x)  v(t; x)j  c inf
0<h<x0=2
(h" + h" 5 + 1=2h 1=2);
откуда выбирая h = min(1=5; x0=2) выводим неравенство (1.10) для
j = 0.
Пусть теперь j  1 (тогда m  1). Функция v  @m jx u является
в Q0n обобщенным решением уравнения
vt = @
5 j
x (@
m
x u)  b@(3 j)+x (@m (3 j) x u)  @m jx (uux)
  @m jx (g1ux + g0u) + @m jx f:
Поскольку по индуктивному предположению при (t; x); (; x) 2 Q0n
справедливо неравенство
jvx(t; x)  vx(; x)j  cjt   j("+j 1)=5;
то из [33, теорема 1, замечание 2] получаем, что для любых точек
(t; x); (t+ ; x) 2 Qn (где  > 0)
jv(t+ ; x)  v(t; x)j  c inf
0<h<x0=2
(h ("+j 1)=5 + h" 5+j);
откуда выбирая h = min(1=5; x0=2) выводим неравенство (1.10) для
остальных значений j.
4. Убывание решений при больших временах
Основным утверждением, используемым для доказательства тео-
ремы 1.5 является следующая лемма.
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Лемма 4.1. Пусть u0 2 L1=22;+, g0; g1 2 L1(0; T ;W 21;+) для некоторо-
го T > 0,  =   0, f  0. Предположим также, что для функций
g0; g1 при t 2 (0; T ) выполнены условия (1.12), (1.13). Тогда для ре-
шения задачи (1.1), (1.2) u 2 X1=2(+T ) справедливо неравенство
TZ
0
RZ
0
u2 dx dt  c
ZZ
+T
(2g0   g1x)u2 dx dt+ c
TZ
0
u2xx

x=0
dt; (4.1)
где константа c зависит от ku0kL2;+ и норм функций g0; g1 в про-
странстве L1(0; T ;W 21;+).
Доказательство. Прежде всего заметим, что величина uxxjx=0 имеет
смысл, поскольку uxx 2 X0(;0T ) для любого  2 (0; T ).
Предположим, что неравенство (4.1) не имеет места. Тогда су-
ществуют последовательность начальных функций fu0k 2 L1=22;+gk2N,
ограниченная в L2;+, и последовательности функций fg0k; g1kgk2N,
ограниченные в L1(0; T ;W 21;+), для которых соответствующие сла-
бые решения задачи типа (1.1), (1.2) uk(t; x) 2 X1=2(+T ) удовлетво-
ряют условию
lim
k!+1
RR
+T
(2g0k   g1k x)u2k dx dt+
R T
0 u
2
k xx

x=0
dtR T
0
R
R
0 u
2
k dx dt
= 0: (4.2)
Положим
pk = kukkL2
 
(0;T )(0;R)
; vk(t; x)  uk(t; x)
pk
; v0k(x)  u0k(x)
pk
:
Тогда
kvkkL2
 
(0;T )(0;R)
 = 1 8 k 2 N (4.3)
и функция vk является слабым решением следующей задачи:
vt   @5xv + b@3xv + pkvvx + g1kvx + g0kv = 0; (4.4)
v

t=0
= v0k: (4.5)
Заметим, что поскольку uk 2 X1=2(+T ), то uk 2 L1(0; T ;L2;+), uk xx 2
L2(0; T ;L2;+) и тогда, в частности, uk x 2 L8=3(0; T ;L1;+). Следова-
тельно, ukuk x; g1kuk x; g0kuk 2 L2(+T ). Из результатов работы [17,
леммы 4.3, 4.4] следует, что в таком случае для функций uk при
t 2 [0; T ] справедливо равенствоZ
u2k(t; x) dx+
tZ
0
u2k xx

x=0
d +
tZ
0
Z
(2g0k   g1k x)u2k dx d =
Z
u20k dx
(4.6)
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(формально оно получается умножением соответствующего равен-
ства (1.1) на 2uk(t; x) и последующим интегрированием). В частности,
из (1.12) и (4.6) следует, что функция kuk(t; )kL2;+ не возрастает и
pk  T 1=2ku0kkL2;+ : (4.7)
Кроме того, в силу (4.2) при k ! +1
ZZ
+T
(2g0k   g1k x)v2k dx dt+
TZ
0
v2k xx

x=0
dt! 0: (4.8)
Покажем, что функции v0k равномерно по k ограничены в про-
странстве L2;+. Действительно, в силу (1.13)
ZZ
+T
u2k dx dt 
1
0
ZZ
+T
(2g0k   g1k x)u2k dx dt+
TZ
0
RZ
0
u2k dx dt
и тогда из равенства (4.6) следует, что
Z
u20k dx 
1
T
ZZ
+T
u2k dx dt+
TZ
0
u2k xx

x=0
dt+
ZZ
+T
(2g0k   g1k x)u2k dx dt


1+
1
0T
ZZ
+T
(2g0k g1k x)u2k dx dt+
TZ
0
u2k xx

x=0
dt+
1
T
TZ
0
RZ
0
u2k dx dt
и, поэтому,
Z
v20k dx 

1 +
1
0T
ZZ
+T
(2g0k   g1k x)v2k dx dt+
TZ
0
v2k xx

x=0
dt+
1
T
:
Применяя (4.8) находим, что
kv0kkL2;+  c: (4.9)
Тогда из (4.7), (4.8) и результатов работы [16, теорема 1.1] следует,
что равномерно по k
kvkkX0(+T )  c: (4.10)
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В частности, из самого равенства (4.4) и оценки (4.10) следует, что
равномерно по k
kvk tkL2(0;T ;H 3(0;r))  c(r) 8 r > 0:
Переходя к подпоследовательностям (с сохранением обозначений) по-
лучаем, что при k ! +1
pk ! p;
@jxg0k ! @jxg0  -слабо в L1(+T ) при j  2;
@jxg1k ! @jxg1  -слабо в L1(+T ) при j  2;
v0k ! v0 слабо в L2;+; (4.11)
vk ! v  -слабо в L1(0; T ;L2;+);
vk ! v слабо в L2(0; T ;H2(0; r)) 8 r > 0;
vk ! v сильно в L2(0; T ;H1(0; r)) 8 r > 0:
С другой стороны, из (4.8) следует, что vk ! 0 в L2(0;RT ), следова-
тельно
vk ! v сильно в L2(+T ); (4.12)
где
v(t; x) = 0 для x > R: (4.13)
Пусть (t; x) — любая пробная функция из определения 1.1. Для
любой функции vk запишем соответствующий аналог равенства (1.8):ZZ
+T
h
vk
 
t   @5x+ b@3x+ (g1k)x   g0k

+
pk
2
v2kx
i
dx dt
+
Z
v0k(x)(0; x) dx = 0: (4.14)
Заметим, что  2 C([0; T ];H2+)  C([0; T ];C1b;+). Тогда переходя в
(4.14) к пределу при k ! +1 получаем с учетом (4.11), (4.12), чтоZZ
+T
h
v
 
t   @5x+ b@3x+ (g1)x   g0

+
p
2
v2x
i
dx dt
+
Z
v0(x)(0; x) dx = 0;
то есть функция v 2 X0(+T ) является слабым решением задачи
vt   @5xv + b@3xv + pvvx + g1vx + g0v = 0; (4.15)
v

t=0
= v0: (4.16)
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Более того, в силу (4.13) v 2 X(+T ) для любого  > 0. Заметим,
что для задачи (4.15), (4.16) выполнены условия теоремы 1.2. Тогда
vxx 2 X(;0T ) для любых  > 0 и  2 (0; T ) и, следовательно, v; vx 2
L1(
;0
T ), @
m
x v 2 L2(;0T ) при m  4. Так как g0; g1 2 L1(+T ), то
для решения v уравнения (4.15) применимы результаты статьи [34,
теорема 1] о единственности продолжения, из которых следует, что в
силу (4.13) v(t; x) = 0 в +T . Следовательно, согласно (4.12) vk ! 0 в
L2(
+
T ), что противоречит (4.3).
Теперь можно доказать основную теорему этой части.
Доказательство теоремы 1:5. Пусть сначала u0 2 L1=22;+, тогда u 2
X1=2(+T ) для любого T > 0. Запишем равенство (4.6) для функции
u:
Z
u2(t; x) dx+
tZ
0
u2xx

x=0
d+
tZ
0
Z
(2g0 g1x)u2 dx d =
Z
u20 dx: (4.17)
В частности, функция ku(t; )kL2;+ не возрастает. Зафиксируем T > 0,
тогда Z
u2(T; x) dx+ 0
TZ
0
+1Z
R
u2 dx dt 
Z
u20 dx
и, следовательно,
ZZ
+T
u2 dx dt  1
0
Z
u20 dx 
1
0
Z
u2(T; x) dx+
TZ
0
RZ
0
u2 dx dt:
С помощью оценки (4.1) это неравенство можно переписать в видеZZ
+T
u2 dx dt  1
0
Z
u20 dx 
1
0
Z
u2(T; x) dx
+ c
" ZZ
+T
(2g0   g1x)u2 dx dt+
TZ
0
u2xx

x=0
dt
#
: (4.18)
Выражая величину в квадратных скобках в (4.18) с помощью (4.17)
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при t = T и используя невозрастание ku(t; )kL2;+ находим, что
T
Z
u2(T; x) dx  1
0
Z
u20 dx 
1
0
Z
u2(T; x) dx
+ c
Z
u20 dx 
Z
u2(T; x) dx

и, следовательно,
T +
1
0
+ c
Z
u2(T; x) dx 
 1
0
+ c
Z
u20 dx;
то есть Z
u2(T; x) dx  (ku0kL2;+)
Z
u20 dx;  2 (0; 1);
откуда стандартным приемом выводим оценку (1.14).
В общем случае для любого h > 0 положим u0h(x)  u0(x)(1=h 
x) 2 L1=22;+, тогда u0h ! u0 в L2;+ при h ! +0. Для соответствующих
решений uh задачи типа (1.1), (1.2) с начальной функцией u0h спра-
ведлива равномерная по h оценка (1.14). Боле того, слабое решение
исходной задачи u 2 X0(+T ) 8T > 0 может быть получено на осно-
ве оценок из [16] как -слабый предел, в частности, в пространствах
L1(n; n + 1;L2;+) 8n функций uh, и тогда оценка (1.14) останется
справедливой и в предельном случае.
Замечание 4.1. Если u0 2 L3=82;+, то в силу теоремы единственности
можно утверждать, что любое слабое решение задачи (1.1), (1.2), при-
надлежащее пространству X3=8(+T ) 8T > 0, при выполнении усло-
вий теоремы 1.5 обладает свойством (1.14).
Замечание 4.2. Если функция g1 не зависит от x: g1 = g1(t) 2
L1(R+), то условия гладкости на функцию g0 можно ослабить: g0 2
L1(Rt+  Rx+). Действительно, повышенные условия гладкости фун-
кций g0; g1 использовались только в доказательстве леммы 4.1 для
обеспечения возможности применения теоремы 1.2. Однако в дан-
ном частном случае из свойства (4.8) следует, что при предельном
переходе в равенстве (4.14) интеграл от g0kvk стремится к нулю, то
есть предельная функция v является слабым решением задачи (4.15),
(4.16) для g0  0. Это означает, что для справедливости леммы 4.1
достаточно условия g0 2 L1(+T ).
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