To estimate the internal pit depth growth and reliability of aged oil and gas pipelines, a Monte Carlo simulation approach was adopted. The average maximum pit depths of corroded pipelines were correlated with the operating parameters -temperature, CO2 partial pressure, pH, flow rate, sulphate ion concentration, chloride ion concentration, water cut and wall shear stress via a multivariate regression analysis. Poisson Square Wave Model (PSWM) was used to predict the time lapse of the pit depth growth using the statistical best fit of the maximum pit depth and operating parameters as boundary conditions. Weibull probability function was used to determine the failure intensity and survivability of the pipelines for different distribution types whereas inspection data from a Magnetic Flux Leakage (MFL) in-line-inspected transmission pipeline were used to test the application of the model. The future pit depth distribution, survivability and failure rate of this transmission pipeline were also determined with the result showing that the model is vital for future internal pit depth growth and reliability estimation from single field inspection data.
Introduction
Corrosion estimate is fundamental to the health monitoring of pipelines 1 since there is a tendency of pipelines decreasing in reliability with increase in age of operation especially when there is corrosion defect 2, 3 . This is because as the corrosion wastage of the pipelines increase, the residual strength reduces due to the reducing pipe-wall thickness 4, 5 hence, increasing the likelihood of failure over time.
Corrosion can also result in unscheduled downtime especially for pitting corrosion, crevice corrosion, stress corrosion cracking and fatigue corrosion since they occur without outward signs on the facilities 6 . Reliability is a measure of the ability of an asset to perform its intended function within a stipulated time frame. The reliability of a pipeline is dependent on the corrosion wastage over time hence, corrosion probability distribution is a vital tool for developing reliability and risk-based inspection models 2 . Since future pit depth distribution can be estimated from previous pit depth distribution using Monte Carlo simulation (due to its ability to generate future data based on random walk principles 7, 8 ), it therefore follows that, proper application of Monte Carlo simulation technique is necessary for estimating the reliability of ageing pipelines.
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Corrosion growth models are vital for the development of pipeline integrity management programs, which can include inspection, mitigation and repair activities 9, 10, 11, 12 . Hence, time-dependent reliability of corroded high pressure offshore pipelines were establish by researchers 13 who utilized homogenous gamma process based corrosion growth model to determine the expected future corrosion wastage of the pipelines. These authors used the internal pressure, which was modelled with Poison Square Wave Model (PSWM) to calculate the corrosion growth rate and established the time of pipeline failure with respect to small leaks, large leaks and ruptures 13 . Again, the knowledge of pit depth transition probability was used by some researchers to develop a reliability model for managing pitting corrosion of oil and gas pipelines 14 . This model will make it possible to design a mitigation program, which will enhance pipeline lifecycle through maintenance, inspection and repairs. Similarly, the use of historic data for calculating the reliability of corroded non-piggable upstream pipelines exposed to corrosion by statistical analyses was done by Valor et al. 15 who determined the corrosion distribution trend of the pit depths and correlated them to the failure pressure at a future time.
Different researcher have shown that pit depth growth process of pipelines is a time-dependent stochastic damage process that has exponential 16, 17 , logarithmic 16 , lognormal 17, 18 , gamma 19 , Weibull 19 , normal 16, 17 and generalized extreme value 20 growth patterns however, long time exposure of pit depths have been shown to follow Fretchet distribution 2, 21, 22 . Furthermore, pit depth growth can be determined using limited data via extreme value analysis, which depends on the maximum pit depth at an exposure time for extrapolating future pit depth distribution over a long time exposure 23 .
Researchers such as Mohd and Paik 17 investigated the relationship between internal pit depth growth and age of offshore pipelines statistically and showed the correlation between age of pipelines and Weibull scale and shape parameters. Although the work did not show the reliability of these pipelines at various ages, it is a good outlook for the progression of pit depth with time. Other researchers that have been pertinent about pit depth growth includes Alamilla and Sosa 8 that used mathematical modelling to describe the propagation of cracks resulting from pitting corrosion defects. The authors showed that probability density function and propagation function of the pit depths are vital for characterizing the evolution of pit depth with time. Chookah et al. 24 on the other hand utilized probabilistic physics-of-failure based mechanistic model to predict the growth trend of cracks on a pipeline associated with pitting corrosion. This work considered the amplitude and frequency of the mechanical stress initiated by the internal pressure and chemical corrosive species inside the pipeline in estimating the fatigue crack growth. The authors used a Monte Carlo simulation approach, which incorporated the experimental findings of the physical parameters -applied stress, frequency and the concentration of the corrosive chemical agents as a function of the corrosion current in the modelling Carlo simulation in order to estimate corrosion defect growth whereas Hasan et al. 27 calculated failure probability of pipelines by characterizing corrosion defect based on geometry of the longitudinal section of the corrosion, growth rate and remaining mechanical hoop strength capacity.
The aim of this research is to complement the works reviewed above by determining the statistical characteristics of field data comprising of maximum pit depths and operating parameterstemperature, flow rate, pH, CO2 partial pressure, sulphate ion concentration, chloride ion concentration, water cut and wall shear stress of onshore pipelines in a bid to establish the relationship between them whilst investing the internal maximum pit depth growth of the pipelines over time using Monte Carlo simulation. The maximum pit depths of the pipelines were classified as low, moderate, high and severe whereas the time lapse for pit depth growth was determined using PSWM, which estimated pitting time based on independent arrival rate of a Homogenous Poisson Process (HPP). The statistical best fit of the maximum pit depth and operating parameters were used as input for the Monte Carlo simulation whereas the reliability of the pipeline as time elapsed were calculated using Weibull probability based on different distributions -Gamma, lognormal, exponential, generalized extreme value, Weibull and extreme value. A Magnetic Flux Leakage (MFL)
in-line-inspection (ILI) data of an API X52 pipeline were used to test the proposed model.
The limitation of this research is the inability to consider the impacts of H2S and O2 in the pitting corrosion of the studied pipelines. This is because the H2S concentrations of the studied fields are very small and hence will not enhance the pitting corrosion of the studied pipelines, which were predominantly under the influence of sweet corrosion. Seeing that H2S concentration is minimal and the corrosion mechanism was dominated by sweet corrosion, it was not necessary to consider the effect of O2 in the pitting process because O2 have been shown to significantly enhance pitting corrosion in the presence of H2S 28 . Furthermore, research has shown that at limited concentration of 
Experimental Procedure 2.1 Field Data Acquisition
Internal pitting corrosion data of pipelines used for transmission of multiphase fluid from oil fields in Niger Delta region of Nigeria and the operating parameters of the pipelines -temperature, pH, CO2 partial pressure, production rate, sulphate ion concentration, chloride ion concentration, water cut and operating pressure were obtained from the company's database. A total of six hundred sampled data of the maximum pit depths of the pipelines measured over a period of ten years were used for this study. The maximum pit depths were determined using pulse-echo Ultrasonic thickness Measurement (UTM) technique whereas the operating parameters were measured as part of the routine quality assurance procedure in the organization. The linear flow rate of the fluid and the wall shear stress were determined using the production rate and operating pressures inside the pipelines respectively .The maximum pit depths were categorized into four groups using NACE RP0775 standard 31 shown in Table 1 . Based on this standard, a total of 80, 70, 150 and 300 samples of the maximum pit depths were classified as low, moderate, high and severe pitting rates respectively whilst a generic category, which involves all the collected data were referred to as all-data.
Maximum Pit depth distribution
To estimate the best fit distribution for the maximum pit depths for the pitting corrosion and all-data categories, different probability density functions -Weibull, Gamma, generalized extreme value, extreme value , exponential and inverse Gaussian were tested on the data. The graphs of the statistical fitting of some of the distributions were plotted using Matlab version R2014a whereas Maximum likelihood Estimate (MLE) and Akaika information Criterion (AIC) were utilized to selected the best fit model by using the relationship shown in Equation (1) below.
where K is the number of parameters and L is the maximum value of the likelihood function.
Regression Analysis
To establish the relationship between the maximum pit depths and the operating parameters, a multivariate regression analysis was conducted using the average maximum pit depths of the pipelines Page 5 of 30 and the average operating parameters for the ten years collected data. The maximum pit depths can be expressed as function of the operating parameters according to the expression in Equation (2):
Where θ, P, W, τ, C, S, pH and V represents temperature, CO2 partial pressure (MPa), water cut (%), wall shear stress (Pa), chloride ion concentration (mg/l), sulphate ion concentration (mg/l), pH and flow rate (m/s) respectively. By determining the normal and slope coefficients of the maximum pit depths and the operating parameters, Equation (2) can be resolved using a matrix form shown in Equation (3).
Where nv, α, βθ, βP, βW, βτ, βC, βS, βpH, βV represents the number of variables, intercept coefficient, temperature coefficient, CO2 partial pressure coefficient, water cut coefficient, wall shear stress coefficient, Chloride ion concentration coefficient, sulphate ion concentration coefficient, pH coefficient and flow rate coefficient respectively.
The summary of the maximum pit depths and the operating parameters is shown in Table 2 .
Model Prediction Assumptions
To estimate the maximum pit depth growth of aged pipelines as a function of the operating parameters, the following key assumptions were made:
-The maximum pit depth growth follows a power law.
-The pitting initiation time is zero.
-Maximum pit depth is dependent on temperature, CO2 partial pressure, pH, flow rate, sulphate ion concentration, chloride ion concentration, water cut and wall shear stress -The operating conditions in the pipelines remains the same. -The maximum pit depth results from accumulated stress initiated by the operating parameters and have a random growth rate over the time of exposure of the pipelines. -Pit depth growth time interval and failure intensity are independently exponentially distributed with a Homogenous Poisson Process (HPP). -The pipelines failed by leakage (after pitting corrosion caused 100% pipe-wall thickness loss) and not by burst or rupture.
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Maximum Pit Depth Growth Estimation
Since degradation is a continuous process of wear and decay, it can be modelled as a stochastic process 1 . The measured degradation path of i th maximum pit depth from a total of nv th sample size (i= 1, 2, . . ., Sv) will consist of qi measurements at time points ti1, . . . ,tiqi. If the pit depth is modelled as a form of degradation η(t) plus measurement error(ε), then at time point qi, the degradation measurement of the i th maximum pit depth ( ) is as follows:
If a specific form is expressed for η, then Equation (4) can be expressed as
where ω represents an unknown common parameter across the pit depth whilst, is the vector of the i th maximum pit depth random effect parameter representing individual maximum pit depth characteristics. The degradation model used for predicting the maximum pit depth growth over time (Dmax(t)) was assumed to follow a power model. The use of power model (Equation (6)) for pit depth growth have been applied in prediction of pipelines reliability by different researchers 2, 12, 16, 19 .
If ϒ represents the proportionality variable and ℓ represents the exponential variable and the pitting is assumed to start on a micro scale once the pipeline is in operation, then the time of initiation of pitting (tini) will be zero. If the distribution of the maximum pit depths is given by a g-gamma distribution then Equation (6) can be expressed as follows:
Where ε is error term. If the pipeline is exposed to a series of stress shocks in time interval t1, t2,… due to the pitting corrosion process and the time interval is independently exponentially distributed with a Homogenous Poisson Process (HPP). Assuming that the failure intensity of the HPP is λ and the pipeline wall leaks at shock stress k, the standardized error term z and the probability density function f(λ) at λ can be expressed in terms of k and λ as shown in Equation (8) and (9) 19 . 
The values of k in Equation (9) indicates the specific form of the equation as follows:
-K=σ=1, the equation is exponential -K=1, the equation is Weibull -k→∞, the equation is lognormal.
If the natural log of Equation (7) is taken, the equation will be of the form shown in Equation (10):
where
and ϒ0, ϒθ, ϒP, ϒW, ϒτ, ϒC, ϒS, ϒpH, ϒV represents the intercept, temperature, CO2 partial pressure, water cut, wall shear stress, chloride ion concentration, sulphate ion concentration, pH and flow rate coefficients of time variation of maximum pit depth growth respectively whereas ℓ represents the coefficient of the natural log of time.
Using Equations (8) and (10), the probability density function in Equation (9) can be recomputed according to Equation (12) .
The estimates of the coefficients of the maximum pit depth and the operating parameters and the best fit distributions for each variable were determined using the maximum likelihood estimate and Akaike Information Criterion (AIC) shown in Equation (1).
Reliability Analysis
To estimate the survivability of the pipelines with passage of time, a Weibull probability model was used. The least square estimation method was applied to determine the probability density function given by Equation (13) .
While the cumulative density function is given by Equation (14).
where ϕ is the shape parameter, υ is the scale parameter and Ф is the location parameter. In this work t represents time lapse of pit depth growth. If Ф=0 and a double logarithmic transformation of the cumulative density function is taken, Equation (14) becomes:
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In order to apply least square method for estimating the scale and shape parameters, the pipeline time of pitting failure will be ranked with Equation (16).
Where MR is the median rank; m is the number of observed failures; i is ranked time lapse for pit depth growth of the pipeline.
Since Equation (15) is linear, the following relationship can be deduced:
The failure intensity can be calculated using the shape and scale parameters as shown in Equation (21):
The survivor function (R (t)) is given as follows:
Since Monte Carlo simulation have been successfully used for predicting maximum pit depth growth of pipelines and other structures by numerous authors 1, 18, 32, 33, 34, 35 , the principle was adopted for estimating the time lapse for maximum pit depth growth based on Poisson Square Wave Model (PSWM) shown in Figure 1 .
PSWM assumes a Homogeneous Poisson Process (HPP) in which the failure intensity are independent and identically distributed according to an exponential distribution 35 . PSWM have been used for modelling real life situations by researchers such as Brazen and Beck
18
, Pandey et al. 37 and Zheng and Zhou 13 who used Gumbel and gamma distributions for modelling Poisson arrival process. However, any positive random distribution can be utilized for the modelling of the lapse time 18 .
In this work, Generalized Extreme Value (GEV), Weibull, Gamma, Extreme Value (EV), lognormal and exponential distributions were used for estimating the survival probabilities of the studied pipelines. The statistical best fits of the operating parameters and maximum pit depths were utilized to predict the simulated values of the maximum pit depths and operating parameters at different Poisson arrival times. The relationship between the maximum pit depth, the operating parameters and the time lapse for maximum pit depth growth were used for calculating the reliability trend of the pipelines.
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Monte Carlo Simulation Framework
As a pragmatic tool for abstractions of reality, Monte Carlo simulation gives a robust approach for solving problems that may be extremely difficult to solve practically in consideration of cost and risk. The survivor functions of the pipelines were determined in consideration of time lapse of maximum pit depth growth by using the statistical best fit distributions and the model equations. The framework for the simulation process is shown in Figure 2 . Generate random values of maximum pit depth based on the probability of the discrete average maximum pit depths
Ip
Generate random values of operating parameters based on the probability of the discrete average operating parameters j = 5000 runs Carlo
NO

YES
Determine statistical best fit for the maximum pit depths and operating parameters for different probability density functions. 
Select Poisson arrival interval
Results and Discussion
Maximum Pit Depth distribution
The results of the maximum pit depth distribution for all the categories of pitting corrosion considered in this work are shown in Figures 3 -7 . These figures show the field data distribution and the fitting curves of some of the probability density function distributions tested. The results of these fitted distributions for the pitting corrosion categories as calculated with Maximum Likelihood Estimates (MLEs) and Akaike Information Criterion (AIC) is shown in Table 3 . Since the smallest AIC value is the best fit for a given distribution 19 , gamma distribution is the best statistical distribution for all-data, low, moderate, high and severe pitting corrosion categories.
Correlation of Maximum Pit depth with operating parameters
The correlation of the maximum pit depth with the operating parameters involved a multivariate regression analysis and removal of outliers, which can be done by using boxplot, cook distant and standardized residuals 20 . For this work, a boxplot and Q-Q standardized residual analysis of all-data category is used to exemplify the result in Figures 8 -9 . The relationship between the maximum pit depth and the operating parameters for all-data category is shown in Table 4 . The table shows that 58.17% of the maximum pit depths is attributable to the studied operating parameters prior to removing the 3 outliers shown on the Q-Q plot in Figure 9 . However, after removing the outliers, the maximum pit depth can be explained by 68.46% of the operating parameters. This implies that 41.83% and 31.54% of the maximum pit depths of the pipelines with and without outliers (Table 4) respectively are caused by either errors in the measurement of the parameters or due to other variables, which were not considered in this research. Notable amongst the variables not considered in this work that may contribute substantially to pitting corrosion are microbiological organisms such as Sulphate Reducing Bacteria (SRB), which are credited with increasing pitting corrosion by different researchers 22, 38, 39 . The table further showed that flow rate, chloride ion concentration and sulphate ion concentration are significant at 99.9% confidence interval whilst wall shear stress is significant at 90% confidence interval prior to removing the outliers. Again, Flow rate, chloride ion concentration and wall shear stress are significant at 99.9% confidence interval prior to the removal of outliers and sulphate ion concentration is significant at 95% confidence interval after removing the outliers. Prior to removing the outliers, it can be deduced from the analysis according to Table 4 that if other operating parameters are kept constant, 1 0 C increase in temperature will result in 0.000019 mm increase in maximum pit depth of the pipelines. Figure 10 shows the relative increase in pipeline maximum pit depth due to one unit increase of an operating parameter as others are kept constant. This figure indicates that CO2 partial pressure will result in the highest relative change in maximum pit depth amongst the considered variables followed by flow rate, water cut, pH, wall shear stress, chloride ion concentration and temperature. This result implies that except for sulphate ion concentration, the other variable contributed to maximum pit depth growth at varying degrees. This finding is in line with the results of other researchers 40, 41, 42 in this area. Sulphate ion concentration did not show significant impact on the relative maximum pit depth change probably Page 17 of 30 due to the trace quantity of H2S in the studied fields since, sulphate ion may actively impact pitting corrosion in the presence of H2S 43 .
: Q-Q plot analysis of maximum pit depth as a function of operating parameters for all-data category
Pitting corrosion categories
Figure 10: relative variation of pipeline pit depth due to unit increase of operating parameters
Time Variation of Pit Depth Growth
The statistical distribution of the maximum pit depths and the operating parameters for all-data category as obtained from the simulation was used for illustrating the results obtained in this session and is shown in Table 5 . This table indicates that the statistical best fit for temperature, sulphate ion concentration, chloride ion concentration and wall shear stress is Weibull distribution whereas Gamma distribution is the statistical best fit for CO2 partial pressure, flow rate, pH and maximum pit depth. The statistical best fit for water cut is lognormal distribution. 9.E-02
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The parametric estimate of the time variation of pit depth growth for all-data category as estimated from Monte Carlo simulation is shown in Table 6 . 0.65 '***':Pr≤ 0.1%; '**':Pr≤1%;'*':Pr≤5%; '*+':Pr≤10%
The time variation for the maximum pit depth growth and the cumulative pipe-wall thickness loss at different pipeline ages for all-data category was constructed based on Equation (6) and exponential and proportionality constants in Table 6 . This time lapse for maximum pit depth growth and pipe-wall thickness loss is shown in Figure 11 . This figure shows that the maximum pit depth growth is higher at the early part of the pipeline exposure and gradually reduces as the pitting rate becomes more stable. This finding is similar to the body of knowledge concerning pit depth nucleation, stabilization and growth trend over long period of exposure 
Reliability Estimates
The shape and scale parameters of Weibull distribution probability and failure intensity of the pipelines for different probability distribution functions is shown in Table 7 . The goodness of fit test for all data category used for determining the Weibull probability scale and shape parameters for the various distributions considered is shown in Figures 12 -17 . The relationship between the scale and shape parameters of Weibull probability distribution with the service life of the pipelines is shown in Figures 18-19 . The relationship is vital for estimating the survivability probability of the pipelines at any given time in service. The scale (ν) and shape (ϕ) parameters can be approximated with the continuous formula shown in Equation (23) 
Application
The application of this model is on Magnetic Flux Leakage (MFL) in-line inspection (ILI) data of a 3700m long API X52 transmission pipeline having 8.7 mm nominal wall thickness and 203.2 mm external diameter. This pipeline was commissioned in December 1994 and was inspected in August 2012 with magnetic flux leakage in-line inspection (ILI) technique. The inspection produced a total of 1037 pit depths samples that ranged from 10% to 60% of the nominal pipe-wall thickness of the pipeline.
To estimate the reliability of the pipeline, it was assumed that the data from this pipeline belong to all-data category whilst a discrete event simulation similar to the one described previously in this work was used to estimate the maximum pit depth data in order to ascertain the precision of the approach adopted in this work. The Root Mean square Percentage Error (RMSPE) of the simulated data in comparison to the field measure MFL ILI data was determined to be 0.948. Figure 21 shows the field data measurement of the pipeline and Generalized Extreme Value Distribution (GEVD) of the field and simulated data. In a bid to make some comparison, the pit depth distribution was assumed to follow a linear growth pattern according to Equation (25) and an exponential growth process shown in Equation (26) 7 .
( ) = ( 0 ) + ( − 0 ) , 
where D(t0) represents pit depth measured at time of inspection t0, D(t) represents future pit depth at time t, tini represents the time of pitting initiation, which has been assumed to be zero in this work and ψ represents the pitting rate which is determined as a function of the pit depth at time of inspection and age of the pipeline. Figure 22 shows the future pit depth distribution of the pipeline ten years after MFL ILI in 2012. The simulated future pit depth was compared to linear and exponential prediction models shown in Equation (25) and (26) .
Figure 22: Comparison of initial pit depth distribution of MFL ILI-inspected API X52 transmission pipeline after 10 years of ILI-inspection
The figure indicates that after 10 years from the time of inspection in 2012, the pit depth will vary from 1.04 mm to 6.25 mm when exponential model was used for predicting future growth whilst linear model and simulation resulted in pit depth growth of 1.35 mm to 8.12mm and 1.75 mm to 6.1mm respectively. This information shows that the linear model shows more variation in comparison to the other two models. This highlights one of the limitations of using linear model for predicting pit depth growth seeing that the model do not consider the cessation and reduced rate of pit depth growth over a long time of exposure as was shown in different works 18, 20 .
To estimate the reliability of this pipeline, it was assumed that the distribution of the pipeline pitting time follows a Weibull distribution. Figure 23 shows the survivability and failure probabilities of this pipeline ten years after the inspection done in 2012 whereas the failure rate per km-year is shown in Figure 24 . It can be deduced from the figures that the failure rate predicted by the linear model is Page 25 of 30 more than twice as much as that predicted using the exponential model and about three-quarter more than that predicted by Monte Carlo simulation. Failure/Survival probability Exposure Time (years) Failure Probability survivability probability
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Conclusions
Internal maximum pit depth growth of pipelines for transmission of crude oil was investigated in this work. The pit depths of the studied pipelines were classified as either low, moderate, high or severe based on NACE standard RP0775. Multivariate regression analysis of the maximum pit depth with operating parameters and the maximum pit depth growth rate was established using the field data and Monte Carlo simulated data. Poisson Square Wave Model (PSWM) which determined pitting time using a Homogenous Poisson Process (HPP) arrival interval was used for estimating the time lapse for the simulated pit depth growth.
The work showed that maximum pit depth growth was more at the initial time of exposure of the pipelines but reduced to almost a uniform growth rate after a long time of exposure of the pipelines.
The reliability of the pipelines were also determined based on Weibull probability function using different distribution forms for the simulation of the maximum pit depth and operating parameters. (RMSPE) estimate of 3.89% was obtained when simulated maximum pit depth was compared with the field data. This is a further prove that Monte Carlo simulation is a vital tool for predicting maximum pit depth growth and estimating reliability of ageing oil and gas pipelines. The result obtained in this work is also showing that this method is useful for predicting future maximum pit depth distribution and reliability of ageing pipelines using only one inspection data. Experts can be able to plan inspection, repairs and maintenance of pipelines when results of future maximum pit depth growth are known however, it is recommended that more testing of this technique be carried out especially with pipelines affected by sour corrosion prior to a robust application.
