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Kurzfassung
Zur eﬃzienten Analyse von starken, nichtlinearen Wechselwirkungen zwi-
schen Fluid und Struktur wird ein monolithisches Berechnungsmodell ent-
wickelt. Bei der Diskretisierung der Modellgleichungen der beiden Kontinua
und der Kopplungsbedingungen wird die Raum-Zeit-Finite-Element-Metho-
de verwendet. Mit der einheitlichen Betrachtung von Raum und Zeit ist
es mo¨glich, das Fluidgebiet den Strukturverformungen kontinuierlich anzu-
passen. Das Modell ermo¨glicht Stabilita¨tsanalysen des gekoppelten Systems.
Anhand von ausgewa¨hlten Beispielen wird die Eﬃzienz und Anwendbarkeit
des Verfahrens dokumentiert.
Abstract
For eﬃcient analyses of strong, nonlinear interactions between ﬂuid and
structure a monolithic numerical model is developed. The space-time ﬁnite
element method is applied for discretisation of both continua and the coup-
ling conditions. The uniform approach in space and time allows a continuous
adaptation of the ﬂuid domain to the structural motion. Altogether a single
set of equations is derived, which allows stability analyses of coupled pro-
blems. Selected examples conﬁrm the eﬃciency and versatility of the model.
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Vektoren sind mit fetten Kleinbuchstaben bezeichnet.










Matrizen und Tensoren sind mit fetten Buchstaben bezeichnet, bei lateini-
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(·)0 Gro¨ße in der Referenzkonﬁguration
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Γ(·), P(·) Rand mit vorgegebener Gro¨ße
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In vielen Anwendungsgebieten des Ingenieurwesens tretenWechselwirkungen
zwischen Fluid und Struktur auf. Beispiele aus dem konstruktiven Ingenieur-
bau sind ﬁligrane Membrankonstruktionen und weitgespannte Bru¨cken bei
Windumstro¨mung. Neben diesen klassischen Ingenieuraufgaben werden auf-
grund des technischen Fortschritts aber auch neue Anwendungsgebiete z. B.
aus der Biomechanik wie Blutstro¨mungen in Arterien oder in ku¨nstlichen
Herzen erschlossen. Fragestellungen mit Fluid-Struktur-Wechselwirkungen
za¨hlen zur Klasse der Mehrfeldprobleme. Bei den genannten Anwendungen
stehen die beteiligten Kontinua u¨ber ihren gemeinsamen Rand in Wech-
selwirkung. Demgegenu¨ber stehen Prozesse, die innerhalb eines Gebiets in
Wechselwirkung stehen, wie es beispielsweise bei Stoﬀabbauprozessen in De-
ponien mit Stro¨mungen und chemischen Prozessen der Fall ist. Zur Simula-
tion solcher Mehrfeldprobleme sind neue ganzheitliche Ansa¨tze erforderlich.
Bei der Simulation von Wechselwirkungen zwischen Fluid und Struktur liegt
ein Schwerpunkt auf der Modellierung und numerischen Behandlung der
Kopplung beider Teilgebiete. Schwierigkeiten entstehen infolge der unter-
schiedlichen Betrachtungsweisen beider Kontinua. Klassisch werden in der
Strukturdynamik die Zustandsgro¨ßen von materiellen Punkten verfolgt (La-
grangesche Betrachtungsweise), wogegen in der Fluiddynamik Zustands-
a¨nderungen an festen Raumpunkten betrachtet werden (Eulersche Betrach-
tungsweise). Zudem erschweren unterschiedliche Lo¨sungsverfahren fu¨r Fluid
und Struktur sowie getrennte Diskretisierungen in Raum und Zeit, d. h. se-
midiskrete Formulierungen, die Erfu¨llung der Bilanzgleichungen u¨ber den
Kopplungsrand hinweg. Als Folge wird meist eine schwache Kopplung reali-
siert, bei der die nichtlinearen Gleichungen der Fluid- und Strukturmechanik
nur explizit u¨ber Rand- bzw. U¨bergangsbedingungen gekoppelt sind und die
Berechnung eines Zeitschritts ohne Iteration und gegenseitige Kopplung er-
folgt. Selbst bei sehr kleinen Zeitschritten ist hierfu¨r die Konvergenz der
Lo¨sung nicht sichergestellt. Diese gestaﬀelten Lo¨sungsverfahren schra¨nken
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den Anwendungsbereich stark ein, z. B. sind Eigenwertanalysen nur fu¨r die
Teilsysteme mo¨glich.
Fu¨r zuverla¨ssige Aussagen u¨ber den zeitlichen Verlauf der Zustandsgro¨ßen
und die Stabilita¨t stark gekoppelter Systeme in Grenzsituationen sind daher
Berechnungsmodelle notwendig, die das gekoppelte Gesamtsystem betrach-
ten.
1.2 Ziel der Arbeit
Ziel dieser Arbeit ist es, ein ganzheitliches, monolithisches Berechnungsmo-
dell zu entwickeln und zu erproben, das die Analyse von Wechselwirkungen
zwischen Fluid und Struktur ermo¨glicht. Wesentlich dabei ist die Beru¨ck-
sichtigung einer starken Kopplung, um starke, nichtlineare Wechselwirkun-
gen berechnen zu ko¨nnen. Grundlage des Berechnungsmodells ist die Raum-
Zeit-Finite-Element-Methode. Mit ihr lassen sich die Modellgleichungen bei-
der Kontinua und die Kopplungsbedingungen einheitlich diskretisieren und
implementieren. Mit den raum- und zeitabha¨ngigen Ansatzfunktionen des
isoparametrischen Elementkonzepts ko¨nnen die verschiedenen Betrachtungs-
weisen elegant zusammengefu¨hrt werden. Zur Untersuchung starker Wech-
selwirkungen sind bei der Strukturmodellierung große Verschiebungen zu
beru¨cksichtigen. Um Grenzschichten und Wirbelablo¨sungen untersuchen zu
ko¨nnen, sind auf der Seite des Fluids viskose Stro¨mungen zu beru¨cksichtigen.
Hierzu dienen die inkompressiblen Navier-Stokes-Gleichungen. Neben der
Berechnung der instationa¨ren, gekoppelten Systemantwort soll das Berech-
nungsmodell eine Stabilita¨tsanalyse des gekoppelten Systems zulassen.
1.3 Stand des Wissens
Mit Aufkommen der elektronischen Datenverarbeitung im letzten Jahrhun-
dert begann die Entwicklung computerorientierter numerischer Berechnungs-
verfahren. Fu¨r Aufgabenstellungen der Struktur- und Stro¨mungsmechanik
wurden zahlreiche Verfahren entwickelt.
Wa¨hrend der Bereich der Strukturmechanik von der Finite-Element-Metho-
de dominiert wird, ist die Stro¨mungsmechanik von einer Vielzahl von Ver-
fahren gepra¨gt. Der Grund hierfu¨r liegt in den pha¨nomenologisch verschie-
denartigen Aufgabenstellungen, die von der Berechnung eines stationa¨r um-
stro¨mten zweidimensionalen Flu¨gelproﬁls bis hin zur Vorhersage des Welt-
klimas reichen. Bei der Stro¨mungssimulation ﬁndet somit eine Vielzahl von
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Modellen Verwendung, die mit ihren Charakteristiken ha¨uﬁg sehr spezielle
Anforderungen an das numerische Verfahren stellen. Historisch betrachtet
wurde zuerst die Finite-Diﬀerenzen-Methode [25] zur Lo¨sung stro¨mungsme-
chanischer Aufgabenstellungen angewandt. Bei ihr werden auf strukturierten
Gittern Ableitungen mit Diﬀerenzenausdru¨cken approximiert. Die Finite-
Volumen-Methode [23] als nachfolgendes Verfahren dominiert noch heute in
Anwendung und Forschung. Sie erfu¨llt die Bilanz der Volumenstro¨me u¨ber
die Zellenra¨nder eines Finite-Volumen-Netzes auf strukturierten wie auch auf
unstrukturierten Netzen exakt. In den letzten Jahrzehnten ﬁndet die Finite-
Element-Methode [84] in der Forschung wie auch in der Anwendung vermehrt
Aufmerksamkeit. Sie u¨berfu¨hrt die partiellen Differenzialgleichungen in eine
Variationsformulierung und approximiert die Verla¨ufe der Zustandsgro¨ßen
mit Ansatzfunktionen im Element. Daneben werden fu¨r spezielle Aufgaben-
stellungen die Volume of Fluid -Methode und andere Verfahren entwickelt.
Da die Literatur zu den betrachteten Anwendungsgebieten sehr umfangreich
ist, sollen die im Folgenden angegebenen Literaturstellen einen U¨berblick
geben und erheben nicht den Anspruch auf Vollsta¨ndigkeit.
Fu¨r das hier entwickelte Berechnungsmodell wird die Raum-Zeit-Finite-Ele-
ment-Methode zur einheitlichen Diskretisierung der Modellgleichungen in
Raum und Zeit eingesetzt. In den sechziger Jahren sind erste Arbeiten u¨ber
die Raum-Zeit-Formulierung entstanden. In der Strukturdynamik werden
von Hughes & Hulbert in [34] erstmals umfangreiche analytische Kon-
vergenzuntersuchungen der Raum-Zeit-Formulierung durchgefu¨hrt, auf der
zwei weitere [37, 38] von Hulbert aufbauen. In den neunziger Jahren ent-
standen zahlreiche weitere Arbeiten [6, 26, 46, 56, 78, 80], die unter anderem
auch adaptive Verfahren behandeln.
Im Bereich der Fluiddynamik wird die Raum-Zeit-Formulierung vor allem
von den Arbeitsgruppen um Hughes [67, 68] und Tezduyar [9, 72, 73] fu¨r
die Lo¨sung derNavier-Stokes-Gleichungen eingesetzt. Die Anwendung auf
zeitlich vera¨nderlichen Gebieten wird ebenfalls von Hansbo [27–29] einge-
hend verfolgt. Bu¨rgisser [16] simuliert bei praxisrelevanten Ingenieurbau-
werken wie Wehren Stro¨mungen mit freien Wasseroberﬂa¨chen. Die Raum-
Zeit-Formulierung des mitbewegten Fluidgebiets ist vergleichbar mit einer
klassischen ALE-Formulierung [36, 59]. Daru¨ber hinaus sind in den vergan-
genen Jahren erste Arbeiten [19, 26, 31, 32, 65, 78] zu gekoppelten Systemen
mit Fluid-Struktur-Wechselwirkung und starker Kopplung entstanden.
Die Literatur u¨ber Fluid-Struktur-Kopplung mit semidiskreten Formulierun-
gen ist ebenfalls sehr reichhaltig und bezieht sich zumeist auf spezielle Aufga-
benstellungen wie beispielsweise einen wirbelerregten, starren Kreiszylinder.
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Zudem werden in der Regel partitionierte Verfahren [70, 77] verwendet, mit
denen es mo¨glich ist, bereits vorhandene Berechnungsmodelle und Compu-
terprogramme weiter zu nutzen. Die ha¨uﬁg notwendige Beru¨cksichtigung ei-
ner starken Kopplung [1, 10] ist numerisch sehr aufwa¨ndig, so dass Verfahren
zur Eﬀektivita¨tssteigerung [70] erforscht werden. Bei der Untersuchung pra-
xisrelevanter Aufgabenstellungen wird ha¨uﬁg von kleinen Wechselwirkungen
ausgegangen, um eine schwache Kopplung verwenden zu ko¨nnen. Das sich
infolge der Strukturverformungen vera¨ndernde Fluidgebiet wird dabei mit
einer ALE-Formulierung [36, 59] im Berechnungsmodell beru¨cksichtigt.
1.4 Gliederung
Ein Schwerpunkt der Arbeit ist die Modellbildung in Kapitel 2. Aufbau-
end auf den kontinuumsmechanischen Grundlagen werden die verwendeten
Modelle fu¨r die Struktur- und Fluiddynamik beschrieben. Zudem werden
Pha¨nomene von viskosen Stro¨mungen eingefu¨hrt, die bei den Anwendungen
untersucht werden. Das Kopplungsmodell zur Beru¨cksichtigung der Wech-
selwirkungen zwischen Fluid und Struktur im Berechnungsmodell beschließt
das Kapitel.
Die Diskretisierung der Modellgleichungen erfolgt mit der Raum-Zeit-Finite-
Element-Methode in Kapitel 3. Anhand der ra¨umlich eindimensionalen Kon-
vektions-Diffusions-Gleichung wird die Raum-Zeit-Formulierung zusammen
mit der beno¨tigten Stabilisierung hergeleitet, bevor sie auf die anderen Mo-
delle angewendet wird. Neben der Diskussion besonderer Aspekte der Mo-
delle, wie beispielsweise freie Oberﬂa¨chen, werden begleitend zur Veriﬁkation
numerische Untersuchungen in Form von Stabilita¨ts- und Genauigkeitsun-
tersuchungen durchgefu¨hrt. Im letzten Abschnitt wird auf die numerischen
Lo¨sungsverfahren fu¨r das gekoppelte, nichtlineare Gleichungssystem einge-
gangen.
Zur Veriﬁkation und Validierung der in der Arbeit vorgestellen Verfahren
werden in Kapitel 4 an ausgewa¨hlten Beispielen numerische Analysen von
Fluid-Struktur-Wechselwirkungen vorgestellt, so dass eine Bewertung des
Berechnungsmodells mo¨glich ist.
Die Arbeit schließt mit einer Zusammenfassung in Kapitel 5.
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2 Modellbildung
In diesem Kapitel wird die Modellbildung als Grundlage der Diskretisierung,
die im weiteren Verlauf der Arbeit dargestellt wird, betrachtet. Aufbauend
auf den Grundlagen der Kontinuumsmechanik im ersten Abschnitt sind die
verwendeten Fluid- und Strukturmodelle in den Abschnitten 2.2 und 2.3
dargestellt. Abschnitt 2.4 beschreibt das Modell zur Kopplung von Fluid
und Struktur.
2.1 Grundlagen der Kontinuumsmechanik
Dieser Abschnitt stellt die Annahmen, Vereinbarungen und Grundgleichun-
gen der Kontinuumsmechanik zusammenfassend dar, die zur Herleitung der
Fluid- und Strukturmodelle notwendig sind. Die Notation folgt im Wesentli-
chen Stein & Barthold [69]. Fu¨r ausfu¨hrlichere Darstellungen sei auf die
Literatur verwiesen, wie z. B. [21, 69] fu¨r die Elastizita¨tstheorie und [11] fu¨r
die Tensorrechnung.
2.1.1 Annahmen
Wesentlich fu¨r die Kontinuumsmechanik ist die Betrachtung eines materiel-
len Ko¨rpers B bzw. eines Kontinuums als zusammenha¨ngende Menge ma-
terieller Punkte M, wobei diese ihre lokal identischen Eigenschaften durch
Idealisierung der realen Struktur erhalten. Der Begriﬀ lokal ist auf die Um-
gebung eines Punktes bezogen.
Zur Formulierung der Modellgleichungen erfolgt die Betrachtung von homo-
genen, isotropen Ko¨rpern innerhalb eines Boltzmann-Kontinuums, d. h. al-
le materiellen Punkte besitzen identische, richtungsunabha¨ngige Eigenschaf-
ten, und jeder einzelne Punkt vollzieht allein translatorische Bewegungen.
Dem Kontinuita¨tsprinzip folgend behalten die materiellen Punkte ihren kon-
tinuierlichen Zusammenhang wa¨hrend einer Bewegung bei. Weiterhin sind
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sie zu jedem Zeitpunkt eindeutig einzeln identiﬁzierbar, was zu einer deter-
ministischen Theorie fu¨hrt.
2.1.2 Betrachtungsweisen
Um die Bewegung materieller Punkte M zu beschreiben, ist es hilfreich,
eine Referenz- und Momentankonﬁguration einzufu¨hren. Wa¨hrend in der
Referenzkonﬁguration der materielle Ko¨rper B zum festen Zeitpunkt t = t0
betrachtet wird, beﬁndet sich der Ko¨rper zum aktuellen Zeitpunkt t > t0
in der Momentankonﬁguration. Zusammen mit der stetigen, bijektiven Ab-













Abbildung 2.1: Referenz- und Momentankonfiguration
punkt x folgt daraus: Ein materieller Punkt M, der sich zur Referenzzeit
t0 am Ort x0 beﬁndet, nimmt zum aktuellen Zeitpunkt t > t0 den Ort xt
ein. Die Bewegung eines materiellen Punktes kann nun ausgehend von der
Referenzkonﬁguration mit der Abbildung Φt hin zur Momentankonﬁgura-
tion erfolgen, siehe Abbildung 2.1. Das ra¨umliche Gebiet und dessen Rand
erhalten die Notationen Ω und Γ. Bei der Notation von Gro¨ßen in der Refe-
renzkonﬁguration wird der Index 0 immer gesetzt, wa¨hrend der Index t im
Weiteren nur selten zur Hervorhebung gesetzt wird.
6
Mit der Wahl des Beobachters dieser Bewegung ko¨nnen die beiden hier ver-
wendeten Betrachtungsweisen – die Lagrangesche und die Eulersche –
eingefu¨hrt werden. In der materiellen oder Lagrangeschen Betrachtungs-
weise erfolgt die Betrachtung ausgehend von der Referenzkonﬁguration, so
dass die Lage eines Raumpunktes zum Zeitpunkt t mit
x = Φt (x0) (2.1)
bestimmt ist. Anschaulich bedeutet dies: Der Beobachter verfolgt den Zu-
stand jedes einzelnen materiellen Punktes M auf seiner Bahn durch den
Raum. Die Strukturmodelle verwenden diese Betrachtungsweise.
Hingegen wird in der ra¨umlichen oder Eulerschen Betrachtungsweise die
Bewegung ausgehend von der Momentankonﬁguration verfolgt. Damit ist
die Lage eines Raumpunktes in der Referenzkonﬁguration mit
x0 = Φ−1t (x) (2.2)
eindeutig bestimmt. Demnach betrachtet ein Beobachter an jedem einzelnen
Raumpunkt den Zustand der materiellen PunkteM, die im Verlauf der Zeit
diesen Ort einnehmen. Diese Betrachtungsweise wird beim Fluidmodell an-
gewendet, wobei nicht davon ausgegangen wird, dass die Abbildung Φt und
ihre Inverse fu¨r jeden Raumpunkt und zu jeder Zeit bekannt sind. So wird
in der Regel ein ortsfestes Kontrollvolumen betrachtet, in dem materielle
Punkte ein- und austreten ko¨nnen. Ein anschauliches Beispiel ist eine Rohr-
stro¨mung, bei der nur der Durchﬂuss durch das Rohr von Interesse ist und
ein materieller Punkt nur innerhalb des Rohres eindeutig identiﬁziert ist.
Ist das Kontrollvolumen nicht ortsfest, so bewegt sich der Betrachter im
Raum mit, wobei er nicht die Bahn eines materiellen Punktes beschreiben
muss. Diese relative Betrachtungsweise ist fu¨r Fluide mit freier oder einer
Strukturverschiebung folgenden Oberﬂa¨che notwendig. In den Grenzberei-




Eine physikalische Eigenschaft eines beliebigen materiellen PunktesM sei in
Abha¨ngigkeit der Zeit t durch die Funktion Ψ beschrieben. Je nach gewa¨hl-
ter Betrachtungsweise ist die Funktion in ihren materiellen Koordinaten
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Ψ = Ψ(x0, t, t0) oder ra¨umlichen Koordinaten Ψ = Ψ(x, t) gegeben. Die
materielle Zeitableitung DΨDt = Ψ˙ beschreibt die zeitliche A¨nderung der phy-
sikalischen Gro¨ße eines beliebigen materiellen Punktes. Sie nimmt in mate-













+ v · ∇Ψ (2.4)
und setzt sich damit aus der lokalen Zeitableitung ∂Ψ∂t und der konvekti-
ven Zeitableitung v · ∇Ψ zusammen, wobei v = x˙ die Geschwindigkeit des
materiellen Punktes ist.
Kinematische Maße
Die ra¨umliche Lagea¨nderung eines einzelnen materiellen Punktes M zwi-
schen der Referenz- und der Momentankonﬁguration ist die Verschiebung
u = x− x0 , (2.5)
wobei eine zusa¨tzliche Verschiebung u0 in der Referenzkonﬁguration bei den
Strukturmodellen beru¨cksichtigt ist. Die lineare Abbildung eines inﬁnitesi-
malen Wegelements von der Referenz- in die Momentankonﬁguration
dx = F · dx0 (2.6)
erfolgt mit dem materiellen Deformationsgradienten
F = ∇0x = I+∇0u . (2.7)
Er beschreibt den Deformationszustand eines materiellen Punktes M ein-
deutig. Als Verzerrungsmaß fu¨r die konstitutiven Beziehungen der Struktur-







besser geeignet. Er beschreibt Starrko¨rperbewegungen verzerrungsfrei und
ist zudem richtungsunabha¨ngig und symmetrisch.
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Die Betrachtung ausschließlich kleiner Verschiebungen fu¨hrt in der geome-
trisch linearen Theorie auf den linearisierten Greenschen Verzerrungstensor







Im Gegensatz zu den Strukturmodellen gehen beim Fluidmodell nicht die








in die konstitutive Beziehung ein.
2.1.4 Bilanzgleichungen
Masse
Ist der materielle Ko¨rper B ein abgeschlossenes System, dessen Masse m
zeitinvariant ist, d. h. es gilt m = konstant, so folgt mit der Dichte ρ die
lokale Form der Massenerhaltung in der Momentankonﬁguration zu
ρ˙+ ρdiv x˙ = 0 . (2.11)
Sie wird im Weiteren als Kontinuita¨tsbedingung bezeichnet.
Im Fluidmodell wird die Massenerhaltung nur lokal gefordert. Global wird
die Erfu¨llung der Massenbilanz gefordert, d. h. in einem vera¨nderlichen Kon-
trollvolumen muss die Massena¨nderung innerhalb des Kontrollvolumens mit
dem Massenzuﬂuss durch die Oberﬂa¨che im Gleichgewicht stehen.
Impuls
Ein Inertialsystem ist ein Bezugssystem, in dem ein materieller Ko¨rper B,
der keinen a¨ußeren Kra¨ften unterliegt, entweder in Ruhe verharrt oder sei-
nen geradlinigen, gleichfo¨rmigen Bewegungszustand nicht a¨ndert. In einem











t¯ dΓ . (2.12)




ρ x˙ dΩ (2.13)
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gleich der Summe der von außen auf den Ko¨rper wirkenden Volumen- und
Oberﬂa¨chenkra¨fte ist. Die Gro¨ßen b¯ und t¯ stehen fu¨r die einwirkende Be-
schleunigung und die aufgebrachten Oberﬂa¨chenspannungen.
Unter Verwendung des Cauchy-Theorems
t = T · n (2.14)
zur Berechnung des inneren Spannungsvektors t aus dem Cauchyschen
Spannungstensor T in einer Schnittﬂa¨che mit der a¨ußeren Normalen n folgt
die lokale Impulsbilanz in der Momentankonﬁguration zu
divT+ ρ
(
b¯− x¨) = 0 . (2.15)
Transformiert in die Referenzkonﬁguration folgt





mit dem 2. Piola-Kirchhoff-Spannungstensor
S = detFFT TF−T . (2.17)
Zur geometrisch linearen Formulierung ist eine Linearisierung der Span-
nungstensoren notwendig. Sie fu¨hrt auf den linearisierten Spannungstensor
σ = Lin [T]u = Lin [FS]u . (2.18)
Drehimpuls





(x− x0)× ρ x˙ dΩ (2.19)
eines Ko¨rpers B gleich der Summe aller auf ihn von außen einwirkenden
Momente. Hieraus folgt die Symmetrie des Cauchyschen und 2. Piola-
Kirchhoff-Spannungstensors, d. h. es gilt
T = TT und S = ST . (2.20)
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2.2 Strukturmodelle
Dieser Abschnitt beschreibt die drei hier verwendeten Strukturmodelle. Ne-
ben einem Modell fu¨r Starrko¨rper in Abschnitt 2.2.1 sind zwei Modelle
zur Beschreibung elastischer Festko¨rper in den Abschnitten 2.2.2 und 2.2.3
erla¨utert.
2.2.1 Starrko¨rper und Feder-Da¨mpfer
Zur Untersuchung von Schwingungspha¨nomenen sich wenig deformierender
Ko¨rper, wie z. B. Seil- oder Bru¨ckenquerschnitte im Wind, ist es im Allge-
meinen ausreichend, einen elastisch gelagerten Starrko¨rper als Modell anstel-
le eines elastischen Festko¨rpers zu verwenden. Das Berechnungsverfahren ist
damit numerisch eﬀektiver und stabiler. Die Darstellung der Modellgleichung









Mit der kinematischen Restriktion der
Unverschieblichkeit einzelner Punk-
te eines Starrko¨rpers gegeneinander
ist es stellvertretend fu¨r den gesam-
ten Ko¨rper mo¨glich, die Kinetik eines
einzelnen Massepunktes im Schwer-
punkt des Ko¨rpers zu betrachten, sie-
he Abbildung 2.2. Die Impulsbilanz
des Starrko¨rpers folgt direkt aus der
globalen Impulsbilanz (2.12) zu
f¯ −mv˙ = 0 in I . (2.21)
Darin ist m die Gesamtmasse des Ko¨rpers, und f¯ stellt die rechte Seite von
(2.12) und somit die Resultierende der a¨ußeren Kra¨fte dar. Das betrachtete
Zeitintervall wird mit I = [0, T ] bezeichnet. Weiter sind die Beschleunigun-
gen x¨ durch die zeitliche Ableitung der Geschwindigkeiten v ausgedru¨ckt,
um eine einheitliche und konsistente Formulierung bezu¨glich der Zustands-
gro¨ßen der anderen Modellgleichungen, insbesondere des Fluids, zu ermo¨gli-
chen. Zur Vereinfachung der Schreibweise wird in der Differenzialgleichung
11
(2.21) und im Folgenden nicht explizit die Zeitabha¨ngigkeit der angreifenden
Kra¨fte f¯ = f¯ (t) angegeben.
Sollen Rotationen um den Schwerpunkt des Starrko¨rpers beschrieben wer-
den, so folgen sie der Gleichung
f¯m −Θ ω˙ = 0 in I (2.22)
mit dem angreifenden Moment f¯m, der Rotationstra¨gheit Θ und der Rota-
tionsgeschwindigkeit ω = ϕ˙.
Zur Lo¨sung der Anfangswertaufgabe sind als Anfangsbedingungen die Ge-








Zur Simulation elastisch gelagerter
Strukturen, insbesondere von Starr-
ko¨rpern, wird ein Feder-Da¨mpfermo-
dell beno¨tigt, wie es in der neben-
stehenden Abbildung 2.3 skizziert ist.
Das ra¨umlich eindimensionale Modell
beruht auf einer gemischten Formu-
lierung mit den Zustandsgro¨ßen Ge-
schwindigkeit v und Federkraft f .
Das Kra¨ftegleichgewicht folgt mit der
Da¨mpfungskraft fd = d v zu
f¯ − f − fd = 0 . (2.23)
Die Federkraft f ist mit der konstitutiven Beziehung
f = k u (2.24)
u¨ber die Federsteiﬁgkeit k mit der Verschiebung u verknu¨pft. Mit zeitlicher
Ableitung der konstitutiven Beziehung und Substitution von v = u˙ wird sie
als Ratengleichung
f˙ = k v + k˙ u (2.25)
formuliert.
Eine zeitlich vera¨nderliche Federsteiﬁgkeit wird an dieser Stelle nicht ange-
nommen, womit der letzte Term k˙ u in (2.25) entfa¨llt. Bei der Diskretisierung
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wird wieder eine zeitlich vera¨nderliche Federsteiﬁgkeit im Verfahren beru¨ck-
sichtigt.
Zur Lo¨sung der Anfangswertaufgabe ist als Anfangsbedingung die Federkraft
f (t0) = f0 = k u0 vorzugeben.
Die Ableitung einer Rotationsfeder verla¨uft analog zur Ableitung der Ver-
schiebungsfeder. Einzig die Zustandsgro¨ßen (Verschiebung u, Geschwindig-
keit v und Kraft f) und die zugeho¨rigen Materialparameter sind durch rota-
torische Gro¨ßen (Rotation ϕ, Rotationsgeschwindigkeit ω und Moment fm)
zu ersetzen.
2.2.2 2-Feld-Formulierung
Das erste Strukturmodell zur Beschreibung elastischer Festko¨rper basiert auf
der geometrisch linearen Elastizita¨tstheorie mit einer 2-Feld-Formulierung
in Verschiebungen u und Geschwindigkeiten v. Es erweitert die klassische
Formulierung der Elastizita¨tstheorie im statischen Fall hin zu der hier ver-
wendeten Raum-Zeit-Formulierung der Elastodynamik.
Zur Lo¨sung der Anfangs-Randwertaufgabe ist eine konstitutive Beziehung
zu deﬁnieren, die eine Verknu¨pfung zwischen den Spannungen und den Ver-
zerrungen herstellt. Angenommen wird die lineare Beziehung
S = C : E (2.26)
mit dem vierstuﬁgen Materialtensor C. Ohne Beschra¨nkung der Allgemein-
heit erfolgt hier der U¨bergang zum St. Venant-Kirchhoff-Material. Es
beschreibt mit zwei Konstanten, den Lame´-Konstanten, den Materialtensor
fu¨r ein homogenes, isotropes, hyperelastisches Material bei großen Verschie-
bungen und kleinen Verzerrungen.
Die Linearisierung der konstitutiven Beziehung (2.26) fu¨hrt auf das Hooke-
sche Werkstoﬀgesetz
σ(u) = C : ε(u) . (2.27)
In der Literatur, z. B. [69], ﬁndet sich die Transformation der Lame´-Kon-
stanten auf die gebra¨uchlicheren und in Versuchen messbaren Gro¨ßen Ela-
stizita¨tsmodul E und Querkontraktionszahl ν sowie die Komponenten des
Materialtensors.
Die 2-Feld-Formulierung beinhaltet die zwei Feldgleichungen
div0 σ(u)− ρ0v˙ + ρ0b¯0 = 0 in Q0 , (2.28a)
u˙− v = 0 in Q0 . (2.28b)
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Die erste Feldgleichung (2.28a) ist die lokale Impulsbilanz unter Verwen-
dung der Geschwindigkeit anstelle der Verschiebung im Tra¨gheitsterm ρ0x¨.
Zur Kopplung der beiden Zustandsgro¨ßen u und v ist die zweite Feldglei-
chung (2.28b) notwendig. Das Raum-Zeit-Gebiet Q0 = Ω0 × I, in dem die
Feldgleichungen gu¨ltig sind, bildet sich aus dem ra¨umlichen Referenzgebiet
Ω0 und dem betrachteten Zeitintervall I.
Zur Lo¨sung des aus (2.28a) und (2.28b) gebildeten Differenzialgleichungssys-
tems sind Anfangsbedingungen fu¨r Verschiebungen und Geschwindigkeiten
mit
u(x, t0) = u0(x) und v(x, t0) = v0(x) in Ω0 (2.29)
und Randbedingungen auf dem Dirichlet-Rand
u = u¯ und v = v¯ auf PD0 = Γ
D
0 × I (2.30)
und auf dem Neumann-Rand
t0 = σ · n0 = t¯0 auf PN0 = ΓN0 × I (2.31)
zu erfu¨llen.
2.2.3 Gemischte Formulierung
Die gemischte Formulierung zeichnet sich nach der Diskretisierung in Ab-
schnitt 3.2.3 im Vergleich zur 2-Feld-Formulierung besonders dadurch aus,
dass sie ausschließlich Geschwindigkeiten als globale Freiwerte besitzt und
zur Berechnung plattenartiger Bauteile gu¨nstiger ist.
Die Formulierung basiert auf der geometrisch nichtlinearen lokalen Impuls-
bilanz (2.16) in der Referenzkonﬁguration. Die Feldgleichungen folgen zu
div0 (F · S)− ρ0v˙ + ρ0b¯0 = 0 in Q0 , (2.32a)
C
−1 : S˙− E˙ = 0 in Q0 . (2.32b)
Die zweite Feldgleichung (2.32b) stellt die konstitutive Beziehung (2.26) nach
zeitlicher Ableitung als Rate dar. Die zeitliche Ableitung des Greenschen





∇0v + (∇0v)T + (∇0u)T∇0v + (∇0v)T∇0u
)
. (2.33)
Die Anfangs-Randwertaufgabe wird vervollsta¨ndigt durch Anfangsbedingun-
gen in der Referenzkonﬁguration fu¨r Geschwindigkeiten
v(x, t0) = v0(x) (2.34)
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und Spannungen
S(x, t0) = C : E (u0) (2.35)
sowie durch Randbedingungen fu¨r Geschwindigkeiten
v = v¯ auf PD0 (2.36)
und Randspannungen
t0 = (F · S) · n0 = t¯0 auf PN0 . (2.37)
2.3 Fluidmodell
Das Fluidmodell basiert auf den inkompressiblenNavier-Stokes-Gleichun-
gen [30, 75]. Die Grundlagen der Gleichungen sowie die mit ihnen beschreib-
baren Pha¨nomene und deren Grenzen sind in Abschnitt 2.3.1 erla¨utert. Im
nachfolgenden Abschnitt 2.3.2 ist die Anfangs-Randwertaufgabe deﬁniert.
Die verwendeten Kenngro¨ßen von Stro¨mungen sind in Abschnitt 2.3.3 zu-
sammengestellt.
2.3.1 Fluiddynamik
Fu¨r Fluide gelten dieselben Grundgleichungen – Massen-, Impuls- und Dreh-
impulsbilanz – wie fu¨r elastische Festko¨rper. Trotzdem treten bei Stro¨mun-
gen und Strukturen im Allgemeinen ganz andere Pha¨nomene auf, so dass
die Modellbildung dies als Grundlage der numerischen Na¨herungsverfahren
zu beru¨cksichtigen hat.
Die in Abschnitt 2.2 beschriebenen Strukturmodelle verwenden eine La-
grangesche Betrachtungsweise, bei der die Bahn und der Zustand jedes
einzelnen materiellen PunktesM verfolgt wird. Bei stro¨mungsmechanischen
Aufgabenstellungen ist es meist uninteressant, die Eigenschaften eines ein-
zelnen Punktes zu verfolgen. Normalerweise ist ein ra¨umliches Gebiet, das
Kontrollvolumen, von Interesse, durch das ein Fluid hindurchstro¨mt. Als
Betrachtungsweise bietet sich daher die in Abschnitt 2.1.2 beschriebene Eu-
lersche Betrachtungsweise an. Als Folge beinhaltet die materielle Zeitablei-







+ v · ∇v (2.38)
einen konvektiven Term v · ∇v, der bei der materiellen Zeitableitung der
Geschwindigkeit nichtlinear ist.
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Im Gegensatz zu Strukturen nehmen Fluide in Ruhelage keine deviatorischen
Spannungen bzw. Schubspannungen τ auf. Der Spannungsverlauf wird in
Ruhelage allein durch die hydrostatische Druckverteilung bestimmt. Somit
treten Schubspannungen nur bei der Vera¨nderung der gegenseitigen ra¨umli-
chen Lage der materiellen Punkte auf, so dass zur Beschreibung des Fluid-
modells die Geschwindigkeit v als Zustandsgro¨ße gewa¨hlt wird.
In dieser Arbeit werden Newtonsche Fluide betrachtet, fu¨r die als konsti-
tutive Beziehung ein linearer Zusammenhang zwischen den Verzerrungsge-
schwindigkeiten ε (v) und den Schubspannungen
τ = 2µ ε (v) (2.39)
mit der dynamischen Za¨higkeit µ besteht, vgl. Currie [17]. Insgesamt ist
der Spannungstensor
σ = 2µ ε (v)− p I (2.40)
abha¨ngig von den Verzerrungsgeschwindigkeiten ε (v) und dem Druck p.
Weiter sollen Stro¨mungen betrachtet werden, bei denen Temperatur- und
Dichtea¨nderungen vernachla¨ssigbar sind, wie es im klassischen Ingenieurbau
der Fall ist. Stro¨mungen von Fluiden mit einerMach-Zahl, siehe (2.49), von
Ma ≤ 0.3 weisen eine Dichtea¨nderung auf, die kleiner als 5% ist. Sie ko¨nnen
somit als inkompressibel angesehen werden, so dass die Kontinuita¨tsglei-
chung (2.11) u¨bergeht in die Forderung eines divergenzfreien Stro¨mungsfel-
des
divv = 0 . (2.41)
Als Folge ist die Schallgeschwindigkeit im Fluid unendlich groß, so dass lo-
kal hervorgerufene A¨nderungen im Druckfeld unmittelbar Einﬂuss auf das
gesamte Druckfeld haben.
Bei der Untersuchung von Fluid-Struktur-Wechselwirkungen sind Fluidbe-
reiche in der Na¨he einer Struktur oder festen Wand von besonderem Inter-
esse. Haften die materiellen Punkte des Fluids infolge der Za¨higkeit und
der Oberﬂa¨chenrauhigkeit auf der Strukturoberﬂa¨che, so a¨ndert sich die
Stro¨mungsgeschwindigkeit des ungesto¨rten Bereichs v∞ in Oberﬂa¨chenna¨he
hin zur Geschwindigkeit der Struktur vS . Es kommt zur Ausbildung einer
Grenzschicht, wie sie in Abbildung 2.4 schematisch fu¨r eine la¨ngsangestro¨mte
ebene Platte dargestellt ist.
Als Grenzschichtdicke wird der Abstand zur Struktur deﬁniert, bei dem die
Stro¨mungsgeschwindigkeit nur noch 1% von der ungesto¨rten Stro¨mungsge-
schwindigkeit v∞ abweicht, vgl. Schlichting [64]. Durch die hohen De-
formationsgeschwindigkeiten ε (v) treten in der Grenzschicht nach (2.39)
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v∞
Abbildung 2.4: Grenzschicht an einer Platte
Schubspannungen τ auf. Sie wirken zusa¨tzlich zum Druck p als Belastung
auf die angrenzende Struktur, sind aber im Vergleich zu diesem meist klein.
Weiter ha¨ngt die Ausbildung und Ablo¨sung von Wirbeln stark von der
Grenzschicht ab. Umstro¨mt beispielsweise ein Fluid mit einer Reynolds-
Zahl, siehe (2.47), von etwa Re = 90 ÷ 500 [53] einen Kreiszylinder, wie in
Abbildung 2.5 dargestellt, so kommt es zur Ablo¨sung der Grenzschicht. Es
Abbildung 2.5: von Ka´rma´nsche Wirbelstraße
entstehen in periodischer Abfolge an der Ober- und Unterseite des Zylinders
Wirbel, die mit der Stro¨mung transportiert werden. Dieses Stro¨mungspha¨no-
men wird mit dem Begriﬀ von Ka´rma´nsche Wirbelstraße bezeichnet. In Ab-
schnitt 4.1 wird das Pha¨nomen anhand eines elastisch gelagerten starren
Kreiszylinders untersucht.
Bei ansteigender Reynolds-Zahl kommt es vermehrt zu Bewegungen quer
zur dominierenden Stro¨mungsrichtung. Werden diese Querbewegungen un-
regelma¨ßig bzw. chaotisch, so geht die Stro¨mung vom laminaren in den
turbulenten Zustand u¨ber. Neben einer starken Durchmischung des Fluids
wird eine Erho¨hung der Wandschubspannungen und der Energiedissipation
beobachtet. Turbulente Stro¨mungen werden zwar von den inkompressiblen
Navier-Stokes-Gleichungen vollsta¨ndig beschrieben, sind aber nicht Ge-
genstand dieser Arbeit, da deren numerische Simulation sehr aufwa¨ndig ist.
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2.3.2 Inkompressible Navier-Stokes-Gleichungen
Die inkompressiblen Navier-Stokes-Gleichungen basieren auf der lokalen
Impulserhaltung (2.15) und der Kontinuita¨tsbedingung (2.41) in der Mo-






+ v · ∇v
)
+ ρ b¯ = 0 in Q , (2.42a)
divv = 0 in Q . (2.42b)
Zur Lo¨sung der gekoppelten partiellen Differenzialgleichungen ist wiederum
die Formulierung von Anfangs- und Randbedingungen notwendig. Die Di-
richlet-Randbedingungen schreiben eingepra¨gte Randgeschwindigkeiten
v = v¯ auf P v (2.43)
vor. Die Neumann-Randbedingungen sind wie bei der Struktur Spannungs-
randbedingungen
σ · n = t¯ auf P t . (2.44)
Als Anfangsbedingung ist das Geschwindigkeitsfeld zum Ausgangszeitpunkt
v (x, t0) = v0(x) in Ω0 (2.45)
vorzugeben. Infolge der Inkompressibilita¨t muss zudem ein divergenzfreies
Geschwindigkeitsfeld
divv = 0 in Ω0 (2.46)
vorliegen.
2.3.3 Kennwerte von Stro¨mungen
Zur Charakterisierung von Stro¨mungen dienen dimensionslose Kennwerte,
die aus A¨hnlichkeitsbetrachtungen abgeleitet sind. Mit ihnen ist es mo¨glich,
dynamisch a¨hnliche Stro¨mungen zu untersuchen, um z.B. aus Modellver-
suchen auf das reale Stro¨mungsverhalten zu schließen. Gebildet werden die
Kennwerte aus Parametern, die die betrachtete Aufgabenstellung charakte-









ist einer der wichtigsten Kennwerte einer Stro¨mung. Sie gibt das Verha¨lt-
nis der Tra¨gheitskra¨fte zu den Za¨higkeitskra¨ften an. Im Gegensatz zu dem





sind die charakteristischen Werte Geschwindigkeit V und La¨nge L System-
werte, die von der betrachteten Aufgabenstellung abha¨ngen.
Die Reynolds-Zahl gibt einen Hinweis auf die Fließform einer Stro¨mung.
Beispielsweise deutet eine Reynolds-Zahl, die kleiner als 2 300 ist, bei ei-
ner Rohrstro¨mung auf eine laminare Fließform hin [83]. Hingegen ist bei
gro¨ßeren Werten eine turbulente Stro¨mung zu erwarten. Mit Beschra¨nkung
auf laminare Stro¨mungen werden in dieser Arbeit ausschließlich Stro¨mungen
mit kleinen Reynolds-Zahlen betrachtet.
Mach-Zahl





mit dem Verha¨ltnis zwischen der charakteristischen Geschwindigkeit V und
der Schallgeschwindigkeit c. Diese Kennzahl gilt auch in der Elastodynamik.
Strouhal-Zahl




V · T . (2.50)
Im Verha¨ltnis der stationa¨ren zu den instationa¨ren Tra¨gheitskra¨ften geht
hier die Periode T ein.
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Froude-Zahl
Bei Stro¨mungen mit freien Oberﬂa¨chen, bei denen den Schwerkra¨ften eine
besondere Rolle zukommt, ist die Froude-Zahl
Fr =
V√
g · L (2.51)
als Verha¨ltnis der Tra¨gheits- zu den Schwerkra¨ften ein Maß zur Charakteri-
sierung der Stro¨mung.
Peclet-Zahl
Wird der Stoﬀtransport in einer Stro¨mung mit der Konvektions-Diffusions-





den Einﬂuss der Konvektion gegenu¨ber der Diﬀusion mit der konvektiven
Geschwindigkeit a und dem Diﬀusionskoeﬃzienten κ an. Fu¨r numerische
Lo¨sungsverfahren ist dieser Kennwert insbesondere dann interessant, wenn
die Konvektion in einer Stro¨mung dominiert. Die Verfahren neigen dann
ha¨uﬁg dazu, unphysikalische Ergebnisse zu liefern.
2.4 Fluid-Struktur-Kopplung
Von Ingenieuren betrachtete Aufgabenstellungen stellen sich ha¨uﬁg als ein
aus Einzelsystemen gekoppeltes Gesamtsystem dar. Beispielsweise bildet ei-
ne Bru¨cke, die durch Wind angeregt wird, ein Gesamtsystem, in dem die
Windstro¨mung mit der Bru¨ckenbewegung gekoppelt ist. Bei praxisrelevanten
Aufgaben sind jedoch ha¨uﬁg vereinfachende Annahmen zula¨ssig, die das Ge-
samtsystem entkoppeln und verkleinern. So wird beispielsweise die Windlast
im klassischen Hochbau unabha¨ngig von den Deformationen des Geba¨udes
ermittelt. Dies ist zula¨ssig, solange die Deformationen keinen maßgebenden
Einﬂuss auf das Windfeld haben.
In dieser Arbeit wird aber davon ausgegangen, dass die Strukturdeforma-
tionen groß sind und Einﬂuss auf das gekoppelte Gesamtsystem haben. Zur
Analyse des Systemverhaltens sind daher Berechnungsmodelle erforderlich,
die den Einﬂuss der Wechselwirkung vollsta¨ndig erfassen.
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Die Berechnung des gekoppelten Systems wird in vielen Bereichen immer
wichtiger. So mu¨ssen Bru¨cken immer gro¨ßere Spannweiten u¨berbru¨cken, und
leichte Konstruktionen wie Membranda¨cher werden ha¨uﬁger entworfen; oft
wird hierbei der Einﬂuss der Wechselwirkung mit der Windstro¨mung maß-
gebend. Aber auch in anderen Bereichen wie z. B. der Medizintechnik bei
von Blut durchstro¨mten Herzen oder Arterien ist eine Untersuchung des ge-
koppelten Systems notwendig. Die dargestellten Systeme unterliegen meist
einer starken, nichtlinearen Wechselwirkung, so dass bei bei der Diskreti-
sierung eine starke Kopplung der Modellgleichungen zu beru¨cksichtigen ist.
Nicht zuletzt unterstu¨tzt die rasante Entwicklung im Computerbereich die
Entwicklung neuer Modelle und Diskretisierungsverfahren.
2.4.1 Klassifizierung
Die getroﬀenen kontinuumsmechanischen Annahmen zur Beschreibung ei-
nes materiellen Ko¨rpers B ermo¨glichen eine Klassiﬁzierung der Kopplungs-
arten. Die Modellgleichungen beschreiben das physikalische Verhalten eines
Ko¨rpers innerhalb seines materiellen Gebiets und auf seinem Rand. Dies
fu¨hrt zu zwei mo¨glichen Kopplungsarten – der Rand- und der Gebietskopp-
lung –, die wie folgt klassiﬁziert sind:
• Randkopplung
Die Wechselwirkung zwischen zwei Modellen ﬁndet u¨ber ihren gemein-
samen Rand – den Kopplungsrand bzw. das Interface – statt. Zwei
Anwendungsbeispiele sind in Abbildung 2.6 skizziert. Wa¨hrend links
Abbildung 2.6: Randgekoppelte Systeme
ein Tragﬂu¨gel von Luft umstro¨mt wird, steht rechts eine erdbebenan-
geregte Staumauer in Wechselwirkung mit dem Stausee.
• Gebietskopplung
Die Wechselwirkung zwischen den Modellen ﬁndet in dem Teilgebiet
statt, in dem sich die Gebiete der verschiedenen Modelle u¨berschnei-




Abbildung 2.7: Gebietsgekoppeltes System
um betrachteter aufgeschu¨tteter Damm von einem Fluid durchstro¨mt
wird.
2.4.2 Kopplungsmodell
Die in dieser Arbeit betrachteten Aufgabenstellungen mit umstro¨mten Fest-
ko¨rpern stellen Systeme mit randgekoppelten Modellen dar. Am Kopplungs-
rand PC = PF∩PS wirken die Fluidrandspannungen tF auf die Struktur, die
sich infolge der Belastung deformiert und so die Geometrie des Fluidgebiets
a¨ndert. Mit der Strukturbewegung sind auch die Fluidgeschwindigkeiten auf
dem Kopplungsrand festlegt.




tF auf PC0 , (2.53)
bei der die in die Referenzkonﬁguration transformierten Randspannungen
des Fluids tF als Randlasten auf die Struktur wirken sowie auf die Dirich-
let-Randbedingung fu¨r das Fluid
vF = vS auf PC , (2.54)
bei der die Geschwindigkeiten der beiden Kontinua auf dem gemeinsamen
Rand u¨bereinstimmen mu¨ssen, mit der Folge, dass der Kopplungsrand mit
der Geschwindigkeit vC = vF = vS mitbewegt wird. Zur Simulation ideal-
glatter Ra¨nder gilt (2.54) mit einer Randnormalen n nur normal zur Struk-
turoberﬂa¨che
vF · n = vS · n auf PC . (2.55)
Insgesamt wird mit den Bedingungen die Impulsbilanz, die Kontinuita¨t der
Geometrie und hieraus folgend auch die mechanische Energiebilanz u¨ber




Fu¨r die in Kapitel 2 beschriebenen Anfangs-Randwertaufgaben existieren
nur fu¨r einfache ra¨umliche Geometrien mit meist homogenen Randbedin-
gungen analytische Lo¨sungen. Zur Lo¨sung komplexer Aufgabenstellungen
sind numerische Berechnungsverfahren notwendig. Die Finite-Element-Me-
thode angewendet in Raum und Zeit ist das in dieser Arbeit favorisierte
Verfahren. Es wird im kommenden Abschnitt 3.1 an einer einfachen Mo-
dellgleichung erla¨utert. In den drei folgenden Abschnitten werden die beiden
Kontinua – Struktur und Fluid – und deren Kopplung betrachtet. Im letzten
Abschnitt 3.5 wird auf das Verfahren zur Lo¨sung des aus der Diskretisierung
entstandenen nichtlinearen Gleichungssystems eingegangen.
3.1 Raum-Zeit-Formulierung
Zur numerischen Lo¨sung stationa¨rer und instationa¨rer Prozesse wurden in
der Struktur- und Stro¨mungsmechanik verschiedene Verfahren entwickelt;
sie sind in Standardwerken [8, 12, 23, 33, 84] detailiert erla¨utert.
Das klassische Vorgehen zur Lo¨sung instationa¨rer Prozesse besteht in der
Aufteilung der Diskretisierung in einen ra¨umlichen und einen zeitlichen Teil.
Als Folge der Aufteilung entstehen Schwierigkeiten bei der Formulierung
und Lo¨sung gekoppelter Prozesse, wie sie hier in Form von Fluid-Struktur-
Wechselwirkungen vorliegen. Einzelheiten hierzu ﬁnden sich weiter unten
im Abschnitt 3.4. Um diese Schwierigkeiten zu umgehen, baut das in dieser
Arbeit entwickelte Verfahren auf einer einheitlichen Diskretisierung in Raum
und Zeit auf, welche im Folgenden erla¨utert wird.
3.1.1 Raum-Zeit-Finite-Element-Methode
Als Diskretisierungsverfahren der in Kapitel 2 betrachteten Modellgleichun-
gen wird die Finite-Element-Methode in Raum und Zeit angewendet. Um
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die Raum-Zeit-Formulierung zu erla¨utern, wird sie exemplarisch auf die ver-
einfachende ra¨umlich eindimensionale, instationa¨re Konvektions-Diffusions-
Gleichung
θ,t+a∇θ − κ∆θ = f¯ in Ω× I (3.1)
angewendet. Die Zustandsgro¨ße θ, welche beispielsweise eine Temperatur
darstellt, unterliegt neben einer zeitlichen A¨nderung einer Konvektion mit
der vorgegebenen konvektiven Geschwindigkeit a und einer Diﬀusion mit
dem Diﬀusionskoeﬃzienten κ. Die rechte Seite f¯ beinhaltet Quellen und
Senken des betrachteten Gebiets.
Zur Lo¨sung der Differenzialgleichung ist eine Anfangsbedingung θ (x, t0) =
θ0 (x) und eine Randbedingung zu erfu¨llen, welche zur Herleitung vereinfa-
chend als homogene Dirichlet-Randbedingung θ¯ = 0 auf dem gesamten
Rand Γ = ∂Ω gewa¨hlt wird.
Zur Erla¨uterung des numerischen Lo¨sungsverfahrens bietet sich die Konvek-
tions-Diffusions-Gleichung an, da sie zum einen die Herleitungen durch das
ra¨umlich eindimensionale Gebiet Ω vereinfacht, zum anderen kann an den
drei Termen der linken Seite das verwendete Verfahren vollsta¨ndig erla¨utert
werden. Der erste Term θ,t dient zur Darstellung des zeitdiskontinuierlichen
Galerkin-Verfahrens in Abschnitt 3.1.2. Der zweite Term a∇θ bedarf der
numerischen Stabilisierung aus Abschnitt 3.1.3. Der dritte Term κ∆θ dient
zusammen mit den anderen zur Herleitung der schwachen Form und zur
generellen Erla¨uterung des Diskretisierungsverfahrens.
Zur numerischen Lo¨sung wird die Differenzialgleichung (3.1) in eine integrale
Form u¨berfu¨hrt. Hierzu wird die Differenzialgleichung mit einer Testfunktion
δθ multipliziert und u¨ber das ra¨umliche Gebiet Ω und das zeitliche Gebiet I









δθ f¯ dΩdt ∀ δθ ∈ V (3.2)
wird als Variationsformulierung oder variationelle Form der Differenzialglei-
chung bezeichnet, wobei die Formulierung der Randbedingungen hier und im
Folgenden nicht zusa¨tzlich angegeben wird, wenn die Randbedingungen von
den Ansa¨tzen exakt erfu¨llt sind. Die Anfangsbedingungen werden durch das
zeitdiskontinuierliche Galerkin-Verfahren (Abschnitt 3.1.2) beru¨cksichtigt
und ebenfalls nicht mit angegeben.
Die gewa¨hlte Schreibweise der variationellen Gro¨ße δθ liefert einen Hin-
weis auf den gewa¨hlten Testraum V, der hier identisch ist mit dem An-
satzraum von θ. Im Weiteren wird nicht na¨her auf die Wahl der Ansatz- und
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Testra¨ume, im Allgemeinen Hilbert-Ra¨ume, eingegangen. Einen tieferen
Einblick ermo¨glichen Werke zur Funktionalanalysis und Variationsrechnung,
z. B. [42, 76]. Zudem wird darauf verzichtet, auf die Ra¨ume, z. B. ”∀ δθ ∈ V“,
der variationellen und schwachen Formen hinzuweisen.
Der klassische Ansatz zur Durchfu¨hrung der Integrationen in (3.2) und zum
Lo¨sen der Gleichung besteht in einer semidiskreten Formulierung, bei der die
Integrationen in Raum und Zeit getrennt und sequenziell durchgefu¨hrt wer-
den. Nach Anwenden eines Diskretisierungsverfahrens im ra¨umlichen Gebiet
schließt sich ein Diskretisierungsverfahren in der Zeit an.
Die Trennung von Raum und Zeit und die daraus folgenden Schwierigkei-
ten, die im weiteren Verlauf dieser Arbeit diskutiert sind, werden mit der
gewa¨hlten Raum-Zeit-Formulierung elegant umgangen. Im Gegensatz zu ei-
ner semidiskreten Formulierung werden die beiden Integrationen u¨ber das
Raum-Zeit-Gebiet Q = Ω× I mit∫
Q
δθ (θ,t+a∇θ − κ∆θ) dQ =
∫
Q
δθ f¯ dQ (3.3)
zusammengefasst, um einheitlich diskretisiert und integriert zu werden.






κ∇δθ · ∇θ dQ =
∫
Q
δθ f¯ dQ . (3.4)
Sie bildet den Ausgangspunkt der Diskretisierung und zeichnet sich durch
eine verminderte Anforderung an die Diﬀerenzierbarkeit der Zustandsgro¨ße
θ aus. Im Gebiet Q muss sie nur noch einfach stetig diﬀerenzierbar sein.
Dafu¨r muss nun die Testfunktion δθ ebenfalls einfach stetig diﬀerenzierbar
sein.
Zur Diskretisierung der schwachen Form ist eine Abbildung des Raum-Zeit-
Gebiets auf ein Raum-Zeit-Netz notwendig. Das bei der Diskretisierung ent-
stehende Gleichungssystem fu¨r das gesamte Raum-Zeit-Netz ist um ein Viel-
faches gro¨ßer als das fu¨r ein ra¨umliches Netz. Zur Lo¨sung realita¨tsnaher
Aufgabenstellungen wird das Raum-Zeit-Netz orthogonal zur Zeitachse in
n Zeitintervalle In = ]tn, tn+1[ unterteilt. Zusammen mit dem ra¨umlichen
Gebiet Ω, spa¨ter auch mit dem zeitlich vera¨nderlichen Gebiet Ω = Ω (t), ent-
steht eine Sequenz von Raum-Zeit- bzw. Zeit-Scheiben mit den zugeho¨rigen
Raum-Zeit-Gebieten Qn = Ω × In, siehe Abbildung 3.1. Die Zeit-Scheiben
werden sequenziell berechnet und bilden so eine Analogie zu klassischen Zeit-





Qn = Ω× In
Abbildung 3.1: Raum-Zeit-Gebiet mit Raum-Zeit-Netz





κ∇δθ · ∇θ dQ =
∫
Qn
δθ f¯ dQ . (3.5)
Fu¨r die numerische Analyse ist ein U¨bergang von den bisher exakten Her-
leitungen1, die zur schwachen Form (3.5) fu¨hren, auf eine Approximation
notwendig. Die Grundidee der Finite-Element-Methode als Approximations-
verfahren besteht in der Aufteilung des geschlossenen, ra¨umlichen Gebiets





und der Formulierung der Modellgleichungen und Annahme der Funktions-
verla¨ufe der Zustandsgro¨ßen in ihnen und auf gemeinsamen Ra¨ndern. Die so
eingefu¨hrten Teilgebiete werden als ﬁnite Elemente bezeichnet.
Die Raum-Zeit-Finite-Element-Methode unterteilt die in (3.5) betrachteten






die ﬁniten Raum-Zeit-Elemente, aufgeteilt wird. Sie unterscheiden sich somit
gegenu¨ber den rein ra¨umlichen Elementen durch die zusa¨tzliche Zeitachse,
welche durch das Raum-Zeit-Gebiet eingefu¨hrt wird. Mit der zusa¨tzlichen
Achse entsteht fu¨r den ra¨umlich eindimensionalen Fall ein zweidimensionales
1Basierend auf der Annahme, dass die Anwendung der Variationsformulierung und der
U¨bergang von der starken auf die schwache Form zula¨ssig sind.
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Element und fu¨r den spa¨ter betrachteten ra¨umlich zweidimensionalen Fall
ein dreidimensionales Element. Die entstehenden Elemente sind fu¨r beide












Abbildung 3.2: Ra¨umlich ein- und zweidimensionales Raum-Zeit-Element
Wie in der klassischen Finite-Element-Methode wird fu¨r den Verlauf der
Zustandsgro¨ßen im Element ein Na¨herungsansatz
θ (ξ, τ) ≈
∑
i
Ni (ξ, τ) θˆi = N · θ̂ (3.8)
in Abha¨ngigkeit der Freiwerte θˆi am Knoten i gewa¨hlt. Die Ansatzfunktionen





ξi − ξj (3.9)
fu¨r die gewa¨hlte Ansatzordnung p gebildet. Die Ansatzfunktionen des Raum-
Zeit-Elements bilden alle Permutationen aus dem Produkt der Lagrange-
Polynome der ra¨umlichen ξ und der zeitlichen Koordinate τ im Parameter-
raum
Ni(ξ, τ) = λj(ξ) · λk(τ) . (3.10)
Fu¨r den ra¨umlich eindimensionalen Fall sind die vier Funktionen fu¨r den
bilinearen Ansatz in Abbildung 3.3 dargestellt. Wird keine andere Aussage
getroﬀen, ﬁnden in dieser Arbeit ausschließlich lineare2 isoparametrische Ele-
mente Verwendung, bei denen die Ansatzfunktionen auch als Testfunktionen
und zur Approximation der Geometrie dienen.














Abbildung 3.3: Ansatzfunktionen in Raum und Zeit
Das Einsetzen der Ansatzfunktionen (3.8) in die schwache Form (3.5) und
Integration u¨ber die Zeit-Scheibe fu¨hren auf
δθ̂ ·K · θ̂ = δθ̂ · f¯ . (3.11)
Da die Gleichung fu¨r alle Variationen von δθ̂ erfu¨llt sein soll, folgen die
unbekannten Freiwerte zu
θ̂ = K−1 · f¯ . (3.12)
3.1.2 Zeitdiskontinuierliches Galerkin-Verfahren
Die C0-Stetigkeit der Ansatzfunktionen in zeitlicher Richtung wird an den
Zeit-Scheibengrenzen mit der zeitdiskontinuierlichen Galerkin-Formulie-
rung aufgegeben. Das Einbringen der Stetigkeitsbedingung in die Variations-
formulierung fu¨hrt dazu, dass fu¨r jeden Term mit einer zeitlichen Ableitung
ein Sprungterm∫
Qn














θ (tn ± ε) (3.14)
zu der schwachen Form hinzugefu¨gt wird, welcher die Freiwerte am Ende
der vorangegangenen Zeit-Scheibe mit denen am Anfang der betrachteten
Zeit-Scheibe verbindet und so die U¨bergangsbedingungen erfu¨llt. Bei der se-
quenziellen Berechnung der Zeit-Scheiben ist die Zustandsgro¨ße θ (t−n ) am
Ende der vorangegangenen Zeit-Scheibe bekannt, so dass der mit ihr gebil-









Abbildung 3.4: Zeitdiskontinuierlicher Temperaturverlauf
dung 3.4 dargestellt, ko¨nnen die Freiwerte mit diesem Verfahren Spru¨nge an
den Grenzen der Zeit-Scheiben aufweisen.
Die gewa¨hlte Formulierung hat mehrere Vorteile:
• Es entsteht ein Verfahren von ho¨herer Ordnung in der Zeit, siehe Ab-
schnitt 3.2.1, da die Freiwerte zu Beginn einer Zeit-Scheibe nicht zu
Anfangswerten degradieren.
• Es sind konstante Ansa¨tze in der Zeit mo¨glich, vgl. Johnson [41].
• Das Zeitintegrationsverfahren ist bei linearen Differenzialgleichungen
A-stabil [34] und ermo¨glicht somit beliebig große Zeitschritte.
• Die Implementierung ist einfacher, da die Verknu¨pfung der Zeit-Schei-
ben allein auf Elementebene erfolgt.
Eriksson, Estep, Hansbo & Johnson fu¨hren in ihrem Buch [20] verglei-
chende Untersuchungen zur Stabilita¨t und Fehlerordnung von linearen, kon-
tinuierlichen und konstanten, diskontinuierlichen Ansa¨tzen in der Zeit durch.
Die Verfahren werden mit ZKG(p) und ZDG(p) fu¨r das zeitkontinuierliche
und das zeitdiskontinuierliche Galerkin-Verfahren mit Polynomgrad p ab-
geku¨rzt. Sie erhalten mit ZDG(0) ein Verfahren erster Ordnung und mit
ZKG(1) eines zweiter Ordnung. Wa¨hrend die Genauigkeit beim ZKG(1) bei
geringer Konvektion gro¨ßer ist als beim ZDG(0), so fa¨llt sie bei ansteigen-
der Konvektion stark ab. In ihrem Resu¨mee bevorzugen sie das ZDG(0), da
es fu¨r einen gro¨ßeren Anwendungsbereich robuster ist. Das hier verwendete
ZDG(1) ist im Vergleich dazu von dritter Ordnung genau (Abschnitt 3.2.1)
und fu¨r lineare Differenzialgleichungen A-stabil.
Ein Nachteil besteht in dem erho¨hten numerischen Aufwand, da fu¨r jede Zu-
standsgro¨ße ein zusa¨tzlicher Freiwert am Anfang einer Zeit-Scheibe entsteht.
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Bei den hier verwendeten linearen Ansa¨tzen entspricht dies gerade einer Ver-
doppelung der Freiwerteanzahl. In [67] wird von Shakib & Hughes ein Ver-
fahren zur Reduzierung des Gleichungssystems auf zwei schwach gekoppelte




Die numerische Lo¨sung der Konvektions-Diffusions-Gleichung bereitet fu¨r
gro¨ßere Peclet-Zahlen Schwierigkeiten. Die Gleichung wird dabei von der
Konvektion dominiert, und die Lo¨sung weist im Bereich großer Gradienten
unphysikalische Oszillationen auf. Mit fortschreitender Zeit werden die Os-
zillationen infolge der Konvektion durch das Gebiet transportiert. Ein solch
instabiles Verfahren kann die numerische Lo¨sung unbrauchbar machen.
Der Grund fu¨r das unbefriedigende Verhalten liegt in den gewa¨hlten Ansatz-
und Testfunktionen. Sie stellen mit ihrer im Parameterraum symmetrischen
Form zwar eine gute Na¨herung fu¨r elliptische Differenzialgleichungen und
damit diﬀusionsdominante Stro¨mungen dar, jedoch wird fu¨r hyperbolische
Differenzialgleichungen und damit fu¨r Stro¨mungen mit starker Konvektion
die Richtungsabha¨ngigkeit der Lo¨sung nicht hinreichend gut beru¨cksichtigt.
Unphysikalische Lo¨sungen ko¨nnen durch Verfeinerung der ra¨umlichen Dis-





wird, oder durch Stabilisierungsverfahren verhindert werden.
Galerkin / Least-Squares-Verfahren
Zur Vermeidung der Oszillationen ist eine Vielzahl von Verfahren entwickelt
worden. Diese Arbeit beschra¨nkt sich auf die Darstellung des verwendeten
Galerkin /Least-Squares-Verfahrens und einen Vergleich mit einem klassi-
schen Upwind-Verfahren.
Zur Herleitung genu¨gt eine Betrachtung des stationa¨ren Falles
L (θ) = a∇θ − κ∆θ = f¯ in Ω . (3.16)
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κ∇δθ · ∇θ dΩ =
∫
Ω
δθ f¯ dΩ ∀ δθ (3.17)






τ · L (δθ) (L (θ)− f¯) dΩ (3.18)
als Stabilisierungsterm im Sinne eines Least-Squares-Verfahrens mit dem
Stabilisierungsparameter τ hinzugefu¨gt. Die Integration des Stabilisierungs-
terms ist nur u¨ber dem Elementgebiet deﬁniert, da die Ansatzfunktionen an
den Elementgrenzen nur C0-stetig sind. Die Stabilisierung der Bilanzglei-
chungen u¨ber die Elementra¨nder hinweg erfordert weitere Terme, jedoch ist
diese Stabilisierung normalerweise nicht notwendig, vgl. Hughes & Hul-
bert [34], oder hat sogar einen negativen Einﬂuss, siehe Abschnitt 3.4.3.
Bei der Diskretisierung mit linearen Ansatzfunktionen verschwinden aus






τ · a∇δθ (a∇θ − f¯) dΩ (3.19)
als Stabilisierungsterm der schwachen Form hinzugefu¨gt wird.
Stabilisierungsparameter τ
Die Wahl des Stabilisierungsparameters τ bereitet einige Schwierigkeiten.
Bei der numerischen Lo¨sung werden mit
τ =
h





die Knotenwerte fu¨r den ra¨umlich eindimensionalen Fall und Pee ≥ 1 nume-
risch exakt berechnet [15]. Im mehrdimensionalen Fall ist τ im Allgemeinen
nicht mehr eindeutig bestimmbar. In der Literatur werden zur Wahl von τ
zahlreiche Vorschla¨ge gemacht. Einen U¨berblick gibt z. B. Papastavrou in
[60]. Jedoch ist es nicht Gegenstand dieser Arbeit, Stabilisierungsparameter
fu¨r spezielle Aufgabenstellungen zu entwickeln; vielmehr ist es das Ziel, die
Motivation und Interpretation der verwendeten Parameter aufzuzeigen.
Zugang zur Wahl des Parameters schaﬀt eine Analyse des Stabilisierungs-
terms. Seine Einheit sollte identisch mit der Einheit der schwachen Form
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sein. Zudem sollte die Ordnung der eingehenden Gro¨ßen in Grenzsituatio-
nen mit derjenigen der diskreten, schwachen Form u¨bereinstimmen. Somit






fu¨r Pee →∞ (3.21)






fu¨r Pee → 0 (3.22)
abgescha¨tzt werden. Da diﬀusionsdominante Stro¨mungen bei der Berech-
nung mit der Finite-Element-Methode keine Schwierigkeiten bereiten, wird
die zweite Abscha¨tzung eigentlich nicht beno¨tigt. Sie ist aber u¨ber die Pe-
clet-Zahl im Stabilisierungsparameter enthalten, um diesen fu¨r den Fall
Pee → 0 gegen null streben zu lassen.





)2 + ( 2ah )2 + ( 12κh2 )2 (3.23)
als Stabilisierungsparameter vorgeschlagen, wobei zusa¨tzlich die Zeitschritt-
weite zur Stabilisierung der instationa¨ren Gleichungen beru¨cksichtigt ist.
Bei der Lo¨sung der instationa¨ren Konvektions-Diffusions-Gleichung fu¨r sta-
tiona¨re Stro¨mungen ist es von Vorteil, den ersten Term (2/∆t)2 in der Wurzel
von τ zu vernachla¨ssigen. Dies ist konsistent mit dem Grenzfall ∆t→∞ im
stationa¨ren Fall, in dem der Term gegen null strebt.
















welche die zuru¨ckgelegte Strecke eines materiellen Punktes mit der charak-
teristischen Elementla¨nge vergleicht. Mit dem so gedeuteten Stabilisierungs-
parameter ist zu erkennen, dass er nicht nur bei Pee → 0 gegen null strebt,
sondern auch bei CFL → 0. Eine Verkleinerung der Zeitschrittweite ver-
ringert also den Einﬂuss der Stabilisierung, so dass versta¨rkt Oszillationen,
gerade bei stationa¨ren Lo¨sungen, auftreten ko¨nnen.
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Deutung und Vergleich
Wie mit der Namensgebung angedeutet, wird das Stabilisierungsverfahren
aus dem Least-Squares-Verfahren motiviert, welches ein eigensta¨ndiges nu-
merisches Lo¨sungsverfahren darstellt, vgl. Jiang [39]. Zur numerischen Lo¨-




L (θ)− f¯)2 dΩ → min. . (3.26)





L (θ)− f¯) dΩ = 0 . (3.27)
Die A¨hnlichkeit zu dem verwendeten Stabilisierungsterm (3.18) ist zu er-
kennen. Der Stabilisierungsterm verschwindet bei analytisch exakter Lo¨sung
durch das zu null werdende Residuum R (θ) = L (θ) − f¯ im Klammerterm.
Somit bleibt die Konsistenz des Verfahrens gewa¨hrleistet.
Da alle Terme mit einem Laplace-Operator bei der Diskretisierung aus der
Stabilisierung entfallen, kann eine Parallele zum Streamline-Upwind /Pe-
trov-Galerkin-Verfahren (SUPG-Verfahren) gezogen werden. Diese Form
der Stabilisierung geht auf Brooks & Hughes [15] zuru¨ck. Sie zeichnet
sich durch eine A¨nderung der Testfunktion δθ aus. Der ”normalen“ Test-
funktion wird abha¨ngig von der Konvektion der Gradient der Testfunktion
hinzuaddiert
δθ˜ = δθ + τ · a∇δθ . (3.28)
Eine anschauliche Deutung la¨sst Abbildung 3.5 zu. Der hinzugefu¨gte Gradi-
i− 1 i i+ 1 i− 1 i i+ 1
a
δθ δθ˜
Abbildung 3.5: Vera¨nderte Testfunktion des SUPG-Verfahrens
ent, der bei linearen Ansatzfunktionen einer konstanten Funktion entspricht,
verursacht eine sta¨rkere Wichtung in dem stromaufwa¨rts liegenden Gebiet.
Daher auch die Bezeichnung upwinding. Interessanterweise ist durch wenige
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Umformungen ableitbar, dass das SUPG-Verfahren fu¨r die hier betrachte-
te Konvektions-Diffusions-Gleichung mit den verwendeten linearen Ansatz-
funktionen identisch ist zur Galerkin /Least-Squares-Stabilisierung. Die
Identita¨t ist nicht verallgemeinerbar auf andere Modellgleichungen und For-
mulierungen. Das SUPG-Verfahren liefert aber ha¨uﬁg brauchbare Hinweise
zur Deﬁnition des Stabilisierungsparameters τ .
Anwendungsbeispiel
Veranschaulichen la¨sst sich die Wirkungsweise der Stabilisierung an einem
einfachen Beispiel [77]. Untersucht wird das ra¨umliche Gebiet Ω = [0, 1]
mit eingepra¨gten, zeitinvarianten Dirichlet-Randbedingungen θ (0) = 1
und θ (1) = 0. Weiter soll das Gebiet keine Quelle f¯ = 0 aufweisen. Die
Konvektion wird zu eins und die Diﬀusion abha¨ngig von der Peclet-Zahl
gewa¨hlt. Fu¨r den stationa¨ren Fall mit konstanten Koeﬃzienten a und κ
existiert mit
θ (x) = 1− 1− e
a/κ·x
1− ea/κ (3.29)
eine analytische Lo¨sung der Aufgabe.
Zur numerischen Lo¨sung werden zehn Elemente mit einer La¨nge von he = 0.1
verwendet. Die Ergebnisse fu¨r den stationa¨ren Fall sind in Abbildung 3.6 fu¨r










































Abbildung 3.6: Stationa¨re Lo¨sung fu¨r Pe = 50 (links) und Pe = 100 (rechts)
zwei Peclet-Zahlen, Pe = 50 und Pe = 100, gegenu¨bergestellt. Es ist deut-
lich die Abha¨ngigkeit der ohne Stabilisierung auftretenden Oszillationen von
der Peclet-Zahl zu beobachten. Weiter ist zu erkennen, dass die Stabili-
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sierung mit dem Stabilisierungsparameter nach (3.23) einen leicht diﬀusiven


















Abbildung 3.7: Zeitliche Evolution der Oszillation
Abbildung 3.7 zeigt die zeitliche Evolution der Oszillation bei Vernachla¨ssi-
gung der Stabilisierung bei einer Peclet-Zahl von Pe = 100. Ausgehend
von der Anfangsbedingung θ (x, t0) = 0 ist der instationa¨re Verlauf von θ
mit einer Zeitschrittweite von ∆t = 0.04 berechnet. Deutlich ist die Aus-
bildung der Oszillation und die Fortpﬂanzung in das Gebiet hinein zu er-
kennen. Die Sto¨rung zu Beginn der Berechnung bei x = 0.1 wird durch die
eingepra¨gte Randbedingung θ (0) = 1 hervorgerufen und klingt schnell ab.
Kommt die von links nach rechts wandernde Front in den Einﬂussbereich
der eingepra¨gten Randbedingungen bei x = 1, so entstehen Oszillationen im
Frontbereich, die sich im weiteren zeitlichen Verlauf weiter nach links in das
Gebiet hinein ausbreiten.
Die stationa¨ren Lo¨sungen der stabilisierten instationa¨ren Gleichung sind fu¨r
verschiedene CFL-Zahlen in Abbildung 3.8 bei Pe = 50 einander gegenu¨ber-
gestellt. Die Lo¨sungen stimmen nicht mit der Lo¨sung u¨berein, welche die
stationa¨re Gleichung mit Stabilisierung in Abbildung 3.6 (links) liefert. Die
unterschiedlichen Lo¨sungen fu¨r die drei CFL-Zahlen entstehen durch den
zeitabha¨ngigen Term im Stabilisierungsparameter (3.23). Je kleiner die CFL-
Zahl ist, desto kleiner wird τ und damit der Einﬂuss der Stabilisierung, so
dass bei kleiner werdenden Zeitschrittweiten die Oszillationen zunehmen.
Somit kann es sehr ungu¨nstig sein, eine stationa¨re Lo¨sung mit der insta-
tiona¨ren Gleichung zu berechnen. Paradoxerweise muss man demnach vor
einer Berechnung wissen, ob die Lo¨sung stationa¨r oder instationa¨r ist, um
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Abbildung 3.8: Abha¨ngigkeit der stationa¨ren Lo¨sung von der CFL-Zahl
den Stabilisierungsparameter richtig zu wa¨hlen. Die Abha¨ngigkeit des Sta-
bilisierungsparameters von der Aufgabenstellung ist – wie bereits erwa¨hnt –
der Grund, warum mo¨glichst breit anwendbare Parameter angegeben werden
und nicht auf einzelne Systeme optimierte Parameter.
3.2 Strukturdynamik
Die Strukturmodelle aus Abschnitt 2.2 werden in diesem Abschnitt mit der
erla¨uterten Raum-Zeit-Formulierung einer numerischen Berechnung zuga¨ng-
lich gemacht. Das Starrko¨rpermodell dient zusammen mit dem Feder-Da¨mp-
fermodell im kommenden Abschnitt zur Bildung eines Ein-Masse-Schwinger-
Systems, mit dem die Genauigkeit des Zeitintegrationsverfahrens untersucht
wird. In den Abschnitten 3.2.2 und 3.2.3 erfolgt die Umsetzung der beiden
elastischen Festko¨rpermodelle, aufbauend auf der 2-Feld-Formulierung und
der gemischten Formulierung. Die in Abschnitt 4.2 betrachtete wirbelerreg-
te elastische Platte wird zur Veriﬁzierung der beiden Modelle in Abschnitt
3.2.3 verwendet.
3.2.1 Starrko¨rper- und Feder-Da¨mpferelement
Die Beschreibung elastisch gelagerter Starrko¨rper erfolgt in Abschnitt 2.2.1
mit zwei Modellen – dem Starrko¨rper- und dem Feder-Da¨mpfermodell. Die
Aufteilung ist sinnvoll, da die numerische Umsetzung in ein Starrko¨rper-




Die instationa¨re, translatorische Bewegung eines Massepunktes wird auf





δv · f¯ dt+ δv(t+n )m
(
v(t+n )− v(t−n )
)
= 0 ∀ δv (3.30)
beschrieben. Da der betrachtete materielle Ko¨rper starr ist, ist lediglich eine
zeitliche Integration der Bewegungsgleichung notwendig. Der letzte Term der
Gleichung entsteht durch den zeitdiskontinuierlichen Galerkin-Ansatz, wie
er bei der Konvektions-Diffusions-Gleichung in Abschnitt 3.1.2 eingefu¨hrt
wird. Zur Beschreibung von Rotationsbewegungen ist analog eine weitere
Variationsformulierung mit (2.22) aufzustellen.
Auf dem Rand des Starrko¨rpers werden weitere Knoten mit Geschwindig-
keitsfreiwerten eingefu¨hrt. Sie dienen zur Fluid-Struktur-Kopplung. Die zu-
sa¨tzlichen Zustandsgro¨ßen sind linear abha¨ngig von dem Geschwindigkeits-
vektor des Referenzknotens v˜r. Fu¨r den i-ten Knoten folgen die Geschwin-
digkeiten mit der Transformationsmatrix Ti zu











beinhaltet die Kinematik mit den lokalen Koordinaten x˜i und y˜i des i-ten
Knotens, siehe Abbildung 3.9.
Die Transformationsbeziehung (3.31) gilt fu¨r jeden beliebigen Zeitpunkt t in
der Momentankonﬁguration. Die beno¨tigten ra¨umlichen Koordinaten folgen
aus der zeitlichen Integration der Geschwindigkeiten.
Feder-Da¨mpferelement
Das Federmodell aus dem Abschnitt 2.2.1 beinhaltet nur bei der Federkraft
einen Term mit einer zeitlichen Ableitung, so dass nur fu¨r diese die C0-
Stetigkeitsanforderung an den Zeit-Scheibengrenzen zu beachten ist. Um die











in die Formulierung einzubringen, wird wiederum das zeitdiskontinuierliche
Galerkin-Verfahren verwendet.

















f(t+n )− u(t−n )
)
= 0 ∀ δv, δf . (3.33b)
Im zeitdiskontinuierlichen Term ist die Verschiebung am Ende der letzten
Zeit-Scheibe anstelle der Federkraft eingesetzt worden. Damit muss die Fe-
derkraft nicht lokal im Element abgespeichert werden. Zudem wird eine zeit-
liche Vera¨nderung der Federsteiﬁgkeit an den Zeit-Scheibengrenzen trotz der
Vernachla¨ssigung in der Ratenformulierung hierdurch wieder beru¨cksichtigt.
Die Diskretisierung mit linearen Ansa¨tzen in der Zeit fu¨hrt nach Integration












Die Matrix D repra¨sentiert die Da¨mpfung, sie entfa¨llt bei da¨mpfungsfreien
Systemen. Da die Federkraft f nur innerhalb des Elements deﬁniert ist,
ko¨nnen die diskreten Federkra¨fte f̂ lokal abgelo¨st werden. Der Beitrag des
Federelements zum globalen Gleichungssystem ist demnach wie folgt
(D+AB−1A) · v̂ = ̂¯f −AB−1̂l . (3.35)
Die Diskretisierung der Rotationsfeder verla¨uft analog zu der Diskretisierung
der Verschiebungsfeder, wie bei den Modellgleichungen sind die beschreiben-








Die beiden Elemente, Starrko¨rper-
und Feder-Da¨mpferelement, ermo¨gli-
chen eine Analyse der Genauigkeits-
ordnung in der Zeit an einfachen Sys-
temen.
Als erstes Beispiel wird ein Ein-Mas-
se-Schwinger, wie in Abbildung 3.10
skizziert, betrachtet. Die Systemwer-
te sind wie folgt: Federsteiﬁgkeit k = π2 , Da¨mpfung d = 0, Masse m = 1,
Last f¯ = 1. Die Punktmasse wird mit einem Starrko¨rperelement diskreti-
siert. Als analytische Lo¨sung hat das System eine Eigenkreisfrequenz von







































Abbildung 3.11: Ein-Masse-Schwinger: Verschiebung und Verschiebungsfehler
Der Verschiebungsverlauf ist in Abha¨ngigkeit der Zeitschrittweite ∆t in Ab-
bildung 3.11 (links) dargestellt. Wa¨hrend der Phasenfehler gering ist, tritt
der Amplitudenfehler bzw. Verschiebungsfehler deutlich hervor. Bei einer
Zeitschrittweite von ∆t = 1 ist die numerische Da¨mpfung so groß, dass der
berechnete Zeitverlauf das physikalische Verhalten nur unbefriedigend wie-
dergibt. Der Verschiebungsfehler zum Zeitpunkt t = 20 ist in Abha¨ngigkeit
der Zeitschrittweite in Abbildung 3.11 (rechts) dargestellt. Es ist zu erken-
nen, dass der Verschiebungsfehler mit der Ordnung O(∆t3) fu¨r den Ein-
Masse-Schwinger abnimmt und dass mindestens 10 Zeitschritte pro Schwin-





Abbildung 3.12: Rotierender Starrko¨rper
Rotiert ein Starrko¨rper, wie in Ab-
bildung 3.12 dargestellt, mit einer
eingepra¨gten Rotationsgeschwindig-
keit, so sinkt die Ordnung des Ver-
fahrens auf O(∆t2), siehe Abbil-
dung 3.13. Der Grund fu¨r die gerin-
gere Ordnung liegt in der Berech-
nung der ra¨umlichen Koordinaten
aus den zeitlich integrierten Kno-
tengeschwindigkeiten. Der somit li-
near angenommene Verschiebungs-
verlauf kann einen Kreisbogen, auf dem sich der Knoten um den Schwerpunkt
bewegt, nicht exakt wiedergeben. Da die Transformationsmatrizen (3.32) aus
der aktuellen ra¨umlichen Lage bestimmt werden, ist die von ihnen beschrie-
bene Kinematik geometrisch nichtlinear. Die Nichtlinearita¨t wird aber mit
drei Schritten innerhalb der Picard-Iteration, vgl. Abschnitt 3.5, hinrei-
chend genau erfasst. Der Starrko¨rper a¨ndert seine Ausdehnung infolge der
Rotation und wird in diesem Fall kleiner. Die Berechnung der Verschiebung
infolge einer eingepra¨gten translatorischen Geschwindigkeit ist hingegen nu-
merisch exakt.









































Abbildung 3.13: Verschiebung und Verschiebungsfehler
3.2.2 2-Feld-Formulierung
Wie bereits bei der Modellbildung in Abschnitt 2.2.2 erwa¨hnt, wird diese
2-Feld-Formulierung verwendet, weil sie direkt auf der klassischen Model-
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lierung einer elastischen Scheibe als Weggro¨ßenelement aufbaut. Mit dieser
Formulierung ko¨nnen relativ einfach Elemente mit Ansa¨tzen ho¨herer Ord-
nung entwickelt werden, die zudem im Raum nicht stabilita¨tsgefa¨hrdet sind.
Jedoch ist die Konvergenz der Lo¨sung bei auf Biegung belasteten du¨nnen
Strukturen meist nicht ausreichend.
Galerkin-Formulierung
Die Diskretisierung der Modellgleichungen aus Abschnitt 2.2.2 verla¨uft ana-
log zum bisherigen Vorgehen. Nach Multiplikation mit den Testfunktionen
δu und δv, Integration u¨ber das Raum-Zeit-Gebiet und partieller Integration









δv · ρ0b¯0 dQ0 −
∫
P t0,n




ε0 (δu) : C : ε0 (v − u˙) dQ0 = 0 ∀ δv, δu . (3.36c)
Der letzte Term der schwachen Form erfu¨llt die Kopplungsbedingung (2.28b)
zwischen dem Verschiebungs- und dem Geschwindigkeitsfeld. Er ist so ge-
wa¨hlt, dass er einheitenkonform mit den anderen Termen der schwachen
Form ist – also einen Arbeitsausdruck bildet. Die Wahl der Formulierung der




δv˙ ρ0 (v − u˙) dQ0 . (3.37)
Bei numerischen Untersuchungen sind jedoch keine wesentlichen Unterschie-
de bei den Lo¨sungen festzustellen. Ein negativer Eﬀekt wird durch die Dis-
kretisierung der Kopplungsbedingung (2.28b) mit gleichen Ansatzfunktionen
fu¨r die beiden Felder u und v eingebracht. Durch die zeitliche Ableitung der
Verschiebungen u˙ ist der Funktionsverlauf nur noch konstant in der Zeit, so
dass im Allgemeinen die Gleichheit mit dem linearen Geschwindigkeitsfeld v
nicht exakt erfu¨llt wird. Damit entkoppeln Geschwindigkeiten und Verschie-
bungen bei ungelagerten Systemen, die mit dieser Formulierung nicht ohne
zusa¨tzliche Bedingungen berechnet werden ko¨nnen [26]. Gelagerte Systeme
sind nicht betroﬀen.
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Die 2-Feld-Formulierung beinhaltet zeitliche Ableitungen des Verschiebungs-
und Geschwindigkeitsfeldes. Fu¨r die zeitdiskontinuierliche Galerkin-For-
mulierung sind fu¨r beide Felder Sprungterme der schwachen Form hinzu-















)− u (t−n )) dΩ0 (3.38)













)− v (t−n )) dΩ0 . (3.39)
Stabilisierung
Zur Berechnung von Aufgabenstellungen der Strukturdynamik ist eine Sta-
bilisierung der schwachen Form beim Auftreten von Wellen oder Wellen-
fronten in der Struktur notwendig, ansonsten sind die numerischen Lo¨sungen
auch ohne Stabilisierung stabil. Zur Abminderung von Oszillationen an Wel-










L (δu, δv) (L (u,v)− ρ0b¯0) dQ0 (3.40)
mit dem Residuum der starken Form ohne Volumenkra¨fte







τCε0 (δu˙− δv) : C : ε0 (u˙− v) dQ0 (3.42)
der schwachen Form hinzugefu¨gt.
Der Divergenzoperatorterm im Least-Squares-Term der Impulsbilanz bein-
haltet zweifache Ableitungen der Ansatzfunktionen. Sie folgen mit den hier
verwendeten Polynomen hauptsa¨chlich zu null, so dass die Terme mit Diver-
genzoperator unberu¨cksichtigt bleiben.
Ein Einheitenvergleich der Stabilisierungsterme mit der schwachen Form for-
dert fu¨r beide Stabilisierungsparameter die Einheit einer Zeit, womit eine
Proportionalita¨t zur Zeitschrittweite
τ ∼ O (∆t) (3.43)
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abgeleitet wird. Die Differenzialgleichung der Kopplungsbedingung (2.28b)
beinhaltet keine Materialparameter, so dass, wie bei der Konvektions-Diffu-







Demgegenu¨ber ist die Impulsbilanz zusa¨tzlich abha¨ngig vom verwendeten
Material. In einer elastischen Struktur bewegt sich eine Welle mit der Wel-
lenausbreitungsgeschwindigkeit c. Eine Wellenfront beno¨tigt zum Durchlau-
fen eines Elements die Zeit tc = hc . Wird die Zeitschrittweite ∆t kleiner als
tc, so stellen sich Oszillationen an der Wellenfront ein. Folglich werden beide





)2 + ( 2ch )2 (3.45)
herangezogen.
Ist das Verha¨ltnis der Kantenla¨ngen der einzelnen Elemente sehr groß oder
bewegt sich die zu stabilisierende Wellenfront entlang einer ausgezeichneten
Richtung, zu der die Elemente ausgerichtet sind, so kann es sinnvoll sein, die
charakteristische Elementla¨nge h in zwei La¨ngen ∆x und ∆y aufzulo¨sen und
verschiedene Stabilisierungsparameter fu¨r die jeweilige Richtung zu wa¨hlen.
3.2.3 Gemischte Formulierung
Die Modellgleichungen der gemischten Formulierung, vgl. Abschnitt 2.2.3,
bieten sich zur Kopplung mit den Navier-Stokes-Gleichungen insbesonde-
re deswegen an, weil im globalen Gleichungssystem ausschließlich Geschwin-
digkeiten als Freiwerte auftreten. Zudem eignen sie sich besser zur Berech-
nung auf Biegung belasteter du¨nner Strukturen. Die Modellgleichungen und
die Diskretisierung der Gleichungen beruhen auf einer semidiskreten For-




Die Modellgleichungen werden in eine Variationsformulierung eingebracht





E˙ (δv,u) : S dQ0 −
∫
Q0,n















δv · t¯0 dP0 = 0 ∀ δv, δS . (3.46c)
Fu¨r die zeitdiskontinuierliche Formulierung sind der schwachen Form zwei













)− v (t−n )) dΩ0 (3.47)















)− S (t−n )) dΩ0 , (3.48)
hinzuzufu¨gen.
Die eingefu¨hrten Spannungsfreiwerte sind nur lokal deﬁniert und ko¨nnen
daher, wie bei der gemischt formulierten Feder, auf Elementebene abgelo¨st
werden, so dass als Freiwerte allein die Geschwindigkeiten in das globale
Gleichungssystem eingehen. Zur Diskretisierung der schwachen Form wer-
den fu¨r das Geschwindigkeitsfeld lineare Ansa¨tze verwendet. Die Wahl der
Ansatzfunktionen der Spannungen wird weiter unten diskutiert.
Als Folge der Formulierung in Raten ist bei numerischen Berechnungen dar-
auf zu achten, dass sich Diskretisierungsfehler in der Zeit nicht aufsummie-
ren.
Ansatzfunktionen der Spannungen
Zur Beschreibung von Starrko¨rperbewegungen sind die Ansatzfunktionen
der Spannungen so zu wa¨hlen, dass sie keine Arbeit bei verzerrungsfreien
Bewegungen leisten. Als Folge der drei mo¨glichen Starrko¨rperbewegungen
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im ra¨umlich zweidimensionalen Fall du¨rfen gegenu¨ber den acht Geschwin-
digkeitsfreiwerten die Spannungen nur fu¨nf Freiwerte aufweisen [5, 81]. Unter
Beru¨cksichtigung linearer Ansa¨tze in der Zeit beinhaltet der gewa¨hlte Satz
Ansatzfunktionen










S˜12 = S˜21 = Sˆ9 + Sˆ10τ (3.49c)
zehn lokale Spannungsfreiwerte auf Elementebene. Die Normalspannungen
sind konstant in Spannungsrichtung und orthogonal dazu linear. Die Schub-
spannungen sind im Raum konstant und in der Zeit linear. Mit diesen An-
satzfunktionen ist der Spannungstensor bei rechteckigen Elementen a prio-
ri divergenzfrei. Die Wahl und die Auswirkungen dieser Spannungsansa¨tze
werden von Hu¨bner in [31] na¨her diskutiert. Da fu¨r die Spannungen andere
Ansa¨tze verwendet werden als fu¨r die Testfunktionen und die Geometrie,
ist dies formal kein isoparametrisches Element mehr; jedoch verschwinden
die Spannungsfreiwerte durch Ablo¨sung im globalen System, so dass das
Element weiterhin als isoparametrisch bezeichnet wird.
Stabilisierung
Analog zur 2-Feld-Formulierung wird hier der schwachen Form ebenfalls ein









L (δv, δS) (L (v,S)− ρ0b¯0) dQ0 (3.50)
mit dem Residuum der starken Form ohne Volumenkra¨fte
L (v,S) = ρ0v˙ − div0 (F · S) (3.51)
hinzugefu¨gt, wobei mit den verwendeten Ansatzfunktionen die Terme mit Di-
vergenzoperator wiederum vernachla¨ssigt werden. Bei Elementen mit ho¨her-
en Ansa¨tzen im Raum ist nach Hu¨bner [31] eine Stabilisierung der Span-
nungen auf den Elementra¨ndern notwendig, jedoch ist dies unerwu¨nscht,
da der numerische Aufwand ansteigt und die Topologie der Ra¨nder zu den
Elementen bekannt sein muss. Der Stabilisierungsparameter τ a¨ndert sich
gegenu¨ber der in (3.45) gewa¨hlten Deﬁnition nicht.
45
Neben der Impulsbilanz besteht die Mo¨glichkeit, die in der Ratenformu-
lierung eingefu¨hrte konstitutive Beziehung als Galerkin /Least-Squares-
Term mit einzubeziehen. Jedoch bewirkt dies keine Verbesserung der Stabi-






Der in Abbildung 3.14 dargestellte
Kragarm dient zum Vergleich und
zur Bewertung der beiden mit der
Raum-Zeit-Formulierung abgeleiteten
Modelle fu¨r elastische Strukturen. Die
Materialparameter im ebenen Span-
nungszustand sind wie folgt: Elasti-
zita¨tsmodul E = 2 · 106 g/cm/s2,
Dichte ρ = 2g/cm3 und Querkontrak-
tionszahl ν = 0.35. Die Systemwerte
sind identisch mit den Werten der zweiten umstro¨mten Platte des Anwen-
dungsbeispiels in Abschnitt 4.2.
Die angegebene Last p beansprucht den Kragarm hauptsa¨chlich auf Bie-
gung. Eine Last von p0 = 1.6875 · 10−5N verursacht im statischen Fall bei
Annahme eines Bernoulli-Balkens eine Durchbiegung am Kragarmende
von 1 cm. Die numerische Berechnung liefert die in Abbildung 3.15 aufge-
tragenen Verschiebungen in Abha¨ngigkeit von der Anzahl der Elemente in

























Abbildung 3.15: Stationa¨re Durchbiegung der Kragarmspitze
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ist die gegenu¨ber der gemischten Formulierung wesentlich langsamere Kon-
vergenz der 2-Feld-Formulierung. Aus diesem Grund ﬁndet sie im Weiteren
bei Berechnungsbeispielen keine Anwendung. Der Einﬂuss der geometrischen
Nichtlinearita¨t ist bei der gegebenen Last beschra¨nkt auf eine 3.5%-ige Ver-






Abbildung 3.16: Impulsartige Last
Der Kragarm wird zur numerischen
Untersuchung seines Schwingungsver-
haltens impulsartig belastet. Die An-
regung erfolgt mit dem Zehnfachen
der stationa¨ren Last p0 und der in
Abbildung 3.16 skizzierten zeitlichen
Verlaufsfunktion ϕ. Die Anregungs-
dauer von tp = 0.05 s, etwa der halb-
en Periodendauer der 3. Eigenschwin-
gungsform, gewa¨hrleistet, dass in der
numerischen Simulation mindestens
die ersten drei Eigenschwingungsformen zu erkennen sind. Der Kragarm wird
mit 2 × 40 Elementen diskretisiert. Die Berechnung erfolgt mit einer Zeit-
schrittweite von ∆t = 0.001 s u¨ber einen Zeitraum von 20 s.
Eine diskrete Fourier-Transformation der Durchbiegungen liefert die in




















Abbildung 3.17: Frequenzspektrum der Durchbiegung
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sind in Tabelle 3.1 eingetragen. Ebenfalls eingetragen sind die analytischen
Eigenfrequenzen des Bernoulli-Balkens [18]. Die Ergebnisse der linearen
Theorie stimmen mit den analytischen Werten gut u¨berein. Im nichtlinearen
Fall ist der Schwingungsverlauf von den Verschiebungen abha¨ngig, so dass
eine Frequenzanalyse des Signals eigentlich nur fu¨r einen linearisierten Zu-
stand zula¨ssig ist. Als Folge treten im Frequenzspektrum oberhalb der ersten
Eigenfrequenz deutlich mehr Frequenzspitzen mit kleinen Diﬀerenzen in den
Ordinatenwerten auf. Die ersten drei Eigenfrequenzen werden aber genau
genug aufgelo¨st.
1. 2. 3.
Bernoulli-Balken 0.606 3.796 10.63
gemischt, linear 0.61 3.80 10.67
gemischt, nichtlinear 0.61 3.74 10.51
Tabelle 3.1: Eigenfrequenzen in Hz
3.3 Fluiddynamik
Wa¨hrend zur Analyse von Aufgabenstellungen aus der Strukturmechanik
hauptsa¨chlich die Finite-Element-Methode Verwendung ﬁndet, so sind es
in der Fluidmechanik im Wesentlichen drei Diskretisierungsverfahren: die
Finite-Diﬀerenzen-, die Finite-Volumen- und die Finite-Element-Methode.
Wa¨hrend die Finite-Diﬀerenzen-Methode als a¨lteste der drei mit ihrer Be-
schra¨nkung auf strukturierte Gitter langsam in den Hintergrund ru¨ckt, wird
die Finite-Element-Methode zunehmend eingesetzt [35]. Das dominierende
Verfahren in der Fluiddynamik ist aber die Finite-Volumen-Methode. In der
vorliegenden Arbeit wird die Finite-Element-Methode eingesetzt, um ein ein-
heitliches Verfahren zur Lo¨sung von Aufgabenstellungen mit Fluid-Struktur-
Wechselwirkung abzuleiten.
In den beiden folgenden Abschnitten wird die schwache Form und deren
Stabilisierung erla¨utert. Im Abschnitt 3.4 wird auf die Behandlung von zeit-
lich vera¨nderlichen Fluidgebieten eingegangen, welche zur Beschreibung von
Wechselwirkungen mit der Struktur essenziell sind.
48
3.3.1 Galerkin-Formulierung
Die in Abschnitt 2.3.2 erla¨uterten inkompressiblen Navier-Stokes-Glei-
chungen bilden die Grundlage des Fluidmodells. Zur numerischen Umset-
zung wird, wie bei der Strukturdynamik, von einer Variationsformulierung















div δv p dQ−
∫
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δv · t dP +
∫
Pvn




δv · t¯ dP = 0 ∀ δv, δp, δt . (3.52e)
Mit (3.52d) wird die Dirichlet-Randbedingung (2.43) mit in die Variati-
onsformulierung aufgenommen, so dass die zu wa¨hlenden Ansatzfunktionen
diese Randbedingung nicht a priori erfu¨llen. Als zusa¨tzliche Freiwerte ent-
stehen Randspannungen t auf dem Dirichlet-Rand. Sie werden bei Aufga-
benstellungen mit Fluid-Struktur-Wechselwirkung zur Kopplung verwendet
und als Last auf die Struktur aufgebracht. Gleichzeitig sind die vorgegebe-
nen Randgeschwindigkeiten v¯ durch die Strukturgeschwindigkeiten vS zu
ersetzen.
Das zeitdiskontinuierliche Galerkin-Verfahren wird wiederum verwendet,
um die U¨bergangsbedingungen an den Zeit-Scheibengrenzen zu erfu¨llen. Die
schwache Form (3.52) beinhaltet nur eine zeitliche Ableitung des Geschwin-




δv(t+n ) · ρ(v(t+n )− v(t−n ))dΩ (3.53)
der schwachen Form hinzugefu¨gt wird.
Die Ansa¨tze fu¨r Druck p und Randspannungen t sind ebenfalls zeitdiskonti-
nuierlich formuliert. Diese Zustandsgro¨ßen unterliegen aber in der schwachen
Form keiner zeitlichen Ableitung, so dass keine C0-Stetigkeit gefordert wird
und keine Sprungterme notwendig sind.
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3.3.2 Stabilisierung
Durch die Eulersche Betrachtungsweise des Fluids ﬁndet bei der Bildung
der materiellen Zeitableitung die konvektive Zeitableitung v ·∇v Eingang in
die Modellgleichungen und in die schwache Form (3.52). Wie bei der Kon-
vektions-Diffusions-Gleichung in Abschnitt 3.1.3 fu¨hrt die Konvektion bei
konvektionsdominanten Stro¨mungen zu unphysikalischen, oszillierenden Lo¨-
sungen.
Eine weitere Instabilita¨t wird durch die gemischte Formulierung derNavier-
Stokes-Gleichungen in das numerische Verfahren eingebracht. Werden An-
satzfunktionen gleicher Ordnung fu¨r die Zustandsgro¨ßen Geschwindigkeiten
v und Druck p gewa¨hlt, so wird eine starke ra¨umliche Oszillation des Druck-
feldes hervorgerufen. Der Grund des unphysikalischen Verhaltens liegt in den
unterschiedlichen Ableitungsordnungen der Zustandsgro¨ßen in
b (δv, p) =
∫
Q
div δv p dQ . (3.54)
Wird die Ansatzordnung des Drucks gegenu¨ber der Ansatzordnung des varia-
tionellen Geschwindigkeitsfeldes zu groß, so kann es dazu kommen, dass die
Testfunktionen nicht ausreichen, um alle mo¨glichen Verla¨ufe des Drucks, ins-
besondere die mit ho¨herer Ordnung, zu testen. Als Folge sind die Ordnungen
der Ansatzfunktionen und der Testfunktionen der Felder auszubalancieren,
da sonst der Druck Verla¨ufe aufweisen kann, bei denen er zusammen mit
den Testfunktionen keinen oder nur einen geringen Arbeitsbeitrag leistet.
Das zu lo¨sende Gleichungssystem kann so auch singula¨r werden. Mathema-
tisch betrachtet wird zur Ausbalancierung der Ansatz- und Testra¨ume bei
gemischten Formulierungen die Erfu¨llung der LBB-Bedingung (benannt nach








gefordert, wobei β eine positive Konstante ist, siehe Brezzi & Fortin [14].
Die Erfu¨llung der Bedingung ist aber nicht trivial, da sie nicht nur lokal
auf Elementebene, sondern auch global auf Systemebene zu erfu¨llen ist. Im
folgenden Abschnitt wird ein Stabilisierungsverfahren angewendet, welches




Zur Verhinderung von Oszillationen in der Lo¨sung wird, wie bei den anderen
Modellen, die Galerkin /Least-Squares-Stabilisierung verwendet. Sie un-
terdru¨ckt zum einen, wie bei der Konvektions-Diffusions-Gleichung gezeigt,
die Oszillationen, die aus der Konvektion herru¨hren, und zum anderen die
Oszillationen des Druckfeldes, die durch die gemischte Formulierung entste-
hen. Die gemischte Formulierung ist mit dem Stabilisierungsverfahren stabil,
so dass die Einhaltung der LBB-Bedingung (3.55) nicht zu zeigen ist [28].
Im Einzelnen werden der schwachen Form (3.52) zwei Terme hinzugefu¨gt.









L(δv, δp) · (L(v, p)− ρb¯)dQ (3.56)
mit




+ v · ∇v
)
− divσ (v) (3.57)







τC ρdiv δv divv dQ . (3.58)
Die verwendeten Stabilisierungsparameter sind von Tezduyar et al. [9, 72]






)2 + ( 2|v˜e|h )2 + ( 4νh2 )2
(3.59)
wird fu¨r die Elementgeschwindigkeit
v˜e = ve − vN,e (3.60)
die relative Geschwindigkeit bezu¨glich der Netzgeschwindigkeit vN,e gewa¨hlt.
Im Grenzfall einer Lagrangeschen Formulierung des mitbewegten Netzes,
vgl. Abschnitt 3.3.3, bei der die Konvektion gegen null geht, ist die relative
Geschwindigkeit klein, und der Term 2|v˜e|h hat einen verschwindend geringen
Einﬂuss auf den Stabilisierungsparameter.
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Bei der Stabilisierung der Kontinuita¨tsgleichung ist der Parameter




Ree/3 fu¨r Ree < 3











Abbildung 3.18: Driven Cavity-System
Zur Visualisierung der Problematik
des oszillierenden Druckfeldes wird
als Beispiel eine stationa¨re Dri-
ven Cavity-Stro¨mung untersucht. Das
System ist in Abbildung 3.18 dar-
gestellt. Die Systemwerte sind wie
folgt gewa¨hlt: Za¨higkeit µ = 2.5 ·
10−3Ns/m2, Dichte ρ = 1kg/m3
und eingepra¨gte Randgeschwindigkeit
v¯ = 1m/s. Zur Diskretisierung wer-
den 20× 20 Elemente verwendet, was
insgesamt auf ein System mit 2 646
Gleichungen fu¨hrt.
Die stationa¨re Lo¨sung des Geschwindigkeitsfeldes ohne Stabilisierung a¨hnelt
der Lo¨sung mit Stabilisierung, siehe Abbildung 3.19 (oben). Das Druck-
feld weist dagegen ohne Stabilisierung starke Oszillationen auf, die nicht
der Physik entsprechen und somit das numerische Berechnungsmodell ohne
Stabilisierung unbrauchbar machen.
Konvergenzuntersuchungen belegen, dass die Lo¨sungen – mit der gewa¨hlten
gemischten Formulierung mit linearen Ansa¨tzen fu¨r Geschwindigkeiten und
Druck – gegen die in der Literatur [74] angegebenen Lo¨sungen konvergieren.
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mit Stabilisierung ohne Stabilisierung
mit Stabilisierung ohne Stabilisierung
Abbildung 3.19: Einfluss der Stabilisierung auf das Geschwindigkeitsfeld (oben)
und auf das Druckfeld (unten)
3.3.3 Vera¨nderliches Fluidgebiet
Bei vielen Aufgabenstellungen der Stro¨mungsmechanik, insbesondere bei sol-
chen mit Fluid-Struktur-Wechselwirkung, vera¨ndert sich im zeitlichen Ver-
lauf die Berandung des Fluidgebiets. Da fu¨r das Fluid meist die Eulersche
Betrachtungsweise gewa¨hlt wird, ist sicherzustellen, dass das Berechnungs-
modell die Vera¨nderung des Randes erfassen kann.
Bei der klassischen, semidiskreten Formulierung wird dies durch zwei Schrit-
te erreicht: zum einen wird die vera¨nderte Lage des diskretisierten Gebiets
aus dem aktuellen Geschwindigkeitsfeld bestimmt; zum anderen wird die
Netzgeschwindigkeit in den Modellgleichungen beru¨cksichtigt und ﬁndet so
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Eingang bei der ra¨umlichen Integration. Als Folge ﬁndet keine Integration
u¨ber das sich vera¨ndernde Gebiet statt, und das Verfahren ist ohne weitere
Modiﬁkationen nur fu¨r bestimmte Aufgabenstellungen, wie eine translatori-
sche Netzbewegung entlang einer ausgezeichneten Richtung eines orthogo-
nalen, strukturierten Finite-Element-Netzes, exakt.
Durch Betrachtung des Raum-Zeit-Gebiets mit der hier verwendeten Raum-
Zeit-Formulierung wird diese Problematik auf elegante Art und Weise um-
gangen. Im Gegensatz zu einer semidiskreten Formulierung werden die Mo-
dellgleichungen im Raum-Zeit-Gebiet einheitlich formuliert und integriert,
so dass eine A¨nderung des Fluidgebiets allein durch A¨nderung des Integrati-
onsgebiets, d. h. das Mitbewegen des Finite-Element-Netzes, beru¨cksichtigt
werden kann. Fu¨r ein mitbewegtes Raum-Zeit-Netz, wie es z. B. in Abbil-
t
x
Abbildung 3.20: Mitbewegtes Raum-Zeit-Netz
dung 3.20 dargestellt ist, bleibt aber die Aufgabe, geeignete Verfahren zur
Beschreibung der Netzbewegung zu entwickeln. Sie wird, nachdem das Vor-
gehen bei einer semidiskreten Formulierung aufgezeigt wird, in den nachfol-
genden Abschnitten fu¨r verschiedene Aufgabenstellungen angegangen.
Analogie zur ALE-Formulierung
Bei semidiskreten Formulierungen ist das ra¨umliche Gebiet innerhalb eines
Zeitschritts verschiebbar, so dass die in einem Zeitschritt eigentlich vorhan-
dene Gebietsa¨nderung in den Modellgleichungen beru¨cksichtigt werden muss.
Am Beispiel der Massenbilanz fu¨r inkompressible Fluide la¨sst sich das Vorge-
hen erla¨utern. In Abbildung 3.21 ist das ra¨umliche Gebiet zu zwei Zeitpunk-
ten dargestellt. Der Rand des Gebiets mo¨ge sich mit der Geschwindigkeit vN
fortbewegen. Soll die Masse im Gebiet erhalten bleiben, so muss∫
Γ(tn)






Abbildung 3.21: Ra¨umliches Gebiet zu zwei Zeitpunkten
erfu¨llt werden [77]. Als Grenzfa¨lle folgen fu¨r vN = v die Lagrangesche
und fu¨r vN = 0 die Eulersche Betrachtungsweise. Durch die Mo¨glichkeit,
beliebige Konﬁgurationen zwischen den beiden Grenzwerten zu betrachten,
wird die Formulierung als ALE-Formulierung (engl. Arbitrary Lagrangian-
Eulerian)3 bezeichnet.
Die modiﬁzierten Modellgleichungen stellen aber nicht sicher, dass das Dis-
kretisierungsverfahren bezu¨glich des mitbewegten Gebiets weiterhin konser-
vativ ist. Ferziger & Peric [23] zeigen anhand eines rechteckigen Kon-
trollvolumens den Fehler, der unter Verwendung der ALE-Formulierung bei
der Finite-Volumen-Methode entstehen kann. In der Literatur ﬁndet man
diese Problematik unter den Begriﬀen Geometric Conservation Law (GCL)
oder Space Conservation Law (SCL).
Lesoinne & Farhat [45] zeigen, dass das Geometric Conservation Law von
vornherein von der Raum-Zeit-Formulierung erfu¨llt wird. Dies kann an einem
vereinfachenden Beispiel numerisch veriﬁziert werden. Innerhalb des Fluidge-
biets sind hierzu die Raum-Zeit-Knoten abha¨ngig von der Zeit in ra¨umlicher
Richtung ”beliebig“ zu verschieben, ohne dass einzelne Elemente dabei ent-
arten, d. h. zu spitze Winkel bilden oder sich u¨berlappen. Als Randbedingun-
gen sind ausschließlich Dirichlet-Randbedingungen der Form v¯ = 0 dem
in Ruhe beﬁndlichen Fluid einzupra¨gen. Wird das so eingefu¨hrte System be-
rechnet, darf das Fluid zu keinem Zeitpunkt seinen Ruhezustand verlassen,
ansonsten wird das GCL nicht eingehalten. Durch zusa¨tzliche Bedingungen
kann eine semidiskrete Formulierung so erweitert werden, dass sie das GCL
erfu¨llt, wobei der numerische Aufwand dadurch erho¨ht wird.
Die globale Massenbilanz wird von der Raum-Zeit-Formulierung nicht auto-
3Da die Bezeichnung ALE-Formulierung im Allgemeinen mit einer semidiskreten For-
mulierung verknu¨pft wird, wird sie fu¨r die Formulierung im mitbewegtem Raum-Zeit-
Gebiet – fu¨r die sie ebenfalls zutreﬀend wa¨re – nicht verwendet.
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matisch erfu¨llt. So kann der Fluidrand ”beliebig“ mitbewegt werden, ohne
die Massenbilanz zu beachten, so dass die ra¨umliche Gebietsa¨nderung nicht
mit dem Massenﬂuss u¨ber den Rand im Einklang stehen muss.
Die Analogie zur ALE-Formulierung und die Konsequenzen aus der Raum-
Zeit-Formulierung auf einem vera¨nderlichen Gebiet werden mit Hilfe der Ja-












Abbildung 3.22: Referenzelement und mitbewegtes Raum-Zeit-Element
die Transformationsbeziehung zwischen dem physikalischen Gebiet und dem
Referenzgebiet auf Parameterebene bzw. lokaler Ebene her. Es wird davon
ausgegangen, dass die Zeit-Scheibengrenzen orthogonal zur Zeitachse verlau-
fen. Aus den partiellen Ableitungen der lokalen nach den globalen Koordi-































Einsetzen der Komponenten der Jacobi-Matrix in die ra¨umliche Darstellung
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der materiellen Zeitableitung liefert
∂v
∂t


























+ (v − vN ) · ∇v . (3.68c)
Der zweite Term von (3.68c) repra¨sentiert – wie bei der ALE-Formulierung –
die konvektive Zeitableitung auf dem mitbewegten Netz mit der Diﬀerenz
der Geschwindigkeit eines materiellen Punktes und der Netzgeschwindigkeit
vN . Es ist wiederum zu erkennen, dass als Grenzwert bei einem unverschieb-
lichen Netz der Term ∂ξ∂t und somit vN verschwindet und die Eulersche
Betrachtungsweise exakt abgebildet wird. Auf der anderen Seite wird bei
isoparametrischen Elementen na¨herungsweise die Lagrangesche Betrach-
tungsweise abgebildet, wenn die ra¨umlichen Knotenkoordinaten mit dem
Geschwindigkeitsfeld berechnet werden. Die Lagrangesche Betrachtungs-
weise wird aber nur na¨herungsweise erreicht, da die Netzgeschwindigkeit vN
durch die zeitliche Ableitung nur eine abschnittsweise konstante Funktion in
der Zeit darstellt. Um sie dagegen numerisch exakt zu erfu¨llen, mu¨ssen fu¨r
die Geometrie in der Zeit Ansa¨tze ho¨herer Ordnung gewa¨hlt werden, siehe
Hansbo [28, 29].
Lagrangesche Betrachtungsweise
Eine einfache Mo¨glichkeit, ein sich vera¨nderndes Fluidgebiet zu beschrei-
ben, besteht darin, eine Lagrangesche Betrachtungsweise fu¨r das Gebiet
zu verwenden. Die ra¨umliche Lage der Knoten wird dabei direkt aus den
Knotengeschwindigkeiten durch zeitliche Integration





Das Vorgehen hat jedoch zwei entscheidende Nachteile: zum einen besteht
die Gefahr, dass einzelne Elemente entarten; zum anderen bewegt sich das
gesamte Gebiet mit der Stro¨mung mit, so dass z. B. bei einem U¨berfall u¨ber










Fu¨r spezielle Aufgabenstellungen, wie
z. B. einen Tank mit schwappen-
der Flu¨ssigkeit oder einen Damm-
bruch, eignet sich dieses Vorgehen
aber durchaus. Ein Dammbruch kann
durch eine Wassersa¨ule simuliert wer-
den, bei der eine Stu¨tzwand entfernt
wird. Das Fluid des in Abbildung 3.23
skizzierten Damms hat eine Dich-
te von ρ = 0.9982 g/cm3 und eine
Za¨higkeit von µ = 0.01002 g/s/cm.
Zum Vergleich mit Literaturwerten
erha¨lt die Gravitation den Wert g =
1 cm/s2. Die Berechnung erfolgt mit
einer Zeitschrittweite von ∆t = 0.1 s














t = 1 s t = 3 s
t = 2 s t = 4 s
Abbildung 3.24: Druckfeld auf mitbewegtem Netz
Das Druckfeld ist in Abbildung 3.24 zu verschiedenen Zeitpunkten auf dem
mitbewegten Netz dargestellt. Wa¨hrend der Fallbewegung des Fluids steigt
der Druck im linken unteren Eckbereich an. Im Verlauf der Zeit geht die
Fallbewegung in eine Ausbreitungsbewegung u¨ber. Dabei sinken die Ge-
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schwindigkeiten im Eckbereich, der Druck wird kleiner, und es kommt zur
Ausbildung eines hydrostatischen Druckverlaufs.

























Der Zeitverlauf in Abbildung 3.25 stellt dimensionslos die horizontale Ver-
schiebung des unteren rechten Eckpunktes dar. Zum Vergleich sind die ex-
perimentellen Werte von Martin & Moyce [49] bei einer Sohlenbreite
in der Ausgangslage von 118 inch mit Symbolen eingetragen. Sie liegen mit
anna¨hernd konstantem Abstand etwas unterhalb der hier ermittelten Werte.
Hansbo berechnet mit seiner Raum-Zeit-Formulierung in [28] a¨hnliche Wer-
te wie die experimentell ermittelten Werte, wobei er konstante Ansa¨tze in der
Zeit fu¨r die Geschwindigkeiten und eine Zeitschrittweite von ∆t = 0.25 s ver-
wendet, so dass die numerische Da¨mpfung bei seinen Berechnungen gro¨ßer
ist. Den hier berechneten Ergebnissen vergleichbar sind die von Bu¨rgisser
[16], der zudem den Za¨higkeitseinﬂuss untersucht.
Freie Oberfla¨che
Bei den meisten Anwendungen mit einer freien Oberﬂa¨che eignet sich die
im vorherigen Abschnitt erla¨uterte Lagrangesche Formulierung nicht. An-
wendungen sind z. B. der U¨berfall u¨ber ein Wehr oder der weiter unten un-
tersuchte Freistrahl. Bei ihnen darf sich die freie Oberﬂa¨che in vertikaler
Richtung frei bewegen, jedoch wird sie in horizontaler Richtung, wie auch
alle anderen Ra¨nder, festgehalten. Folglich ist das Kontrollvolumen im We-
sentlichen ortsfest. Bei dem Modell zur Beschreibung freier Oberﬂa¨chen sind
Oberﬂa¨chenspannungen, siehe z. B.Morand & Ohayon [51], nicht beru¨ck-
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sichtigt, da der Einﬂuss bei den in dieser Arbeit betrachteten Aufgabenstel-
lungen vernachla¨ssigbar ist.
Betrachtet man ein Fluidgebiet mit freier Oberﬂa¨che, so a¨ndert sich die
ra¨umliche Geometrie nur normal zum Rand. Die Knoten des Finite-Ele-
ment-Netzes mu¨ssen sich demnach ebenfalls nur normal zum Rand bewe-
gen. Eine Bewegung tangential zum Rand vera¨ndert hingegen die Geometrie
des Fluidgebiets nicht, sondern hat nur Einﬂuss auf die Geometrie einzelner
Elemente. Die ra¨umlichen Koordinaten lassen sich somit aus der Geschwin-
digkeit in Normalenrichtung ermitteln
x(tn+1) = x(tn) +
∫
In
(v · n)n dt . (3.70)
Die Normale n ist an einem Randknoten i nicht eindeutig deﬁniert, da das
mit linearen Ansa¨tzen diskretisierte ra¨umliche Gebiet an Randknoten nur







Abbildung 3.26: Knotennormale ni auf freier Oberfla¨che





ab. Bei den hier verwendeten linearen Ansatzfunktionen Ni zur Diskretisie-
rung des ra¨umlichen Gebiets vereinfacht sich das Integral zu einer Summe,
in die die La¨ngen ll und lr der adjunkten Kanten eingeht. Das fu¨hrt auf die
noch zu normierende Normale
ni = llnl + lrnr . (3.72)
Stabilisierung Die mit (3.70) berechnete Geometrie der freien Oberﬂa¨che





Abbildung 3.27: Geometrisch zula¨ssige freie Oberfla¨che
der in Abbildung 3.27 dargestellte, physikalisch falsche Polygonzug der Ober-
ﬂa¨che einstellen, obwohl der eingefu¨hrte Normalenvektor am Knoten senk-
recht auf dem Geschwindigkeitsvektor steht.
Bei einer sinnvollen Diskretisierung treten nur kleine Winkela¨nderungen der
Oberﬂa¨che an einem Knoten auf. Große unphysikalische Winkela¨nderungen
ko¨nnen mit einem zusa¨tzlichen Term bei der Berechnung der Oberﬂa¨chen-
geometrie
xi(tn+1) = xi(tn) +
∫
In
(vi · ni + α · v˜i)nidt (3.73)
verhindert werden. Die Korrekturgeschwindigkeit v˜i = ±∆xi∆t folgt aus dem
Abstand ∆xi aus Abbildung 3.27. Der Parameter α regelt die Gro¨ße der
Korrekturverschiebung. Er soll fu¨r kleine Winkel schnell gegen null gehen




2 (nl · nr + 1)
)β − 1 (3.74)
gewa¨hlt. Der Parameter β bestimmt die Ordnung, mit der der Nenner kleiner
und die Korrekturverschiebung versta¨rkt wird. Der Einﬂuss des Parameters
α auf die Lo¨sung kann durch seinen stark nichtlinearen Verlauf mit Netzver-
feinerungsstudien numerisch untersucht werden.
Eine weitere Mo¨glichkeit zur Stabilisierung der Oberﬂa¨chengeometrie be-
steht im Upwinding bei der Berechnung der Knotennormale. Aus den ad-
junkten Kantennormalen wird die Knotennormale durch eine sta¨rkere Wich-
tung der stromaufwa¨rts liegenden Kantennormale zu
ni =
{
τ nl + (1− τ)nr fu¨r vi · si ≥ 0
(1− τ)nl + τ nr fu¨r vi · si < 0 (3.75)
bestimmt. Der Upwind-Parameter τ steuert das Verha¨ltnis der adjunkten
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Kantennormalen. Die Stro¨mungsrichtung wird mit dem Skalarprodukt vi · si
mit dem Vektor si = xi+1 − xi−1, siehe Abbildung 3.27, bestimmt.
Freistrahl als Berechnungsbeispiel Zur Veriﬁzierung wird der U¨berfall
eines Wasserstrahls u¨ber eine reibungsfreie, horizontale Sohle untersucht,







Abbildung 3.28: Freier U¨berfall: System in Ausgangslage
Als Ausgangssystem wird eine homogene Stro¨mung mit dem speziﬁschen
Zuﬂuss q = 643 cm2/s verwendet. Die Zuﬂusswassertiefe h = κ · yc wird in
Abha¨ngigkeit der kritischenWassertiefe yc = 7.5 cm gewa¨hlt. Die Berechnun-
gen erfolgen fu¨r die kritische Wassertiefe κ = 1 und zwei schießende Wasser-
tiefen κ = 0.68 und κ = 0.49, was den Froude-Zahlen Fr = 1, 1.78 und 2.91
entspricht. Durch die Sto¨rung am Ende der Sohle ist eine Stabilisierung der
freien Oberﬂa¨che unumga¨nglich. Hierzu wird das Upwinding mit τ = 0.65
angewendet. Der Druck wird an den freien Oberﬂa¨chen zu null vorgegeben.
Die Stro¨mung unterliegt der Gravitation g = 981 cm/s2. Das Berechnungs-
netz ist fu¨r die stationa¨re Lo¨sung mit κ = 0.68 in Abbildung 3.30 dargestellt.
Es besteht aus 530 Knoten und 468 Elementen. Bei den Berechnungen wird
eine horizontale Verschiebung der Oberﬂa¨chenknoten ausgeschlossen.
Die stationa¨ren Lo¨sungen der Stro¨mungsgeometrien sind in Abbildung 3.29
eingetragen. Schon mit der recht groben Diskretisierung zeigen die berech-
neten Geometrien eine gute U¨bereinstimmung mit den experimentellen Wer-
ten von Marchi [48], die mit Symbolen eingezeichnet sind. Die zu κ = 0.68
geho¨rende stationa¨re Geschwindigkeitsverteilung zum Zeitpunkt t = 0.7 s
ist in Abbildung 3.30 auf der deformierten Geometrie aufgetragen. Die li-
neare A¨nderung der Geschwindigkeit im Bereich des Freistrahls ist mit den
horizontal verlaufenden Isolinien klar zu erkennen.
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Abbildung 3.29: Berechnete stationa¨re Geometrien im Vergleich mit experimentel-
len Werten (Symbole) von Marchi [48]
Der zeitliche Verlauf der Geometrie und der Stro¨mungsgeschwindigkeiten ist
ebenfalls in Abbildung 3.30 fu¨r κ = 0.68 dargestellt. Das stromabwa¨rts von
der Kante bzw. von der sich ausbildenden gekru¨mmten Oberﬂa¨che liegen-
de Fluidgebiet fa¨llt beschleunigt durch die Gravitation ohne A¨nderung der
Wassertiefe nach unten. Am Ende der gekru¨mmten Oberﬂa¨che bildet sich
eine lokal erho¨hte Wassertiefe aus. Sie entsteht durch den hydrostatischen
Druck des Ausgangssystems und wird mit der Stro¨mung transportiert, so
dass sie in der stationa¨ren Lo¨sung nicht mehr erscheint. Numerische oder
experimentelle Werte liegen zum Vergleich der zeitlichen Entwicklung nicht
vor.
Im Vergleich der beiden Verfahren zur Stabilisierung der Oberﬂa¨che zeigt
sich bei der Upwind-Stabilisierung ein glatterer zeitlicher Verlauf, wobei die
stationa¨ren Lo¨sungen nahezu identisch sind. Fu¨r weitere Simulationen ist
daher die Upwind-Stabilisierung zu empfehlen.
Pseudo-Struktur
Zur mathematischen Beschreibung des mitbewegten Gebiets genu¨gt es, die


















t = 0.05 s
t = 0.10 s
t = 0.15 s
t = 0.20 s
t = 0.70 s
t = 0.70 s
|v| in cm/s
Abbildung 3.30: Geschwindigkeitsverteilung auf mitbewegter Geometrie
der Finite-Element-Methode zu erhalten, ist es notwendig, dass keine Ele-
mente dabei entarten. Im Allgemeinen muss die Geometrie von jedem Ele-
ment betrachtet werden, bei dem ein Geometrieknoten mitbewegt wird. Das
hat zur Folge, dass meist das gesamte Finite-Element-Netz mitbewegt wird,
wie es bei der Berechnung des Freistrahls im vorangegangenen Abschnitt
durchgefu¨hrt wird und in Abbildung 3.30 zu erkennen ist. Ein allgemeingu¨lti-
ges Verfahren zur Berechnung der ra¨umlichen Lage der einzelnen Knoten
existiert nicht. Insbesondere bei sich stark vera¨ndernden Gebieten kann es
unumga¨nglich sein, eine Neuvernetzung vorzunehmen.
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Reicht die Lagrangesche Betrachtungsweise des Gebiets nicht mehr aus,
wird in dieser Arbeit fu¨r das mitbewegte Netz eine Pseudo-Struktur be-
trachtet. Das Fluidgebiet wird auf ein Strukturgebiet abgebildet, das mit der
linearen Elastizita¨tstheorie beschrieben wird. Da diese Struktur nicht zur ei-
gentlichen Aufgabenstellung geho¨rt, wird sie als Pseudo-Struktur bezeichnet.
Die zuvor berechnete Oberﬂa¨chenverformung wird der Pseudo-Struktur als
vorgegebene Randverschiebung eingepra¨gt. Aus der berechneten Verschie-
bungsﬁgur wird die neue ra¨umliche Lage des Finite-Element-Netzes am Ende
der Zeit-Scheibe bestimmt.
Im Vorgriﬀ auf Aufgabenstellungen mit Fluid-Struktur-Wechselwirkung wird
das Verfahren mithilfe der Abbildung 3.31 anschaulich erla¨utert. Darin bildet
Fluid & Struktur Pseudo-Struktur
Abbildung 3.31: Mitbewegtes Fluidgebiet als Pseudo-Struktur
im linken Gebiet der gemeinsame Rand von Fluid und Struktur, der Kopp-
lungsrand, eine Oberﬂa¨che des Fluids. Dieser wird in seiner ra¨umlichen Lage
durch die Strukturverschiebungen, hier den Bru¨ckenquerschnitt, vera¨ndert.
Die Verschiebungen werden der Pseudo-Struktur (rechts) als Randbedingun-
gen eingepra¨gt. Bei der Berechnung der Verschiebungsﬁgur wird der a¨ußere,
umgebende Rand festgehalten.
Treten gro¨ßere Verschiebungen des Randes auf, z. B. infolge starker Rotatio-
nen, so kann das Netz trotzdem entarten. Die Entartung der Elemente ist
eine Folge der Elementabmessungen, die sich ha¨uﬁg um Gro¨ßenordnungen
unterscheiden, und der verwendeten linearen Elastizita¨tstheorie. Johnson
& Tezduyar schlagen in [40] vor, die Jacobi-Determinante bei der Inte-
gration zu vernachla¨ssigen, um Gebieten mit kleinen Elementen eine ho¨here
Steiﬁgkeit zuzuordnen, so dass deren Entartung entgegengewirkt wird. Da
dieses Verfahren dem Anwender keine Steuerungsmo¨glichkeit der Steiﬁgkeits-
zuordnung la¨sst und somit die Ergebnisse unbefriedigend sein ko¨nnen, ﬁndet
es hier keine Verwendung.
Eine Steiﬁgkeitsverteilung in Abha¨ngigkeit von der Elementgro¨ße ermo¨glicht
dagegen eine gezielte Beeinﬂussung der Elementverformungen, so dass bei-
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spielsweise in Grenzschichten die Elemente nahezu unverformt bleiben. Dies
wird durch Deﬁnition eines Funktionsverlaufes fu¨r den Elastizita¨tsmodul E
erreicht, der kleinen Elementen eine gro¨ßere Steiﬁgkeit als gro¨ßeren Elemen-
ten zuordnet. In Abha¨ngigkeit von der charakteristischen Elementgro¨ße h
wird der Elastizita¨tsmodul mit
E(h) = Emin + f (h) · (Emax − Emin) (3.76)
aus einem Intervall, z. B. E ∈ [Emin = 1, Emax = 106], ermittelt. Die Funk-
tion f (h) sollte einen stark nichtlinearen Funktionsverlauf, wie in Abbil-
dung 3.32 dargestellt, aufweisen.




















Abbildung 3.32: Verlauf der Funktion f (h) mit f∗ (h) = h
Zur Deﬁnition des Verlaufs bieten sich Funktionen vom Typ 1x oder α
x an.








mit der kleinsten und der gro¨ßten charakteristischen Elementla¨nge hmin und
hmax aller Elemente. In (3.77) kann f∗ (h) = h gesetzt oder zur Anpassung
an die jeweilige Aufgabenstellung eine andere Funktion gewa¨hlt werden. In
den numerischen Berechnungen in Kapitel 4 ist sie zu









· (hmax − hmin) (3.78)
gewa¨hlt.
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Abbildung 3.33: FE-Netz: Referenz- und Momentankonfiguration
Die Leistungsfa¨higkeit des Verfahrens zeigt sich bei der Berechnung der wir-
belerregten elastischen Platte aus Abschnitt 4.2. In Abbildung 3.33 ist ein
Teil des Finite-Element-Netzes in seiner Momentankonﬁguration der Aus-
gangslage gegenu¨bergestellt. Die Verdrehung des Plattenendes betra¨gt etwa
45 ◦, ohne dass einzelne Elemente wesentlich entarten.
Wird ein direkter Gleichungslo¨ser verwendet, ist der numerische Aufwand
zur Berechnung der Pseudo-Struktur vernachla¨ssigbar, da die Systemmatrix
nur einmal zu zerlegen ist.
Neuvernetzung
Neben den in dieser Arbeit verwendeten Mo¨glichkeiten zur Beschreibung
des mitbewegten Finite-Element-Netzes stellt die Neuvernetzung eine vo¨llig
andersartige Methode dar, bei der abha¨ngig von dem mitbewegten Rand
ein neues Netz erzeugt wird. Mit der verwendeten zeitdiskontinuierlichen
Galerkin-Formulierung ist die Schnittstelle zwischen dem alten und dem
neuen Netz bereits deﬁniert. Die durch die Formulierung in die schwachen




δv(t+n ) · ρ(v(t+n )− v(t−n ))dΩ , (3.79)
sind als einzige Bedingung zu erfu¨llen. Jedoch ist die exakte Auswertung des
Integrals numerisch sehr aufwa¨ndig, da die Felder zu den beiden Zeitpunkten
t+n und t
−
n auf den verschiedenen Netzen deﬁniert sind. Einen Einstieg in die
beno¨tigten Such- und Interpolationsalgorithmen gibt Lo¨hner in [47]. Eine
Neuvernetzung kann auch bei den hier angewendeten Methoden notwendig
werden, wenn sich einzelne Elemente u¨berlappen oder entarten. In dieser Ar-
beit ist eine Neuvernetzung des Fluidgebiets bei den Anwendungsbeispielen
nicht notwendig und wird daher nicht durchgefu¨hrt.
67
3.4 Fluid-Struktur-Kopplung
Die in dieser Arbeit betrachteten Aufgabenstellungen mit Wechselwirkun-
gen zwischen Fluid und Struktur bedu¨rfen gegenu¨ber Aufgabenstellungen
mit nur einem Kontinuum besonderer Lo¨sungsstrategien. Dies liegt in dem
vo¨llig unterschiedlichen physikalischen Verhalten von Fluid und Struktur
begru¨ndet, was bei einer klassischen Formulierung zu unterschiedlichen Mo-
dellierungen und numerischen Diskretisierungsverfahren fu¨hrt. Zudem exi-
stiert in der Fluidmechanik eine große Auswahl verschiedener Verfahren, die
spezielle Stro¨mungen behandeln.
Neben der historisch getrennten Entwicklung der Fluid- und Strukturme-
chanik liegt fu¨r die Kopplung bezu¨glich der Modellbildung die wesentliche
Schwierigkeit in den unterschiedlichen Betrachtungsweisen. Wa¨hrend fu¨r die
Struktur fast ausschließlich die Lagrangesche Betrachtungsweise verwen-
det wird, dominiert beim Fluid die Eulersche Betrachtungsweise. Mit den
Verschiebungen des Kopplungsrandes muss sich die ra¨umliche Geometrie des
Fluidgebiets a¨ndern, so dass ein U¨bergang auf eine relative Betrachtungswei-
se beim Fluid notwendig ist. Wa¨hrend diese in der verwendeten Raum-Zeit-
Formulierung enthalten ist, siehe vorherigen Abschnitt 3.3.3, ist es bei einer
semidiskreten Formulierung notwendig, die Modellgleichungen anzupassen.
Die zur Lo¨sung gekoppelter Systeme entwickelten Strategien sind in Ab-
schnitt 3.4.1 erla¨utert. Die Formulierung der Kopplungsbedingungen des
hier entwickelten monolithischen Verfahrens ist in Abschnitt 3.4.2 erla¨utert.
In Abschnitt 3.4.3 werden einige Implementierungsdetails der Interface-Ele-
mente diskutiert.
3.4.1 Kopplungsstrategien
Zur Lo¨sung von Aufgaben mit Fluid-Struktur-Wechselwirkung haben sich
partitionierte Lo¨sungsverfahren durchgesetzt. Gekennzeichnet sind diese
Verfahren durch das sequenzielle Lo¨sen der eigentlich gekoppelten partiellen
Differenzialgleichungen, wobei neben verschiedenen Diskretisierungsverfah-
ren meist auch verschiedene Computerprogramme zur Berechnung von Fluid
und Struktur verwendet werden. Demgegenu¨ber stehen die simultanen Ver-
fahren, die wie in dieser Arbeit die Differenzialgleichungen simultan inner-
halb eines Programmsystems lo¨sen. Sowohl partitionierte als auch simultane




Ein herausragender Vorteil partitionierter Verfahren ist die Mo¨glichkeit der
Verwendung unterschiedlicher Diskretisierungsverfahren und Computerpro-
gramme. So ko¨nnen fu¨r beide Kontinua an die jeweilige Aufgabenstellung
angepasste Modelle und Verfahren genutzt werden, die zum einen beson-
ders eﬀektiv oder genau sind und zum anderen auf Besonderheiten der zu
beschreibenden Pha¨nomene, z. B. bei U¨berschallstro¨mungen, zugeschnitten
sind. Zudem ko¨nnen vorhandene Computerprogramme weiter verwendet und
in einem gekoppelten Algorithmus zusammengefasst werden.
Partitionierte Verfahren sind im Wesentlichen in drei sequenzielle Schritte
unterteilt:
1. Lo¨sung der Fluidgleichungen mit Berechnung der Randspannungen auf
dem Kopplungsrand
2. Lo¨sung der Strukturgleichungen mit den Randspannungen des Fluids
als zusa¨tzliche a¨ußere Einwirkung
3. Anpassen des Fluidgebiets an die Strukturverformungen
Ein schwach gekoppeltes Lo¨sungsverfahren liegt vor, wenn diese drei Schrit-









Abbildung 3.34: Partitioniertes Verfahren mit schwacher Kopplung
dargestellt ist. Eine Ru¨ckwirkung der Strukturdeformationen ﬁndet nicht in-
nerhalb eines Zeitschritts, sondern erst im nachfolgenden Zeitschritt statt.
Um mit einem solchen Verfahren brauchbare Lo¨sungen zu erhalten, sind
sehr kleine Zeitschritte notwendig. So bleiben innerhalb eines Zeitschritts die
69
A¨nderungen der Strukturverschiebungen sehr klein, so dass sich die ra¨umli-
che Fluidgeometrie nur geringfu¨gig a¨ndert und die Wechselwirkung nahezu
linear innerhalb eines Zeitschritts ist. Fu¨r Aufgabenstellungen mit starker
Wechselwirkung ist diese Vorgehensweise meist ungeeignet.
Werden die drei Lo¨sungsschritte innerhalb eines Zeitschritts mehrfach durch-









Abbildung 3.35: Partitioniertes Verfahren mit starker Kopplung
Literatur wird diese Vorgehensweise als starke Kopplung bezeichnet. Sie wird
aber nur dann erreicht, wenn die Iteration so lange durchgefu¨hrt wird, bis die
nichtlinearen Gleichungen von Fluid und Struktur unter Beru¨cksichtigung
des mitbewegten Fluidgebiets vollsta¨ndig auskonvergiert sind. Als Folge der
sequenziellen Berechnung kann das Verfahren bei Systemen mit starker,
nichtlinearer Wechselwirkung divergieren. Beim Durchlaufen der drei Be-
rechnungsschritte werden ha¨uﬁg Pra¨diktor-Korrektor-Verfahren eingesetzt,
um die Konvergenz zu beschleunigen und die Stabilita¨t zu erho¨hen, siehe
z. B. Steindorf [70].
Simultane Verfahren
Wie oben angedeutet, werden bei den simultanen Verfahren die diskretisier-
ten Modellgleichungen einschließlich ihrer Kopplung simultan gelo¨st. Der Be-
griﬀ Monolithisches Verfahren wird u¨blicherweise gleichbedeutend verwen-
det. In der vorliegenden Arbeit steht der Begriﬀ fu¨r ein simultanes Verfahren,
welches zudem fu¨r alle Modellgleichungen das gleiche Diskretisierungsverfah-
ren verwendet. Demnach wird hier mit der Raum-Zeit-Finite-Element-Me-
thode als einheitlichem Diskretisierungsverfahren fu¨r Fluid und Struktur ein
monolithischer Ansatz entwickelt.
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Einem simultanen Verfahren inha¨rent ist die Realisierung einer starken









Abbildung 3.36: Simultanes Verfahren
stellt, nur noch zwei Schritte innerhalb der Iteration vollzogen – die Lo¨sung
der gekoppelten Gleichungen und die Netzbewegung des Fluids. Demge-
genu¨ber ist eine Formulierung in nur einem Schritt nahezu ausgeschlossen,
da in diesem Fall die Integration der Modellgleichungen auf einem von der
gesuchten Lo¨sung abha¨ngigen Gebiet durchzufu¨hren ist. Da das nichtlineare
Gleichungssystem als solches schon iterativ gelo¨st wird, siehe Abschnitt 3.5,
werden die beiden Schritte des Kopplungsverfahrens innerhalb eines Iterati-
onsschritts einmal durchlaufen.
Als Folge des monolithischen Ansatzes ist die Stabilita¨t und Konvergenz-
geschwindigkeit gegenu¨ber dem partitionierten Verfahren wesentlich ho¨her.
Als weiteren Vorteil erschließt das Verfahren neue Analyse- und Formulie-
rungsmo¨glichkeiten, z. B. Eigenwertanalyse des gekoppelten Gesamtsystems
oder Anwendung von Reduktionsverfahren basierend auf dem Gesamtsys-
tem. Nachteile des Verfahrens sind die Gro¨ße des entstehenden Gleichungs-
systems und die eingeschra¨nkten Mo¨glichkeiten bei der Wahl anderer, an die
jeweilige Aufgabenstellung besser angepasster Lo¨sungsverfahren. Ohne Ein-
satz eines adaptiven Verfahrens in der Zeit wird zudem die Zeitschrittweite
durch die kleinste fu¨r Fluid oder Struktur notwendige Zeitschrittweite be-
grenzt. Dies bereitet hier keine Schwierigkeiten, da die Zeitschrittweite des
Fluids maßgebend ist und somit die Strukturdynamik in der Zeit unno¨tig ge-




Aufgrund der Raum-Zeit-Formulierung der schwachen Formen von Fluid und
Struktur ist die Kopplung bereits in den Gleichungen enthalten. So fu¨hrt das
Einbringen der Dirichlet-Randbedingungen in die Variationsformulierung




δt(v − v¯)dP −
∫
Pvn
δv · t dP . (3.80)
Zur Kopplung werden fu¨r die eingepra¨gten Randgeschwindigkeiten v¯ des





δt(vF − vS)dP −
∫
PCn
δvF · t dP , (3.81)
so dass die Kopplungsbedingung (2.54) in gewichteter Form erfu¨llt wird.










δvS · (−t0) dP0 (3.83)
in der schwachen Form beru¨cksichtigt und erfu¨llen so die Kopplungsbedin-
gung (2.53). Im Gleichungssystem steht der Term auf der linken Seite, da
die Randspannungen Freiwerte sind. Das negative Vorzeichen der Randspan-
nungen entsteht durch die auf dem Kopplungsrand entgegengerichteten Nor-
malenvektoren von Fluid und Struktur.
Mit (3.81) und (3.83) wird somit die starke Kopplung in die schwachen For-
men eingebracht. Nach Diskretisierung und Integration der Kopplungsterme
gehen sie mit
δt̂ · (BT · v̂F −BT · v̂S)− δv̂F ·B · t̂+ δv̂S ·BS · t̂ (3.84)
in das gekoppelte Gleichungssystem ein, wie es in Abbildung 3.37 dargestellt
ist, wobei die Druckfreiwerte nicht angegeben sind. Die starke Kopplung von
Fluid und Struktur wird demnach im Gleichungssystem allein durch die B-
Matrizen erreicht. Durch die Nullmatrix auf der Hauptdiagonalen in der Zeile
der Randspannungen t̂ wird die Gleichheit der Geschwindigkeitsfreiwerte von





BT −BT t̂ 0
BS
KS v̂S fS
Abbildung 3.37: Gekoppeltes Gleichungssystem
Insgesamt wird eine elegante Umsetzung der Kopplung erreicht, da die Mo-
dellgleichungen zur Kopplung nicht zu vera¨ndern sind und sie in diskreter
Form auf ein gekoppeltes Gesamtgleichungssystem mit starker Kopplung
fu¨hren. Wesentlich ist hierbei das betrachtete Raum-Zeit-Gebiet, welches
auf der Fluidseite allein durch Anpassen der Raum-Zeit-Koordinaten der
Strukturdeformation folgen kann, wie es in Abbildung 3.38 skizziert ist. Zu-
dem stehen sa¨mtliche Kopplungsterme auf der linken Seite des Gleichungs-




Abbildung 3.38: Gekoppeltes Raum-Zeit-Netz
3.4.3 Interface-Elemente
Bei der Implementierung ist das Vorgehen analog zu den anderen Modellglei-
chungen und mu¨ndet in die im vorigen Abschnitt eingefu¨hrten B-Matrizen.




Bei Stro¨mungsberechnungen zeigt sich, dass die Randspannungen durch die
zeitdiskontinuierliche Galerkin-Formulierung Spru¨nge an den Zeit-Schei-
bengrenzen aufweisen und es durch die linearen Ansatzfunktionen zu – wenn
auch meist kleinen – Oszillationen im Zeitverlauf kommen kann. Da elas-
tische Festko¨rper eine endliche Wellengeschwindigkeit besitzen, ko¨nnte ein
derartiger Randspannungsverlauf in der Zeit Wellen in der Struktur her-
vorrufen. Dieser Eﬀekt kann durch Annahme eines in der Zeit konstanten
Verlaufs der transformierten Fluidrandspannungen t0 abgemindert werden.
Diese Annahme wird bei den Berechnungen der Anwendungen mit Fluid-
Struktur-Wechselwirkung in Kapitel 4 zugrunde gelegt.
Wie bereits erwa¨hnt, erzeugt die Kopplungsformulierung Nullen auf der
Hauptdiagonalen. Diese ko¨nnen bei der Lo¨sung des Gleichungssystems un-
erwu¨nscht sein, da z. B. eine Jacobi-Skalierung, siehe Abschnitt 3.5.3, nicht
mehr mo¨glich ist. Um die Nullen zu verhindern, kann eineGalerkin /Least-




(δσ · n− δt) (σ · n− t)dP (3.85)
erfolgen. Mit dem zusa¨tzlichen Term ist aber eine numerisch exakte Erfu¨llung
derDirichlet-Randbedingung (2.54) nicht mehr gewa¨hrleistet. Zudem sind
Oszillationen des Druckfeldes mit kleinen Amplituden in der Na¨he des Ran-
des zu beobachten. Weiterhin konnte keine Eﬃzienzsteigerung der Glei-
chungslo¨ser durch die Stabilisierung der Randspannungen festgestellt wer-
den. Deshalb wird sie bei den Beispielberechnungen in dieser Arbeit nicht
verwendet.
Bei der Kopplung mit der 2-Feld-Formulierung ist zu beachten, dass auf
der Strukturseite sowohl Geschwindigkeiten als auch Verschiebungen als Zu-
standsgro¨ßen vorhanden sind. In die Dirichlet-Randbedingung des Fluids
(2.54) sind zwar weiterhin die Strukturgeschwindigkeiten einzusetzen, die
A¨nderung des Fluidgebiets wird aber von den Strukturverschiebungen be-
stimmt. Obwohl die Verschiebungen der Struktur diskontinuierlich in der
Zeit sind, sollte fu¨r das Fluid ein stetiger Verlauf der Geometrie in der Zeit
angenommen werden.
Fluid-Starrko¨rper-Interface
Die eingefu¨hrten Geschwindigkeitsfreiwerte am Rand des Starrko¨rpers er-
mo¨glichen die gleiche Implementierung der Dirichlet-Randbedingungen
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des Fluids wie bei den elastischen Festko¨rpern. Einzig der Lastterm muss
angepasst werden, damit die aus den Randspannungen resultierenden Kra¨fte
und Momente auf den Referenzknoten des Starrko¨rpers wirken. Die varia-
tionellen Geschwindigkeiten δv des Starrko¨rpers sind mit der Transformati-
onsbeziehung (3.31) durch die variationellen Werte des Referenzknotens δv˜r
zu ersetzen, so dass fu¨r den Lastterm
δv ·BS · t = δv˜r ·TT ·BS · t (3.86)
folgt.
3.5 Lo¨sungsverfahren
Das durch die Diskretisierung der Modellgleichungen entstandene gekoppel-
te Gleichungssystem ist in mehrfacher Hinsicht nichtlinear. Bei der Struk-
tur bedarf es der geometrisch nichtlinearen Formulierung zur Beschreibung
großer Verschiebungen. Das Fluidmodell ist durch den konvektiven Term
in der materiellen Zeitableitung infolge der Eulerschen Betrachtungsweise
nichtlinear. Eine weitere Nichtlinearita¨t kommt durch die Abha¨ngigkeit des
Integrationsgebiets des Fluids von den Strukturverformungen in das Sys-
tem. Außerdem kann die rechte Seite des Gleichungssystems ebenfalls von
der Lo¨sung abha¨ngen. Zur Vereinfachung der Schreibweise wird in diesem
Abschnitt das zu lo¨sende Gleichungssystem in der Form
A(x) · x = b(x) (3.87)
mit der Systemmatrix A, dem Lo¨sungsvektor x und der rechten Seite b
dargestellt.
Eine Bewertung der entwickelten Lo¨sungsstrategie wird anhand der Berech-
nungen zum wirbelerregten starren Kreiszylinder in Abschnitt 4.1.4 durch-
gefu¨hrt.
3.5.1 Picard-Iteration
Zur numerischen Lo¨sung eines nichtlinearen Gleichungssystems gibt es zahl-
reiche Ansa¨tze, die im Allgemeinen in einen Iterationsalgorithmus mu¨nden.
In der Strukturmechanik wird das Newton-Raphson-Verfahren ha¨uﬁg ein-
gesetzt. Es ist in der Na¨he der Lo¨sung quadratisch konvergent, bedarf hierzu
aber des Gradienten bzw. der Tangente der Matrix A und ist eingeschra¨nkt
durch einen vergleichsweise kleinen Konvergenzradius. Dieses Verfahren wird
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hier nicht angewendet, da die konsistente Linearisierung der schwachen For-
men und deren numerische Berechnung Schwierigkeiten bereiten und bei
Verwendung einer nichtkonsistenten Tangente keine quadratische Konver-
genz mehr zu erwarten ist.
Zur Lo¨sung des nichtlinearen Gleichungssystems wird eine Picard-Iteration
A(xi−1) · xi = b(xi−1) (3.88)
eingesetzt, welche keine Tangente beno¨tigt. Der Iterationsalgorithmus wird
so lange durchgefu¨hrt, bis die Lo¨sung genau genug ist. Hierbei dient als
Abbruchkriterium ein geeignetes Fehlermaß, welches bei Iterationsende eine





|b(x0)| ≤ ε (3.89)
oder die relative A¨nderung des Lo¨sungsvektors
|xi − xi−1|
|xi| ≤ ε (3.90)
dienen. Fu¨r die numerischen Beispielberechnungen wird – wenn nichts ande-










Zur Beschleunigung der Konvergenz
eines iterativen Verfahrens ist es von
Vorteil, eine gute Startlo¨sung x0
zu verwenden. Bei den hier vorlie-
genden zeitabha¨ngigen Systemen ist
dies zuna¨chst die Lo¨sung der letz-
ten Zeit-Scheibe x00. Zur Verbesserung
des Startvektors werden die einzel-
nen Komponenten zu allen Zeitpunk-
ten der aktuellen Zeit-Scheibe mit der
Lo¨sung am Ende der vorangegange-
nen Zeit-Scheibe belegt. Fu¨r lineare Ansa¨tze in der Zeit fu¨hrt dies auf
x0 (t+n ) = x (t
−
n ) und den in der Abbildung 3.39 mit x
1
0 gekennzeichneten

















liefert den Pra¨diktor x20. Zur weiteren Konvergenzbeschleunigung werden mit
dem gewa¨hlten Pra¨diktor die erwarteten Verschiebungen des Kopplungsran-
des berechnet und dem Fluidgebiet, wie im Abschnitt 3.3.3 beschrieben,
eingepra¨gt. Die Maßnahmen zur Verbesserung des Startvektors fu¨hren auf
eine Konvergenzsteigerung der Picard-Iteration um etwa einen Schritt und
eine Konvergenzverbesserung der iterativen Gleichungslo¨ser.
Insgesamt zeigt sich, dass der Algorithmus zuverla¨ssig konvergiert und das
nichtlineare Gleichungssystem nach drei bis fu¨nf Iterationsschritten lo¨st. Ins-
besondere bei der Berechnung von Fluid-Struktur-Wechselwirkungen erho¨ht
sich die Anzahl der Schritte mit dem hier verwendeten Diskretisierungsver-
fahren meist nicht. Dies ist ein entscheidender Vorteil der gewa¨hlten For-
mulierung, da bei einer partitionierten Lo¨sung der Modellgleichungen eine
wesentlich ho¨here Anzahl von Iterationsschritten zu erwarten ist [70].
Wie oben dargestellt, bedarf die Lo¨sung des nichtlinearen Gleichungssystems
in jedem Iterationsschritt der Lo¨sung des linearen Gleichungssystems
A · x = b . (3.92)
Da in diesem Teil der Berechnung der gro¨ßte numerische Aufwand steckt,
sind problemangepasste Lo¨sungsstrategien notwendig, die sich im Wesentli-
chen in drei Komponenten gliedern lassen: die Speichertechnik der System-
matrix A, den eigentlichen Gleichungslo¨ser (Abschnitt 3.5.2) und die Vor-
konditionierung (Abschnitt 3.5.3).
Die Ansatzfunktionen einer Zustandsgro¨ße sind jeweils nur auf lokalen Tra¨-
gern, den adjunkten Elementgebieten eines Knotens, deﬁniert. Dies fu¨hrt
bei der Integration der schwachen Formen auf eine schwach besetzte Sy-
stemmatrix, d. h., es sind nur relativ wenige Matrizenkomponenten ungleich
null. Zudem sind die Eintra¨ge bei sinnvoller Knotenindizierung [13, 66] um
die Hauptdiagonale konzentriert. Diese inha¨rente Eigenschaft der Finite-Ele-
ment-Methode wird bei der Abspeicherung ausgenutzt, indem fu¨r direkte
Gleichungslo¨ser nur das Proﬁl und fu¨r iterative nur Nichtnullelemente abge-
speichert werden.
3.5.2 Gleichungslo¨ser
Die verwendeten Gleichungslo¨ser bauen direkt auf der Speichertechnik auf.
Neben der Speicherung im Proﬁl fu¨r symmetrische und unsymmetrische Ma-




Fu¨r Gleichungssysteme kleiner bis mittlerer Gro¨ße (bis ca. n = 104 Gleichun-
gen) werden Proﬁlmatrizen und direkte Verfahren bevorzugt. Sie berechnen
die Lo¨sung nach einer eindeutigen, endlichen Anzahl von Operationen. Die
Matrix A wird dabei nicht invertiert, sondern zerlegt. Fu¨r symmetrische
Matrizen wird das Cholesky-Verfahren, fu¨r unsymmetrische das Gauß-
Verfahren verwendet [22]. Vor dem Lo¨sen wird das Gleichungssystem zur
Vorkonditionierung nach Abschnitt 3.5.3 skaliert.
Fu¨r große Gleichungssysteme eignen sich die direkten Lo¨ser nur bedingt, da
der Rechen- und Speicheraufwand unverha¨ltnisma¨ßig groß wird. Der nume-
rische Aufwand steigt mit der Ordnung O(r2n) an, wobei die Bandbreite r
bei Netzverfeinerung in der Regel von n abha¨ngig ist.
Bei der Berechnung des mitbewegten Fluidnetzes mit der Pseudo-Struktur
wird immer ein direktes Verfahren bevorzugt, da dann die Zerlegung nur ein-
mal durchgefu¨hrt werden muss. Damit ist der Berechnungsaufwand fu¨r die
Zerlegung vernachla¨ssigbar. Gegenu¨ber dem Speicherbedarf des Gesamtglei-
chungssystems ist zudem der Speicherbedarf mit zwei Freiwerten fu¨r jeden
ra¨umlichen Fluidknoten und einfacher Zahlengenauigkeit wesentlich gerin-
ger.
Methoden der konjugierten Gradienten
Gegenu¨ber den direkten Gleichungslo¨sern haben die iterativen zum Errei-
chen einer hinreichend genauen Lo¨sung eine wesentlich kleinere Ordnung
des numerischen Aufwands bis hin zu einer linearen Abha¨ngigkeit von n.
Der Nachteil der iterativen Verfahren liegt in ihrer Abha¨ngigkeit von der
jeweiligen Aufgabenstellung, so ko¨nnen sie schlecht konvergieren oder sogar
divergieren.
Die Methode der konjugierten Gradienten (engl. conjugate gradients, CG) ist
ein klassischer Vertreter der iterativen Verfahren [66]. Sie ist fu¨r symmetri-
sche, positiv-deﬁnite Matrizen geeignet. Zur Lo¨sung des Gleichungssystems





x ·A · x− b · x (3.93)
bestimmt. Der Gradient der Funktion
∇F (xi) = A · xi − b = ri (3.94)
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im Punkt xi wird zur Bestimmung des Relaxationsvektors pi genutzt, mit
dem die neue Na¨herung
xi+1 = xi + αpi (3.95)
gebildet wird. Theoretisch wird die Lo¨sung spa¨testens nach n Schritten er-
reicht, so dass dieses Verfahren auch als direktes Verfahren angesehen wer-
den kann. Es zeigt sich aber, dass die Lo¨sung meist schon nach sehr wenigen
Schritten genu¨gend genau ist. Die Methode der konjugierten Gradienten bil-
det die Basis fu¨r viele erweiterte Verfahren wie das verwendete BiCGStab-
Verfahren.
BiCGStab-Verfahren
Ein CG-a¨hnliches Verfahren ist das BiCGStab-Verfahren (engl. biconjugate
gradient stabilized) [79]. Es ermo¨glicht das Lo¨sen von Gleichungssystemen
mit unsymmetrischen, indeﬁniten Matrizen, wie sie bei dem hier verwendeten
Diskretisierungsverfahren auftreten. Der Lo¨sungsalgorithmus mit Vorkondi-
tionierungsmatrix M ist in Abbildung 3.40 dargestellt, siehe Barret et
al. [7].
r0 = b−A · x0 mit gewa¨hltem Startvektor x0
Wa¨hle r˜ mit r˜ · r0 = 0, z. B. r˜ = r0
for k = 1, 2, ...
ρk−1 = r˜ · rk−1
if (ρk−1 = 0) Abbruch
if (k = 1) p1 = r0
else
βk−1 = (ρk−1αk−1) / (ρk−2ωk−1)
pk = rk−1 + βk−1 (pk−1 − ωk−1xk−1)
endif
Lo¨se M · pˆ = pk
vk = A · pˆ
αk = (ρk−1) / (r˜ · vk)
s = rk−1 − αkvk
if (|s| ≤ ε) xk = xk−1 + αkpˆ Lo¨sung gefunden
Lo¨se M · sˆ = s
t = A · sˆ
ωk = (t · s) / |t|
xk = xk−1 + αkpˆ+ ωk sˆ
rk = s− ωkt
if (|r| ≤ ε) Lo¨sung gefunden
if (ωk = 0) Abbruch
end
Abbildung 3.40: Vorkonditionierter BiCGStab-Gleichungslo¨ser
79
Das Verfahren zeichnet sich durch ein gleichma¨ßiges Konvergenzverhalten
aus und beno¨tigt nicht die Transponierte der Matrix A. Die Iteration bricht
ab, wenn α ≈ 0 oder ω ≈ 0 ist, so dass die Lo¨sung nicht weiter konvergiert.
Dies muss aber nicht zum Abbruch der ganzen Berechnung fu¨hren, da im
Rahmen der Picard-Iteration das lineare Gleichungssystem neu aufgebaut
wird und der Gleichungslo¨ser mit einem neuen Residuum startet.
Der numerische Aufwand beim Durchlaufen eines Iterationsschritts wird –
abgesehen vom Vorkonditionierer – von den beiden Matrix-Vektor-Produk-
ten dominiert, so dass bei der Implementierung des Produkts die Eﬃzienz
im Vordergrund stehen sollte. Zudem steigt der Aufwand beim Durchlau-
fen eines Schritts nur mit der Ordnung O (n) an. Der Aufwand zur Lo¨sung
des Gleichungssystems ist demnach nur durch die Wahl der Vorkonditionie-
rung (Abschnitt 3.5.3) und der Bereitstellung eines guten Startvektors beein-
ﬂussbar. Die Gu¨te des Startvektors ist bei instationa¨ren Aufgabenstellungen
direkt abha¨ngig von der Zeitschrittweite. Es zeigt sich, dass bei Verringe-
rung der Zeitschrittweite, z. B. 100 anstelle von 50 Zeitschritten je Periode,
ha¨uﬁg eine Reduzierung der gesamten Berechnungszeit fu¨r eine Periode zu
erreichen ist.
Neben dem BiCGStab-Lo¨ser wird in der Literatur der GMRES-Lo¨ser emp-
fohlen, z. B. [71]. Er wird hier nicht bevorzugt, da die Implementierung und
Steuerung aufwa¨ndiger und die Abha¨ngigkeit von der jeweiligen Aufgaben-
stellung gro¨ßer ist.
3.5.3 Vorkonditionierung
Zu den wichtigsten Komponenten eines iterativen Verfahrens za¨hlt die Vor-
konditionierung. An zwei Stellen, vor und wa¨hrend der iterativen Lo¨sung
des linearen Gleichungssystems, ﬁndet sie hier Anwendung. Ziel einer Vor-
konditionierung ist es, die Konvergenzgeschwindigkeit des iterativen Glei-
chungslo¨sers zu erho¨hen, was meist gleichbedeutend ist mit einer Verkleine-
rung der Konditionszahl
cond (A) = ‖A‖∥∥A−1∥∥ ≥ 1 (3.96)
der Systemmatrix A, vgl. [50].
Zur Vorkonditionierung wird beispielsweise das Gleichungssystem von links
mit der Vorkonditionierungsmatrix M multipliziert, wobei es optimal ist,
wenn M im entstehenden Gleichungssystem
M ·A · x =M · b (3.97)
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die Inverse von A und somit cond (M ·A) = 1 ist. Die Bereitstellung der
Inversen kommt aber einer direkten Lo¨sung gleich; Ziel ist es daher, eine
mo¨glichst gute Approximation der Inversen bereitzustellen, die zudem mit
geringem Aufwand berechnet werden kann.
Eine Vorkonditionierung wa¨hrend der iterativen Lo¨sung fu¨hrt auf das ei-
gensta¨ndige Gleichungssystem
M · y˜ = y , (3.98)
wie es auch an zwei Stellen beim vorkonditionierten BiCGStab-Verfahren,
siehe Abbildung 3.40, eingesetzt wird.
Bevor drei Vorkonditionierungsverfahren diskutiert werden, wird nachfol-
gend auf die Skalierung eingegangen, die vor der iterativen Lo¨sung als Vor-
konditionierung eingesetzt wird.
Skalierung
Die Diskretisierung fu¨hrt, u. a. aufgrund der verschiedenen zugrunde liegen-
den schwachen Formen und der Formulierung mit dimensionsbehafteten Zu-
standsgro¨ßen, auf ein Gleichungssystem, dessen Komponenten von z. T. sehr
unterschiedlicher Gro¨ßenordnung sind. Zum Lo¨sen ist eine Skalierung auf
Werte a¨hnlicher Gro¨ßenordnung sinnvoll und teilweise auch notwendig.




fu¨r i = j
0 fu¨r i = j (3.99)
skaliert das Gleichungssystem durch
D ·A ·D ·D−1 · x = D · b (3.100)
derart, dass die Hauptdiagonalelemente der entstehenden Systemmatrix A˜ =
D ·A ·D den Wert eins annehmen. Diese Art der Skalierung wird auch als
Jacobi-Vorkonditionierung bezeichnet.
Bei der Berechnung von Fluid-Struktur-Wechselwirkungen entstehen durch
die Kopplungsformulierung Nullen auf der Hauptdiagonalen, so dassD nicht
mehr regula¨r ist. In diesem Fall skaliert die Diagonalmatrix D mit
Dij =
{ 1∑
k |Aik| fu¨r i = j
0 fu¨r i = j (3.101)
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die Zeilensummennormen der Systemmatrix durch
D ·A · x = D · b (3.102)
auf den Wert eins.
SOR-Vorkonditionierer
Fu¨r Gleichungssysteme ohne Nullelemente auf der Hauptdiagonalen bietet
sich das Verfahren der U¨berrelaxation (engl. successive overrelaxation, SOR)
an. Es baut direkt auf der MatrixA auf und beno¨tigt fu¨r die Vorkonditionie-
rungsmatrix M keinen weiteren Speicher. Aus der additiven Zerlegung von
A in eine untere Dreiecksmatrix L, eine Diagonalmatrix D und eine obere
Dreiecksmatrix U




ω(2− ω) (D+ ωL)D
−1(D+ ωU) (3.104)
als Funktion des Relaxationsfaktors ω. Wenn kein gu¨nstigerer Wert bekannt
ist, wird fu¨r den Relaxationsfaktor ω = 1 gewa¨hlt, was zusammen mit einer
Jacobi-Skalierung auf
M = (I+ L)(I+U) (3.105)
fu¨hrt. Der numerische Aufwand zum Lo¨sen des Gleichungssystems ist von der
Ordnung O (r n). Wesentliches Argument zur Verwendung des Verfahrens ist
der sehr geringe Speicherbedarf. Die Eﬀektivita¨t hingegen ist erst bei guten
Startlo¨sungen befriedigend.
Eine Anwendung bei Aufgabenstellungen mit Fluid-Struktur-Wechselwir-
kung fu¨hrt – durch die Nullelemente auf der Hauptdiagonalen – auf ein
divergentes Lo¨sungsverhalten.
ILU-Vorkonditionierer
Die unvollsta¨ndige LU-Zerlegung (engl. incomplete lower-upper, ILU) ist wie
das SOR-Verfahren ebenfalls ein weit verbreiteter Vorkonditionierer [50]. Er
beno¨tigt zur Initialisierung vonM die gleiche Speichermenge wie die schwach
besetzte Matrix A selbst. Entwickelt wirdM aus einer LU-Zerlegung von A
M = L ·U , (3.106)
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ohne dabei Nullelemente aufzufu¨llen. Bei Berechnungen von Fluid-Struktur-
Wechselwirkungen zeigt sich eine schlechte Eﬀektivita¨t des Verfahrens, so
dass dieses Verfahren nicht verwendet wird, wobei ein teilweises Auﬀu¨llen der
Nichtnullelemente (engl. ﬁll-in) bei der Zerlegung die Eﬀektivita¨t eventuell
verbessern ko¨nnte.
Direkte Vorkonditionierer
Aufgrund der unbefriedigenden Eﬀektivita¨t der SOR- und ILU-Vorkonditi-
onierung wird bei den Anwendungen mit Fluid-Struktur-Wechselwirkung in
Kapitel 4 ein direkter Gleichungslo¨ser zur Vorkonditionierung verwendet.
Hierbei wird die Vorkonditionierungsmatrix M als Proﬁlmatrix eingefu¨hrt
und mit den Komponenten der schwach besetzten Matrix A belegt. Im Ge-
gensatz zum ILU wird eine vollsta¨ndige Zerlegung vorgenommen. Damit
wird das Gleichungssystem durch den Vorkonditionierer direkt gelo¨st und
der iterative Lo¨ser beno¨tigt genau einen Iterationsschritt. Der numerische
Aufwand zur Lo¨sung des linearen Gleichungssystems ist entsprechend hoch.
Er sinkt aber signiﬁkant, wenn die zerlegte Matrix in weiteren Schritten der
Picard-Iteration und in weiteren Zeitschritten als Vorkonditionierer genutzt
wird.
Bei einmaliger Zerlegung zu Beginn eines Zeitschritts wird zur Berechnung
des gesamten Zeitschritts etwa die Zeit zur Zerlegung beno¨tigt, d. h. bei drei
bis fu¨nf Iterationsschritten der Picard-Iteration sinkt der Berechnungsauf-
wand um den Faktor drei bis fu¨nf, da der direkte Vorkonditionierer nur ein-
mal die Systemmatrix zerlegt und der BiCGStab-Gleichungslo¨ser jeweils nur
sehr wenige Schritte beno¨tigt. Wird die zerlegte Matrix fu¨r weitere Zeitschrit-
te verwendet, sinkt die Vorkonditionierungsqualita¨t im zeitlichen Verlauf in
Abha¨ngigkeit von der Aufgabenstellung.
Vor Beginn einer Berechnung ist es schwierig, die Anzahl der Schritte nz
festzulegen, nach der eine erneute Zerlegung sinnvoll ist. Die Festlegung er-
folgt durch eine anhand von Anwendungsbeispielen heuristisch motivierte
adaptive Steuerung, die jedoch nicht allgemein anwendbar ist. Sie ist in Ab-
bildung 3.41 schematisch wiedergegeben. In der Abbildung steht tm fu¨r die
mittlere Rechenzeit zur Lo¨sung eines linearen Schritts
tm =
Rechenzeit fu¨r eine Zeit-Scheibe
Anzahl linearer Schritte
(3.107)
und tz fu¨r die Zeit, die zur Zerlegung der Matrix A erforderlich ist.
Zur Reduzierung des hohen Speicherbedarfs ist die Zahlengenauigkeit der
Vorkonditionierungsmatrix auf einfache Genauigkeit reduziert, so dass der
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nz = nz + 1
if (tm ≤ 0.15 tz) nz = nz + 1
if (tm ≥ 0.40 tz) nz = nz − 3
if (tm ≥ 1.00 tz) nz = nz/4
if (tm ≥ 2.00 tz) nz = nz/10
if (nz > 400) nz = 400
if (nz < 1) nz = 1
Abbildung 3.41: Adaptive Schrittweitensteuerung der Zerlegung
Speicherbedarf in der Regel halbiert wird. Um den numerischen Fehler in der
Gro¨ßenordnung der Zahlengenauigkeit zu halten, werden die numerischen
Operationen bei der Zerlegung mit doppelter Genauigkeit durchgefu¨hrt.
Die direkte Vorkonditionierung zeigt insgesamt eine hohe Eﬀektivita¨t, wobei
die Einsatzfa¨higkeit durch den Speicherbedarf begrenzt ist. Besonders hoch
ist die Eﬀektivita¨t in Bereichen mit nahezu periodisch-stationa¨ren Lo¨sungen




Ein Ziel numerischer Berechnungsmethoden ist, Na¨herungslo¨sungen der be-
trachteten Modellgleichungen zu bestimmen. Die U¨berpru¨fung dieses Ziels
wird mit dem Begriﬀ Veriﬁkation bezeichnet. Gefordert wird dabei, dass die
numerische Lo¨sung bei feiner werdender Diskretisierung gegen die analyti-
sche Lo¨sung der Modellgleichungen konvergiert. Da die analytische Lo¨sung
meist unbekannt ist, kann die U¨berpru¨fung nur an einfachen Systemen, wie
sie z. B. in Kapitel 3 verwendet werden, stattﬁnden. Fu¨r komplexere Syste-
me erfolgt ein Vergleich mit Lo¨sungen anderer numerischer Verfahren oder
anderer Autoren.
Wesentliches Ziel einer Berechnung ist aber die Simulation in der Natur vor-
kommender Pha¨nomene. Ist die Veriﬁkation erfolgreich, bleibt die Aufgabe,
zu u¨berpru¨fen, ob das mathematische Modell die gewu¨nschten physikalischen
Pha¨nomene widerspiegelt. Dies wird mit dem Begriﬀ Validierung bezeichnet.
In der Numerik kann die Veriﬁkation unabha¨ngig von der Validierung er-
folgen. Die Validierung ha¨ngt aber bei numerischen Simulationen praxis-
orientierter Aufgabenstellungen von der Genauigkeit der Na¨herungslo¨sung
und somit von der Veriﬁkation ab. Beispielsweise ko¨nnen die inkompressi-
blen Navier-Stokes-Gleichungen turbulente Stro¨mungen beschreiben, ei-
ne direkte numerische Simulation in der Natur vorkommender turbulenter
Stro¨mungen ist jedoch aufgrund des numerischen Aufwands ohne Erweite-
rung des Modells nahezu ausgeschlossen.
Die in dieser Arbeit betrachteten Aufgabenstellungen richten sich nach die-
sen beiden Zielen. Wa¨hrend in Kapitel 3 im Wesentlichen die Veriﬁkation
an nicht gekoppelten Systemen im Vordergrund steht, soll in diesem Kapi-
tel der Validierung des Modells und der Analyse gekoppelter Systeme mehr
Beachtung zukommen. Im ersten Beispiel in Abschnitt 4.1 werden als Pha¨no-
mene die von Ka´rma´nsche Wirbelstraße und das Lock-in-Pha¨nomen einer
Stro¨mung um einen starren Kreiszylinder untersucht. Im zweiten Beispiel in
Abschnitt 4.2 wird eine wirbelerregte elastische Platte untersucht.
85
4.1 Wirbelerregter starrer Kreiszylinder
4.1.1 Pha¨nomene
Seit Beginn numerischer und experimenteller Untersuchungen von Stro¨mun-
gen werden umstro¨mte starre Ko¨rper [62] betrachtet. Im laminaren Bereich
lassen sich zwei Pha¨nomene – die von Ka´rma´nsche Wirbelstraße und das
Lock-in-Pha¨nomen – erkennen. Wie in Abschnitt 3.3 erla¨utert, entsteht bei
der Wirbelstraße im Nachlauf eines Ko¨rpers eine gleichma¨ßige Anordnung
von Wirbeln, die mit der Stro¨mung transportiert werden. Fu¨r den in die-
sem Beispiel verwendeten Kreiszylinder liegen zahlreiche experimentelle und
numerische Untersuchungen vor. In der Natur kann die von Ka´rma´nsche
Wirbelstraße z. B. im Nachlauf von Flussbru¨ckenpfeilern beobachtet werden,
oder, wie in Abbildung 4.1 dargestellt, im Nachlauf einer Insel im Wolken-
feld.
Abbildung 4.1: Wirbelstraße, Socorro Island, Mexiko [54]
Ist der Starrko¨rper elastisch gelagert, wird der Ko¨rper durch die sich ablo¨sen-
den Wirbel zu Oszillationen orthogonal zur Stro¨mungsrichtung angeregt.
Liegt die Ablo¨sefrequenz der Wirbel in der Na¨he der Eigenfrequenz des Ein-
Masse-Schwingers, so kommt es nicht nur zur Resonanz und damit zu großen
Verschiebungsamplituden des Starrko¨rpers, sondern auch zur Synchronisati-
on der Ablo¨sefrequenz mit der Schwingungsfrequenz des Starrko¨rpers. Dieses
Pha¨nomen wird als Lock-in bezeichnet.
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4.1.2 Unverschieblicher Kreiszylinder
Das System zur Untersuchung des unverschieblichen Kreiszylinders mit dem













Abbildung 4.2: Umstro¨mter starrer Kreiszylinder
an die experimentellen Untersuchungen von Anagnostopoulos & Bear-
man [4] und an verschiedene numerische Untersuchungen zu dem elastisch
gelagerten Kreiszylinder aus Abschnitt 4.1.3 wird die Dichte des Fluids zu
ρ = 0.9982 g/cm3 und die dynamische Za¨higkeit zu µ = 0.01002 g/s/cm
gewa¨hlt. Die Materialparameter des Fluids entsprechen damit denen von
Wasser bei einer Temperatur von 20 ◦C.
Um die numerischen Berechnungen mit dynamisch a¨hnlichen Stro¨mungen
vergleichen zu ko¨nnen, wird die Einstro¨mgeschwindigkeit v∞ in Abha¨ngig-




= 0.0627 · Re (4.1)
gewa¨hlt.
Die numerischen Berechnungen erfolgen mit drei verschiedenen Finite-Ele-
ment-Netzen. Die dargestellten Ergebnisse basieren imWesentlichen auf dem
mittleren Netz (Netz II), siehe Abbildung 4.3. Es beinhaltet 5 591 Elemen-
te (mit Starrko¨rperelement) und 5 139 Knoten, und das Gleichungssystem
umfasst 30 988 Gleichungen. Das gro¨bere Netz (Netz I) fu¨hrt auf ca. 18 000
und das feinere Netz (Netz III) auf ca. 61 000 Gleichungen. Die Berech-
nung erfolgt mit einer Zeitschrittweite von ∆t = 0.001 s und somit etwa 130
87
Abbildung 4.3: Mittlere Diskretisierung (Netz II)
Zeitschritten je Periode bei einer Reynolds-Zahl von Re = 110. Wa¨hrend
der Anfangsausbildung der Wirbelstraße werden bis zum Zeitpunkt t = 2 s
gro¨ßere Zeitschrittweiten verwendet. Zudem wird die Stro¨mung durch eine
erho¨hte Einstro¨mgeschwindigkeit an einem einzelnen Knoten zu Beginn der
Berechnung leicht gesto¨rt, so dass die Anstro¨mung leicht unsymmetrisch ist,
um eine schnellere Ausbildung der Wirbelstraße zu erreichen.
Das System wird mit Netz II fu¨r eine Reynolds-Zahl von Re = 110 na¨her
untersucht. Abbildung 4.4 zeigt in einer Abfolge von jeweils drei Abbil-
dungen das Geschwindigkeits- und Druckfeld in der Na¨he des Zylinders fu¨r
anna¨hernd eine halbe Periode. Zu erkennen sind die wechselseitig oben und
t = 2.841 s t = 2.877 s t = 2.904 s
Abbildung 4.4: Geschwindigkeits- und Druckfelder fu¨r eine halbe Periode
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unten vom Zylinder abgelo¨sten Wirbel, die mit der Stro¨mung transportiert
werden und eine von Ka´rma´nsche Wirbelstraße bilden. Mit der zum Aus-
ﬂuss hin gro¨ber werdenden Elementierung wird die Wirbelstraße nicht mehr
ganz so gut aufgelo¨st, dies hat jedoch keinen wesentlichen Einﬂuss auf die be-
rechneten Werte am Zylinder. Im Druckverlauf sind die Wirbel durch lokale,
ra¨umlich kreisfo¨rmige Minima zu erkennen.
In Abbildung 4.5 ist der Zeitverlauf der Vertikalgeschwindigkeit in Punkt A








































Abbildung 4.5: Vertikalgeschindigkeit in Punkt A
mit xA = [3.5,−0.5] dargestellt. Eine Fourier-Transformation liefert fu¨r
den periodisch-stationa¨ren Bereich das in Abbildung 4.6 dargestellte Fre-
quenzspektrum. Es ist nur eine dominante Frequenz, die Ablo¨sefrequenz mit
fF = 7.64Hz, zu erkennen.
















Abbildung 4.6: Frequenzspektrum der Vertikalgeschwindigkeit
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Die periodisch ablo¨senden Wirbel erzeugen oszillierende Kra¨fte, die auf den
Starrko¨rper wirken. Fu¨r A¨hnlichkeitsbetrachtungen werden sie in dimensi-
onslose Beiwerte u¨berfu¨hrt. Auf eine Einheitstiefe bezogen folgen sie mit der





und dem Durchmesser als charakteristisches La¨ngenmaß zu
c =
F
q · L◦ . (4.3)





































Abbildung 4.7: Auftriebs- und Widerstandsbeiwert cL und cD
dieser mit der Frequenz der Wirbelablo¨sung um den Nullpunkt oszilliert,
hat der Widerstandsbeiwert cD die doppelte Frequenz, siehe Abbildung 4.7
(rechts). Zudem wird er wesentlich mehr durch den Staudruck als durch die
Wirbel gepra¨gt, so dass er sich um den Wert 1.439 bewegt.
Die unsymmetrisch angreifenden Randschubspannungen des Fluids belasten
den Starrko¨rper zusa¨tzlich mit einem resultierenden Moment. Der Momen-
tenbeiwert oszilliert mit der Ablo¨sefrequenz um den Nullpunkt, siehe Ab-
bildung 4.8. Im Anfangsbereich wird zwischen den Zeitpunkten t = 0.1 s
und t = 1.0 s trotz der relativ groben Zeitschrittweite von ∆t = 0.02 s – et-
wa sieben Zeitschritten je Periode – die Ausbildung der Wirbelstraße gut
erfasst.
Fu¨r weitere Reynolds-Zahlen zwischen 90 und 130 sind die Ablo¨sefrequen-
zen in Abbildung 4.9 eingetragen. Als Vergleichswerte dienen die Frequenzen
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Abbildung 4.8: Momentenbeiwert cM























Sar ate & Huerta
Roshko
Abbildung 4.9: Ablo¨sefrequenz in Abha¨ngigkeit der Reynolds-Zahl
aus der von Roshko [61] empirisch ermittelten Strouhal-Zahl






und die numerisch berechneten Frequenzen von Sarrate & Huerta [63].
Die hier berechneten Ablo¨sefrequenzen sind etwas gro¨ßer als die von Sar-
rate & Huerta, welche etwas um den Verlauf von Roshko schwanken.
In Konvergenzuntersuchungen zeigt sich, dass bei gro¨berer Diskretisierung
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(Netz I) die Ablo¨sefrequenzen sinken und mit den Werten von Sarrate
& Huerta u¨bereinstimmen. Bei Netzverfeinerung (Netz III) sind die Fre-
quenzen etwas ho¨her, z. B. a¨ndert sich bei einer Reynolds-Zahl von 130 die
Ablo¨sefrequenz von 9.35Hz auf 9.5Hz. Da die A¨nderung zum feineren Netz
hin relativ gering ist und diese das Systemverhalten nicht maßgeblich be-
einﬂusst, wird fu¨r die weiteren Betrachtungen das mittlere Netz verwendet.
Zudem sind die Untersuchungen beim elastisch gelagerten Kreiszylinder in
Abschnitt 4.1.3 schon mit der mittleren Diskretisierung (Netz II) numerisch
sehr aufwa¨ndig.
4.1.3 Elastisch gelagerter Kreiszylinder
In diesem Abschnitt wird der starre Kreiszylinder nicht mehr fest, sondern












Abbildung 4.10: Umstro¨mter elastisch gelagerter starrer Kreiszylinder
zontale und rotatorische Bewegungen ausgeschlossen sind, kann der Kreis-
zylinder, gelagert durch das Feder-Da¨mpferelement, vertikale Schwingungen
vollziehen. Untersucht wird der Einﬂuss dieser Schwingungen auf das gesam-
te Systemverhalten.
Die Systemwerte stimmen mit den Werten des unverschieblichen Systems
u¨berein. Hinzu kommt die Federsteiﬁgkeit mit 5.79 · 10−2N/cm, die Da¨mp-
fung mit d = 0.0325 · 10−5Ns/cm und die Masse des Zylinders mit m =
2.979 g. Sie sind, wie oben schon erwa¨hnt, in Anlehnung an die experimen-
tellen Untersuchungen von Anagnostopoulos & Bearman [4] gewa¨hlt.
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Freie Zylinderschwingung
Ohne den Einﬂuss der Stro¨mung kann der Zylinder als ein Ein-Masse-Schwin-
ger analytisch untersucht werden. Der Ko¨rper vollzieht ohne a¨ußere Kraft
eine freie Schwingung, die durch die homogene Differenzialgleichung 2. Ord-
nung
mu¨ (t) + d u˙ (t) + k u (t) = 0 (4.5)
und die entsprechenden Anfangsbedingungen, u (t0) = u0 und u˙ (t0) = u˙0,
beschrieben wird. Die Zustandsgro¨ße u charakterisiert hierbei die Vertikal-
verschiebung. Das ungeda¨mpfte System, hier mit dem Index 0 gekennzeich-


















= 0.1425 s . (4.8)
Die Da¨mpfung ist in den numerischen Berechnungen beru¨cksichtigt. Der







= 3.9 · 10−6  1 (4.9)
zu vernachla¨ssigen [55]. Zudem wird neben dieser physikalischen Da¨mpfung
numerische Da¨mpfung durch das Zeitintegrationsverfahren in das System
eingebracht. Im Weiteren wird daher auf den Index 0 zur Kennzeichnung
des ungeda¨mpften Systems verzichtet.
Gekoppeltes System ohne Auslenkung
Die Berechnung des gekoppelten Systems erfolgt zuna¨chst mit einem nur
durch die Fluidrandspannungen belasteten Kreiszylinder, d. h., er wird nicht
durch eine zusa¨tzliche a¨ußere Last belastet. Dieses System wurde in der
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Literatur u. a. von Nomura [57, 58], Young & Chang [82] und Sarrate
& Huerta [63] numerisch und von Anagnostopoulos & Bearman [4]
experimentell untersucht.
Die Eigenfrequenz des Ein-Masse-Schwingers ist mit fS = 7.017Hz in dem
Ablo¨sefrequenzbereich, der bei dem untersuchten Reynolds-Zahlenbereich
von 90 bis 130 beobachtet wird. In Abschnitt 4.1.2 wird fu¨r Re = 104.4
eine Ablo¨sefrequenz von fF = 7.02Hz ermittelt. Die Stro¨mung regt den
Zylinder bei dieser Reynolds-Zahl in seiner Eigenfrequenz an, so dass es
zur Resonanz kommt. Es stellt sich die Frage, wann eine Stro¨mung mit einer
anderen Reynolds-Zahl von den Zylinderschwingungen so beeinﬂusst wird,
dass Lock-in auftritt.
Fu¨r die Reynolds-Zahlen Re = 95, 105, 110, 130 sind die Verschiebungs-
verla¨ufe des Zylindermittelpunktes in Abbildung 4.11 dargestellt. Wie er-































































Zeit [s] Zeit [s]
Abbildung 4.11: Vertikalverschiebungen bei unterschiedlichen Reynolds-Zahlen
wartet fachen die ablo¨senden Wirbel die Zylinderschwingungen bei Re = 105
an. Nach ca. 1 s ist die Einhu¨llende nahezu linear von der Zeit abha¨ngig, so
dass sich das gekoppelte System wie ein ungeda¨mpfter Ein-Masse-Schwin-
ger verha¨lt. Bei den drei anderen Berechnungen mit Re = 95, 110 und 130
ist keine Anfachung der Schwingungen zu beobachten; vielmehr kommt es
durch die nahe beieinander liegenden Frequenzen zu einer Schwebung. An-
zumerken ist, dass die periodisch-stationa¨ren Lo¨sungen bei den dargestellten
Verschiebungsverla¨ufen noch nicht ganz erreicht sind.
94
In Abbildung 4.12 ist das Frequenzspektrum der den Zylinder belastenden





























Abbildung 4.12: Frequenzspektren der Fluid- und Federkraft bei Re = 95
vertikalen Fluidkraft der Federkraft bei Re = 95 gegenu¨bergestellt. Die
Eigenfrequenzen von Fluid und Struktur sind klar voneinander getrennt.
Wa¨hrend auf der Fluidseite die Fluideigenfrequenz dominiert, sind die Ei-
genfrequenzen bei der Feder nahezu gleichwertig vertreten. Dies legt den
Schluss nahe, dass der gegenseitige Einﬂuss im gekoppelten System auf die
Stro¨mung gering ist, hingegen der Einﬂuss auf den Ein-Masse-Schwinger
durch Anregung in seiner Resonanzfrequenz gro¨ßer ist. Im gekoppelten Sys-
tem ist die Federkraft damit anna¨hernd doppelt so groß wie bei Anregung des
ungekoppelten Ein-Masse-Schwingers ausschließlich mit der Ablo¨sefrequenz.
In Abbildung 4.13 sind die Federkra¨fte den einwirkenden Fluidkra¨ften ge-
genu¨bergestellt. Der bei einem ungeda¨mpften Ein-Masse-Schwinger charak-
teristische Phasenwinkel bei Anregung unterhalb der Eigenfrequenz von ϕ =
0, mit der Eigenfrequenz von ϕ = π2 und u¨ber der Eigenfrequenz von ϕ = π
ist aus den Zeitverla¨ufen abzulesen. Bei Re = 105 ist der Phasenwinkel
nicht exakt ϕ = π2 , da die Ablo¨sefrequenz nicht ganz mit der Eigenfrequenz
des Ein-Masse-Schwingers u¨bereinstimmt und zudem ein gekoppeltes System
vorliegt.
Ein Vergleich mit den Ergebnissen aus der Literatur liefert ein unklares Bild.
Wa¨hrend Anagnostopoulos & Bearman in ihren experimentellen Unter-
suchungen einen Lock-in-Bereich von Re = 100÷130 beobachten, wird dieser
in numerischen Untersuchungen von Nomura und Sarrate & Huerta auf
etwa Re = 110 ÷ 120 und von Young & Chang auf Werte um Re = 106
eingeschra¨nkt. In der vorliegenden Arbeit ist der Lock-in-Bereich in U¨ber-







































Abbildung 4.13: Fluidkraft und Federkraft (gestrichelt)
Ein Grund fu¨r die unterschiedlichen numerischen Ergebnisse ko¨nnte in den
von den anderen Autoren verwendeten gro¨beren Diskretisierungen, beson-
ders um den Zylinder herum, und damit der nicht so feinen Auﬂo¨sung der
Grenzschicht liegen. Weitere Unterschiede sind in der Kopplungsstrategie
und im Zeitintegrationsverfahren zu ﬁnden.
Gekoppeltes System mit Auslenkung
Die Systemantwort des gekoppelten Systems a¨ndert sich stark, wenn der
Zylinder tempora¨r durch eine zusa¨tzliche a¨ußere Last ausgelenkt wird. Im
Gegensatz zum ungesto¨rten System kommt es so in einem wesentlich gro¨ße-
ren Reynolds-Zahlenbereich zum Lock-in-Eﬀekt.
Anagnostopoulos untersucht in [2, 3] an einem gefu¨hrten starren Kreiszy-
linder den U¨bergang in den Lock-in-Bereich in Abha¨ngigkeit von der einge-
pra¨gten maximalen Auslenkung und der Schwingungsfrequenz des Zylinders.
Durch die eingepra¨gten Zylinderschwingungen wird von Anagnostopou-
los nur die Stro¨mung ohne Wechselwirkung berechnet. In Abbildung 4.14
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Abbildung 4.14: Lock-in-Bereiche des gefu¨hrten Zylinders aus [2, 44]
ist der bei Re = 106 berechnete und der von Koopmann [44] experimentell
ermittelte Lock-in-Bereich eingetragen. Auf der Abszisse ist das Verha¨ltnis
η der Schwingungsfrequenz des gefu¨hrten Starrko¨rpers fS zur Fluideigenfre-
quenz fF mit
η = fS/fF (4.10)
aufgetragen. Die Ordinatenwerte geben das Verha¨ltnis der Verschiebungsam-
plitude zum Zylinderdurchmesser wieder. Mit zunehmender Amplitude ist
eine Aufweitung des Bereichs, in dem Lock-in auftritt, zu beobachten. Dies
ist gleichbedeutend mit einer Aufweitung des Reynolds-Zahlenbereichs, in
dem Lock-in auftritt, wenn die Schwingungsfrequenz des Starrko¨rpers kon-
stant gehalten wird. Jedoch ko¨nnen die Ergebnisse dieses ungekoppelten
Systems nur Hinweise auf das Verhalten des gekoppelten Systems liefern,
welches hier untersucht wird.
Als erstes wird das gekoppelte System in der Na¨he der Resonanzfrequenz
bei Re = 110 untersucht. Der Zylinder wird fu¨r 2.5 s mit der Last p =
2.895 ·10−3N belastet. Sie ist a¨quivalent zu einer statischen Auslenkung von
0.05 cm. Nach Ablauf der Zeit wird das System nicht weiter von außen gesto¨rt
oder vera¨ndert. In Abbildung 4.15 (links) schwingt der Zylinder unter dem
Einﬂuss der a¨ußeren Last um u = 0.05 cm herum. Nach Wegfall der Last
bleibt die Gro¨ße der maximalen Auslenkung nahezu gleich, jedoch schwingt
der Ko¨rper nun um die Nulllage. Im weiteren Zeitverlauf ist eine Da¨mpfung
des Systems zu erkennen, wobei die Amplituden mit der Zeit immer langsa-
mer kleiner werden. In der rechten Abbildung ist der periodisch-stationa¨re
Zustand zu einem spa¨teren Zeitpunkt fast erreicht. Die maximale Auslen-




































Abbildung 4.15: Vertikalverschiebung bei Re = 110 mit Auslenkung
Im Vergleich zum Verschiebungsverlauf des Zylinders erreichen die Zustands-
gro¨ßen des Fluids am Ausﬂuss relativ schnell ihren periodisch-stationa¨ren
Zustand. In Abbildung 4.16 (links) sind die ersten 10 s der Vertikalgeschwin-
digkeit in Ausﬂussmitte dargestellt. Die Sto¨rung durch die Auslenkung des
Zylinders ist mit einem Zeitversatz von etwa 0.5 s zu erkennen. Die auf 7.0Hz






































Abbildung 4.16: Vertikalgeschwindigkeit am Ausfluss bei Re = 110
Wird der Zylinder mit der kleineren Last p = 1.158 · 10−3N ausgelenkt, so
schwingt der Zylinder zu Anfang der Berechnung um den Wert u = 0.02 cm.
Die Amplitude steigt nach Wegfall der Last an und hat dieselbe periodisch-
stationa¨re Lo¨sung wie mit der gro¨ßeren Last, so dass das gekoppelte System
eine stabile periodisch-stationa¨re Lo¨sung mit Lock-in hat.
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Bei einer Reynolds-Zahl von Re = 130 und einer Auslenkungslast von
p = 2.895 · 10−3N kommt es ebenfalls zum Lock-in, wobei das System kei-
ne periodisch-stationa¨re Lo¨sung mit Lock-in hat, da die Schwingungsam-

































Abbildung 4.17: Verschiebung (links) und Federkraft (rechts) bei Re = 130
(links). Die Federkraft ist im zeitlichen Verlauf um ein Vielfaches gro¨ßer als
bei dem System ohne Auslenkung, das sich nicht im Lock-in-Bereich beﬁn-
det. Beispielsweise ist sie in dem in Abbildung 4.17 (rechts) dargestellten
Zeitintervall u¨ber 50-mal gro¨ßer, vgl. Abbildung 4.13.
4.1.4 Zusammenfassende Bewertung
Bei Umstro¨mung des unverschieblich gelagerten Kreiszylinders in Abschnitt
4.1.2 bildet sich die von Ka´rma´nsche Wirbelstraße mit ihren wechsel-
seitig vom Zylinder ablo¨senden Wirbeln nach kurzer Zeit aus. Die Fou-
rier-Transformierte der Vertikalgeschwindigkeit im periodisch-stationa¨ren
Bereich liefert ein klar von der Wirbelablo¨sefrequenz dominiertes Frequenz-
spektrum. Die Ablo¨sefrequenzen liegen bei den Berechnungen etwas ho¨her
als die von Sarrate & Huerta [63] berechneten Werte, wobei das hier ver-
wendete in der Na¨he des Zylinders sehr feine Finite-Element-Netz zusammen
mit der Genauigkeit des Zeitintegrationsverfahrens eine wesentlich genauere
Approximation ermo¨glicht.
Bei der Analyse des elastisch gelagerten Kreiszylinders in Abschnitt 4.1.3
stellt sich heraus, dass im Gegensatz zu anderen experimentellen und numeri-
schen Untersuchungen kein breiter Reynolds-Zahlenbereich vorhanden ist,
in dem das Lock-in-Pha¨nomen auftritt. Erst dicht an der Reynolds-Zahl,
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die a¨quivalent der Resonanzfrequenz ist, kommt es zum Lock-in. Untermau-
ert werden die Ergebnisse vonYoung & Chang [82], die zu einem a¨hnlichen
Ergebnis kommen. Die Untersuchungen zeigen ebenfalls, dass die Wechsel-
wirkung nur schwach ist, da sich die Stro¨mung im Gegensatz zur Struktur
nur unwesentlich anders im gekoppelten System als im ungekoppelten Sys-
tem mit unverschieblichem Zylinder verha¨lt.
Mit einer zusa¨tzlichen Auslenkung infolge einer tempora¨ren Last zu Anfang
der Berechnung kann das gekoppelte System in einen anderen Lo¨sungspfad
gelangen, wobei zwei Pha¨nomene zu beobachten sind. Zum einen kommt es
bei den verwendeten Lastgro¨ßen zum Lock-in. Zum anderen kann sich eine
periodisch-stationa¨re Lo¨sung mit Lock-in einstellen, so dass das gekoppel-
te System mindestens zwei Lo¨sungen besitzt: eine mit schwacher Wechsel-
wirkung und eine mit starker, nichtlinearer Wechselwirkung infolge einer
sta¨rkeren Sto¨rung des Systems. Die Ergebnisse liegen in dem von Ana-
gnostopoulos [2, 3] an einem gefu¨hrten starren Kreiszylinder ermittelten
Reynolds-Zahlenbereich, in dem es zum Lock-in kommt. Weitere Unter-
suchungen sind notwendig, um die Abha¨ngigkeit des zweiten Lo¨sungspfades
von der Auslenkung und der Reynolds-Zahl u¨ber einen gro¨ßeren Bereich
zu ermitteln. Jedoch ist der Zeitraum bis zum Erreichen der periodisch-
stationa¨ren Lo¨sung infolge der geringen physikalischen Da¨mpfung sehr lang
und damit der numerische Aufwand groß. Interessant ist ebenfalls eine Ana-
lyse des gekoppelten Systems mit einem rotierenden Zylinder, da durch die
Rotation der Lock-in-Bereich stark unsymmetrisch [52] wird.
Die Bewertung der Lo¨sungsstrategie des nichtlinearen Gleichungssystems er-
folgt auf Grundlage von Netz II, das auf ein System mit ca. 32 000 Gleichun-
gen1 fu¨hrt. Fu¨r die Berechnungen steht ein Rechner mit einem AMD Athlon
Prozessor mit 1.4GHz und ausreichend Hauptspeicher zur Verfu¨gung. Zur
Lo¨sung des nichtlinearen Gleichungssystems erfordert der Picard-Algorith-
mus meist nur vier Iterationsschritte bei einer Fehlerschranke von ε = 10−7
fu¨r das relative Residuum. Ein Schritt wird dabei in durchschnittlich 5 s
gelo¨st – Ausnahme ist der Zeitschritt, in dem der Vorkonditionierer die Sy-
stemmatrix zerlegt, dann sind 86 s notwendig. Die adaptive Steuerung des
Zerlegungsintervalls des Vorkonditionierers wa¨hlt nach den ersten Sekunden
ein Intervall von 400 Schritten der Picard-Iteration, bevor eine erneute
Zerlegung durchgefu¨hrt wird. Demnach wird in dem Intervall fu¨r 399 Schrit-
te eine Beschleunigung des Lo¨sers um den Faktor 17 erreicht. Der Faktor
ist stark von der gewa¨hlten Zeitschrittweite abha¨ngig und wird gro¨ßer bei
kleinerer Schrittweite. Zum Erfu¨llen der Fehlerschranke von ε = 10−7 wird
1Die meisten Werte, die in diesem Absatz angegeben sind, sind ungefa¨hre Werte.
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gegenu¨ber einem ε = 10−4 ein Picard-Iterationsschritt mehr beno¨tigt. Die
gro¨ßere Fehlerschranke macht aber von der Numerik her wenig Sinn, weil der
numerische Aufwand fu¨r den zusa¨tzlichen Schritt nahezu vernachla¨ssigbar
ist. Der BiCGStab-Gleichungslo¨ser beno¨tigt fu¨r den dritten und vierten Pi-
card-Iterationsschritt meist nur einen Iterationsschritt. Insgesamt beno¨tigt
die Berechnung von einem 30 s langen Zeitverlauf eine Woche, dabei sind
29 000 Zeitschritte zu berechnen, so dass insgesamt u¨ber 120 000 lineare Glei-
chungssysteme zu lo¨sen sind.
Die verwendete Lo¨sungsstrategie zeigt im Zusammenspiel mit dem Diskreti-
sierungsverfahren auf Einzelplatzrechnern bzw. unter Verwendung eines ein-
zigen Prozessors eine sehr gute numerische Eﬀektivita¨t. Trotz der eﬀektiven
Lo¨sungsstrategie stellen die in diesem Kapitel diskutierten Anwendungen
jedoch die Grenzen der derzeit auf einzelnen Prozessoren durchfu¨hrbaren
Berechnungen dar. Fu¨r vergleichbare Anwendungen mit mehr Freiwerten ist
eine verteilte Berechnung auf Parallelrechnern unumga¨nglich.
4.2 Wirbelerregte elastische Platte
In diesem Anwendungsbeispiel, das auf Wall [77] zuru¨ckgeht, wird eine
umstro¨mte elastische Platte im Nachlauf eines quadratischen Starrko¨rpers
untersucht. Die Referenzkonﬁguration ist in Abbildung 4.18 dargestellt. Es
ist zu erwarten, dass sich bei der Umstro¨mung Wirbel an den Kanten des












Abbildung 4.18: Wirbelerregte elastische Platte
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Treten Schwingungen mit großen Amplituden auf, so ist eine Ru¨ckwirkung
auf die Stro¨mung zu erwarten. Es existieren jedoch in der Literatur fu¨r diese
Aufgabenstellung keine Referenzlo¨sungen, so dass fu¨r die hier berechneten
Systemantworten nur eingeschra¨nkte Vergleiche mit den Ergebnissen von
Wall mo¨glich sind, der eine schwache Kopplung verwendet.
Die elastische Platte hat zwei Sa¨tze von Materialparametern. Wa¨hrend im
ersten Satz Elastizita¨tsmodul und Dichte die Werte E = 2.5 · 106 g/cm/s2
und ρ = 0.1 g/cm3 annehmen, haben sie im zweiten Satz die Werte E =
2.0·106 g/cm/s2 und ρ = 2.0 g/cm3. Fu¨r beide Sa¨tze wird eine Querkontrakti-
onszahl von ν = 0.35 und ein ebener Spannungszustand gewa¨hlt. Die beiden
Sa¨tze werden im Weiteren mit Platte I und Platte II bezeichnet. Die Mate-
rialparameter des Fluids sind mit einer Za¨higkeit von µ = 1.82 ·10−4 g/cm/s
und einer Dichte von ρ = 1.18 · 10−3 g/cm3 konstant.
Abbildung 4.19: Finite-Element-Netz
Abbildung 4.19 zeigt das zur Berechnung verwendete Finite-Element-Netz.
Es beinhaltet 8 338 Fluid- und 136 geometrisch nichtlineare Strukturele-
mente und fu¨hrt auf ein Gleichungssystem mit 52 766 Gleichungen. Zur
Auﬂo¨sung der Wirbel und der Grenzschichten in der Umgebung der Fest-
ko¨rper ist eine sehr feine Diskretisierung notwendig. Die hierzu verwendete
Elementierung ist in Abbildung 4.20 dargestellt.
Das System wird fu¨r zwei Anstro¨mgeschwindigkeiten v¯1 = 31.5 cm/s und
v¯2 = 51.3 cm/s untersucht. Mit der Ho¨he des quadratischen Starrko¨rpers als
charakteristisches La¨ngenmaß haben die Stro¨mungen eine Reynolds-Zahl
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Abbildung 4.20: FE-Netz in der Umgebung der Festko¨rper
von Re = 204 bzw. Re = 333. Die ho¨here Anstro¨mgeschwindigkeit dient zum
Vergleich mit den Berechnungen von Wall [77], die kleinere zur Untersu-
chung der Abha¨ngigkeit der Systemantwort von der Wirbelablo¨sefrequenz.
Die Platte II ohne Fluid wird in Abschnitt 3.2.3 untersucht. Die mit den
gemischten Elementen numerisch berechneten Platteneigenfrequenzen aus
Tabelle 3.1 sind in guter U¨bereinstimmung mit den analytischen Werten des
Bernoulli-Balkens, die in Tabelle 4.1 fu¨r beide Parametersa¨tze eingetragen
sind.
1. 2. 3.
Platte I 3.0 19.0 53.2
Platte II 0.61 3.8 10.6
Tabelle 4.1: Eigenfrequenzen in Hz
4.2.1 Starre Platte
Zuna¨chst wird die Platte als starr angenommen, um den Einﬂuss der Wech-
selwirkung im Vergleich zum ungekoppelten System untersuchen zu ko¨nnen.
Die Berechnung erfolgt mit einer Zeitschrittweite von ∆t = 0.001 s.
Abbildung 4.21 zeigt das Geschwindigkeits- und Druckfeld fu¨r jeweils eine
charakteristische Konﬁguration mit drei Wirbeln im Bereich der Platte fu¨r
beide Anstro¨mgeschwindigkeiten. Im zeitlichen Verlauf sind im Wechsel im-
mer zwei Wirbel auf einer Seite und der dritte in der Mitte der beiden auf der
anderen Seite. Der einzelne Wirbel ist dabei immer sta¨rker als die beiden
gegenu¨berliegenden. Beim Vergleich der beiden Anstro¨mgeschwindigkeiten




















Abbildung 4.21: Geschwindigkeits- und Druckfeld, unterschiedliche Skalierung
kleineren. Die Anordnung der Wirbel la¨sst vermuten, dass eine elastische
Platte anstelle der starren nicht wesentlich zu Schwingungen angeregt wird,
da immer mindestens ein Wirbel da¨mpfend auf sie einwirkt. Dass die Ant-
wort des gekoppelten Systems ganz anders aussehen kann, wird in den beiden
folgenden Abschnitten gezeigt.
Die u¨ber die Platte wandernden Wirbel haben fu¨r die kleinere Anstro¨mge-
schwindigkeit eine Ablo¨sefrequenz von fF1 = 3.7Hz und fu¨r die gro¨ßere eine
von fF2 = 6.2Hz.
4.2.2 Elastische Platte angestro¨mt mit v¯1 = 31.5 cm/s
In diesem Abschnitt wird das gekoppelte System mit der kleineren An-
stro¨mgeschwindigkeit v¯1 = 31.5 cm/s betrachtet. Fu¨r Platte I wird keine
große Anregung erwartet, da die Wirbelablo¨sefrequenz fF = 3.7Hz nicht
in der Na¨he der Platteneigenfrequenzen fS = 3.0, 19.0 bzw. 53.2Hz liegt.
Hingegen wird fu¨r Platte II eine sta¨rkere Anregung erwartet, da die Ablo¨se-
frequenz nahe der zweiten Eigenfrequenz fS2 = 3.8Hz liegt.
Platte I
Wie erwartet schwingt der Endpunkt der Platte I, siehe Abbildung 4.22, mit




































Abbildung 4.22: Platte I: Vertikalverschiebung ohne Anfangsauslenkung
schnell erreicht wird. Die Amplituden sind mit A ≤ 0.3 cm wesentlich kleiner
als die halbe Kantenla¨nge des wirbelerzeugenden quadratischen Starrko¨rpers
mit 12L = 0.5 cm, wobei die Schwingungen eine Schwebung aufweisen. Wenn
hingegen die Platte in der ersten Sekunde durch eine zusa¨tzliche a¨ußere
Kraft mit 5 · 10−5N ausgelenkt wird, stellt sich eine andere Lo¨sung ein.



































Abbildung 4.23: Platte I: Vertikalverschiebung mit Anfangsauslenkung
fangsauslenkung. Die maximale Amplitude ist im periodisch-stationa¨ren Be-
reich mit A = 0.6 cm etwa doppelt so groß wie vorher, zudem ist sie damit
auch gro¨ßer als die halbe Kantenla¨nge des Starrko¨rpers.
Die Frequenzspektren sind fu¨r beide Berechnungen in Abbildung 4.24 darge-
stellt. Im Wesentlichen sind die Frequenzen fC1 = 2.6Hz und f
C
2 = 4.21Hz
dominant, wobei diese weder Eigenfrequenzen der Stro¨mung noch der Platte
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ohne Auslenkung mit Auslenkung
Abbildung 4.24: Platte I: Frequenzspektrum der Vertikalverschiebung
und somit auf die Wechselwirkung zuru¨ckzufu¨hren sind. Interessanterweise
ist die zweite Frequenz fC2 = 4.21Hz im Spektrum des Systems ohne An-
fangsauslenkung am sta¨rksten vertreten, wa¨hrend mit Anfangsauslenkung
die Platte mit fC1 = 2.6Hz langsamer schwingt.
Platte II
Platte II wird im gekoppelten System auch ohne eine Anfangsauslenkung
zu Schwingungen mit relativ großen Amplituden angeregt, wie sie in Ab-
bildung 4.25 dargestellt sind. Jedoch ist der Zeitraum bis zum Erreichen
der periodisch-stationa¨ren Lo¨sung sehr lang. Obwohl die Ablo¨sefrequenz mit

















Abbildung 4.25: Platte II: Vertikalverschiebung ohne Anfangsauslenkung
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fF = 3.7Hz in der Na¨he der zweiten Platteneigenfrequenz fS2 = 3.8Hz liegt,
schwingt die Platte am Ende mit einer Frequenz von fC = 3.1Hz, welche
mit keiner Eigenfrequenz u¨bereinstimmt.
Wird die Platte hingegen zu Anfang durch eine zusa¨tzliche Last ausgelenkt,
so stellt sich ein periodisch-stationa¨rer Zustand sehr schnell ein, wobei sich
die Lo¨sung drastisch a¨ndert, siehe Abbildung 4.26. Die Platte schwingt nun





































Abbildung 4.26: Platte II: Vertikalverschiebung uy und vertikale Fluidkraft Fy
mit einer Frequenz von fC = 0.8Hz, die etwas oberhalb der ersten Platten-
eigenfrequenz fS1 = 0.61Hz liegt. Zudem haben sich die Schwingungsampli-
tuden mehr als verdoppelt, so dass das Plattenende zwischen den maxima-
len Auslenkungen die Distanz einer Plattenla¨nge zuru¨cklegt. Abbildung 4.26
(rechts) zeigt die resultierende Vertikalkraft Fy der Stro¨mung, die gegenu¨ber
der Endverschiebung der Platte einen Phasenwinkel von ϕ ≈ π aufweist.
In Abbildung 4.27 ist etwa eine halbe Schwingungsperiode mit dem zugeho¨ri-
gen Geschwindigkeits- und Druckfeld dargestellt. Zum Zeitpunkt t = 12.56 s
hat die Platte ihre Referenzlage gerade durchlaufen, ohne durch gro¨ßere
Wirbel belastet zu werden. Bei t = 12.72 s bildet sich ein Wirbel auf der
Oberkante der Platte aus. Die fast maximale Fluidkraft wird aber nicht
durch den Wirbel, sondern durch den hohen Druck an der Plattenunterseite
dominiert. Erst in der folgenden Abbildungszeile bei t = 12.92 s dominiert
der stark ausgebildete Wirbel die Fluidkraft, zumal der Druck an der Unter-
kante wieder kleiner ist. In den Abbildungen zum Zeitpunkt t = 13.04 s ist
ein dem großen Wirbel entgegengesetzt drehender, kleiner Wirbel am Plat-
tenende zu erkennen. Durch seine hohe Intensita¨t sto¨rt er den starken Abfall
der Fluidkraft, siehe Abbildung 4.26 (rechts).
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Geschwindigkeitsfeld Druckfeld
t = 12.56 s
t = 12.72 s
t = 12.92 s























































Abbildung 4.27: Platte II: Geschwindigkeits- und Druckfeld
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4.2.3 Elastische Platte angestro¨mt mit v¯2 = 51.3 cm/s
Platte I
Die Berechnung des gekoppelten Systems mit Platte I fu¨hrt nach kurzer Zeit
auf einen periodisch-stationa¨ren Zustand, wie er in Abbildung 4.28 (links)































Abbildung 4.28: Platte I: Vertikalverschiebung und Frequenzspektrum
bei der vertikalen Verschiebung des Plattenendes zu erkennen ist. Rechts
wird das zur Verschiebung zugeho¨rige Frequenzspektrum von der Frequenz
fC = 3Hz dominiert, somit schwingt die Platte in ihrer ersten Eigenfre-
quenz. Die in Abschnitt 4.2.1 ermittelte Wirbelablo¨sefrequenz fF = 6.2Hz
ist im Spektrum nicht zu erkennen. Die Systemantwort mit Schwingungsfre-
quenz und maximaler Amplitude stimmt im Wesentlichen mit den Ergeb-
nissen des schwach gekoppelten Systems von Wall [77] u¨berein.
Interessant ist ein Vergleich mit den Ergebnissen bei kleinerer Anstro¨mge-
schwindigkeit (Abschnitt 4.2.2). Die hier zu beobachtenden Verschiebungen
sind gut viermal so groß, wobei die Frequenz der Plattenschwingung eindeu-
tig der ersten Platteneigenfrequenz zuzuordnen ist, so dass die Antwort der
Platte eher einer freien Schwingung gleicht als die Antwort bei der kleine-
ren Geschwindigkeit, die stark von der Kopplung mit dem Fluid beeinﬂusst
wird. Zudem zeigt sich, dass die periodisch-stationa¨re Lo¨sung unabha¨ngig
davon ist, ob die tempora¨re Last zu Anfang aufgebracht wird oder nicht.
Platte II
Die Systemantwort von Platte II ist nicht eindeutig zu interpretieren. Die
Plattenschwingungen, siehe Abbildung 4.29, gehen selbst in dem 40 s langen
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Abbildung 4.29: Platte II: Zeitverlauf der Vertikalverschiebung
Zeitbereich nicht in einen periodisch-stationa¨ren Zustand u¨ber. Innerhalb
der ersten Sekunde vollzieht das Plattenende Verschiebungen bis zu u ≈
0.4 cm, wobei dies eine Folge der vorgegebenen Anfangsbedingungen sein
kann, bei der das Fluid in Ruhelage ist. Die Schwingung klingt in den ersten
7 s ab. Nach ungefa¨hr 22 s werden die Verschiebungen mit Werten u¨ber 0.5 cm
wieder gro¨ßer.
Die Fourier-Transformierte liefert fu¨r die Zeitbereiche 8 s ≤ t ≤ 18 s und
33 s ≤ t ≤ 38 s die Frequenzspektren in Abbildung 4.30. In dem linken
Spektrum sind die ersten beiden Platteneigenfrequenzen fS1 = 0.61Hz und
fS2 = 3.8Hz und die Ablo¨sefrequenz f
F = 6.2Hz dominant; zudem ist ein
kleiner Einﬂuss der dritten Struktureigenfrequenz fS3 = 10.6Hz zu erkennen.






























8 s ≤ t ≤ 18 s 33 s ≤ t ≤ 38 s
Abbildung 4.30: Platte II: Frequenzspektren der Verschiebung uy
110
Im Vergleich dazu sind in dem Frequenzspektrum des zweiten Zeitbereichs
die zweite Plattenfrequenz fS2 = 3.8Hz und die Frequenz 1.2Hz dominant,
wobei der Frequenzbereich unterhalb 1Hz keine eindeutige Interpretation
zula¨sst.














Abbildung 4.31: Platte II: Zeitverlauf der vertikalen Fluidkraft
Der zeitliche Verlauf der belastenden, vertikalen Fluidkraft, siehe Abbil-
dung 4.31, ist in den ersten 20 s nahezu periodisch-stationa¨r und wird, siehe
Abbildung 4.32 (links), durch die Wirbelablo¨sefrequenz fF = 6.2Hz do-
miniert. Im Zeitbereich ist demnach die Ru¨ckwirkung der Struktur auf die
Stro¨mung gering. Nach 22 s a¨ndert sich – wie bei der Struktur – der zeit-
liche Verlauf der Fluidkraft stark, zudem ist wiederum die Frequenz 1.2Hz
dominant.

































8 s ≤ t ≤ 18 s 33 s ≤ t ≤ 38 s
Abbildung 4.32: Platte II: Frequenzspektren der vertikalen Fluidkraft
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Ein Vergleich mit den Ergebnissen von Wall macht fu¨r Platte II keinen
Sinn, da der von ihm betrachtete Zeitraum nur 5 s lang ist und sich bis zum
Ende der Berechnung keine periodisch-stationa¨re Lo¨sung einstellt. Zudem
kann aus den hier gemachten Beobachtungen geschlossen werden, dass eine
schwache Kopplung – wie sie von Wall verwendet wird – wahrscheinlich
nicht ausreichend ist, um die Systemantwort zu bestimmen.
4.2.4 Zusammenfassende Bewertung
Bei den mit der kleineren Geschwindigkeit v¯1 = 31.5 cm/s angestro¨mten
Platten stellen sich nach meist kurzer Zeit periodisch-stationa¨re Lo¨sungen
ein. Platte I schwingt ohne Anfangsauslenkung mit ma¨ßigen Amplituden in
zwei Frequenzen fC1 = 2.6Hz und f
C
2 = 4.21Hz, welche weder der Plat-
te noch der Stro¨mung zuzuordnen sind. Wird die Platte am Anfang der
Berechnung sta¨rker ausgelenkt, schwingt sie mit doppelt so großen Ampli-
tuden. Das Frequenzspektrum a¨ndert sich in der Form, dass die Frequenz
2.6Hz wesentlich sta¨rker vertreten ist und zusa¨tzlich die Frequenz 0.87Hz
einen gro¨ßeren Einﬂuss hat. Somit hat das System abha¨ngig von der Aus-
gangslage zwei periodisch-stationa¨re Lo¨sungen, was eine Betrachtung des
gekoppelten Systems unumga¨nglich macht.
Wird die zweite Platte verwendet, a¨ndert sich die Systemantwort drastisch.
Selbst ohne Anfangsauslenkung schwingt die Platte mit großen Amplituden
in einer Frequenz von fC = 3.1Hz. Mit einer Anfangsauslenkung versta¨rken
sich die Wechselwirkungen weiter, so dass das Plattenende zwischen den
maximalen Auslenkungen die Distanz einer Plattenla¨nge zuru¨cklegt. In den
dokumentierten Geschwindigkeits- und Druckfeldern sind dabei wesentlich
gro¨ßere Wirbel als bei der starren Platte zu erkennen. Zudem gibt die Wir-
belablo¨sefrequenz bei der starren Platte mit fF1 = 3.7Hz keinen Hinweis
auf die gekoppelte Frequenz fC = 0.8Hz, in der die Platte schwingt. Somit
ist eine zuverla¨ssige Vorhersage der Antwort des gekoppelten Systems auf
Grundlage des entkoppelten Systems nicht mo¨glich.
Die Ergebnisse der Berechnungen mit der gro¨ßeren Anstro¨mgeschwindigkeit
v¯2 = 51.3 cm/s ko¨nnen mit denen von Wall verglichen werden. Wie bei
den vorherigen Berechnungen stellt sich bei der ersten Platte schnell eine
periodisch-stationa¨re Lo¨sung ein, die zudem von einer Anfangsauslenkung
unabha¨ngig ist. Analog zu Wall schwingt die Platte in ihrer ersten Eigen-
frequenz.
Wesentlich interessanter ist das System mit Platte II. Es stellt sich auch
u¨ber ein sehr langen Zeitraum keine periodisch-stationa¨re Lo¨sung ein. Die
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Amplituden wie auch die dominierenden Frequenzen a¨ndern sich im zeit-
lichen Verlauf bei der Plattenschwingung und der Fluidkraft sehr stark.
Der Grund fu¨r das Systemverhalten ist unklar, so dass eindeutige Aussa-
gen nicht getroﬀen werden ko¨nnen und weitere Analysen des Systems erfor-
derlich sind. Anzumerken bleibt, dass fu¨r diese Anwendung keine Konver-
genzuntersuchungen mit feineren Netzen vorliegen, da zur Simulation eines
Zehn-Sekunden-Intervalls mit dem gewa¨hlten Netz bereits eine Woche auf ei-
nem Arbeitsplatzrechner, siehe Abschnitt 4.1.4, notwendig ist. Es ist aber zu
vermuten, dass, wenn eindeutige Referenzlo¨sungen vorliegen, dieses Beispiel





In dieser Arbeit wird ein ganzheitliches, monolithisches Berechnungsmo-
dell zur Simulation von Fluid-Struktur-Wechselwirkungen mit ﬁniten Raum-
Zeit-Elementen und starker Kopplung entwickelt.
Wesentlich dabei ist die Verwendung der Raum-Zeit-Finite-Element-Metho-
de als einheitliches Diskretisierungsverfahren fu¨r beide Kontinua. Sie ver-
wendet raum- und zeitabha¨ngige Ansatzfunktionen zur Approximation der
Funktionsverla¨ufe der Zustandsgro¨ßen. Die diskretisierten Modellgleichun-
gen fu¨hren auf ein Gesamtgleichungssystem, das das gekoppelte System in
Raum und Zeit beschreibt. Hierbei werden die Modellgleichungen nicht wie
in klassischen semidiskreten Formulierungen in Raum und Zeit getrennt be-
trachtet. Das betrachtete Raum-Zeit-Gebiet wird bei der Diskretisierung auf
ein Finite-Element-Netz abgebildet, welches in der Regel so groß ist, dass es
nicht in einem Schritt berechenbar ist. Zur Verkleinerung wird das Gebiet
orthogonal zur Zeitachse in Zeit-Scheiben eingeteilt, welche sequenziell be-
rechnet werden. Die Verknu¨pfung der Zustandsgro¨ßen erfolgt in gewichteter
Form mit dem zeitdiskontinuierlichen Galerkin-Verfahren, womit die C0-
Stetigkeit an den Zeit-Scheibengrenzen aufgegeben wird. Das Zeitintegrati-
onsverfahren ist fu¨r lineare Differenzialgleichungen A-stabil und mit linearen
Ansa¨tzen von 3. Ordnung genau. Die ra¨umlich eindimensionale Konvektions-
Diffusions-Gleichung dient zur Herleitung der Raum-Zeit-Formulierung. Die
Gleichung ermo¨glicht anhand einer konvektionsdominanten Stro¨mung die
Diskussion der verwendeten Galerkin /Least-Squares-Stabilisierung.
Als Strukturmodelle dienen elastisch gelagerte Starrko¨rper und elastische
Festko¨rper, die mit der geometrisch linearen und nichtlinearen Elastizita¨ts-
theorie beschrieben werden. Fu¨r die Modellierung plattenartiger Strukturen
dient eine gemischte Formulierung mit Geschwindigkeiten und Spannungen
als Freiwerte, wobei die Spannungen lokal abgelo¨st werden.
Die Basis des Fluidmodells bilden die inkompressiblenNavier-Stokes-Glei-
chungen in einer Geschwindigkeits-Druck-Formulierung. Konvektionsdomi-
nante Stro¨mungen und gleiche Ansa¨tze fu¨r Geschwindigkeiten und Druck
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verursachen Oszillationen in der Lo¨sung. Sie werden durch eine Galer-
kin /Least-Squares-Stabilisierung verhindert. Da die ra¨umliche Lage der
Knoten im Verlauf der Zeit vera¨nderbar ist, lassen sich freie oder an elas-
tischen Strukturen anliegende Oberﬂa¨chen ohne Anpassung der Modellglei-
chungen auf elegante Art und Weise beschrieben.
Bei der Fluid-Struktur-Kopplung ist der Kopplungsrand eine Oberﬂa¨che
des Fluids, dessen ra¨umliche Lage aus den Strukturverschiebungen folgt.
Zur Kopplung werden zusa¨tzliche Fluidrandspannungen eingefu¨hrt, die die
Impuls- und Energieerhaltung u¨ber den Rand sicherstellen. Das monolithi-
sche Modell fu¨hrt auf ein nichtlineares Gleichungssystem, das die diskretisier-
ten Modellgleichungen von Fluid, Struktur und Kopplung entha¨lt. Der For-
mulierung inha¨rent ist eine starke Kopplung, die die Konvergenz der Lo¨sung
absichert. Daru¨ber hinaus ermo¨glicht das monolithische Berechnungsmodell
eine Analyse des gekoppelten Systems – insbesondere im Hinblick auf Stabi-
lita¨tsanalysen, die ein genaues und eﬃzientes Verfahren mit starker Kopp-
lung beno¨tigen.
Gelo¨st wird das entstehende gekoppelte, nichtlineare Gleichungssystem mit
einer Picard-Iteration. Innerhalb der Iteration wird das linearisierte Glei-
chungssystem bei großen Systemen iterativ mit einem BiCGStab-Gleichungs-
lo¨ser gelo¨st. Zur Beschleunigung der Konvergenz wird neben einem Pra¨diktor
fu¨r die Lo¨sung ein direkter Vorkonditionierer eingesetzt.
Das numerische Lo¨sungsverfahren wird ohne Kopplung an verschiedenen ela-
stodynamischen und stro¨mungsmechanischen Aufgabenstellungen veriﬁziert.
Die Beru¨cksichtigung freier Oberﬂa¨chen erfolgt durch das mitbewegte Fluid-
netz und wird anhand eines Dammbruchs und eines Freistrahls untersucht.
Ein elastisch gelagerter, starrer Kreiszylinder dient zur Simulation der von
Ka´rma´nschen Wirbelstraße und des Lock-in-Pha¨nomens. Eine wirbelerreg-
te, elastische Platte im Nachlauf eines Starrko¨rpers dient zur Berechnung von
starken, nichtlinearen Wechselwirkungen, bei denen das Fluidgebiet und die
Stro¨mung wesentlich durch die Plattenschwingung beeinﬂusst werden. Zu-
dem wird bei den Anwendungen die Abha¨ngigkeit der Systemantwort von
a¨ußeren Sto¨rungen untersucht.
Das entwickelte ganzheitliche, monolithische Berechnungsmodell ermo¨glicht
– abgesichert durch Veriﬁkations- und Validierungsbeispiele – die Simulation
von starken, nichtlinearen Wechselwirkungen zwischen Fluid und Struktur.
Aufbauend auf dem Berechnungsmodell ko¨nnen weitergehende Analysen und
Verfahren, wie beispielsweise Stabilita¨tsanalysen oder Reduktionsverfahren,
am gekoppelten Gesamtsystem durchgefu¨hrt werden.
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