In this paper, the researcher proposes a new evolutionary optimization algorithm that depends on genetic operators such as crossover and mutation, referred to as the bull optimization algorithm (BOA). This new optimization algorithm is called the BOA because the best individual is used to produce offspring individuals. The selection algorithm used in the genetic algorithm (GA) is removed from the proposed algorithm. Instead of the selection algorithm, individuals initially produced attempt to achieve better individuals. In the proposed method, crossover operation is always performed by using the best individual. The mutation process is carried out by using individual positions. In other words, individuals are converged to the best individuals by using crossover operation, which aims to get the individual that is the better than the best individual in the mutation stage. The proposed algorithm is tested using 50 large continuous benchmark test functions with different characteristics. The results obtained from the proposed algorithm are compared with those of the GA, particle swarm optimization (PSO), differential evolution (DE), and the artificial bee colony (ABC) algorithm. The BOA, ABC, DE, PSO, and GA provided either optimum results or better results than other optimization algorithms in 42, 38, 34, 25s and 17 benchmark functions, respectively. According to the test results, the proposed BOA provided better results than the optimization algorithms that are most commonly used in solving continuous optimization problems.
Introduction
Solution of an optimization problem in computer science involves finding the best solution through the use of possible solutions. Continuous optimization problems are categorized according to such characteristics as the qualities of being unimodal, multimodal, separable, nonseparable, regular, or irregular [1] . To provide solutions for these optimization problems with different characteristics, various optimization algorithms inspired by breeding and foraging of animal swarms such as birds, fish, and bees have been proposed in the literature. Algorithms using mutual intelligence of animal swarms are called optimization algorithms based on swarms. The algorithms inspired by how animals survive in nature are referred to as evolutionary algorithms. Particle swarm optimization (PSO), inspired by bird flocking and fish schooling, is a stochastic optimization technique.
The PSO developed by Kennedy and Eberhart [2] is successfully used for solving numberless optimization problems [3] . Karaboga [4] developed the artificial bee colony (ABC) algorithm based on swarm intelligence by simulating foraging behavior of honey bees. The genetic algorithm (GA), which is basis of evolutionary algorithms, is a heuristic search algorithm inspired by natural selection. The main goal of natural selection is to ensure the survival of the most powerful individuals. To ensure the survival of the individuals with the best fitness value, the GA developed by Holland [5] used selection operators. Crossover and mutation operators are used to obtain a new generation by using the individuals that survive [6] . Another evolutionary algorithm is differential evolution (DE), based on the GA, and it differs from the GA in terms of the implementation of operators. Each individual is selected equally in the DE. Each offspring competes with its parent and the winner is transferred into the new generation [7] .
Whether an individual is transferred to the new generation or not is decided by using the selection algorithms in the GA. These selection algorithms generally select individuals with the best fitness value if the fitness values of each individual are far away from each other. If they are close to each other, selection algorithms cannot select individuals with the best fitness value. Individuals can be selected almost randomly in this situation. Therefore, they cannot reach the optimum solution. Another disadvantage of the GA is the implementation of the mutation operator. The mutation operator in the GA mutates a gene generally between the maximum value and minimum value of this gene. As a consequence, this gene cannot approach the optimum value. On the contrary, this gene can generally move away from the optimum value. The GA stores the best solution found so far but it does not use this solution to produce new individuals. To get rid of these disadvantages of the GA, we propose a new evolutionary optimization algorithm called the bull optimization algorithm (BOA), which depends on crossover and mutation operators. The selection algorithm is extracted from the BOA. Instead of the use of selection algorithms, the proposed algorithm tries to get better individuals from each individual. An individual with a bad initial fitness value can reach the best fitness value at the end of the optimization process. In the BOA, a crossover operator is used to produce a new individual. New individuals are generated by crossing each individual in the population with the best individual found so far, taking into account the crossover rate. To enhance the search capability of the BOA, the mutation operator is performed by using the gene values. Therefore, searching is carried out around the core values that each gene has. To get rid of the local minima in the BOA, a chaotic mutation operator in low proportion is used. In the chaotic mutation, the value of the gene can be changed between the maximum value and minimum value of the gene. To increase local area searching capability, the best individual is mutated as well. The proposed algorithm is tested using 50 large benchmark functions with different characteristics, and the results are compared with those obtained from the GA, PSO, DE, and ABC. According to the test results, the proposed algorithm provides better results and is more successful than the other optimization algorithms. This paper is organized as follows. Brief information about the GA, PSO, DE, and ABC is given in Section 2. In Section 3, the proposed algorithm is explained in detail. Fifty benchmark functions and constant values that belong to these functions are given in Section 4. The results are given in Section 5, and they are discussed in Section 6.
Genetic algorithm
The GA, which is a stochastic technique, was inspired by natural evolution. The main goal of natural evolution is to ensure the survival of the individual with the best fitness value [8] . All individuals are randomly created in the problem space. After the initialization stage, all individuals are evaluated according to particular fitness functions. Individuals with the best fitness value are selected to be transferred to the new generation by using a selection technique. The selection algorithms used in the GA are roulette wheel selection, rank-based selection, and tournament selection. The most commonly used selection algorithm in the GA is roulette wheel selection [9] . To get better individuals from individuals transferred into the new generation, a crossover operator is used according to special crossover strategies by using two randomly selected individuals [10] . The individuals in the population are mutated according to the mutation rate. The individuals in the basic GA can be represented as binary strings or real numbers [11, 12] . To find the fitness value of an individual certain fitness functions are used. The GA is an iterative algorithm and iteration continues until it reaches its goal or an iteration number. The GA is briefly described as follows:
1: Prepare the parameters used in the GA such as crossover rate, mutation rate, and generation gap 2: Create the first population randomly in the solution space PSO, inspired by the social behavior of bird flocking and fish schooling, is a metaheuristic optimization technique. PSO, proposed by Kennedy and Eberhart [2] , has been successfully used to solve many engineering problems [13] . Every solution in PSO is referred to as a particle. The optimal solution is obtained by improving these particles. Each particle has a position vector and velocity vector as well. Positions are updated by using the velocity value. The best values each particle has achieved so far are saved as p best , and the best value that all particles have achieved so far is saved as g best [14] . The size of p best is equal to the number of particles. g best is only one value. The positions of the particles are updated using Eqs. (1) and (2) .
Here, the c 1 and c 2 parameters are two positive constants (acceleration constants). These constants are taken as 2 by default [15] . r 1 and r 2 are two uniform random numbers in [0,1] [16] . The ω inertia weight parameters were developed by Shi and Eberhart [17] to adjust exploitation and exploration. p best is the best position that belongs to a certain particle, and g best is the best position that has been obtained so far from all of the population. x i (t) is the position of particle i at time t. v i (t) is the velocity of the particle i at time t . The PSO is briefly described as follows: 
Here,x i is the mutant vector corresponding to x i and x r1 ,x r2 ,x r3 are three randomly chosen individuals from the population, and these individuals must satisfy Eq. (4).
Here, i is the current solution at a certain time. After the mutation process, the crossover process can be carried out by satisfying Eq. (5).
Here, x j i is the individual after crossover operation corresponding to x i , CR is the crossover constant determined in the initialization, R j is a randomly chosen number in [0,1], and j is the specified j th gene in a certain individual. New offspring individuals are obtained after the crossover operation, and the fitness values of these offspring individuals are calculated. If an offspring's fitness value is better than its parent's fitness value, then the offspring remains alive. Otherwise, the parent is retained in the population. The DE algorithm is summarized as follows: 
Artificial bee colony
The ABC algorithm, proposed by Karaboga [4] , aims to solve continuous optimization problems based on swarm intelligence. There are three types of honey bees in the ABC algorithm, inspired by the working principle of honey bees. These are employed bees, onlookers, and scouts [20] . Employed bees look for food around the hive; these bees share positions of foods that they find with onlookers by performing the waggle dance. Thus, onlooker bees discover better or newer food sources by using information obtained from the employed bees. Employed bees and onlooker bees do not improve the quality of the food source in a certain time (called the limit value). This food source is assigned to scout bees. A new food source of scout bees is randomly created in the solution space and replaces employed bees [21] .
In the ABC algorithm, food sources created randomly by using Eq. (6) are assigned to employed bees. The number of employed bees is equal to that of food sources, and the number of onlooker bees is equal to that of employed bees.
Here, x j i is the j th dimension that belongs to the i th food source at the initialization; y min j is the minimum value of the j th dimension; y max j is the maximum value of the j th dimension; and r is a randomly chosen value
In the ABC algorithm, food source quality is calculated by using Eq. (7) according to values of an objective function.
Here, f it i (t) is the fitness value of a certain bee at time t, and f i (t) is the result of the objective function.
Employed bees look for better food sources according to Eq. (8) by using food sources assigned to themselves and food sources of a randomly chosen neighbor.
Here,x j i (t + 1) is the candidate solution for the j th dimension and i th food source at time t+1, x j i (t) is the solution for the j th dimension and ith food source at time t , θ is a randomly chosen number in [-1,1], x j n (t) is the solution randomly selected for the j th dimension and n th food source at time t , and j is a certain dimension index, which is randomly selected.
If the generated new solution by using Eq. (8) is better than the solution that the employed bee has, the new solution is assigned to the employed bee. Otherwise, the solution of the employed bee remains.
The solutions that employed bees have are assigned to onlooker bees by using Eq. (9) .
Here, ρ i (t) is the probability of selection by an onlooker bee of the i th food source, f it i (t) is the fitness value obtained from an objective function belonging to the i th food source at time t , and N is the number of employee bees. The main steps of the ABC algorithm are summarized below: 6: Calculate the probability values ρ i for all of the solutions using Eq. (9) 7: Select solutions relying on probability for onlookers and produce new solutions by using Eq. (8) and evaluate them 8: Mutation by using Eq. (3) 9: Decide whether the scout bee will occur or not, and if it occurs, produce a new solution for the scout bee by using Eq. (6); assign the new solution to the employed bee 10: Memorize the best solution so far 11: Until the criteria are met
Proposed algorithm: bull optimization algorithm
The BOA proposed in this paper is an evolutionary algorithm using genetic operators such as crossover and mutation. The proposed algorithm uses powerful features of the GA. The BOA was developed to get rid of the weaknesses of the GA. The proposed algorithm utilizes crossover and mutation operators of the GA. One of the main disadvantages of the GA is that it does not use the best individual to produce a new generation. However, the best individual is actively used in the proposed algorithm. The best individual found so far is used to produce a new individual in the crossover operation. All individuals produced try to get better individuals by taking a certain part of the best individual. The selection algorithm that is the basic principle of the GA selects the best individuals to be transferred into the new generation. The selection process has two disadvantages. The first one is that the ability of searching is decreased by selecting the best individuals in the initial stages of study or iteration. The second is that if the fitness values of the individuals are close to each other, it is not possible to reach solutions because the individuals are randomly selected. To get rid of these challenges, the selection algorithm is removed from the proposed algorithm. The individuals created at the initial stage survive by being mutated either until the best result is found or a certain iteration number is reached. The main goal of the proposed algorithm is to get better individuals from individuals that do not have a good fitness value in initialization stage. The mutation operator used in the GA does not play an active role to get better individuals because the mutation operator induces too much to change the value of the gene. Hence, the mutation rate in the GA is lower. Improvement of positions in swarm intelligence techniques can be achieved through either differences of neighboring individuals or the best individual of the population or a certain individual. If positions are close to each other, the amount of change in positions is low. Hence, solutions using these mutation algorithms can increase the possibility of hanging local minima. The mutation process in the proposed algorithm is carried out by using values of the gene. The solution gets rid of local minima and approaches the desired solution by using this mutation technique. The steps of the proposed algorithm are presented below.
Initialization
The population for solving an optimization problem with D dimensions is created with the number of N − and D -dimensional individuals. Because there is no information about the solution at first, the initial population is randomly generated within the solution space according to Eq. (10).
Here, i = 1 . . . , N, j = 1 . . . , DN is the number of individuals, D is the number of dimensions for certain problems, and r is a randomly chosen parameter in [0,1].
Random individuals are created only at the initial stage. At other stages, these individuals are improved.
Crossover
Individuals approach the current best solution obtained so far with the help of the process of crossover. A two-point crossover operation is used in the proposed algorithm. Two random numbers named as r 1 . If crossing points are close to each other in the crossover operation, then the individual performs more exploration. Otherwise, the individual performs more exploitation. If the solved problem has a lot of local minima, the distance between the crossing points can be restricted or the crossover rate can be reduced so that the proposed algorithm can proceed without being restricted.
Mutation
The purpose is to find better individuals by doing research around the values of the gene in the proposed algorithm. The performance and the efficiency of the algorithm depend on the mutation operator. For the solution to move forward quickly and efficiently and to get rid of local minima, the mutation process must play an active role. A gene of each individual is mutated according to the mutation rate. The mutation process is carried out by using Eq. (11) .
Here, v ij is the new value of the j th dimension of the i th individual, x ij is the gene value of the j th dimension of the i th individual, r 1 and r 2 are randomly chosen values in [0,1], and ω is the inertia weight. The flow chart of the proposed algorithm is presented in the Figure. 
Settings and benchmark functions
We used 50 large benchmark test functions to test the performance of the BOA, GA, PSO, DE, and ABC. These functions consist of unimodal, multimodal, separable, nonseparable, regular, and irregular test functions. This benchmark functions set is very large, and these functions have different characteristics used in continuous problems. For a fair comparison, all of the parameters are selected according to [1] . The population size is taken as 50, and each function is evaluated for 50,000 times at most. Results shown in the tables for GA, ABC, DE, and PSO are taken from [1] . The program of the proposed algorithm is written in the Java programming language by using Eclipse JUNO. The results are compared with those of the GA, ABC, DE, and PSO. The unimodal, separable, and nonseparable benchmark functions used in the experiment can be found in Tables 1 and 2 . The remaining benchmark functions can be found in [1] . D stands for dimension, and C is the characteristic of functions. U , M , S , and N demonstrate unimodal, multimodal, separable, and nonseparable functions, respectively. 
24 UN Powell
14 [-10,10] 30 UN Schwefel 2.22
17 [-10,10] 30 UN Dixon-Price
The a and c parameters used in the Langerman function; A parameter used in the Fletcher-Powell function; B and α parameters used in the Fletcher-Powell function; a parameter used in the FoxHoles function; a and b parameters used in the Kowalik function; a and c parameters of Shekel functions; a , c , and p parameters of the 3-parameter Hartman function; and a, c , and p parameters of the 6-parameter Hartman function are taken from [1] .
Results
The same parameters are used in the evaluation of all of the functions in the proposed algorithm. Values that are less than 10 −12 are taken as 0. In this test, mutation rate is taken as 1.0, crossover rate as 1.0, mutation sign rate as 0.001, chaotic mutation rate as 0.001, inertia weight max value as 0.1, and inertia min value as 0.0001. To compare the results fairly and to test the stability of the proposed algorithm, all of the functions are run 30 times and the standard deviation, mean, and sum of standard errors are given in Tables 3-6 . The optimum results are shown in bold in the tables. The results of 5 both unimodal and separable functions are given in Table 3 . According to the test results, the proposed algorithm provided optimum results for 4 functions and it provided better results than the other optimization algorithms for the quartic test function.
The results of 12 both unimodal and nonseparable functions are given in Table 4 . According to the test results, the proposed algorithm provided optimum results for 8 functions, and it provided better results than the other optimization algorithms for the quartic test function. Even though the PSO algorithm gave better results than the BOA in the Colville test function, the results are close to those of the BOA. The result of Powell is 5.58E-06 by using the BOA, and the DE algorithm provided 2.17E-07. In the Rosenbrock function, the ABC and BOA algorithm provided 0.0887707 and 2.77271021 respectively. The ABC algorithm provided an optimum solution for the Dixon-Price function, but the BOA provided 0.66666667. The results of 9 both multimodal and separable functions are given in Table 5 . According to the test results, the proposed algorithm provided optimum results for all of the functions. The results of 24 both multimodal and nonseparable functions are given in Table 6 . According to the test results, the proposed algorithm provided optimum results for 16 functions. The proposed algorithm found better results than other optimization algorithms for 5 functions. As a result, the BOA provided either optimum results or better results than the other algorithms for 21 functions. The proposed algorithm provided worse results than the ABC and DE algorithms for 3 Shekel functions. The DE algorithm provided the best results for the Langerman 10 function.
We cannot obtain good results from every function by using default parameters, especially in Shekel functions. Actually, the proposed algorithm can give good results if different parameters are used. If an appropriate parameter is selected for certain functions, the BOA can find better results than by using default parameters. The results by using different parameters for Shekel functions are presented in Table 7 . The parameters in Table 7 for each function were chosen as follows: mutation rate as 1.0, crossover rate as 0.5, mutation sign rate as 0.001, chaotic mutation rate as 0.001, inertia weight max value as 10, and inertia min value as 1.
Discussion and conclusion
In this paper, we proposed a new optimization algorithm for continuous problems called the BOA. This algorithm is inspired by the breeding of animals in nature. It is accepted that there is always only one leader in a swarm and offspring are produced using only the leader. Therefore, this algorithm is referred to as the BOA. Research was carried out on the gene that the offspring have in this algorithm, so that the produced offspring can adapt to nature better. The effectiveness, stability, robustness, and success of the proposed algorithm were tested with a large benchmark test set. The test set consists of 50 benchmark test functions including unimodal, multimodal, separable, nonseparable, regular, and irregular characteristics. According to the results of the test, the proposed algorithm provided either optimum results or better results than the other optimization algorithms with 42 benchmark functions. The ABC, DE, PSO, and GA provided either optimum results or better results than the other optimization algorithms for 38, 34, 25, and 17 benchmark functions, respectively. If the parameters used in the BOA are selected properly, the remaining eight functions can give better results. Obtained results using different parameters are given in Table 7 as an example. All of the obtained results were found to be better than those of the GA as well. According to the test results, the proposed algorithm is more successful than other optimization algorithms. We conclude that the proposed algorithm can successfully be applied in continuous problems and engineering problems.
