Abstract-Fundamental to the problem of lifelong machine learning is how to consolidate the knowledge of a learned task within a long-term memory structure (domain knowledge) without the loss of prior knowledge. We investigate the effect of curriculum, i.e., a selection of tasks and the order in which they are learned, on the consolidation of task knowledge. Relevant background material on knowledge transfer and consolidation using multiple task learning (MTL) neural networks is reviewed. A large MTL network is used as the long-term memory structure and task rehearsal overcomes the stability-plasticity problem and the loss of prior knowledge. Experimental results demonstrate that curriculum has an noticeable effect on the accuracy of consolidated knowledge particularly for the first few tasks that are learned. The results also suggest that, for given set of tasks and training examples, the mean accuracy of consolidated domain knowledge converges to the same level regardless of the curriculum. This is caused by the averaging effect of sequential consolidation.
I. INTRODUCTION
The majority of machine learning research has focused on the single task learning approach where a hypothesis for a single task is induced from a set of training examples with no regard to previous learning or to the retention of task knowledge for future learning. In contrast, humans take advantage of previous learning by retaining task knowledge and transferring this knowledge when learning a new and related task. Life-long learning is a relatively new area of machine learning research concerned with the persistent and cumulative nature of learning [13] . Life-long learning considers situations in which a learner faces a series of different tasks and develops methods of retaining and using task knowledge to improve the effectiveness (more accurate hypotheses) and efficiency (shorter training times) of learning. Our research investigates methods of knowledge retention and transfer within the context of artificial neural networks and applies these methods to lifelong learning problems, such as learning accurate medical diagnostic models from small samples of a patient population [11] .
One of the fundamental problems in developing a lifelong learning system is devising a method of retaining task knowledge in an efficient and effective manner such that it can be later used when learning a new task. We argue that this requires the consolidation of new task knowledge with previously learned task knowledge within a domain knowledge structure. In [12] we present a theory of task knowledge consolidation within the context of multiple task learning (MTL) neural networks and test the theory on a synthetic domain of tasks. The results indicate that it is possible to sequentially consolidate task knowledge through the rehearsal of previously learned tasks so as to overcome the stabilityplasticity and the loss of prior task knowledge. This paper expands on this work by investigating the effect of curriculum (the order in which tasks are learned) on the consolidation process. Through a series of experiments we demonstrate that curriculum has an important effect on the accuracy of consolidated knowledge particularly for the first few tasks that are learned. The experiments also suggest that, for a given set of tasks and training examples, the mean accuracy of consolidated domain knowledge converges to the same level regardless of the curriculum.
II. BACKGROUND The constraint on a learning system's hypothesis space, beyond the criterion of consistency with the training examples, is called inductive bias [6] . For example, Occam's Razor suggests a bias for simple over more complex hypotheses. Inductive bias is essential for the development of a hypothesis with good generalization from a practical number of examples. Ideally, a life-long learning system can select its inductive bias to tailor the preference for hypotheses according to the task being learned. One type of inductive bias is prior knowledge of the task domain [1] . The retention and use of task domain knowledge as a source of inductive bias remains an open problem in machine learning [13] , [2] .
In [9] we define knowledge-based inductive learning as a life-long learning method that uses knowledge of the task domain as a source of inductive bias. As with a standard inductive learner, training examples are used to develop a hypothesis of a classification task. However, unlike a standard learning system, knowledge from each hypothesis is saved in a long-term memory structure called domain knowledge. When learning a new task, aspects of domain knowledge are selected to provide a positive inductive bias to the learning system. The result is a more accurate hypothesis developed in a shorter period of time. The method relies on the transfer of knowledge from one or more prior secondary tasks, stored in domain knowledge, to the hypothesis for a new primary task. Consequently, the problem of selecting an appropriate bias Multiple task learning (MTL) neural networks are one of the better documented methods of knowledge functional transfer [2] . An MTL network is a feed-forward multi-layer network with an output for each task that is to be learned. The standard back-propagation of error learning algorithm is used to train all tasks in parallel. Consequently, MTL training examples are composed of a set of input attributes and a target output for each task. Figure 1 shows a simple MTL network containing a hidden layer of nodes that are common to all tasks. The sharing of internal representation is the method by which inductive bias occurs within an MTL network [1] . MTL is a powerful method of knowledge transfer because it allows two or more tasks to share all or part of internal representation to the extent to which it is mutually beneficial. The more that tasks are related the more they will share representation and create positive inductive bias.
B. Selective Transfer and Task Rehearsal
In [9] we developed a method of knowledge transfer that distinguishes knowledge from related and unrelated tasks; such a method was previously lacking [2] , [13] . 77MTL, a modified version of MTL, was created to provide a solution to the problem of selective transfer of secondary task knowledge. Using a measure of secondary task to primary task relatedness an iqMTL network can favourably bias the induction of a hypothesis for a primary task. Various functional and structural measures of relatedness are proposed and compared in [10] . The conclusion is that a consolidated representation of all previously learned tasks would provide the best source for knowledge transfer because it provides the basis for measuring deep structural similarity between tasks.
In [11] the task rehearsal method was introduced as a knowledge-based inductive learning system that is able to retain and recall learned task knowledge. Building on the theory of pseudo-rehearsal [8] Long-term knowledge retention is necessary for a knowledge-based inductive learning system, however, it is not sufficient. Domain knowledge must be integrated in a systematic fashion for the purposes of efficient (minimize storage) and effective (maintain hypothesis accuracy) retention and for more efficient (rapid indexing) and effective (appropriate choice of related knowledge) transfer during future learning. The process of integration we define as consolidation of task knowledge and the resulting representation we define to be consolidated domain knowledge [12] .
The question of how new task knowledge can be consolidated into an existing neural network without loss of prior knowledge is interesting and challenging. In fact, it is the stability-plasticity problem originally posed by [3] taken to the level of learning sets of tasks as opposed to learning sets of examples. The stability-plasticity problem points out the difficulty in trying to learn a new example within a neural network while at the same time trying to maintain knowledge of previously learned examples. The loss of the previously learned knowledge has been referred to as catastrophic forgetting [5] .
D. Consolidation Through MTL and Task Rehearsal
Consolidation using a connectionist network was first proposed in [4] . The report suggests a method by which the neocortex of the mammalian brain consolidates new knowledge without loss of previous knowledge. Consolidation occurs through a slow process of interleaved learning of new and old knowledge within a long-term memory structure of sparse representation. Earlier work with MTL networks showed an ability to simultaneously learn a variety of tasks of a domain from small random weights without loss of accuracy provided there are sufficient training examples and sufficient internal representation [2] . However, there are two problems that must be overcome if MTL networks are to be used to sequentially consolidate domain knowledge: (1) preventing the catastrophic forgetting of previously learned tasks already existing within the MTL network, particularly unrelated tasks, and (2) avoiding high-magnitude weight representations that frustrate the learning of new internal features. In [12] we propose that MTL and the task rehearsal method provides a mechanism for sequentially consolidating task knowledge that addresses these issues as well as those of efficient and effective retention and transfer.
1) Effective Storage: Experimental results described in [12] demonstrate that consolidation can be accomplished within an MTL network provided that: (1) task rehearsal is used to maintain prior task knowledge while knowledge of each new task is integrated, (2) there are sufficient training examples to ensure that features are maintained and created for all tasks, (3) there is sufficient internal representation within the network for learning each task independent of all others, (4) learning occurs slowly (small learning rate) in order to increase the probability of creating internal features that are useful to all tasks and (5) there is a method of early stopping to prevent the over-fitting of new task knowledge and the creation of high magnitude weights [7] . This approach can also be seen as a step toward a general solution to the stability-plasticity problem that results in the catastrophic loss of prior neural network knowledge. with the basics and work their way to more complex material. We can apply the concept of curriculum to a domain of tasks and a life-long learning system. In [12] , we simply considered the sequential consolidation of tasks without paying attention to the order in which they were being consolidated or even considered learning a subset thereof. This paper begins the exploration into the task order and choice. Formally, we define a curriculum to be a sequential ordering of either all tasks or a subset thereof from a domain to be consolidated into a longtern memory storage.
B. Curriculum Types
We propose that there are various types of curricula that capture the internal features used by the tasks of the domain at different rates. Recall that an internal feature is a particular combination of inputs that one or more hidden nodes in the network is capable of detects. The following outlines a range of curriculum types based on the speed of feature acquisition.
On one end of the spectrum is the rapid feature capture curriculum; this ordering of tasks forces the network to create all the internal features as soon as possible. Consider a domain of k tasks that each use g internal features from a total of f features used across the domain. The rapid feature capture curriculum will ensure that g unique features are captured with each of the first f mod g tasks. (Note: this is a lower bound, because not all domains will follow the exact proportioning of features across the tasks.) This provides all subsequent tasks with the necessary prior knowledge for developing accurate models. Unfortunately, this means that in the early stages of consolidation there is no knowledge transfer. During this time, the overall mean accuracy of the consolidated tasks will stay constant because we are not transferring knowledge from prior tasks and thus not taking advantage of task relatedness. (A decrease in the mean accuracy is caused by a lower accuracy on the new task rather than lost accuracy in the consolidated tasks.)
On the opposite end of the spectrum is the gradualfeature capture curriculum; this ordering spreads out the acquisition of the various features over the greatest number of tasks. This class of curricula will ensure g features are captured when learning the first task, then one new feature over the next f + 1 -g tasks. Gradual feature capture has the advantage that each new task can receive beneficial knowledge from the previously consolidated tasks. Therefore, the overall mean accuracy of the consolidated tasks should increase or at least remain stable. This curriculum's disadvantage is the number of tasks that must be learned in order to acquire all the internal features used in the domain.
Assuming there are sufficient training examples to learn each task to an appropriate accuracy level, we propose that the mean accuracy over all consolidated tasks will converge to the same level regardless of the curriculum. If we consider that sequential consolidation is possible under the right conditions [12] , then if each curriculum consolidates the same set of n tasks using the same training examples, we expect that the mean accuracy over all tasks will be similar for all curricula. Thusly, the choice of curriculum becomes important if The examples of the Logic domain tasks were randomly generated for each repeated study. 500 examples were generated for each task as a training set; 200 examples for a validation set and 1000 examples for an independent test set.
B. General Method
The MTL neural networks used in the experiments have an input layer of 10 nodes, one hidden layer (common feature layer) of 20 nodes, and an output layer of up to 7 nodes, one for each task. As each task is learned one output node is added to the network and the weights between the hidden nodes and this output node are initialized to small random values. To maintain prior domain knowledge, all secondary tasks are rehearsed within the network as the new task is learned. The existing consolidated representation of the secondary tasks is used to generate virtual examples for rehearsal by passing the training examples for the new task through the representation and producing the corresponding target outputs.
In all experiments, the mean square error (MSE) cost function is minimized by the back-propagation algorithm that uses a momentum term. Preliminary training determined that a learning rate of 0.01 and momentum term of 0.9 were good choices for the experiment. Prior to consolidation the weights of all MTL networks are randomly initialized to values in the range -0.1 to 0.1. For all experiments, training proceeds for up to 10,000 iterations or until the average MSE over the validation sets decrease to a specified maximum level. The network representation is saved at this point. Each experiment Tasks  Comments  COOO   TO,T3, T6   rapid feature capture  Cool  To, T3, T5  C002   To, T3, T2   C012  To, T1, T   g  C011I   TO, Tl,T2   C012   ITo, Tl, T7 gradual feature capture reports the results of five repetitions using different random initial weights for each repetition.
Performance of the methods is compared in terms of the effectiveness of maintaining the accuracy of the consolidated domain knowledge tasks within the MTL network. Effectiveness is measured as the mean proportion of correct classifications (accuracy), over all repetitions, made by the hypotheses against a 1000 example test set.
C. Experiment 1: Consolidating Six Curricula of Three Tasks. 1) Method: This experiment examines the consolidation of six different curriculum of three tasks as shown on Table II . The relatedness between each task varies from no relation to full reuse of previously learned internal representation. The study examines the variation in consolidated task accuracy (based on an independent test set) as the system moves through the curriculum. We expect that curricula COI1 and C012 that gradually capture internal features will increase their mean accuracies over the sequence of tasks. In contrast, we expect C000 to suffer from a lack of knowledge transfer over the curriculum because its three tasks are unrelated (do not share any features).
When consolidation of each task begins, the errors on the previously learned tasks are very small. Only the new task shows significant error. This guides the back-propagation algorithm to find and/or create the necessary internal representation for the new task. This process will interfere with the rehearsal of the previously consolidated tasks and drive their error rates upward temporarily. However, over several thousand iterations, sufficient internal representation will be found for all tasks and the mean error rate should drop below the tolerance level. In this way task rehearsal is used to maintain the accuracy of prior task knowledge while the new task is consolidated into the MTL network.
2) Results and Discussion: Figure 2 show the results from the six curricula studied in this experiment. Each graph shows the variation in test set accuracy as the first, second and third task is integrated into the consolidated MTL network. In general, the results indicate that it is possible to consolidate new task knowledge into the MTL network without significant loss of prior task knowledge. More specifically, the results verify that the COO curriculum suffers from the least amount of knowledge transfer during consolidation. The mean accuracy over these tasks drops off because the hypothesis for T3 and then T6 do not receive inductive bias (previously learned features) from their predecessors. C001 does slightly better because the hypothesis for T5 within the network makes use of the previously learned feature that detects inputs g and h (refer to Table I After each new task is learned the consolidated MTL network representation is saved. Before training begins on the next task, this consolidated MTL network is used as the initial representation (e.g. for C1, T1 will be learned starting from the MTL network representation for To; T2 will be learned starting with the consolidated MTL network representation for To and T1; etc). Only the weights between the hidden nodes and the new task output node are initialized to small random values. All previously learned tasks of the sequence are rehearsed within the network when consolidating a new task. The existing consolidated MTL network is used as the source of the virtual examples for this rehearsal.
2) Results and Discussion: Figure 3 shows a wide variation in mean classification accuracy over the various curricula. This is partially because of differences in the training examples for each of the tasks and partially because of the differences in the curricula. Curriculum C1 exhibits what we expected when learning tasks To, T1 and T2 but then a slow but steady decline in accuracy is observed through to consolidation of the final task. This is caused by the training data of tasks T3, T4, and T5; the hypotheses developed using this data are simply less accurate than the hypotheses for the former three tasks. In other words, it is not that prior tasks are losing accuracy, it is simply that the newer tasks' slightly lower accuracies are causing the overall mean to decrease.
V. SUMMARY AND CONCLUSION
This paper extends the work reported in [12] . It addresses the question of how the order of tasks can affect the overall accuracy of the neural network model. We have also discussed the importance of the selection of tasks in order to capture the internal features of a task domain. We have defined this selection and ordering of tasks to be a curriculum and outlined different types, including the two extreme cases being the rapid feature capture curriculum and the gradual feature capture curriculum. The use of curriculum becomes helpful in a learning scenario where we are limited in either the amount of representation or, more importantly, in the amount of available time. We want to devise a curriculum that minimizes the time and/or space required for learning and maximizes the number of task domain features learned, much like a teacher would plan out the topics taught in a course.
As shown in the experimental results, task curriculum has a noticeable effect on the accuracy of consolidated knowledge. In particular, the choice in curriculum will greatly affect accuracy for the first few tasks that are learned. The results also suggest that if all the tasks of a domain are learned, the mean accuracy of domain knowledge converges to the same overall level regardless of curriculum. This is because of the averaging effects of sequential consolidation; over time, the individual hypotheses of each task will tend to pull the overall mean to the same level. This implies that a decrease in mean accuracy is not due to prior tasks losing accuracy, but rather that the newly consolidated tasks are not as accurate. Future work in this area will focus on methods of selecting optimal curricula given time and space restraints.
