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Resumen. La utilización de realimentación
es una de las técnicas que proporciona
mejoras más significativas en la efectividad
del proceso de recuperación de información.
Por otra parte, cada vez se utilizan en el
proceso de recuperación de información,
técnicas más avanzadas de análisis del
contenido textual con vistas a mejorar la
efectividad. En nuestro trabajo estudiamos
los beneficios que proporciona la
integración de mecanismos de análisis del
contenido al utilizar la realimentación en el
proceso de recuperación de información.
Nos centramos en dos tareas de análisis:
desambiguación de palabras y generación de
resúmenes, presentando una sistemática
para su utilización y experimentos asociados
para la evaluación de las mejoras
conseguidas.
1 Introducción
La cantidad de información a la que una persona
puede tener acceso crece exponencialmente,
gracias sobre todo a Internet, y aunque el tipo de
esta información es cada vez más variado, la
información textual hoy por hoy es la
predominante. En [18], por ejemplo, se
proporciona un dato representativo:
aproximadamente el 90% del total de la
información que maneja una empresa es texto.
Podemos encontrar texto en documentos,
manuales, informes, correos electrónicos, faxes
y también en páginas web. Sólo para este último
medio, hay estimaciones [2] de que la cantidad
de texto disponible es de al menos 1.5 terabytes.
En este escenario se entiende el creciente interés
por los sistemas de acceso a la información y, en
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general, por las tareas de análisis automático del
contenido textual.
En el ámbito de los sistemas de recuperación
de información (RI), la constatación de la
dificultad de formular consultas que se muestren
efectivas recuperando información relevante ha
suscitado un gran interés por las técnicas de
modificación de consultas. La realimentación es
una de estas técnicas y ha sido tradicionalmente
una de las más utilizadas para mejorar la
eficacia de los sistemas de RI. Esta técnica
consiste en utilizar la opinión del usuario sobre
la relevancia o no de algunos de los documentos
recuperados para expandir la consulta inicial y
repetir el proceso de recuperación.
La incorporación de variantes de la técnica
de realimentación a buscadores de Internet como
Excite1 o AltaVista2, y a bibliotecas digitales
como la de ACM3, refleja su popularidad. En
todos estos casos se permite al usuario buscar
documentos relacionados con uno recuperado
previamente.
Numerosos experimentos sobre diferentes
colecciones de resúmenes han demostrado la
eficacia de la técnica tanto para el modelo de
espacio vectorial [20] como para el
probabilístico [8]. También se han realizado
experimentos que aplican la realimentación a
sistemas de recuperación basados en pasajes. En
[13] se describe un sistema cuya principal
característica es que en el proceso de
realimentación sólo se emplean los pasajes que
el usuario detecta como relevantes, en lugar de
la totalidad del documento. Y en esta misma
dirección apunta el trabajo  de Allan [1], que
realiza experimentos en los que los pasajes
sustituyen a los documentos más largos en la
realimentación.







Las técnicas de análisis de contenido textual
pueden mejorar el proceso de acceso a la
información. En general, cuanto más completo
sea el análisis y la comprensión de los textos que
se procesan mejor será el acceso a la
información. Así se muestra en trabajos
centrados en tareas concretas como:
categorización [10], generación de resúmenes
[16], desambiguación del sentido de las palabras
[22], clustering [11], segmentación [9] e
integración de recursos léxicos [7]. En este
sentido, pensamos que la realimentación también
puede verse mejorada por la aplicación de
algunas técnicas de análisis automático de
contenido de documentos.
En concreto, en este trabajo nos centraremos
en desambiguación del sentido de las palabras y
generación de resúmenes de texto. En la primera
tarea, usamos los documentos enjuiciados por el
usuario en la fase de realimentación como
contexto para desambiguar el sentido de los
términos empleados en la consulta. Esta
información se utiliza para expandir la consulta
original con sinónimos obtenidos de la base de
datos léxica WordNet [17]. En la segunda tarea,
los resúmenes de los documentos originales se
utilizan para sustituir a éstos en la
realimentación.
El artículo está organizado como sigue. En el
apartado siguiente nos ocuparemos de explicar
con más detalle la técnica de realimentación. A
continuación dedicamos sendos apartados a cada
una de las tareas mencionadas, describiéndolas
brevemente y explicando con detalle los
experimentos y sus resultados. Acabamos con
las conclusiones y el trabajo futuro.
2 La técnica de realimentación
Para el modelo del espacio vectorial, los
experimentos de Salton y Buckley [20]
mostraron que el método de realimentación Ide
dec-hi [12] era el que, en conjunto, obtenía
mejores resultados. Este método deriva el vector
de la nueva consulta a partir de la consulta
inicial, todos los documentos considerados
relevantes y sólo el mejor clasificado de los
documentos no relevantes. Más formalmente,
sean Q0 el vector de la consulta original, Ri el
vector del documento relevante i y S el vector
del documento no relevante mejor clasificado.
En (1) se muestra como calcular el vector Q1
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Los documentos relevantes e irrelevantes
cuyos vectores se utilizan en (1) son aquellos
documentos recuperados al utilizar la consulta
inicial sobre los que el usuario emite una
valoración.  Sin embargo, cuando se evalúa la
realimentación mediante colecciones de prueba
(esto es, colecciones que incluyen un corpus de
documentos, un conjunto de consultas y los
juicios de relevancia correspondientes) no se
necesita usuarios. Se supone que las
valoraciones se realizan sobre los n primeros
documentos recuperados. La relevancia de cada
documento se obtiene de la propia lista de
juicios de relevancia proporcionada por la
colección de prueba. Para nuestros experimentos
hemos fijado el valor de n a 15.
Para evaluar el incremento en efectividad
producido por el método de realimentación no se
puede, simplemente, comparar los resultados
obtenidos por la consulta inicial y la consulta
expandida. Parte de la mejora estaría provocada
por el aumento de posiciones en la lista de
resultados de los documentos utilizados en la
realimentación y ya vistos por el usuario. Para
evitar esta distorsión hemos utilizado el método
de la colección residual [5] que supone que el
usuario inspecciona los n primeros documentos
de la lista de resultados para emitir su
valoración. El resto de documentos, que recibe el
nombre de colección residual, se utiliza para
volver a medir la efectividad usando la consulta
inicial y la expandida mediante realimentación.
Las medidas de efectividad que hemos
elegido para mostrar los resultados son precisión
y recall [21], clásicos en el ámbito de la
recuperación de información. La precisión es la
proporción de documentos recuperados que son
relevantes. El recall es la proporción de
documentos relevantes de la colección que se
han recuperado. El incremento en la efectividad
se mide comparando la media de los valores
resultantes de la interpolación de la precisión en
los 11 niveles estándar de recall (0.0, 0.1, 0.2,
… 1.0).
Debe tenerse en cuenta que los valores de la
precisión en los 11 niveles de recall suelen ser
más bajos cuando se emplea el método de la
colección residual que cuando se realiza una
evaluación estándar. La razón es que se
excluyen los documentos relevantes mejor
valorados. Esto no tiene gran importancia, ya
que lo que realmente nos interesa medir es el
incremento que se produce en la precisión debida
a la realimentación.
3 Desambiguación del sentido de las
palabras
3.1 Descripción de la tarea
La desambiguación no es un fin en sí misma,
sino una tarea intermedia4 muy necesaria para
otras tareas del PLN. La tarea de
desambiguación del significado de las palabras
consiste en identificar el sentido de una palabra
en un determinado contexto dentro de un
conjunto de candidatos determinado.
En los últimos años se han propuesto varios
enfoques de distinta naturaleza para WSD, que
podemos clasificarlos de acuerdo con la fuente
de conocimiento utilizada. Algunos enfoques se
basan en la utilización de algún tipo de lexicón
(o base de datos léxica) [30]. Otros, hacen uso
de un corpus de texto no-anotados [19] o de
corpus anotados semánticamente como colección
de entrenamiento [3]. Finalmente, recientes
trabajos proponen la combinación de varias
fuentes de conocimiento, como bases de datos
léxicas, corpus de texto, algunas heurísticas,
colocaciones, etc. [29]. El enfoque empleado se
encuadra dentro de esta clase, y se basa en la
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combinación de dos recursos lingüísticos, un
corpus de texto y una base de datos léxica, como
se describe en [26]. En el que se muestra la gran
efectividad de dicho enfoque en la resolución de
la ambigüedad léxica.
3.2 Uso de la desambiguación en RI
La expansión de las consultas ha resultado ser
una técnica eficaz para mejorar la efectividad de
los sistemas de RI. Esta mejora se puede
conseguir, mediante realimentación y por medio
de la inclusión de nuevos términos a la consulta
original haciendo uso de recursos lingüísticos.
La expansión de consulta con WordNet ha
mostrado ser potencialmente relevante para
aumentar el recall, porque permite recuperar
documentos relevantes que podrían no contener
los términos de la consulta.
Proponemos una expansión de la consulta
basada en la relación de sinonimia de WordNet,
pero haciendo uso de la desambiguación. La
expansión de la consulta con WordNet ha sido
utilizada en otros trabajos de recuperación de
información [27, 22] con resultados poco
satisfactorios, debido fundamentalmente al
tamaño de la consulta, que suele ser pequeño (3
términos de media), con lo cual hay una
imposibilidad de resolver adecuadamente la
ambigüedad.
Para solventar el problema de la escasa
información contextual de las consultas, debido
al tamaño de las mismas, le incorporamos la
técnica descrita de realimentación a nuestro
enfoque de desambiguación basado en la
integración de recursos lingüísticos [26]. El
proceso es como sigue, se realiza la consulta y
Número de documentos 5000
Tamaño (Mb) 16
Número de consultas 50
Número de documento relevantes 385
Media 11-pt 0.2273
Tabla 1.






















 Número de términos significativos en el corpus y conjunto
de consultas usados en la evaluación de desambiguación
se obtiene una relación de documentos
ordenados por orden de relevancia. A
continuación, se utiliza el juicio del usuario, es
decir aquellos documentos relevantes, para
realimentar la consulta original y así poder
desambiguar y expandir los términos de la
consulta original con los synsets adecuados de
WordNet.
3.3 Entorno de evaluación
La mayor parte de los trabajos se centran en la
evaluación directa de la desambiguación, es
decir, en evaluar la efectividad en la asignación
de los significados correctos a las palabras a
desambiguar. Sin embargo, la desambiguación
sirve fundamentalmente como ayuda a otras
tareas. Por tanto, es deseable realizar una
evaluación indirecta que mida la efectividad de
la tarea a la que se aplica, dependiendo del
método de desambiguación empleado [28, 25].
En este caso, aplicamos el método de
desambiguación al proceso de RI.
Para la evaluación de desambiguación
aplicada al proceso de RI, en este trabajo se
utilizan 50 consultas elegidas aleatoriamente de
la colección de prueba TREC-15 (Text REtrieval
Conference) [23], ampliamente utilizada en la
evaluación de sistemas de RI. Particularmente,
hemos seleccionado 5.000 documentos, también
aleatoriamente, del corpus Wall Street Journal
(WSJ).  De toda la información disponible en las
consultas TREC (título, descripción, narrativa,
conceptos, etc.) sólo utilizamos la relativa a la
sección título, por considerarla la única
representativa de una consulta típica de un
usuario de un sistema de RI. Las tablas 1 y 2
muestran las características de esta colección de
prueba.
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 Precisión media y porcentaje de cambio en los 11 niveles estándar y 3 intermedios (0.2, 0.5,


















Consulta original (ejecución inicial)
Consulta original (realimentación)
Consulta expandida (realimentación)
Consulta expandida con WSD (realimentación)
Figura 1. Efectividad para los diferentes tipos de expansión con feedback
Para la evaluación de nuestros experimentos
hemos utilizado el sistema de recuperación de
texto  Smart [4] basado en el modelo del espacio
vectorial y dotado de un módulo de evaluación
de la eficacia sobre colecciones de prueba.
3.4 Resultados e interpretación
En la tabla 3 se muestra el porcentaje de cambio
para el proceso de expansión. Destacando, en el
caso de la expansión haciendo uso de la
desambiguación (73,8%), el incremento mayor
del 3,5% en 3 puntos de recall, con respecto a la
consulta original (71.2%).
En la figura 1 podemos comparar las dos
expansiones realizadas con la consulta original.
En la cual se aprecia una ligera diferencia entre
el proceso de recuperación haciendo uso de
información de sinonimia con desambiguación
(Consulta expandida con WSD), que sin hacer
uso de ningún recurso lingüístico (Consulta
original). Asimismo, la expansión de consulta
para todos los sinónimos (Consulta expandida)
no mejora los resultados de la consulta original
los empeora, ya que se introducen muchos
términos con diferentes significados. Sin
embargo, haciendo uso de la desambiguación se
obtiene una ligera mejora.
4 Generación automática de resúmenes
de texto
4.1 Descripción de la tarea
La característica principal de la técnica de
generación de resúmenes utilizada en nuestros
experimentos es que emplea diversas heurísticas
para valorar la importancia de cada frase,
extrayendo las mejor puntuadas hasta llegar a un
cierto número de ellas [6, 14, 15, 24].
Concretamente, el sistema utilizado se basa en el
método propuesto en [15].
Las heurísticas que utiliza el sistema para
valorar las frases son [15]: palabras clave,
título, situación de la frase en el documento,
palabras de la consulta y sinónimos de las
palabras de la consulta (extraídos de WordNet).
4.2 Entorno de evaluación
Para la evaluación de la generación de
resúmenes aplicada al proceso de RI con
realimentación se han seleccionado todos los
documentos del corpus WSJ, contenido en el
volumen 2 de Tipster, con longitud superior o
igual a 1250 palabras significativas (no
pertenecientes a la lista de parada). Se eligieron
también 50 consultas TREC, de entre las
pertenecientes al intervalo 1-100, que tuvieran al
menos un documento relevante en la
subcolección creada. Las tablas 4 y 5 muestran
las características de esta colección de prueba.
En los experimentos para esta tarea se
utilizaron diferentes tipos de resúmenes:
• Genéricos. Se generaron utilizando las
heurísticas:  palabras clave, título y
localización.
• Adaptados a la consulta. Resúmenes
construidos usando las heurísticas
anteriores y las palabras de la consulta.
Número de documentos 2379
Tamaño (Mb) 34
Número de consultas 50
Número de documentos relevantes 181
Media 11-pt – Ejecución inicial 0.0589
Media 11-pt – Ejecución realimentación 0.1105
% cambio 87.6
Tabla 4.
 Características del corpus usado en la evaluación de resúmenes
















 Número de términos significativos en el corpus y conjunto de
consultas usados en la evaluación de resúmenes
• Adaptados a la consulta expandida. Se
expanden las consultas con los sinónimos
extraídos de WordNet y se aplican los
mismos métodos de valoración que para
los resúmenes adaptados.
• Pseudopasajes. Resúmenes generados
utilizando sólo el método de palabras de
la consulta. El objetivo es valorar la
efectividad de la realimentación usando
resúmenes que serían muy parecidos a
pasajes.
Se experimenta con diferentes longitudes de
resúmenes: 5, 10 y 15% (medida en número de
frases del resumen respecto al documento
completo).
4.3 Resultados e interpretación
Los resultados que presentamos en este apartado
se obtuvieron ejecutando la consulta inicial
sobre la colección original pero realimentando
con los diferentes tipos de resúmenes, en vez de
con el texto completo. Como consultas se
utilizaron los títulos de los topics TREC
seleccionados.
En la tabla 6 se muestra la media de la
precisión en los 11 niveles de recall obtenida por
cada tipo y longitud de resúmenes. También se
presenta el porcentaje de cambio respecto a la
ejecución inicial. En la tabla 4, se presentan los
mismos datos obtenidos al realimentar con el
texto completo.
Los mejores resultados se obtienen con los
resúmenes genéricos y una longitud del 5%. A
continuación, los resúmenes adaptados a las
consultas y a la consulta expandida. Los peores
resultados se obtienen cuando los resúmenes se
construyen utilizando como única heurística las
palabras de la consulta (pesudopasajes).
A partir de los resultados obtenidos puede
concluirse que la realimentación con resúmenes
permite, al menos, obtener tan buenos
resultados, sino mejores en algunos casos, que
usando el texto completo. Pero además, para el
usuario leer un resumen de tan solo el 5% en
lugar del texto completo para decidir sobre la
relevancia de algunos documentos con los que
luego realimentar la consulta representa una
ventaja indudable. Sobre todo, con documentos
largos como los pertenecientes al corpus con el
que hemos experimentado.
Finalmente, la mejora de la precisión no es
muy importante y es mayor para los resúmenes
genéricos que para los adaptados al usuario.
Pensamos que ambos efectos pueden deberse a
la posibilidad de que el sistema de generación de
resúmenes recoja información redundante.
Quizás entre las frases puntuadas con valores
más altos haya algunas con contenido similar.
Es más, la posibilidad de que un documento
contenga información redundante es mayor
cuanto mayor es su longitud; y en nuestros
experimentos hemos usado documentos muy
largos.
5 Conclusiones y futuros trabajos
En este trabajo hemos estudiado la aportación de
dos tareas de análisis del contenido textual en el
entorno de los sistemas de recuperación de texto.
En concreto la desambiguación del significado
de las palabras y la generación automática de
resúmenes.
Utilizamos la técnica de realimentación para
ambas tareas. Por un lado, en la desambiguación
hacemos uso de un enfoque basado en la
combinación de recursos lingüísticos para
mejorar la efectividad de los sistemas de
recuperación de información. A pesar de la
complejidad de la tarea, se ha mejorado la
efectividad de la recuperación haciendo una






































 Precisión media y porcentaje de cambio en los 11 niveles estándar de recall Resultados de los experimentos
de realimentación con resúmenes
vez desambiguada ésta empleando la
realimentación, mediante información de
sinonimia de WordNet. Los resultados
demuestran que es preciso hacer uso de la
desambiguación para sacar el máximo partido a
la expansión de la consulta con WordNet. Y por
otro, se han usado los resúmenes de los
documentos en lugar del texto completo para
realimentar el sistema. Los resultados
demuestran que pueden sustituirlos sin pérdida
de precisión (incluso, se obtienen ligeras mejoras
en algunos casos). Además, aplicados a un
sistema real, ofrecer un resumen en lugar de
todo el texto puede ser un incentivo para usar la
técnica de realimentación. Difícilmente un
usuario utilizará esta técnica si para ello antes
tiene que leer total o parcialmente documentos
muy largos.
También hemos expuesto un método de
evaluación sistemático de ambas tareas que nos
permite comparar la efectividad haciendo uso de
la realimentación, en el ámbito de los sistemas
de recuperación de información.
Consideramos como principal línea de
trabajo futuro el estudio de la sensibilidad de la
RI a los errores de nuestro enfoque de
desambiguación. Asimismo, estamos interesados
en evaluar la aportación que pueden realizar
ambas técnicas aplicadas al mismo tiempo a un
sistema de RI que incorpore realimentación. El
resumen del documento podría utilizarse para
realimentar el sistema y como contexto
suficiente para desambiguar el sentido de las
palabras de la consulta. De esta manera
podríamos expandir la consulta incorporando
información proveniente de WordNet y de los
resúmenes valorados por el usuario.
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