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Extrapolation in Weighted Classical and Grand
Lorentz Spaces. Application to the Boundedness of
Integral operators
Vakhtang Kokilashvili and Alexander Meskhi
Abstract
We establish weighted extrapolation theorems in classical and grand Lorentz spaces. As a consequence
we have the weighted boundedness of operators of Harmonic Analysis in grand Lorentz spaces. We
treat both cases: diagonal and off-diagonal ones.
1 Introduction
Our aim is to introduce new weighted grand Lorentz spaces and to derive Rubio de Franc´ıa’s weighted
extrapolation results in these spaces. The obtained results are applied to get the boundedness of operators
of Harmonic Analysis in weighted grand Lorentz spaces. To derive the boundedness of operators we rely
on a weighted extrapolation theorem in the classical Lorentz spaces which has an independent interest. To
get the latter result we first prove weighted extrapolation statements for Banach function spaces. Rubio de
Franc´ıa’s extrapolation theory gives powerful tools in the study mapping properties of integral operators in
weighted function spaces. One of the important properties of the Ap weights is the extrapolation theorem
announced by Rubio de Franc´ıa [38], and given with a detailed proof in [39]. The first version of the
extrapolation theorem says that if for some p0, a sublinear operator is bounded in L
p0
w for all w ∈ Ap0/λ
with 1 ≤ λ <∞ and λ ≤ p ≤ ∞, then it is bounded in Lpw for all w ∈ Ap/λ and λ < p < ∞. There exists
long list of papers which deals with different proofs of this theorem, generally speaking, in various function
spaces and related topics (see e.g., [12], [9] and references cited therein).
2 Preliminaries
Let (X, d, µ) be a quasi-metric measure space with a quasi-metric d and measure µ. A quasi-metric d is a
function d : X ×X → [0,∞) which satisfies the following conditions:
(i) d(x, y) = 0 if and only if x = y;
(ii) for all x, y ∈ X , d(x, y) = d(y, x);
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(iii) there is a positive constant κ such that d(x, y) ≤ κ (d(x, z) + d(z, y)) for all x, y, z ∈ X .
In what follows we will assume that the balls B(x, r) := {y ∈ X ; d(x, y) < r} are measurable with
positive µ measure for all x ∈ X and r > 0.
If µ satisfies the doubling condition, i.e., there is a positive constant Dµ such that for all x ∈ X and
r > 0,
µ(B(x, 2r)) ≤ Dµµ(B(x, r)), (1)
then we say that (X, d, µ) is a space of homogeneous type (SHT ). Throughout the paper we will assume
that (X, d, µ) is an SHT .
For the definition, examples and some properties of an SHT see, e.g., the paper [34] and the monographs
[41], [7].
Throughout the paper, when we deal with an SHT , we will assume the class of continuous functions is
dense in L1(X).
For a given quasi-metric measure space (X, d, µ) and q satisfying 1 ≤ q ≤ ∞, we will denote by
Lq = Lq(X,µ) the Lebesgue space equipped with the standard norm.
Let f be a µ− measurable function on X and let 1 ≤ p < ∞, 1 ≤ s ≤ ∞. Suppose that w is a weight
function on X , i.e. w is µ− a.e. positive and locally integrable on X . We say that f belongs to the weighted
Lorentz space Lp,sw (X) (L
p,s
w shortly) if
‖f‖Lp,sw =

(
s
∞∫
0
(
w{x ∈ X : |f(x)| > τ}
)s/p
τs−1dτ
)1/s
, if 1 ≤ s <∞,
sups>0 s
(
w({x ∈ X : |f(x)| > s}
)1/p
, if s =∞
is finite, where
wE :=
∫
E
w(x)dµ(x).
It is easy to see that Lp,pw (X) coincides with the weighted Lebesgue space L
p
w.
Denote by f∗w a weighted non-increasing rearrangement of f with respect to the measure dν = wdµ.
Then by integration by parts it can be checked that (see also [21]):
‖f‖Lp,sw =

(
s
p
∞∫
0
(
t1/pf∗w(t)
)s
dt
t
)1/s
, if 1 ≤ s <∞,
supt>0{t
1/pf∗w(t)}, if s =∞, }
Now we list some useful properties of Lorentz spaces (see e.g., , [21], [5] (Ch. 6), [27]):
(i) If 1 ≤ p <∞ and 1 ≤ s ≤ ∞, then Lp,sw (X) is a Banach space with the norm
‖f‖(p,s,w) =

(
∞∫
0
[t1/pf∗∗w (t)]
s dt
t
)1/s
, 1 ≤ s,∞,
supt>0 tf
∗∗
w (t), s =∞
2
which is equivalent to ‖ · ‖Lp,sw , where
f∗∗w (t) =
t∫
0
f∗w(τ)dτ ;
(ii) ‖χE‖Lp,sw = (wE)
1/p;
(iii) If 1 ≤ p < ∞, s2 ≤ s1, then Lp,s2w →֒ L
p,s1
w with the embedding constant Cp,s1,s2 depending only
on p, s1 and s2;
(iv) There is a positive constant Cp,s such that
C−1p,s‖f‖Lp,sw ≤ sup
‖h‖
L
p′,s′
w
≤1
∣∣∣∣ ∫
X
f(x)h(x)w(x)dµ(x)
∣∣∣∣ ≤ Cp,s‖f‖Lp,sw
for every f ∈ Lp,sw , where p
′ = p/(p− 1), s′ = s/(s− 1).
(v) (Ho¨lder’s inequality) Let 1p =
1
p1
+ 1p2 ,
1
s =
1
s1
+ 1s2 . Then
‖f1f2‖Lp,sw ≤ C‖f1‖Lp1,s1w ‖f2‖Lp2,s2w
for all f ∈ Lp1,s1w and f2 ∈ L
p2,s2
w , where C = Cp,s,p1,p2,s1,s2 ;
(vi)
‖f1/q0‖q0
Lp,sw
= ‖f‖
L
p/q0,s/q0
w
for f ∈ L
p/q0,s/q0
w with q0 satisfying the condition p/q0 > 1, s/q0 > 1.
Taking property (iv) into account we have the following statement:
Proposition 2.1. There is a positive constant Cp,s such that
C−1p,s‖f‖Lp,sw ≤ sup
‖w−1h‖
L
p′,s′
w
≤1
∣∣∣∣ ∫
X
f(x)h(x)dµ(x)
∣∣∣∣ ≤ Cp,s‖f‖Lp,sw , (2)
with the same constant Cp,s as in (iv). Hence, the Ko¨the dual space
(
Lp,sw
)′
of Lp,sw with respect to the
measure space (X,µ) (not with respect to the measure space (X, ν), where dν = wdµ) is given by the norm
equivalent to the quasi-norm ‖w−1f‖
Lp
′,s′
w (X)
.
Remark 2.1. In the sequel constants of the type Cp,s,··· , depending on parameters p, s, · · · (for example,
on parameters of Lorentz spaces) and having the property
sup
0<ε,η,··· ,<σ0
Cp−ε,s−η,··· ≡ C <∞; (3)
where σ0 is a small positive constant, will be denoted by C.
For example, the constants from (iii), (iv), (2) and (v) have such a property (see e.g., [21]).
Condition (3) is satisfied, for example, if the mappings (p, s, · · · ) 7→ Cp,s,··· are continuous with respect
to p, s, · · · ,.
Let X be bounded (i.e., it is contained in some ball) and let w be a weight on X . In this case, w is
integrable on X . By the definition the weighted Iwaniec-Sbordone space L
p),θ
w (X) is defined with respect
to the norm:
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‖f‖
L
p),θ
w (X)
= sup
0<ε<p−1
ε
θ
p−ε ‖f‖Lp−εw (X), 1 < p <∞, θ > 0.
The space L
p),θ
w (X) for w ≡ 1 and X = Ω, where Ω is a bounded domain in R, was introduced in [24]
for θ = 1 and in [18] for θ > 0.
For structural properties of L
p),θ
w (X) spaces and mapping properties of operators of Harmonic Analysis
in these spaces we refer, e.g., to the monograph [31] and references cited therein.
In the paper [35] (see also [31], Ch. 14) it was introduced the grand Lorentz space on the interval (0, 1)
as follows: we say that f ∈ Λ
p),θ
w , 0 < p <∞, if
‖f‖
Λ
p),θ
w
= sup
0<ε<ε0
(
εθ
1∫
0
|f∗(t)|p−εw(t)dt
) 1
p−ε
<∞,
where f∗ is the decreasing rearrangement of f with respect to the Lebesgue measure on (0, 1). In the same
paper the boundedness of the Hardy–Littlewood maximal operator was established in Λ
p),θ
w (see also [25],
[14] for related topics). Here g∗ is decreasing rearrangement of g with respect to Lebesgue measure and ε0
is defined as follows:
ε0 =
{
p− 1, if p > 1,
p, if p ≤ 1.
Now we introduce grand Lorentz space in a different way. In particular, for a measurable function f
and a weight function w on X , we let
‖f‖
L
p),s,θ
w
= sup
0<ε<p−1
ε
θ
p−ε ‖f‖Lp−ε,sw ,
where 1 < p <∞, 1 ≤ s ≤ ∞.
Let 1 < p <∞. A weight function w defined on X belongs to the Muckenhoupt class Ap(X) if
[w]Ap(X) := sup
B
(
1
µ(B)
∫
B
w(x) dµ(x)
)(
1
µ(B)
∫
B
w1−p
′
(x)dµ(x)
)p−1
<∞,
where the supremum is taken over all balls B ⊂ X .
Further, we say that w ∈ A1(X) if
(Mw)(x) ≤ Cw(x), for µ− a.e. x, (4)
where M is the Hardy–Littlewood maximal operator defined on X , i.e.,
Mg(x) = sup
B∋x
1
µ(B)
∫
B
|g(y)| dµ(y).
We denote by [w]A1 the best possible constant in (4).
The class of weights A∞ is the union of classes Ap, 1 ≤ p <∞. Further (see [23] and [22]),
[w]A∞ := sup
B
(
1
µ(B)
wdµ
)
exp
(
1
µ(B)
∫
B
logw−1dµ
)
.
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There exists also another A∞ characteristic due to [15]:
[w]WA∞ := sup
B
1
w(B)
∫
B
M(wχB)dµ.
It can be checked (see also [22]) that
[w]WA∞ ≤ Cκ,µ[w]A∞ ≤ Cκ,µ[w]Ap
with some structural constants Cκ,µ and Cκ,µ.
Let 1 < p, q <∞. Suppose that ρ is µ-a.e. positive function such that ρq is locally integrable. We say
that ρ ∈ Ap,q(X) if
[ρ]Ap,q := sup
B
(
1
µB
∫
B
ρq dµ
)(
1
µB
∫
B
ρ−p
′
dµ
)q/p′
<∞,
where the supremum is taken over all balls B ∈ X .
If p = q, then we denote Ap,q by Ap. The next relation can be checked immediately
[ρ]Ap,q = [ρ
q]A1+q/p′ , 1 < p ≤ q <∞.
In particular, this equality for p = q has the form
[ρ]Ap = [ρ
p]Ap , 1 < p <∞.
Since the Lebesgue differentiation theorem holds in (X, d, µ), it can be checked that
[w]Ap ≥ 1; [ρ]Ap,q ≥ 1.
Due to Ho¨lder’s inequality the following monotonicity property of Ap classes holds:
[w]Aq ≤ [w]Ap , 1 ≤ p ≤ q <∞. (5)
It can be also verified that [
w
]
Ap(X)
=
[
w1−p
′
]p−1
Ap′(X)
. (6)
Further, let 1 < p <∞ and 1 ≤ s ≤ ∞. We say that a weight function w belongs to the class A(p, s) if
there is a positive constant C such that
‖χB‖Lp,sw (X)‖w
−1χB‖Lp′,s′w (X)
≤ Cµ(B).
The class of weights A(p, s) was introduced in [6] in Euclidean spaces. In the same paper (see also [16])
it was shown that w ∈ Ap,s if and only if w ∈ Ap provided that 1 < s ≤ ∞.
Let us recall that the following Buckley-type estimate holds for the Hardy-Littlewood maximal operator
M defined on an SHT :
‖M‖Lpw(X)→Lpw(X) ≤ cp
′[w]
1/(p−1)
Ap(X)
, 1 < p <∞, (7)
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where [w]Ap(X) is the Ap characteristic of a weight w defined on X (see [22]). For example, if X is an
interval in R, then we can take c = 2. According to [22] the constant c is defined as follows (see also [30])
c = 32κDµ(2θ)Dµ(1 + τκ,µ), (8)
where
τκ,µ = 6
(
32κ4(4κ+ 1)
)Dµ
, (9)
θ = 4κ2 + κ, Dµ is the constant defined by (1), κ is the triangle inequality constant for the quasi-metric d.
In fact, in [22] the authors established more general bound for ‖M‖Lpw(X) involving A∞ characteristic
but for our aims it suffices to apply estimate (7).
In what follows we use standard notation from Banach space theory and operator theory. Let L0(µ) =
L0(X,µ) be the space of (equivalence classes of) µ-measurable real-valued functions. A Banach space E is
said to be a Banach function space (BFS shortly) on X if the following properties are satisfied:
(i) ‖f‖E = 0 if and only if f = 0 µ− a.e.;
(ii) |g| ≤ |f | µ− a.e. implies that ‖g‖X ≤ ‖f‖X ;
(iii) if 0 ≤ fj ↑ f µ− a.e., the, ‖fj‖E ↑ ‖f‖E;
(iv) if χF ∈ L0(µ) is such that µ(F ) <∞, then χF ∈ E;
(v) if χF ∈ L0(µ) is such that µ(F ) <∞, then
∫
F
fdµ ≤ CF ‖f‖E for all f ∈ E and with some positive
constant CF .
For a BFS E it is defined Ko¨the dual (or associated) space E′ consists of all f ∈ L0(µ)
‖f‖E′ = sup
{∫
X
fgdµ : ‖g‖E ≤ 1
}
<∞.
It is known that the space E′ is a Banach function space (see e.g., [2], Theorem 2.2). In Banach function
spaces the Ho¨lder inequality holds (see, e.g., [2], Theorem 2.4):∫
X
|fg|dµ ≤ ‖f‖E‖g‖E′.
For a Banach space E and 0 < p <∞, the p-convexification of E is defined as follows:
Ep = {f : |f |p ∈ E}.
Ep can be equipped with the quasi-norm ‖f‖Ep = ‖|f |p‖
1/p
E . It can be observed that if 1 ≤ p < ∞,
then Ep is a Banach space as well. For 1 ≤ p < ∞ and BFSs E and F , we have that E1/p = F if and
only if E = F p.
In [12] it was proved the following quantitative variant of the Rubio de Franc´ıa’s ([38]) extrapolation
theorem (see also [29] for related topics):
Theorem A (Diagonal Case). Let (X, d, µ) be an SHT . Suppose that for some family F of pairs
of non-negative measurable functions (f, g), for some p0 ∈ [1,∞) and all (f, g) ∈ F and w ∈ Ap0(X) the
inequality
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(∫
X
gp0w dµ
) 1
p0
≤ C N
(
[w]Ap0 (X)
)(∫
X
fp0w dµ
) 1
p0
(10)
holds, where N is a non-decreasing function and the constant C does not depend on (f, g) and w. Then for
any p, 1 < p <∞, w ∈ Ap(X) and all (f, g) ∈ F we have
(∫
X
gpw dµ
) 1
p
≤ C K(w, ‖M‖, p, p0)
(∫
X
fpw dµ
) 1
p
,
where the positive constant C is the same as in (10), and
K(w, ‖M‖, p, p0) =

N
(
[w]Ap(X)
(
2‖M‖Lpw(X)→Lpw(X)
)p0−p)
, p < p0,
N
(
[w]
p0−1
p−1
Ap(X)
(
2‖M‖
Lp
′
w1−p
′
(X)
→Lp
′
w1−p
′
(X)
) p−p0
p−1
)
, p > p0.
Remark 2.2. By (6) and (7) we have that
K(w, ‖M‖, p, p0) ≤ K(w, p, p0),
where
K(w, p, p0) =

N
(
(2cp′)p0−p[w]
(p′−1)(p0−p)
Ap(X)
)
, p < p0,
N
(
(2cp′)
p0−p
p−1 [w]
2p0+pp0+1
(p−1)2
Ap(X)
)
, p > p0.
Theorem B (Off-diagonal case). Let (X, d, µ) be an SHT . Suppose that for pairs of non-negative
measurable functions (f, g) ∈ F , p0 ∈ [1,∞), q0 ∈ (0,∞), and all w ∈ Ap0,q0(X) we have(∫
X
gq0wq0 dµ
) 1
q0
≤ C N
(
[w]Ap0,q0 (X)
)(∫
X
fp0wp0 dµ
) 1
p0
, (11)
where N is non-decreasing function and the constant C does not depend on (f, g) and w. Then for all p,
1 < p <∞, and q, 0 < q <∞, such that
1
q0
−
1
q
=
1
p0
−
1
p
,
and all w ∈ Ap,q(X) the inequality(∫
X
gqwq dµ
) 1
q
≤ C K(w, ‖M‖, p, q, p0, q0)
(∫
X
fpwp dµ
) 1
p
,
is fulfilled where C is the same constant as in (11) and
K(w, ‖M‖, p, q, p0, q0)=

N
(
[w]Ap,q(X)
(
2‖M‖Lγq
wq
(X)→Lγq
wq
(X)
)γ(q−q0))
, q < q0,
N
(
[w]
γq0−1
γq−1
Ap,q(X)
(
2‖M‖
Lγp
′
w−p
′
(X)→Lγp
′
w−p
′
(X)
) γ(q−q0)
γq−1
)
, q > q0,
with
γ :=
1
q0
+
1
p′0
. (12)
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Remark 2.3. From (7) it follows the following estimate:
K(w, ‖M‖, p, q, p0, q0) ≤ K(w, p, q, p0, q0),
where
K(w, p, q, p0, q0) =

N
[(
2c
(
1 +
q
p′
))γ(q−q0)
[wq]
1+
γ(q−q0)p
′
q
A1+ q
p′
(X)
]
, q < q0,
N
[(
2c
(
1 + qp′
)) γ(q−q0)
γq−1
[wq ]A1+ q
p′
(X)
]
, q > q0,
and c is defined by (8).
Taking the estimate
[w]Ap,q = [w
q]A1+q/p′
and Remark 2.3 into account, Theorem B can be reformulated as follows:
Theorem B’. Let 0 < q0 < ∞. Assume that for some family F of pairs of non-negative functions
(f, g), for p0 ∈ [1,∞), and for all w ∈ A1+q0/(p0)′ the inequality(∫
X
gq0(x)w(x) dµ
) 1
q0
≤ CN
(
[w]A1+q0/(p0)′
)(∫
X
fp0(x)wp0/q0(x) dµ
) 1
p0
(13)
holds, where N is a non-decreasing function and the constant C does not depend on (f, g) and w. Then for
all 1 < p <∞, 0 < q <∞ such that
1
q0
−
1
q
=
1
p0
−
1
p
,
for all w ∈ A1+q/p′ and all (f, g) ∈ F(X × Y ) we have(∫
X
gq(x)w(x) dµ
) 1
q
≤ CK(w, p, q, p0, q0)
(∫
X
fp(x)wp/q(x) dµ
) 1
p
, (14)
where C is the same constant as in (13),
K(w, p, q, p0, q0) =

N
[(
2c
(
1 +
q
p′
))γ(q−q0)
[w]
1+
γp′(q0−q)
q
A1+ q
p′
(X)
]
, q < q0,
N
[(
2c
(
1 + qp′
)) γ(q−q0)
γq−1
[w]A1+ q
p′
]
, q > q0,
(15)
with c and γ defined by (8) and (12), respectively.
Finally we mention that in the sequel under the symbol f(t) ≈ g(t) we mean that there is a positive
constants c independent of t such that 1cf(t) ≤ g(t) ≤ cf(t).
3 Extrapolation in Banach Function Spaces
One of our aims in this paper is to establish weighted extrapolation in Banach function spaces (BFS
shortly) defined on an SHT . This will enable us to get quantitative estimates in the case of weighted
Lorentz spaces Lp,sw (X) which will be applied to get appropriate results in grand Lorentz spaces and
consequently, the boundedness of operators of Harmonic Analysis in these spaces.
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We say that a BFS denoted by E belongs to M(X) if the maximal operator M is bounded in E.
For extrapolation results on BFSs we refer to [8], [10], [20] (see also [9] for related topics). It should
be emphasized that in [20] the author studied weighted extrapolation problem in mixed norm spaces.
Before formulating the main results recall that according to Remark 2.1 we denote by C constants
depending on p, s, · · · , and having property (3).
Theorem 3.1. [Diagonal Case] Let F be a family of pairs (f, g) of measurable non-negative functions
f, g defined on X. Suppose that there is a positive constant C such that for some 1 < p0 < ∞, for every
w ∈ Ap0(X) and all (f, g) ∈ F , the one-weight inequality holds(∫
X
gp0(x)w(x) dµ(x)
) 1
p0
≤ CN
(
[w]Ap0
)(∫
X
fp0(x)w(x) dµ(x)
) 1
p0
, (16)
where N(·) is a non-negative and non-decreasing function. Suppose that E is a BFS and that there exists
1 < q0 <∞ such that E1/q0 is again a BFS. If (E1/q0)′ ∈M(X), then for any (f, g) ∈ F with ‖g‖E <∞,
‖g‖E ≤ 4CK(‖M‖(E1/q0)′ , p, p0)‖f‖E,
where K is defined as follows:
K
(
‖M‖(E1/q0)′ , q0, p0
)
=

N
(
(2c(q0)
′)p0−p‖M‖
((q0)
′−1)(p0−(q0)
′)
(E1/q0)′
)
, q0 < p0,
N
(
(2c(q0)
′)
p0−q0
q0p−1 ‖M‖
2p0+q0p0+1
(q0−1)
2
(E1/q0)′
)
, q0 > p0
(17)
and C is the same as in (16).
Theorem 3.2. [Off-diagonal Case] Let F be a family of pairs (f, g) of measurable non-negative functions
f, g on X. Suppose that for some 1 ≤ p0, q0 < ∞ and for every w ∈ A1+q0/(p0)′(X) and (f, g) ∈ F , the
one-weight inequality holds
(∫
X
gq0(x)w(x) dµ(x)
) 1
q0
≤ CN
(
[w]A1+q0/(p0)′ (X)
)(∫
X
fp0(x)wp0/q0(x) dµ(x)
) 1
p0
(18)
with a positive constant C independent of (f, g) and w, and with some positive non-decreasing function
N(·). Suppose that E and E are BFSs such that there exist 1 < p˜0 < ∞, 1 < q˜0 < ∞ satisfying the
conditions
1
p˜0
−
1
q˜0
=
1
p0
−
1
q0
, (19)
E(X)1/q˜0 , E(X)1/p˜0 are BFSs (20)
and
(
E(X)1/q˜0
)′
=
[(
E(X)1/p˜0
)′]p˜0/q˜0
. (21)
If
(
E
1/q0
)′
∈M(X), then for any (f, g) ∈ F with ‖g‖E <∞, we have
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‖g‖E ≤ 4C
(
K(‖M‖, p˜0, q˜0, p0, q0)
)q˜0
‖f‖E,
where the constant C is the same as in (18),
K(‖M‖, p˜0, q˜0, p0, q0)
= C

N
[(
2c
(
1 +
q˜0
(p˜0)′
))γ(q˜0−q0)
‖M‖
1+
γ(q0−(p˜0)
′)
q˜0
(E1/q0)′
]
, q˜0 < q0,
N
[(
2c
(
1 + q˜0(p˜0)′
)) γ(q˜0−q0)
γq˜0−1
‖M‖(E1/q0)′
]
, q˜0 > q0,
with γ defined by (12).
Proof of Theorem 3.1 We use the arguments from the proof of Theorem 3.2 in [20]. Take q0 so that the
conditions of the theorem are satisfied. By using Theorem A together with Remark 2.2 we have that for
any w ∈ A1(X), (∫
X
gq0(x)w(x)dµ(x)
) 1
q0
≤ CK
(
w, q0, p0
)(∫
X
f q0(x)w(x) dµ(x)
) 1
q0
,
where the constant C is the same as in (16) and
K
(
w, q0, p0
)
=

N
(
(2c(q0)
′)p0−q0 [w]
((q0)
′−1)(p0−q0)
A1(X)
)
, q0 < p0,
N
(
(2c(q0)
′)
p0−q0
q0−1 [w]
2p0+q0p0+1
(q0−1)
2
)
A1(X)
, q0 > p0
.
Let now F = E1/q0 . Then following to the Rubio de Franc´ıa’s algorithm ([38]), for any non-negative
measurable functions h, we define
Rh(x) =
∞∑
k=0
Mkh(x)
2k‖M‖kF ′
, x ∈ X,
where M is the Hardy-Littlewood maximal operators defined on X ; Mk is k-th iteration of M with
M0h = h. It is easy to check that
h(x) ≤ Rh(x); ‖Rh‖F ′ ≤ 2‖h‖F ′; [Rh]A1(X) ≤ ‖M‖F ′ . (22)
Further, from the definition of the Ko¨the dual space, there exists a non-negative µ− measurable function
h ∈ F ′(X) with ‖h‖F ′(X) ≤ 1 such that
‖g‖q0E = ‖g
q0‖F ≤ 2
∫
X
|g(x)|q0h(x)dµ(x).
Further, by the first inequality of (22) we have that∫
X
|g(x)|q0h(x)dµ(x) ≤
∫
X
|g(x)|q0 (Rh)(x)dµ(x).
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To apply Theorem A we show that∫
X
|g(x)|q0(Rh)(x)dµ(x) <∞.
This is true because the first and second inequalities of (22) with Ho¨lder’s inequality yield that
∫
X
(g(x))q0 (Rh)(x)dµ(x) ≤ ‖gq0‖F ‖Rh‖F ′ ≤ 2‖g‖
q0
E ‖h‖F ′ ≤ 2‖g‖
q0
E <∞.
Further, by the third inequality of (22) we have that Rh ∈ A1(X). Consequently,
‖g‖q0E ≤ 2
∫
X
gq0hdµ ≤ 2
∫
X
gq0(Rh)dµ ≤ 2CKq0(Rh, q0, p0)
∫
X
f q0(Rh)dµ
≤ 2CKq0(Rh, q0, p0)‖f
q0‖F ‖Rh‖F ′ ≤ 4CK
q0(Rh, q0, p0)‖f‖
q0
E ‖h‖F ′
≤ 4CKq0(Rh, q0, p0)‖f‖
q0
E ,
where
K(Rh, q0, p0) =

N
(
(2c(q0)
′)p0−p[Rh]
((q0)
′−1)(p0−q0)
A1(X)
)
, q0 < p0,
N
(
(2c(q0)
′)
p0−q0
q0−1 [Rh]
2p0+q0p0+1
(q0−1)
2
A1(X)
)
, q0 > p0.
.
Thus, applying the third estimate of (22) we find that
‖g‖E ≤ 4CK
(
‖M‖(E1/q0)′ , q0, p0
)
‖f‖E
with K(‖M‖(E1/q0)′ , q0, p0) defined by (17).
This complete the proof of the theorem. 
Proof of Theorem 3.2. Choose p˜0, q˜0 so that p0 ≤ p˜0 <∞, q0 ≤ q˜0 <∞, and conditions (19), (20) and
(21) are satisfied.
Applying Theorem B’ we have that for any w ∈ A1,
(∫
X
gq˜0(x)w(x) dµ(x)
) 1
q˜0
≤ CK(w, p˜0, q˜0, p0, q0)
(∫
X
f p˜0(x)wp˜0/q˜0(x) dµ(x)
) 1
p˜0
holds, where N is a non-decreasing function and the constant C is the same as in (18), and
K(w, p˜0, q˜0, p0, q0) =

N
[(
2c
(
1 +
q˜0
(p˜0)′
))γ(q˜0−q0)
[w]
1+
γ(p˜0)
′(q0−q˜0)
q˜0
A
1+
q0
(p0)
′
(X)
]
, q˜0 < q0
N
[(
2c
(
1 + q˜0(p˜0)′
)) γ(q˜0−q0)
γq˜0−1
[w]A
1+
q0
(p0)
′
]
, q˜0 > q0.
Let now F = E
1/q˜0
and F = E1/p˜0 . Then following again to the Rubio de Franc´ıa’s algorithm, for any
non-negative measurable function h, we introduce
Rh(x) =
∞∑
k=0
Mkh(x)
2k‖M‖k
F
′
, x ∈ X,
11
where, as before, M is the Hardy-Littlewood maximal operators defined on X . Further, it can be checked
that
h(x) ≤ Rh(x); ‖Rh‖F ′ ≤ 2‖h‖F ′ , [Rh]A1(X) ≤ ‖M‖F ′ . (23)
Let us take now non-negative µ− measurable function h ∈ F
′
(X) with ‖h‖F ′(X) ≤ 1 such that
‖g‖q˜0
E
= ‖g‖q˜0
F
q˜0
= ‖gq˜0‖F ≤ 2
∫
X
gq˜0(y)h(y)dµ(y) ≤ 2
∫
X
gq˜0(y)(Rh)(y)dµ(y).
The latter estimate follows from the first inequality in (23). Further, observe that Ho¨lder’s inequality and
the second estimate of (23) yield that
∫
X
(g(x))q˜0 (Rh)(x)dµ(x) ≤ 2‖gq˜0‖F ‖Rh‖F ′ ≤ 4‖g
q˜0‖F = 4‖g‖
q˜0
E
<∞.
By using the fact that Rh ∈ A1(X), Ho¨lder’s inequality, Theorem B’ and the third inequality of (23)
we find that
‖g‖q˜0E ≤ 2
∫
X
(g(x))q˜0Rh(x)dµ(x)
≤ 2C
(
K(Rh, p˜0, q˜0, p0, q0)
)q˜0(∫
X
(f(x))p˜0
(
Rh(x)
)p˜0/q˜0
dµ(x)
)q˜0/p˜0
≤ 2C
(
K(Rh, , p˜0, q˜0, p0, q0)
)q˜0
‖f p˜0‖
q˜0/p˜0
F ‖(Rh)
p˜0/q˜0‖
q˜0/p˜0
F ′
= 2C
(
K(Rh, , p˜0, q˜0, p0, q0)
)q˜0
‖f‖q˜0E ‖Rh‖F ′
≤ 4C
(
K(Rh, , p˜0, q˜0, p0, q0)
)q˜0
‖f‖q˜0E ‖h‖F ′
≤ 4C
(
K(Rh, p˜0, q˜0, p0, q0)
)q˜0
‖f‖q˜0E .
where K(Rh, p˜0, q˜0, p0, q0) is given by
K
(
Rh, p˜0, q˜0, p0, q0
)
=

N
[(
2c
(
1 +
q˜0
(p˜0)′
))γ(q˜0−q0)
‖Rh‖
1+
γq˜0(q0−q˜0)
(p˜0)
′
A1
]
, q˜0 < q0,
N
[(
2c
(
1 + q˜0(p˜0)′
)) γ(q˜0−q0)
γq˜0−1
‖Rh‖A1
]
, q˜0 > q0,
Further, by virtue of the third inequality of (23) we have that
K(Rh, p˜0, q˜0, p0, q0) ≤ K˜(‖M‖, p˜0, q˜0, p0, q0).
Finally we get the desired result . 
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4 Weighted Extrapolation in Lorentz Spaces
In this section we prove weighted extrapolation results for weighted Lorentz spaces. Initially let us recall
the following result regarding the boundedness of M in weighted Lorentz spaces (see [6] for Rn and [16] for
an SHT ):
Theorem C. Let 1 < p, s <∞. Then M is bounded in Lp,sw (X) if and only if w ∈ Ap(X).
We need to calculate the quantitative upper bound of the norm of maximal operator in weighted Lorentz
spaces.
Proposition 4.1. Let 1 < p, s <∞ and let w ∈ Ap(X). Then the following estimate holds:
‖Mf‖Lp,sw ≤ C2
1/p(ε0)
−1
[
p[w]Ap−ε0 + (p− ε)[w]Ap+ε0
]
,
where C is a structural constant and
ε0 =
p− 1
1 + τκ,µ[w]Ap
, (24)
with τκ,µ defined in (8).
Proof. Let w ∈ Ap. Then w ∈ Ap−ε0 with ε0 defined by (24) (see, e.g. [22]). By monotonicity property of
Ap classes we have that w ∈ Ap+ε0 . Hence by (7):
‖M‖
L
p−ε0
w (X) 7→L
p−ε0,∞
w (X)
≤ c(p− ε0)
′[w]Ap−ε0 (X)
and
‖M‖
L
p+ε0
w (X) 7→L
p+ε0,∞
w (X)
≤ C[w]Ap+ε0 (X),
where c is defined by (8).
Consequently, by virtue of the Marcinkiewicz interpolation theorem in Lorentz spaces (see [40], Ch. V)
we find that
‖M‖Lp,sw (X) 7→Lp,sw (X)
≤ C21/pε−10
[
p‖M‖
L
p−ε0
w (X) 7→L
p−ε0,∞
w (X)
+ (p− ε0)‖M‖Lp+ε0w (X) 7→Lp+ε0,∞w (X)
]
.
This implies that
‖M‖Lp,sw (X) 7→Lp,sw (X) ≤ C2
1/pε−10
[
p[w]Ap+ε0 + (p− ε0)[w]Ap−ε0
]
.
The next statement will be useful for us:
Proposition 4.2. Lt 1 < p, s <∞ and let w ∈ Ap(X). Then the following estimate holds:
‖w−1Mf‖
Lp
′,s′
w
≤ C21/p
′
(ε0)
−1
[
p′[w]Ap−ε0 + (p− ε)
′[w]Ap+ε0
]
‖w−1f‖
Lp
′,s′
w
,
where ε0 is defined by (24).
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Proof. Let w ∈ Ap. Then, w ∈ Ap−ε0 , w ∈ Ap+ε0 , where ε0 is defined by (24). Hence,
w1−(p−ε0)
′
∈ A(p−ε0)′ ; w
1−(p+ε0)
′
∈ A(p+ε0)′ .
Consequently, by (7),
‖M‖
L
(p−ε0)
′
w1−(p−ε0)
′
(X)→L
(p−ε0)
′
w1−(p−ε0)
′
(X)
≤ c(p− ε0)
[
w1−(p−ε0)
′
]1/((p−ε0)′−1)
A(p−ε0)′ (X)
and
‖M‖
L
(p+ε0)
′
w1−(p+ε0)
′
(X)→L
(p+ε0)
′
w1+(p−ε0)
′
(X)
≤ c(p+ ε0)
[
w1−(p+ε0)
′
]1/((p+ε0)′−1)
A(p+ε0)′ (X)
.
We can rewrite these estimates as follows:
‖w−1Mf‖
L
(p−ε0)
′
w (X)
≤ C1(w, p, ε0)‖w
−1f‖
L
(p−ε0)
′
w (X)
and
‖w−1Mf‖
L
(p+ε0)
′
w (X)
≤ C2(w, p, ε0)‖w
−1f‖
L
(p+ε0)
′
w (X)
,
where
C1(w, p, ε0) = c(p− ε0)
[
w1−(p−ε0)
′
]1/((p−ε0)′−1)
A(p−ε0)′ (X)
and
C2(w, p, ε0) = c(p+ ε0)
[
w1−(p−ε0)
′
]1/((p+ε0)′−1)
A(p+ε0)′ (X)
with the constant c defined by (8).
By using Marcinkiewicz interpolation theorem for Lorentz spaces (see [40], Ch. V) with respect to
sublinear operator
Tf = w−1Mf
we get
‖w−1Mf‖
Lp
′,r
w (X)
≤ C(w, p, ε)‖w−1M‖
Lp
′,r
w (X)
,
where 1 < r <∞ and
C(w, p, ε) = C21/p
′
ε−10
[
p′C1(w, p, ε) + (p− ε0)
′C2(w, p, ε)
]
.
Here we used the fact that
1
p′
=
1− t
(p− ε)′
+
t
(p+ ε)′
, 0 < t < 1.
Taking r = s′ we get the desired result.
Theorem 4.1. [Diagonal Case] Let F be a family of pairs (f, g) of measurable non-negative functions f, g
defined on X. Suppose that for some 1 ≤ p0 <∞, for every w ∈ Ap0(X) and all (f, g) ∈ F , the one-weight
inequality (∫
X
gp0(x)w(x) dµ(x)
) 1
p0
≤ CN
(
[w]Ap0
)(∫
X
fp0(x)w(x) dµ(x)
) 1
p0
(25)
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holds with a positive non-decreasing function N(·) and some positive constant C which does not depend on
(f, g) and w. Then for any 1 < p, s <∞, for all (f, g) ∈ F and any w ∈ Ap(X),
‖g‖Lp,s ≤ 4CK1
(
‖M‖L(p/q0)′ , p, s
)
‖f‖Lp,s,
where the constant C is the same as in (25) and
K1(‖M‖L˜(p/q0)
′,(s/q0)
′
w
, p, s) =

N
(
(2c(q0)
′)p0−p‖M‖
((q0)
′−1)(p0−(q0)
′)
L˜
(p/q0)
′,(s/q0)
′
w
)
, q0 < p0,
N
(
(2c(q0)
′)
p0−q0
q0p−1 ‖M‖
2p0+q0p0+1
(q0−1)
2
L˜
(p/q0)
′,(s/q0)
′
w
)
, q0 > p0.
with non-decreasing N and q0 ∈ (1, p), and
L˜(p/q0)
′,(s/q0)
′
w =
{
f : X 7→ R :
∥∥∥ 1
w
f
∥∥∥
L
(p/q0)
′,(s/q0)
′
w
<∞
}
.
Proof. Let 1 < p < ∞ and let w ∈ Ap(X). Then w ∈ Ap−ε0(X) with ε0 equal to the expression given by
(24). Take q0 so that p − ε0 < p/q0. Then by monotonicity property of Muckenhoupt classes, w ∈ Ap/q0 .
Due to Proposition 4.2 we find that
‖w−1Mf‖
L
(p/q0)
′,(s/q0)
′
w
≤ C21/(p/q0)
′
(ε0)
−1
[( p
q0
)′
[w]A p
q0
−ε0
+
( p
q0
− ε
)′
[w]A p
q0
+ε0
]
‖w−1f‖
L
(p/q0)
′,(s/q0)
′
w
.
Now the result follows from Theorem 3.1.
Remark 4.1. Taking the proof of Theorem 4.1 into account we find that
‖M‖
L˜
(p/q0)
′,(s/q0)
′
w
≤ C(p, q0, ε0, [w]A p
q0
+ε0
, [w]A p
q0
+ε0
),
where
sup
0<ε<δ0
C
(
p− ε, q0, ε0, [w]A p−ε
q0
+ε0
, [w]A p−ε
q0
+ε0
)
<∞
for some small positive number δ0.
Theorem 4.2. [Off-diagonal Case] Let F be a family of pairs (f, g) of measurable non-negative functions
f, g on X. Suppose that for some 1 < p0, q0 < ∞ and for every w ∈ A1+q0/(p0)′(X) and (f, g) ∈ F , the
one-weight inequality
(∫
X
gq0(x)w(x) dµ(x)
) 1
q0
≤ CN
(
[w]A1+q0/(p0)′ (X)
)(∫
X
fp0(x)wp0/q0(x) dµ(x)
) 1
p0
holds with a positive constant C independent of (f, g) and w, and some non-decreasing positive function
N(·). Suppose that 1 < p, q, r, s <∞ are chosen so that
1
p
−
1
q
=
1
s
−
1
r
=
1
p0
−
1
q0
.
Then for all w ∈ A1+p/q′ and all (f, g) ∈ F we get
‖g‖Lq,rw (X) ≤ K(‖M‖, p, q, r, s)‖w
1
q−
1
p f‖Lp,sw (X),
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where
K(‖M‖, p, q, r, s) = C

N
[(
2c
(
1 +
q˜0
(p˜0)′
))γ(q˜0−q0)
‖M‖
1+
γq˜0(q0−q˜0)
(p˜0)
′(
[Lq,rw ]1/q0
)
′
]
, q˜0 < q0,
N
[(
2c
(
1 + q˜0(p˜0)′
)) γ(q˜0−q0)
γq−1
‖M‖(
[Lq,rw ]1/q0
)
′
]
, q˜0 > q0,
with γ defined by (12) and q˜0 is defined so that
1 < q˜0 <
qp′
p′ + q − ε0p′
(26)
with ε0 defined by (24).
Proof. Let 1 < p, r, q, s < ∞ are chosen so that the conditions of the theorem are fulfilled. Suppose that
w ∈ A1+p/q′(X). Then the openness property of Muckenhoupt classes yields that w ∈ A1+p/q′−ε0(X),
where ε0 is defined by (24) but replaces p by 1 + q/p
′.
Choose p˜0 and q˜0 so that
1
p0
−
1
q0
=
1
p˜0
−
1
q˜0
and that (26) holds. In this case, w ∈ Aq/q˜0 and q˜0 < q. Hence by Proposition 4.2 we find that
‖w−1Mf‖
L
(q/q0)
′,(r/q0)
′
w
≤ C(q, r, q0, [w]Aq/q˜0−ε0 , [w]Aq/q˜0+ε0 )‖w
−1f‖
L
(q/q0)
′,(r/q0)
′
w
with
sup
0<ε<δ0
C(q − ε, r, q0, [w]A(q−ε)/q˜0−ε0 , [w]A(q−ε)/q˜0+ε0 ) <∞.
Let E = Lq,rw and
E =
{
f :
∥∥∥∥w 1q− 1p f∥∥∥∥
Lr,sw
<∞
}
.
Observe now that
p0
q˜0
( p
p˜0
)′
=
( q
q˜0
)′
;
p0
q˜0
( s
p˜0
)′
=
( r
q˜0
)′
which, on the other hand, implies that
∥∥∥∥w 1q− 1p f∥∥∥∥
L˜
p,s,q˜0,p˜0
w
=
∥∥∥∥w−1f∥∥∥∥
L
q,r,q˜0
w
,
where
L˜p,s,q˜0,p˜0w =
[((
Lp,sw
)1/p˜0)′]p˜0/q˜0
; L
q,r,q˜0
w =
[(
Lq,rw
)1/q˜0]′
.
Now the result follows from Theorem 3.2.
Remark 4.2. The proof of Theorem 4.2 yields that
‖Mf‖
L
q,r,q˜0
w
≤ C(q, q0, q˜0, ε0, w),
where
sup
0<ε<δ0
C
(
q − ε, q0, ε0, q˜0, w
)
<∞
for some small positive number δ0.
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5 Extrapolation in Grand Lorentz Spaces
Applying statements proven in Section 4 we have the following results regarding grand Lorentz spaces:
Theorem 5.1. [Diagonal Case] Let w be integrable weight on X and let F be a family of pairs (f, g)
of measurable non-negative functions f, g defined on X. Suppose that for some 1 ≤ p0 < ∞, for every
w ∈ Ap0(X) and all (f, g) ∈ F , the one-weight inequality holds(∫
X
gp0(x)w(x) dµ(x)
) 1
p0
≤ CN
(
[w]Ap0
)(∫
X
fp0(x)w(x) dµ(x)
) 1
p0
with some positive constant C which does not depend on (f, g) and w, and positive non-decreasing function
N(·). Then for any 1 < p <∞, 1 ≤ s <∞, θ > 0, w ∈ Ap(X) and for all (f, g) ∈ F ,
‖g‖
L
p),s,θ
w
≤ C‖f‖Lp),s,θ ,
with the positive constant C independent of (f, g).
Proof. Let w ∈ Ap. By Ho¨lder’s inequality and the fact that w is integrable on X it is enough to prove
that
sup
0<ε<σ0
ε
θ
p−ε ‖g‖Lp−ε,sw ≤ C sup
0<ε<σ0
ε
θ
p−ε ‖f‖Lp−ε,sw
for all (f, g) ∈ F and for some positive constant σ0.
Observe that Theorem 4.1 and Remark 4.1 yield that
ε
θ
p−ε ‖g‖Lp−ε,sw ≤ C(w, p, s, ε)ε
θ
p−ε ‖f‖Lp−ε,sw
for all (f, g) ∈ F and all w ∈ Ap−ε with 0 < ε < σ0, where
sup
0<ε<σ0
C(w, p, s, ε) <∞.
Theorem 5.2. [Off-diagonal Case] Let w be an integrable weight on X. Let F be a family of pairs (f, g)
of measurable non-negative functions f, g on X. Suppose that for some 1 < p0 ≤ q0 < ∞ and for every
w ∈ A1+q0/(p0)′(X) and (f, g) ∈ F , the one-weight inequality holds
(∫
X
gq0(x)w(x) dµ(x)
) 1
q0
≤ CN
(
[w]A1+q0/(p0)′ (X)
)(∫
X
fp0(x)wp0/q0(x) dµ(x)
) 1
p0
with a positive constant C independent of (f, g) and w, and some non-decreasing positive function N(·).
Suppose that 1 < p, q, r, s <∞ are chosen so that
1
p
−
1
q
=
1
p0
−
1
q0
;
1
s
−
1
r
=
1
p0
−
1
q0
.
Then for all w ∈ A1+p/q′ and all (f, g) ∈ F , we have
‖g‖
L
q),r,qθ/p
w (X)
≤ C‖f‖
L
p),s,θ
w (X)
,
where the positive constant C is independent of (f, g).
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Proof. Since X is bounded, by Ho¨lder’s inequality we have that
‖g‖
L
q),r,qθ/p
w (X)
≤ C sup
0<ε<ε0
ε
θq
p(q−ε) ‖g‖Lq−ε,rw .
Let us set:
Ψ(x) := Φ(xθ), Φ(x) :=
[ x− q
1−A(x− q)
+ p
]1−(x−q)A
with a number A defined by
A :=
1
p0
−
1
q0
=
1
p
−
1
q
=
1
s
−
1
r
.
It is easy to check that
Ψ(x) ≈ xqθ/p, x→ 0.
Hence, it suffices to show that
sup
0<ε<ε0
Ψ(ε)
1
q−ε ‖g‖Lq−ε,rw ≤ C sup
0<η<η0
η
θ
p−η ‖f‖Lp−η,sw
for all (f, g) ∈ F and for some positive constant ε0, where ε0 ∈ (0, q − 1),
Here η and ε satisfy the condition:
1
p− η
−
1
q − ε
= A,
and η0 is chosen so that if ε ∈ (0, ε0), then η ∈ (0, η0).
Theorem 4.2 and Remark 4.2 yield
sup
0<ε<ε0
Ψ(ε)
1
q−ε ‖g‖Lq−ε,rw (X) ≤ C sup
0<η<η0
C(w, p − η, s, q − ε, r)η
θ
p−η ‖f‖Lp−η,sw (X)
≤ C‖f‖
L
p),s,θ
w (X)
.
Observe that here 0 < ε < ε0 if and only if 0 < η < η0. Finally, since Φ(ε) ≈ εq/p we have the desired
result.
6 Applications of Extrapolation Results in
Grand Lorentz Spaces
Based on extrapolation results we get the boundedness of integral operators of Harmonic Analysis in grand
Lorentz spaces. In this section we will assume that X is bounded. We denote by D(X) the class of bounded
functions on X .
6.1 Maximal, fractional and singular integral operators
Let K be the Caldero´n-Zygmund operator defined on an SHT, i.e., K satisfies the following conditions (see,
e.g., [1], [7]):
(i) K is linear and bounded in Lp(X) for every p ∈ (1,∞);
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(ii) there is a measurable function k : X ×X 7→ R such that for every f ∈ D(X),
Kf(x) =
∫
X
k(x, y)f(y)dµ(y),
for a.e. x /∈ supp f , where D(X) is the class of bounded functions with compact supports defined on X .
(iii) the kernels k and k∗ (here k∗(x, y) := k(y, x)) satisfy the following pointwise Ho¨rmander’s condition:
there are positive constants C, β and A > 1 such that
|k(x0, y)− k(x, y)| ≤ C
d(x0, x)
β
µ(B(x0, 2d(x0, y)))d(x0, y)β
holds for every x0 ∈ X , r > 0, x ∈ B(x0, r), y ∈ X \B(x0, Ay);
(iv) there is a positive constant C such that for all x, y ∈ X ,
|k(x, y)| ≤
C
µ(B(x, 2d(x, y))
.
The operator K (see, e.g., [37], [13] and references therein) is bounded in Lp0w (X) for 1 < p0 < ∞ and
w ∈ Ap0(X). Moreover, the following estimate holds:
‖Kf‖Lp0w (X) ≤ C0([w]Ap0 (X)) ≤ ‖f‖L
p0
w (X)
, f ∈ D(X),
where C0([w]Ap0 (X)) is a constant depending on [w]Ap0 (X) such that the mapping x 7→ C0(x) is non-
decreasing.
In the next statement by the symbol Iα will be denoted the fractional integral operator defined by
Iαf(x) =
∫
X
Kα(x, y)f(y) dµ(y), x ∈ X,
where
Kα(x, y) =
{
µ(Bxy)
α−1, x 6= y,
µ{x}, x = y, µ{x} > 0,
0 < α < 1, Bxy := B(x, d(x, y)).
It is known that (see [26] and [16]) the following inequality holds:
‖Iα(fw
α)‖Lq,sw (X) ≤ C‖f‖Lp,sw (X), f ∈ L
p,s
w ,
where 1 < p < 1α , q =
p
1−αp , 1 < s <∞ and w ∈ A1+q/p′ .
Together with Iα we are interested in the related fractional maximal operator
Mαf(x) = sup
B∋x
1
µ(B)1−α
∫
B
|f(x)|dµ(y), 0 < α < 1.
The following pointwise estimate holds for f ≥ 0
Mαf(x) ≤ CαIαf(x), (27)
where Cα is a positive constant independent of f and x.
To prove the statements of this subsection we need the following lemma:
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Lemma 6.1. Let 1 < p, s <∞ and let θ > 0. Then there is a positive constant C such that for all balls B
and all f ∈ Lpw(B),
‖f‖Lp),s,θ(B) ≤ Cw(B)
−1/p‖f‖Lpw(B)‖χB‖Lp),θ(B).
Proof. By using properties (ii) and (v) of the Lorentz spaces (see Section 2) with respect to the exponents:
1
p− ε
=
1
p
+
ε
p(p− ε)
;
1
s
=
1
s1
+
1
s2
,
where ε ∈ (0, p− 1], p < s1, we have
‖f‖
L
p),s,θ
w (B)
= sup
0<ε≤p−1
ε
θ
p−ε ‖f‖Lp−ε,sw ≤ C sup
0<ε≤p−1
ε
θ
p−ε ‖f‖Lp,s1w (B)‖χB‖Lp(p−ε)/ε,s2w
≤ C‖f‖Lp,s1w sup
0<ε<p−1
ε
θ
p−εw(B)
ε
p(p−ε) ≤ C‖f‖Lpww(B)
−1/p‖χB‖Lp),θw .
Theorem 6.1. Let w be an integrable weight on X and let 1 < p, s <∞. Suppose that θ > 0. Then M is
bounded in L
p),s,θ
w if and only if w ∈ Ap.
Proof. Sufficiency follows from Theorem 5.1. That is why we show only Necessity. Suppose that M is
bounded in Lp),s,θ. Take a ball B and non-negative f ∈ Lpw(B). By Lemma 6.1 we have that
‖χBf‖Lp),s,θ ≤ Cw(B)
−1/p‖χBf‖Lpw‖χB‖Lp)θ
with a positive constant C independent of B and f . Since the pointwice inequality
1
µ(B)
∫
B
|f(y)|dµ ≤M(fχB)(x)
holds for x ∈ B, then we have that
‖Mf‖
L
p),s,θ
w (B)
≥
1
µ(B)
∫
B
‖χB‖Lp),s,θw (B)
≥ ‖χB‖Lp),s,θw (B)
(
1
µ(B)
∫
B
|f(y)|dµ(y)
)
= ‖χB‖Lp),θw (B)
(
1
µ(B)
∫
B
|f(y)|dµ(y)
)
.
Consequently, taking the boundedness of M into account we find that
(
1
µ(B)
∫
B
|f(y)|dµ(y)
)
‖χB‖Lp),θw (B) ≤ Cw(B)
−1/p‖f‖Lpw(B)‖χB‖Lp),θw .
Now choosing f = χBw
1−p′ we conclude that w ∈ Ap(X).
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Theorem 6.2. Let w be an integrable weight on X and let 1 < p < ∞. Suppose that θ > 0 and w ∈ Ap.
Then there is a positive constant C such that for all f ∈ D(X), the inequality
‖Kf‖
L
p),s,θ
w
≤ C‖f‖
L
p),s,θ
w
holds. Conversely, if H be the Hilbert transform on I := (0, 1):
Hf(x) = (p.v)
1∫
0
f(t)
x− t
dt,
then from the boundedness of H in L
p),s,θ
w (I) it follows that w ∈ Ap(I).
Proof. The first part (sufficiency) of the statement follows immediately from Theorem 5.1; that is why we
prove the second part of the theorem (necessity).
We follow [28]. First we show that there is a positive constant C such that for all intervals J, J ′ ⊂ I,
the following inequality holds:
‖χJ‖Lp),θw (I) ≤ C‖χJ
′‖
L
p),θ
w (I)
, (28)
where J := (a, b) with b− a ≤ 1/4, and
J ′ =
{
(b, 2b− a) if (b, 2b− a) ⊂ I,
(2a− b, a) if (2a− b, a) ⊂ I and (b, 2b− a) ∩ Ic 6= ∅.
Indeed, without loss of generality suppose that J ′ = (b, 2b− a). Then for f = χJ′ and x ∈ J ,
‖Hf‖
L
p),θ
w (J)
≥
1
2
‖χJ‖Lp),θw (I).
On the other hand, observe that
‖f‖
L
p),θ
w (J)
= ‖χJ′‖Lp),θw (I).
Consequently, due to the boundedness of H we have (28).
Arguing now as in the proof of Theorem 6.1 for intervals J and J ′ and by using Lemma 6.1 we get the
condition w ∈ Ap(I).
Theorem 6.3. Suppose that 0 < α < 1 and let 0 < p, s < 1/α. Let w be an integrable weight on X, and
let θ > 0. We set q = p1−αp , r =
s
1−αs . Then the following statements are equivalent:
(i)
There is a positive constant C such that for all f ∈ L
p),s,θ
w ,
‖Iα(w
αf)‖
L
q),r,qθ/p
w
≤ C‖f‖
L
p),s,θ
w
;
(ii)
There is a positive constant C such that for all f ∈ L
p),s,θ
w ,
‖Mα(w
αf)‖
L
q),r,qθ/p
w
≤ C‖f‖
L
p),s,θ
w
;
(iii) w ∈ A1+p/q′ .
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Proof. First we will show that (iii) ⇒ (i). Let w ∈ A1+p/q′ . Since
1
p
−
1
q
=
1
s
−
1
r
= α,
due to Theorem 5.2 we get
‖Iαf‖Lq),r,qθ/pw (X) ≤ C‖w
1
q−
1
p f‖
L
p),s,θ
w (X)
= C‖w−αf‖
L
p),s,θ
w (X)
provided that the right-hand side norm is finite.
The latter inequality is equivalent to
‖Iα(w
αf)‖
L
q),r,qθ/p
w (X)
≤ C‖f‖
L
p),s,θ
w (X)
.
Since (i) ⇒ (ii) by the pointwise inequality (27), it suffices to show that (ii) ⇒ (iii). We follow the
arguments of the proof of Theorem 3.1 from [36].
Observe that (ii) is equivalent to the inequality
‖Mα(fw
α)‖
L
q),r,ψ(x)
w (X)
≤ c‖f‖
L
p),s,θ
w (X)
, (29)
where
ψ(t) := ϕ(tθ), ϕ(t) :=
[
t− q
1− α(t− q)
+ p
]1−(t−q)α
.
This follows from the fact that ϕ(t) ≈ tq/p as t→ 0.
Let (ii) (i.e., equivalently (29)) holds. Let us take a ball B ⊂ X and f = χBw
−α−p′/q. Then for x ∈ B,
we get that
Mα(w
αf)(x) ≥
1
µ(B)1−α
∫
B
wαfdµ =
1
µ(B)1−α
∫
B
w−p
′/qdµ.
Hence,
‖Mα(w
αf)‖
L
q),r,ψ(x)
w (X)
≥ µ(B)α−1
∫
B
w−p
′/qdµ
 ‖χB‖Lq),s,ψ(x)w (X).
Further, by Lemma 6.1 we find that
µ(B)α−1
∫
X
w−p
′/qdµ
 ‖χB‖Lq),r,ψ(x)w (B)
= µ(B)α−1
∫
X
w−p
′/qdµ
 ‖χB‖Lq),ψ(x)w (B)
≤ c‖f‖
L
p),s,θ
w (X)
≤ c(w(B))−
1
p
∫
B
|f(y)|pw(y)dµ(y)

1
p
‖χB‖Lp),θw (X)
= cw(B)−
1
p
∫
B
w−p
′/q
1/p ‖χB‖Lp),θw (X).
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It is easy to see that there is a number ηJ depending on J such that 0 < ηJ ≤ p− 1 and
µ(B)α−1w(B)
1
p
∫
B
w−p
′/qdµ

1
p′
‖χB‖Lq),ψ(x)w (X)
≤ c (ηBw(B))
1
p−ηJ .
For such an ηB we choose εB so that
1
p− ηB
−
1
q − εB
= α.
Then 0 < εB ≤ q − 1 and
µ(B)α−1w(B)
1
p−
1
p−ηB η
− θp−ηB
B ψ(εB)
1
q−εB w(B)
1
q−εB
∫
B
w−p
′/qdµ

1
p′
≤ C.
Observe that since ψ(t) ≈ tθ(1+αq) for small positive t, we have that
η
− θp−ηB
B ψ(εB)
1
q−εB = η
− θp−ηB
B ϕ
(
εθB
) 1
q−εB ≈ η
− θp−ηB
B ε
θ(1+αq)
q−εB
B
=
(
η
− 1p−ηB
B ε
1+αq
q−εB
B
)θ
≈
(
η
− 1p−ηB
B ϕ(εB)
1
q−εB
)θ
= 1
and also,
1
p
−
1
p− ηB
+
1
q − εB
=
1
p
− α =
1
q
.
Finally, we have that
µ(B)α−1w(B)
1
q
∫
B
w−p
′/q
1/p
′
≤ C.
The theorem has been proved.
6.2 Commutators
We say that a function b defined on X belongs to BMO if
‖b‖BMO = sup
B
1
µ(B)
∫
B
|b(x)− bB|dµ(x) <∞,
where bB =
1
µ(B)
∫
B
b(y)dµ(y).
Let b ∈ BMO(X), m ∈ N ∪ {0} and let
Kmb f(x) =
∫
X
[b(x)− b(y)]mk(x, y)f(y)dµ(y),
where k is the Caldero´n-Zygmund kernel.
It is known (see [37]) that if 1 < r <∞ and w ∈ A∞, then the one-weight inequality
‖Kmb f‖Lrw(X) ≤ C‖b‖
m
BMO(X)‖M
m+1f‖Lrw(X), f ∈ D(X),
holds, where Mm+1 is the the Hardy–Littlewood maximal operator iterated m+ 1 times.
Based on extrapolation result in grand Lebesgue spaces we have
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Theorem 6.4. Let X be bounded and let 1 < p, s < ∞, θ > 0. Then there is a positive constant C such
that for all f ∈ D(X) and all w ∈ Ap(X),
‖Kmb f‖Lp),s,θw (X) ≤ C‖M
m+1f‖
L
p),s,θ
w (X)
, f ∈ D(X).
Further, for b ∈ BMO(X), let
Imα,bf(x) =
∫
X
[b(x)− b(y)]mKα(x, y)dµ(y), 0 < α < 1,
Imα,bf(x) =
∫
X
|b(x)− b(y)|mKα(x, y)dµ(y), 0 < α < 1.
It is easy to see that, for f ≥ 0, |Imα,bf(x)| ≤ I
m
α,bf(x). In the same paper [3] the authors showed that if
1 < p <∞, 0 < α < 1, m ∈ N ∪ {0}, w ∈ A∞(X), b ∈ BMO(X), then there is a constant C ≡ Cα,m,p,κ,µ
such that
∫
X
|Imα,bf(x)|
pw(x)dµ(x) ≤ CN([w]A∞)‖b‖
mp
BMO(X)
∫
X
[Mα(M
mf)(x)]pw(x)dµ(x)
for some non-decreasing function N .
Based on this result and appropriate extrapolation theorem we have the following statement:
Theorem 6.5. Let 1 < p, s < ∞, m ∈ N ∪ {0} and let θ > 0. Suppose that X is bounded and that
w ∈ Ap(X). Then there is a positive constant C such that
‖Imα,bf‖Lp),s,θw (X) ≤ C‖Mα(M
mf)‖
L
p),s,θ
w (X)
, f ∈ D(X).
Corollary 6.1. Under the conditions of Theorem 6.5 we have that there is a positive constant C such that
for all f ∈ D(X),
‖Imα,bf‖Lp),s,θw (X) ≤ C‖f‖Lp),s,θw (X).
7 Further Remarks
In this section we do some remarks regarding the results obtained in this paper.
Remark 7.1. Let 1 < p, s <∞. We can define new grand Lorentz space involving ”grandification” of the
second parameter s in Lorentz space: f ∈ L
p),s),θ
w if
‖f‖
L
p),s),θ
w
= sup
0<ε1<p−1, 0<ε2<s−1
ε
θ
p−ε1
1 ‖f‖Lp−ε1,s−ε2w <∞.
Analyzing the proofs of the main statements we can conclude that they are valid also for the spaces
L
p),s),θ
w .
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Remark 7.2. If we define grand Lorentz spaces with respect to the quasi-norms
‖f‖
L
p),s),θ
w
= sup
0<ε<σ
ε
θ
p−ε ‖f‖Lp−ε,sw
‖f‖
L
p),s,θ
w
= sup
0<ε1<σ1, 0<ε2<σ2
ε
θ
p−ε1
1 ‖f‖Lp−ε1,s−ε2w ,
then the sufficiency part of Theorems 5.1– 6.5 remain true even for unbounded X.
Remark 7.3. Let ϕ be a positive increasing function on (0, p− 1] such that limx→0 ϕ(x) = 0. Let us define
the grand Lorentz space with respect to the quasi-norm:
‖f‖
L
p),s,ϕ
w
= sup
0<ε<σ
ϕ(ε)p−ε‖f‖Lp−ε,sw .
Than again the results of this paper remains valid for such spaces.
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