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Abstract
The present article clarify the necessary and su3cient conditions for the Rees modules to
obtain the Buchsbaumness, especially in the case where the dimension of a given module is
equal to one.
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1. Introduction
The Rees and associated graded rings=modules play very important roles not only
in algebraic geometry but also in commutative algebra, particularly in the theory of
Buchsbaum rings=modules too, see e.g., [2–6,8,9,11,17,19,22] and [20, Chapter IV], and
see also [7,14,18,26]. Here we are very interested in their ring theoretical behaviours,
especially, whether they obtain the Buchsbaumness. It is still open to determine the
conditions for the Rees modules (associated to m-primary ideals) to be Buchsbaum
in general. We should further mention that the situations of this problem are quite
diAerent between the two cases where the dimension of a given module is equal to
one and the others. For instance, in the case where the dimension of a given module
is greater than one, we can state only su3cient conditions for the Rees modules to
obtain the Buchsbaumness; see [27]. In the one-dimensional case (i.e., the dimension
of a given module is just equal to one), however, we can completely determine such
conditions by Theorem 1.1.
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Let (A;m) be a Noetherian local ring and E a Gnitely generated A-module of positive
dimension. For simplicity, we always assume that the residue Geld A=m of A is inGnite.
Moreover, Him(∗) stands for the ith local cohomology functor with respect to m. We
say that E is a Buchsbaum A-module (see [20]), if the diAerence lA(E=qE)− eq(E) is
an invariant of E, which is the so-called Buchsbaum invariant of E and denoted by
I(E), not depending on the particular choice of parameter ideal q of E, where lA(∗)
and eq(∗) denote the length and the multiplicity with respect to q (of an A-module),
respectively. The local ring is called a Buchsbaum ring if it is a Buchsbaum module
over itself. It is obvious that E is a Cohen–Macaulay A-module if and only if it is a
Buchsbaum module with I(E) = 0, and hence the notion of Buchsbaum modules can
be realized as a natural generalization of the notion of Cohen–Macaulay modules.
For an (proper) ideal a of A we denote by Ra(E) (resp. by Ga(E)) the Rees module
of E associated to a (resp. the associated graded module of E with respect to a),
namely
Ra(E) :=
⊕
n¿0
anE and Ga(E) :=
⊕
n¿0
anE=an+1E:
In the case where E = A we denote it by R(a) (resp. G(a)) and call it the Rees
algebra (resp. the associated graded ring) of a simply. We denote by N the unique
homogeneous maximal ideal of R(a), i.e., N :=mR(a) + R(a)+. To avoid complicated
terminologies, we simply say that the R(a)-module Ra(E) (resp. Ga(E)) is Buchsbaum,
if the localization Ra(E)N (resp. Ga(E)N) is so over R(a)N; cf. [20, p. 200].
In order to state our results, we need a few more notation. A parameter ideal q of E
is called a minimal reduction of a with respect to E if q ⊆ a and ar+1E = qarE holds
for some integer r¿ 0; cf. [15]. A system a1; a2; : : : ; au of elements in A is called an
E-basis of a (resp. an E-basis of a consisting of minimal reductions), cf. see [20,
Chapter 1, DeGnition 1.7], if the following two conditions are fulGlled: (i) it forms a
minimal system of generators of a, i.e., a=(a1; a2; : : : ; au) where u=A(a) (here, A(∗)
denotes the minimal number of generators of an A-module); and (ii) any s-elements,
where s= dimA E, of this system form a system of parameters for E (resp. a minimal
reduction of a with respect to E).
Now we are ready to state our main result in this article. Namely,
Theorem 1.1. Let E be a one-dimensional 8nitely generated A-module and a an ideal
of A such that lA(E=aE)¡∞. Let a1; a2; : : : ; au where u=A(a) and x1; x2; : : : ; xv where
v= A(m) be an E-basis of a consisting of minimal reductions and an E-basis of m;
respectively. Then the Rees module Ra(E) is a Buchsbaum R(a)-module if and only
if the following four conditions are satis8ed:
(i) E is a Buchsbaum A-module;
(ii) a2E = aaE for some minimal reduction (a) of a with respect to E;
(iii) maE ⊆ aiE holds for all 16 i6 u;
(iv) xjaE : a ⊆ xjE :m holds for all 16 j6 v.
When this is the case; one has I(Ra(E))=I(E)+lA(aE=aE)=2I(E)+ea(E)−lA(E=aE);
furthermore the associated graded module Ga(E) is also Buchsbaum with I(Ga(E))=
I(E).
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In the case where a=m, condition (iv) of Theorem 1.1 is automatically fulGlled in
general. Thus, as an consequence of our Theorem 1.1, we can completely determine
the condition for the Rees module Rm(E) to be Buchsbaum. Moreover, applying the
equality I(Ra(E)) = I(E) + lA(aE=aE) given in our Theorem 1.1, we can also describe
the condition for the Rees module to be Cohen–Macaulay, perfectly. Namely, we have
the following.
Corollary 1.2. Let E be a one-dimensional 8nitely generated A-module.
(1) The Rees module Rm(E) is Buchsbaum over R(m) if and only if E is so over A
and m2E = amE holds for some minimal reduction (a) of m.
(2) Let a be a proper ideal of A such that lA(E=aE)¡∞. Then the Rees module
Ra(E) is Cohen–Macaulay over R(a) if and only if E is so over A and aE = aE
holds for some minimal reduction (a) of a with respect to E.
We shall prove Theorem 1.1 in Section 2. Unfortunately, unless the last condition
(iv) of Theorem 1.1, the Rees module is not necessarily Buchsbaum in general. In
Section 3, we shall give some (counter-)examples about such phenomenon.
2. Proof of Theorem 1.1
Until the end of this article, we always assume that the dimension of a given
A-module E is equal to one, i.e., dimA E = 1. To avoid complicated terminologies,
we usually use the notation R, R(E), G(E), etc. omitting the letter a from the original
notation: namely,
R :=
⊕
n¿0 a
n, the Rees algebra of a;
R(E) :=
⊕
n¿0 a
nE, the Rees module of E associated to a;
G(E) :=
⊕
n¿0 a
nE=an+1E, the associated graded module of E with respect to a;
R(E)+ :=
⊕
n¿0 a
nE, the graded R-submodule of R(E) consisting of positive degree.
Moreover, we usually regard the Rees algebra R and the Rees module R(E) as the
graded A-subalgebra of A[t], which is the polynomial ring over A with an indeterminate
t, and the graded submodule of E[t] ∼= E⊕A A[t], respectively; namely
R=
∑
n¿0
antn ⊆ A[t] and R(E) =
∑
n¿0
anE · tn ⊆ E[t]:
Our procedure of the proof of Theorem 1.1 are naturally divided into two steps, that
is the “if” part and the “only if” part. At Grst, we shall show the “if” part. We start
with the following, which describes basic facts concerning the 0th local cohomology
of R(E).
Lemma 2.1. The following statements are true:
(1) N · H 0N(R(E)) = (0) holds if and only if E is Buchsbaum over A;
(2) depthR R(E)¿ 0 if and only if E is Cohen–Macaulay over A.
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Proof. It is easy to see that H 0N(R(E)) = H
0
m(R(E)); as graded A-modules via the
graded canonical inclusion A→ R. Then our assertions in Lemma 2.1 are obvious.
We need more notation. Let W =
⊕
n∈Z Wn be a Gnitely generated graded R-module.
We sometimes denote by [W ]n its homogeneous component of degree n instead of Wn.
For an integer r, we denote by W (r) the twisted module of W by shifting r, namely
it is a graded module whose graduation is deGned by [W (r)]n = Wn+r for all n∈Z.
Furthermore we deGne the so-called a-invariant of W , denoted by a(W ), as follows:
a(W ) :=max{∈Z | [HtN(W )] =(0)};
where we put t = dimR W ; cf. [10].
Lemma 2.2. Suppose that E is a Buchsbaum A-module and a2E=aaE holds for some
minimal reduction (a) of a with respect to E. Then
(1) a2E ∩ anE = a2an−2E holds for all n∈Z;
(2) G(E) is a Buchsbaum R-module (of dimension 1) and I(G(E)) = I(E) holds;
(3) [H 0N(G(E))]n = (0) for all n =0; 1 and a(G(E))6 0 hold;
(4) a2E = baE holds for any minimal reduction (b) of a with respect to E;
(5) one has
[H 0N(R(E))]n =


H 0m(E) (n= 0);
aE ∩ H 0m(E) (n= 1);
(0) (else)
and H 1N(R(E)) = [H
1
N(R(E))]0 = aE=aE + (aE ∩ H 0m(E));
(6) R(E) is a quasi-Buchsbaum R-module (i.e.; NHiN(R(E)) = (0) for all i= 0; 1); if
maE ⊆ aE holds;
(7) H 0N(R(E)+) = [H
0
N(R(E)+)]1 = aE ∩ H 0m(E) and H 1N(R(E)+) = (0) hold;
(8) R(E)+ is a Buchsbaum R-module (of dimension 2).
Proof. Since a2E= aaE holds; we have a2E ∩ anE= a2an−2E for all n∈Z. According
to [26; Theorem 1.1]; the associated graded module G(E) is a Buchsbaum module
over R and the equality I(G(E)) = I(E) holds. We also have [H 0N(G(E))]n = (0) for
all n =0; 1 and a(G(E))6 0. By [18; Proposition 3.2; Lemma 3.3] these facts imply
a2E = baE for any minimal reduction (b) of a with respect to E; hence assertions
(1)–(4) have been already shown. On the other hand; notice that the Rees module
R(E) (resp. its positively graded part R(E)+) has Gnite local cohomology (i.e.; all
the local cohomology modules HpN(R(E)) (resp. H
p
N(R(E)+)) are Gnite length where
p =dimR R(E)); because G(E) has so; see [22; Proposition 6.1] and also [11; Theorem
7.8]; cf. for further related topics [13; Remark 2.3]. Now look at the following two
short exact sequences of graded R-modules:
0→ R(E)+ → R(E)→ E → 0
and
0→ R(E)+(1)→ R(E)→ G(E)→ 0:
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Since we have that
[H 1N(G(E))]0 = aE=aE ∩ ([0 : a] + aE) = aE=aE + (aE ∩ H 0m(E));
cf. [18; (2) of Proposition 3.4]; our assertions (5) and (7) in Lemma 2.2 follow in a
routine. By these observations; assertions (6) and (8) also follow at once.
Now we have to recall several basic facts from the theory of Koszul (co-)complexes.
Let us write u := A(a) and v := A(m). Applying [20, Proposition 1.9, Chapter 1], we
can Gnd a system of elements of a, say a1; a2; : : : ; au, such that via R→ G the image
of elements a1t; a2t; : : : ; aut into G forms a G(E)-basis of the ideal G+ in the sense of
StPuckrad and Vogel, see [21, DeGnition 1.7, Chapter 1] for details. This implies that
this system a1; a2; : : : ; au satisGes the requirement as in (1) of Lemma 2.3. Hence we
Gnally obtain the following in a routine.
Lemma 2.3. With the above notations we have the following:
(1) There exists an E-basis; say a1; a2; : : : ; au; of a consisting of minimal reductions;
i.e.; this is equivalent to saying that a=(a1; a2; : : : ; au) and there exists an integer
r¿ 0 such that ar+1E = aiarE for all 16 i6 u.
(2) There exists a minimal system of generators of m; say x1; x2; : : : ; xv; such that
(xj) is a parameter ideal of E for all 16 j6 v.
Now, let a1; a2; : : : ; au and x1; x2; : : : ; xv be two systems of elements in A described
in Lemma 2.3. We put at := a1t; a2t; : : : ; aut and x := x1; x2; : : : ; xv. Let K (˙at; x;R(E))
be the Koszul (co-)complex generated over R(E) by the system at; x. Since at; x is a
minimal system of generators of N, this complex K (˙at; x;R(E)) is uniquely determined
by the ideal N upto isomorphisms not depending on the particular choice of a minimal
system of generators of N, cf. [20, Section 1, Chapter 0, p. 27]. Hence we denote it
by K (˙N;R(E)) simply.
In order to obtain the Buchsbaumness of R(E), it is equivalent to showing that the
canonical map, say pR(E),
pR(E) :H
p(N;R(E))→ HpN(R(E))
is surjective for all p=0; 1, because of dimR R(E)=2; see [20, Theorem 2.15, Chapter I].
If E is Buchsbaum, then H 0N(R(E)) is annihilated by N by Lemma 2.1, and hence
0R(E) is automatically an isomorphism. Consequently, we have to clarify whether the
canonical map 1R(E) is surjective. Concerning this we get the following.
Theorem 2.4. Suppose that the following three conditions are satis8ed: (i) E is a
Buchsbaum A-module; (ii) a2E = aaE holds for some minimal reduction (a) of a
with respect to E; and (iii) maE ⊆ aiE holds for all 16 i6 u. Then the following
statements are equivalent:
(1) R(E) is a Buchsbaum R-module.
(2) The canonical map 1R(E) :H
1(N;R(E))→ H 1N(R(E)) is surjective.
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(3) The equality lR(H 1(N;R(E)))=(u+ v) ·h0(R(E))+h1(R(E)) holds; where we put
hi(R(E)) := lR(HiN(R(E))).
(4) The canonical map 2 :H 2(N;H 0N(R(E)))→ H 2(N;R(E)) is injective.
(5) For all 16 j6 v it holds that xjaE : a ⊆ xjE :m.
(6) For all 16 j6 v it holds that xjaE : a ⊆ xjE :m.
(7) R(E)=xjR(E) is a Buchsbaum R-module for all 16 j6 v.
Proof. By (4) of Lemma 2.2 it holds that a2E=aiaE for any 16 i6 u; hence by (6)
of Lemma 2.2 again the Rees module R(E) must be a quasi-Buchsbaum module over
R. Note that xj; at is a system of parameters for R(E). By a direct calculation we have
[H 0N(R(E)=xjR(E))]0 ⊇ [xjR(E) : at=xjR(E)]0 =
xjaE : a
xjE
⊇ xjaE : a
xjE
for all 16 j6 v. Hence the implications
(4) ⇔ (3) ⇔ (2) ⇔ (1)⇒ (7)⇒ (6)⇒ (5)
are given at once; cf. [20; Theorem 2.15; Chapter I]; [25; Theorem 2.1].
Now we shall prove the rest implication (5) ⇒ (2). To do it, recall the canonical
map
2 :H 2(N;H 0N(R(E)))→ H 2(N;R(E))
given in assertion (4) above, and let us denote by [2]0 the restriction map of 
2 to
the homogeneous component of degree 0. Then we can claim the following.
Claim 2.5. [2]0 : [H
2(N;H 0N(R(E)))]0 → [H 2(N;R(E))]0 is injective.
Proof. Recall a few more useful notation. For integers i; j we denote by [i; j] the set
of integers n such that i6 n6 j. (Of course; [i; j]=∅ if i¿ j.) For a set S we denote
by |S| the number of elements in S. Then the Koszul complex K (˙N;R(E)) has an
expression as follows:
K (˙N;R(E)) =
⊕
I⊆[1;u]
J⊆[1;v]
R(E) · eIJ ; Kp(N;R(E)) =
⊕
|I |+|J |=p
R(E) · eIJ ;
where {eIJ | I ⊆ [1; u]; J ⊆ [1; v]} is the graded free basis with deg eIJ =−|I |. In order
to get the injectivity of [2]0; we have to look at the following commutative diagram:
0 −−→ K2(N;H 0N(R(E))) −−→ K2(N;R(E))
0

 @
0 −−→ K1(N;H 0N(R(E))) −−→ K1(N;R(E))
Note that the diAerentiations of the Koszul complex K (˙N;H 0N(R(E))) are zero maps;
because of N ·H 0N(R(E))= (0). Choose a homogeneous element $∈K2(N;H 0N(R(E)))
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of degree 0 and assume that there exists a homogeneous element %∈K1(N;R(E)) such
that $= @(%) in K2(N;R(E)). Our aim is to show $= 0. So write $; % as follows:
$=
∑
|I |+|J |=2
$IJ · eIJ ; %=
∑
|P|+|Q|=1
%PQ · epQ;
where $IJ ; %
P
Q are homogeneous elements in R(E) such that deg $
I
J=|I | and deg %PQ=|P|.
Then we have
$IJ =
∑
i∈I
(−1)I(i)ait · %I\{i}J +
∑
j∈J
(−1)|I |+J ( j)xj · %IJ\{j}
here the notation J (j) denotes the number of elements of the set {j′ ∈ J | j′¡j}; i.e.;
J (j) := |{j′ ∈ J | j′¡j}|; and I(i) is deGned in the same meaning too. Since deg $IJ=|I |
and deg %PQ = |P|; these elements $IJ ; %PQ are expressed as follows:
$IJ = b
I
J · t|I |; %PQ = cPQ · t|P|;
where bIJ ∈ a|I |E and cPQ ∈ a|P|E for each I; J and P;Q. Since $∈K2(N;H 0N(R(E))) this
is equivalent to saying that $IJ ∈H 0N(R(E)) and hence bIJ ∈ a|I |E ∩ H 0m(E) for all I; J .
To get our aim $=0; it is enough to show that bIJ =0 in E for all I; J with |I |+ |J |=2.
So we know that 06 |I |6 2. Since [H 0N(R(E))]n = (0) for n¿ 2 by (5) of Lemma
2.2; it is clear that bIJ = 0 if |I |= 2. So we may assume that |I |= 0; 1. If |I |= 1; then
putting I = {i}; J = {j} we have
b{i}{j} = aic
∅
{j} − xjc{i}∅ :
Since maE ⊆ aiE by our hypothesis; we know that xjc{i}∅ ∈ aiE and hence b{i}{j} ∈ aiE.
Since b{i}{j} ∈H 0m(E) by our choice; we consequently get that b{i}{j}=0 by the d-sequence
property of ai, cf. [12] and [20]. Next; we consider the case where |I |= 0. Then; we
may put J = {1; 2}; and we also have the following expression:
b∅{1;2} = x1c
∅
{2} − x2c∅{1}:
By the case where |I |=1; we already know b{k}{1}=akc∅{1}−x1c{k}∅ =0 for each 16 k6 u;
hence c∅{1} ∈ x1aE : ak for each k; namely c∅{1} ∈ x1aE : a holds. By our assumption (5);
it follows that
c∅{1} ∈ x1aE : a ⊆ x1E :m:
This means x2c∅{1} ∈ x1E. Hence we get b∅{1;2} ∈ x1E ∩H 0m(E) = (0). From these obser-
vations we Gnally conclude that $=0. Thus the restriction map [2]0 must be injective
and hence the proof of Claim 2.5 is complete.
Now let us Gnish the proof of Theorem 2.4. Look at the following commutative
diagram with exact rows
H 1(N;R(E)) −−→ H 1(N;R(E′)) −−→ H 2(N;H 0N(R(E))) 
2
−−→ H 2(N;R(E))
1R(E)



 1R(E′)
H 1N(R(E))
∼=−−→ H 1N(R(E′))
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where we put E′ :=E=H 0m(E). Then R(E
′) is a Buchsbaum R-module by (6) of Lemma
2.2 and hence 1R(E′) is surjective. Combining these observations and Claim 2.5, we
immediately know that [1R(E)]0 is surjective too. Since H
1
N(R(E)) = [H
1
N(R(E))]0 by
(5) of Lemma 2.2, this consequently means that the canonical map
1R(E) :H
1(N;R(E))→ H 1N(R(E))
is surjective. Thus our Theorem 2.4 is now established.
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. The “if” part is already done by Theorem 2.4. Now we shall
prove the “only if” part of our Theorem 1.1. Suppose that R(E) is a Buchsbaum
R-module. Then E must be a Buchsbaum A-module by (1) of Lemma 2.1. Let (a)
be any minimal reduction of a with respect to E. Then at; a forms a system of
parameters for R(E) clearly. Since R(E) is Buchsbaum; this s.o.p. at; a forms a weak
R(E)-sequence; in particular at ·R(E) : a= at ·R(E) :N holds. On the other hand; since
a · aE · t = at · aE ⊆ at · R(E) we know that aE · t ⊆ at · R(E) : a holds. This implies
N · aE · t ⊆ at · R(E). Thus comparing each homogeneous component we immediately
get a2E ⊆ aaE and maE ⊆ aE. To show the last condition (iv); choose a parameter
x∈m for E. Then x; at is again a system of parameters for R(E). Hence R(E)=xR(E)
must be Buchsbaum again. By a direct calculation we have the following claim.
Claim 2.6. [H 0N(R(E)=xR(E))]0 = [xR(E) : at=xR(E)]0 = xaE : a=xE.
Since N·H 0N(R(E)=xR(E))=(0) by the Buchsbaumness, we know that [xaE : a]=xE is
annihilated by maximal ideal m by Claim 2.6, hence condition (iv) follows immediately,
because of xaE : a ⊇ xaE : a. Finally, according to [20, Proposition 2.6, Chapter I], it
follows from (5) of Lemma 2.2 that
I(R(E)) = h0(R(E)) + h1(R(E))
= {lA(H 0m(E)) + lA(aE ∩ H 0m(E))}+ lA(aE=aE + (aE ∩ H 0m(E)))
= I(E) + lA(aE=aE) = 2I(E) + ea(E)− lA(E=aE);
because of I(E)=lA(E=aE)−ea(E). Therefore this completes the proof of Theorem 1.1.
Introduced by Goto [4], a Buchsbaum ring A is said to be of maximal embedding
dimension if the following equality holds:
embd(A) = e(A) + dim A− 1 + I(A):
This is equivalent to saying that m2 = qm holds for some minimal reduction q of m.
By (1) of Corollary 1.2, this notion immediately leads us to the following.
Corollary 2.7. Let dim A = 1. Then the Rees algebra R(m) of maximal ideal m is
a Buchsbaum ring if and only if A is a Buchsbaum ring of maximal embedding
dimension; namely; embd(A) = e(A) + I(A) holds.
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Furthermore, we consequently have a generalization of [9, Corollary (3.5)] from (2)
of Corollary 1.2.
Corollary 2.8. Let dim A= 1 and a an m-primary ideal of A. Then the Rees algebra
R(a) is a Cohen–Macaulay ring if and only if A is a Cohen–Macaulay ring and
A(a) = 1.
Concerning this, we can state one more interesting remark, which is pointed out to
the author by the referee.
Corollary 2.9. Let A be a one-dimensional Cohen–Macaulay local ring; a an m-
primary ideal of A and (a) a minimal reduction of a. Then at is regular mod a
if and only if a = (a) holds. When this is the case; the Rees algebra R(a) is also a
Cohen–Macaulay ring.
Proof. Notice that a; at is a system of parameters for the Rees algebra R :=R(a). By
Corollary 2.8 it is enough to show the “only if” part. Assume that at is regular mod a;
i.e.; aR : at= aR holds. If b∈ a then (at)b= a(bt) clearly. This means a ⊂ aR : at= aR;
consequently we have a ⊆ (a).
Before closing this section, we shall discuss several basic facts concerning m-
primary ideals of minimal multiplicity, which are useful to calculate our examples
later.
Proposition 2.10. Let A be a one-dimensional Buchsbaum ring and a an m-primary
ideal of A. Suppose that the reduction number of a is at most one and that a possesses
minimal multiplicity; i.e.; a2 = aa and ma ⊆ (a) for some (and hence every) minimal
reduction (a) of a. Let x∈m be a parameter for A; and put U :=H 0m(A) and R :=R(a).
With these notations we have the following:
(1) R=atR is a Buchsbaum ring; hence at; x forms a weak sequence on R.
(2) If m2 ∩ U = (0); then R is a Buchsbaum ring.
(3) R is a Buchsbaum ring if and only if R(a+ U ) is so.
(4) Let b be an m-primary ideal of A containing a. Suppose that b2 = ab holds for
some (common) minimal reduction (a) of a and b possesses minimal multiplicity.
Then; if the Rees algebra R(b) is a Buchsbaum ring; then R is so. (But the
converse is not necessarily true in general; cf. Example 3.1 for counterexamples.)
(5) There exists an A-isomorphism; say ,;
, :
xa : a
(x) + U
→ a
(a) + (a ∩ U )
induced by the equation a = x- for each ∈ xa : a and -∈ a. Moreover the
following formula also holds:
lA
(
xa : a
(x) + U
)
= A(a)− lA(a ∩ U )− 1:
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Proof. (1) Since a2 = aa we have
[H 0N(R=atR)]n =


U (n= 0);
a=(a) (n= 1);
(0) (n =0; 1):
Since ma ⊆ (a) by our assumption; it immediately follows that N · H 0N(R=atR) = (0).
(2) By Nakayama’s lemma it is clear that xa : a ⊆ m. Now choose any element
∈ xa : a. Since a possesses minimal multiplicity, we know ma = ma, thus we get
ma ⊆ mxa ⊆ mxa. This implies m ⊆ mx + U . Recalling ∈m, we have
m ⊆ mx + (m2 ∩ U ) ⊂ (x)
by our assumption such that m2 ∩ U = (0), hence ∈ (x) :m. Therefore R must be a
Buchsbaum ring by Theorem 1.1.
(3) Put aˆ := a+ U . Then it is easy to check that
aˆ2 = a2; aaˆ= aa; maˆ=ma and xaˆ : aˆ= xa : a
for x∈m. Then our assertion follows immediately from Theorem 1.1.
(4) Since xa : a ⊆ xb : a holds clearly, our assertion follows from Theorem 1.1 at
once.
(5) For each ∈ xa : a there is an element -∈ a such that a = x-. Moreover, it is
easy to see that
a · ((x) + U ) = (ax) = x · ((a) + (a ∩ U )):
By these observations we can deGne the A-monomorphism, say ,,
, :
xa : a
(x) + U
→ a
(a) + (a ∩ U )
such that T → T-, where T∗ means modulo (x)+U and modulo (a)+(a∩U ), respectively.
We now evaluate the length of both modules. Recalling ma = ma by the minimal
multiplicitiness of a, we have lA(a=(a)) = A(a)− 1, because of a ⊇ (a) ⊃ ma= ma.
So, by this observation and by (a) ∩ U = (0), we get
lA
(
a
(a) + (a ∩ U )
)
= lA(a=(a))− lA(a ∩ U ) = A(a)− lA(a ∩ U )− 1:
Next, consider the following three short exact sequences:
0→ U → xa : a
(x)
→ xa : a
(x) + U
→ 0;
0→ (x)=xa→ xa : a
xa
→ xa : a
(x)
→ 0;
0→ xa : a
xa
→ A=xa a→A=xa→ A=(a)→ 0:
(Here, note that (x) ∩ U = (0) and xa ⊆ ma ⊂ (a) hold in our case.) Moreover,
we claim that (x)=xa ∼= A=a + U . Since a has minimal multiplicity again, we get the
equality
ea(A) = A(a) + lA(A=a)− I(A)− 1:
K. Yamagishi / Journal of Pure and Applied Algebra 181 (2003) 309–323 319
Hence we have
lA
(
xa : a
(x) + U
)
= lA(A=(a))− lA(A=a+ U )− lA(U )
= A(a)− lA(a ∩ U )− 1:
Combining two formulas above we know that
lA
(
xa : a
(x) + U
)
= lA
(
a
(a) + (a ∩ U )
)
and thus the A-monomorphism , must be an A-isomorphism. Therefore Proposition
2.10 is now established.
3. Examples
Unless condition (iv) of Theorem 1.1 it is not necessarily true in general. In fact,
we shall Gnd some ideals, which satisfy the three conditions (i)–(iii) but not the last
(iv).
Example 3.1. Let k<X; Y; Z;W = be a formal power series ring over an inGnite Geld k.
Put B := k<X; Y; Z;W ==(X; Y ) ∩ (Z;W ) and denote by n the maximal ideal of B. As is
well known; B is a Buchsbaum ring of dimension 2; depth B=1; I(B)=1 and e(B)=2.
Moreover (X +Z; Y +W )B is a minimal reduction of n such that n2=(X +Z; Y +W )n.
Now consider
A :=B=(Y +W )2B= k<X; Y; Z;W ==(XZ; YZ; XW; YW; Y 2 +W 2):
We denote by x; y; z and w the images of X; Y; Z and W in A; respectively; and
hence we may regard the ring A as A = k<x; y; z; w=. Let a := (x + z)2 and consider a
chain of m-primary ideals of A; say a0 ⊂ a1 ⊂ a2 ⊂ a3; deGned by
a0 := (a; y2); a1 := (x2; y2; z2); a2 := (x2; y2; z2; xy); and a3 :=m2;
where m is maximal ideal of A. Then the following statements are true:
(1) A is a Buchsbaum ring of dimension 1 and m3 = (x + z)m2.
(2) H 0m(A) = (y
2) = (w2) ∼= k; and hence H 0m(A) ⊂ a0.
(3) a2i = aai ; mai ⊆ (a) and lA(ai=a0) = i for each 06 i6 3.
(4) The Rees algebra R(ai) is a quasi-Buchsbaum ring for all 06 i6 3.
(5) The Rees algebras R(a0) and R(a1) are Buchsbaum rings; but R(a2) and R(a3) are
not so.
(6) Let us denote by embd(R); hp(R) and hp(N;R) the embedding dimension; the
length of pth local cohomology module HpN(R); and the length of pth Koszul
cohomology module Hp(N;R) of R; respectively. Then
(embd(R); h0(R); h1(R); h1(N;R)) =
{
(8; 2; 2; 17) if R= R(a2);
(9; 2; 3; 19) if R= R(a3):
(7) R(ai)+ is a Buchsbaum module over R(ai) for all 06 i6 3.
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Proof. Assertions (l)–(3) are obvious. Moreover; assertion (4) is already given by (6)
of Lemma 2.2.
(5) Choose an element 5∈ k such that 5 =0; 1 and put
xi := x + z; x2 := x + 5z; x3 := x + y + z and x4 := x + z + w:
Then it is easy to check that m = (x1; x2; x3; x4) and each xj is a parameter for A for
each j, namely x1; x2; x3; x4 forms an A-basis of m.
At Grst we consider the ideal a1. By (5) of Proposition 2.10 we note that
lA
(
xja1 : a
(xj; y2)
)
= A(a1)− 2 = 1:
Since (x; y)(z; w) = (0) in A, it is easy to check that
xja1 : a= (xj; y2; z) for 16 j6 3
and
x4a1 : a= (x4; y2; z + w)
and also that mz ⊆ (xj) for each 16 j6 3 and m(z + w) ⊆ (x4). These facts mean
xja1 : a ⊆ (xj) :m
for all 16 j6 4. Thus R(a1) is a Buchsbaum ring by Theorem 1.1 and R(a0) is so
by (4) of Proposition 2.10. Next we deal with the ideal a2. By (5) of Proposition 2.10
again we note that
lA
(
xja2 : a
(xj; y2)
)
= A(a2)− 2 = 2:
So it is easy to see that
xja2 : a= (xj; y2; z; w)
for 16 j6 4. Since w2 ∈mw, we know that mw * (xj), because of w2 ∈H 0m(A) and
(xj) ∩ H 0m(A) = (0) by the d-sequence property of xj, cf. [12,20]. Thus we conclude
that
xja2 : a* (xj) :m
for all 16 j6 4. These facts imply that R(a2) is not a Buchsbaum ring by Theorem
1.1 and R(a3) is not so by (4) of Proposition 2.10.
(6) By direct calculation it is easy to see that
(embd(R); h0(R); h1(R)) =
{
(8; 2; 2) if R= R(a2);
(9; 2; 3) if R= R(a3):
Moreover, using the computer software “Macaulay” [1], we easily get
h1(N;R(a2)) = 17 and h1(N;R(a3)) = 19:
(7) This is already given by (8) of Lemma 2.2.
Next, unless the assumption that the dimension of a given module is equal to one,
the similar statement as in Theorem 1.1 does not hold in general. More precisely, we
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can Gnd a non-Buchsbaum ring such that its dimension is greater than one but the
Rees algebra of maximal ideal is Buchsbaum.
To describe our next example, we shall recall deGnition of the idealization. Let (B; n)
be a Noetherian local ring and F a Gnitely generated B-module. We make the Cartesian
product B × F of B and F into a commutative ring by giving the pointwise addition
(b; f) + (b′; f′) = (b+ b′; f + f′) and the multiplication deGned by (b; f) · (b′; f′) =
(bb′; bf′ + b′f). We call this the idealization of F (over B) and denote it by Bn F .
The idealization BnF is a Noetherian local ring with identity (1; 0), its maximal ideal
is n× F , and its Krull dimension is equal to dim B. Since ((0)× F)2 = (0), it is easy
to see that
Hin×F(Bn F) ∼= Hin(Bn F) = Hin(B)⊕ Hin(F)
as B-modules via the canonical ring monomorphism B→ BnF deGned by b → (b; 0),
for all i∈Z, cf. [24, Lemma 4.2] for more explicit descriptions on its module-structure.
Consequently, Hin×F(Bn F) = (0) iA both local cohomology modules Hin(B); H in(F)
are vanished.
Example 3.2. Let (B; n) be a Cohen–Macaulay local ring of maximal embedding di-
mension and of dimension d¿ 2. For simplicity; we also assume the residue Geld B=n
is inGnite. Put
A :=Bn n2;
the idealization of n2 over B. Then the following statements are true:
(1) A is a Noetherian local ring with dim A= d¿ 2; but it is not a Buchsbaum ring.
(2) Let r be a minimal reduction of n. Then m2 = qm holds; where we put q := rA.
(3) The Rees algebra R(m) is a Buchsbaum ring.
Proof. Since B is a Cohen–Macaulay ring of dimension d¿ 2; we have Him(A) = (0)
for all i =1; d and H 1m(A)=H 1n(n2)=B=n2 as B-modules. This means m ·H 1m(A) =(0);
and hence A is not a Buchsbaum ring. The rest of assertions (1); (2) are obvious.
(3) Since B is a Cohen–Macaulay ring of maximal embedding dimension, the
associated graded ring G(n) = Gn(B) is Cohen–Macaulay and its a-invariant a(G(n))
is negative (cf. [16], and also see [4]), and the Rees algebra R(n) = Rn(B) is Cohen–
Macaulay too (cf. [9, Corollary (3.2)], and also see [23]). Looking at the short exact
sequence of graded R(n)-modules
0→ nR(n)→ R(n)→ G(n)→ 0
the ideal nR(n) is also a Cohen–Macaulay module over R(n). Let L be a homoge-
neous ideal of R(n) such that [L]0 = n
2 and [L] = n
+1 for ¿ 0. Then L ⊂ nR(n)
and nR(n)=L = n=n2 clearly. It is also easy to see that R(m) ∼= R(n)n L as graded
R(n)-algebras, where the right-hand side has the canonical graduation. Then there exists
an exact sequence of graded modules over R(n) (or over R(m))
0→ R(m)→ R(n)n nR(n)→ (0)× n=n2 → 0:
Since R(n)nnR(n) is a Cohen–Macaulay ring, we consequently get that HiN(R(m))=
(0) for all i =1, d+1 and N·H 1N(R(m))=(0), because of H 1N(R(m))=(0)×n=n2, where
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N :=mR(m) + R(m)+ the unique homogeneous maximal ideal of R(m). Therefore the
Rees algebra R(m) must be Buchsbaum.
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