This paper presents the first implementation of a search tree data structure in an asynchronous shared-memory system that provides a wait-free algorithm for executing range queries on the tree, in addition to non-blocking algorithms for Insert, Delete and Find, using single-word Compare-and-Swap (CAS). The implementation is linearizable and tolerates any number of crash failures. Insert and Delete operations that operate on different parts of the tree run fully in parallel (without any interference with one another). We employ a lightweight helping mechanism, where each Insert, Delete and Find operation helps only update operations that affect the local neighbourhood of the leaf that the Find arrives at. Similarly, a range query helps only those updates taking place on nodes in the part of the tree it traverses. Our implementation works in a dynamic system where the number of processes may change over time.
INTRODUCTION
There has been much recent work on designing efficient concurrent implementations of set data structures [7, 8, 12, 15, 18, 19, 30, 39, 47, 50] , which provide algorithms for Insert, Delete, and Find. There is increasing interest in providing additional operations for modern applications, including iterators [1, 42, 43, [46] [47] [48] or general range queries [10, 14] . These are required in many big-data applications [16, 35, 44] , where shared in-memory tree-based data indices must be created for fast data retrieval and useful data analytics. Prevalent programming frameworks (e.g., Java [32] , .NET [41] , TBB [31] ) that provide concurrent data structures have added operations to support iterators without necessarily providing strong atomicity guarantees despite the desirability of such guarantees.
The Binary Search Tree (BST) is one of the most fundamental data structures. Ellen et al. [19] gave the first non-blocking implementation (which we shall call NB-BST) of a BST from single-word CAS. The non-blocking progress property (sometimes called lockfreedom) requires that, in every infinite asynchronous execution, infinitely many operations are completed, even if some processes crash [25] . NB-BST has some nice additional properties. Updates on different parts of the tree do not interfere with one another and Finds never interfere with any other operation. The code of NB-BST is modular and has a detailed proof of correctness [20] .
In this paper, we build upon NB-BST to get a persistent version of it, called PNB-BST. In a persistent data structure, multiple versions of the data structure are preserved when it is modified, so that one can access old versions. We achieve persistence on top of NB-BST by applying a relatively simple technique which fully respects the modularity and simplicity of NB-BST's design.
In a concurrent setting, a major motivation for providing persistence is that it facilitates the implementation of advanced operations (such as range queries) in a wait-free way. In a set data structure, a RangeScan(a, b) must return the set of all keys that are between the given keys a and b. Wait-freedom is stronger than non-blocking progress, since it requires that every operation terminates in a finite number of steps. The distinction is important when considering RangeScans: there is a danger that a non-blocking implementation may permit lengthy RangeScans to starve while updates (which tend to be shorter) make progress. We exploit persistence in PNB-BST to provide the first wait-free implementation of RangeScan on top of a search tree data structure, using singleword CAS. PNB-BST also provides non-blocking implementations of Insert, Delete, and Find. Moreover, a wait-free Find(k) operation could be provided by calling RangeScan(k, k), although this is more costly than the basic Find algorithm.
PNB-BST is linearizable [29] , uses single-word CAS, and tolerates any number of crash failures. A full proof of correctness is available in [22] . As in NB-BST, updates in PNB-BST on different parts of the tree are executed in parallel without interfering with one another. A Find simply follows tree edges from the root to a leaf, and may have to help an update operation only if the update is taking place at the parent or grandparent of the leaf that the search arrives at. Thus, Find employs a lightweight helping mechanism. Similarly, RangeScan helps only those operations that are in progress on the nodes that it traverses. RangeScan may print keys (or perform some processing of the nodes, e.g., counting them) as it traverses the tree, thus avoiding any space overhead. PNB-BST does not require knowledge of the number of processes in the system, and therefore it works in a dynamic system where the set of participating processes changes.
The code of PNB-BST is as modular as that of NB-BST, making it fairly easy to understand. However, the linearizable implementation of RangeScan required solving several synchronization problems between RangeScans and concurrent updates on the same part of the tree, so that a RangeScan sees all the successful updates linearized before it but not those linearized after it. Specifically, we had to (a) use sequence numbers set by RangeScans, to split the execution into phases and assign each operation to a phase, (b) design a scheme for linearizing operations that is completely different from that of NB-BST by taking into consideration the phase of each operation, (c) do some additional necessary synchronization between RangeScans and updates, and (d) use a more elaborate helping scheme. The proof of correctness borrows from that of NB-BST, but many parts are more intricate. The proof that RangeScans work correctly is completely novel.
We provide an experimental evaluation of PNB-BST and a slightly modified version that stores batches of keys in each leaf. We compare PNB-BST with lock-free contention adapting trees [55] and KiWi [5] , two state-of-the-art data structures that support range queries. These data structures are described in the next section.
RELATED WORK
Our implementation is based on NB-BST, the non-blocking BST implementation proposed in [19] and described briefly in Section 3, below. Brown et al. [11] generalized the techniques in [19] to design generalizations of load-link, store-conditional and validate, called LLX, SCX and VLX. These primitives simplify the construction of non-blocking data structures. In particular, they can be used for nonblocking updates to any data structure based on a down-tree [12] . Our technique for supporting range queries cannot directly be implemented using LLX and SCX: the functionality hidden inside LLX must be split in two parts between which some (relatively simple) synchronization is needed to coordinate RangeScans with updates. The work in [19] has also been generalized to get a non-blocking implementation of a Patricia trie [50] . None of these non-blocking search trees support range queries. Updates in our PNB-BST resemble those of NB-BST, although several changes were necessary to accommodate RangeScans. We present our update operations using a generalized template akin to those in [11, 19] .
Prokopec et al. [47] gave a non-blocking implementation of a hash trie which supports Insert, Delete, Find, and a Scan operation that provides a consistent snapshot of the entire data structure. Their algorithm uses indirection nodes (i-nodes) [53] that double the height of the tree. To implement Scan, they use a persistent implementation of the trie in which updates may have to copy the entire path of nodes they traverse to synchronize with concurrent Scans. Moreover, the algorithm has high contention on the root node. The algorithm could be adjusted to support RangeScan. However, every RangeScan would cause updates taking place anywhere in the tree to copy all the nodes they visit, even if they are not in the part of the tree being scanned.
Petrank and Timnat [46] gave a technique (based on Jayanti's single-scanner snapshot algorithm [33] ) to implement Scan on top of non-blocking set data structures such as linked lists and skip lists. Concurrent Scans share a snap collector object in which they record information about the nodes they traverse. To ensure that a Scan appropriately synchronizes with updates, processes executing updates or Finds must also record information about the operations they perform (or those executed by other processes they encounter) in the snap collector object. Although the snap collector object's primitive operations are wait-free, the following example shows that the implementation of Scan using those primitives is non-blocking but not wait-free. Assume that the algorithm is applied on top of the non-blocking sorted linked list implementation presented by Harris [24] . A Scan must traverse the list, and this traversal may never complete if concurrent updates continue to add more elements to the end of the list faster than the Scan can traverse them. In this case, the lists maintained in the snap collector will grow infinitely long. Chatterjee [14] generalizes the algorithm of Petrank and Timnat to get a non-blocking implementation of RangeScan using partial snapshots [3] . In a different direction, work in [1, 48] characterizes when implementing the technique of [46] on top of non-blocking data structures is actually possible.
KiWi [5] is a recent concurrent data structure that implements an in-memory key-value map supporting range queries. Conceptually, it has three levels. A chunk data structure stores keys from an assigned range. The chunks are organized into a linked list, with consecutive chunks in the list representing consecutive, nonoverlapping ranges of keys. Finally, there is an index data structure that allows quick access to a particular chunk. The index can be implemented by any existing non-blocking data structure that supports Insert, Delete and Find, such as a skip list or search tree. Each chunk is a fixed-size data structure in which keys are stored in a partially-sorted array whose entries are also arranged into a linked list. As keys are added or deleted, chunks are rebalanced by splitting full chunks or merging adjacent chunks that are fairly empty. When this occurs, the index is updated in a lazy manner. The claim that KiWi's range queries are wait-free depends upon having wait-free searches in the index data structure it employs.
However, most papers that provide non-blocking implementations of index data structures do not provide wait-free searches.
KiWi and our implementation share some design decisions. Both use a form of multi-versioning, a classical technique in concurrent databases [6] and persistence [17] , to enable range queries. RangeScans modify a global counter that keeps track of the current version, as in previous work (e.g., [47] ). There are, however, some fundamental differences between KiWi and our approach. KiWi is a data structure that is custom-built for supporting range queries. Our work makes a first significant step in a different avenue: designing a simple mechanism to support wait-free range queries on top of standard, widely-used data structures such as a BST, and we believe the technique is applicable more generally to pointer-based data structures. In KiWi, assigning version numbers to updates is rather complicated, since RangeScans may change the initial version number read from the global counter by an update. This requires storing an array of size n inside every chunk as a synchronization mechanism, where n is the number of processes. In our algorithm, an update is assigned a version number simply by reading the global counter. Additionally, our algorithm works even when n is unknown, unlike KiWi.
After the archiving of this paper [22] , Winblad et al. [54, 55] published LFCA, a contention-adapting search tree with non-blocking Insert, Delete, Find, and RangeScan operations. Like NB-BST, it uses a leaf-oriented BST. However, instead of storing a single key, each leaf (called a base node) contains a pointer to an immutable instance of a treap [49] data stucture containing a batch of keys. Moreover, LFCA adaptively splits and merges base nodes based on the contention that an operation encounters while it is executed. Our experimental analysis shows that this batching scheme improves performance of RangeScan (for small range sizes). However, RangeScan in LFCA is non-blocking, whereas PNB-BST ensures the stronger property of wait-freedom for RangeScans. Moreover, in LFCA, a RangeScan imposes serious performance overhead on update operations that interfere with it, since they must help it complete. This is expensive when the range query size is big. LFCA's other operations are non-blocking (the scenario in [20] that shows Finds are not wait-free in NB-BST, also holds for LFCA and for the non-blocking, more lightweight version of Find for PNB-BST in this paper); experiments show that the performance of these operations is similar in both algorithms despite the extra overhead imposed on PNB-BST to support a wait-free RangeScan.
Arbel-Raviv and Brown [2] presented three algorithms for implementing RangeScans on top of concurrent data structures that ensure specific properties and use epoch-based memory reclamation [23] . The first algorithm is lock-based, the second employs hardware transactional memory [27] and the third is lock-free. Their algorithms assume (1) there is a traversal algorithm that visits every node (within the given range) that exists in the data structure at all times throughout the traversal, and (2) every successful update operation is linearized at a write or CAS and the programmer knows where this write or CAS occurs in the code. Their third algorithm is based on a double-compare-single-swap operation to ensure non-blocking progress. Range queries are wait-free only if a wait-free traversal of the data structure is provided.
Arbel-Raviv and Brown also presented a simple depth-firstsearch (DFS) traversal and argued that in concurrent data structures where a search works in exactly the same way as a sequential search, this traversal satisfies the necessary properties for their algorithms to be correct. As examples of non-blocking implementations where this technique is applicable, they mentioned the concurrent search trees presented in [11, 18, 19, 39] . Unfortunately, none of these are known to support a wait-free search, let alone a wait-free DFS.
Brown and Avni [10] presented an implementation of a k-ary search tree supporting RangeScans that are obstruction-free [26] . Avni et al. [4] presented a skip list implementation that supports RangeScan. It can be either non-blocking or built on top of a transactional memory system, so its progress guarantees are weaker than wait-freedom. Bronson et al. [8] presented a blocking implementation of a relaxed-balance AVL tree that provides Scans.
There are wait-free implementations of Scan (or RangeScan) on data structures other than trees or in different settings. Nikolakopoulos et al. [42, 43] presented Scan algorithms for the nonblocking concurrent queue in [38] that ensure different consistency and progress guarantees. Fatourou et al. [21] designed wait-free Scans on top of the non-blocking deque of [37] . Kanellou and Kallimanis [34] introduced a new graph model and provided a wait-free implementation of a node-static graph which supports partial traversals in addition to edge insertions, removals, and weight updates. Spiegelman and Keidar [51] presented two memory models and provided wait-free dynamic atomic snapshot algorithms for both.
OVERVIEW OF NB-BST
We provide a brief description of NB-BST (following [19] ).
NB-BST is a leaf-oriented BST, where all keys are stored in the leaves of the tree. The keys of the Internal nodes are used solely for routing searches to the appropriate leaf. The tree is full, meaning that each internal node has exactly two children, and maintains the BST property: for every node v in the tree, the key of v is larger than the key of every node in v's left subtree and smaller than or equal to the key of every node in v's right subtree. A leaf (internal) node is represented by an object of type Leaf (Internal, respectively); both Leaf and Internal nodes are of type Node.
To insert a key k in a leaf-oriented tree, a search for k is first performed. Let ℓ and p be the leaf that this search arrives at and its parent. If ℓ does not already contain k, a subtree consisting of an internal node and two leaf nodes is created. The leaves contain k and the key of ℓ (with the smaller key in the left leaf). The internal node contains the bigger of these two keys. The child pointer of p which was pointing to ℓ is changed to point to the root of this subtree. Similarly, a Delete(k), searches for k. Let ℓ, p and дp be the leaf node that the search reaches, its parent, and its grandparent. If the key of ℓ is k, then the child pointer of дp which was pointing to p is changed to point to the sibling of ℓ. By performing the updates in this way, the properties of the tree are maintained.
An implementation is linearizable if, in every execution α, each operation that completes (and some that do not) can be assigned a linearization point between the start and end of its execution so that the return values of those operations are the same in α as if they were executed sequentially in the order of their linearization points.
To ensure linearizability, NB-BST applies a technique that flags and marks nodes. A node is flagged before changing its child pointers. A node is permanently marked before it is removed. To mark and flag nodes, NB-BST uses CAS. CAS(O, u, v) changes the value of object O to v if its current value is equal to u, otherwise the CAS fails and no change is applied on O. In either case, the value that O had before the execution of CAS is returned.
NB-BST provides a routine, Search(k), to search for key k in the tree. Search returns pointers to the leaf node at which the Search ends, to its parent, and to its grandparent. Find(k) executes Search(k) and checks whether the returned leaf contains k. Both Insert and Delete operations make repeated attempts until they succeed. An attempt of Insert(k) executes Search(k) to get a leaf ℓ and its parent p. It then performs a flag CAS to flag p, then a child CAS to change the appropriate child pointer of p to point to the root of the newly created subtree of three nodes, and finally an unflag CAS to unflag p. If it fails to flag p, it starts a new attempt without executing the other two CAS steps. Similarly, an attempt of Delete(k) calls Search to get a leaf ℓ, its parent p, and its grandparent дp. It first executes a flag CAS trying to flag дp. If this fails, it starts a new attempt. If the flagging succeeds, it executes a mark CAS to mark p. If this fails, it unflags дp and starts a new attempt. Otherwise, it executes a child CAS to change the appropriate child pointer of дp from p to the sibling of ℓ, then unflags p and returns.
Helping is used to achieve non-blocking progress. Each process p that flags or marks a node stores in it a pointer to an Info object, which contains information about the operation op it performs (see Figure 2 ). This information includes the old and new values that should be used by the CAS steps that p will perform to complete the execution of op. Other processes that apply operations on the same part of the data structure can use this information to help this operation complete and unflag the node. Once they do so, they are able to retry their own operations. Helping is necessary only if an update operation wants to flag or mark a node that is already flagged or marked by another process.
THE PERSISTENT NON-BLOCKING BST
We begin with an overview of the new PNB-BST data structure Then, we describe the implementation in detail, with pseudocode given in Figures 2-4. Next, we outline the proof of correctness of the implementation. The full proof appears in [22] . Overview. We modify NB-BST to get PNB-BST, a BST implementation that supports RangeScan, in addition to Insert, Delete, and Find. Care must be taken to synchronize RangeScans with concurrent updates. As a RangeScan traverses the tree, it may see an update op by a process p but miss an update op ′ that finishes before op starts, if op ′ was applied on the part of the tree that has already been visited by the RangeScan (violating linearizability).
To avoid such violations, PNB-BST implements a persistent version of the leaf-oriented tree, thus allowing a RangeScan to reconstruct previous versions of the tree. To achieve this, PNB-BST stores in each node an additional pointer, called prev. Whenever the value of a child pointer changes from a node u to a node u ′ , the prev pointer of u ′ points to u. (Figure 1 shows examples.)
PNB-BST maintains a shared integer, Counter, that supports read and increment operations. The Counter provides each operation with an associated sequence number as follows. Each RangeScan starts its execution by reading Counter and then incrementing it.
The value read by the RangeScan is its sequence number. (Concurrent RangeScans may share the same sequence number.) Each other operation op reads Counter at the beginning of each of its attempts. The sequence number of op is the sequence number read in its last attempt. A successful update operation records its sequence number in the Info object it creates during its last attempt. Intuitively, each RangeScan initiates a new execution phase whenever it increments Counter. For each i ≥ 0, phase i is the period during which Counter has the value i. We say that all operations with sequence number i belong to phase i.
Each tree node has a field seq that stores the sequence number of the operation that created it. This allows a RangeScan to figure out which nodes have been inserted or deleted by updates that belong to later phases. For any Internal node v with v.seq ≤ i, we define the version-i left (or right) child of v to be the node that is reached by following the left (or right) child pointer of v and then following prev pointers until reaching a node whose seq field is at most i. (We prove that such a node exists.) For every configuration C, we define a graph D i (C). The nodes of D i (C) are all the nodes that exist in C and the edges go from nodes to their version-i children; T i (C) is the subgraph of D i (C) containing those nodes that are reachable from the root in D i (C). We prove that T i (C) is a BST. We sometimes use T i to denote T i (C) in the current configuration C.
We linearize every Scan operation with sequence number i at the end of phase i, with ties broken in an arbitrary way. Moreover, we linearize all Insert, Delete and Find operations that belong to phase i during phase i. To ensure linearizability, PNB-BST should guarantee that a RangeScan with sequence number i ignores all changes performed by successful update operations that belong to phases with sequence numbers bigger than i. To ensure this, each operation with sequence number i ignores those nodes of the tree that have sequence numbers bigger than i by moving from a node to its appropriate version-i child. Thus, each operation with sequence number i always operates on the tree T i .
For linearizability, PNB-BST should also guarantee that each RangeScan sees all the successful updates that belong to phases 0 through i. To achieve this, PNB-BST uses a handshaking mechanism between each scanner and the updaters. It also uses a helping mechanism, which is more elaborate than that of NB-BST.
To describe the handshaking mechanism in more detail, consider any update operation op initiated by process p. No process can be aware of op before p performs a successful flag CAS for op. Assume that p flags node v for op in an attempt att with sequence number i. To ensure that no RangeScan with sequence number i will miss op, p checks whether Counter still has the value i after the flag CAS has occurred. We call this check the handshaking check of att. If the handshaking check succeeds, it is guaranteed that no RangeScan has begun its traversal between the time that p reads Counter at the beginning of the execution of att and the time the handshaking check of att is executed. It follows that any RangeScan with sequence number i that traverses v while att is still in progress will see that v is flagged and find the required information to complete op in its Info object. The RangeScan then helps op complete before it continues its traversal.
However, if the handshaking check fails, a RangeScan that incremented Counter to a value greater than i may have already traversed the part of the tree that op is trying to update, missing this update. Thus, if op succeeds, linearizability could be violated. To avoid this problem, p pro-actively aborts its attempt of op if the handshaking check fails, and then it initiates a new attempt for op (which will have a sequence number bigger than i). This abort mechanism is implemented as follows. The Info object has a field, called state, which takes values from the set {⊥, Try, Commit, Abort} (initially ⊥). Each attempt creates an Info object. To abort an attempt, p changes the state field of its Info object to Abort. Once an attempt is aborted, the value of the state field of its Info object remains Abort forever. If the handshaking check succeeds, then p changes the state field of the Info object of att to Try and tries to execute the remaining steps of this attempt. If op completes successfully, it changes the state field of the Info object to Commit. Info objects whose state field is ⊥ or Try belong to update operations that are still in progress.
We now describe the linearization points in more detail. If an attempt of an Insert or Delete ultimately succeeds in updating a child pointer of the tree to make the update take effect, we linearize the operation at the time that attempt first flags a node: this is when the update first becomes visible to other processes. (This scheme differs from the original NB-BST, where updates are linearized at the time they actually change a child pointer in the tree.) Because of handshaking, this linearization point is guaranteed to be before the end of the phase to which the operation belongs.
When a Find operation completes a traversal of a branch of the tree to a leaf, it checks whether an update has already removed the leaf or is in progress and could later remove that leaf from the tree. If so, the Find helps the update complete and retries. Otherwise, the Find terminates and is linearized at the time when the leaf was found to be in the tree with no pending update that might remove it later. (As in the original NB-BST, the traversal of the branch may pass through nodes that are no longer in the tree, but so long as it ends up at a leaf that is still present in the current tree we prove that it ends up at the correct leaf of the current tree.) An Insert(k) that finds key k is already in the tree, and a Delete(k) that discovers that k is not in the tree are linearized similarly to Find operations.
The helping mechanism employed by Find operations ensures that the Find will see an update that has been linearized (when it flags a node) before the Find but has not yet swung a child pointer to update the shape of the tree. But it is also crucial for synchronizing with RangeScan operations, for the following reason. Assume that a process p 1 initiates an Insert (1) . It reads 0 in Counter and successfully performs its flag CAS. Then, a RangeScan is initiated by a process p 2 and changes the value of Counter from 0 to 1. Finally, a Find(1) is initiated by a process p 3 and reads 1 in Counter. Find (1) and Insert(1) will arrive at the same leaf node l (because Insert(1) has not performed its child CAS by the time Find reaches the leaf). If Find(1) ignores the flag that exists on the parent node of l and does not help Insert(1) to complete, it will return False. If Insert(1) now continues its execution, it will complete successfully, and given that it has sequence number 0, it will be linearized before Find (1) which has sequence number 1. This would not be consistent with the fact that the Find returned False. Detailed Implementation. A RangeScan(a,b) first gets its sequence number seq (line 122 of the pseudocode) and then increments Counter to start a new phase (line 123). To traverse the appropriate part of the tree, it calls ScanHelper(Root, seq, a, b) (line 124). ScanHelper starts from the root and recursively calls itself on the version-seq right child of the current node v if a is greater than or equal to v's key, or on v's version-seq left child if b is smaller than v's key, or on both version-seq children if v's key is between a and b (lines 132-135). Whenever it visits a node where an update is in progress, it helps the update to complete (line 131). The ReadChild routine is used to obtain v's appropriate version-seq child.
Search(k, seq) traverses a branch of T seq from the root to a leaf (lines [35] [36] [37] [38] [39] . Find gets a sequence number seq (line 70) and calls Search(k, seq) (line 71) to traverse the BST to a leaf l. Next, it calls ValidateLeaf to ensure that there is no update that has removed l or has flagged l's parent p or grandparent gp for an update that could remove l from the tree. If the validation succeeds, the Find is linearized at line 62. If it finds an update in progress, the Find helps complete it at line 51. If validation is not successful, Find retries.
An Insert(k) performs repeated attempts. Each attempt first gets a sequence number seq (line 146), and calls Search(k, seq) (line 147) to traverse to the appropriate leaf l in T seq . It then calls ValidateLeaf, just as Find does. If the validation is successful and k is not already in the tree (line 150), a subtree of three nodes is created (lines 152-154). Execute (line 155) performs the remaining actions of the Insert, similarly to the Insert of NB-BST.
Like Insert(k), a Delete(k) performs repeated attempts (line 167). Each attempt determines its sequence number seq (line 168) and calls Search(k, seq) (line 169) to get the leaf l, its parent p and grandparent gp. Next, it validates the leaf (as in Find). If successful, it finds the sibling of l (lines 173-181) and calls Execute (line 182) to perform the remaining actions. In contrast to what happens in NB-BST, which changes the appropriate child pointer of gp to point to the sibling of l, PNB-BST creates a new copy of the sibling of l and changes the appropriate child pointer of gp to point to this new copy. This is necessary to avoid creating cycles consisting of ▷ Initialization: 29 shared counter Counter := 0 30 shared Info *Dummy := pointer to a new Info object whose state field is Abort, and whose other fields are ⊥ 31 shared Internal *Root := pointer to new Internal node with key field ∞ 2 , update field ⟨Flag, Dummy⟩, prev field ⊥, seq field 0, and whose left and right fields pointing to new Leaf nodes whose prev fields are ⊥, seq fields are 0, and key fields are ∞ 1 and ∞ 2 , respectively prev and child pointers, which could cause infinite loops during Search. To be more specific, consider the following scenario where the sibling is not replaced by a new copy. A node with key 7 has a left child with key 3 and sequence number 1. The node with key 3 has two leaf children with keys 1 and 5, both with sequence number 2. The leaf with key 5 gets deleted, so the node with key 1 is now the left child of the node with key 7, and node 1's prev pointer points to its former parent with key 3. Then, a Find(0, 1) arrives at the node with key 7. It goes left to the node with key 1, but because that node's sequence number is 2, Search follows its prev pointer to the node with key 3. Then it goes left to the node with key 1 again and this will repeat forever, creating an infinite loop. Finally, we discuss Execute and Help, which do the main work of updates. Execute checks whether there are operations in progress on the nodes that are to be flagged or marked and helps them if necessary (lines 89-94). If this is not the case, it creates a new Info object (line 95), performs the first flag CAS to make the Info object visible to other processes (line 96) and calls Help to perform the remaining actions of the update (line 97). Help(infp) first performs the handshaking (line 103-105). If op does not abort (line 106), Help attempts to flag and mark the remaining nodes recorded in the Info object pointed to by infp (lines 107-113). If it succeeds (line 114), it executes a child CAS to perform the required change to the appropriate child pointer in the tree (line 115). If the child CAS is successful then op commits (line 116); otherwise it aborts (line 118). Correctness. We present an outline of the proof of correctness here. A detailed proof is provided in [22] .
We first prove each call to a subroutine satisfies its preconditions. This is proved together with some simple invariants, for instance, that ReadChild(−, −, seq) returns a pointer to a node whose sequence number is at most seq. Next, we prove that update fields of nodes are updated in an orderly way and study properties of the child CAS steps. A node v is frozen for an Info object I if v.update points to I and a call to Frozen(v.update) (line 85-87) would return True. A freeze CAS (i.e., a flag or mark CAS) belongs to an Info object I if it occurs in an instance of Help whose parameter is a pointer to I , or on line 96 with I being the Info object created on line 95. We prove that only the first freeze CAS that belongs to an Info object I on each of the nodes in I .nodes can be successful. Only the first child CAS belonging to I can succeed and this can only occur after all nodes in I .nodes have been frozen. If a successful child CAS belongs to I , the state field of I never has the value Abort. Specifically, this field is initially ⊥ and changes to either Try or Abort, depending on whether handshaking is performed successfully on lines 103-105 or not. If the state field changes to Try, then it may become either Commit or Abort later, depending on whether all nodes in I .nodes are successfully frozen for I . A node remains frozen for I until I .state changes to Commit or Abort. Once this occurs, the value of I .state never changes again. Only then can the update field of the node become frozen for a different Info object. Values stored in update fields of nodes and in child pointers are distinct (so no ABA problem may arise).
An ichild or dchild CAS is a child CAS belonging to an Info object that was created by an Insert or Delete, respectively. A successful freeze CAS (belonging to an Info object I with sequence number seq) on a node v "locks" v on behalf of the operation that created I . A successful child CAS belonging to I occurs only if the nodes that it will affect have been frozen. Every such node has sequence number less than or equal to seq. The ichild CAS replaces a leaf ℓ whose sequence number is at most seq with a subtree consisting of an internal node v and two leaves (see Figure 1 ). All three nodes of this subtree have sequence number seq and have never been in the tree before. Moreover, the prev pointer of the internal node of this subtree points to ℓ (whereas those of the two leaves point to ⊥). These changes imply that the execution of the ichild CAS does not affect any of the trees T i with i < seq. The part of the tree on which the ichild CAS is performed cannot change between the time all of the freeze CAS steps (for I ) were performed and the time the ichild CAS is executed. So, the change that the ichild CAS performs is visible in every T i with i ≥ seq just after this CAS has been executed. Similarly, a dchild CAS does not cause any change to any tree T i with i < seq. However, for each i ≥ seq, it replaces a node in T i with a copy of the sibling of the node to be deleted (which is a leaf), thus removing three nodes from the tree (see Figure 1 ). Characterizing the effects of child CAS steps in this way allows us to prove that no node in T i , i ≥ 0, ever acquires a new ancestor after it is first inserted in the tree. Using this, we also prove that if a node v is in the search path for key k in T i at some time, then it remains in the search path for k in T i at all later times. We then prove that for every node v an instance of Search(k, seq) traverses, v was in T seq (and on the search path for k in it) at some time during the Search. These facts allows us to prove that every T i , i ≥ 0, is a BST at all times. Moreover, we prove that our validation scheme ensures that all successful update operations are applied on the latest version of the tree.
Fix an execution α. An update is imminent at some time during α if it has sucessfully executed its first freeze CAS before this time and it later executes a successful child CAS in α. We prove that at each time, no two imminent updates have the same key. For configuration C, let Q(C) be the set of keys stored in leaves of T ∞ at C plus the set of keys of imminent Insert operations at C minus the set of keys of imminent Delete operations at C. Let the abstract set L(C) be the set that would result if all update operations with linearization points at or before C would be performed atomically in the order of their linearization points. We prove the invariant that Q(C) = L(C). Once we know this, we can prove that each operation returns the same result as it would if the operations were executed sequentially in the order defined by their linearization points, to complete the linearizability argument.
A RangeScan with sequence number i is wait-free because it traverses T i , which can only be modified by updates that begin before the RangeScan's increment of Counter (due to handshaking). To prove that the remaining operations are non-blocking, we show that an attempt of an update that freezes its first node can only be blocked by an update that freezes a lower node in the tree, so the update operating at a lowest node in the tree makes progress.
EXPERIMENTAL EVALUATION
To evaluate PNB-BST, we measure its overhead with respect to NB-BST and compare it with state-of-the-art algorithms such as the LFCA tree [55] and KiWi [5] . LFCA and KiWi both store batches of keys in each node to speed up RangeScans.
Our experiments showed that performance depends critically on batching keys in nodes. The original version of PNB-BST does not employ batching and therefore RangeScans were not as efficient as in LFCA or KiWi. We implemented a version of PNB-BST with batching in the leaves. Specifically, each leaf now contains m keys. We call m the batching degree of PNB-BST. Taking m ∈ {16, 32, 64} yields three additional versions of PNB-BST, called PNB-BST 16, PNB-BST 32, and PNB-BST 64, respectively, in our experiments.
A successful Insert(k) operation first calls Search to get a leaf l and its parent p. If l is not full (it does not already contain m keys), Insert(k) creates a new leaf containing k and all keys in l. Then, it uses CAS to change the appropriate child pointer of p to point to the new leaf. If l is full, then it is replaced by a subtree of three nodes in a way similar to that in the original PNB-BST. However, the set of keys stored in l is split to two key sets of about the same size which are stored in the two leaves of the new subtree. Similarly, a successful Delete(k) operation calls Search to get a leaf l, its parent p, and its grandparent дp. If k is not the only key stored in l, Delete(k) creates a new leaf which contains all keys stored in l other than k, and uses CAS to update the appropriate child pointer of p to point to this leaf. Otherwise, the appropriate child pointer of дp is updated to point to a copy of the sibling of l, as in the original PNB-BST. Unsuccessful updates are performed as in PNB-BST.
For LFCA and KiWi, we used the code provided by the respective authors. The code for PNB-BST is available at [45] . It includes some optimizations omitted from the pseudocode for the sake of simplicity. After an update performs helping, the next attempt's search starts from the leaf's grand-grandparent instead of the root, provided that node is not frozen. To reduce the memory footprint, extra handshaking checks are performed before every new node or Info object allocation. This way, an attempt doomed to fail does not allocate redundant memory. The mark[], par and oldChild fields are omitted from the Info object: these fields contain immutable values that can be found in nodes[]. Finally, the U pdate field contains only an Info pointer and the type field is stored inside the Info object.
The experiments ran on a machine with four Intel(R) Xeon(R) E5-4610 v3 1.70GHz CPUs with 10 cores each and hyperthreading enabled, yielding 80 hardware threads. The code used to run the benchmarks can be found at [9] . The machine has 256GB of RAM and runs CentOS Linux 7.5.1804 with kernel version 3.10.0-862.14.4.el7.x86_64. The implementations are in Java; OpenJDK 64-Bit Server VM with version 1.8.0_191 was used, with flags -server and -d64 enabled. Garbage collection was virtually deactivated by enabling the flags -Xms200G and -Xmx200G. To compute a data point, 10 runs of 6 seconds each were executed. The first five runs were discarded-they were used solely to warm up the JVM-and the average of the last five runs was used as the data point.
The group of values i, d, f , rq and r is called an operation mix. In every operation mix, i, d, f and rq are the probabilities for a thread to execute an Insert, Delete, Find or RangeScan, respectively, and keys are integers drawn uniformly at random from the range [1, r ] . Before the start of each run the tree is prefilled with randomly selected keys until reaching a steady state, in which the tree maintains an approximately constant size of r i i+d keys. Four kinds of experiments were conducted. In the first (Figure  5a ), the total throughput of operations (i.e., the total number of Insert, Delete and Find operations divided by the duration of the run) is plotted against the number of threads, for various operation mixes without RangeScans. A vertical line at 80 threads indicates the maximum number of hardware threads available. PNB-BST has slightly more cache-misses per operation than NB-BST due to its validation mechanism. This causes a modest performance penalty. NB-BST is the best performing algorithm in these experiments. LFCA's throughput is similar to that of PNB-BST in most cases.
The second experiment studies the performance penalty imposed by RangeScans on the other operations. Figure 5b shows the total throughput of threads performing Inserts, Deletes and Finds when an additional set of threads (called RQers) perform only RangeScans of size 10 3 . Each RQer runs on a distinct core. For PNB-BST, the RangeScans do not significantly affect the other operations' performance. With batching, the overhead is bigger (for reasons explained in detail below).
In the third experiment (Figure 5c ), the total throughput of operations is measured when range queries are added to the operation mix. This graph clearly shows the importance of the batching degree: PNB-BST can be thought to have a batching degree of 1, and the algorithms that use batching perform significantly better. Experiments of the same type, with more than 10% RangeScans, produce similar graphs. Since RangeScans are slower than the other operations, threads spend a great deal of their time performing RangeScans in such experiments. The graph where 0.1% of the operations are RangeScans shows a scenario where the fraction of time devoted to RangeScans is more reasonable.
In the last experiment (Figures 5d and 5e ), we consider how the size of the range being scanned affects performance. Half the threads are RQers and half are updaters, which perform Inserts and Deletes. The throughput of the two groups are depicted in separate graphs. For the throughput of updaters (Figure 5d ), LFCA performs better for small RangeScan sizes, whereas PNB-BST and its batched variants outperform LFCA for large range query sizes. This is because, for small range query sizes, the rate of change of the Counter value in PNB-BST (which is the global synchronization point between updaters and RQers) is greater because the throughput of RangeScans is high. Thus, handshaking fails more often and updaters must restart their operation quite frequently, causing their performance to drop. On the other hand, LFCA cannot keep its high performance for large RangeScan sizes, because it employs a heavy helping mechanism: many updates are forced to help a large RangeScan to complete, before they make progress themselves. This also explains the last two diagrams of Figure 5b .
As expected, Figure 5e shows that the throughput of RQers decreases as the RangeScan size increases. More interestingly, the similar performance of PNB-BST 64 with LFCA (which also has batching degree 64) for all range query sizes provides further evidence that the high performance of range queries in LFCA (illustrated in Figure 5c ) comes mainly from the key batching.
DISCUSSION
We have presented PNB-BST, a linearizable BST that provides waitfree RangeScans, together with non-blocking Inserts, Deletes and Finds, using single-word CAS. It provides persistence on top of NB-BST by implementing a multi-versioning scheme with version numbers that increase with each RangeScan. Updates do not interfere with other operations accessing different parts of the tree. Similarly, RangeScans operating on different parts of the tree do not interact with one another (except for the access to the Counter). The implementation works in a dynamic asynchronous system where processes may enter and leave the system.
Since one of the design decisions of PNB-BST is persistence, each node in the tree maintains a chain of previous versions. If persistence is not required for its own sake, older versions can be reclaimed after ensuring that they are no longer needed by any ongoing or future RangeScan. There are simple mechanisms to accomplish this. For instance, an array of n elements, one for each process, can be maintained. Every time a process initiates an operation, it records the version number of its operation in the appropriate position of this array. Periodically, each process goes through the array and calculates the minimum value recorded in it. Then, nodes with sequence numbers less than this minimum value that are no longer in the current version of the tree can be detached from the chain of old versions. This simple scheme can be applied periodically by any process, e.g., after a specified number of operations have been performed by the process. In this way, nodes that are not needed anymore are gradually reclaimed by a garbage collector. (Other, more sophisticated approaches would be needed to make such a scheme tolerant to crash failures.) In a dynamic environment, where n is unknown, a non-blocking queue or list data structure could be used instead of the array: each process arriving in the system would add a node to this data structure to store and maintain the version number it is currently using.
If garbage collection is not handled automatically, nodes that are disconnected from the node chains, as well as Info objects to which no process holds any pointer can be reclaimed by using hazard pointers [36] or other non-blocking memory reclamation techniques [13, 23, 28] . Epoch-based reclamation schemes could be a natural fit for our implementation, since the Counter already functions like an epoch counter in some ways. Applying some existing reclamation techniques would require breaking cycles formed between nodes that have been flagged and Info objects containing pointers back to these nodes. Breaking the cycles can be achieved, for example, by resetting the pointers stored in an Info object to a null value as soon as the Info object is no longer needed (i.e., once the operation it belongs to has been completed).
Another optimization that can be added to our implementation if full persistence is not required is short-cutting the chains of prev pointers. When a child pointer of v changes from node u to u ′ , instead of setting u ′ .prev to point to u, we could set to point to u.prev if u ′ .seq = u.seq. When ReadChild traverses a chain of prev pointers, it looks for the first node in the chain whose seq field is less than a given value, and this modification would have the effect of shortcutting chains of nodes with equal seq fields.
We believe that our approach can be generalized in a natural way to work on many other concurrent data structures. We are currently working on designing a general technique similar to [11, 12] to support wait-free partial Scans on top of any concurrent tree data structure. The generalization provided in [11, 12] follows most of the design techniques of NB-BST, on top of which PNB-BST has been built. Therefore, despite the fact that the LLX and SCX primitives are not flexible enough to directly incorporate the synchronization techniques that are necessary for supporting range queries (as mentioned in Section 2), we believe it is possible to design a new (or generalized) collection of primitives which would support wait-free range queries for any down-tree.
We also believe that our technique can be adjusted to apply on top of other non-blocking tree implementations that borrow techniques from [19] , such as the Natarajan and Mittal's implementation of the non-blocking leaf-oriented BST [39] , which records information about ongoing operations on the tree edges they modify. It is an interesting open problem to investigate whether it could also be applied on top of Natarajan et al.'s wait-free red-black tree [40] , which is based on the framework of [52] , or other implementations that follow design patterns different from those in [18, 19] . It would also be interesting to see whether our approach would work on top of more general pointer-based concurrent data structures that are not in the form of a tree. 
