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 Kata kunci: Bonus Demografi, Esports, ELO Rating, Regresi, Stochastic 
Gradient Boosting, Root Mean Squared Error  
Indonesia memiliki tantangan bonus demografi dengan jumlah yang cukup besar. 
Tantangan tersebut dapat dimanfaatkan sebagai kesempatan yang baik khususnya 
untuk mendulang potensi Esports Indonesia. Sebanyak hampir seperempat total 
penduduk Indonesia dikategorikan sebagai penggiat video game dari populasi 
urban online. Namun potensi tersebut terhambat oleh kendala para pegiat esports 
yang kesulitan untuk menbentuk sebuah tim. Dalam penelitian ini mengembangkan 
sistem rekomendasi atlet esports untuk membantu para atlet dalam membentuk tim 
yang cocok. Dalam membuat sistem rekomendasi atlet dibutuhkan kecocokan antar 
atlet maka hal ini dapat diselesaikan menggunakan prediksi penilaian ELO Rating. 
Permasalahan prediksi ELO Rating dapat diselesaikan dengan model regresi 
Stochastic Gradient Boosting (SGB). Untuk menguji nilai prediksi, menggunakan 
Root Mean Squared Error (RMSE) dan performa berdasarkan waktu dengan satuan 
detik sebagai acuan. Dengan skenario pengujian data training berbanding dengan 
data testing dengan rasio 90%:10%, menghasilkan RMSE Testing sebesar 17.7422 
dan RMSE Training sebesar 16.9820 sehingga model ini tidak mengalami 
overfitting dikarenakan memiliki selisih yang kecil yaitu sebesar 0.7602 serta 
memakan waktu pelatihan sebesar 8.6720 detik. 
 



































DEVELOPMENT OF ATHLETE ESPORTS RECOMMENDATION 
SYSTEM BASED ON ELO RATING PREDICTION USING STOCHASTIC 
GRADIENT BOOSTING MODEL 
By: 
Rudi Setiawan 
Indonesia has a fairly large demographic challenge bonus. This challenge can be 
used as a good opportunity, especially to explore the potential of Indonesian 
Esports. Nearly a quarter of Indonesia's total population is categorized as video 
game activists from the online urban population. However, this potential is 
hampered by the constraints of esports activists who have difficulty forming a team. 
This study developed an esports athlete recommendation system to assist athletes 
in forming a suitable team. In making the athlete recommendation system, a match 
between athletes is needed so this can be solved using the ELO Rating prediction. 
The problem of predicting ELO Rating can be solved by using the Stochastic 
Gradient Boosting (SGB) regression model. To test the predicted value, use the 
Root Mean Squared Error (RMSE) and time-based performance with seconds as a 
reference. With the scenario of training data compared to testing data with a ratio 
of 90%:10%, it produces RMSE Testing of 19.6181 and RMSE Training of 16.8528 
so that this model does not experience overfitting because it has a fairly small 
difference of 2.7653 and takes a training time of 7.9782 seconds. 
Keywords: Demographic bonus, Esports, ELO Rating, Regression, Stochastic 
Gradient Boosting, Root Mean Squared Error 
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1 BAB I 
PENDAHULUAN 
 
1.1 Latar Belakang 
Indonesia termasuk negara yang sedang berkembang sehingga terdapat 
banyak tantangan yang sedang dilalui oleh masyarakat serta pemerintah. Salah satu 
tantangannya adalah tantangan bonus demografi. Masa transisi demografi seperti 
terjadinya penurunan tingkat kematian yang diikuti dengan kenaikan tingkat 
kelahiran dan dapat digunakan untuk meningkatkan pertumbuhan ekonomi dengan 
memanfaatkan penduduk usia produktif secara optimal disebut Bonus demografi 
(Gribble & Bremner, 2012). Bonus demografi disebabkan oleh laju pertumbuhan 
penduduk yang tidak dikendalikan.  
Tantangan ini bisa berdampak positif maupun negatif pada Indonesia. Jika 
kita tidak dapat memanfaatkannya, maka dapat menimbulkan kesenjangan dan 
berdampak pada kemiskinan dikarenakan ketidakseimbangan jumlah penduduk 
dengan lapangan pekerjaan yang tersedia, jumlah pangan dan nutrisi, serta 
kesempatan masyarakat dalam menempuh pendidikan. Sebagai dampaknya jarak 
antara masyarakat yang kaya dan masyarakat yang miskin akan semakin lebar (Joe 
et al., 2018). Namun jika kita dapat memanfaatkannya, maka kita dapat menjadikan 
Indonesia sebagai negara yang makmur dikarenakan masyarakat dapat bersaing 
dengan masyarakat dari negara lain sehingga dapat memajukan sektor primer di 
Indonesia (Jati, 2015). Salah satu potensi sumber daya manusia di Indonesia yang 
dapat dimanfaatkan untuk menghadapi bonus demografi adalah Esports. 
Berdasarkan penelitian yang dilakukan oleh Newzoo, perusahaan penyedia 
data analitik industri game dan esports, dalam laporan prediksi tahunan yang 
disebut “Global Esports Market Report” menyatakan bahwa industri esports masih 
akan terus tumbuh, berkembang, berinovasi, dan menarik investasi yang tidak 
bernilai kecil. Sebuah milestone baru akhirnya dicapai, yaitu bahwa revenue 
industri global ini akhirnya akan menembus angka satu miliar dolar. Revenue itu 
diprediksi mencapai 1,1 miliar USD (sekitar 15,4 triliun rupiah), lebih tinggi 26,7% 
 

































dibandingkan tahun kemarin. Mayoritas revenue stream ini (82%) datang dari 
investasi dari brand, baik itu sponsorship, advertisement, atau hak siar media. 
Newzoo melaporkan bahwa hak siar media adalah revenue stream yang paling 
cepat bertumbuh, dengan peningkatan sebesar 41,8% year-on-year (Newzoo, 2019). 
Di Indonesia sendiri, Newzoo menyatakan pada laporan penelitian yang 
berjudul “The Indonesian Gamer 2017” bahwa Indonesia sendiri memiliki 43,7 juta 
orang sebagai penggiat video game dari populasi urban online yang berjumlah 
sekitar 171,17 juta orang menurut penelitian yang dilakukan oleh APJII dan itu 
membuatnya menjadi sekitar seperempat total penduduk di Indonesia yang menurut 
Bappenas sekitar 255 juta jiwa (APJII, 2018; Badan Pusat Statistik, 2013; Newzoo, 
2017). Dari potensi sumber daya manusia sebesar itu, Atlet esports Indonesia telah 
menghasilkan dua medali silver saat Sea Games 2019 dan juga meraih satu medali 
emas dan satu medali silver pada Asian Games 2018, satu peringkat di bawah China 
yang sampai saat ini seringkali menjuarai kompetisi esports internasional di 
berbagai jenis kompetisi video game. 
Terdapat 25% dari total penduduk Indonesia yang menggeluti dunia esports 
yang berjumlah sekitar empat puluh tiga juta penduduk. Pemerintah Indonesia 
sendiri sudah sangat mendukung esports dengan berbagai cara seperti membuat 
kompetisi berkelas, mendirikan asosiasi resmi esports dan juga memberi legitimasi 
bahwa esports merupakan salah satu cabang olahraga yang sudah diakui. Namun 
dari hasil survei yang telah dilakukan oleh startup NUMETA pada tahun 2019 
untuk memvalidasi masalah menghasilkan 69% dari 145 responden menyatakan 
bahwa mengalami permasalahan dalam mencari tim terutama yang mampu 
berkomitmen.  
Dari hasil survei yang telah disebutkan, dari beberapa responden 
permasalahan itu disebabkan karena esports sendiri masih tidak dianggap sebagai 
profesi yang layak oleh kebanyakan orang tua sehingga banyak anak muda yang 
ditentang oleh keluarga karena terjun di bidang esports sehingga banyak calon atlet  
atau tim esports yang mengalami kesulitan dalam menemukan atlet esports yang 
disebabkan oleh kurangnya komitmen dalam menjadi atlet esport dikarenakan 
gangguan dari keluarga atau bahkan tuntutan untuk berhenti dalam mengejar karir 
 

































di esports. Hal seperti inilah yang dapat menghambat pertumbuhan Indonesia dan 
juga dapat membuat Indonesia tidak dapat menghadapi tantangan bonus demografi. 
Dengan fokus terhadap hasil survei tersebut maka dilakukanlah tinjauan 
pustaka agar dapat menyelesaikan permasalahan tersebut. Seperti halnya atlet 
olahraga lain, pada kelas profesional atlet esports juga memiliki  sebuah nilai yang 
disebut dengan ELO Rating yang diciptakan oleh Arpad Elo pada tahun 1960 yang 
awalnya digunakan untuk penilaian pertandingan catur (Elo, 1978). Kehadiran 
sistem penilaian tersebut sangat diterima oleh cabang olahraga lain selain itu sistem 
tersebut juga digunakan pada pengembangan sistem rekomendasi seperti aplikasi 
Tinder dan juga merupakan algoritma yang mengawali berdirinya perusahaan besar 
bernama Facebook. Dikarenakan tidak adanya ELO Rating pada atlet esports yang 
belum masuk kelas profesional sehingga diperlukannya prediksi nilai ELO Rating 
yang dapat diselesaikan dengan machine learning model regression. Salah satu 
model regression adalah Stochastic Gradient Boosting (SGB), pada penelitian yang 
berjudul “Player Rankings and Outcome Prediction in Tournaments” disebutkan 
bahwa SGB memiliki hasil yang lebih baik dalam memprediksi nilai player 
rankings dalam olahraga catur, basket dan sepak bola, dibandingkan dengan dua 
model regression lainnya, logistic regression dan random forest (Siranart et al., 
2016). 
Berawal dari permasalahan yang dapat menghambat pertumbuhan kualitas 
sumber daya manusia terutama pada bidang esports dengan harapan dapat 
membantu menghadapi tantangan bonus demografi ini. Penelitian ini 
dikembangkan untuk membantu meningkatkan kompetitif atlet maupun tim esports 
dalam lingkup internasional dengan mengembangkan startup bernama NUMETA 
yang berfokus pada pengembangan fitur rekomendasi atlet esports yang 
menggunakan SGB sebagai machine learning untuk memprediksi ELO Rating dari 
atlet esports yang disajikan ke sebuah sistem berbasis mobile application dengan 
memanfaatkan teknologi Rest API sebagai komunikasi antara front-end dan back-
end. Sehingga dikembangkan penelitian berjudul “PENGEMBANGAN SISTEM 
REKOMENDASI ATLET ESPORTS BERDASARKAN PREDIKSI ELO 
RATING MENGGUNAKAN MODEL STOCHASTIC GRADIENT 
 

































BOOSTING” untuk dapat diimplementasikan pada salah satu fitur platform atau 
produk NUMETA. 
1.2 Rumusan Masalah 
Dari latar belakang diatas, dapat diambil berbagai rumusan masalah yang 
disebutkan pada poin dibawah ini. 
1. Bagaimana mengembangkan sistem rekomendasi atlet esports berdasarkan 
prediksi ELO Rating menggunakan model SGB? 
2. Bagaimana mengimplementasikan model SGB pada sistem rekomendasi 
atlet esports menggunakan Flask?  
3. Bagaimana hasil pengujian prediksi, pengujian performa, serta perbandingan 
dengan regression tree sistem rekomendasi atlet esports? 
4. Bagaimana hasil pengujian black box aplikasi sistem rekomendasi atlet 
esports? 
1.3 Batasan Masalah 
Agar pembahasan dari penelitian ini tidak keluar dari apa yang akan diteliti 
maka dibuat batasan masalah sebagai berikut. 
1. Dataset yang digunakan untuk penelitian adalah data video game Dota 2 
patches 7.21 dan 7.25 
2. Dataset diambil dari Application Programming Interface (API) OpenDota 
secara gratis dengan limitasi akses berdasarkan data pertandingan 
professional antara 11 maret 2019 dan 13 maret 2020 
3. Teknologi yang digunakan adalah Machine Learning dengan model 
Stochastic Gradient Boosting 
4. Hasil akhir pada sistem ini merupakan aplikasi untuk android yang 
memanggil hasil prediksi melalui RESTful API python 
1.4 Tujuan Penelitian 
Dalam penelitian ini memiliki tujuan sebagai berikut. 
1. Mengembangkan sistem rekomendasi atlet esports berdasarkan prediksi 
ELO Rating menggunakan model SGB  
 

































2. Mengimplementasikan model machine learning SGB pada sistem 
rekomendasi atlet esports 
3. Menyimpulkan hasil pengujian prediksi, pengujian performa, serta 
perbandingan dengan regression tree sistem rekomendasi atlet esports. 
5. Menyimpulkan hasil pengujian black box aplikasi sistem rekomendasi atlet 
esports. 
1.5 Manfaat Penelitian 
Diharapkannya hasil dari penelitian ini ialah dapat memberikan manfaat 
demi memenuhi kebutuhan segala pihak, lingkungan serta lapangan pekerjaan 
yang memiliki keterkaitan dalam penelitian ini, diantaranya. 
1.5.1 Bagi Akademik 
1. Menjadikan penelitian ini sebagai referensi dalam ilmu pengetahuan pada 
implementasi machine learning terhadap masalah nyata yang sedang 
dihadapi. 
2. Mengembangkan wawasan pembaca lebih luas, serta menggali lebih dalam 
pengembangan sebuah sistem dengan menggunakan metode SGB. 
1.5.2 Bagi Aplikatif 
1. Dengan adanya penelitian ini dapat membantu para atlet atau penggiat 
esports untuk lebih mudah dalam mengembangkan karir esports. 
2. Dapat membantu atlet atau tim esports dalam menemukan anggota tim yang 
layak untuk mengembangkan tim esports. 
3. Dengan adanya implementasi penelitian ini terhadap startup NUMETA 
dapat membantu Indonesia dalam menghadapi bonus demografi. 
4. Keberhasilan penelitian ini sebagai salah satu fitur dalam produk NUMETA 
dapat mengembangkan perekonomian serta menyediakan lapangan 
pekerjaan. 
 































2 BAB II  
TINJAUAN PUSTAKA 
2.1 Tinjauan Penelitian Terdahulu 
Agar mendapatkan konsep dan pemahaman secara lebih detail untuk melakukan 
penelitian ini maka dilakukan peninjauan penelitian terdahulu agar dapat 
mengambil ilmu serta manfaatnya dan dapat menerapkannya pada penelitian yang 
akan dilakukan nantinya. Cukup banyak penelitian yang dilakukan agar mampu 
membantu permasalahan maupun peningkatan kualitas dari segi scientific dari data, 
segi psikologis antara tim atau pemain dan juga tidak lepas dari segi bisnis di 
esports. 
Penelitian yang dilakukan oleh (Seo, 2016) dengan judul “Professionalized 
consumption and identity transformations in the field of eSports”, menjelaskan 
alasan mengapa para atlet esports mengejar karirnya yaitu, yang pertama para atlet 
esports membina hubungan positif di antara mereka dan memenuhi kebutuhan 
mereka untuk bersosialisasi, lalu yang kedua dari kemajuan karir mereka, mereka 
mendapatkan rasa self-actualization dengan bersaing di turnamen, mencapai hasil, 
dan menerima energi positif dari rekan-rekan mereka, dan yang terakhir meskipun 
mendedikasikan diri bermain video games untuk mengejar karir, para atlet esport 
menemukan kesenangan intrinsik dari aktivitas mereka. 
 Dari segi ekonomi dan bisnis terdapat penelitian yang telah dilakukan oleh 
(Chikish et al., 2019) dengan judul “eSports: A New Era for The Sports Industry 
and A New Impulse for The Research in Sports (and) Economics?”, mengambil 
kesimpulan bahwa yang pertama adalah industri esports memiliki struktur yang 
lebih kompleks dibandingkan dengan olahraga tradisional, karena agen yang 
berbeda dapat memainkan banyak peran dan bukti tentang pendapatan industri dan 
penggiat esports yang mengikuti sangat menjanjikan dengan perkiraan tingkat 
pertumbuhan tahunan kumulatif untuk periode 2017 sampai 2021 masing-masing 
sebesar 23% dan 13,6%. Tetapi industri baru ini bergantung pada pembangunan 
framework dan regulasi yang kuat untuk mengatur esports, dan hubungan keuangan 
dan ekonomi di dalamnya, hal ini juga menjadi alasan melakukan penelitian ini. 
 

































 Lalu dari penelitian mengenai ELO Rating yang diteliti oleh (Lehmann & 
Wohlrabe, 2017) yang berjudul “Who is the ‘Journal Grand Master’? A new 
ranking based on the Elo rating system“, menyatakan bahwa ELO Rating sangat 
mudah untuk dihitung dan diterima secara luas oleh bidang lain terutama untuk 
memberi rating terhadap jurnal dan dapat menjadi alternatif yang menjanjikan 
untuk pendekatan peringkat jurnal yang sudah ada. Kemudian juga ada penelitian 
yang dilakukan oleh (Sutanto, 2012) yang memiliki judul “Memprediksi Perilaku 
Mahasiswa Dalam Kegiatan Pembelajaran Menggunakan ELO Rating System”, 
menjelaskan bahwa ELO Rating System dapat digunakan untuk memprediksi 
mahasiswa yang memiliki pengaruh dalam proses pembelajaran di perkuliahan dan 
dapat membantu pengajar atau dosen dalam memahami perilaku peserta didiknya. 
Mengenai rekomendasi kecocokan juga dilakukan dalam penelitian yang dilakukan 
oleh (Mangaroska et al., 2018) yang berjudul “Implementation of Elo-Rating 
method in Recommending Coding Exercises to Programming Students” yang 
memanfaatkan ELO Rating untuk dapat memberikan rekomendasi excercises untuk 
para programming students. 
Kemudian masuk ke segi data mining terdapat yang diteliti oleh (Eggert et 
al., 2015) yang memiliki judul “Classification of Player Roles in the Team-Based 
Multi-player Game Dota 2”, penelitian tersebut melakukan classification tingkah 
laku pemain dengan dataset dari 708 pemain Dota 2 yang sudah diberi label yang 
terdiri dari 9 class dan 3 class(dikarenakan menguji dua jenis set class) 
menggunakan metode random forest, logistic regression, sequential minimal 
optimization, bayesian networks, dan naive bayes dengan ten-fold cross-validation 
sehingga menghasilkan perbandingan antara kelima metode dengan tingkat akurasi 
serta mean absolute error dan hasilnya metode logistic regression adalah classifier 
yang paling stabil dan berkinerja dengan baik dari dua pengujian set class tetapi 
metode logistic regression hanya dapat menyelesaikan permasalahan classification 
walaupun terdapat regression pada namanya.  
Untuk kasus regression terdapat penelitian yang diteliti oleh (Hodge et al., 
2019) yang memiliki judul “Win Prediction in Multi-Player Esports: Live 
Professional Match Prediction”, yang membandingkan metode Logistic 
Regression(LR), Random Forest(RF) dan Gradient Boosting Machine(GBM) 
 

































berdasarkan penelitian terdahulu yang serupa dan menghasilkan bahwa metode 
tree-based seperti RF dan GBM memiliki hasil yang baik dan hampir sama 
dibandingkan metode yang linear-based seperti LR. Lalu pada penelitian yang 
dilakukan oleh (Patri & Patnaik, 2015) yang berjudul “Random forest and 
stochastic gradient tree boosting based approach for the prediction of airfoil self-
noise”, memiliki kesimpulan bahwa Stochastic Gradient Tree Boosting memiliki 
hasil yang jauh superior dibandingkan Random Forest. 
Penelitian dengan me-review beberapa penelitian dengan teknik yang 
hampir sama juga dilakukan oleh (Hvattum, 2019) yang berjudul “A comprehensive 
review of plus-minus ratings for evaluating individual players in team sports”, yang 
mereview beberapa jurnal berisikan hampir seluruh jenis algoritma regression 
untuk mencari plus-minus ratings dari individu pemain dalam beberapa tim 
olahraga basket, sepak bola dan ice hockey sehingga menghasilkan pernyataan 
bahwa menggunakan algoritma dengan regularization yang dapat menyelesaikan 
permasalahan overfitting atau algoritma Bayesian Modelling akan mendapatkan 
hasil rating yang lebih baik tetapi pada pada penelitian ini tidak me-review metode 
regression yang non-linear. Pada buku yang ciptakan oleh (Hastie et al., 2009) yang 
berjudul “Elements of Statistical Learning Ed. 2” mencantumkan bahwa pada 
Stochastic Gradient Boosting terdapat Regularization melalui shrinkage yang dapat 
meningkatkan kinerja secara signifikan. Dalam kombinasi dengan shrinkage, 
peningkatan Stochastic Gradient Boosting dapat menghasilkan model yang lebih 
akurat dengan mengurangi variance melalui bagging.  
Dari beberapa penelitian diatas dapat disimpulkan bahwa ELO Rating sangat 
cocok untuk digunakan dalam memberi nilai seorang atlet esports dan machine 
learning juga dapat sangat membantu lingkup esports terutama untuk mempelajari 
komposisi tim esports itu sendiri dengan berdasarkan data tingkah laku atlet dari 
video game. Namun dari beberapa penelitian diatas tidak ada yang menggunakan 
Stochastic Gradient Boosting untuk penelitian mengenai data video games yang 
serupa walaupun metode tersebut sudah dapat mengatasi permasalahan overfitting 
didalam algoritmanya, sehingga peneliti ingin membuktikan apakah Stochastic 
Gradient Boosting cocok untuk digunakan dalam memprediksi ELO Rating seorang 
atlet esports.  
 

































2.2 Teori-teori Dasar 
Dasar teori berisi tentang teori yang digunakan dalam mencakup perihal 
variabel yang akan digunakan dalam penelitian ini.  
2.2.1. Dota 2 
Sebuah mod video game Warcraft III: Reign of Chaos yang bernama 
Defence of the Ancients atau disingkat dengan Dota yang dibuat pada tahun 2005 
oleh seorang anonim dengan sebutan IceFrog yang dirumorkan bernama asli Abdul 
Ismail. Pada tahun 2009 Dota kemudian diakuisisi oleh Valve Corporation dan 
mendapatkan sekuel dengan nama Dota 2 yang dirilis untuk publik pada tahun 
2013. Dota 2 mengadu dua tim yang berisikan masing-masing lima pemain, tim 
sebelah kiri disebut Radiant dan tim sebelah kanan disebut Dire, dimana keduanya 
memiliki markas utama yang disebut Ancient dan tim pertama yang berhasil 
menghancurkan Ancient lawan adalah pemenangnya. 
 
Gambar 2.1 Visualisasi medan permainan Dota 2 (Andersson & Alin, 2018) 
Berdasarkan Gambar 2.1 terdapat 3 jalan atau jalur (disebut lanes) yaitu 
offlane (top lane untuk radiant dan bottom lane untuk dire) midlane dan safe lane 
(bottom lane untuk radiant dan top lane untuk dire) yang menghubungkan kedua 
Ancient tersebut. Masing-masing pemain dapat mengendalikan sebuah unit atau 
karakter yang disebut Hero yang dipilih pada awal permainan yang dibagi lima hero 
tiap tim. Terdapat lebih dari 100 Hero dengan tipe yang berbeda: Strength, Agility 
dan Intelligence. Setiap Hero memiliki 4 skill (beberapa memiliki lebih) aktif 
maupun pasif. Dengan membunuh creeps(anak buah yang dijalankan oleh code 
statis), menaikkan level, membeli item dan membuat keputusan strategi, pemain 
 

































akan berusaha menjelajah map untuk menghancurkan Ancient lawannya. 
Sama seperti olahraga lainnya, pemain Dota 2 memiliki posisi atau role  
yang berbeda-beda. Dalam Dota 2 posisi sering disebut oleh nomor yang 
menunjukkan bahwa posisi merupakan prioritas. Posisi 1-3 sering dirujuk sebagai 
posisi inti sementara 4 dan 5 adalah posisi pendukung.  Pada video game Dota 2, 
patch yang diterapkan oleh developer juga berpengaruh pada jenis role. Role pada 
Dota 2 pada patch 7.23 terdapat 5 jenis role, berdasarkan peran dan dampak yang 
lebih besar dalam permainan. 
1. Position 1 (Carry) sering berfokus pada mendapatkan sumber daya, 
menghasilkan hero yang dapat mempengaruhi sejumlah damage besar saat 
permainan berlangsung. Posisi ini sering didukung oleh pemain nomor 4 
dan 5 lebih awal untuk memastikan permainan yang kuat di akhir. 
2. Posisi 2 (Midlaner) juga berfokus pada mendapatkan gold dan experience, 
tetapi biasanya tidak sampai sejauh carry. Midlaner berkembang lebih cepat 
daripada hard carry (karena mid laner sendirian dan tidak berbagi sumber 
daya dari lane dengan posisi 4 atau 5) dan biasanya merupakan dealer 
damage utama sampai hard carry siap. 
3. Posisi 3 (Offlaner) berfokus utama hanya untuk bertahan hidup dan 
menyerap experience dan farming jika memungkinkan dan juga untuk 
mengganggu proses farming carry tim musuh dan mencoba untuk 
mendapatkan sumber daya sebanyak mungkin. 
4. Position 4 (Roaming Support) ini fleksibel tetapi biasanya berkeliling di 
seluruh peta dan membantu lane mana pun yang membutuhkan bantuan. 
5. Position 5 (Hard Support) tidak dapat diremehkan, posisi 5 sering menjadi 
tulang punggung tim, mengumpulkan sumber daya dengan membeli item 
usable untuk digunakan oleh posisi 1 dan mempertahankan kontrol peta 
melalui warding. Selain itu, posisi 4 dan 5 memiliki dampak terkuat dari 
semua peran di fase awal permainan. Sering diandalkan untuk sebagai kunci 
dalam memulai gank atau menyelamatkan rekan satu tim (Andersson & 
Alin, 2018). 
 


































OpenDota adalah platform open source yang dikembangkan secara sukarela 
yang menyediakan data Dota 2. OpenDota menyediakan antarmuka web untuk 
pengguna biasa untuk menelusuri data yang dikumpulkan, serta API yang 
berbentuk JSON untuk memungkinkan pengembang membangun aplikasi mereka 
sendiri dengannya. Data dikumpulkan melalui Steam WebAPI, serta penguraian 
ulang file .dem. File replay berisi lebih banyak data daripada WebAPI, dengan 
biaya tambahan waktu CPU yang dihabiskan untuk memproses file. Salah satu data 
yang ada pada OpenDota berisi lima ribu profesional turnamen dan lima ribu semi-
profesional turnamen (Katona et al., 2019). 
2.2.3. Esports 
Esports merupakan bentuk kompetisi olahraga berbasis video game 
multiplayer. Kompetisi esports memiliki partisipan secara tim maupun individual. 
Esports adalah area baru dalam budaya permainan, dan mulai menjadi salah satu 
bagian paling penting dan populer dari komunitas permainan video, terutama di 
kalangan remaja dan orang dewasa yang baru muncul (Wagner, 2006). Esports 
adalah bidang kegiatan olahraga di mana orang mengembangkan dan melatih 
kemampuan mental atau fisik dalam penggunaan teknologi informasi dan 
komunikasi (Himmelstein et al., 2017). Ma, Wu, dan Wu mendefinisikan pemain 
esports secara eksklusif sebagai gamer profesional yang memandang video game 
sebagai pekerjaan mereka, terlepas dari gamer kasual yang bermain untuk tujuan 
entertainment (Ma et al., 2013). Saat ini di ranah publik, tampak masih ada stigma 
sosial terhadap gamer. Pemain esports mencoba untuk menghancurkan citra negatif 
yang terkait dengan bermain video game dengan menyerupai diri mereka sendiri 
kepada para atlet olahraga. Bagi banyak orang, kesamaan antara esports dan 
olahraga tradisional cukup jelas sehingga saat ini mereka memandang pemain 
esports sebagai atlet meskipun kurangnya aktivitas fisik yang terlibat dalam 
permainan (McTee, 2014). 
2.2.4. ELO Rating 
ELO Rating adalah sebuah metode untuk menghitung tingkat keterampilan 
relatif pemain yang diciptakan oleh seorang profesor fisika yang bernama Arpad 
 

































Elo untuk memberi nilai pemain catur (Elo, 1978).  ELO Rating sendiri diterima 
secara luas dalam catur, olahraga, dan disiplin ilmu lain, bahkan ada juga untuk 
membuat peringkat jurnal ilmiah (Lehmann & Wohlrabe, 2017). Secara implisit 
metode ini juga dimaksudkan untuk permainan yang di mana banyak orang atau 
pemain dinilai tetapi tidak ada penjadwalan pertandingan yang sistematis. Dalam 
esports berat konstan yang diberikan sebesar 32 atau 64, namun dalam OpenDota 
menggunakan 32. Untuk menghitung peluang kemenangan suatu tim esports 
digunakan rumus berikut dengan skenario menghitung tim atau pemain A: 
𝑊𝑒 =
1
1 + 𝐾 (𝑅𝑎 − 𝑅𝑏) 400⁄
 …………………………………(2.1) 
dimana: 
K adalah berat konstan 
Ra adalah rating dari tim atau pemain A 
Rb adalah rating dari tim atau pemain B 
kemudian untuk memperbaharui rating setelah selesai melakukan pertandingan 
dapat menggunakan persamaan berikut: 
𝑅𝑎 = 𝑅𝑜 + 𝐾 × (𝑊 − 𝑊𝑒) ……………………………….(2.2) 
dimana: 
Ro adalah rating sebelum melakukan pertandingan 
K adalah berat konstan 
W merupakan hasil dari permainan (1 untuk menang dan 0 untuk kalah).   
We adalah hasil yang diharapkan (peluang menang) yang diperoleh dari rumus (2.1) 
 
2.2.5. Regression 
Regression adalah analisis statistik untuk menganalisis hubungan dua 
variabel atau lebih untuk diambil kesimpulan yang menjelaskan keterkaitan atau 
makna dari variabel-variabel tersebut (Draper & Smith, 1998). Regresi membantu 
untuk memperkirakan nilai yang dimiliki oleh suatu variabel yang tidak diketahui 
dari satu atau beberapa nilai variabel yang tidak diketahui. Hubungan yang dicari 
dari beberapa variabel tersebut pada umumnya dinyatakan dalam model 
matematika. Regresi membantu untuk memperkirakan atau memprediksi nilai rata-
 

































rata dari satu variabel yang didasarkan pada nilai tetap dari  variabel lain. Regresi 
memiliki sebuah asimetri dari hubungan yang ditimbulkan oleh perlakuan terhadap 
variabel tergantung dan variabel bebas. 
2.2.6. Machine Learning 
Machine Learning adalah bidang ilmu komputer yang berevolusi dari 
mempelajari pengenalan pola dan teori pembelajaran komputasi dalam kecerdasan 
buatan. Machine learning mempelajari dan membangun algoritma yang dapat 
belajar dan membuat prediksi dari dataset. Prosedur machine learning beroperasi 
dengan membangun model dari contoh input untuk membuat prediksi atau pilihan 
berdasarkan data daripada mengikuti instruksi program yang statis (Simon et al., 
2016). Machine learning memiliki dua jenis tugas yaitu : 
● Supervised learning 
Program dilatih dengan serangkaian data samples dari sumber data 
dengan klasifikasi yang sudah diberikan dengan benar, yang kemudian 
memfasilitasi kemampuannya untuk mencapai kesimpulan yang akurat 
ketika diberi data baru (Sathya & Abraham, 2013) 
● Unsupervised learning 
Program ini diberikan banyak data dan harus menemukan pola dan 
hubungan di dalamnya tanpa adanya klasifikasi (Simon et al., 2016) 
2.2.7. Stochastic Gradient Boosting 
Stochastic Gradient Boosting (SGB) merupakan modifikasi dari Gradient 
Boosting (GB) yang termotivasi oleh metode Bootstrap Aggegrating. Friedman 
sebagai penemu SGB mengatakan bahwa pada setiap iterasi algoritma, base learner 
harus sesuai pada subsample pelatihan yang diambil secara acak tanpa penggantian 
dan mengamati peningkatan substansial dalam akurasi GB dengan modifikasi 
tersebut (Friedman, 2002). Gradient Boosting sendiri merupakan teknik machine 
learning untuk masalah regression dan classification, yang menghasilkan model 
prediksi dalam bentuk ensemble dari model prediksi yang lemah seperti decision 
tree, serta telah menunjukkan keberhasilan besar dalam berbagai penerapan 
(Friedman, 2001; Natekin & Knoll, 2013). Dengan adanya modifikasi pada SGB 
yang menghadirkan subsample tersebut dapat mencegah terjadinya overfitting atau 
 

































peristiwa dimana hasil training terlalu cocok dengan train data tetapi tidak cocok 
dengan test data, sehingga bertindak sebagai proses menambahkan informasi atau 
biasa disebut regularization dan menghasilkan error yang rendah dibandingkan 
tanpa modifikasi pada saat validasi (Bühlmann & van de Geer, 2011; Natekin & 
Knoll, 2013). SGB dapat mengatasi permasalahan regression sehingga metode ini 
merupakan jenis supervised learning diperlukan dataset seperti berikut(𝑥, 𝑦) 𝑛
𝑖=1
, 
dimana 𝑥 = (𝑥1, … , 𝑥𝑑) mereferensikan sebagai input variable dan 𝑦 merupakan 
label dari variable tersebut. (Hastie et al., 2009; Natekin & Knoll, 2013) Ketika 
variabel 𝑦 merupakan bilangan kontinu maka yang biasa digunakan dalam praktik 
adalah squared-error L2 loss yang dapat ditulis dengan persamaan berikut: 
𝜓(𝑦𝑖 , 𝑓(𝑥)) =
1
2
(𝑦 − 𝑓)2 …………………………………(2.3) 
 
Dengan estimasi 𝛾 = 𝑓(𝑥) serta adanya loss function berikut 𝜓(𝑦𝑖, 𝑓(𝑥)) maka 
didapatkan persamaan untuk mendapatkan constant value sebagai berikut: 
𝑓(𝑥) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑓(𝑥)  ∑ 𝜓
𝑛
𝑖=1
(𝑦𝑖, 𝑓(𝑥)) ……………………...(2.4) 
Dimana: 
𝑎𝑟𝑔𝑚𝑖𝑛𝑓(𝑥) Merupakan minimized dari summarized loss function  
∑ 𝜓𝑛𝑖=1  Merupakan summarized dari loss function 
𝜓(𝑦𝑖, 𝑓(𝑥)) Merupakan loss function 
𝑦𝑖 Merupakan nilai y ke-i 
𝑓(𝑥) Merupakan hasil prediksi 
Kemudian dengan adanya iterasi tree 𝑚 = 1 hingga 𝑀 maka dilakukan perhitungan 
untuk menemukan negative gradient atau pseudo residual tiap sample dengan 
estimasi 𝑟𝑖𝑚yang dituliskan sebagai berikut: 
𝑟𝑖𝑚 =  − [
𝛿𝜓(𝑦𝑖, 𝑓(𝑥))
𝛿𝑓(𝑥𝑖)
] − 𝑓𝑚−1(𝑥) ……………………...………..(2.5) 
 





































] Merupakan derivative dari gradient 
𝑓𝑚−1(𝑥) Merupakan prediksi sebelum 𝑚 
Kemudian pada perulangan tree terdapat banyaknya leaf hingga 𝑗 sehingga 
diberikan label residual tiap leaf dengan estimasi 𝑅𝑗𝑚 untuk dapat menerapkan 
subsampling, lalu untuk mendapatkan nilai tiap leaf dengan gradient descent 
terbaik dapat diestimasikan dengan 𝑓𝑗𝑚(𝑥) sehingga dihitung dengan persamaan 
sebagai berikut: 
𝑓𝑗𝑚(𝑥) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑓(𝑥) ∑ 𝑥𝑖 ∈ 𝑅𝑗𝑚 𝜓(𝑦𝑖, 𝑓(𝑥)) ……………………(2.6) 
Dimana: 
𝑎𝑟𝑔𝑚𝑖𝑛𝑓(𝑥) Merupakan minimized dari summarized residual 
∑ 𝑥𝑖 ∈ 𝑅𝑗𝑚 Merupakan summarized dari subsample tiap tree 
𝜓(𝑦𝑖, 𝑓(𝑥)) Merupakan loss function 
Dengan begitu kita dapat menghitung prediksi terbaru berdasarkan summarized dari 
𝛾𝑗𝑚 dengan estimasi 𝑓𝑚(𝑥) yang merupakan penyederhanaan dari persamaan (2.4) 
sehingga dapat ditulis dengan persamaan berikut: 





𝑓𝑚−1(𝑥) Merupakan prediksi sebelum 𝑚 
𝜐 Merupakan learning rate atau shrinkage 
∑ 𝑓𝑗𝑚(𝑥)Ι(𝑥 ∈ 𝑅𝑗𝑚)
𝑗𝑚
𝑗=1  Merupakan summarized dari tree paling baru 
Dari persaman yang telah dijabarkan diatas maka dapat diterjemahkan pada pseudo 
code berikut: 





































2. Definisikan jumlah tree M 
3. Definisikan loss function 𝜓(𝑦𝑖, 𝑓(𝑥)) 
4. Hitung constant value 𝑓(𝑥) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑓(𝑥)  ∑ 𝜓
𝑛
𝑖=1 (𝑦𝑖 , 𝑓(𝑥)) 
5. Lakukan perulangan m=1 hingga M 
6. Hitung negative gradient  𝑟𝑖𝑚 =  − [
𝛿𝜓(𝑦𝑖,𝑓(𝑥))
𝛿𝑓(𝑥𝑖)
] − 𝑓𝑚−1(𝑥) 
7. Terapkan regression tree dengan perulangan leaf tiap tree 
8. Temukan nilai tiap leaf dengan 𝑓𝑗𝑚(𝑥) = 𝑎𝑟𝑔𝑚𝑖𝑛𝑓(𝑥) ∑ 𝑥𝑖 ∈
𝑅𝑗𝑚 𝜓(𝑦𝑖, 𝑓(𝑥)) 
9. Update fungsi terbaru 𝑓𝑚(𝑥) = 𝑓𝑚−1(𝑥) + 𝜐 ∑ 𝑓𝑗𝑚(𝑥)Ι(𝑥 ∈ 𝑅𝑗𝑚)
𝑗𝑚
𝑗=1  
10. Perulangan tree berhenti 
2.2.8. Standardization 
Standardization merupakan salah satu teknik dari normalization. 
Normalization adalah sebuah proses perubahan data ke kisaran tertentu dikarenakan 
kisaran nilai data mentah sangat bervariasi, sehingga dalam beberapa algoritma 
machine learning, tidak akan berfungsi dengan baik tanpa dilakukannya 
normalization (Peshawa Jamal et al., 2014). Fungsi dari standardization adalah 
merubah kumpulan data sehingga dari kumpulan data tersebut memiliki mean sama 
dengan 0, dan standard deviation sama dengan 1. Penggunaan standardization juga 
dapat meningkatkan kecepatan algoritma SGB (Grus, 2015; Ioffe & Szegedy, 
2015). Fungsi dari standardization yang diestimasikan dengan 𝑧 dapat disesuaikan 
dengan persamaan sebagai berikut: 





𝑥 adalah data 
𝜇 adalah mean 
𝜎 adalah standard deviation 








𝑥 adalah data 
𝑛 adalah banyaknya data 










































𝑥 adalah data 
𝑛 adalah banyaknya data 
𝜇 adalah mean 
2.2.9. Root Mean Squared Error 
Root Mean Squared Error (RMSE) adalah sebuah metode pengukuran 
akurasi peramalan, yang digunakan untuk mengukur perbedaan antara nilai-nilai 
peramalan oleh model atau sebuah estimator (H. Lau et al., 2015). RMSE adalah 
nilai rata-rata dari jumlah kuadrat kesalahan yang dihasilkan oleh sebuah prakiraan 
model. RMSE juga merupakan nilai tengah akar kuadrat dalam sebuah peramalan 
yang memiliki ukuran kesalahan (Makridakis et al., 1982). RMSE juga disebut 
sebagai akurasi dari sebuah sistem rekomendasi. RMSE memberikan hasil yang 
memiliki penalti yang lebih besar untuk perbedaan yang lebih besar antara hasil 
aktual dengan prediksi (Gunawan et al., 2016) yang dapat disesuaikan dengan 









𝑦𝑝𝑟𝑒𝑑  adalah nilai prediksi dari model regression 
𝑦𝑎𝑐𝑡𝑢𝑎𝑙 adalah nilai aktual dari data 
𝑛 adalah jumlah data yang diprediksi 
2.2.10. Python 
Python adalah bahasa pemograman yang diciptakan oleh Guido Van 
Rossum pada tahun 1990 di Amsterdam. Python adalah bahasa pemograman tingkat 
tinggi yang berorientasi objek. Python memiliki kepustakaan yang sangat luas 
dengan sistem pengelolaan memori secara otomatis. Python memfokuskan pada 
komputasi ilmiah karena memiliki sifat interaktif yang tinggi dan ekosistem yang 
matang dari perpustakaan ilmiah. Hal ini sangat berguna untuk pengembangan 
algoritma dan analisis data eksplorasi (Millman & Aivazis, 2011; Pedregosa et al., 
2018). 
 

































2.2.11. Scikit Learn 
Scikit learn adalah library machine learning yang dimiliki oleh python yang 
berfungsi untuk melakukan pekerjaan mengenai data science, regression, 
clustering, classification. Scikit learn merupakan modul python yang dapat 
mengintegrasikan berbagai algoritma yang dimiliki oleh machine learning untuk 
masalah berskala menengah yang diawasi dan tidak terawasi (Pedregosa et al., 
2018). Tidak terdapat interface baris perintah, tetapi penggunaan interaktif dibuat 
oleh interpreter interaktif python (Perez & Granger, 2007). Scikit learn mulai 
dikembangkan pada tahun 2007 oleh berbagai ahli dari berbagai bidang 
(matematika, sains, ilmu saraf dan astrofisika) dan dirancang untuk mengikat 
dataset numerik dan ilmiah pada NumPy dan SciPy agar dapat menambah array 
dengan array berkomputasi primitif serta dapat memperluasnya dengan operasi 
numerik yang umum.  
Semua objek dalam scikit-learn terbentuk dari API yang terdiri dari tiga 
antarmuka komplementer: estimator interface untuk membangung dan 
menyesuaikan model, predictor interface untuk membuat prediksi, dan transformer 
interface untuk mengkonversi data (Buitinck et al., 2013). Pada estimator interface 
mendefinisikan mekanisme instansiasi objek dan memperlihatkan metode yang 
cocok untuk learning model dari train data yang ada, termasuk semua supervised 
dan unsupervised learning algorithms (mis., untuk classification, regression, 
clustering). Secara singkat, Library ini merupakan library khusus machine learning 
pada Python dimana merupakan tools yang sederhana dan efisien untuk data mining 
dan data analysis. Scikit-learn dapat digunakan untuk kasus klasifikasi, regresi, 
clustering, hingga preprocessing.  
2.2.12. Flask 
Flask adalah salah satu jenis dari framework berbasis micro-framework 
yang menyediakan fungsionalitas dasar framework web dan memungkinkan untuk 
menambahkan plug-in sehingga fungsi dan feature set dapat diperluas ke tingkat 
yang baru. Flask memakai bahasa pemrograman python yang fleksibel dan 
menyediakan template sederhana untuk pengembangan web. Setelah diimpor ke 
python, Flask dapat digunakan untuk menghemat waktu membangun aplikasi web. 
 

































Flask memungkinkan untuk membuat core dari sebuah aplikasi sesederhana 
mungkin. Flask memiliki tingkat fleksibel yang cukup tinggi untuk digunakan 
bersama dengan library Python pada umumnya dibandingkan dengan framework 
lainnya. Flask tidak memiliki database abstraction layer, validasi form atau 
komponen lainnya. Tetapi, Flask dapat mendukung ekstensi untuk menambah fitur 
aplikasi seolah-olah telah terimplementasikan di Flask itu sendiri (Aslam et al., 
2015). 
2.2.13. Flutter 
Flutter adalah Software Development Kit (SDK) untuk membuat aplikasi 
mobile berkinerja tinggi serta berefiensi tinggi untuk iOS dan Android. Beberapa 
fitur penting dari flutter adalah just-in-time compilation yang berarti memiliki cara 
mengeksekusi kode komputer yang melibatkan kompilasi selama eksekusi suatu 
program yaitu pada saat run time daripada sebelum dieksekusi. Fitur hot reload 
Flutter dapat membantu dengan cepat dan mudah dalam melakukan percobaan, 
membuat User Interface, menambahkan fitur, dan memperbaiki bug. Hot reload 
dapat bekerja dengan menyuntikkan file source code yang diperbarui ke Dart 
Virtual Machine (VM) yang sedang berjalan. Setelah VM memperbarui kelas 
dengan versi baru, framework Flutter secara otomatis membangun kembali widget 
tree, memungkinkan untuk dengan cepat melihat efek dari perubahan. Flutter 
memberikan solusi yang terbaik dari kedua kubu; hardware-accelerated graphics 
dan user interface, ditenagai oleh kode ARM native, yang menargetkan kedua 
sistem operasi smartphone yang populer tersebut (Madhuram et al., 2019). 
2.2.14. RESTful API 
Representational State Transfer (REST) pertama kali diberikan oleh Roy 
Fielding pada tahun 2000 sebagai gaya arsitektur untuk kemajuan layanan web. 
Application Programming Interface (API) bertindak sebagai antarmuka yang 
memungkinkan komunikasi antara dua program perangkat lunak. API yang 
menggunakan protokol HTTP untuk bekerjasama antara berbagai program 
merupakan sebuah web service atau REST. Pada dasarnya, interaksi API adalah 
sejenis permintaan dan tanggapan antara klien dan server. API mengikuti pedoman 
atau standar REST untuk membangun layanan web yang disebut REST API (Soni 
 

































& Ranga, 2019). Untuk permintaan dan tanggapan, REST menggunakan HTTP 
untuk menentukan tindakan yang diinginkan. REST memaksakan setiap resources 
harus dapat dialamatkan secara unik dan dapat diakses melalui unique resource 
locators (URL), atau biasa disebut dengan endpoint. HTTP mendefinisikan 
seperangkat kata yang dapat diimplementasikan ke endpoint untuk mengubah 
tindakan yang dilakukan. Yang paling umum digunakan adalah ‘GET’ untuk 
mentransfer representasi resources saat ini dari endpoint. Selain itu terdapat 
‘POST’, ‘PUT’, ‘PATCH’, dan ‘DELETE’ yang disebut metode tidak aman karena 
melakukan operasi pemrosesan, yang dapat merusak data (Tarkowska et al., 2018). 
2.2.15. Unified Modeling Language 
Unified Modeling Language(UML) adalah sebuah bahasa pemodelan visual 
yang digunakan untuk menganalisis dan mengembangkan sistem berorientasi objek 
dan desain. UML pertama kali dikembangkan oleh Grady Booch, Jin Rumbaugh, 
dan Ivan Jacobsonpada tahun 1990. Adapun beberapa diagram yang disediakan 
dalam UML antara lain: 
A. Use Case Diagram 
Use case diagram adalah sebuah diagram yang menunjukan interaksi antara 
usecase dan aktor. Use case digunakan untuk menganalisis dan mendesain sebuah 
sistem. 
B. Activity Diagram 
Activity diagram adalah suatu diagram yang berbentuk sebuah alur kerja yang 
berisi aktivitas dan tindakan. Dalam UML, activity diagram dibuat untuk 
menjelaskan alur kerja sebuah sistem yang akan di rancang. 
C. Class Diagram 
Class diagram merupakan suatu model statis yang menggambarkan sejumlah 
class dan hubungan antar-class tersebut di dalam sistem. Class diagram memiliki 3 
bagian utama yaitu attribute, operation, dan name. Class diagram menunjukan 
attribute dan operasi dari sebuah kelas constraint yang berhubungan dengan objek 
yang dikoneksikan. Class diagram meliputi: kelas (Class), Relasi associations, 
 

































generalization, aggregation, atribut (Attributes), dan operasi (Operation/Method) 
(Yusmiarti, 2016).  
2.3 Integrasi Keilmuan 
Indonesia saat ini tengah mengalami tantangan bonus demografi akibat 
cepatnya laju pertumbuhan penduduk. Jika kita dapat memanfaatkan peluang dari 
tantangan bonus demografi secara tepat, maka akan memberikan dampak yang baik 
bagi negara. Salah satu potensi yang dimiliki oleh Indonesia yang berpeluang besar 
untuk mengatasi tantangan bonus demografi adalah esports. 
Berdasarkan hasil wawancara yang dilakukan dengan Ustadz Umar 
Mansyur yang menjabat sebagai Takmir Masjid Nasrullah Kendangsari, sebagai 
seorang manusia kita harus mampu memanfaatkan secara optimal sumber daya 
yang diberikan oleh Allah SWT kepada kita, sama halnya dengan kondisi Indonesia 
yang memiliki banyak sumber daya manusia yang berbakat diberbagai bidang, 
salah satunya adalah esports. Indonesia harus mampu dan siap menghadapi 
tantangan bonus demografi tersebut. Perkara tersebut dapat terceminkan pada surah 
Ar-rum ayat 30 yang berbunyi, 
 
Artinya: 
“Maka hadapkanlah wajahmu dengan lurus kepada agama Allah; (tetaplah atas) 
fitrah Allah yang telah menciptakan manusia menurut fitrah itu. Tidak ada 
perubahan pada fitrah Allah. (Itulah) agama yang lurus; tetapi kebanyakan 
manusia tidak mengetahui. (QS. Ar-rum: 30)”. 
Ayat diatas menjelaskan bahwa sejak manusia lahir di dunia ini, manusia 
telah diberikan fitrah untuk beribadah kepada Allah dan fitrah yang telah ditetapkan 
oleh Allah SWT adalah bersifat tetap atau tidak dapat berubah. Arti fitrah disini 
tidak hanya mengenai keyakinan saja, tapi juga bagaimana manusia dapat 
menjalankan fitrah tersebut. Sehingga, apa yang telah ditetapkan oleh Allah SWT 
termasuk fitrah harus diiikuti dan ditetapkan oleh manusia. 
 

































Tafsir diatas apabila diintegrasikan dengan penelitian adalah sebagai 
manusia sudah sepatutnya kita menjalankan fitrah dari Allah SWT. Potensi sumber 
daya manusia yang ada di Indonesia yang bergerak di bidang esports sudah 
seharusnya dimanfaatkan dengan baik dan mengubah pandangan masyarakat agar 
tidak sebelah mata memandang pekerjaan dibidang esports. Karena sebagai 
manusia yang fitrahnya selain beribadah kepada Allah SWT adalah harus dapat 
menggali dan memanfaatkan potensi yang ada. Sumber daya manusia terdiri dari 
beragam potensi, sebagai manusia kita juga harus mampu menghargai keragaman 
tersebut karena manusia sejak lahir telah diberi kemampuan dan potensi diri yang 




“Katakanlah (muhammad), "setiap orang berbuat sesuai dengan pembawaannya 
masing-masing." Maka Tuhanmu lebih mengetahui siapa yang lebih benar 
jalannya. (QS. Al-Isro’: 84)”. 
Ayat tersebut bermakna bahwa manusia terlahir dengan kemampuan dan 
bakat yang berbeda-beda yang tercermin dalam kalimat “setiap orang berbuat 
sesuai dengan pembawaannya masing-masing”. Oleh karena itu, manusia 
diciptakan untuk saling melengkapi kekurangan dan kelebihan masing-masing serta 
saling membantu satu sama lain berdasarkan kemampuan masing-masing. 
Pekerjaan manusia didunia ini selain beribadah kepada Allah SWT adalah bekerja 
untuk menghidupi kehidupannya. Pekerjaan yang dimiliki dapat berdasarkan bakat 
dan kemampuan yang dikuasai oleh manusia tersebut. 
Artinya, sejak manusia lahir sudah dianugerahi kemampuan dan bakat oleh 
Allah SWT tetapi seiring berjalannya waktu dan semakin bertambah dewasa 
seorang manusia, apabila kemampuan tersebut tidak diasah tidak akan dapat 
menjadi sebuah pencapaian contohnya adalah pekerjaan yang diminati berdasarkan 
kemampuan dan bakat yang dimiliki.  Begitu juga, jika ingin menjadi seoarang atlet 
 

































yang di bidang esports maka dalam mewujudkan cirta-citanya selain berikthiar 
kepada Allah SWT, juga harus berupaya dan berlatih setiap harinya. 
Banyaknya jenis bakat yang dimiliki oleh manusia menghasilkan 
banyaknya pekerjaan didunia ini. Pekerjaan-pekerjaan tersebut melengkapi satu 
sama lain. Menurut Ustadz Umar Mansyur melalui pekerjaan manusia dapat 
membantu satu sama lain dan melalui hal itulah manusia dapat saling mengurangi 
beban pekerjaan atau melapangkan kesusahan manusia lainnya. Seperti dalam 
Sabda Rasulallah Shallallahu ‘alaihi wa sallam 
 
Dari Abu Hurairah Radhiyallahu anhu, Nabi Shallallahu ‘alaihi wa sallam 
bersabda, “Barangsiapa yang melapangkan satu kesusahan dunia dari seorang 
Mukmin, maka Allâh melapangkan darinya satu kesusahan di hari Kiamat”.  
Sama halnya dengan penelitian ini yang salah satunya bertujuan untuk memberikan 
kemudahan dalam membentuk tim esports dan membantu atlet dari tim esports 
dalam terjun di kompetisi esports nasional maupun internasional. Hal tersebut 
mencerminkan hubungan saling membantu antara atlet tim esports dan peneliti 
untuk mengembangkan potensi satu sama lain dan memudahkan pekerjaan didunia.
 































3 BAB III  
METODOLOGI PENELITIAN 
3.1 Desain Penelitian 
Alur penelitian dipresentasikan ke dalam bentuk diagram alur. Diagram alur 
ini dibuat agar mempermudah dalam menyampaikan informasi dari langkah-
langkah yang akan dilakukan pada penelitian yang berjudul “PENGEMBANGAN 
SISTEM REKOMENDASI ATLET ESPORTS BERDASARKAN PREDIKSI 
ELO RATING MENGGUNAKAN MODEL STOCHASTIC GRADIENT 
BOOSTING”. Berikut merupakan alur dari penelitian yang disajikan dalam bentuk 
diagram alur terdapat pada Gambar 3.1. 
  
Gambar 3.1 Diagram Alur Penelitian 
Berikut adalah penjelasan dari tiap proses dari diagram alur yang telah 
ditampilkan pada Gambar 3.1 diatas. 
 

































3.1.1 Perumusan Masalah 
Proses perumusan masalah yang sebagaimana tertera pada bab pertama 
merupakan hal yang melatarbelakangi penelitian ini. Permasalahan tersebut adalah 
bagaimana mengembangkan sistem rekomendasi atlet yang mengimplementasikan 
model Stochastic Gradient Boosting (SGB) serta bagaimana hasil pengujiannya. 
Yang bertujuan untuk mengatasi rumusan-rumusan masalah tersebut. Sehingga 
dapat memajukan Indonesia melalui ranah esports dengan cara memfasilitasi para 
masyarakat yang sedang menggiati profesi esports sehingga dapat bersaing secara 
nasional maupun internasional yang dapat menghadapi tantangan bonus demografi. 
3.1.2 Studi Pustaka 
 Pada tahap ini penulis melakukan studi pustaka dengan tujuan agar dapat 
memahami machine learning lebih dalam dan luas terutama pada kasus prediksi 
menggunakan regression. Seperti pada metode Stochastic Gradient Boost yang 
merupakan metode regression. 
Pada penelitian terdahulu yang dilakukan oleh (sitasi) yang terdapat pada studi 
pustaka dengan  menggunakan metode SGB pada data dari video games untuk 
memprediksi kemenangan sebuah tim esports secara live dan menghasilkan 
keakuratan prediksi yang baik pada SGB, sehingga akan digunakan pada penelitian 
ini untuk memberikan rekomendasi atlet esports berdasarkan prediksi ELO Rating. 
3.1.3 Pengumpulan Data 
 Pengumpulan data dilaksanakan dengan melakukan fetching Application 
Programming Interface (API) OpenDota dengan menggunakan request library dari 
python. API yang didapat berbentuk JSON yang berisi Object sesuai dengan 
endpoint yang telah disediakan. Pada tahap ini pengumpulan data yang dilakukan 
berfokus pada pertandingan, tim dan atlet lingkup Profesional atau yang telah 
diakui sebagai penggiat kompetisi official Dota 2. Penggalian data tidak mencakup 
keseluruhan version Dota 2 tetapi hanya mencakup diantara dua patches version, 
yaitu 7.21 sampai 7.25 dikarenakan terdapat major update pada version tersebut 
dan juga cukup banyak terjadi shuffle roster pada beberapa tim esports. 
Dikarenakan Batasan masalah tersebut sehingga pada tahap ini menghasilkan 
 

































dataset dengan variable pada Tabel 3.1 berikut. 
Tabel 3.1 Variable dataset 
Nama variabel Penjelasan 
Account ID 
Merupakan ID dari account atlet Dota 2 yang terdatar 
pada OpenDota  
Team ID 
Merupakan ID dari team esports yang terdaftar pada 
OpenDota 
MMR 
Merupakan estimasi dari Matchmaking Ranking yang 
disediakan oleh Dota 2 
Average Kills Merupakan rata-rata dari attribute Kills 
Average Deaths Merupakan rata-rata dari attribute Deaths 
Average Assists Merupakan rata-rata dari attribute Assists 
Average KDA 
Merupakan rata-rata dari ratio antara attribute kills, 
deaths, dan assists 
Average GPM Merupakan rata-rata dari attribute Gold Per Minute 
Average XPM 
Merupakan rata-rata dari attribute Experience Per 
Minute 
Average Last hits Merupakan rata-rata dari attribute Last hits 
Average Denies Merupakan rata-rata dari attribute Denies 
Average Lane 
Efficiency 
Merupakan rata-rata dari attribute Lane Efficiency  
Average Duration 
Merupakan rata-rata dari durasi permainan yang telah 
dilakukan oleh pemain 
Average Level 




Merupakan rata-rata dari attribute Hero Damage yang 
telah dilakukan oleh pemain 
Average Tower 
damage 
Merupakan rata-rata dari attribute tower damage yang 
telah dilakukan oleh pemain 
Average Neutral 
Kills 
Merupakan rata-rata dari Neutral Creeps yang telah di-
kill oleh pemain 
Average Tower Kills 
Merupakan rata-rata dari jumlah Tower yang telah 
dihancurkan oleh pemain 
Average Courier 
Kills 
Merupakan rata-rata dari jumlah kurir yang dibunuh 
oleh pemain  
Average Hero 
Healing 
Merupakan rata-rata dari Healing terhadap Ally Hero 
yang telah dilakukan oleh pemain  
Average Stuns 
Merupakan rata-rata dari Stun yang telah dilakukan oleh 
pemain 
Average Purchase Merupakan rata-rata dari item Teleport Scroll yang telah 
 

































TPScrolls dibeli oleh pemain 
Average Purchase 
Ward Observer 
Merupakan rata-rata dari item Observer Ward yang 
telah dibeli oleh pemain 
Average Purchase 
Sentry ward 
Merupakan rata-rata dari item Sentry Ward yang telah 
dibeli oleh pemain 
Average Purchase 
Gem 




Merupakan rata-rata dari item Rapier yang telah dibeli 
oleh pemain 
Average Pings Merupakan total kemenangan dari pemain  
Average Actions Per 
Min 
Merupakan rata-rata dari attribute Actions  
Per Minute  
Games Played Merupakan total pertandingan yang telah dilalui pemain 
Winrate 
Merupakan persentasi tingkat kemenangan dari 
pertandingan-pertandingan telah dilalui 
Selain variable yang telah disebutkan, dataset tersebut juga memiliki 
dependent variable yang akan diprediksi dengan SGB yaitu berupa ELO Rating dari 
atlet yang didapat dari hasil permainannya dengan tim masing-masing.  
3.1.4 Preprocessing Data 
Dataset yang telah didapatkan merupakan data yang masih raw maka 
dilakukan data approach pada tahap preprocessing data ini agar dapat mengenali 
karakter data yang telah dikumpulkan sehingga mendapatkan hasil prediksi yang 
lebih baik. Pada tahapan ini terdapat pilihan banyak metode yang dapat digunakan, 
metode tersebut dirangkum dalam tiga langkah yaitu: 
1. Data Cleansing 
2. Data Transformation 
3. Data Reduction 
Pada langkah pertama yaitu Data Cleansing, Data dapat memiliki banyak 
bagian yang tidak relevan dan hilang. Untuk menangani permasalahan ini, 
pembersihan data dilakukan dengan melibatkan penanganan data yang hilang serta 
data noise. Kemudian pada langkah Data Transformation dilakukan untuk 
mengubah data dalam bentuk yang sesuai dan cocok untuk proses penambangan, 
seperti normalization. Lalu pada langkah terakhir yaitu Data Reduction, bertujuan 
untuk meningkatkan efisiensi penyimpanan dan mengurangi penyimpanan data dan 
 

































biaya analisis dikarenakan data mining merupakan teknik yang digunakan untuk 
menangani sejumlah besar data. Setelah dataset siap untuk dilatih, dataset akan 
dibagi menjadi dua bagian sesuai dengan skenario yang diberikan dengan teknik 
train test split untuk dapat diuji keakurasiannya pada tahap evaluasi sistem. 
3.1.5 Pelatihan Model 
Setelah dilakukan tahap preprocessing data maka dataset siap untuk dilatih 
pada tahap pelatihan model. Pada tahapan ini dilakukan proses training atau 
pelatihan menggunakan algoritma Stochastic Gradient Boosting (SGB) dari library 
scikit learn yang bernama GradientBoostingRegressor. Perbedaan SGB dengan 
Gradient Boosting (GB) dalam module scikit learn adalah penggunaan 
parameternya. Secara default, penggunaan module tersebut akan menerapkan GB 
sehingga untuk dapat menerapkan SGB maka harus memberi nilai desimal antara 
0.1 sampai 0.9 pada parameter subsample dan learning rate. Untuk mendapatkan 
hasil terbaik maka pada tahap ini dibantu dengan menggunakan teknik tuning 
parameter. Setelah proses training selesai maka hasil dari pelatihan model disimpan 
menjadi sebuah file model yang akan digunakan pada tahap integrasi model.  
3.1.6 Analisa Rancangan 
Pada proses pembuatan aplikasi dilakukan tahapan analisa rancangan yang 
meliputi desain arsitektur, alur penggunaan aplikasi, class diagram, use case 
diagram dan activity diagram. Pada desain arsitektur akan menjelaskan bagaimana 
arsitektur dari sistem rekomendasi atlet esports.. Tahapan ini dilakukan agar 
pengembangan sistem sesuai dengan kegunaanya sebagai sistem yang dapat 
memberikan daftar rekomendasi atlet esports yang diberikan oleh sistem 
berdasarkan hasil prediksi ELO Rating yang dilakukan oleh model SGB. 
3.1.7 Integrasi Model 
Setelah model yang telah dibuat pada tahap pelatihan model akan 
diimplementasikan dengan cara mengintegrasikan model tersebut dengan 
framework Flask. Untuk dapat mengkomunikasikan antara interface aplikasi dan 
model maka diterapkan arsitektur Representational State Transfer Application 
Programming Interface (REST API) pada framework tersebut. Dengan adanya 
 

































REST API tersebut maka framework Flutter dapat memberi input dan menerima 
output melalui endpoints yang telah ditentukan. 
3.1.8 Desain Interface 
Setelah memiliki rancangan dan mengintegrasikan model maka kemudian 
dilakukan desain interface sekaligus mengimplementasikan integrasi tersebut 
dengan desain yang telah dibuat. Desain interface tersebut merupakan sebuah 
aplikasi mobile yang menggunakan framework Flutter 
3.1.9 Evaluasi Sistem 
Dikarenakan pada tahap pengumpulan data sudah dilakukan pembagian 
dataset menjadi training set dan testing set untuk dapat menguji keberhasilan 
prediksi maka jumlah training set dan testing set akan dibagi dengan skenario yang 
dijelaskan pada Tabel 3.2 
Tabel 3.2 Skenario pengujian prediksi Pembagian Data 
Skenario Training set Testing Set 
1 50% 50% 
2 75% 25% 
3 90% 10% 
Dan juga karena ELO Rating seringkali berubah sesuai dengan padatnya 
permainan yang dilakukan maka untuk dapat menghindari adanya delay yang tinggi 
ketika digunakan oleh pengguna maka dibagi dengan skenario pada Tabel 3.3 
sebagai berikut. 
Tabel 3.3 Skenario pengujian performa 
Nomor Skenario 
1 Server Heroku free plan dengan Flask. 
3 CPU AMD Ryzen 3 2200g RAM 8GB tanpa Flask 
4 CPU AMD Ryzen 3 2200g RAM 8GB dengan Flask Localhost 
Sesuai dengan tujuan untuk dapat menyempurnakan sistem, pada tahap 
evaluasi ini pertama dilakukan pengujian performance in term of time serta akurasi 
dari hasil prediksi model SGB berdasarkan Root Mean Square Error. Dikarenakan 
 

































SGB merupakan algoritma boosting yang secara default menggunakan regression 
tree sebagai base learning, maka agar dapat mengetahui dampak dari penerapan 
SGB sehingga pada tahapan ini dilakukan perbandingan metode antara regression 
tree dengan SGB sesuai dengan skenario yang telah disebutkan. Lalu setelah tahap 
pembuatan aplikasi selesai maka dilakukan pengujian Black Box. Rancangan 
pengujian Black Box ditampilkan pada tabel berikut ini: 
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4 BAB IV 
HASIL DAN PEMBAHASAN 
4.1 Pengumpulan Data 
Proses pengumpulan data dilakukan dengan teknik crawling data, yaitu 
teknik pengumpulan pada sebuah website dengan memasukkan Uniform Resource 
Locator(URL) yang pada kasus ini menggunakan protokol Hypertext Transfer 
Protocol(HTTP) yang me-request method GET dan akan mendapatkan feedback 
berupa JavaScript Object Notation(JSON). Crawling dilakukan pada data 
permainan kompetisi official Dota 2 yang berlangsung selama patches version 7.24 
sampai 7.25 melalui Application Programming Interface (API) OpenDota yaitu 
dengan “GET /proMatches” yang bertujuan untuk mendapatkan nama tim esports 
dan tim ID. 
 
Gambar 4.1 contoh JSON hasil pemanggilan API GET /proMatches 
Setelah mendapat data pertandingan tingkat profesional serta nama tim 
esports yang telah berpatisipasi dan dapat mengetahui “team_id” tiap tim esports 
yang terdapat pada object key “dire_team_id” dan “radiant_team_id” seperti yang 
tertera pada Gambar 4.1, maka langkah selanjutnya adalah proses untuk memanggil 
API “GET /teams/{teamid}/players”, hal ini bertujuan untuk mendapatkan object 
value dari account_id, games_played, wins, dan akan disaring berdasarkan object 
 

































“is_current_team_member” dengan nilai true yang berarti menandakan bahwa 
seorang atlet esports tersebut sedang aktif menjadi anggota tim esports tersebut. 
Dari object games_played dan wins juga akan digunakan sebagai perhitungan 
dengan menggunakan operator pembagian untuk mendapatkan nilai variabel 
winrate. 
 
Gambar 4.2 contoh JSON hasil pemanggilan API GET /teams/1838315/players 
Pada Gambar 4.2 adalah contoh data hasil proses pemanggilan API “GET 
/teams/1838315/players” yang memberikan data atlet-atlet esports yang pernah 
menaungi Team Secret. Proses pemanggilan API tersebut menghasilkan sebanyak 
8821 atlet esports yang sedang aktif. Berdasarkan hasil dari crawling data tersebut 
maka telah diketahui masing-masing object value dari “account_id” dan “team_id” 
dari setiap atlet. Selanjutnya dilakukan kembali crawling data melalui API 
OpenDota yakni “GET /player/{account_id}/totals” untuk mendapatkan total dari 
ingame behavior dari setiap atlet tersebut. Salah satu atlet esports dari Team Secret 
yaitu “Puppey” akan digunakan sebagai contoh dalam pemanggilan “GET 
/player/87278757/totals” dan menghasilkan data seperti pada Gambar 4.3.  
 


































Gambar 4.3 contoh JSON hasil pemanggilan API GET /player/87278757/totals 
Kemudian dari total behavior(object: “sum”) tersebut dilakukan pembagian 
dengan total pertandingan(object: “n”) yang telah dilalui oleh atlet tersebut 
sehingga hasilnya adalah average dari behavior atlet pada setiap pertandingan. 
Langkah selanjutnya adalah melakukan crawling data kembali berdasarkan object 
value dari “team_id” melalui API OpenDota yakni “GET /teams/{team_id}” yang 
bertujuan untuk mendapatkan variabel dependen yaitu ELO Rating sebagai variabel 
dependent dan total pertandingan dari tim esports tersebut yang akan digunakan 
sebagai validasi data atlet. Variabel tesebut didapatkan dari object key bernama 
“rating” dan penjumlahan antara “wins” dan “losses”.  
 
Gambar 4.4 contoh JSON hasil pemanggilan API GET /teams/1838315 
Pada Gambar 4.4 merupakan contoh JSON hasil pemanggilan API GET 
/teams/1838315 yang menggunakan team_id dari salah satu tim esports yaitu Team 
 

































Secret dan juga pada gambar tersebut menjelaskan bahwa ELO Rating(object: 
“rating”) dari Team Secret adalah sebesar 1495 sehingga seluruh atlet yang sedang 
bernaung ditim esports tersebut seperti “Puppey” memiliki ELO Rating sebesar 
1495. Setelah melakukan pemanggilan empat API dari OpenDota maka didapatkan 
dataset sebanyak 8821 rows dan 33 columns yang dapat dilihat pada Tabel 4.1. 
Tabel 4.1 Dataset yang telah dikumpulkan 
data ke account_id team_id mmr 
…. 
rating 
1 188706189 7610645 6568 996.444 
2 220136159 7610645 6532 996.444 
3 165055475 7610645 6568 996.444 
…. …. 
8220 255359772 4185206 NaN 983.264 
8221 1017025946 4185206 NaN 983.264 
 
4.2 Preprocessing Data 
Untuk dapat menghindari hasil prediksi yang buruk dan memastikan data yang 
diolah memiliki kualitas yang baik maka dilakukan tahap preprocessing data. Pada 
tahap ini terdapat tiga metode, yaitu diantaranya meliputi: 
4.2.1 Data Cleansing 
Pada langkah ini, dilakukan pembersihan data yang tidak lengkap atau baris 
data yang memiliki missing data atau yang bernilai NaN. Sehingga jika ada baris 
data yang memiliki variable yang kosong maka akan dihapus dan tidak akan 
dianggap sebagai data valid serta menyelesaikan masalah redudansi data yang 
diakibatkan dari proses integrasi data. Setelah dilakukan tahap data cleansing maka 
dataset memiliki 4699 rows dan 33 columns, perubahan dataset tersebut dapat 
dilihat pada Tabel 4.2. 
Tabel 4.2 Dataset setelah dilakukan data cleansing 
data ke account_id team_id mmr 
…. 
rating 
1 188706189 7610645 6568 996.444 
 

































2 220136159 7610645 6532 996.444 
3 165055475 7610645 6568 996.444 
…. …. 
4698 492082009 6325390 2212 968.002 
4699 79110901 6325390 4112 968.002 
 
4.2.2 Data Reduction 
Dikarenakan data mining adalah teknik yang digunakan untuk menangani data 
dalam jumlah besar, maka pada metode ini data reduction digunakan untuk dapat 
meningkatkan efisiensi resources serta efektivitas model machine learning dalam 
memprediksi ELO Rating. Pada tahap ini dilakukan data reduction dengan teknik 
menyaring data atlet yang memiliki variable “games_played” harus memenuhi 
kondisi kurang dan tidak boleh lebih kecil dari jatah pertandingan dalam satu 
turnamen esports  dari total pertandingan yang telah dilalui tim esports-nya dengan 
tujuan agar menghapus data atlet yang kurang berpatisipasi dalam pertandingan tim 
esports-nya sehingga nilai ELO Rating yang dimiliki atlet dengan tidak memenuhi 
kondisi tersebut dianggap tidak valid. Setelah proses penyaringan data selesai maka 
dilakukan penghapusan column yang bukan merupakan independent variable yang 
terdapat pada Tabel sehingga tidak ada variable yang menyebabkan keambiguan 
dalam prediksi nanti, variable tersebut yaitu column “account_id”,”team_id” dan 
“wins”. Untuk variable “account_id” dan ”team_id” tidak digunakan dikarenakan 
variable tersebut hanya sebagai primary key untuk data atlet, sedangkan variable 
“wins” tidak digunakan karena sudah dikonversi ke variable “winrate”. Sehingga 
dataset sekarang hanya memiliki 3309 rows dan 29 columns, perubahan tersebut 
dapat dilihat pada Tabel 4.3. 
Tabel 4.3 Dataset setelah dilakukan data reduction 
data ke mmr games_played winrate 
…. 
rating 
1 6568 132 0.4924 996.444 
2 6532 132 0.4924 996.444 
3 6568 132 0.4924 996.444 
…. …. 
 

































3308 2212 1 0 968.002 
3309 4112 1 0 968.002 
 
4.2.3 Data Transformation 
Data transformation bertujuan untuk megubah format data menjadi format 
yang diperlukan oleh sistem. Dikarenakan cukup banyak algoritma machine 
learning bekerja lebih baik saat data berada pada skala yang relatif serupa antar 
feature. Pada langkah ini dilakukan feature scaling dengan menggunakan sebuah 
function StandardScaler dari library scikit-learn yang menerapkan teknik 
Standardization yang dihitung berdasarkan persamaan 2.9. Sebagai contoh, maka 
dilakukan perhitungan Standardization dengan kondisi dibawah ini: 
𝑛 atau banyaknya data sebesar 3 
𝑥 merupakan data variable “games_played” dari baris ke 1-3 
Hasil yang didapat dari contoh ini bukan merupakan hasil proses data 
transformation dalam penelitian 
Untuk dapat menghitung Standardize maka dilakukan perhitungan mean (𝜇) 
dengan persamaan 2.10 terlebih dahulu, maka: 
𝜇 =
6568 + 6532 + 6568
3
= 6556 
Kemudian melakukan perhitungan standard deviation (𝜎) dengan persamaan 2.11 sebagai 
berikut: 
(6568 − 6556)2 = 144 
(6532 − 6556)2 = 576 
(6568 − 6556)2 = 144 
𝜎2 =
144 + 576 + 144
3
= 288 
𝜎 = √288 = 16.9705 
Setelah selesai menghitung mean dan standard deviation, maka dilakukan 















































Setelah melakukan proses data transformation maka perubahan data dapat 
dilihat pada Tabel 4.4. 
Tabel 4.4 Data Sesudah Transformation 
data ke mmr games_played winrate 
…. 
rating 
1 2.66838058 3.308216 0.47973161 996.444 
2 2.63490507 3.308216 0.47973161 996.444 
3 2.66838058 3.308216 0.47973161 996.444 
…. …. 
3308 -1.38215643 -0.16441943 -0.89302728 968.002 
3309 0.38460673 -0.16441943 -0.89302728 968.002 
 
4.3 Pelatihan Model 
Setelah semua tahapan dari preprocessing data telah dilakukan dan hasilnya 
telah tersedia maka data tersebut siap digunakan untuk melatih model menggunakan 
metode Stochastic Gradient Boosting (SGB). Untuk mendapatkan hasil yang 
optimal dalam mengimplementasikan SGB maka harus melakukan teknik tuning 
parameter untuk menentukan parameter-parameter yang akan diterapkan pada 
model, dalam penelitian ini digunakan function GridSearchCV dari library scikit-
learn. GridSearchCV berfungsi untuk mencari parameter dalam grid yang 
diberikan. Misalnya jumlah 𝑡𝑟𝑒𝑒 = [100, 200], yang mana diantara kedua nilai 
tersebut yang dapat memberikan hasil terbaik pada prediksi model machine 
learning. Akhir kata yang terdapat pada “GridSearchCV” yaitu CV, merupakan 
kepanjangan dari cross-validation yang berarti dataset akan dibagi oleh function 
GridSearchCV kemudian dilakukan perulangan pelatihan data yang sesuai dengan 
parameter-parameter yang diberikan. Function GridSearchCV dapat disimpulkan 
ke bentuk pseudecode dengan input 𝑥 sebagai variabel independent dan input 𝑦 
sebagai variabel dependent seperti berikut:   
 

































Init x set variable independent 
Init y set variable dependent 
Init gsc set GridSearchCV 
Input estimator set GradientBoostingRegressor 
Input param_grid 
Set subsample = [0.3,0.5,0,8] 
Set learning_rate = [0.01, 0.05, 0.1] 
Set n_estimator = [100,300,500] 
Input cv set 10 
Input scoring set ‘neg_root_mean_squared_error 
Init grid_result set process gsc with x and y  
Pseudocode diatas merupakan proses function GridSearchCV dalam mencari 
parameter yang menghasilkan prediksi terbaik menggunakan model SGB. 
Parameter tersebut ialah subsample, learning_rate, dan n_estimators. Pada Tabel 
4.5 adalah nilai-nilai input yang dimasukkan dalam parameter-parameter yang akan 
memberi dampak pada hasil regresi SGB.  
Tabel 4.5 Nilai Parameter yang di Inputkan 
subsample learning_rate n_estimators 
0.3 0.01 100 
0.5 0.05 300 
0.8 0.1 500 
Dilihat pada Tabel 4.5 diatas, nilai-nilai tersebut yang nantinya akan diproses 
oleh function GridSearchCV dan kemudian akan terpilih parameter terbaik yang 
akan digunakan dalam proses perhitungan regresi SGB sebagai pelatihan data. Hasil 
parameter tersebut dapat dilihat pada tabel 4.6 berikut:  
Tabel 4.6 Best Parameter hasil GridSearchCV  
subsample learning_rate n_estimators 
0.8 0.01 500 
Berdasarkan pada Tabel 4.6, maka penggunaan nilai-nilai parameter tersebut 
pada model SGB dapat dilihat pada pseudecode lanjutan berikut: 
Init best_params set best_param_ from grid_result 
Init regressor set GradientBoostingRegressor 
 Input subsample set subsample from best_param 
 Input learning_rate set learning_rate from best_param 
 Input n_estimators set n_estimators from best_param 
Proccess regressor with x and y 
 

































Pseudecode tersebut menjelaskan bahwa variable grid_result menghasilkan 
object best_param sesuai dengan Tabel 4.6, lalu function 
GradientBoostingRegressor dari library scikit-learn yang akan menerapkan SGB 
menggunakan nilai dari object best_params tersebut sehingga siap melatih model 
sesuai input 𝑥  dan 𝑦. 
4.4 Pembuatan Aplikasi 
Pada bagian ini menjelaskan bagaimana proses dalam pembuatan aplikasi 
pada penelitian yang dilakukan. Dimana prosesnya terbagi menjadi 2 bagian, yakni 
bagian desain dan integrasi model yang dijelaskan seperti berikut ini: 
4.4.1 Desain Arsitektur 
Untuk dapat membangun sebuah sistem rekomendasi atlet maka harus 
mengintegrasikan antara aplikasi mobile, database serta machine learning sehingga 
dirancang desain arsitektur yang ditampilkan pada gambar berikut. 
 
Gambar 4.5 Desain Arsitektur 
Dari Gambar 4.5 diatas, terbagi menjadi dua platform yakni client side dan 
server side. Client side merupakan tempat atau platform berupa aplikasi yang 
terlihat dan diakses oleh pengguna atau biasa disebut sisi front-end. Pengguna juga 
dapat berinteraksi dengan aplikasi tersebut agar dapat memperoleh informasi-
informasi yang sedang dicari, sedangkan server side merupakan aplikasi tak terlihat 
 

































yang terletak pada server atau biasa disebut sisi back-end. Pada sisi server terbagi 
menjadi 4 layers dimana: 
1. API Layer 
Pada layer ini merupakan layer penghubung antara client side dengan server 
side dimana pada layer ini terdapat sebuah web service. Web service berperan 
sebagai penghubung input dan output dalam bentuk JSON dengan menggunakan 
protokol HTTP dengan endpoints yang telah ditentukan. 
2. Application Layer 
Pada layer kedua berisi beberapa function yang beguna untuk memproses 
authentication, memproses create, read, update, delete(CRUD) pada event Looking 
for Athlete, ID Dota 2, memproses pengambilan data in-game behavior berdasarkan 
inputan ID Dota 2 dan memproses fitur utama aplikasi NUMETA yaitu 
menampilkan rekomendasi atlet berdasarkan hasil prediksi ELO Rating. 
3. Machine Learning Layer 
Pada layer ini terjadi proses pengambilan data dari layer sebelumnya pada 
proses get data by ID Dota2 yang kemudian diproses menggunakan model machine 
learning SGB yang hasilnya dikirim kembali ke application layer untuk diproses 
lebih lanjut sesuai function yang dipanggil. 
4. Database Layer 
Pada layer ke empat, terdapat dua database yang digunakan yakni database 
NUMETA dan database OpenDota. Database NUMETA berfungsi untuk 
mengakses dan menyimpan keseluruhan data pengguna aplikasi NUMETA 
sedangkan database OpenDota hanya berfungsi sebagai pengambilan data ingame 
dari user. 
4.4.2 Alur Penggunaan Aplikasi 
Alur penggunaan aplikasi Numeta dijelaskan dalam flowchart yang ada pada 
Gambar 4.6 dibawah ini. 
 


































Gambar 4.6 Flowchart Aplikasi 
 Dalam flowchart tersebut diawali dengan proses pembuatan akun, apabila 
user belum memiliki akun maka user harus terlebih dahulu mengisi data user yang 
berupa nama lengkap, email, username, dan password untuk proses registrasi akun, 
barulah user dapat login ke aplikasi Numeta. User yang telah memiliki akun dapat 
langsung login ke aplikasi Numeta dengan username dan password. Proses 
selanjutnya user diharuskan meng-input Game ID dimana pada kasus ini 
merupakan ID Dota2. Kemudian berdasarkan Game ID tersebut sistem akan 
mengambil data variable yang terdapat pada Table 3.1. Dari data-data tersebut akan 
diprediksi nilai ELO Rating dari user tersebut yang kemudian mendapatkan output 
berupa daftar atlet yang direkomendasikan beserta data-data mengenai atlet 
tersebut. Rekomendasi yang diberikan berdasarkan ELO Rating dan role dari user 
dan atlet-atlet lainnya. 
 

































4.4.3 UML Use Case Diagram 
Use Case Diagram mendeskrispsikan skenario penggunaan aplikasi Numeta 
oleh user Numeta. Use case pada Gambar 4.7 menggambarkan user Numeta dapat 
melakukan fungsi login dan register, register dilakukan apabila user Numeta belum 
memiliki akun sedangkan user Numeta yang telah memiliki akun langsung dapat 
melakukan login. Dimana login atau register memiliki relasi use case yang 
ditambahkan dimana case ini tidak mempengaruhi case login/register atau disebut 
dengan extends yaitu case Insert Dota 2 ID. Lalu Case Insert Dota 2 ID berelasi 
includes dengan case Get ELO Rating Prediction, dimana keduanya dihubungkan 
dengan notasi includes yang artinya dalam menjalakan case Get Elo Rating tetap 
diperlukan case insert Dota 2 ID. Case Get ELO Rating Prediction berelasi includes 
dengan case Show Athlete recommendation, sehingga case  Get ELO Rating 
Prediction tetap diperlukan dalam menjalankan case Show Athlete 
recommendation. 
 
Gambar 4.7 Use Case Diagram 
4.4.4 UML Class Diagram 
Class diagram merupakan suatu model statis yang menggambarkan sejumlah 
kelas yang berhubungan dengan antar kelas didalam suatu sistem. Class diagram 
ini juga menggambarkan struktur dari suatu sistem dari segi pendefinisian tiap 
kelasnya yang dibuat untuk membangun sebuah sistem. Tiap kelas memiliki 
attribute dan metode operasi, attribute adalah variabel dari sebuah kelas, sedangkan 
 

































metode operasi adalah suatu fungsi dari kelas. Berikut adalah Class diagram pada 
penelitian dapat dilihat pada gambar berikut: 
 
Gambar 4.8 Class Diagram 
Terdapat delapan kelas dalam class diagram sistem rekomendasi atlet, yakni 
class users, auth_controller, callAPI, predict_controller, profiles, profile_controller, 
recom_controller, dan eloratings. Masing-masing kelas tersebut dijelaskan 
fungsinya sebagai berikut: 
1. Users 
Pada kelas ini memiliki lima attribute yakni id bertipe data integer, password, 
username, full_name, dan email yang bertipe data string. Kelas ini memiliki 
inheritance (warisan) kelas yaitu auth_controller. 
2. Auth_controller 
 

































Kelas ini memiliki attribute warisan dari kelas user dan memiliki fungsi yaitu login 
dan register yang menghasilkan data berbentuk json. Kelas ini berelasi dengan 
kelas callAPI yang merupakan relasi One way Association. 
3. CallAPI 
Pada kelas ini memiliki enam method yaitu mengambil data attribute login yakni 
getLogin(), mengambil data register getRegister(), getProfileData(), memasukan 
data profile insertProfileData(), getRequestxPredict(), dan getListRecom(). Kelas 
ini berelasi dengan kelas predict_controller yang merupakan relasi One way 
Association. 
4. Predict_controller 
Kelas ini memiliki tiga attribute yakni, user_id tipe data integer, game_id tipe data 
string, dan input_x tipe data listArray. Pada kelasi ini juga memiliki beberapa 
fungsi yakni checkCsv(), getMmr(), getAvg(), getWl(), scalerData(), predict(), 
insertEloRating(), dan trainData(). 
5. Profiles 
Kelas profiles memiliki empat attribute yakni id dan user_id yang bertipe data 
integer, game_id dan role yang bertipe data string. Kelas ini memiliki relasi pada 
kelas profile_controller yang merupakan inheritance dari kelas plrofiles. 
6. Profile_controller 
Kelas ini yang merupakan inheritance dari kelas profiles memiliki fungsi 
fetchProfile(). Kelas ini juga memiliki relasi dengan kelas recom_controller yang 
merupakan relasi berjenis aggregation. 
7. Recom_controller 
Kelas ini merupakan inheritance dari kelas eloratings, dan berelasi dengan kelas 
profile_controller. Kelas ini memiliki fungsi yakni listRecommend(). 
8. Eloratings 
Pada kelas ini memiliki lima attribute yakni id, user_id, dan rating yang bertipe data 
integer, kemudian attribute game_id dan input_x bertipe data string. 
 

































4.4.5 UML Activity Diagram 
Activity Diagram merupakan sebuah diagram yang menjelaskan aktivitas-
aktivitas yang dilakukan dalam sistem yang dikembangkan. Pada Aplikasi 
NUMETA yang diakses oleh user akan melakukan beberapa aktivitas yang 
disimpulkan dalam bentuk activity diagram berikut. Sesuai dengan use case 
diagram setelah user membuka aplikasi maka akan melakukan sebuah aktivitas 
login atau register untuk dapat masuk dan melakukan aktivitas berikutnya. 
 
Gambar 4.9 Activity diagram proses register 
Pada Gambar 4.9 menjelaskan bahwa activity diagram proses register 
dimulai pada saat user membuka aplikasi lalu menekan tombol sign up atau get 
started. Kemudian proses selanjutnya adalah masuk ke halaman registrasi, lalu user 
mengisi nama lengkap, username, email dan password. Apabila user belum atau 
kurang tepat dalam mengisi form terutama pada username dan email dikarenakan 
tidak boleh terjadi duplikasi, maka akan dialihkan kembali untuk mengisi form 
tersebut hingga sukses. 
 


































Gambar 4.10 Activity diagram proses login 
Kemudian jika sudah melakukan registrasi dan memiliki akun berdasarkan 
activity diagram proses login pada Gambar 4.10 user bisa dapat langsung membuka 
aplikasi lalu menekan tombol sign in. Kemudian proses selanjutnya adalah masuk 
ke halaman login, lalu memasukkan username dan password. Namun apabila 
username atau password salah maka akan dialihkan kembali untuk mengisi form di 
halaman login hingga sukses.  
Setelah sukses masuk ke aplikasi dan telah menerima Game ID dari user 
maka selanjutnya adalah activity diagram proses prediksi, yang menampilkan 
aktivitas user dalam memanggil proses memprediksi nilai ELO rating, yang 
ditampilkan pada Gambar 4.11 berikut. 
 


































Gambar 4.11 Activity diagram proses prediksi 
Activity diagram pada Gambar 4.11 menjelaskan mengenai alur proses 
prediksi dari aktivitas user dan sistem. User melakukan proses pemanggilan pada 
endpoint “/predict/requestx” kemudian sistem akan menggunakan Dota2 ID dari 
user untuk melakukan proses pengambilan data berdasarkan variable yang sesuai 
dengan Tabel 3.1 dan selanjutnya akan melakukan proses pencarian pada file CSV 
berdasarkan data yang duplikat. Jika ditemukan maka sistem akan langsung 
memberikan hasilnya, melalui proses pengambilan data dari CSV. Apabila belum 
ditemukan hasilnya maka sistem akan mengalihkan data ke proses prediksi 
menggunakan file model hasil pelatihan sebelumnya. Proses selanjutnya adalah 
pre-processing data, setelah hal tersebut dilakukan maka model akan melakukan 
perhitungan pada data user tersebut sehingga menghasilkan nilai prediksi ELO 
Rating. Jika proses berhasil, hasil dari prediksi tersebut akan dikirim sebagai respon 
 

































dari pemanggilan endpoint tersebut, jika tidak berhasil maka akan mengirim respon 
gagal. 
Setelah melakukan aktivitas prediksi maka akan mendapatkan nilai prediksi 
ELO Rating dari user maka selanjutnya adalah activity diagram proses 
rekomendasi, yang ditampilkan pada Gambar 4.12 berikut.  
 
Gambar 4.12 Activity diagram proses rekomendasi 
Pada Gambar 4.12 menjelaskan aktivitas proses rekomendasi bahwa dimulai 
dengan mendapatkan data atlet-atlet yang telah mendaftar dan merupakan user 
aplikasi NUMETA. Kemudian dari daftar atlet-atlet tersebut disaring dengan 
kondisi ELO Rating dari daftar atlet tersebut lebih besar dari ELO Rating user 
dikurangi dengan Root Mean Squared Error dan kurang dari ELO Rating user 
 

































ditambah dengan Root Mean Squared Error dan role dari daftar atlet tersebut tidak 
sama dengan role dari user yang sedang mengakses aktivitas rekomendasi tersebut. 
Kemudian dari penyaringan daftar atlet-atlet tersebut maka didapatkan 
rekomendasi atlet yang cocok dengan user tersebut.   
Kemudian terdapat juga aktivitas training untuk mengupdate model sesuai 
dengan dataset terbaru yang hanya bisa dilakukan oleh admin NUMETA. Berikut 
ini adalah activity diagram pada proses training data pada Gambar 4.13: 
 
Gambar 4.13 Activity diagram proses training 
Pada Gambar 4.13 menjelaskan mengenai alur dari proses training model 
SGB dari aktivitas user dan sistem. User melakukan proses pemanggilan pada 
endpoint “predict/trainsgb” dengan metode GET dan kemudian sistem dari sisi 
back-end akan menerima request dari user dan melakukan tahap pre-processing 
data, selanjutnya akan melatih data sesuai data terbaru untuk mendapatkan model 
yang kemudian menyimpan model tersebut kedalam bentuk file “.pkl”. Setelah 
 

































selesai kemudian sistem akan memberi respon apakah request dari user sukses atau 
gagal dan kemudian user akan menerima respon tersebut. 
4.4.6 Integrasi Model  
Setelah selesai melakukan pelatihan model, maka model SGB tersebut akan 
disimpan dalam bentuk file berekstensi “.pkl” agar dapat dipanggil kembali dalam 
aplikasi mobile NUMETA. Aplikasi tersebut dapat berkomunikasi dengan model 
regresi SGB dengan menggunakan teknologi web service yang disebut dengan Rest 
API. Rest API dapat dibuat dengan python menggunakan micro-framework 
bernama Flask dan bertindak sebagai controller dari semua proses komputasi yang 
telah dibuat atau biasa disebut back-end.  
Input game_id 
Init data set request data_game with game_id from OpenDota API 
Init sc set StandardScaler 
Init sc_X set process data with sc 
Init model set load file sgb.pkl 
Init prediction set process predict from model with data 
Output prediction 
Dari penjelasan diatas maka penerapan integrasi model SGB pada sistem 
dapat disimpulkan dalam bentuk pseudocode diatas yang menerangkan bahwa 
dalam proses mengintegrasikan model ke sistem yaitu dengan mengambil data pada 
OpenDota berdasarkan input game_id dari user yang telah diinput ke dalam sistem. 
Proses ini mengambil data sesuai variable independent yang dibutuhkan melalui 
OpenDota dengan cara mengambil data variable MMR, Average Behavior dan 
WinLose yang selanjutnya akan masuk tahap proses data transformation kembali 
sehingga dapat dihitung oleh model SGB yang telah dilatih sebelumnya sehingga 
menghasilkan prediksi ELO Rating untuk user tersebut guna memberikan 
rekomendasi atlet. Namun jika terdapat variable pada data yang tidak ada atau 
hilang maka akan diberikan nilai 0, kecuali jika pada variable “mmr”, 
“games_played”, dan “winrate” maka game_id yang dimasukkan tidak valid dan 
harus mengulangi meng-input game_id yang valid.  
Kemudian setelah mendapatkan hasil prediksi ELO Rating dari user maka 
dilakukanlah rekomendasi atlet untuk user tersebut dengan mencari atlet yang 
merupakan user aplikasi NUMETA berdasarkan ELO Rating dari user tersebut. 
 

































Sehingga dari ELO Rating user yang sedang mencari rekomendasi, maka diberikan 
rekomendasi atlet-atlet yang memiliki ELO Rating antara nilai kurang dan lebih 
dari Root Mean Squared Error terkecil yang terdapat pada Tabel 4.13 berdasarkan 
ELO Rating user tersebut. Selain itu, rekomendasi yang diberikan juga berdasarkan 
role atlet-atlet yang tidak sama dengan role dari user tersebut. Setelah tahap 
integrasi model selesai maka sisi back-end dari sistem siap untuk di-deploy ke 
server. 
4.4.7 Desain Interface 
Berikut ini adalah beberapa desain yang telah dibuat dari pengembangan 
aplikasi ini. Tampilan tersebut meliputi welcome screen, login screen, register 
screen, form profile screen, home screen, looking for team screen dan profile 
screen. Pada saat pertama kali user mengakses aplikasi, tampilan pertama yang 
dilihat adalah welcome screen seperti pada Gambar 4.14, bagi user yang belum 
memiliki akun maka diharuskan memilih get started untuk melakukan registrasi 
atau pendaftaran akun terlebih dahulu, namun apabila user telah memiliki akun 
maka diharuskan memilih sign in. 
 
Gambar 4.14 Tampilan welcome screen  
Pada tampilan signup screen yang tampak seperti Gambar 4.15, user yang 
belum memiliki akun harus melakukan registrasi dengan mengisi form yang telah 
disediakan kemudian menekan tombol Sign Up agar proses registrasi selesai. Isi 
 

































form tersebut meliputi username, password, fullname dan email. Setelah user 
berhasil registrasi maka akan muncul pop up notifikasi bahwa proses registrasi 
berhasil dan akan lanjut ke screen selanjutnya.  
 
Gambar 4.15 Tampilan register screen 
Pada tampilan login screen terdapat form untuk username dan password 
seperti pada Gambar 4.16. Dimana user yang telah memiliki akun, harus mengisi 
kedua form tersebut agar dapat mengakses aplikasi. Apabila salah satu form atau 
kedua form tidak diisi atau melakukan kesalahan dalam mengisi form maka user 
tidak dapat masuk ke aplikasi. 
 
Gambar 4.16 Tampilan login screen 
 

































Selanjutnya apabila user berhasil login atau register, maka user dapat masuk 
ke aplikasi namun untuk user pertama kali atau user yang belum menginput game 
id maka akan diwajibkan meng-input terlebih dahulu form yang tampak pada 
Gambar 4.17 yang berisikan role game user dan game id yang mana merupakan 
pada ID user menurut video game Dota 2. Pada pilihan role terdapat pilihan yang 
merupakan sebuah dropdown menu berisikan roles diantaranya carry, midlaner, 
offlaner, roaming support, dan hard support. Setelah mengisi data tersebut user 
dapat menekan tombol submit, ketika salah satu data pada form tidak terisi maka 
tidak bisa lanjut ke proses selanjutnya. Namun jika berhasil maka user dialihkankan 
ke proses selanjutnya dan dapat melihat hasil rekomendasi atlet esports pada 
looking for team screen. 
 
Gambar 4.17 Tampilan form data game screen 
Tampilan selanjutnya yang terdapat pada Gambar 4.18 adalah home screen, 
yang meliputi news feed, dimana user dapat melihat berita atau informasi terbaru 
mengenai esport. User juga dapat melihat result match, yaitu skor dari hasil 
pertandingan tim esprort. 
 


































Gambar 4.18 Tampilan home screen 
Untuk dapat membantu user dalam membentuk sebuah tim esports maka 
dengan fitur Looking For Team(LFT), user akan mendapatkan list rekomendasi 
calon atlet berdasarkan prediksi ELO Rating tiap user NUMETA yang telah 
menginput data game mereka. List rekomendasi tersebut juga telah disesuaikan oleh 
kebutuhan komposisi tim yang ingin dibentuk oleh user. Fitur LFT memiliki 
tampilan seperti pada Gambar 4.19. 
 
Gambar 4.19 Tampilan looking for team screen 
User dapat melihat profil yang berisi mengenai informasi dari atlet esports 
maupun profil user melalui tampilan profile screen seperti pada Gambar 4.20, 
 

































dimana meliputi nama lengkap, username, game field, role, team, stats game, 
activity, gear dan info yang dimiliki oleh atlet atau user tersebut. Pada informasi 
activity terdapat informasi mengenai pencapaian atau berita mengenai kondisi dari 
atlet atau user tersebut. Kemudian informasi gear berisi informasi gear equip atau 
peralatan yang digunakan dalam bermain video game. Informasi lainnya yang ter-
highlight dapat dilihat pada tab info. 
 
Gambar 4.20 Tampilan profile screen 
4.5 Evaluasi Sistem 
Pada tahap ini dilakukan proses evaluasi sistem dengan melakukan pengujian 
yang melihat hasil prediksi dengan menggunakan Root Mean Squared 
Error(RMSE) sebagai acuan dan melakukan pengujian performa in term of time 
menggunakan satuan detik sebagai acuan dengan menerapkan beberapa skenario. 
Pada pengujian prediksi dilakukan empat skenario pengujian berdasarkan 
pembagian dataset yang telah dilakukan, yakni seperti berikut: 
1. Data training 50%, dan data testing 50%. 
2. Data training 75%, dan data testing 25%. 
3. Data training 90%, dan data testing 10%. 
 

































Sedangkan pada pengujian performa, dilakukan empat skenario pengujian 
performa berdasarkan machine atau platform yang telah digunakan, dimana ketiga 
skenario machine testing tersebut ialah sebagai berikut: 
1. Server Heroku free plan dengan Flask. 
2. CPU AMD Ryzen 3 2200g RAM 8GB tanpa Flask. 
3. CPU AMD Ryzen 3 2200g RAM 8GB dengan Flask secara localhost. 
Dengan menggunakan skenario-skenario yang telah dituliskan diatas, dapat 
diketahui hasil dari tiap skenario yang ditampilkan berikut ini: 
4.5.1 Pengujian Prediksi  
 Pada pengujian prediksi yang menggunakan RMSE sebagai acuan untuk 
mendeteksi error yang didapat dari hasil prediksi model SGB maka akan dilakukan 
perhitungan nilai RMSE berdasarkan persamaan 2.8. Sebagai contoh maka akan 
dilakukan perhitungan RMSE dengan kondisi seperti dibawah ini, dimana:  
𝑛 atau banyaknya data testing sebesar 1  
data testing ke-1 menghasilkan  𝑦𝑝𝑟𝑒𝑑 sebesar 982  
data testing ke-1 memiliki 𝑦𝑎𝑐𝑡𝑢𝑎𝑙 sebesar 975 
Hasil yang didapat dari contoh ini bukan merupakan hasil pengujian prediksi dalam 
penelitian 
Kemudian dari kondisi diatas dapat dilakukan perhitungan RMSE berikut: 
Pertama dilakukan perhitungan MSE = 
(982−975) ×  (982 – 975)
1
 
Kemudian dari perhitungan MSE maka dapat dihitung RMSE = √49  
Maka hasil RMSE pada satu data testing pertama adalah sebesar 7. 
A. Skenario pengujian prediksi dengan rasio dataset 50:50 
Skenario pertama ini menggunakan sejumlah dataset dengan rasio 
perbandingan 50:50 dimana data training sebesar 50%, dan data testing sebesar 





































Tabel 4.7 Nilai perhitungan RMSE pada Skenario pertama 
 Testing Training 
Nilai RMSE 19.3167 16.5537 
Dari hasil testing dan training data didapatkan bahwa nilai RMSE dari 
proporsi rasio data 50:50 menghasilkan nilai RMSE Testing sebesar 19.3167, 
RMSE Training sebesar 16.5537 sehingga menghasilkan selisih sebesar 2.763. 
 
Gambar 4.21 Perbandingan antara nilai Actual dan Predicted 50:50 
Berdasarkan Gambar 4.18, didapatkan grafik dari perbandingan nilai ELO 
Rating antara actual ELO Rating dan predicted ELO Rating dari 51 data testing 
pertama. Sebagai contoh, data tersebut memvisualisasi data ke-51 dimana nilai 
prediksi dan nilai aktual memiliki nilai selisih yang cukup besar dibandingkan 
 

































dengan nilai pada data ke-22 memiliki nilai selisih yang sangat kecil. Sehingga dari 
data tersebut dapat dihasilkan kesimpulan bahwa pada skenario proporsi data ini 
belum menghasilkan prediksi yang optimal. 
B. Skenario pengujian prediksi dengan rasio dataset 75:25 
Pada skenario kedua ini menggunakan sejumlah dataset dengan rasio 
perbandingan 75:25 dimana data training sebesar 75%, dan data testing sebesar 
25%. Dari hasil skenario ini didapatkan data yang tertera pada tabel berikut: 
Tabel 4.8 Nilai perhitungan RMSE pada Skenario kedua 
 Testing Training 
Nilai RMSE 17.7959 17.0709 
Dari hasil testing dan training data didapatkan bahwa nilai RMSE dari 
proporsi rasio data 75:25 menghasilkan nilai RMSE Testing sebesar 17.7959, 
RMSE Training sebesar 17.0709 sehingga menghasilkan selisih sebesar 0.725. 
 
 

































Gambar 4.22 Perbandingan antara nilai Actual dan Predicted 75:25 
Berdasarkan Gambar 4.19, didapatkan grafik dari perbandingan nilai ELO 
Rating antara actual ELO Rating dan predicted ELO Rating dari 51 data testing 
pertama. Sebagai contoh, data tersebut memvisualisasi data ke-51 dimana nilai 
prediksi dan nilai aktual memiliki nilai selisih yang masih besar jika dibandingkan 
dengan nilai pada data ke-22 memiliki nilai selisih yang sangat kecil. Sehingga dari 
data tersebut dapat dihasilkan kesimpulan bahwa pada skenario proporsi data ini 
cukup menghasilkan prediksi yang baik. 
C. Skenario pengujian prediksi dengan rasio dataset 90:10 
Kemudian pada skenario kedua menggunakan sejumlah dataset dengan rasio 
perbandingan 90:10 dimana data training sebesar 75%, dan data testing sebesar 
25%. Dari hasil skenario ini didapatkan data yang tertera pada tabel berikut: 
Tabel 4.9 Nilai perhitungan RMSE pada Skenario ketiga 
 Testing Training 
Nilai RMSE 17.7422 16.9820 
Dari hasil testing dan training data didapatkan bahwa nilai RMSE dari 
proporsi rasio data 90:10 menghasilkan nilai RMSE Testing sebesar 17.7422, 
RMSE Training sebesar 16.9820 sehingga menghasilkan selisih sebesar 0.7602. 
 


































Gambar 4.23 Perbandingan antara nilai Actual dan Predicted 90:10 
 Berdasarkan Gambar 4.20, didapatkan grafik dari perbandingan nilai ELO 
Rating antara actual ELO Rating dan predicted ELO Rating dari 51 data testing 
pertama. Sebagai contoh, data tersebut memvisualisasi data ke-51 dimana nilai 
prediksi dan nilai aktual memiliki nilai selisih yang sangat kecil dan pada data ke-
22 tidak memiliki selisih atau error. Sehingga dari data tersebut dapat dihasilkan 
kesimpulan bahwa pada skenario proporsi data ini hasil yang diberikan cukup 
optimal. 
4.5.2 Pengujian Performa 
Proses pengujian performa dilakukan untuk mengetahui kecepatan performa 
dari sistem yang telah di bangun dengan mengecek berapa lama waktu yang 
dibutuhkan untuk memproses pelatihan data menggunakan satuan detik. Selain itu 
juga dibagi menjadi beberapa skenario berdasarkan machine testing yang telah 
 

































digunakan. Dari ketiga skenario machine testing yang ada didapatkan hasil pada 
tabel berikut: 
Tabel 4.10 Hasil pengujian performa berdasarkan skenario machine testing 
Skenario Time/s 
Server Heroku free plan dengan flask 9.4951 







CPU AMD Ryzen 3 2200g RAM 8GB dengan Flask localhost 9.9229 
Terlihat pada Tabel 4.11 diatas didapatkan hasil pengujian performa pada 
skenario pertama yakni menggunakan machine berupa server Heroku dengan paket 
free plan didapatkan hasil sebesar 9.4951 detik. Pada skenario kedua yaitu dengan 
machine berupa komputer yang memiliki spesifikasi CPU AMD Ryzen 3 2200g 
RAM 8GB dengan rasio pembagian data yang telah dibagi menjadi empat 
berdasarkan evaluasi pengujian hasil prediksi yang dilakukan sebelumnya, 
didapatkan hasil secara urut yakni skenario pertama menghasilkan 4.6220 detik, 
skenario kedua 7.0870 detik, skenario ketiga 8.6410 detik, dan skenario keempat 
7.9782 detik. Selanjutnya yaitu pada skenario machine testing terakhir yang masih 
menggunakan machine yang sama yaitu CPU AMD Ryzen 3 2200g RAM 8GB 
namun telah terintegrasi dengan micro-framework Flask secara localhost atau tidak 
perlu terhubung dengan internet didapatkan hasil sebesar 9.922984 detik untuk 
melakukan proses pelatihan data tanpa melakukan pembagian data. 
4.5.3 Perbandingan Metode 
Pada penelitian ini menggunakan metode Stochastic Gradient Boost yang 
menggunakan Regression Tree sebagai base learner, maka pada tahap ini hasil 
yang telah diperoleh akan dibandingkan dengan metode Regression Tree. Hasil dari 
penggunaan metode Regression Tree tanpa melakukan tuning parameter tercantum 
pada tabel berikut ini: 
Tabel 4.11 Perbandingan hasil prediksi menggunakan Regression Tree dan SGB 
 











































50:50 29.3677 1.1525 19.3167 16.5537 
75:25 29.4957 1.0946 17.7959 17.0709 
90:10 25.8943 9.31671 17.7422 16.9820 
Pada Tabel 4.12 dapat dilihat bahwa hasil yang diperoleh dengan 
menggunakan Regression Tree untuk memprediksi ELO Rating menghasilkan 
RMSE Testing yang lebih besar dan juga selisih antara RMSE Testing dan Training 
yang cukup jauh sehingga dapat dibilang mengalami overfitting yang besar 
dibandingkan dengan menggunakan SGB sehingga dapat disimpulkan bahwa 
dalam kasus prediksi nilai ELO Rating, SGB merupakan model yang lebih optimal 
dibandingkan Regression Tree. 
4.5.4 Pengujian Black Box 
Pada tahap ini dilakukan pengujian black box dikarenakan untuk menguji 
aplikasi apakah sudah berjalan dengan baik dan lancar sehingga sudah sesuai 
dengan skenario pada Tabel 3.4. Berikut hasil dari skenario pengujiannya: 












1. Masukan username 
dan paswword 






1. Masukan username 
dan password 
secara acak 



























































dari 3 huruf 







1. Menuju ke tab 
recommendation 
2. Menginputkan 
Game ID dan Role 




1. Menuju ke tab 
recommendation 
2. Menginputkan 
Game ID yang 
salah 
3. Tekan tombol 
submit 
Notifikasi 





















4.5.5 Hasil Pengujian 
Dari kedua proses pengujian, yakni pengujian prediksi nilai ELO Rating dan 
pengujian performa in term of time mendapatkan hasil yang dirangkum secara 
menyeluruh dan ditampilkan pada Tabel 4.10 berikut: 




























75:25 17.7959 17.0709 7.0870/s 
 



































90:10 17.7422 16.9820 8.6720/s 
Pada tabel diatas terdapat hasil dari kedua pengujian, pada skenario pengujian 
pertama menggunakan skenario machine testing Ryzen 3 2200g dengan 
menggunakan proporsi data sebesar 50% data training dan 50% data testing 
memiliki hasil nilai RMSE Testing sebesar 19.3167 dan nilai RMSE Training 
16.5537 sehingga memiliki nilai selisih sebesar 2.763 sehingga overfitting yang 
dialami masih terlalu kecil serta memakan waktu sebanyak 4.6220 detik untuk 
proses pelatihan. Sedangkan untuk proporsi data sebesar 75% data training dan 25% 
data testing pada skenario machine testing yang masih sama memiliki hasil nilai 
RMSE Testing sebesar 17.7959 dan RMSE Training sebesar 17.0709 maka 
memiliki nilai selisih sebesar 0.7250 sehingga pada skenario ini dapat dibilang hasil 
yang diperoleh memiliki fitting yang bagus secara general dan memakan waktu 
proses pelatihan sebesar 7.0870 detik. Kemudian untuk proporsi data sebesar 90% 
data training dan 10% data testing masih dengan machine testing yang sama 
menghasilkan RMSE Testing sebesar 17.7422 dan RMSE Training sebesar 16.9820 
sehingga hasil model ini tidak bisa dikatakan mengalami overfitting dikarenakan 
memiliki selisih yang sangat kecil yaitu sebesar 0.7602 serta memakan waktu 
pelatihan sebesar 8.6720 detik. 
Kemudian beralih pada skenario machine testing Ryzen 3 2200g yang sudah 
diintegrasi dengan web service secara localhost dengan menggunakan micro-
framework Flask tanpa melakukan skenario pembagian data training dan testing 
menghasilkan performa pelatihan data yang memakan waktu sebanyak 9.9229 detik 
sedangkan pada skenario machine testing server Heroku dengan paket free plan 
yang juga sudah ter-deploy micro-framework yang sama yaitu Flask menghasilkan 
performa proses pelatihan sebesar 9.4951 detik, sehingga Performa terbaik pada 
pengujian yang menggunakan Server Heroku karna memiliki performa waktu 
terkecil. Dari data yang diperoleh dalam kedua pengujian tersebut dapat 
disimpulkan bahwa RMSE yang diperoleh dari keseluruhan skenario pengujian 
prediksi merupakan error yang cukup kecil dikarenakan masih dibawah berat 
konstan dari ELO Rating dalam kasus esports yaitu sebesar 32 sehingga bisa 
dikatakan bahwa model SGB memiliki akurasi yang bagus dalam memprediksi nilai 
 

































ELO Rating dan dari keseluruhan skenario pengujian performa memiliki hasil 
performa yang cepat dikarekan memakan waktu tidak lebih dari 10 detik sehingga 
tidak akan terlalu menganggu alur penggunaan aplikasi.  
 

































5 BAB V 
PENUTUP 
5.1 Kesimpulan 
Berlandaskan bab-bab sebelumnya yang telah dilakukan serangkaian proses 
dalam mengembangkan sistem rekomendasi atlet esports yang berdasarkan prediksi 
ELO Rating menggunakan model Stochastic Gradient Boost(SGB), maka dapat 
disimpulkan sebagai berikut: 
1. Sistem rekomendasi atlet esports dapat dikembangkan dengan menerapkan 
teknologi machine learning yang mengimplementasikan metode regresi 
model SGB untuk melakukan tugas regresi untuk dapat memprediksi nilai 
ELO Rating dari seorang atlet esports. Dalam sistem ini diperlukan dua 
aplikasi, yaitu aplikasi dari sisi client dan server. Pada server side, model 
SGB diintegrasikan dengan menerapkan web sevice yang menggunakan 
metode Rest API. Rest API tersebut dibangun dengan menggunakan micro-
framework bernama Flask. Pada client side berupa aplikasi mobile yang 
dibangun dengan menggunakan framework Flutter. Aplikasi mobile tersebut 
dapat melakukan pemanggilan endpoint dari Rest API yang diakses oleh user 
sehingga dapat memberi rekomendasi atlet-atlet guna user ingin membentuk 
sebuah tim esports. 
2. Dari hasil implementasi model SGB yang telah di-tuning dan memperoleh 
hasil yang optimal maka model tersebut disimpan kedalam bentuk file 
berekstensi “.pkl” yang kemudian diekstrak kedalam micro-framework Flask 
guna pembangunan Rest API yang akan di-deploy ke server sehingga model 
SGB yang sudah diintegrasi dapat melakukan prediksi nilai ELO rating 
menggunakan aplikasi mobile yang sudah terhubung dengan jaringan internet  
melalui endpoint yang telah dipanggil.  
3. Dari hasil pengujian prediksi akurasi nilai ELO Rating menggunakan Root 
Mean Squared Error(RMSE) dari keseluruhan skenario pengujian prediksi 
didapatkan error yang cukup kecil dikarenakan tidak lebih besar dari berat 
konstan dari ELO Rating dalam kasus esports yaitu sebesar 32, sehingga bisa 
dikatakan bahwa model SGB memiliki akurasi yang bagus dalam 
 

































memprediksi nilai ELO Rating. Lalu pada hasil pengujian performa 
berdasarkan waktu yang menggunakan detik sebagai satuan memiliki hasil 
performa yang cepat dikarekan memakan waktu tidak lebih dari 10 detik 
sehingga tidak akan terlalu menganggu alur penggunaan aplikasi. Kemudian 
untuk perbandingan pengujian prediksi antara model regression tree dan SGB 
memiliki hasil bahwa pada regression tree, RMSE Testing lebih besar namun 
memiliki hasil RMSE training yang lebih kecil dibangingkan dengan SGB 
sehingga akan memperoleh selisih antara RMSE Testing dan Training yang 
cukup jauh sehingga dapat dibilang mengalami overfitting yang besar 
dibandingkan dengan menggunakan SGB sehingga dapat disimpulkan bahwa 
dalam kasus prediksi nilai ELO Rating, SGB merupakan model yang lebih 
optimal dibandingkan Regression Tree. 
4. Dari hasil pengujian black box aplikasi sistem rekomendasi atlet, didapatkan 
hasil yang memenuhi ekspektasi dari seluruh test case yang diujikan. 
5.2 Saran 
Untuk melengkapi kekurangan pada penelitian Pengembangan Sistem 
Rekomendasi Atlet Esports berdasarkan ELO Rating menggunakan Model 
Stochastic Gradient Boosting ini, penulis memiliki beberapa saran untuk para 
pembaca sehingga untuk penelitian kedepannya diharapkan dapat lebih baik. Saran 
tersebut sebagai berikut: 
1. Mengumpulkan lebih banyak data yang memiliki rentang ELO Rating yang 
lebih tinggi dan yang lebih rendah dibandingkan pada data yang terdapat pada 
penelitian ini. 
2. Menambahkan lebih banyak variable independent dan tuning parameter 
sehingga pada proses perhitungan dapat meperoleh hasil yang lebih akurat 
dan cepat. 
3. Untuk mendapatkan hasil dari proses pelatihan agar menjadi lebih cepat, 
dapat menerapkan SGB dari module XGBoost dibandingkan dengan module 
SGB dari Scikit Learn, dikarenakan pada module XGBoost dapat 
menggunakan GPU sebagai proses computing.  
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