Introduction
The motion estimation problem using straight line correspondences has been investigated by many researchers in computer vision community for perspective cameras [10, 4, 5, 13, 12, 2, 14, 8] and for orthographic or affine cameras [3, 9, 1] . However, there is a gap in these analysis since all of these approaches consider a fixed camera model, either perspective or orthographic. A general framework that works for a combination of camera models is needed.
When recovering the structure of buildings or industrial sites, we usually have more information than just perspective images. In some cases, orthographic images of the scene such as floor plans (or industrial drawings) or aerial images are available. Along with perspective images, a floor map as an orthographic image, for example, could be used in order to recover the structure of the underlying scene (see Figure 1 for an example of a floor map and two perspective images of a factory). Navab et. al. [7] introduced the idea of using floor plans and/or industrial drawings in conjunction with factory images for camera calibration and 3D reconstruction of industrial sites. This new framework is of many practical use. It therefore creates a need for a thorough study of camera calibration and structure from motion using combinations of orthographic and perspective views.
Figure 1: Two perspective images of a site along with a floor plan, an orthographic image: an example for structure estimation using a combination of camera models.
Another advantage of using the orthographic model which is an approximation to the pinhole camera model is the simplicity it brings in the analysis of the structure from motion problem. It should be noted that when we use a floor map as an orthographic image, we do not introduce any modeling errors. A floor map is an exact orthographic image not an approximation to a perspective one, hence no errors in modeling.
Recently, several works [6, 15] have addressed the problem of structure and motion recovery from a combination of camera models, i.e., perspective and weak perspective cameras for point cor-respondences. A weak perspective camera is an orthographic camera with an unknown aspect ratio. Zhang et. al. [15] have considered the combination of models with the motivation that some images are taken by a camera with narrow field of view (FOV) which can be modeled as weak perspective and others are taken by cameras with wide FOV.
In this article, we introduce a linear algorithm to recover the motion between an orthographic camera and two perspective cameras using line segment correspondences. We generalize the linear method proposed earlier for three perspective cameras [10, 4, 5, 13] resulting in a similar parameterization of the motion between the orthographic and perspective views.
The general relationship between lines in three views is described by the trifocal tensor [2] for the uncalibrated case. Structure from motion for three perspective views is a special case in which the cameras are calibrated. Therefore, the linear algorithm which is explained in [13] uses 27 intermediate motion parameters. This algorithm requires at least 13 line correspondences to estimate these parameters, hence the motion.
Here we describe the case of two calibrated perspective views and an orthographic view and introduce a new algorithm to estimate the motion between the cameras. The analysis is consistent with previous findings in three perspective views, and describes the consequences of replacing a perspective camera with an orthographic one. Similar to the other cases, our linear algorithm requires 13 line correspondences to recover 27 coefficients of the trilinear tensor.
The rest of the paper is organized as follows. We first review the approaches to the motion estimation problem using perspective projection model. We then introduce our method replacing one of the perspective cameras with an orthographic camera and the results of the experiments we have conducted.
Images of Line Segments
Let us consider a line in three-dimensional space described in the first camera coordinate system and represent it with
where Ω is the direction of the line and X p is a point on the line. The perspective image of this line is defined by the vector
which is the normal vector of the plane formed by the 3D line and the center of projection (called projection plane). The equation of the image of this 3D line is defined as
Three Perspective Cameras
For completeness, in this section, we will review the linear algorithm [10, 4, 13] to recover the motion from three perspective views using line correspondences.
Let us consider that three internally calibrated perspective cameras are observing a scene composed of rigidly attached lines. Without loss of generality we set the world coordinate frame as the coordinate frame of the first camera (see Figure 2) . Furthermore, we assume that the motion of the first camera is given by the rotation R and the translation T and the motion of the second camera is given by S and U . We note that for each image, a plane (the projection plane) is formed by the 3D line and the center of projection. For example, the projection plane for the first camera and the line in Figure 2 is formed by the two points P 1 , P 2 on the line and the center of projection O 1 . Let us denote the normals of the projection planes for the cameras with n 0 , n 1 and n 2 for the first, the second and the third cameras respectively in their local coordinate frames. In the world coordinate system the normals become n 0 , R T n 1 and S T n 2 . The signed distance between the origin and the projection planes are 0, T T n 1 and U T n 2 . We can represent these planes with fourdimensional homogeneous vectors as follows:
These three planes meet at a common line. A necessary condition for this is that the 4 × 3 matrix formed by the vectors representing the planes has rank 2, i.e.,
In other words, each 3×3 minors of this 4×3 matrix vanishes. The constraints expressing the necessary conditions for this can be obtained by first rewriting this matrix as 
where
Here we assumed that n T 1 T and n T 2 U are non-zero. n T 1 T = 0 means that the projection planes for the first and the second perspective views are the same. This is a degenerate case, where instead of two separate projection planes, we have the same projection plane for the first and the second view. This is equivalent to the case of two perspective views and the camera motion cannot be recovered from lines alone.
Finally stating the necessary condition that the three-dimensional vectors composed by taking the top three elements of the first and the third columns are parallel yields:
This result has earlier been obtained by Spetsakis and Aloimonos [10] and by Weng, Huang and Ahuja [13] . Note that these three matrices are a particular contraction of the more general trifocal tensor described by Hartley in [2] for the projective case.
These three matrices have 27 coefficients in total which all are functions of the motion parameters. The cross product in (7) yields two independent homogeneous equations which are linear in these coefficients. When 13 or more line correspondences are available, we can recover these coefficients from which the actual motion parameters can be extracted using the method described in [13] . Once we have a solution obtained linearly, we can use non-linear minimization to optimize over the motion parameters using the linear solution as the initial guess.
One Orthographic and Two Perspective Cameras
Here we consider an orthographic camera and two perspective cameras observing a rigid scene composed of line segments. For this case, this paper introduces a new linear algorithm to estimate the motion between the cameras using line correspondences. As far as we know this is the first attempt to attack this problem.
Without loss of generality, we set the world coordinate frame to be the same as that of the orthographic camera. Additionally, since the orthographic camera does not fully restrict the coordinate frame 1 , we set
which implies that the first perspective camera is on the xy plane of the world coordinate system or the orthographic image plane as seen in Figure 3 . As before, let us consider the planes formed by a line and its images which can be represented with four-dimensional vectors:
Note the difference between the projection plane for the orthographic camera and the perspective camera. In the orthographic case, the distance to the origin is not 0 but something measurable in the orthographic image which we will represent by d. Furthermore, the third coordinate of the normal vector n 0 is 0. Since these planes originate from the same line, a necessary condition for them to meet at a common line is
In other words, each 3×3 minors of this 4×3 matrix vanishes. In order to obtain the constraints giving the necessary conditions for this, we first rewrite this matrix as (
For the general case, i.e., when R T 3 n 1 and S T 3 n 2 are not zero, by eliminating the entry S T 3 n 2 of the matrix in (10) and writing the rank 2 constraint we obtain
Like the case of three perspective cameras, the motions between one orthographic and two perspective cameras are defined by three matrices with 27 coefficients in total. This is a special case of the trifocal tensor for the general projective case.
Note that the cross product in (11) gives only two independent equations since the third one is a linear combination of the first two. From these two linear equations in 27 unknowns (entries of the matrices E, F and G), we can recover the unknowns linearly provided that we are given at least 13 line correspondences.
The constraints in (11) are similar to those of the perspective case. However, for this case, the matrices E and F are independent of the translations, therefore, it is possible to recover them uniquely as explained in the following section. Furthermore, exchanging one of the perspective cameras with an orthographic one allows us to recover the magnitude of the motion between the two perspective cameras.
Solving for Motion Parameters
We have described an algorithm in the previous section to compute the matrices E, F , and G. The motion parameters corresponding to the motion of the two perspective cameras can be recovered as follows. From the definition of E and F we observe the following:
Hence, the rotation matrices R and S can be recovered by solving a set of linear equations.
Once the rotations are recovered, the translations T and U can be computed from the matrix G using the additional constraint that we imposed on the geometry of the camera system. From the definition of G and using the constraint in (8) we obtain
and
Uniqueness of the Solutions
Let us first consider the rotations since they can be recovered independent of the translations. We use the following equation to recover S 1 :
which has a unique solution for S 1 if the rank of F is 2. It is obvious that F has two non-zero singular values which are both 1 and the corresponding left and right singular vectors are R 3 and S 2 (R 2 and −S 3 for the second one). Since the vectors R 2 , R 3 , S 2 and S 3 are all non-zero, the rank of F is always 2 which implies that we always have a unique solution for S 1 up to a sign difference.
The above discussion holds for R 1 , R 2 and S 2 as well. The inherent sign ambiguity for R and S can be resolved during the structure recovery.
The recovery of translations is unique up to a sign ambiguity since we estimate the translation for the second camera using (13) alone. Once again, the sign ambiguity can be resolved when we estimate the structure.
Degenerate Cases
Here we investigate some degenerate camera or scene configurations for which our algorithm may need to be modified. The degeneracies can be investigated by looking at the matrix in (10) .
We first analyze the case where n T 1 R 3 or S T 3 n 2 is zero. When one or both of these terms are zero, our analysis in the previous section based on the rank 2 condition is not valid anymore since we multiplied the entries of the matrix with these two terms in order to obtain the cross product in (11) . n T 1 R 3 = 0 means that R T n 1 is parallel to the xy plane of the world coordinate system (or the orthographic image plane). This can happen under two different circumstances: (a) when the line is perpendicular to the orthographic image plane for which our method still works as explained below, (b) when the two projection planes for the orthographic and the perspective views are the same. The latter case arises, as we have seen in Section 2.1, for the three perspective views as well. For this degenerate configuration, the motion cannot be determined at all.
Finally, let us analyze the case where a line is perpendicular to the orthographic image plane. This particular case will frequently arise when we use aerial images or floor plans of industrial sites as the orthographic image.
When the line is perpendicular to the orthographic image plane, we cannot measure the direction of the line in the orthographic image, hence the normal vector n 0 cannot be determined directly. However, we can choose an arbitrary plane as the projection plane in the orthographic view that passes through the origin. In this case, if the image of the line ,a point, is (u, v) T , then the normal to the projection plane is n 0 = (v, −u, 0)
T . With this arbitrary choice of the normal vector, our linear method still works.
Optimization
Once we have obtained a solution for the rotation and translations using the linear algorithm described above, we can use non-linear minimization to find a refined solution for the motion parameters. In particular, we note that one of the equations in
which is independent of the translations. Using this equation we can solve for R and S through nonlinear minimization.
Once the refined rotations are obtained for both cameras, the translation component of the motions can be computed linearly using the second equation in (11) and the constraint (8) on the position of the first perspective camera. Note that, without this constraint, we cannot recover the translation between cameras uniquely since the linear equation obtained from (11) is underdetermined.
Implementation
We have implemented the method described in this paper in Matlab and tested it extensively on synthetic data. In the following sections we will first describe the synthetic data configuration we use for the experiments and then present the results.
Synthetic Data Configuration
In order to obtain most general results we generate a number of uniformly distributed points in space within a predefined cube. We then connect these points pairwise and observe them with three cameras. One of them is orthographic, the other two are perspective.
The first image is obtained by an orthographic projection which is scaled such that the image dimension is 2 × 2. The orthographic plane is placed on the xy-plane of the world coordinate system (see Figure 3) .
The perspective cameras are of focal length 1. They are positioned arbitrarily on a virtual sphere around the center of the cube. The cameras are aimed at this center. Furthermore, we translate the cameras arbitrarily on the plane tangential to the sphere. This offset ensures that the center of mass of the projected lines is not always in the center of the image. We limit the rotation of the cameras relative to each other to a certain range which corresponds to a maximum rotation of 45 degrees around each axis. This is necessary to have enough overlap in the field of view of the cameras.
Errors in line detection are simulated by perturbing the endpoints of the projected lines with Gaussian noise.
Using this configuration we conduct several experiments. As indicators of the accuracy of the motion estimation we consider the following parameters:
• The angle between the real rotations R real and the estimated rotations R est : we consider, for example, the angle associated with R T real R est .
• The translation between the perspective views: while the translation of the perspective cameras relative to the orthographic one can only be determined with one degree of freedom, the relative position of the perspective cameras can be uniquely estimated. Therefore, we estimate the translation vector V = R T T − S T U , and report both the errors in its orientation and in its length.
The accuracy of the motion estimation also depends on the field of view of the cameras. When perturbing the image lines, we add noise relative to the image size. Here, we assume a 2 × 2 image. However, the projected lines are not uniformly distributed over the whole image, but in a smaller area. This means that our actual field of view is smaller. In order to examine the influence of this on our motion estimation algorithm, we conduct a series of experiments using cameras having different field of views.
As mentioned in Section 3.4, one obvious way to improve accuracy is to carry out a non-linear minimization. Hence we also conduct experiments to evaluate the effect of the refinement obtained by this optimization.
Results
In order to study the behavior of the algorithm with respect to noise we conduct 2000 experiments for each noise level except when we refine the results using non-linear optimization in which case we run 1000 experiments. The standard deviation of the Gaussian noise ranges between σ = 0 and σ = 0.004 with steps of 0.0002. This means that our largest σ is .2% of our 2 × 2 image, which is equivalent to 1 Pixel in a 500 × 500 CCD image. This assumption is reasonable since line detectors such as [11] extract lines with sub-pixel accuracy. Note that we take completely random configuration for all experiments, i. e. both the data and the camera positions are randomized. We repeat each set of experiments for different numbers of lines.
In Figure 4 the error in the rotation estimation is depicted. Since the errors in R and S show very similar characteristics, we present only the error in R. As expected, using only the minimum of 13 lines the algorithm is very sensitive to noise. This is consistent with the results reported by Weng et. al. [13] for the full perspective case. Results improve significantly as additional lines are made available. The error in the estimation of translation between the perspective views is depicted in Figures  5 and 6 . Since estimation of translation is based on the results of the rotation estimation, the errors in rotation and translation are correlated. Like in the estimation of the rotations, the non-linear optimization improves the translation estimation significantly indicating that our linear algorithm provides good initial estimates.
The graphs presented in this paper show experiments conducted using a set of cameras having a fixed field of view. We also run experiments using cameras with differing field of views resulting in very similar performances. To get a feel for the range of noise we add to the images, let us consider the following example. When using 20 lines with a noise level of σ = 0.002, the average error in rotation is 5.72 degrees for an image dimension of 1.5 × 1.5, and 12.95 degrees for an image dimension of 1.0 × 1.0. For the latter case, the added noise is .2% of the image size.
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