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INFINITESIMAL GENERATORS
OF INVERTIBLE EVOLUTION FAMILIES
YORITAKA IWATA
Abstract. A logarithm representation of operators is introduced as well as a
concept of pre-infinitesimal generator. Generators of invertible evolution fami-
lies are represented by the logarithm representation, and a set of operators rep-
resented by the logarithm is shown to be associated with analytic semigroups.
Consequently generally-unbounded infinitesimal generators of invertible evo-
lution families are characterized by a convergent power series representation.
1. Introduction
The logarithm of an injective sectorial operator was introduced by Nollau [12] in
1969. After a long time, the logarithm of sectorial operators were studied again from
1990’s [2, 13, 14], and its utility was established with respect to the definition of the
logarithms of operators [4, 11] (for a review of sectorial operators, see Hasse [5]).
While the sectorial operator has been a generic framework to define the logarithm
of operators, the sectorial property is not generally satisfied by the evolution family
of operators, where the evolution family correspond to the exponentials of operators
in abstract Banach space framework (for the definition of evolution family in this
paper, see Sec. 2.1).
In this paper we characterize infinitesimal generators of invertible evolution fam-
ilies that has not been settled so far. First of all, by introducing a kind of similarity
transform, a logarithm representation is obtained for such generators. The loga-
rithm representation is utilized to show a convergent power series representation of
invertible evolution families generated by certain unbounded operators, although
the validity of such a representation is not established for any evolution families
generated by unbounded operators. In this context, the concept of pre-infinitesimal
generator is introduced.
2. Mathematical settings
2.1. Evolution family on Banach spaces. Let X and B(X) be a Banach space
with a norm ‖ ·‖ and a space of bounded linear operators on X . The same notation
is used for the norm equipped with B(X), if there is no ambiguity.
For a positive and finite T , let elements of evolution family {U(t, s)}−T≤t,s≤T
be mappings: (t, s) → U(t, s) satisfying the strong continuity for −T ≤ t, s ≤ T
(for reviews or textbooks, see [1, 6, 10, 15, 17]). The semigroup properties:
(1) U(t, r) U(r, s) = U(t, s),
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and
(2) U(s, s) = I,
are assumed to be satisfied, where I denotes the identity operator of X . Both
U(t, s) and U(s, t) are assumed to be well-defined to satisfy
(3) U(s, t) U(t, s) = U(s, s) = I,
where U(s, t) corresponds to the inverse operator of U(t, s). Since U(t, s) U(s, t) =
U(t, t) = I is also true, the commutation between U(t, s) and U(s, t) follows. Oper-
ator U(t, s) is a generalization of exponential function; indeed the properties shown
in Eqs. (1)-(3) are satisfied by taking U(t, s) as et−s. Evolution family is an ab-
stract concept of exponential function valid for both finite and infinite dimensional
Banach spaces.
Let Y be a dense Banach subspace of X , and the topology of Y be stronger than
that of X . The space Y is assumed to be U(t, s)-invariant. Following the definition
of C0-(semi)group (cf. the assumption H2 in Sec. 5.3 of Pazy [15] or corresponding
discussion in Kato [7, 8]), U(t, s) is assumed to satisfy the boundedness [6, 15];
there exist real numbers M and β such that
(4) ‖U(t, s)‖B(X) ≤Me
βt, ‖U(t, s)‖B(Y ) ≤Me
βt.
Inequalities (4) are practically reduced to
‖U(t, s)‖B(X) ≤Me
βT , ‖U(t, s)‖B(Y ) ≤Me
βT ,
when t-interval is restricted to be finite [−T, T ].
2.2. Pre-infinitesimal generator. The counterpart of the logarithm in the ab-
stract framework is introduced. There are two concepts associated with the log-
arithm of operators; one is the pre-infinitesimal generator and the other is t-
differential of U(t, s). For −T ≤ t, s ≤ T , the weak limit
(5) wlim
h→0
h−1(U(t+ h, s)− U(t, s)) u = wlim
h→0
h−1(U(t+ h, t)− I) U(t, s) u,
is assumed to exist for u, which is an element of a dense subspace Y of X . A linear
operator A(t) : Y → X is defined by
(6) A(t)u := wlim
h→0
h−1(U(t+ h, t)− I)u
for u ∈ Y and −T ≤ t, s ≤ T , and then let t-differential of U(t, s) in a weak sense
be
(7) ∂tU(t, s) u = A(t)U(t, s) u.
Equation (7) is regarded as a differential equation satisfied by U(t, s)u that implies
a relation between A(t) and the logarithm:
A(t) = ∂tU(t, s) U(s, t).
Let us call A(t) defined by Eq. (6) for a whole family {U(t, s)}−T≤t,s≤T the pre-
infinitesimal generator. Note that pre-infinitesimal generators are not necessarily
infinitesimal generators; e.g., in t-independent cases, A defined by Eq. (6) is not
necessarily a densely-defined and closed linear operator, while A must be a densely-
defined and closed linear operator with its resolvent set included in {λ ∈ C : Reλ >
β}. On the other hand, infinitesimal generators are necessarily pre-infinitesimal
generators. In the following a set of pre-infinitesimal generators is denoted by
G(X).
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2.3. A principal branch of logarithm. The logarithm is defined by the Dunford
integral in this paper. Two difficulties of dealing with logarithm are its singularity
at the origin and its multi-valued property. By introducing a constant κ ∈ C,
the singularity can be handled. Let arg be a function of complex number, which
gives the angle between the positive real axis to the line including the point to the
origin. For the multi-valued property, a principle branch (denoted by “Log”) of the
logarithm (denoted by “log”) is chosen for any complex number z ∈ C, a branch of
logarithm is defined by
Logz = log |z|+ i argZ,
where Z is a complex number chosen to satisfy |Z| = |z|, −π < argZ ≤ π, and
argZ = arg z + 2nπ for a certain integer n.
Lemma 2.1. Let t and s satisfy 0 ≤ t, s ≤ T . For a given U(t, s) defined in Sec. 2,
its logarithm is well defined; there exists a certain complex number κ satisfying
(8) Log(U(t, s) + κI) = 12πi
∫
Γ
Logλ (λ− U(t, s)− κ)−1dλ,
where an integral path Γ, which excludes the origin, is a circle in the resolvent set
of U(t, s) + κI. Here Γ is independent of t and s. Log(U(t, s) + κI) is bounded on
X.
Proof. The logarithm Log holds the singularity at the origin, so that it is necessary
to show a possibility of taking a simple closed curve (integral path) excluding the
origin in order to define the logarithm by means of the Dunford-Riesz integral. It
is not generally possible to take such a path in case of κ = 0.
First, U(t, s) is assumed to be bounded for 0 ≤ t, s ≤ T (Eq. (4)), and the
spectral set of U(t, s) is a bounded set in C. Second, for κ satisfying
(9) |κ| > MeβT ,
the spectral set of U(t, s) + κI is separated with the origin. Consequently it is
possible to take an integral path Γ including the spectral set of U(t, s) + κI and
excluding the origin. Equation (8) follows from the Dunford-Riesz integral [3].
Furthermore, by adjusting the amplitude of κ, an appropriate integral path always
exists independent of t and s.
Log(U(t, s) + κI) is bounded on X , since Γ is included in the resolvent set of
(U(t, s) + κI). 
According to this lemma, by introducing nonzero κ, the logarithm of U(t, s)+κI
is well-defined without assuming the sectorial property to U(t, s). On the other
hand Eq. (8) is valid with κ = 0 only for limited cases.
3. Main results
3.1. Logarithm representation of pre-infinitesimal generator.
Theorem 3.1. Let t and s satisfy −T ≤ t, s ≤ T , and Y be a dense subspace
of X. For U(t, s) defined in Sec. 2, let A(t) ∈ G(X) and ∂tU(t, s) be determined
by Eqs. (6) and (7) respectively. If A(t) and U(t, s) commute, an evolution family
{A(t)}−T≤t≤T is represented by means of the logarithm function; there exists a
certain complex number κ 6= 0 such that
(10) A(t) u = (I + κU(s, t)) ∂tLog (U(t, s) + κI) u,
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where u is an element in Y . Note that U(t, s) defined in Sec. 2 is assumed to be
invertible.
Proof. For U(t, s) defined in Sec. 2, operators Log (U(t, s) + κI) and Log (U(t +
h, s)+κI) are well defined for a certain κ (Lemma 2.1). The t-differential in a weak
sense is formally written by
(11)
wlim
h→0
1
h
{Log (U(t+ h, s) + κI)− Log (U(t, s) + κI)}
= wlim
h→0
1
h
1
2πi
∫
Γ Logλ
{(λ− U(t+ h, s)− κ)−1 − (λ− U(t, s)− κ)−1}dλ
= wlim
h→0
1
2πi
∫
Γ Logλ
{(λ− U(t+ h, s)− κ)−1 U(t+h,s)−U(t,s)
h
(λ− U(t, s)− κ)−1}dλ
where Γ, which is possible to be taken independent of t, s and h for a sufficiently
large certain κ, denotes a circle in the resolvent set of both U(t, s) + κI and U(t+
h, s) + κI. A part of the integrand of Eq. (11) is estimated as
(12)
‖{(λ− U(t+ h, s)− κ)−1 U(t+h,s)−U(t,s)
h
(λ− U(t, s)− κ)−1}v‖X
≤ ‖{(λ− U(t+ h, s)− κ)−1‖B(X)
‖U(t+h,s)−U(t,s)
h
(λ− U(t, s)− κ)−1}v‖X ,
for v ∈ X . There are two steps to prove the validity of Eq. (11). In the first step,
the former part of the right hand side of Eq. (12) satisfies
‖{(λ− U(t+ h, s)− κ)−1‖B(X) <∞,
since λ is taken from the resolvent set of U(t + h, s) − κI. In the same way the
operator (λ − U(t, s) − κ)−1 is bounded on X and Y . Then the continuity of the
mapping t→ (λ− U(t, s)− κ)−1 as for the strong topology follows:
‖(λ− U(t+ h, s)− κ)−1 − (λ − U(t, s)− κI)−1‖B(X)
≤ ‖(λ− U(t+ h, s)− κ)−1‖B(X)‖(U(t+ h, s)− U(t, s))(λ− U(t, s)− κ)
−1‖B(X).
In the second step, the latter part of the right hand side of Eq. (12) is estimated as
(13)
∥∥∥U(t+h,s)−U(t,s)h (λ− U(t, s)− κ)−1u∥∥∥
X
=
∥∥∥ 1h ∫ t+ht A(τ)U(τ, s)(λ − U(t, s)− κ)−1u dτ
∥∥∥
X
≤ 1|h|
∫ t+h
t
‖A(τ)U(τ, s)‖B(Y,X)‖(λ− U(t, s)− κ)
−1‖B(Y )‖u‖Y dτ
for u ∈ Y . Because ‖A(τ)U(τ, s)‖B(Y,X) <∞ is true by assumption, the right hand
side of Eq. (13) is finite. Equation (13) shows the uniform boundedness with respect
to h, then the uniform convergence (h → 0) of Eq. (11) follows. Consequently the
weak limit process h → 0 for the integrand of Eq. (11) is justified, as well as the
commutation between the limit and the integral.
According to Eq. (11), interchange of the limit with the integral leads to
∂tLog(U(t, s) + κI) u =
1
2πi
∫
Γ
dλ[
(Logλ)(λ − U(t, s)− κ)−1 wlim
h→0
(
U(t+h,s)−U(t,s)
h
)
(λ− U(t, s)− κ)−1
]
u
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for u ∈ Y . Because we are also allowed to interchange A(t) with U(t, s),
(14)
∂tLog(U(t, s) + κI) u
= 12πi
∫
Γ
(Logλ)(λ − U(t, s)− κ)−1A(t) U(t, s) (λ− U(t, s)− κ)−1dλ u
= 12πi
∫
Γ
(Logλ) (λ− U(t, s)− κ)−2 U(t, s) dλ A(t) u
for u ∈ Y . A part of the right hand side is calculated as
1
2πi
∫
Γ
(Logλ) (λ− U(t, s)− κ)−2U(t, s) dλ
= 12πi
∫
Γ
1
λ
(λ− U(t, s)− κ)−1 U(t, s) dλ
= 12πi
∫
Γ
1
λ
(λ− U(t, s)− κ)−1 {λ− κ− (λ− U(t, s)− κ)} dλ
= 12πi
∫
Γ(λ − U(t, s)− κ)
−1 dλ− 12πi
∫
Γ
κ
λ
(λ− U(t, s)− κ)−1 dλ− 12πi
∫
Γ
1
λ
dλ
= 12πi
∫
Γ
(λ − U(t, s)− κ)−1 dλ− 12πi
∫
Γ
κ
λ
(λ− U(t, s)− κ)−1 dλ
= 12πi
∫
Γ(λ − U(t, s)− κ)
−1 dλ
−κ(U(t, s) + κI)−1
{
1
2πi
∫
Γ
1
λ
(U(t, s) + κI)(λ − U(t, s)− κ)−1dλ
}
= 12πi
∫
Γ(λ − U(t, s)− κ)
−1 dλ
−κ(U(t, s) + κI)−1
{
1
2πi
∫
Γ(λ− U(t, s)− κ)
−1dλ− 12πi
∫
Γ
1
λ
dλ
}
= (I − κ(U(t, s) + κI)−1) 12πi
∫
Γ
(λ− U(t, s)− κ)−1dλ
= (I − κ(U(t, s) + κI)−1) 12πi
∫
|ν|=r
∑∞
n=1
U(t,s)n
νn+1
dν
= I − κ(U(t, s) + κI)−1,
due to the integration by parts, where |λ− κ| = |ν| = r is a properly chosen circle
large enough to include Γ. (2πi)−1
∫
Γ
λ−1dλ = 0 is seen by applying dLogλ/dλ =
1/λ. (2πi)−1
∫
|ν|=r
∑∞
n=1 U(t, s)
nν−n−1 dν = I follows from the singularity of
ν−n−1.
Consequently we have
A(t) u = {I − κ(U(t, s) + κI)−1}−1 ∂tLog (U(t, s) + κI) u
= (U(t, s) + κI)U(t, s)−1 ∂tLog (U(t, s) + κI) u
= (I + κU(s, t)) ∂tLog (U(t, s) + κI) u
for u ∈ Y . 
What is introduced by Eq. (10) is a kind of resolvent approximation of A(t)
∂tLog (U(t, s) + κI) = (I + κU(s, t))
−1A(t),
in which A(t) is approximated by the resolvent of U(s, t). As seen in the following
it is notable that there is no need to take κ → 0. This point is different from the
usual treatment of resolvent approximations. On the other hand, it is also seen by
Eq. (10) that
∂tLog (U(t, s) + κI) = (U(t, s) + κI)|κ=0A(t)(U(t, s) + κI)
−1
shows a structure of similarity transform, where (U(t, s)+κ)|κ=0 means U(t, s)+κ
satisfying a condition κ = 0.
Under the validity of Theorem 3.1, for −T ≤ t, s ≤ T , let a(t, s) be defined by
a(t, s) := Log(U(t, s) + κI),
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then Eq. (10) is written as A(t) = (I + κU(s, t)) ∂ta(t, s). Since κ is chosen to
separate the spectral set of U(t, s) + κI from the origin, the inverse operator of
(I + κU(s, t)) = U(s, t)(U(t, s) + κI)
is well defined as (I + κU(s, t))−1 = (U(t, s) + κI)−1U(t, s). It also ensures that
∂ta(t, s) is well defined.
Corollary 3.2. Let t and s satisfy 0 ≤ t, s ≤ T . For U(t, s) and A(t) satisfying the
assumption of Theorem 3.1, the exponential of a(t, s) is represented by a convergent
power series:
(15) ea(t,s) =
∑∞
n=0
a(t,s)n
n! ,
with a relation ea(t,s) = exp(Log(U(t, s) + κI)) = U(t, s) + κI. If a(t, s) with
different t and s are further assumed to commute,
(16) ∂te
a(t,s)us = ∂ta(t, s) e
a(t,s)us
is satisfied for us ∈ Y , where ∂t denotes a t−differential in a weak sense.
Proof. Since a(t, s) is a bounded operator on X (Lemma 2.1), the exponential of
a(t, s) is represented by a convergent power series [9]:
(17) ea(t,s) =
∑∞
n=0
a(t,s)n
n! ,
where
ea(t,s) = exp(Log(U(t, s) + κI))
= 12πi
∫
Γ e
Logλ (λ− U(t, s)− κ)−1dλ
= U(t, s) + κI
is satisfied. Since a(t, s) with different t and s commute,
∂t{a(t, s)}
n = n{a(t, s)}n−1 ∂ta(t, s)
leads to
(18) ∂te
a(t,s)us = e
a(t,s) (∂ta(t, s))us
for us ∈ Y . This is a linear evolution equation satisfied by e
a(t,s)us. 
Further calculi on Eq. (18) lead to
∂te
a(t,s)us = ∂t(U(t, s) + κI)us = ∂tU(t, s)us,
and
ea(t,s) (∂ta(t, s))us = (U(t, s) + κI)∂t(Log(U(t, s) + κI))us
= (U(t, s) + κI)(U(t, s) + κI)−1U(t, s)A(t)us
= U(t, s)A(t)us = A(t)U(t, s)us,
where Theorem 3.1 is applied. As a result
∂tU(t, s)us = A(t)U(t, s)us
is obtained. Note that ea(t,s) does not satisfy the semigroup property, while U(t, s)
satisfies it.
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4. Abstract Cauchy problem
4.1. Autonomous case. Logarithmic representation is utilized to solve autonomous
Cauchy problem
(19)
{
∂tu(t) = A(t)u(t)
u(s) = us,
in X , where A(t) ∈ G(X) : Y → X is assumed to be an infinitesimal generator
of U(t, s), −T ≤ t, s ≤ T is satisfied, Y is a dense subspace of X permitting the
representation shown in Eq. (10), and us is an element of X .
As seen in Eq. (16), under the assumption of commutation, a related Cauchy
problem is obtained as
(20)
{
∂tv(t, s) = (∂ta(t, s)) v(t, s)
v(s, s) = ea(s,s)us,
in X , where ∂ta(t, s) = ∂tLog(U(t, s) + κI) is well-defined. It is possible to solve
re-written Cauchy problem, and the solution is represented by
v(t, s) = ea(t,s)us =
∑∞
n=0
a(t,s)n
n! us
for us ∈ X (cf. Eq. (17)).
Theorem 4.1. Operator ea(t,s) is holomorphic.
Proof. According to the boundedness of a(t, s) on X (Lemma 2.1), ∂nt e
a(t,s) [18] is
possible to be represented as
(21) ∂nt e
a(t,s) = 12πi
∫
Γ
λneλ(λ− a(t, s))−1 dλ,
for a certain κ, where λneλ does not hold any singularity for any finite λ. Following
the standard theory of evolution equation,
‖∂nt e
a(t,s)‖ ≤
Cθ,n
π(t sin θ)n
is true for a certain constant Cθ,n (n = 0, 1, 2, · · · ), where θ ∈ (0π/2) and | arg t| <
π/2 are satisfied (for the detail, e.g., see [17]). It follows that
(22) lim
t→+0
sup tn‖∂nt e
a(t,s)‖ ≤ lim
t→+0
sup tn
Cθ,n
π(t sin θ)n <∞.
Consequently, for |z − t| < t sin θ, the power series expansion∑∞
n=0
(z−t)n
n! ∂
n
t e
a(t,s)
is uniformly convergent in a wider sense. Therefore ea(t,s) is holomorphic. 
Theorem 4.2. For us ∈ X there exists a unique solution u(t) ∈ C([−T, T ];X) of
(19) with a convergent power series representation:
(23) u(t) = U(t, s)us = (e
a(t,s) − κI)us =
(∑∞
n=0
a(t,s)n
n! − κI
)
us,
where κ is a certain complex number.
Proof. The unique existence follows from the assumption for A(t). ea(t,s) is holo-
morphic function (Theorem 4.1) with the convergent power series representation
(Eq. (17)). The solution of the original Cauchy problem is obtained as
u(t) = (I + κU(s, t))−1v(t, s) = (I + κU(s, t))−1
∑∞
n=0
a(t,s)n
n! us
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for the initial value us ∈ X . Note that A(t) is not assumed to be a generator of
analytic evolution family, but only a generator of invertible evolution family. 
For Iλ denoting the resolvent operator of A(t), the evolution operator defined
by the Hille-Yosida approximation is written by
u(t) = lim
λ→0
exp(
∫ t
s
IλA(τ) dτ)us,
so that more informative representation is provided by Theorem 4.2 compared to
the standard theory based on the Hille-Yosida theorem.
4.2. Non-autonomous case. Series representation in autonomous part leads to
the enhancement of the solvability. Let Y be a dense subspace of X permitting
the representation shown in Eq. (10), and us is an element of X . Let us consider
non-autonomous Cauchy problem
(24)
{
∂tu(t) = A(t)u(t) + f(t)
u(s) = us
in X , where A(t) ∈ G(X) : Y → X is assumed to be the infinitesimal generator
U(t, s), f ∈ L1(−T, T ;X) is locally Ho¨lder continuous on [−T, T ]
‖f(t)− f(s)‖ ≤ CH |t− s|
γ
for a certain positive constant CH , γ ≤ 1 and −T ≤ t, s ≤ T . The solution of
non-autonomous problem does not necessarily exist in such a setting (in general,
f ∈ C([−T, T ];X) is necessary).
Theorem 4.3. Let f ∈ L1(−T, T ;X) be locally Ho¨lder continuous on [−T, T ]. For
us ∈ X there exists a unique solution u(t) ∈ C([−T, T ];X) for (24) such that
u(t) = [
∑∞
n=0
a(t,s)n
n! − κI]us +
∫ t
s
[
∑∞
n=0
a(t,τ)n
n! − κI]f(τ)dτ
using a certain complex number κ.
Proof. Let us start with cases with f ∈ C([−T, T ];X). The unique existence follows
from the standard theory of evolution equation. The representation follows from
that of U(t, s) and the Duhamel’s principle
(25)
u(t, s) = U(t, s)us +
∫ t
s
U(t, τ)f(τ)dτ
= (ea(t,s) − κI)us +
∫ t
s
[ea(t,τ) − κI]f(τ)dτ,
where the convergent power series representation of ea(t,s) is valid (cf. Eq. (17)).
Next let us consider cases with the locally Ho¨lder continuous f(t). According to
the linearity of Eq. (24), it is sufficient to consider the inhomogeneous term. For ǫ
satisfying 0 < ǫ << T ,
∫ t+ǫ
s
[ea(t,τ) − κI]f(τ)dτ →
∫ t
s
[ea(t,τ) − κI]f(τ)dτ
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is true by taking ǫ→ 0. On the other hand,
(26)
A(t)
∫ t+ǫ
s
[ea(t,τ) − κI]f(τ)dτ =
∫ t+ǫ
s
A(t)U(t, τ)f(τ)dτ
=
∫ t+ǫ
s
A(t)U(t, τ)(f(τ) − f(t))dτ +
∫ t+ǫ
s
A(t)U(t, τ)f(t)dτ
=
∫ t+ǫ
s
A(t)U(t, τ)(f(τ) − f(t))dτ −
∫ t+ǫ
s
∂τU(t, τ)f(t)dτ
=
∫ t+ǫ
s
A(t)U(t, τ)(f(τ) − f(t))dτ − U(t, t+ ǫ)f(t) + U(t, s)f(t)
=
∫ t+ǫ
s
(1 + κU(s, t))∂ta(t, s)[e
a(t,τ) − κI](f(τ)− f(t))dτ
−U(t, t+ ǫ)f(t) + U(t, s)f(t),
where ∂τU(t, τ) = −A(τ)U(t, τ) is utilized. The Ho¨lder continuity and Eq. (22)
lead to the strong convergence of the right hand of Eq. (26):
A(t)
∫ t+ǫ
s
[ea(t,τ) − κI]f(τ)dτ
→
∫ t
s
(1 + κU(s, t))(∂ta(t, s))[e
a(t,τ) − κI](f(τ)− f(t))dτ + (U(t, s)− I)f(t)
(due to ǫ→ 0) for f ∈ L1(0, T ;X). A(t) is assumed to be an infinitesimal generator,
so that A(t) is a closed operator from Y to X . It follows that∫ t
s
[ea(t,τ) − κI]f(τ)dτ ∈ Y
and
A(t)
∫ t
s
[ea(t,τ) − κI]f(τ)dτ
=
∫ t
s
(1 + κU(s, t))(∂ta(t, s))[e
a(t,τ) − κI](f(τ) − f(t))dτ + (U(t, s)− I)f(t) ∈ X.
The right hand side of this equation is strongly continuous on [−T, T ]. As a result,
∂t
∫ t+ǫ
s
[ea(t,τ) − κI]f(τ)dτ
= [ea(t,t+ǫ) − κI]f(t+ ǫ) +
∫ t+ǫ
s
(∂ta(t, τ))e
a(t,τ)f(τ)dτ
→ f(t) +
∫ t
s
(1 + κU(τ, t))−1A(t)(U(t, τ) + κI)f(τ)dτ
= f(t) +
∫ t
s
A(t)U(t, τ)f(τ)dτ
= f(t) +A(t)
∫ t
s
[ea(t,τ) − κI]f(τ)dτ.
We see that
∫ t
s
[ea(t,τ) − κI]f(τ)dτ satisfies Eq. (24), and that it is sufficient to
assume f ∈ L1(0, T ;X) as Ho¨lder continuous. 
This result should be compared to the standard theory of evolution equations in
which the inhomogeneous term f is assumed to be continuous on [−T, T ].
If the inhomogeneous term f ∈ Lp([0, T ];X) is further assumed to be satisfied
for 1 < p < ∞, and Y = D(A(t)) = D(A(0)) and A(·) ∈ C([0, T ],L(Y,X)),
Eq. (20) with such an inhomogeneous term corresponds to the equation exhibiting
the maximal regularity of type Lp [16].
5. Concluding remark
As for the applicability of the theory, the conditions to obtain the logarithmic
representation (conditions shown in Sec. 2) are not so restrictive; indeed, they can
be satisfied by C0-groups generated by t-independent infinitesimal generators. The
most restrictive condition to obtain Eq. (10) is the commutation between A(t) and
U(t, s). Such a commutation is trivially satisfied by t-independent A(t) = A, and
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also satisfied when the variable t is separable (i.e., for an integrable function g(t),
A(t) = g(t)A). In this sense the operators specified in Theorem 3.1 correspond to
a moderate generalization of t-independent infinitesimal generators.
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