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ABSTRACT. We produce an explicit recursive formula which computes the idem-
potent projecting to any indecomposable Soergel bimodule for a universal Coxeter
system. This gives the exact set of primes for which the positive characteristic ana-
logue of Soergel’s conjecture holds. Along the way, we introduce the multicolored
Temperley-Lieb algebra.
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1. INTRODUCTION
Most of this paper is devoted to the introduction and the elementary representa-
tion theory of a certain 2-category, the multi-colored Temperley-Lieb 2-category, defined
in §2. It is a straightforward generalization of the more familiar Temperley-Lieb cat-
egory appearing in the representation theory of sl2, though beyond the most natural
case of two colors, it seems not to have appeared previously in the literature. In
earlier work of the first author [6], a connection was made between the two-colored
Temperley-Lieb 2-category and the category of Soergel bimodules for the infinite di-
hedral group. The representation theory of the Temperley-Lieb algebra was then
used to prove facts about these Soergel bimodules, leading to answers for certain
basic questions in positive characteristic Kazhdan-Lusztig theory. In this paper, we
make a connection between the multi-colored Temperley-Lieb 2-category and the
category of Soergel bimodules for universal Coxeter groups, and prove the analo-
gous results in Kazhdan-Lusztig theory. The remainder of the introduction will fill
in the details.
1.1. Kazhdan-Lusztig theory in positive characteristic. In the year 1979, Kazhdan
and Lusztig (abbreviated “KL”) introduced their celebrated KL polynomials for any
Coxeter system [14]. These polynomials, living as coefficients in the Iwahori-Hecke
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algebra, have become a fundamental tool in representation theory, geometry, and
combinatorics. However, they are also a fundamental mystery. Despite countless
papers exploring the combinatorics of KL polynomials, very little is known outside
of specific cases. The only infinite families of Coxeter groups for which we have a
complete understanding of KL polynomials are the dihedral groups (a simple exer-
cise) and the universal Coxeter groups (a result of Dyer [5]). Recall that universal
Coxeter groups are groups generated by involutions, with no other relations.
As we will discuss shortly, KL polynomials encode multiplicities attached to cer-
tain important categories (representation-theoretic, geometric, or otherwise) defined
in characteristic zero. For crystallographic Coxeter groups, one can choose an inte-
gral form of these categories, in order to define their characteristic p analogs. One can
encode the new multiplicities in so-called p-KL polynomials, which depend strongly
on the specific value of p, and eventually (for p large) agree with the ordinary KL
polynomials. Far less is known about the p-KL polynomials, nor is there a known
algorithm to compute them within the Hecke algebra, as there is for ordinary KL
polynomials. The following question is already of great interest.
Question 1.1. Given a crystallographic Coxeter group W and a prime p, for which
w ∈ W does there exist a y ≤ w such that the p-KL polynomial hpy,w ∈ Z[v, v
−1]
disagrees with the ordinary KL polynomial hy,w?
For example, recent work of Williamson [28] has found an infinite family of such
quadruples (W, p, w, y) in type A, refuting a well-known conjecture about Lusztig’s
character formula. Answering this question for Weyl groups and affine Weyl groups
would have significant import for modular representation theory (see [22]).
In order to make sense of the p-KL polynomial as encoding multiplicities, we must
specify in which category we work. The name p-KL polynomial originally referred
to multiplicities in the category of parity sheaves [13]. Ultimately, we will use the dia-
grammatic categoryD defined by the first author andWilliamson in [9], though there
are connections betweenD, parity sheaves, and the category of Soergel bimodules B
introduced by Soergel [23]. We shall motivate these connections in the introduction,
and work in §3 entirely with D.
Question 1.1 then becomes a question about how “big” the indecomposable ob-
jects in D are. For the baby case of universal Coxeter groups, we construct the in-
decomposable objects explicitly in the generic case, as the images of certain idempo-
tents (already a new result in characteristic zero). By identifying the denominators
in these idempotents, we determine which finite characteristics will deviate from
the generic behavior, thus answering Question 1.1. Similar results for the other baby
case, dihedral groups, can be easily extrapolated from the first author’s work [6].
This is a small step along a very long and difficult road.
1.2. Soergel bimodules and Soergel diagrammatics. In 1992, Soergel [21] intro-
duced an additive category B = B(W,S, V, k) of graded bimodules over a polyno-
mial ring, whose objects have come to be known as Soergel bimodules. This category
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depends on a Coxeter system (W,S), a field k, and a finite dimensional representa-
tion V of W over k (see [23] for this general definition). One important special case
will be when k = R or C and V = Vrootic is the rootic representation
1 of (W,S). When
W is crystallographic, its rootic representation can be defined over Z, and thus over
any field.
The motivation for introducing B is that, whenW is a Weyl group and V its rootic
representation in characteristic zero, there is an isomorphism between (a simplified
version of) B and additive subcategories of the representation-theoretic and geomet-
ric categories which KL polynomials study. More precisely, this simplified version is
equivalent to the projective objects in the principal block of the BGG category O, or
the semisimple N-equivariant perverse sheaves on the flag variety G/B. Here G is a
connected reductive complex algebraic group, B denotes a Borel subgroup ofG, and
N denotes the unipotent radical of B. One advantage of Soergel’s approach is that B
can be defined for any Coxeter group, even non-crystallographic groups for which
there is no corresponding geometry or representation theory. Another advantage
is that B has a simple algebraic definition, allowing one to study KL theory using
low-tech methods.
For our purposes, the relevant feature of B (and, in a sense, of the other categories
as well) is Soergel’s categorification theorem ([21],[23]), which states that Soergel bimod-
ules are a categorification of the Hecke algebra H(W ) ofW . In other words, there is
an isomorphism of Z[v, v−1]-algebras
(1.1) ch : [B(W,S, V, k)] −→ H(W )
from the split Grothendieck group to the Hecke algebra. Soergel proved this result
for any Coxeter group, and for any representation V which is reflection vector faithful
(see [23] for the definition) over a infinite field k of characteristic 6= 2.2 The indecom-
posable objects {Bx}x∈W in B are classified by elements of W , and they descend to
some positive basis {ch[Bx]} of the Hecke algebra (i.e. certain coefficients are posi-
tive). The Hecke algebra possesses a natural (positive) basis, the KL basis {bx}w∈W
(encoded by the KL polynomials). This raises the following question.
Question 1.2. Given (W,S, V, k) with V reflection vector faithful, for which w ∈ W
will it be the case that ch[Bw] = bw?
1The rootic representation is called the geometric representation in Bourbaki [2] or Humphreys [12].
The notational preference is explained in [19].
2Unfortunately, Vrootic is not always reflection vector faithful. However, when k = R, Soergel
constructed an explicit reflection vector faithful representation analogous to Vrootic, and the sec-
ond author [18] has given numerous theorems relating results for Vrootic to results for this explicit
representation.
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When V is reflection vector faithful and k has characteristic 0, it was conjectured
by Soergel that every w ∈ W has this property. When W is a Weyl group, this con-
jecture is equivalent to the famed Kazhdan-Lusztig conjecture, proven by Brylinski-
Kashiwara [3] and Beilinson-Bernstein [1] using difficult geometric techniques. So-
ergel hoped that the algebraic setting of B would allow for a simpler solution. The
baby case of the dihedral group was proven by Soergel [21]. The universal Coxeter
group case was done by Fiebig in [10], using the tool of moment graphs. It was also
shown later by the second author in unpublished work, by constructing idempo-
tents using singular Soergel bimodules [29]. The general case was recently proven
by the first author and Williamson [8] for Vrootic when k = R; therefore, the KL basis
bw really does encode something about characteristic 0 Soergel bimodules.
Soergel’s categorification theorem implies that B is the correct object to study in
finite odd characteristic, so long as V is reflection vector faithful. WhenW is a Weyl
group, Vrootic will be reflection vector faithful in characteristic 6= 2, and Question 1.1
is equivalent to Question 1.2. However, an infinite Coxeter group does not possess
a faithful representation in positive characteristic, so that B is not quite the correct
category to study.
It is somewhat naive to assume that using the same definitions in characteristic p
will yield a category with similar properties. The most appropriate way to define a
finite characteristic analog of an additive (resp. abelian) R-linear category is to first
choose an integral form. This involves finding a projective generator P and a Z-
algebra E such that E ⊗Z R ∼= End(P ). Then one considers the category of projective
(resp. all) E ⊗Z k-modules for other fields k. A typical choice for a generator would
be the sum Pmin = ⊕w∈WBw of all the indecomposable objects, but this choice makes
computing E quite difficult. In fact, the crux of Soergel’s construction is that B (and
category O and perverse sheaves) has a nice combinatorial generator PBS, the sum
of all the Bott-Samelson objects. Soergel bimodules are, by definition, summands of
Bott-Samelson bimodules, which in turn admit a simple description. In [9], the first
author and Williamson show that the endomorphism algebra End(PBS) also admits
a nice combinatorial description, using so-called Soergel diagrams.
In [9] one defines a diagrammatic category D depending on a realization, which is
roughly the data of (W,S, V, k) together with a choice of simple roots and coroots (al-
though k can be any commutative ring). There is an equivalence D ∼= B of monoidal
categories when the latter is “well behaved”, i.e. when (1.1) gives an isomorphism
and the indecomposable objects are parametrized by W . Under some minimal as-
sumptions, D is well behaved in this sense even when B is not (such as when the
representation is not reflection vector faithful), justifying the statement that D is the
appropriate replacement for B. We still denote the indecomposable objects of D by
Bw for w ∈ W .
Question 1.3. Given a realization over a complete local ring kwhere [D] ∼= H(W ), for
which w ∈ W will it be the case that ch[Bw] = bw?
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This is the most general alternative to Question 1.1, and it depends on the real-
ization itself, not just on the characteristic of k. When W is crystallographic and
the realization is rootic in finite characteristic, D agrees with the category of par-
ity sheaves [13] on the flag variety. Parity sheaves are a finite characteristic analog
of perverse sheaves3, whose multiplicities were originally called p-KL polynomials.
Therefore, Question 1.1 is a special case of Question 1.3.
Having chosen PBS rather than Pmin as our generator, one has an implicit defini-
tion of the indecomposable objects as certain summands of Bott-Samelson objects.
Finding an explicit construction of each Bw is the true goal underlying all these
Grothendieck-group-theoretic questions about their sizes. There is a general com-
putational algorithm for the idempotents (inside an endomorphism ring of a Bott-
Samelson object) which project to each indecomposable summand (see [19]), but this
algorithm is unsatisfactory in that it provides no insight into the dependence of this
idempotent on the choice of realization. Instead, one hopes for an explicit formula
(possibly inductive) for the idempotents in the generic case, yielding explicit knowl-
edge of their denominators. This is what we achieve for universal Coxeter groups.
The case of a general Coxeter group seems to be drastically more difficult.
Example 1.4. One can consider the most standard realization of a universal Coxeter
group, arising from a symmetric Cartan matrix where each diagonal entry is 2 and
each non-diagonal entry is −2. This realization can be defined over Z, and thus over
any field k, though only the characteristic of k is relevant here. Each element of the
Coxeter group has a unique reduced expression, having the form w = s1s2s3 · · · sd
where si are simple reflections and si 6= si+1. A maximal alternating subsequence
of this reduced expression is a consecutive subsequence sisi+1 · · · si+k (having length
k + 1), satisfying si = si+2 = · · · and si+1 = si+3 = · · · , and which is not contained
in a larger alternating consecutive subsequence. Our results (c.f. Proposition 2.22)
state that ch[Bw] = bw if and only if the binomial coefficients
(
k
m
)
are invertible in k
for each 0 ≤ m ≤ k, for every k such that k+ 1 is the length of a maximal alternating
subsequence of w.
1.3. Techniques. In [6], the first author demonstrated that Soergel bimodules for
the infinite dihedral group were intimately related to the Temperley-Lieb algebra
which arises in sl2 representation theory. The familiar Jones-Wenzl idempotents in
the Temperley-Lieb algebra were transformed into idempotent endomorphisms of
Bott-Samelson bimodules, projecting to the indecomposable summands. This paper
takes these ideas to their natural conclusion, producing a relationship between the
multicolored Temperley-Lieb 2-category and Bott-Samelson bimodules (or rather,
their diagrammatic analogues) for the corresponding universal Coxeter group.
3Perverse sheaves do exist in finite characteristic, but like Soergel bimodules for non-reflection-
faithful representations, they do not possess the desired categorification-related properties. Parity
sheaves do.
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In §2 we define the multicolored Temperley-Lieb 2-category and explore its repre-
sentation theory. We define the analogues of Jones-Wenzl idempotents. We provide a
recursive formula for these idempotents, allowing one to categorify Dyer’s inductive
formula for the KL basis. We also provide an immediate formula for these idempo-
tents in terms of the Jones-Wenzl idempotents in the usual Temperley-Lieb algebra
(which unfortunately have no easy closed formula, though see [20]). This second
formula implies a criterion for when the idempotent is not defined, which will lead
to the answer to Question 1.3. Specifically, ch[Bw] = bw so long as certain “colored
quantum binomial coefficients” are invertible.
This answer to Question 1.3 relies on the fact that Jones-Wenzl projectors in the
usual Temperley-Lieb algebra exist if and only if certain quantum binomial coeffi-
cients are invertible. Though fundamental to the theory of Temperley-Lieb algebras,
this fact does not seem to appear in the literature. To remedy this, we have included
an appendix written by Ben Webster, with a proof of the result over a general ring
(see Theorem A.2).
In §3 we define the diagrammatic category D associated to the most general re-
alization of a universal Coxeter group. Our definition is purely diagrammatic, us-
ing the results of [9], and thus we never mention Soergel bimodules. We prove the
main theorem: that the multicolored Temperley-Lieb 2-category encodes all the mor-
phisms of minimal degree inD. Therefore, the Jones-Wenzl analogues provide all the
indecomposable idempotents in D.
2. THE n-COLORED TEMPERLEY-LIEB 2-CATEGORY
2.1. Definitions. We assume that the reader is familiar with several topics, for which
we give some references. Introductory material on the Temperley-Lieb category can
be found in [26, 11]. An introduction to (strict) 2-categories and their diagrammatic
presentations can be found in [16, section 2]. An introduction to Karoubi envelopes
(of categories and 2-categories) can be found in [15].
Let S be a finite set with size n. We associate a color to each element of S, blue to
b and red to r, etcetera. Let δ be an indeterminate.
Definition 2.1. The S-colored or n-colored Temperley-Lieb 2-category STL is the Z[δ]-
linear 2-category with objects S, having the following presentation. There is a gener-
ating 1-morphism from b to r, for each pair of distinct elements b 6= r ∈ S. Therefore,
a general 1-morphism can be represented uniquely by the (non-empty) sequence
x = s1s2 . . . sm of colors through which it passes, satisfying si 6= si+1 for all i. We
read 1-morphisms from right to left, so that x has source sm and target s1. We say the
1-morphism has length ℓ(x) = m (this is not additive under composition; it would be
additive if we set ℓ(x) = m−1 instead). For instance, the identity 1-morphism of any
object s ∈ S has length 1. We represent a composition of 1-morphisms diagrammat-
ically as a sequence of dots on the line, separating regions of different colors.
Example 2.2. The 1-morphism brgryb: .
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The 2-morphisms are generated by colored cups and caps. More precisely, for each
b ∈ S and for each r ∈ S \ b there is a cap map brb → b and a cup map b → brb, as
pictured below.
In these diagrams, morphisms are read from bottom to top.
There are two types of relations, which hold for every possible coloring of regions.
(2.1) = =
(2.2) = −δ
This ends the definition.
Remark 2.3. We shall actually be interested in a generalization of this definition, intro-
duced in section 2.6. For pedagogical reasons, however, we shall temporarily work
with this more familiar-looking definition.
Let CM(m, k) denote the set of (m, k)-crossingless matchings in the planar strip
(see [26, section 1] for the definition). Given any element of CM(m, k), one can color
the regions by elements of S so that no two adjacent regions have the same color.
The resulting diagram will represent some 2-morphism in STL. Conversely, every
2-morphism in STL is a Z[δ]-linear combination of such colored crossingless match-
ings.
Definition 2.4. For fixed 1-morphisms x = s1s2 . . . sm+1 and y = t1t2 . . . tk+1, we let
CM(x, y) denote the subset of (m, k)-crossingless matchings which can be consis-
tently colored to yield a 2-morphism in Hom(x, y).
For example, CM(x, y) = ∅ unless s1 = t1 and sm+1 = tk+1.
Example 2.5. An element of CM(grgyrybgbyb, gyrorybrb):
The reader can verify that only four elements of CM(10, 8) actually give rise to an
element of CM(grgyrybgbyb, gyrorybrb).
Lemma 2.6. The set CM(x, y) forms a Z[δ]-basis for Hom(x, y).
Proof. This can be proven in exactly the same way that one proves that CM(m, k) is
a Z[δ]-basis for Hom(m, k) in the usual Temperley-Lieb category. Here is a sketch of
such a proof.
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The generators of STL allow one to construct a morphism in Hom(x, y) for each
planar 1-manifold with boundary, with appropriate coloring on the boundary. Re-
lation (2.1) implies that any two isotypic 1-manifolds are equal. Relation (2.2) is
equivalent to a family of relations which states that every planar 1-manifold is equal
to (−δ)k times the underlying crossingless matching, where k is the number of loops
removed. It is clear that this family of relations can not create any linear dependen-
cies between crossingless matchings. 
Example 2.7. Note that CM(x, x) always contains the identity crossingless matching
1, but may contain no others. For instance, if si 6= si+2 for all i, then there can be no
cups or caps, and therefore CM(x, x) only contains the identity.
Example 2.8. When n = 1 and S = {b}, the 2-category STL is very boring, having a
unique 1-morphism bwith End(b) = Z[δ].
Example 2.9. When n = 2 and S = {r, b}, the 1-morphisms are alternating sequences
x = rbrb . . .. When x and y both begin with r, and have lengths m + 1 and k + 1
respectively, then CM(x, y) = CM(m, k). In fact, there is an equivalence of cate-
gories between the usual Temperley-Lieb category and the full subcategory of STL
obtained by considering only 1-morphisms beginning with r. In many senses, the
two-colored Temperley-Lieb category is more natural than the usual Temperley-Lieb
category, because the representation theory of sl2 is naturally Z/2Z graded (even and
odd representations), where we identify Z/2Z with the quotient Λwt/Λrt of the inte-
gral weight lattice by the root lattice. For more on this, see [7].
Exercise 2.10. Conversely, let S be arbitrary, and suppose that x and y begin with r
and have lengthsm+1 and k+ 1 repsectively. Then one has an equality CM(x, y) =
CM(m, k) if and only if both spaces are empty (i.e. k + m is odd), or x and y both
alternate between r and another color b.
By flipping diagrams upside-down, one obtains a bijection between CM(x, y) and
CM(y, x). This extends to an antiinvolution ι on STL.
2.2. The Karoubi envelope. In this paper, k will always be a commutative ring,
perhaps with extra structure. In this section and the next, k will be a complete local
Z[δ]-algebra. We now work in the 2-category STL ⊗Z[δ] k obtained by base change,
and abusively denote this category STL.
Remark 2.11. It is well-known that the usual Temperley-Lieb category is cellular (see
[27, section 2] for the definition). In fact, it is an especially nice kind of cellular
category known as an object-adapted cellular category, meaning roughly that the cells
correspond to some objects in the category, and that the top cell of each of these ob-
jects contains only the identity map. Themonoidal structure is usually ignored when
studying the cellular structure (certainly the theory of monoidal cellular categories
has not been thoroughly explored).
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Similarly, the 2-category STL, when viewed as a 1-category by forgetting the struc-
ture of horizontal concatenation, is an (object-adapted) cellular category, using a di-
rect adaptation of the structure on the usual Temperley-Lieb category. The features of
the Karoubi envelope of STL that we discuss below are in fact rather general proper-
ties of object-adapted cellular categories, but we give complete proofs. In particular,
references to “shorter sequences” below should be replaced with references to the
cellular partial order. Future work of the first author will contain more discussion of
object-adapted cellular categories.
Fix a 1-morphism x of lengthm+1. A key property of the setCM(m,m), which we
used implicitly in Example 2.7, is that every diagram except the identity contains a
cap on bottom and a cup on top. In particular, the span of the non-identity diagrams
in CM(x, x) forms a two-sided ideal I<x ⊂ End(x), whose quotient is free of rank 1
over k, spanned by the identity.
Suppose that one can decompose 1 ∈ End(x) into a sum 1 =
∑
ei of orthogonal
indecomposable idempotents. It is easy to see, by working modulo I<x, that there
is a unique idempotent e0 with a non-zero coefficient of the identity (in the basis
CM(x, x)), and this coefficient is 1. The remaining idempotents lie within I<x. Our
goal is to prove that within the Karoubi envelopeKar(STL), the object x has a unique
indecomposable summand Vx which is not a summand of y for any shorter sequence;
it is the image of e0. In other words, the idempotents within I<x actually factor
through shorter sequences y.
Lemma 2.12. Suppose that k is a complete local ring. Then Kar(STL) has the Krull-
Schmidt property.
Proof. This is a general fact for k-linear categories with finite dimensional Hom spaces.
A similar proof can be found in [17, Proposition 1.1]. 
Proposition 2.13. Suppose that k is a complete local ring. For each sequence x choose a
decomposition 1 =
∑
ei into orthogonal indecomposable idempotents, such that e0 = 1
modulo I<x. Let Vx denote the image of e0, an object in Kar(STL). Then the collection of
all Vx over all sequences x form a complete list of non-isomorphic indecomposable objects in
Kar(STL), and
x ∼= Vx ⊕
⊕
ℓ(y)<ℓ(x)
V
⊕my
y .
In particular, by the Krull-Schmidt property, the object Vx is independent of the choice of
idempotent decomposition, up to isomorphism.
The sections which follow will give a more intuitive and obvious proof under
some additional assumptions, and the novice reader should skip there. We now
provide a general proof, which is adapted directly from the proof of the Soergel
Categorification Theorem found in [9, section 6.6].
Proof. It is not hard to reduce to the following statement: for each x and each in-
decomposable idempotent e ∈ End(x), the corresponding object V in Kar(STL) is
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isomorphic to Vy for some y with ℓ(y) ≤ ℓ(x), with equality if and only if e = 1
modulo I<x.
Any diagram in CM(x, x) factors as S ◦ T , for some triple (z, S, T ) where ℓ(z) ≤
ℓ(x), T ∈ C(x, z) is a cap diagram, and S ∈ C(z, x) is a cup diagram (see [26, section
2] for the definition of cap and cup diagrams). Then one can expand e in the diagram
basis
e =
∑
z
∑
(z,S,T )
aS,TS ◦ T
with some coefficients aS,T ∈ k. Choose a sequence y of maximal length such that
there exists a triple (y, S, T ) with aS,T 6= 0. Note that y = x precisely when e = 1
modulo I<x.
We wish to show that there is some triple (y,X, Y ) such that
Y ◦ e ◦X ∈ k× ⊂ k = End(y)/I<y.
Let Iy denote the ideal of all morphisms which factor through any sequence shorter
than y, or any other sequence of the same length. We now proceed to work in the
quotient category STL/Iy. The image of e is still a nonzero idempotent, expanded
as above except only using triples with z = y. Let m denote the maximal ideal of k.
Suppose that
T ◦ e ◦ S ∈ m ⊂ k = End(y)/I<y
for all triples (y, S, T ). By expanding e3 = e one can deduce that each aS,T ∈ m. But
this is a contradiction, asmEnd(x) is contained in the Jacobson radical of End(x), and
no non-zero idempotent can be contained in the Jacobson radical.
Themap Y ◦e induces amap V → y, and e◦X induces amap in the other direction.
By composing these further with the chosen idempotent e0 inside y, we obtain maps
e0 ◦ Y ◦ e : V → Vy and e ◦ X ◦ e0 : Vy → V . Composing these maps we get an
endomorphism of Vy which projects to an invertible map in End(Vy)/I<y = k, so that
it must be invertible in the local ring End(Vy). Therefore, Vy occurs as a summand of
V , and since V is indecomposable, we have V ∼= Vy. 
2.3. Orthogonality. In the rest of this chapter, we discuss the case when e0 has an
alternative description as the unique idempotent perpendicular to I<x. In particular,
e0 is canonically defined, and Vx is well-defined up to unique isomorphism. In this
case, the recursive formula of the following section will make the fact that all other
idempotents factor through shorter expressions immediately obvious.
Let T = T (x) ⊂ End(x) be the right perpendicular space to I<x. In other words, T
is the k-module consisting of all f ∈ End(x) such that cf = 0 for any cap c.
= 0
f
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(The lack of color in some regions is supposed to represent the irrelevance of those
colors.) Similarly, let B = B(x) ⊂ End(x) be the left perpendicular space, the k-
module consisting of all f ∈ End(x) such that fc = 0 for any cup c. Clearly ι(B) = T .
Claim 2.14. Suppose thatB(x) contains an element f for which the coefficient of the identity
is invertible in k. Then B = T and both are spanned by f . Every element of B is fixed by
ι. Moreover, B contains a unique idempotent JW (x), which is determined within B by the
fact that the coefficient of the identity is 1. The idempotent JW (x) is indecomposable and
central, and it is the unique indecomposable idempotent not contained in I<x.
Proof. Let us write f = λ1+ f ′, where f ′ ∈ I<x and λ ∈ k is invertible. For any g ∈ T
one has f ′g = 0, since any non-identity diagram has a cap on bottom. Therefore
fg = λg. By the same token, if g ∈ µ1 + I<x then fg = µf . In particular, g = µλ
−1f .
This proves that every element of T is in the k-span of f . By the same token, every
element of B is in the k-span of ι(f). Thus ι(f) ∈ T is a multiple of f , and the
coefficient of the identity is also λ, so that ι(f) = f . Therefore B = T = k · f ,
and every element is ι-fixed. Moreover, letting JW (x) = λ−1f , the above argument
proves that JW (x)2 = JW (x).
If g ∈ End(x) is any element, and g ∈ µ1+I<x, then JW (x)g = gJW (x) = µJW (x),
so that JW (x) is central. In particular, the ideal of JW (x) is free of rank 1, fromwhich
it follows that the idempotent is indecomposable. Moreover, JW (x)g = 0 if and only
if g ∈ I<x, so that every other indecomposable idempotent is contained in I<x. 
This idempotent JW (x), which we call the top idempotent, is akin to the Jones-
Wenzl projectors defined for usual Temperley-Lieb algebras. We draw JW (x) as a
box labeled by x, as in this example.
rgybrbg
It is possible that B does not contain any element with invertible coefficient of the
identity, in which case we say that the top idempotent does not exist. In this case,
the special idempotent e0 discussed above can be more complicated, and will not be
orthogonal to I<x.
2.4. A recursive formula for top idempotents. We use quantum number notation
to indicate certain elements in k. Let [2] ∈ k be the image of δ, and let [1] = 1 and
[0] = 0. One defines the quantum number [m] ∈ k form ∈ Z by the recursive formula
(2.3) [2][m] = [m+ 1] + [m− 1].
Given a sequence of colors x, a subsequence y ⊂ xwill always indicate a consecutive
subsequence. A subsequence is alternating if it alternates between two colors in S; it
is maximal alternating if it can not be extended to a longer alternating subsequence.
An initial subsequence is a sequence consisting of the first k colors in x, and a final
subsequence is a sequence consisting of the last k colors in x, for any 1 ≤ k ≤ ℓ(x).
12 BEN ELIAS AND NICOLAS LIBEDINSKY
The tail of x is the maximal alternating final subsequence. For example, the tail of
gbryrgbrbrb is the final 5 colors brbrb.
In this section we provide a recursive formula for top idempotents under the as-
sumption that certain quantum numbers are invertible in k. This imitates a formula
from [25], giving the Jones-Wenzl projectors in the usual Temperley-Lieb category.
Proposition 2.15. When ℓ(x) ≤ 2, the idempotent JW (x) exists, and is equal to the identity
map. Now suppose that x = . . . rb and that JW (y) exists for all initial subsequences of x.
Extending x by a color g 6= r, b one has
(2.4) =xg x .
Extending x by r, when [k] is invertible one has
(2.5) = +xr x
x
x
z
[k−1]
[k] .
The sequence z = . . . r is the initial subsequence of x which is only missing the final b. The
number k appearing in (2.5) is the length of the tail of x. Moreover, the map
(2.6)
x
x
z−
[k−1]
[k]
is an idempotent in End(xr) orthogonal to JW (xr). If [k] is not invertible then JW (xr)
does not exist.
Note that the idempotent JW (z) which appears in (2.6) can be replaced by the
identity map of z. After all, any non-identity term will have a cup on top, which will
annihilate JW (x). We included the idempotent JW (z) because it implies that the
idempotent (2.6) factors through Vz inside z.
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Exercise 2.16. When (2.5) holds, show that the coefficient of
(2.7)
in JW (xr) is precisely [k−1]
[k]
. Hint: replace each JW (x) with a linear combination of
crossingless matchings in the RHS of (2.5), and observe that only a single term could
possibly contribute to this coefficient.
Proof. When ℓ(x) ≤ 2, CM(x, x) only contains the identity map, and I<x = 0. It is
clear that B = T = End(x) and JW (x) = 1x. We assume henceforth that ℓ(x) ≥ 2,
and that JW (y) exists for all initial subsequences y of x. If k is the length of the tail
of x, then our inductive hypothesis implies that [l] is invertible for all l < k.
Suppose that g 6= r, b. Any non-identity diagram in CM(xg, xg) must begin with
a cup, and it is inconsistent with the coloring for this cup to involve the final strand.
Therefore any non-identity diagram will kill the RHS of (2.4), because a cup enters
JW (x). The RHS of (2.4) is clearly in B(xg), and the coefficient of the identity is
equal to 1 since this is true also in JW (x), so that the RHS is equal to JW (xg).
Now we extend x by r. We claim that
(2.8) =
z
z
z
x −
[k]
[k−1] .
To show this we use induction, assuming that JW (x) was defined using either (2.4)
or (2.5) to extend z by b. When k = 2, JW (x) is defined using (2.4), and (2.8) is clear
since the value of a circle is −[2]. When k > 2, JW (x) is defined using (2.5), and the
size of the tail of z is k − 1. Writing JW (x) as a linear combination of crossingless
matchings, the only ones with nonzero contribution to (2.8) are the identity and the
diagram in (2.7). The identity contributes −[2] times JW (z), and the diagram in (2.7)
contributes [k−2]
[k−1]
times JW (z). Adding these, one obtains [k−2]−[2][k−1]
[k−1]
= −[k]
[k−1]
times
JW (z), as desired.
Suppose that [k] is invertible. The RHS of (2.5) is obviously killed by any cup other
than a cup on the final subsequence rbr. This final cup also kills the RHS, by (2.8).
The coefficient of the identity in the RHS is only affected by the first term, and is
therefore equal to 1. Thus the RHS of (2.5) is by definition equal to JW (xr). The
statement about the orthogonal idempotent is also clear.
Now suppose that [k] is not invertible. Multiplying the RHS of (2.5) by [k], one
obtains a map in B which is well-defined. The coefficient of (2.7) is now [k − 1],
which is invertible, but the coefficient of the identity is [k], which is not invertible. If
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JW (xr) exists then any element of B is JW (xr) multiplied by the coefficient of the
identity; if the coefficient of the identity is non-invertible, then every coefficient is
non-invertible. This is a contradiction, so that JW (xr) can not exist. 
Remark 2.17. One could also prove this recursive formula using the usual recursive
formula from [25] for Jones-Wenzl projectors, combined with Proposition 2.22 below.
However, we felt this proof was still useful and motivational.
Corollary 2.18. Suppose that all quantum numbers are invertible. Let Vx denote the image
of JW (x), an indecomposable object of the Karoubi envelope Kar(STL). If x ends in rb, and
z is the initial sequence missing only the final b, then one has
(2.9) VxVbg ∼= Vxg,
(2.10) VxVbr ∼= Vxr ⊕ Vz.
Proof. This is implied by (2.4) and (2.5), which give a decomposition of the identity
of VxVbg and VxVbr respectively into orthogonal idempotents which factor through
the appropriate objects. 
2.5. A descriptive formula for top idempotents. The recursive formula of Proposi-
tion 2.15 does not completely answer the question of when the map JW (x) exists.
After all, it is possible for JW (x) to exist even when JW (y) does not exist for an
initial subsequence y ⊂ x. As an example, consider the case when x is an alternating
sequence, so that the question reduces to the usual Temperley-Lieb algebra and its
Jones-Wenzl projectors.
Claim 2.19. Let x = rbrb . . . be an alternating sequence of length k+1. Then JW (x) exists
if and only if the quantum binomial coefficients
[
k
m
]
are invertible in k, for all 0 ≤ m ≤ k.
Equivalently, the Jones-Wenzl projector in the usual Temperley-Lieb algebra (on k strands)
exists if and only if the quantum binomial coefficients are invertible.
This claim is fundamental to the theory of Temperley-Lieb algebras, but we have
not been able to find it in the literature. A proof by Ben Webster can be found in the
appendix.
Remark 2.20. It was shown by Westbury [26, Lemma 5] that, when all the quan-
tum numbers [m] are invertible for 0 ≤ m ≤ k, then the Temperley-Lieb algebra is
semisimple. In other words, when these quantum numbers are invertible, then the
Temperley-Lieb algebra has many idempotents, all the idempotents one can gener-
ically expect. The Jones-Wenzl projector is just one of these idempotents, and its
existence is a weaker condition.
Example 2.21. JW (rbrb) exists when [3] is invertible. This can happen even when [2]
is not invertible (e.g., when [2] = 0 one has [3] = −1), in which case JW (rbr) does
not exist.
Now we use Claim 2.19 to give an exact condition for whether JW (x) exists.
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Proposition 2.22. Suppose that
[
k
m
]
is invertible whenever 0 ≤ m ≤ k and k + 1 is the
length of a maximal alternating subsequence of x. Then one has
(2.11) =x .
In this equation, the smaller rectangles which appear are the JW maps associated to maximal
alternating subsequences. On the other hand, if some such
[
k
m
]
is not invertible, then JW (x)
does not exist.
This result should hardly be unexpected in light of Proposition 2.15, as this is
exactly the morphism which the recursive formula of the previous section would
construct.
Proof. Under the assumptions of invertibility, clearly the RHS of (2.11) exists, and
clearly it satisfies the defining conditions of JW (x).
Now suppose that some
[
k
m
]
is not invertible, where k+1 is the length of a maximal
alternating subsequence y. By the algebraic proof of Claim 2.19, there is some ele-
ment f of B(y)with a noninvertible coefficient of the identity, but with an invertible
coefficient of some non-identity diagram D. Taking the horizontal concatenation of
f with JW (z) for the other maximal alternating subsequences z of x, one obtains an
element of B(x) with a noninvertible coefficient of the identity, but with an invert-
ible coefficient of 1⊗D⊗ 1. This contradicts the existence of JW (x), using the same
argument as in the end of the proof of Proposition 2.15. 
2.6. Generalizations. We no longer assume that k is a Z[δ]-algebra. Let A = (as,t) be
an S × S matrix with values in k. We will only be interested in the values of as,t for
s 6= t. By convention, we set as,s = 2, so that A is a Cartan matrix (in the sense of the
next chapter).
Definition 2.23. Let STL(A) be the 2-category defined as in Definition 2.1 except that
instead of (2.2) one has
(2.12) = ab,r .
In other words, a circle still evaluates to a scalar, but which scalar depends on
the color both inside and outside. When k is a Z[δ]-algebra, the special matrix with
as,t = −δ for all s 6= twill recover the original 2-category STL.
For any two fixed colors s 6= t ∈ S, there is a notion of two-colored quantum numbers
[m]s,t. These are defined by recursive formulae, starting with [0]s,t = 0 and [1]s,t = 1.
Then one has
(2.13) [2]s,t = −as,t, [2]t,s = −at,s,
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(2.14) [2]s,t[m]t,s = [m− 1]s,t + [m+ 1]s,t, [2]t,s[m]s,t = [m− 1]t,s + [m+ 1]t,s.
It is not difficult to see that [m]s,t = [m]t,s when m is odd, and that when m is even,
[m]s,t is a multiple of [2]s,t and
[m]s,t
[2]s,t
= [m]t,s
[2]t,s
. There are many analogies between these
two-colored quantum numbers and usual quantum numbers; see [6, Appendix] for
more details.
The two-colored quantum binomial coefficients
[
k
m
]
s,t
are defined by the formula
(2.15)
[
k
m
]
s,t
=
[1]s,t[2]s,t · · · [k]s,t
[1]s,t · · · [m]s,t[1]s,t · · · [k −m]s,t
.
By comparing the numbers of even and odd quantum numbers, it is easy to see that[
k
m
]
s,t
=
[
k
m
]
t,s
unless k is even andm is odd, in which case
[
k
m
]
s,t
is a multiple of [2]s,t
and
[ km]s,t
[2]s,t
=
[ km]t,s
[2]t,s
.
The results of Claim 2.14 still hold. Proposition 2.15 and its corollaries will still
hold, after replacing quantum numbers with the two-colored quantum numbers.
More precisely, one should replace (2.5) with
(2.16) = +xr x
x
x
z
[k−1]b,r
[k]r,b .
Corollary 2.18 holds once one replaces the first sentence with “Suppose all two-
colored quantum numbers are invertible, for all pairs s 6= t ∈ S.” The analogue
of Proposition 2.22 is:
Corollary 2.24. Suppose that
[
k
m
]
s,t
is invertible whenever 0 ≤ m ≤ k and there exists a
maximal alternating subsequence . . . ts ⊂ x of length k + 1. Then JW (x) exists and (2.11)
holds. If one of these two-colored quantum binomial coefficients is not invertible, then JW (x)
does not exist.
3. UNIVERSAL SOERGEL BIMODULES
3.1. Universal Coxeter groups and Hecke algebras. The universal Coxeter group as-
sociated to a finite set S is a groupW with a Coxeter presentation having generators
S and relations s2 = 1 for each s ∈ S. An expression is a sequence x = s1s2 . . . sd of
elements of S; it has length d and is reduced if si 6= si+1 for any i. Removing the un-
derline, we let x denote the corresponding product of generators inW . Each element
ofW has a unique reduced expression.
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The Hecke algebra H of W is the Z[v, v−1]-algebra having a presentation with gen-
erators Hs for s ∈ S, and relations
(3.1) (Hs + v)(Hs − v
−1) = 0
for each s ∈ S. It has a Kazhdan-Lusztig or KL basis {bw}w∈W as a Z[v, v−1]-module.
One has b1 = 1 and bs = Hs + v for each s ∈ S. Dyer [5, Lemma 6.1] has shown that
the KL basis is given by the following recursive formula.
Proposition 3.1. (The Dyer formula) If x = s1s2 . . . rb is a reduced expression, g ∈ S,
g 6= r and g 6= b, then
(3.2) bxbg = bxg.
On the other hand,
(3.3) bxbr = bxr + bxb.
Note that the reduced expression for xb is the initial subsequence z of x which is
missing only the final b.
Whenever x is a reduced expression but xs is not, one can show that
(3.4) bxbs = (v + v
−1)bx.
Between this equation and the Dyer formula, one can compute the product of any bw
for w ∈ W with any bs for s ∈ S.
3.2. Realizations.
Definition 3.2. A realization of a universal Coxeter group W over k is a free, finite
rank k-module h together with its dual h∗, a choice of simple roots {αs}s∈S ⊂ h∗ and a
choice of simple coroots {α∨s }s∈S ⊂ h, satisfying 〈αs, α
∨
s 〉 = 2 ∈ k.
The Cartan matrix attached to a realization is the S×SmatrixA = (as,t)with values
in k, given by as,t = 〈αt, α∨s 〉. We do not assume that the simple roots span h
∗ or that
the simple coroots span h, so that A need not determine the realization.
We assume in this paper that our realization satisfies Demazure surjectivity, which
is the condition that 〈αs, ·〉 and 〈·, α
∨
s 〉 are both surjective maps to k.
Given any realization, there is an action of W on h defined on generators by the
formula s(v) = v − 〈αs, v〉α
∨
s . The contragredient action on h
∗ is given by s(f) =
f − 〈f, α∨s 〉αs. Let R be the coordinate ring of h, or in other words, the k-linear
polynomial ring whose linear terms are h∗. We give R a grading, so that deg(h∗) = 2.
The commutative ring R has a natural homogeneous action ofW .
There is a Demazure map ∂s : R→ R
s, defined by the formula
∂s =
f − s(f)
αs
,
whose image is the set of s-invariant polynomials. On linear polynomials f ∈ h∗ ⊂
R, one has ∂s(f) = 〈f, α
∨
s 〉 ∈ k.
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3.3. Diagrammatics for Soergel bimodules. Instead of defining and developing the
theory of Soergel bimodules, we prefer to follow the diagrammatic approach devel-
oped in [9]. Our object of study will be a certain monoidal category with graded
Hom spaces, given diagrammatically.
Definition 3.3. A Soergel graph is a certain kind of finite graph embedded in the
planar strip R × [0, 1]. The edges in this graph are colored by s ∈ S. The only
vertices allowed are trivalent vertices connecting three edges of the same color, and
univalent vertices (called dots). We also allow edges which meet no vertices, forming
a circle. This graph is allowed to have a boundary on the walls of the strip (i.e.
edges may terminate at R× {0} or R× {1}, though these termination points are not
counted as vertices). The edge labels that meet the boundary give two sequences of
colors, the bottom boundary and the top boundary. A region of the graph is a connected
component of the complement of the Soergel graph in R × [0, 1]. Finally, we may
place a homogeneous polynomial in R inside each region of the graph. We consider
these graphs up to isotopy, though this isotopy must preserve R× {0} and R× {1}.
A Soergel graph has a degree, which accumulates +1 for every dot, −1 for every
trivalent vertex, and the degree of each polynomial.
In particular, the connected components of a Soergel graph have a single color. For
numerous examples, look ahead.
Definition 3.4. Let D be the monoidal category defined as follows. The objects are
monoidally generated by s ∈ S, so that a general object is an expression x (not neces-
sarily reduced, possibly empty). Given two expressions x and y, the morphism space
Hom(x, y) will be the k-module spanned by Soergel graphs with bottom boundary
x and top boundary y, modulo the local relations below. This morphism space is
graded by the degree of the Soergel graphs, and all the relations below are homoge-
neous.
The Needle relation:
(3.5) = 0
The Frobenius relations:
(3.6a)
=
(3.6b)
= =
The Barbell relation:
(3.7) = αb
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The Polynomial forcing relation:
(3.8) = +f ∂b(f) b(f)
This ends the definition.
We may also consider Soergel graphs on the planar disk; these have a single
boundary sequence x, which is to be considered only up to cyclic permutation. A
Soergel graph on the disk does not represent a morphism in D. However, as the
relations above are local, one can apply them to any disk within the planar strip, so
disk diagrams are useful for local calculations.
Let Kar(D) denote the Karoubi envelope of the graded, additive closure of D. The
following theorem is proven in [9], whose analogue for Soergel bimodules is known
as the Soergel Categorification Theorem.
Theorem 3.5. The indecomposable objects in Kar(D), up to isomorphism and grading shift,
can be labeled by w ∈ W . The indecomposable object Bw is the unique summand inside w
for a reduced expression of w which is not a direct summand of y for any shorter expression.
There is an isomorphism of Z[v, v−1]-algebras
H→ [Kar(D)]
from the Hecke algebra to the Grothendieck ring of Kar(D), which sends bs to the symbol of
the generating object s, which is equal to Bs.
Soergel conjectured that, when k has characteristic zero and the representation h
is “reflection-faithful,” this isomorphism sends bw to [Bw]. Our goal in the rest of this
paper is to give a criterion for when bw 7→ [Bw], which will happen when we can
categorify the Dyer formula.
3.4. Maximally connected graphs and minimal degrees. This section is an adap-
tation of [6, section 5.3.3], which only treated the case of two colors. However, the
arguments are almost identical.
Using the relations in Definition 3.4, it is not hard to show that every graph is in
the span of a graph containing only simple trees with polynomials. In other words,
each connected component of the graph is a tree with non-empty boundary. Any
two trees with the same boundary are equal by (3.6a) and (3.6b). Moreover, this
tree contains a dot precisely when the boundary is a single point, in which case the
tree has no trivalent vertices; we call such a tree a boundary dot. Moreover, one can
assume that there is a single polynomial, and it occurs in a region of one’s choosing
(say, the leftmost region). The proof in [6, Proposition 5.19] works verbatim.
Definition 3.6. A Soergel graph containing only simple trees ismaximally connected if
it has no polynomials, and satisfies the following condition for each s ∈ S. Consider
the subgraph Γ consisting of all the edges colored by S \ s. Then Γ splits the planar
strip into regions, and each region may contain at most one connected component
colored s.
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It is easy to see that maximally connected Soergel graphs with a given boundary
exist, and that for any graph which is not maximally connected, one can produce a
maximally connected graph of smaller degree by “fusing” two edges (see [6, section
5.3.3]) or removing a polynomial. However, not all maximally connected graphs
have the same degree, as the following examples show.
Given a S-colored crossingless matching on the planar disk (with at least two col-
ors), one can obtain a maximally connected Soergel graph by taking a deformation
retract of each colored region. A quick inductive argument shows that any such So-
ergel graph has degree +2. The choice of deformation retract is irrelevant, because
any two trees with the same boundary are equal.
The regions in the resulting graph (RHS) correspond to the strands in the origi-
nal crossingless matching (LHS). Therefore, each region is bounded by exactly two
colors, and meets the boundary exactly twice. It is easy to recover the colored cross-
ingless matching from the resulting graph: simply deformation retract each region
into a strand, and use the colors of the graph to color the regions between strands.
Proposition 3.7. Let x = s1s2 . . . sd be a sequence representing the boundary of a Soergel
graph on the planar disk (so that we only consider x up to rotation). Then any maximally
connected Soergel graph on the disk with boundary x has degree ≥ 2 − m, where m is the
number of repetitions in x (i.e. the number of 1 ≤ i ≤ d such that si = si+1, where we set
sd+1 = s1). If x has no repetitions and the graph has degree 2, then it arose as the deformation
retract of some colored crossingless matching.
Proof. It is easy to reduce to the case where x has no repetitions.
The maximally connected graph splits the disk into regions. Since there are no
cycles, each region must meet the boundary of the disk at least once, say between si
and si+1. Suppose that a region X meets the boundary of the disk k times, so that
there are distinct indices i1, i2, . . . , ik such that X meets the boundary between sij
and sij+1. By following the walls ofX we see that the colors sij+1 and sij+1 are equal,
and the maximally connected condition implies that the k colors sij are all distinct.
Therefore, the number of bordering colors of a region is equal to the number of times
that region meets the boundary. This number is always at least 2, since there are no
repetitions in x.
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If each region meets the boundary exactly twice, then we can deformation retract
the regions into strands to obtain a colored crossingless matching, as above. It is
easy to see that this yields a bijection between S-colored crossingless matchings, and
maximally connected graphs where each region meets the boundary exactly twice.
If a region meets the boundary k times, one can use this region to cut the overall
graph into k subgraphs, each of which is either a boundary dot, or a maximally
connected graph with one repetition. This is illustrated in the picture below, for a
region X meeting the boundary 4 times. Using induction therefore, each subgraph
has degree at least +1. If any region meets the boundary ≥ 3 times, it follows that
the overall degree of the original graph is ≥ 3. 
X
Proposition 3.7 allows one to place a lower bound on the degree of the Hom space
between two objects in D.
Corollary 3.8. Let x = s1 . . . sd and y = t1 . . . tk be two nonempty reduced expressions. If
s1 = t1 and sd = tk then every nonzero morphism inHomD(x, y) has degree≥ 0. Otherwise,
every nonzero morphism has degree ≥ 1. Similarly, nonzero morphisms in HomD(x, ∅) and
HomD(∅, y) have degree ≥ 1, while every nonzero morphism in HomD(∅, ∅) has degree ≥ 0.
Proof. Let yop denote the sequence y in reverse. Viewing x(yop) as a long sequence
on the circle, there is one repetition if s1 = t1, and one repetition if sd = tk. By
Proposition 3.7, the minimal degree of any map is at least 2 minus the number of
repetitions. Similarly, if y is empty, then x has at most one repetition, if s1 = sd. 
Given an S-colored crossingless matching on the planar strip, one can obtain a
maximally connected Soergel graph of degree 0 by deformation retract, as in the
example below.
Corollary 3.9. Every degree zero map between nonempty reduced expressions in D arises
from an S-colored crossingless matching on the planar strip.
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The lower bound in Corollary 3.8 can also be obtained from Soergel’s Hom for-
mula. The advantage of this approach is an explicit description of the morphisms in
the lowest degree. This description can also be obtained, with some work, from the
second author’s light leaves basis for Hom spaces.
3.5. The main theorem.
Proposition 3.10. Let A be the Cartan matrix of the realization. There is a non-monoidal
functor from STL(A) (viewed as a 1-category) to D, which sends the 1-morphism x in
STL(A) to the object x in D, and sends a 2-morphism in STL(A) corresponding to an S-
colored crossingless matching to the corresponding degree 0 deformation retract. This functor
is essentially surjective (in the Karoubi envelope) and fully faithful onto maps of degree 0.
Proof. First we must show that this deformation retract map preserves the algebra
structure. It is easy to check (2.1). Relation (2.12) follows from ∂b(αr) = ab,r, a deduc-
tion we leave as an exercise to the reader. Thus the functor is well-defined. Corollary
3.9 implies that it is full onto degree 0. Soergel’s Hom formula implies that the di-
mensions of Hom spaces agree, and thus it is also faithful. By the classification of
Theorem 3.5, each indecomposable object in Kar(D) appears as a summand of an
object in the image of the functor, so the functor is essentially surjective. 
This non-monoidal functor can be upgraded to a genuine 2-functor to the 2-category
of singular Soergel bimodules. For definitions and a proof in the two-color case, see
[6, section 5.2.3].
By Proposition 3.10, every idempotent in EndD(x) for a nontrivial reduced ex-
pression comes from an idempotent in EndSTL(A)(x). In particular, the theory of top
idempotents implies that, when JW (x) exists, it must project to the indecomposable
object Bx ∈ Kar(D). Our main theorem is now immediately implied by Corollary
2.18.
Theorem 3.11. Suppose that all two-colored quantum numbers are invertible in k. Then
for a reduced expression x = . . . rb and a simple reflection s ∈ S one has the following
isomorphism in Kar(D), which categorifies the Dyer formula. As a consequence, the map
H→ [Kar(D)] sends bw 7→ [Bw].
(3.9) BxBs ∼=


Bx(1)⊕ Bx(−1) if s = b,
Bxs if s 6= r, b,
Bxr ⊕ Bxb if s = r.
Proof. The case when s = b follows from the case when x = s, and was proven in [9].
The other cases follow from the recursion formula for top idempotents. 
Moreover, when certain two-colored quantum binomial coefficients vanish, it is
immediately clear for which w the statement that bw 7→ [Bw] will fail, as in Corollary
2.24.
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Remark 3.12. The vanishing of two-colored quantum numbers determines which
Coxeter quotient of W acts faithfully on h, as was discussed in [6, Appendix]. In
particular, if the universal Coxeter groupW acts faithfully on h, then all two-colored
quantum numbers are nonzero. Therefore, bw 7→ [Bw] is always satisfied for a faithful
realization over a field k.
Remark 3.13. The typical crystallographic setting for universal Coxeter groups is the
realization where k = Z and as,t = −2 for all s 6= t. In this case, the two-colored
quantum number [m]s,t is equal to the integer m. Specializing to a field of finite
characteristic, it is clear which binomial coefficients vanish.
Remark 3.14. It is not difficult, using Soergel’s Hom Formula (see [9]), to extend these
results to those reduced expressions x in arbitrary Coxeter groupsW for which every
element y ≤ x in W has a unique reduced expression. For general Coxeter groups,
morphisms are not spanned by univalent-trivalent Soergel graphs as above, requir-
ing a more complicated definition of Soergel graphs. However, the Hom formula
implies that univalent-trivalent graphs are sufficient for these kinds of expressions.
Remark 3.15. In unpublished work, the second author proved Soergel’s conjecture
for universal Coxeter groups when k = R, while considering the wider study of
“large” Coxeter groups. The proof involved singular Soergel bimodules, and pro-
duced indecomposable bimodules using a formula analogous to (2.11). For more
details, contact the second author.
The isomorphism (3.9) categorified what we have called the Dyer formula. How-
ever, Dyer [5] produces several other formulas for Hecke algebras of universal Cox-
eter groups. Most of these can also be deduced fairly easily from our main theorem.
Let us sketch the connections here; to go into any more depth would require too
much notation, but the avid reader should be able to draw the correct conclusion.
We assume below that all two-colored quantum numbers are invertible.
Dyer’s formula [5, (3.12)] deals with the decomposition of BvBw into indecompos-
ables. There are two cases. In the first case, ℓ(v) + ℓ(w) = ℓ(vw). Proposition 2.22
implies that placing JWv next to JWw will result in JWvw, except when the tail of v
overlaps with the “head” (i.e. maximal alternating initial subsequence) of w to pro-
duce a longer alternating subsequence of vw. What happens to the overlap in this
case is exactly what happens in the representation theory of sl2 when one takes the
tensor product of two irreducible modules; it is governed by the Clebsch-Gordan
formula. One can observe that Dyer’s sums C(w, i) are essentially a reformulation of
the Clebsch-Gordan formula. In the second case, ℓ(v) + ℓ(w) > ℓ(vw), because some
simple reflection s appears on the right of v and the left of w. In this case, a factor of
v + v−1 will appear in the middle, as in the decomposition BsBs ∼= Bs(1) ⊕ Bs(−1).
This feature of D has nothing to do with the multicolored Temperley-Lieb category,
dealing instead with the morphisms of non-zero degree in the Soergel category, but
it is amply discussed in other papers (e.g. [9]). Taking this into account, it is easy to
reduce to the first case.
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Dyer’s formula [5, (4.1)] computes the relative KL polynomial P yxw. Let us discuss
the case when y = 1, which gives the ordinary KL polynomial Px,w. We assume
that the reader is familiar with the light leaves basis for morphisms in D, and the
corresponding notation for subexpressions (see [9]). Let w be the unique reduced
expression for w. We say that a subexpression e of w contains a pitchfork if it contains
the configuration sts with s 6= t ∈ S, where t is U0 and the second s is either D1 or
D0. The corresponding light leaves map contains a pitchfork, as in [9, (5.17)]. This is
the morphism in D corresponding to a cap in the multicolored Temperley-Lieb cat-
egory, and thus will be killed by precomposition with the Jones-Wenzl idempotent.
We call a subexpression pitchfork-avoiding if it does not contain a pitchfork, and thus
its light leaves map survives precomposition with the Jones-Wenzl idempotent; a
standard localization argument shows that the pitchfork-avoiding light leaves maps
remain linearly independent after this precomposition. It remains to observe that
Dyer’s set Pw(1, x) is precisely the set of subexpressions e of w which express x, and
which are pitchfork-avoiding. Moreover, Dyer’s number ρw(e) is a computation of
the defect of the light leaves map (up to an overall renormalization). The defects of
these light leaves maps compute the diagrammatic character at x of the indecompos-
able Bw (see [9, Definition 6.23]), which agrees with the KL polynomial Px,w (up to
renormalization).
APPENDIX A. THE EXISTENCE OF JONES-WENZL PROJECTORS (BY BEN WEBSTER)
Consider the Temperley-Lieb category TL over Z[δ] for the parameter δ, and the
Temperley-Lieb algebra TLn = EndTL(n, n). Let I<n be the ideal in TLn spanned by
all morphisms which factor through the object k for k < n. Given a commutative ring
R, and a homomorphism Z[δ]→ R (that is, a choice of δ ∈ R), we call an idempotent
Jn ∈ TLn ⊗Z[δ] R a Jones-Wenzl projector if JnI<n = I<nJn = 0 and 1− Jn ∈ I<n.
Proposition A.1. For any δ ∈ R, there is at most one Jones-Wenzl projector.
Proof. Assume that Jn and J
′
n are two JW projectors. Then JnJ
′
n = Jn, since J
′
n ≡ 1
modulo I<n. Similarly, JnJ
′
n = J
′
n. Thus Jn = J
′
n. 
Thus we can speak of “the” Jones-Wenzl projector. The question we will wish to
consider is when this projector exists and when it does not. For example, in TL2,
one can easily check that the JW projector exists if and only if δ is a unit. For higher
ranks, the existence question is more subtle, but still easy to resolve. As noted earlier,
we can define unique polynomials in δ that are sent to the quantum integers [k] or
quantum binomial coefficients
[
n
k
]
under the specialization δ 7→ q + q−1.
Theorem A.2. The Jones-Wenzl projector exists overR if and only if the quantum binomial
coefficient
[
n
k
]
is invertible in R for all k < n.
Let us give an outline of the proof, which uses the representation theory of a
Z[q, q−1]-linear form U of the quantum group Uq(sl2), and of algebras U
′ obtained
from this form by base change. One proves that (after base change) TL describes the
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morphisms between tensor products of the standard representation V of U ′. For
instance, this describes the image of I<n ⊂ End(V
⊗n) as the sum of the images of all
maps from V ⊗k to V ⊗n, for k < n. A Jones-Wenzl projector exists if and only if there
is a decomposition of V ⊗n ∼= ker(I<n) ⊕ im(I<n), in which case Jn is the idempotent
projecting to ker(I<n).
The kernel ker(I<n) can be written as the image of a map W (n) → V
⊗n from the
Weyl module of highest weight n, and im(I<n) as the kernel of a map to the dual
Weyl module W ∗(n). Consequently, there is a Jones-Wenzl projector if and only if
the compositionW (n)→ V ⊗n →W ∗(n) is an isomorphism. By explicit computation,
this map is an isomorphism if and only if
[
n
k
]
is invertible in R for all k < n.
Unfortunately, while the literature does contain many of the results above when
q is generic or even a root of unity, it is harder to find statements which hold for
arbitrary commutative Z[q, q−1] algebras. The paper [4] of Du, Parshall, and Scott
studies Schur-Weyl duality in this generality, and contains proofs of many of the
desired statements. The identification of im(I<n) as the kernel of a map to the dual
Weyl moduleW ∗(n) does not seem to appear, however, and its proof requires some
development. Since the framework will be developed anyway, we give easier proofs
of some of the facts that could be quoted from [4] as well. The techniques should be
familiar to the experts. The final argument, that a Jones-Wenzl projector exists if and
only if the natural mapW (n)→W ∗(n) is an isomorphism, seems to be new.
We first justify passage to the base ring Z[q, q−1]. Let
R′ = R[q, q−1]/(δ − q − q−1).
Note that R injects in R′ as the fixed points of the bar involution sending q 7→ q−1
and fixingR. The Temperley-Lieb algebra TLn⊗Z[δ]R
′ has an induced bar involution
preserving the diagram basis whose fixed points are TLn ⊗
Z[δ] R. The uniqueness of
Jn guarantees that if it exists over R
′ then it is preserved by the bar involution, and
thus exists over R. Also,
[
n
k
]
is invertible in R if and only if it is invertible in R′.
Let U = Uq(sl2) be the algebra generated over A = Z[q, q
−1] by E(i), F (i), and K
under the usual relations. We make A a Z[δ]-algebra by setting δ = q+ q−1. Note that
a homomorphism Z[δ] → R induces a unique map A → R′ sending q → q. We let
U ′ = U ⊗A R
′, and for any U-module M which is free as an A-module, we writeM ′
forM ⊗A R
′.
Consider the standard representation on V = A2 via the matrices
E 7→
[
0 1
0 0
]
F 7→
[
0 0
1 0
]
K 7→
[
q 0
0 q−1
]
.
The algebra U is a Hopf algebra, with the coproduct
(A.1) ∆(E(m)) =
∑
r+p=m
qprE(r) ⊗ E(p)Kr ∆(F (m)) =
∑
r+p=m
q−prK−pF (r) ⊗ F (p).
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Thus, there is an induced U-module structure onM ⊗A N for any U-modulesM,N ,
and similarly for the base change to any A-algebra. In particular, we can also con-
sider the tensor power V ⊗n (tensor product over A), and its base change (V ⊗n)′.
Let W (k) be the Weyl module over A, that is, the free A-module spanned by a
highest weight vector vk of weight k, and its images under divided powers F
(i)vk for
0 ≤ i ≤ k, with F (k+1)vk = 0. The algebra U acts via
E(j)F (i)vk =
[
k − i+ j
j
]
F (i−j)vk F
(j)F (i)vk =
[
j + i
j
]
F (i+j)vk.
There is a duality on U modules which are free of finite rank over A by considering
the action onM∗ := HomA(M,A) induced by the antipode. We letW
∗(k) be the dual
Weyl module; this is spanned by the dual basis {wk−2p} for 0 ≤ p ≤ k to the basis
{F (p)vk}.
Note that W (k) is also the quotient of U by the left ideal generated by E(m) for
m > 0, by F (p) for p > k, and byK − qk. Thus, the following lemma is obvious.
Lemma A.3. The Weyl module W (k) has the universal property that HomU(W (k),M) is
canonically isomorphic to the set of vectors in the module M of weight k killed by E(m) for
m > 0 and F (p) for p > k. Dually, the module W ∗(k) also has a universal property in
the category of U-modules with underlying A-module free; HomU(M,W (k)
∗) is canonically
isomorphic to space of A-homomorphismsM → A of weight k killed by Em for m > 0 and
F (p) for p > k.
The following lemma is standard (for example, see [4, Proposition 5.4–5]):
Lemma A.4. For all k, l ≥ 0, we have
HomU ′(W (k)
′,W ∗(l)′) =
{
R′ k = l
0 k 6= l
.
Ext1U ′(W (k)
′,W ∗(l)′) = 0.
Definition A.5. We say that a U ′-moduleM ′ isWeyl filtered if it possesses a filtration
L0 = 0 ⊂ L1 ⊂ L2 ⊂ · · · ⊂ Lr = M
′ with Lj/Lj−1 ∼= W (pj)
′. We say that M ′ is dual
Weyl filtered if it possesses such a filtration with Lj/Lj−1 ∼= W
∗(qj)
′. We say it is tilting
if is both Weyl filtered and dual Weyl filtered.
Note that these properties are preserved under base change, by the freeness of
W (k) over A.
Lemma A.6. The module V ⊗n is tilting. So is (V ⊗n)′.
Proof. First, note that V ⊗n is self-dual, since V is as well. Thus, it suffices to show that
V ⊗n has a Weyl filtration, or more generally that if N has a Weyl filtration, N ⊗ V
does as well.
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To see this, it suffices to show that for any Weyl module W (k), we have a short
exact sequence
0→W (k + 1)→ W (k)⊗ V → W (k − 1)→ 0.
Since V = W (1), we denote its highest weight vector by v1. The inclusionW (k+1) →֒
W (k)⊗ V sends
F (i)vk+1 7→ F
(i)(vk ⊗ v1) = F
(i)vk ⊗ v1 + q
−k+i−1F (i−1)vk ⊗ Fv1.
The quotient module Q has a basis as a free A-module given by the images of the
vectors F (p)vk ⊗ Fv1 for p = 0, . . . , k − 1. Since Q is generated by the highest weight
vector vk ⊗ Fv1, there is a map W (k − 1) → Q, which is a surjective map between
free A-modules of rank k and thus an isomorphism.
The proof for (V ⊗n)′ is identical. 
In particular, the multiplicities of (dual) Weyl modules in the (dual) Weyl filtration
on V ⊗n agree with the multiplicities in the semisimple case (i.e. with base ring R′ =
Q(q)). For another proof of this lemma, see [4, Proposition 5.4].
We can define a functor ρ : TL → U -mod which sends n 7→ V ⊗n. This functor will
be monoidal, so we need only specify the image of the cup ι : A → T2 and the cap
ǫ : T2 → A. These are given by the unique homomorphisms such that
(A.2) ι(1) = q−1Fv1 ⊗ v1 − v1 ⊗ Fv1 ǫ(−Fv1 ⊗ v1) = ǫ(q
−1v1 ⊗ Fv1) = 1.
The existence of this functor is a standard result due (in different form) to Temperley
and Lieb’s original paper [24]. Obviously, we can extend scalars to obtain a functor
ρ′ : TL ⊗
Z[δ] R
′ → U ′ -mod.
Lemma A.7. The functor ρ′ is fully faithful.
This lemma can be compared to [4, Theorem 6.2].
Proof. Using duality, it suffices to prove that the induced map from HomTL(0, n) →
HomU ′(R
′, (V ⊗n)′) is an isomorphism. By localization and Nakayama’s lemma, it
suffices to prove this isomorphism after base change to any field k.The dimension of
HomU ′(R
′, (V ⊗n)′) can be computed using Lemma A.4, and it agrees with the dimen-
sion of HomTL(0, n); it is the nth Catalan number. Thus, it suffices to show that ρ⊗ k
is injective, that is, that the vectors vC attached to different crossingless matchings C
by (A.2) are linearly independent.
For a fixed C, we let ǫ1, · · · , ǫn be the sequence of n elements of {1, 0} where we
put a 1 over the left end of a cup and 0 over the right end (so we have (1, 1, 0, 0)
for two nested cups, and (1, 0, 1, 0) for unnested). We have vC = q
−nF ǫ1v1 ⊗ · · · ⊗
F ǫnv1 + · · · where the other terms correspond to words in {1, 0} which are smaller
in lexicographic order. This shows that no multiple avC be written in terms of vC′
for C ′ < C in lexicographic order. Thus, by upper-triangularity, the vectors vC are
linearly independent. This completes the proof. 
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Given a U module M , letMp denote its p-th weight space. LetM [< n] denote the
maximal submodule whose weight spaces for p ≥ n are zero.
Proposition A.8. Assume thatM is a U module with a dual Weyl filtration. Then the sum
of the images of all maps V ⊗k → M for k < n is precisely M [< n]. Furthermore, if N
is Weyl filtered, then any map N → M [< n] is a sum of maps factoring through V ⊗k for
k < n. The same result holds for U ′ modules.
Proof. We prove the result for U ; the proof for U ′ is identical. Assume X is a sub-
module of M with all weight spaces for p ≥ k trivial. We wish to show that X is in
the sum of the images of maps V ⊗k → M for k < n. Let Y be a submodule with a
dual Weyl filtration L0 = 0 ⊂ L1 ⊂ L2 ⊂ · · · ⊂ Lr = Y satisfying X ⊂ Y ⊂ M . As
before, we set Li/Li−1 = W
∗(qi). We choose Y so as to minimize the length r, and
prove the result by induction on r.
Let p be the maximal weight of Y . LetQ be any quotient of the A-module Yp which
is free as an A-module. By the universal property, we have a map Y → Q⊠A W
∗(p).
The intersections of Yp with Li form a filtration of Yp with free subquotients. Let Ki
be the kernel of the map qi : Y → (Yp/Yp ∩ Li−1) ⊠A W
∗(p). We claim that Ki is dual
Weyl filtered, and has shorter length than Y . After all, Lj ⊂ Ki unless qj = p, and
when qj = p, Lj ⊂ Ki precisely when j < i. Moreover, Li ∩ Ki = Li−1 ∩ Ki. So we
have
(Lj ∩Ki)/(Lj−1 ∩Ki) ∼=
{
Lj/Lj−1 qj 6= p or j < i
0 else.
Thus Lj ∩Ki is a dual Weyl filtration of Ki.
Suppose that p ≥ n. Then the induced map X → Yp ⊠A W
∗(p) is zero, so X ⊂ Kr.
This contradicts the minimality of Y , so we can assume p < n.
Let q denote the map Y → Yp ⊠A W
∗(p), and let K be its kernel. Then K has a
dual Weyl filtration, and has maximal weight < p. Let πY denote the surjective map
π : Yp⊠A V
⊗p → Yp ⊠AW
∗(p). By Lemma A.4, Ext1(Yp ⊠A V
⊗p, K) = 0. Thus, we can
lift πY to a map π˜Y : Yp ⊠A V
⊗p → Y . The image of π˜Y together with K spans Y . By
induction, K is spanned by the images of maps from V ⊗k with k < p < n. Thus, we
have proved that the images of maps from V ⊗k for k < n spanM [< n].
Now let ϕ : N → M [< n] be a map from a Weyl filtered module. Let p be the
maximal weight space in N on which this map is non-zero; the image of our map
lies in M [≤ p]. We will prove the result by induction on p. Consider the projection
q : M [≤ p]→M [≤ p]p ⊠A W
∗(p). As above, we also have a map
πM [≤p] : M [≤ p]p ⊠A V
⊗p →M [≤ p]p ⊠A W
∗(p),
and the same Ext-vanishing argument shows that we can define a lift π˜M [≤p] : M [≤
p]p ⊠A V
⊗p →M [≤ p] such that π = q ◦ π˜ as shown in (A.3) below.
The composition q ◦ ϕ is a map from a Weyl filtered module toM [≤ p]p ⊠A W (p)
∗.
Note that the kernel J of the map π is also dual Weyl filtered so Ext1(N, J) = 0.
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Thus, the map q ◦ ϕ can be lifted to a map η : N → M [≤ p]p ⊠A V
⊗p which satisfies
q ◦ ϕ = π ◦ η.
(A.3)
N M [≤ p]p ⊠A V
⊗p
M [≤ p] M [≤ p]p ⊠A W
∗(p)
ϕ
η
π
q
π˜
Thus, the map ϕ′ = ϕ− π ◦ η lands inM [< p]. By induction, ϕ′ is a sum of maps that
factor through V ⊗k for k < p, so this completes the proof. 
Note that the ideal I<n is precisely the set of maps V
⊗n → V ⊗n which factors
through V ⊗k for k < n. Thus, applied to V ⊗n, this shows that the image of I<n is
precisely V ⊗n[< n].
Proof of Theorem A.2. If the Jones-Wenzl projector Jn exists, then we can consider its
action on T = (V ⊗n)′. The idempotent 1−Jn acts as the identity on T [< n], and since
it lies in I<n, its image is also contained in T [< n]. Thus, 1−Jn is projection to T [< n].
Let X denote its complement, the image of Jn. Since there is a short exact sequence
0→ T [< n]→ T →W ∗(n)′ → 0,
we have that X ∼= W ∗(n)′. On the other hand, since Jn acts by the identity on the n-
weight space, the induced mapW (n)′ → X must be an isomorphism as well. Thus,
the natural mapW (n)′ → T →W ∗(n)′ must be an isomorphism.
Under this map F (k)vn is sent to the map
F (k)wn = wn ◦ (−1)
kqk(k−1)/2K−kE(k) : W (n)′ → R′,
since S(F (k)) = −qk(k−1)/2K−kE(k). Calculating, this is given by
(−1)kqk(k−1)/2−nk
[
n
k
]
wn−2k.
This spans the n−2k weight space (and thus the map is an isomorphism) if and only
if
[
n
k
]
is a unit in R′.
On the other hand, assume that
[
n
k
]
is always a unit. In this case, the induced
map W (n)′ → T → W ∗(n)′ is an isomorphism by the same calculation. Thus, the
image ofW (n)′ is a complementary submodule to T [< n] inside T . The projection to
T [< n] must be in the ideal I<n, so the complementary projection to W (n)
′ must be
the image of a Jones-Wenzl projector under ρ′. Thus Jn must exist. 
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