Inverse scattering is considered one of the most robust and accurate ultrasonic tomography methods. Most inverse scattering formulations neglect density changes in order to reconstruct sound speed and acoustic attenuation. Some studies available in literature suggest that density distributions can also be recovered using inverse scattering formulations. Two classes of algorithms have been identified. ͑1͒ The separation of sound speed and density contributions from reconstructions using constant density inverse scattering algorithms at multiple frequencies. ͑2͒ The inversion of the full wave equation including density changes. In this work, the performance of a representative algorithm for each class has been studied for the reconstruction of circular cylinders: the dual frequency distorted Born iterative method ͑DF-DBIM͒ and the T-matrix formulation. Root mean square error values lower than 30% were obtained with both algorithms when reconstructing cylinders up to eight wavelengths in diameter with moderate density changes. However, in order to provide accurate reconstructions the DF-DBIM and T-matrix method required very high signal-to-noise ratios and significantly large bandwidths, respectively. These limitations are discussed in the context of practical experimental implementations.
I. INTRODUCTION
Ultrasonic computerized tomography ͑UCT͒ is an imaging modality used to reconstruct quantitative images of acoustic properties and has been studied since the 1970s. Initial attempts were performed using ray propagation algorithms to form images of attenuation ␣ ͑Ref. 1͒ and speed of sound c ͑Ref. 2͒. These algorithms can only correct for refraction and their spatial resolution is limited by diffraction effects. Diffraction tomography was developed in the 1980s as a means to compensate for diffraction effects by linearizing the wave equation using either the Born or Rytov approximations, but this approach provides erroneous solutions even for low contrast between the acoustic properties of the background and the scattering object. 3 Traditionally, inverse scattering algorithms in the frequency domain based on Newton-type approaches such as the distorted Born iterative method ͑DBIM͒ 4,5 attempt to solve for the full wave equation assuming no changes in density . Under this assumption, these algorithms allow the reconstruction of c and ␣. Newton-type inverse scattering algorithms are not limited by diffraction effects, and convergence for large contrast objects can be obtained by properly using multiple frequency data. 6 However, experimental evidence is available in literature suggesting that relative changes in tissues may be comparable in magnitude to relative c changes. 7, 8 The effects of variable density in the reconstruction of sound speed were observed to result in overshoots of sound speed estimates at the edges of objects where density underwent abrupt changes. 9 Sharper changes in density were found to lead to larger artifacts in reconstructed images of sound speed. Currently, UCT has been proposed for the early detection and diagnosis of breast cancer. Clinical trials indicate that ␣ reconstructions may be more important than c reconstructions for differentiating benign from malignant lesions. 10 Determining density distributions may provide additional information or contrast for cancer detection. Quantitative ultrasound techniques based on the backscatter ͑QUBS͒ may also benefit from the determination of density distributions. 11 QUBS consists of estimating properties of tissue microstructure based on backscattered pressure measurements and scattering models. Under weak scattering assumptions, the backscattered power spectrum can be related to the three-dimensional spatial autocorrelation function of the acoustic impedance, Z = c, of the underlying tissue microstructure. 12 Therefore, using variable density UCT in conjunction with c reconstructions at high frequencies could in theory be useful for QUBS by providing threedimensional impedance maps of tissues. The number of UCT studies that consider variable density is limited. Variable density UCT was introduced in the context of single scattering formulations using bistatic scanning configurations with infinite bandwidth transducers. using constant density inverse scattering algorithms at multiple frequencies 18, 19 and ͑2͒ the inversion of the full wave equation including density changes. [20] [21] [22] All of these works claim that UCT can also be used to obtain quantitative images of density distributions.
The goal of the present work is to analyze through simulations the performance of the two classes of variable density inverse scattering algorithms when reconstructing circular cylinders. The effects of scatterer size, density and speed of sound contrast values, and noise are considered. The root mean square error ͑RMSE͒ of the reconstructed profiles is used as a quality metric when assessing the accuracy of both approaches. As a result of this work, the fundamental limitations of variable density inverse scattering methods will be better understood and presented in a more comprehensive manner.
The remainder of this paper is organized as follows. Section II reviews the effects of changes in density in the pressure field scattered by a circular cylinder. The performances of the first and the second class of algorithms are analyzed in Sec. III ͓dual frequency DBIM ͑DF-DBIM͒ approach͔ and Sec. IV ͑T-matrix approach͒, respectively. Finally, Sec. V discusses the results obtained in this work.
II. EFFECTS OF DENSITY IN THE PRESSURE FIELD SCATTERED BY A CIRCULAR CYLINDER
The analytic solution for the scattering of a cylindrical wave by a circular cylinder is well documented in literature, 23 which allows the generation of exact data for all methods tested in the present work. Consider the case of a cylinder of radius a, density , compressibility , speed of sound c, wave number k, and acoustic impedance Z embedded in a homogeneous background. Throughout the present work, for a given acoustical property X, the relative X r and contrast ⌬X values are defined as X r = X / X 0 and ⌬X = X r −1, respectively, where X 0 is the value of the property in the background. The pressure scattered by the cylinder when a line source is located at x = R can be written as
where r and are the cylindrical coordinates of the observation point, A 0 = 1 and A m =2, m Ͼ 0, and H m ͑1͒ ͑·͒ is the mth order Hankel function of the first kind. The scattering coefficient R m ͑·͒ can be calculated as
where J m ͑·͒ is the mth order Bessel function and the Ј symbol represents derivative with respect to the total argument. In the Rayleigh limit ͑ӷa͒ the scattered pressure in the far field can be approximated as
͑3͒
The first term in the brackets in Eq. ͑3͒ represents monopole scattering with dependence on and the second term represents dipole scattering with dependence on .
The effects of density variations on the scattering patterns of circular cylinders with three different radii are shown in Fig. 1 . The cylinders had radii / 4, , and 4 with a fixed speed of sound contrast ⌬c = 2%. Three cases were evaluated per cylinder size: r =1 ͑no changes in density͒, r =1/ c r ͑equal changes in compressibility and density͒, and r =1/ c r 2 ͑no changes in compressibility͒. The pressure fields for each case are shown in Fig. 1 . The RMSEs between the r = 1 and r =1/ c r cases were 1.86%, 7.77%, and 31.46% for a =4, , and / 4, respectively. Similarly, the RMSEs between the r = 1 and r =1/ c r 2 cases were 3.72%, 15.58%, and 62.93%, respectively. These results illustrate the fact that unless a Ӷ, the scattered field will be fairly insensitive in the mean square sense to changes in density for low contrast scatterers when ⌬ is not much larger than ⌬c.
III. VARIABLE DENSITY AND THE DBIM
The first class of algorithms for density reconstruction is based on the separation of c and contributions from reconstructed profiles obtained using constant density inversion algorithms at two frequencies. This approach is analogous to the one presented in Refs. 15 and 16 for the diffraction tomography case and was proposed in Ref. 18 using the alternating variable algorithm. 24 Preliminary but limited results using Newton-type methods can be found in Ref. 19 . The DBIM, 4 one of the most well-studied constant density inverse scattering methods, will be used for the remainder of this section. 
A. The distorted Born iterative method
The details of DBIM are presented here for completeness. The wave propagation in an inhomogeneous medium is described by 25 ͑r͒
where p͑r͒ is the acoustical pressure and inc ͑r͒ is the acoustic source. By applying the change of variables p͑r͒ = f͑r͒ 1/2 ͑r͒, 26, 27 Eq. ͑4͒ can be rewritten as
can be expressed in the integral form
where e s ͑r͒ is the incident field caused by a source located at r s , s =0,1, ... ,N s , and G 0 ͑r , rЈ͒ = ͑i / 4͒H 0 ͑1͒ ͑k 0 ͉r − rЈ͉͒ is the Green's function in cylindrical coordinates. The object function O is given by
can be discretized using the method of moments ͑MoMs͒ and written in matrix form, both for the pressure field inside the computational domain p and the scattered field outside the computational domain p sc , as
where D is a matrix with the Green's coefficients from each pixel to the receivers, C is a matrix with the Green's coefficients among all the pixels, and D is an operator that transforms a vector into a diagonal matrix. In order to reconstruct the object function from the scattered field data, an iterative algorithm is used. A trial Ō ͑0͒ is chosen for which the corresponding scattered field is calculated. Next, the object function is updated as Ō ͑n+1͒ = Ō ͑n͒ + ⌬Ō ͑n͒ , where ⌬Ō ͑n͒ is given by the regularized optimization problem
where ⌬p sc contains the difference between the predicted and measured scattered fields and ␥ is the regularization parameter. The Frechet derivative matrix F ͑n͒ is composed of N s stacked matrices F s of the form
The iterative process is repeated until the residual error ͑RRE͒, given by RRE= ʈ⌬p sc ʈ 2 / ʈp sc ʈ 2 , falls within a desired termination tolerance. The regularization parameter was chosen using an extension of the approach presented in Ref. 9 ,
where 0 2 is the square of the dominant singular value of F ͑n͒ calculated using the Rayleigh quotient iteration. The DBIM diverges when the magnitude of the excess phase ⌬ accumulated by the acoustic wave when traveling through the scatterer approaches . 24 For a homogeneous circular cylinder, ⌬ can be estimated as
This adimensional quantity will be used for the remainder of this work to report the c r values for different cylinders.
B. The DF-DBIM approach
From Eq. ͑5͒, a linear combination of the reconstructions O i at frequencies i , i =1,2, ... ,N f , allows the separation of c and contributions. Specifically,
where F = 1/2 ͑rٌ͒ 2 −1/2 ͑r͒. The simplest approach, the DF-DBIM, is to use N f = 2 because for a fixed spatial resolution ͑dictated by the maximum frequency f 0 used͒ only one parameter ͑the lowest frequency f min used͒ has to be chosen. To obtain profiles using DF-DBIM, the differential equation
has to be solved, where u͑r͒ = ͑ r −1/2 ͑r͒ −1͒. Equation ͑15͒ was solved by converting it to a matrix equation, with ٌ 2 implemented using a finite difference template.
The effect of some parameters in the quality of reconstructions is shown in Fig. 2 . The minimum frequency f min was varied between 0.9f 0 and 0.1f 0 , the DBIM termination tolerance was set to 0.1%, and cylinders with radii of 0 , 2 0 , and 4 0 were reconstructed, where 0 = c 0 / f 0 . Both the dependence on the value of r compared to c r ͑fixed ⌬ = 0.9 and r values of 1 / c r , 1/ c r 2 , and 1 / c r 4 ͒ and ⌬ ͑fixed r =1/ c r and ⌬ values of −0.9, 0.45, and −0.45͒ were studied. For illustration, profiles corresponding to ⌬ = 0.9 and r =1/ c r are shown in Fig. 3 . Larger density changes required the use of lower f min values for optimum accuracy at the cost of reduced spatial resolution. In general, larger cylinder radii resulted in more unstable reconstructions when f 0 and f min were relatively close. Therefore, the optimum f min value depends on the actual imaging target, but results suggest that reliable results can only be obtained when f min is small compared to f 0 .
The effect of the DBIM termination tolerance was also studied. Figure 4 shows the RMSE curves when reconstructing an a =2 0 , r =1/ c r , and ⌬ = 0.9 cylinder using tolerances of 0.1%, 1%, and 2%. The RMSE curves behave smoothly when the DBIM tolerance is low ͑0.1%͒ but degrade significantly as the tolerance increases unless f min Ӷ f 0 . This behavior has a direct impact in practical imaging scenarios because DBIM has to be truncated when the RRE falls below the noise floor to avoid divergence. 4 It should be emphasized that the RMSE curves are not shown with the intention of identifying an optimum f min value. In fact, the results from Fig. 2 suggest that several choices of f min provide solutions with very similar RMSE values. All cases explored, including imaging target and termination tolerance variations, point to using low auxiliary frequencies ͑less than 0.5f 0 ͒ which limits the spatial resolution of the algorithm. Regardless, the large sensitivity to termination tolerance makes the results provided by DF-DBIM unreliable and therefore alternatives to stabilizing this algorithm need to be studied.
C. DF-DBIM and total variation regularization
Regularization can be used to stabilize the separation of speed of sound and density profiles. One common approach is the generalized Tikhonov regularization, which consists of solving the optimization problem
where ū is a vector representation of u͑r͒, F is a vector with the values of F ͑r͒, Ḡ = ͑L − D͑F ͒͒, L is the Laplacian matrix, and ␤ is a small positive constant ͑␤ =10 −10
͒ introduced to avoid gradient singularities. The solution û of Eq. ͑16͒ is given by
In particular, total variation ͑TV͒ regularization ͑k = 1 and L equal to the gradient operator͒ 29 was explored. For each value of f min several ␥ values were used and the optimum reconstruction was selected based on RMSE minimization. It should be emphasized that in real applications the selection of ␥ becomes an important issue because the ideal object function is not available.
It was found through simulations that even though TV was able to improve on the reconstructions of single cylinders with termination tolerances below 2%, either slightly larger tolerances or more complicated scatterer geometries resulted in eventual divergence due to the inherent sensitivity of DF-DBIM to the termination tolerance. This is illustrated in Fig. 5 for the reconstruction of a concentric cylinder phantom, for which the analytic scattering solution is available. 9 The radii and ⌬c of the inner and outer cylinders were 0 and −10% and 2 0 and −5%, respectively. In both cylinders, r =1/ c r . The termination tolerance was set to 5%, higher than in previous examples.
Even though TV regularization improved upon the nonregularized inversion as reported in Fig. 5 , the performance was still unsatisfactory as evidenced by the large RMSEs ͑larger than 40% for all cases͒. A sample reconstruction using DF-DBIM is shown in Fig. 5͑b͒ using f min = 0.4f 0 . When regularization is not used, spurious slopes appeared in ideally homogeneous regions, which is the cause of the large RMSE. TV regularization helps in reducing these artifacts and improving the RMSE, but the reconstruction error is still fairly large. When using very low frequencies ͑f min = 0.2f 0 ͒, the effect of TV regularization was negligible and the optimum reconstruction was similar to the one obtained with no regularization. Therefore, TV is an aid but not a complete solution to the DF-DBIM robustness problem, and further algorithmic developments are required to reduce the sensitivity of DF-DBIM prior to applying TV regularization.
IV. T-MATRIX APPROACH FOR DENSITY IMAGING
The second class of algorithms consists of directly inverting the full wave equation including changes in . Implementations include the use of MoM formulations, 20 T-matrix approaches, 21 and contrast source inversion methods. 22, 30 The work in Ref. 30 only deals with the case of constant .
Of the other approaches, the T-matrix method in Ref. 21 was chosen as representative for this class of algorithms because it is the only work, to the authors' knowledge, that went as far as providing experimental reconstructions.
A. Theoretical background
The details of the T-matrix algorithm are presented in Ref. 21 . The computational domain is divided in N homoge- neous subscatterers distributed on a rectangular grid of pixel size h. The total acoustic field produced at some point r p in space is given by
where r s is the location of the source, r m is the location of the mth subscatterer, ͑r͒ is a vector of cylindrical harmonics, and f s and ā m are vectors containing the amplitudes of the cylindrical harmonic fields generated by the source and the mth subscatterer, respectively.
The equation above can be rewritten using the jth subscatterer as the origin for all the cylindrical harmonics using the addition theorem of Bessel functions 31 as
where ͓ ͑r͔͒ k = J k ͑k 0 r͒e il and, for line sources, ͓ē js ͔ k = H k ͑1͒ ϫ͑k 0 ͉r sj ͉͒e −ik sj . If h Ӷ, the harmonics l =0,1,−1 are sufficient to characterize the scattering process. The vector of equivalent induced sources ā s when the transmitter is at the position r s is approximated as
where Ā is a matrix containing the ͓␣ jm ͔ kl coefficients, D͑R ͒ is a diagonal matrix with the reflection coefficients given by
Eq. ͑2͒ using a pixel radius a = h / ͱ for the harmonics k =0,1,−1, and ē s is a vector whose elements are given ē js . If the total pressure ē ts at the scatterer is defined such that ā s = D͑R ͒ · ē ts , then from Eq. ͑20͒,
The T-matrix formulation can be inverted using the same iterative process used in the DBIM. The object function vector is here defined as O = ͓͕R ͖ k=0 ; ͕R ͖ k=1 ͔ because R 1 ͑ , ͒ = R −1 ͑ , ͒. By analogy with Eq. ͑11͒, the Frechet derivative matrix blocks F s are given by
B. Convergence of the T-matrix algorithm using single frequency data
The T-matrix approach was used to reconstruct and profiles of homogeneous circular cylinders with radius 2 and ⌬ = 0.9. Four cases were considered: r =1, r =1/ c r , r =1/ c r 2 , and r =1/ c r 4 . The results are shown in Fig. 6 . It can be observed that the mean reconstructed density value m did not significantly change among all cases despite the fact that the true values changed over a large range. This is due to the fact that the scatterer was not small compared to the wavelength and therefore the scattered field was mainly dominated by the changes in c, which was held constant for all simulations. For all simulations c was the only parameter reconstructed with good numerical accuracy.
Given that the mean reconstructed compressibility m and density m converge in the mean to the same values, it is of interest to analyze the characteristics of the expected reconstructed profiles for and . If the c contrast dominates the scattering, c r will be properly reconstructed and all candidate solutions should satisfy r r =1/ c r 2 . For homogeneous objects, the candidate object function can be represented by the 2 ϫ 1 vector Q ͑ r , r ͒ = ͓R 0 ͑ r , r ͒ , R 1 ͑ r , r ͔͒. Given that the algorithm solves for the object function in the least squares sense, the quantities and defined as , = arg min r , r ͕ʈÔ ʈ 2 ͖ subject to r r = 1 c r
2

͑24͒
are an approximation of the minimum norm solution of the inversion problem, and therefore it is expected that m and m should correlate with these quantities when using an allzero initial guess.
Several simulations were performed in order to study the behavior of the pairs ͑ m , m ͒ and ͑ , ͒ using cylinders of radii 2 0 and 4 0 as imaging targets. The speed of sound contrast for each cylinder size was changed so that the excess phase ⌬ ranged between −0.9 and 0.9. The point ⌬ = 0 was excluded because it would imply c r = 1, and therefore density changes only govern the scattering process. The m and m values were calculated from tomographic reconstructions using scattered data corresponding to r =1/ c r ͑2 0 radii cylinders͒ and r =1/ c r 2 ͑4 0 radii cylinders͒. The and values for each case were estimated using an exhaustive search in the interval r ͓0.8, 1.2͔. The results are shown in Fig. 7 . The mean error between the reconstructed mean density contrast m and the corresponding minimum norm solution was only 4.1% for the 2 0 cylinders and 3.9% for the 4 0 cylinders, which indicates a high correlation between the two quantities.
C. Convergence of the T-matrix algorithm using multiple frequency data
As observed in Sec. II, the dependence of the scattered field on density changes becomes more significant for low frequencies. Therefore, the use of multiple frequencies may improve the convergence of the T-matrix approach, which has been briefly explored in Ref. 21 . The multiple frequency data were processed using the frequency hopping approach, 6 i.e., the sequential use of progressively larger frequencies to refine the inverse scattering reconstructions. The frequency hopping profiles were obtained using all frequencies f =2 −m f 0 , m = M −1, M − 2 , . . . , 0, where M and f 0 are the number of frequencies and the maximum frequency used in the reconstructions, respectively.
First, a set of simulations was performed to reconstruct cylinders of radii 0 , 2 0 , and 4 0 . For all simulations, ⌬ = 0.9 and r = r . The reconstructions were obtained using minimum frequencies f min ranging between f 0 / 2 and f 0 / 64. The reconstructed density profiles are shown in Fig. 8 . The RMSE in the reconstructions initially decreases with decreasing f min . However, at some point the improvement stops and the RMSE starts to increase slowly. For the analyzed cases, the best reconstructions in terms of the RMSE occurred when f min = ͑ 0 / 8a͒f 0 was used.
The trend observed in the cases analyzed in Fig. 8 indicates that the ability of the T-matrix approach using fre- quency hopping works only if the cylinder radius is small compared to the maximum used. In order to verify that such a trend indeed exists, the behavior of the RMSE in the reconstructed ⌬ using the same simulation sets as in Sec. III B was studied. The results are presented in Fig. 9 . For all cases, the scatterer size was the main factor that affected the reconstruction quality.
V. DISCUSSION
The results from Secs. III and IV suggest that both the DF-DBIM and T-matrix algorithms were able to generate density images with RMSE values lower than 30% when reconstructing cylinders up to eight wavelengths in diameter with moderate density changes, provided that certain requirements related to the imaging apparatus ͓i.e., signal-to-noise ratio ͑SNR͒ and bandwidth͔ were met. These requirements and their implications for the experimental implementations of these algorithms are discussed below.
A. DF-DBIM approach
The DF-DBIM approach is severely affected by inaccuracies of reconstructions performed at any one frequency. Even in the absence of noise, the denominator of Eq. ͑14͒ is very small when f 0 and f min are too close to each other and therefore numerical errors are amplified. On the other hand, when f 0 ӷ f min , density reconstructions will suffer from spatial resolution degradation because of the limited spectral support of the far-field measurements. 32 Simulation results suggest that the performance of DF-DBIM depends on properties of the imaging target that are not known a priori, i.e., r . However, the main drawback of the technique is its sensitivity to the termination tolerance of the single frequency DBIM reconstructions. Even for low termination tolerances ͑1%-2%͒, the RMSE curves become highly irregular, as shown in Fig. 2 . This further complicates the selection of an appropriate f min , especially for real applications in which the SNR dictates the minimum tolerance that can be used in the reconstructions. The limited results presented here suggest that reconstructions using very low f min values are less sensitive to changes in the termination tolerance.
TV regularization was also briefly explored as a means to improve the performance of the DF-DBIM approach. TV may help improve the reconstruction error, but even with the use of TV, DF-DBIM was plagued by its large sensitivity to the DBIM termination tolerance. Further algorithmic developments may be tested to ameliorate the performance of this approach given its potential to obtain density information using relatively small bandwidths ͑less than an order of magnitude͒ which may readily be obtainable with current transducer technology.
B. T-matrix approach
The T-matrix approach fails to converge when the scatterer size a is of moderate size compared to because the scattering pattern is dominated in the mean square sense by c variations rather than the actual values of and , as illustrated in Fig. 1 . As a becomes smaller than , scattering theory predicts that the scattered pressure pattern becomes more sensitive to the actual values of and . This explains why the use of frequency hopping with minimum frequencies such that ka Ϸ 1 resulted in accurate reconstructions. However, using even lower frequencies did not help improve the accuracy of the inversions. This is expected from the results of Sec. II because when ka Ӷ 1, the scattered pressure pattern reaches the asymptotic Rayleigh regime given by Eq. ͑3͒ and no further information is obtained.
For a homogeneous cylinder of radius a, divergence in c can be avoided by the use of frequencies low enough such that
. ͑25͒
Density imaging using the T-matrix approach diverges due to a different mechanism, namely, the weak dependence of the scattering pattern on for large ka values. The convergence condition can be approximated as ka Ͻ 1. Therefore, for all practical biomedical imaging applications the condition for T-matrix convergence in and is more restrictive than the one for DBIM convergence in c. Convergence in the reconstruction in c r when using the T-matrix approach is obtained regardless of the divergence of and , as long as the condition in Eq. ͑25͒ is satisfied. These results have a profound impact on the feasibility of the use of the T-matrix approach. Even for imaging targets as small as four wavelengths in size ͑a =2 0 ͒ a frequency jump larger than an order of magnitude is needed in order to obtain good numerical accuracy. This requirement becomes more restrictive with increasing target size and severely limits experimental implementations of the algorithm.
Quadratic regularization, which was used in the present work to stabilize the T-matrix inversions, is commonly chosen because of simplicity but not because of optimality. Some studies 22, 30 suggest that improved results in terms of spatial resolution in variable density inverse scattering can be obtained by using TV regularization. This approach has also been used in constant density inverse scattering problems. 33 However, it remains to be studied if the T-matrix bandwidth requirement can be reduced when using this approach.
C. Effects of noise
Additive noise is another practical consideration that has an effect on the quality of the reconstructions. In order to provide a preliminary evaluation of the effects of noise, a cylinder with radius 2 0 and r =1/ c r was reconstructed using both the DF-DBIM and T-matrix approaches. The minimum frequencies f min were chosen using values that provided good reconstructions in Secs. III and IV of the present work: f min = 0.3f 0 and f min = f 0 / 16 for the DF-DBIM and T-matrix approaches, respectively. The SNRs were set to 40 dB ͑1% noise͒, 34 dB ͑2% noise͒, and 26 dB ͑5% noise͒. All the reconstructions were stopped when the RRE dropped below the noise level. Twenty-four simulations were conducted for each setting with different zero-mean, Gaussian noise realizations. The mean and standard deviation of the reconstruction RMSEs are shown in Fig. 10 .
The small variation in both the mean and variance of the RMSEs as a function of the noise level for the T-matrix approach suggests that the technique is reasonably robust to noise. The mean RMSEs for the DF-DBIM case are very close to the ones obtained in Sec. III B, which suggests that the RMSEs are mainly biased by the termination tolerance. The variance induced by the noise itself was not too large compared to the mean RMSE values, although it was larger than the one for the T-matrix reconstructions especially for smaller SNR values. Based on diffraction tomography studies 15 it could be expected that DF-DBIM is a noise sensitive technique. However, in the present case f 0 is large compared to f min which keeps the noise from being significantly amplified. In addition, the DBIM profiles were obtained using a regularized algorithm that efficiently reduces reconstruction fluctuations due to noise in the measurements.
VI. CONCLUSIONS
The present work presents several contributions to the field of inverse scattering. The most important contribution is the joint performance analysis of two inverse scattering algorithms ͑DF-DBIM and T-matrix͒ designed to reconstruct density profiles. The performances of both approaches were studied under different conditions considering the effects of the cylinder size relative to the acoustic wavelength, density contrast, and speed of sound contrast.
Second, this work suggests that the performance of the DF-DBIM algorithm is severely affected by the termination tolerance of the single frequency DBIM reconstructions. The use of TV regularization improved the performance of DF-DBIM but was not enough to guarantee convergence to a proper solution for moderate termination tolerances. Further improvements may be studied in order to increase the robustness of this algorithm.
Third, this work indicated that the single frequency T-matrix algorithm only provides accurate reconstructions of speed of sound, as long as speed of sound dominates scattering over density contributions. This condition is met for targets of moderate to large sizes ͑ka Ͼ 1͒ even when density and speed of sound contrasts are comparable. Even further, the profiles to which density and compressibility reconstructions converge in the single frequency case were successfully characterized.
Finally, the convergence criteria for the multiple frequency T-matrix algorithm were found through simulations to be mainly affected by the imaging target size. The minimum frequency required to obtain accurate density reconstructions must satisfy ka Ͻ 1. This constraint is more severe than the one for speed of sound reconstructions and was related to the insensitivity of scattering patterns to density variations for large ka values. This algorithm may require an excessively large bandwidth to reconstruct the density profile of large targets. Further studies are required to investigate if variations in the algorithm allow a reduction in the bandwidth required for convergence.
In summary, neither algorithm appears amenable for direct experimental implementation. Their fundamental limitations, presented here in a cohesive manner, will serve as reference points for further algorithmic improvements required for practical experimental implementation of density imaging on ultrasound tomographic systems.
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