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1 Preface 
 
Single-wall carbon nanotubes (SWNTs) are natural nanostructures that offer great 
potential for application to novel electronic devices, such as field effect transistors 
(FETs) [1-5] with characteristics that may exceed those of conventional silicon devices. 
These nanostructures are also ideally suited to the realization of single-electron 
transistors (SETs), in which the nanotube functions as an isolated Coulomb island with 
a large charging energy that promotes single-electron transport [6-12]. While SWNT 
networks offer many advantages for FET fabrication, a critical problem that they suffer 
from is the inevitable presence of metallic tubes, which can negatively impact the on/off 
ratio of the ensemble [13]. As a result, various separation approaches have previously 
been explored in an effort to obtain high-purity semiconducting SWNTs. One of the 
most successful methods for the separation is the technique of density gradient 
ultracentrifugation (DGU) process, first utilized for SWNTs separation by Arnold and 
co-workers in 2005 [14, 15]. However, defects can easily be introduced during the 
process, and the length of carbon nanotubes becomes shorter, which leads to 
degradation of FET performance [16-18]. Current fluctuations are one of the problems 
typically observed in purified SWNTs by DGU process. In SWNT network devices, not 
only defects within the tubes, but also Schottky barriers at metal electrode/SWNTs 
interfaces, and the junction between the SWNTs also can give rise to FET response, and 
occasionally contribute simultaneously to the gate voltage operation. Therefore, it is 
important to determine which mechanisms, or which combinations, are the most 
relevant to the device operation. In this point of view, it is important to establish a 
spatially resolved local gate modification having nano-scale resolution. Scanning gate 
microscopy (SGM) is one such technique that can be used for the local study of 
semiconductor nano-structures [19-25]. It has also been applied to investigating FET 
structures consisting of SWNTs [26-31]. SGM responses related to a modulation of 
defects in a SWNT [26-29], a Schottky barrier formed between the metallic electrode 
and SWNTs [30], and quantum states related to the Coulomb blockade effect [31], have 
been visualized directly as images. In such SGM observation, a metalized tip of atomic 
force microscope (AFM) acts as “a mobile-local-gate electrode” and modulates the 
source-drain current. Recently, the technique has also been applied to the study of 
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SWNTs network devices by Wilson et al. [32], who observed SGM responses 
corresponding to specific positions, which were assumed to be defects or inter-tube 
junctions. However, these images were not sufficient to allow discussion of the 
individual local operation mechanism in the device, since no dependence of the SGM 
response on the back gate voltage operation was discussed.  
To determine the mechanisms and combinations of these SGM responses to the 
device operation, in this thesis, we have applied an ac-modulated SGM technique to 
study thin-film FETs composed of SWNTs synthesized with controlled chirality by 
CoMoCAT® process (SG-65) or semiconducting enriched ones 
(IsoNanotubes-S™-90%) by DGU process. The ac-component of the source-drain 
current is stored as the SGM image during a raster-scan of the tip over the device. As a 
result, some of particular inter-tube junctions are dominant mechanism of SGM 
response in the network of former SWNTs. On the other hand, in case of the latter 
SWNTs, quantum dots formed at intra-tube have played at important role in the FET 
operation. In addition, such techniques allow us to not only determine the position of the 
SGM response, but also to obtain spectroscopic response using the intensity of SGM 
signed at individual SGM positions. For the first time, physical values of the energy 
scale in the quantum dots are obtained from the SGM response. The detailed 
microscopic understanding provided by these studies will therefore be essential to 
opening up new applications for SWNT nanoelectronics. 
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2 Introduction 
 
2.1  Structure and preparation of carbon nanotubes(CNTs) 
 
Carbon is a remarkable element which has many different stable forms including 3D 
diamond, 2D graphite, 1D nanotubes, and 0D fullerenes. These forms are shown in 
Figure 2-1. It is expected that new forms of carbon can be discovered anytime since 
much of the carbon phase diagram remains largely unexplored. Carbon research was 
already considered a mature field at the time of the discovery of fullerenes in 1985 by 
the Nobel laureates Kroto, Smalley, Curl, and co-workers [1] and at the discovery of 
nanotubes in 1991 by Iijima [2]. 
 
 
 
Figure 2-1. A few examples of the stable forms of carbon. Which include 3D diamond, 
2D graphite, 1D nanotubes, and 0D fullerenes (C60). 
 
Carbon nanotubes (CNTs) are long cylinders of covalently-bonded carbon atoms. The 
carbon atoms are arranged in a hexagonal network with each having three neighbors 
bonded by strong sp2 hybridized carbon-carbon bonds. There are basically two main 
types of CNTs according to the numbers of graphene cylinders in the structure: 
single-wall carbon nanotubes (SWNTs) and multi-wall carbon nanotubes (MWNTs); 
double-wall carbon nanotubes (DWNTs) are a special case of MWNTs. Most 
single-walled nanotubes (SWNTs) have a diameter close to 1 nanometer, with a tube 
length that can be many millions of times longer. The structure of a SWNTs can be 
conceptualized by wrapping a one-atom-thick layer of graphite, called graphene, into a 
seamless cylinder [3]. The different ways of rolling graphene into tubes are described by 
the chirality as defined by the circumferential vector: 
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),(21 mnmanaCh       (2.1) 
 
where n and m are the steps along the unit vectors of the two lattice vectors, respectively, 
as shown in Figure 2-2. The diameter and chiral angle are two important parameters that 
define the nanotubes structure, which can be derived from the chirality indices (n, m). 
The diameter dt is given by: 
 

22
0 mnmnadt        (2.2) 
 
where a0 is the length of lattice vector and has a value of 0.249 nm. The chiral angle φ is 
defined as the angle between the chiral vector and the zigzag direction x (Figure 2-2). It 
varies in the range of 0 - 30º and is given by: 
 


 

62
3tanφ 1 　　
nm
n
     (2.3) 
 
 
 
Figure 2-2. Schematic of a graphene sheet and the chiral vectors. 
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Three types of SWNTs as shown in Figure 2-3, can be distinguished depending on 
their chiral angles: a) armchair nanotubes (n = m) with a chiral angle of 30°, b) zigzag 
nanotubes (m = 0) with a chiral angle of 0°, and c) chiral nanotubes (n ≠ m ≠ 0) with a 
chiral angle ranging from 0° to 30°. 
 
 
 
Figure 2-3. Three types of SWNTs: (a) armchair, (b) zigzag, and (c) chiral nanotubes. 
 
SWNTs behave as either semiconductors or metals, which can be distinguished 
according to the remainder of (n - m) divided by 3; those with n - m = 3k are metallic 
nanotubes, while those with n - m = 3 k ± 1 are semiconducting nanotubes (where k is 
integer) [3]. Therefore, approximately one third of SWNTs are metallic and the rest are 
semiconducting. For semiconducting nanotubes, the band gap generally decreases as the 
diameter increases. 
Techniques have been developed to produce nanotubes in sizeable quantities, 
including arc discharge, laser ablation, high-pressure carbon monoxide 
disproportionation (HiPco), and chemical vapor deposition (CVD). Most of these 
processes take place in a vacuum or with processed gases. CVD growth of CNTs can 
occur in vacuum or at atmospheric pressure. The first two methods involve the 
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condensation of hot gaseous carbon atoms generated from the evaporation of solid 
carbon, whereas in the CVD process, a gaseous carbon source is decomposed 
catalytically to form the nanotubes. Therefore, catalytic CVD requires a medium 
temperature (700-1473 K) and a long time reaction (typically ranging from minutes to 
hours), whereas the first two processes can be classified as requiring high temperature 
(>3000 K) and a short time reaction (μs-ms) techniques. Here we will concentrate on 
the CVD process. SWNTs produced by CVD techniques can grow on a conventional or 
patterned substrate with a layer of metal catalyst particles, which allows for the 
possibility of synthesizing aligned SWNTs [4, 5]. The diameters of the nanotubes that 
are to be grown are related to the size of the metal particles. This can be controlled by 
patterned (or masked) deposition of the metal, annealing, or by plasma etching of a 
metal layer. 
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2.2  Electrical and optical properties of SWNTs 
 
Most material conductors can be classified as either metals or semiconductors. 
However, graphene, the parent material of carbon nanotubes, is known to be a 
semimetal or zero-gap semiconductor [6]. Within graphene, there is a narrow path for a 
few electrons to a conduction state without any external boost, as shown in Figure 2-4. 
The electronic structure of SWNTs derives from that of a 2-D graphene sheet, but 
because of the radial confinement of the wave function, the continuous electronic 
density of states (DOS) in graphite divides into a series of spikes in SWNTs which are 
referred to as van Hove singularities [7]. Van Hove singularities are discontinuities in 
the density of states of a solid, usually as a result of low dimensionality in one or more 
directions [8]. SWNTs can be metallic or semiconducting, depending on the chirality 
and diameter (discussed in chapter 2.1).  
 
 
 
Figure 2-4. Energy band structure in grapheme. 
 
Figure 2-5 below shows the energy dispersion (left) and DOS (right) for both metallic 
(top) and semiconducting (bottom) carbon nanotubes where VB and CB represents the 
valence bands and the conduction bands for the first electronic transition. In metallic 
nanotubes there is no gap in the electronic dispersion near the Fermi lever (Ef) and the 
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density of states is thus non-zero. In semiconducting nanotubes, there is a small gap of 
the order of a few eV in the dispersion near the Fermi level, and the density of states is 
consequently equal to zero over this range. The different values of the index n 
correspond to different one-dimensional sub-bands which give rise to the well-known 
singularities that arise in the density of states. DOS calculations can be performed using 
tight-binding and ab-initio calculations [9]. 
 
 
 
Figure 2-5. Schematic diagram of energy dispersion (left) and DOS (right) for both 
metallic (top) and semiconducting (bottom) carbon nanotubes. 
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Within materials science, the optical properties of carbon nanotubes refer specifically 
to the absorption, photoluminescence (PL), and Raman spectroscopy of carbon 
nanotubes. Spectroscopic methods offer the possibility of quick and non-destructive 
characterization of relatively large amounts of carbon nanotubes. Absorption in 
nanotubes originates from electronic transitions from the v2 to c2 (energy E22) or v1 to c1 
(E11) levels [10]. The transitions are relatively sharp and can be used to identify 
nanotubes types. The sharpness deteriorates with increasing energy and many nanotubes 
have very similar E22 or E11 energies, thus significant overlap occurs in the absorption 
spectra. This overlap is avoided in photoluminescence excitation (PLE) measurements, 
which instead of a combination of overlapped transitions identifies individual (E22, E11) 
pairs [11, 12]. The Raman spectroscopy of SWNTs is also an important and useful 
technique for the investigation of the properties of SWNTs due to the resonance effects. 
Similar to photoluminescence mapping, the energy of the excitation light can be 
scanned in Raman measurements, thus producing Raman maps [13]. Therefore, optical 
spectroscopy has emerged in the last decade as the most convenient means for 
determining the chirality indices (n, m) of SWNTs in macroscopic ensembles of 
SWNTs. There is now a well-established correlation between optical transition energies, 
diameters, and (n, m) indices, as shown in Figure 2-6 created by Ramesh Sivarajan [14]. 
In Figure 2-6, most experimental data is for SWNTs suspended in SDS. Each colored 
square represents a particular (n,m) species identified by n (left axis) and m (bottom 
axis). The color (yellow, green, and blue) of each square indicates its respective 
electronic type (medium-gap semiconductor, small-gap semiconductor, and metal, 
respectively). For each (n,m) species, the radial breathing mode (RBM) frequency (in 
cm−1) and the E11 resonance wavelength (in nm) are indicated. For semiconducting [(n 
− m) mod 3 = ± 1] nanotubes, the E22 resonance wavelength (in nm) is also shown. 
More details were shown in reference 9.  
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Figure 2-6. Sivarajan Chart for the electronic assignment of single-wall carbon nanotubes 
[9]. 
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2.3  High purity of single-wall carbon nanotubes (SWNTs) 
 
SWNTs represent one of the most direct realizations of a one-dimensional (1D) 
electron system available for fundamental studies today, attracting much theoretical 
interest [15]. At the same time, they are one of the leading candidates to replace 
conventional semiconductors in future optoelectronics, unifying electronic and photonic 
functions in nanoscale circuits [16]. Their unique physical, chemical, and mechanical 
properties have been extensively studied for the last two decades and reviewed 
elsewhere. Unfortunately, progress towards creating such ballistic-conducting armchair 
devices in bulk quantities has been slowed by the inherent problem of nanotubes 
synthesis, whereby both semiconducting and metallic nanotubes are produced. 
Consequently, there have been intense efforts to develop various post growth techniques 
for separating SWNTs by type, diameter, and chirality, including: gel 
chromatography[17, 18], selective chemistry, dielectrophoresis (DEP) [19, 20], 
selective oxidation, electrical breakdown [21], density gradient ultracentrifugation 
(DGU) [22-25] and DNA wrapping chromatography [26]. Several of these methods 
have been demonstrated to achieve high-purity separation of M- and S-SWNTs. 
One of the most successful methods is the technique of DGU, first utilized for 
SWNTs separation by Arnold and co-workers in 2005 [27, 28]. Due to the variation in 
density of the gradient, different density nanotubes will migrate towards different 
regions of the gradient, under the applied force of the centrifuge versus the buoyant 
density of the nanotubes, until equilibrium is reached. This technique has since been 
used by many groups to effectively produce samples of only metallic nanotubes and 
semiconductor nanotubes, respectively [22, 29].  
Figure 2-7, reproduced from Ref. 8, shows the sorting SWNTs by electronic structure 
using DGU. (a) Small-diameter (0.7~1.1 nm) SWNTs encapsulated with sodium cholate 
are sorted by diameter following DGU. Under these conditions, smaller-diameter 
SWNTs are more buoyant and thus settle at higher points in the centrifuge tube. Larger 
diameter and bundled SWNTs are less buoyant and thus settle at progressively lower 
points in the centrifuge tube. The observation of visible colors in the topmost bands 
verifies sorting by SWNTs diameter. (b) Optical absorbance spectra for different 
fractions, further confirm sorting by diameter. (c) Large-diameter (1.1~1.6 nm) SWNTs 
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encapsulated with a co-surfactant mixture of sodium cholate and sodium dodecyl sulfate 
are sorted according to electronic type following DGU. Semiconducting SWNTs and 
metallic SWNTs are separated by DGU and correspond to the orange and green color 
respectively. (d) Optical absorbance spectra confirm sorting by electronic type as 
metallic fractions are peaked in the M11 region of the absorbance spectrum whereas 
semiconducting fractions are peaked in the S22 and S33 regions of the absorbance 
spectrum. Note: M11 = first-order optical transitions for metallic SWNTs; S22 and S33 
= second-order and third-order optical transitions for semiconducting SWNTs 
respectively. However, introduction of defects into the tubes during the separation 
process is one of the problems for the high performance application. 
 
 
 
Figure 2-7. Sorting SWNTs by electronic structure using DGU [22]. (a) Small-diameter 
SWNTs encapsulated with sodium cholate are sorted by diameter following DGU. (b) 
Optical absorbance spectra for different fractions, further confirm sorting by diameter. (c) 
Large-diameter SWNTs encapsulated with a co-surfactant mixture of sodium cholate and 
sodium dodecyl sulfate are sorted according to electronic type following DGU. (d) 
Optical absorbance spectra confirm sorting by electronic type.  
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2.4  Field effect transistor composed of SWNTs network 
 
Carbon nanotubes (CNTs) have recently received extensive attention [30] due to their 
nanoscale dimensions and outstanding materials properties such as: ballistic electronic 
conduction [31], immunity from electromigration effects at high current densities [30], 
and transparent conduction [32]. A carbon nanotubes field-effect transistor (CNTs-FET) 
refers to a field-effect transistor that utilizes a single carbon nanotubes or an array of 
carbon nanotubes as the channel material instead of bulk silicon in the traditional metal 
oxide semiconductor FET (MOSFET) structure had also been studied for the practical 
applications. One of the most common geometries is showed in Figure 2-8. SWNTs 
solution are deposited onto a silicon oxide substrate, followed by depositing two 
patterned metal electrodes (source and drain) as the top contact for decreasing the 
contact resistance. Also, due to the semiconducting nature of the CNTs, a Schottkey 
Barrier forms at the metal-semiconductor interface [33]. Then, the back gate bias can be 
applied through the silicon substrate to change the electronic field for modulating drain 
current. 
 
 
 
Figure 2-8. The model of CNTs-FET composed of SWNTs network. 
 
The I-V characteristics of CNTs-FET can be demonstrated and used to calculate the 
field effect mobility as well as other device parameters such as the current modulation 
(the ratio of the current in the accumulation mode over the current in the depletion mode, 
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also referred to as the Ion/Ioff ratio) and the threshold voltage, Vt. A typical plot of drain 
current Isd versus drain voltage Vsd at various gate voltages VBG is shown in Figure 2-9, 
which corresponds to a CNTs-FET (Figure 2-8) using CNTs thin films as the 
semiconductor [34]. With the back gate bias (VGS) ranging from -15 V to 0 V, 
CNTs-FET showed a typical p-type transistor behavior. 
 
 
 
Figure 2-9. Plot of a drain current (ID) versus drain voltage (VDS) at various gate voltages 
(VGS) from a CNTs-FET [34]. 
 
At low Vsd, Isd increases linearly with Vsd (linear regime) and is approximately 
determined from the following equation [35]: 
 


 
2
sd
tBGsd
i
sd
VVVV
L
WCI        (2.4) 
 
where L is the channel length, W is the channel width, Ci is the capacitance per unit area 
of the insulating layer, Vt is the threshold voltage, and µ is the field effect mobility, 
which can be calculated in the linear regime from the transconductance, 
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sd
i
m VL
WCg        (2.5) 
 
by plotting Isd versus VBG at a constant low Vsd, with -Vsd << -(VBG - Vt), and equating 
the value of the slope of this plot to gm. For -Vsd > -(VBG – Vt), Isd tends to saturate 
(saturation regime) due to the pinch-off of the accumulation layer and is modeled by the 
equation 
 
 2
2 tBG
isat
sd VVL
WCI          (2.6) 
 
Therefore, the trans-conductance in the saturation regime can be calculated from the 
following equation: 
 
 tBGim VVL
WCg          (2.7) 
 
In the saturation regime, µ can be calculated from the slope of the plot of DI  
versus VGS. For the same device as in Figure 2-9, the mobility calculated in the 
saturation regime was slightly larger than the linear regime mobility. This result is 
comparable to reported holes mobility from CNTs-FET with CNTs network film 
channels grown on SiO2. 
 
 
  
20 
 
2.5  Metal semiconductor Schottky contact 
 
A Schottky barrier is a potential barrier formed at a metal–semiconductor junction. In 
a Schottky contact, the work function of the semiconductor must be smaller than the 
work function of the metal (φs < φm). However, not all metal–semiconductor junctions 
form Schottky barriers. In a metal–semiconductor junction, the work function of the 
semiconductor is greater than the work function of the metal (φs > φm). In this case, a 
metal contact connected to a semiconductor with a small interfacial resistance and a 
linear I-V characteristic is called an ohmic contact. Rectifying properties depend on the 
metal's work function, the band gap of the intrinsic semiconductor, the type and 
concentration of dopants in the semiconductor, and other factors. 
The ideal energy-band diagram for a particular metal and n-type semiconductor 
before making the contact is shown in Figure 2-10 A, where φm is the metal work 
function, φs is the semiconductor work function, and χ is the semiconductor electron 
affinity. The vacuum level is used as a reference level. Before contacting, the Fermi 
level in the metal is above the Fermi level in the semiconductor. After contacting, in 
thermal equilibrium, the Fermi level has to be constant throughout the whole system; as 
a result, electrons from the semiconductor flow into the lower energy states in the metal. 
Positively charged donor atoms remain in the semiconductor, creating a space charge 
region (Figure 2-10 B). The potential barrier seen by electrons in the metal trying to 
move into the semiconductor is known as a “Schottky barrier”. Assuming an ideal 
interface, without Fermi pinning, the barrier height φbn is given by: 
 
   mbn       (2.8) 
 
On the semiconductor side, Vbi is the built-in potential barrier seen by electrons in the 
conduction band trying to move into the metal and is given by: 
 
 bbnbiV          (2.9) 
 
where φn is the potential difference between the minimum of the conduction band in the 
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semiconductor Ec and the Fermi level EF: 
 
e
EE Fc
n
       (2.10) 
 
where e is the electron charge.  
 
In the reverse bias condition, where a positive voltage V is applied to the 
semiconductor with respected to the metal (Figure 2-10 C), the semiconductor-to-metal 
barrier increases, while φbn remains constant in the idealized case. In the forward bias 
condition, a negative voltage is applied to the semiconductor with respect to the metal 
(Figure 2-10 D), the semiconductor-to-metal barrier decreases, while φbn still remains 
constant. In this case, electrons can move easily from the semiconductor into the metal.  
 
 
 
Figure 2-10. Energy band diagrams for Schottky contact on n-semiconductor: (A) before 
contacting, (B) after contacting in equilibrium, (C) under reverse bias and (D) direct bias. 
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2.6  Quantum Dot 
 
A quantum dot (QD) is simply a “small” box with a discrete set of energy states that 
can be filled with electrons. Quantum mechanics shows that electrons in a finite size 
object have a discrete energy spectrum. Therefore, in the experiment, a small structure 
behaves like a quantum dot (QD) is observable. For most nanostructures, this involves 
working at temperatures below a few Kelvin. Quantum dots are mostly studied by 
means of optical spectroscopy or electronic transport techniques. In this thesis we have 
used the latter to study quantum dots defined in carbon nanotubes. 
In order to measure electronic transport through a quantum dot, the dot must be 
attached to a source and a drain reservoir, with which particles can be exchanged. 
Figure 2-11 shows a schematic of a quantum dot that is connected to source and drain 
contacts via tunnel barriers, allowing the current through the device. The QD is also 
coupled capacitively to one or more ‘gate’ electrodes, which can be used to tune the 
electrostatic potential of the dot with respect to the reservoirs. 
 
 
 
Figure 2-11. Schematic diagram of a quantum dot.  
 
The total capacitance C to the outside is given by 
 
gDS CCCC        (2.11) 
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where CS is the capacitance to the source, CD is the capacitance to the drain, and Cg is 
the capacitance to the gate. 
The discrete energy spectrum is independent of the number of electrons on the dot. 
Under these assumptions the total energy of a N-electron dot with the source-drain 
voltage, VSD, applied to the source with the drain grounded, is given by 
 
  


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n
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1
2
0 )(
2
)(
)(      (2.12) 
 
where −|e| is the electron charge and N0 the number of electrons in the dot at zero gate 
voltage. The sum over the occupied single-particle energy levels En (B), which are 
separated by an energy ΔEn = En − En-1. 
To describe transport experiments, it is often more convenient to use the 
electrochemical potential, μ. This is defined as the minimum energy required for adding 
an electron to the quantum dot: 
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where EC = e2/C is the charging energy. The discrete levels are spaced by the additional 
energy Eadd (N), that is given by  
 
EENNNE Cadd  )()1()(        (2.14)  
 
The addition energy consists of a purely electrostatic part, the charging energy EC, 
plus the energy spacing between two discrete quantum levels, ΔE. By sweeping the gate 
voltage and measuring the current, a trace is obtained as shown in Figure 2-12(a). At the 
positions of the peaks, an electrochemical potential level is aligned with the source and 
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drain, and a single-electron tunneling current flows. In the valleys between the peaks, 
the number of electrons on the dot is fixed due to Coulomb blockade. By tuning the gate 
voltage from one valley to the next, the number of electrons on the dot can be precisely 
controlled. The distance between the peaks corresponds to EC +ΔE, and therefore 
provides information regarding the energy spectrum of the dot. Usually, the current or 
differential conductance is measured while sweeping the bias voltage for a series of 
different values of the gate voltage. Such a measurement is shown schematically in 
2-12(b). Inside the diamond-shaped region, the number of electrons is fixed due to 
Coulomb blockade, and no current flows. Outside the diamonds, Coulomb blockade is 
lifted and single-electron tunneling can take place.  
 
 
 
Figure 2-12. Transport through a quantum dot. (a) Coulomb peaks in current versus gate 
voltage in the linear-response regime. (b) Coulomb diamonds in differential conductance 
(dI/dVSD) versus VSD and Vg. 
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3 Scanning probe microscopy (SPM) 
 
Scanning Probe Microscopy (SPM) is a large and growing collection of techniques 
for investigating the properties of a sample, at or near the sample’s surface. The SPM 
instrument has a sharp probe (with radius of curvature typically in the nanometers or 
tens of nanometers) that is in near-contact, intermittent contact, or perpetual contact 
with the sample surface. Therefore, it is possible for the mapped image to reach an 
atomic resolution. In SPM techniques, the sharp probe (tip) is scanned across a sample’s 
surface, or the surface is scanned beneath the tip. Interactions between the tip and 
sample are detected and mapped. Different techniques sense different interactions, 
which can be used to describe surface topography, adhesion, elasticity, electrostatic 
charge, etc. 
The most common SPM images are topography images, in which the third dimension, 
Z, for any given X/Y coordinates, is the relative height of the sample surface. This 
interpretation implies that the sharp probe does not deform the sample surface.  
In other types of SPM images, the third dimension is a measure of the relative 
strength of a detectable interaction between the probe and sample. The image is usually 
recorded simultaneously with, and displayed alongside, the topography image of the 
same sample area. This helps reveal any correlation between topography and the 
interaction. Unlike electron microscope methods, specimens do not require a partial 
vacuum but can be observed in air at standard temperature and pressure. 
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3.1  Atomic force microscope (AFM) 
 
Atomic force microscopy (AFM) is a very high-resolution type of scanning probe 
microscopy, with demonstrated resolution on the order of fractions of a nanometer, 
which is more than 1000 times better than the optical diffraction limit. Work principle of 
AFM is showed in Figure 3-1. In AFM, a sharp tip at the free end of a cantilever (the 
“probe”) is brought into contact with the sample’s surface [1]. The tip interacts with the 
surface, causing the cantilever to bend. A laser spot is reflected from the cantilever onto 
a position-sensitive photodiode detector. As the cantilever bends, the position of the 
laser spots changes. The resulting signal from the detector is the Deflection, measured 
in volts. The difference between the Deflection value and the user-specified Set Point is 
called the “error signal.” 
 
 
 
Figure 3-1. Work principle of AFM [1]. 
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Figure 3-2 shows the force interaction as the tip approaches the sample [1]. At the 
right side of the curve, the tip and sample are separated by large distance. As they 
approach, the tip and sample atoms begin weakly attract each other. This zone of 
interaction is known as the “non-contact” regime. Closer still, in the “intermittent 
contact” regime, the repulsive van der Waals force predominates. When the distance 
between tip and sample is just a few angstroms, the forces balance, and the net force 
drops to zero. When the total force becomes positive (repulsive), the atoms are in the 
“contact” regime.  
 
 
 
Figure 3-2. Zones of interaction as the tip approaches the sample [1]. 
 
AFM can be operated in three modes, namely the contact mode, non-contact mode, 
and the tapping mode, depending on the force that is acting between the tip and the 
sample described by their function within these three domains.  
In the contact mode the tip is positioned in the repulsive region with a mean force of 
10-9N and the tip is physically made to touch the surface. As soon as the cantilever is 
pushed towards the surface it enters into the repulsive region. Once it enters those 
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regions the cantilever is deflected. This deflection is measured by the photo detector 
laser set-up, and the signal is sent to the feedback loop which aims to have a constant 
force between the tip and the sample by adjusting the deflection.  
The non-contact mode works in the attractive force regime, whereby a constant 
height is maintained between the sample and the tip. The tip is made to hover above the 
sample from a distance of 50 to 150 Å and the imaging is done with the same principle 
with the photo detector, feedback loop, and the piezo elements. However, this is a very 
difficult mode to operate in ambient conditions with the AFM. The thin layer of water 
contamination which exists on the surface on the sample will invariably form a small 
capillary bridge between the tip and the sample and cause the tip to “jump-to-contact”. 
Another common mode of AFM is named the tapping mode, which can be operated 
in air or other gas environment. The cantilever is oscillated at its resonant frequency 
(often hundreds of kilohertz) and positioned above the surface so that it only taps the 
surface for a very small fraction of its oscillation period. This is still in contact with the 
sample in the sense defined earlier, but the very short time over which this contact 
occurs means that lateral forces are dramatically reduced as the tip scans over the 
surface. In comparison to contact mode, tapping mode is a better choice for the imaging 
of poorly immobilized or soft samples. 
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3.2  Scanning gate microscopy (SGM) 
 
Understanding the underlying mechanisms of the electronic transport properties of 
nanostructures is of great fundamental interest, and also of foremost importance for 
possible applications in nanoelectronic devices and quantum computing. For SWNTs 
network device, introduced in chapter 2.4, not only can the defects in the tubes give rise 
to FET response, but also Schottky barrier at metal electrodes/SWNTs interface, the 
SWNTs channel itself, and the junction between the SWNTs, and also occasionally 
contribute simultaneously to the gate operation. In order to improve the characteristics 
for practical application of SWNTs network FETs, it is also important to determine 
which mechanisms, or which combinations, are the most relevant to the device 
operation. 
Therefore, it is important to establish a spatially resolved local gate with nano-scale 
resolution. Scanning gate microscopy (SGM) is one such technique that can be used for 
the local study of quantum point contacts (QPC) defined in two-dimensional electron 
gases (2DEGs) [2-4], quantum dots (QD) fabricated using semiconductor nanowires [5] 
or graphene [6] and so on. It has also been applied to investigate FET structures 
consisting of a SWNTs [7-12]. SGM responses related to a modulation of defects in a 
SWNTs [7-10], Schottky barrier formed between the metallic electrode and a SWNTs 
[11], and quantum states related to Coulomb blockade [12] have been visualized 
directly as the images in comparison to topographic scans. 
Figure 3-3 shows the schematic diagram of the SGM observation system. In such 
SGM observation, an atomic force microscope (AFM) tip acts as “a mobile local gate” 
and modulates the source-drain current, is effective in studying the behavior of the 
CNTs-FETs. The change of the source-drain current is stored as the SGM image with 
the tip position during a raster-scan of the tip over the device. 
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Figure 3-3. A schematic diagram of the SGM observation system. Vtip-ac and Vtip-dc were 
applied on the AFM cantilever. dc bias (Vsd) is applied to the source electrode and the 
drain electrode is virtually grounded in a current/voltage amplifier. The ac-component of 
the drain current (isd) is detected by a lock-in amplifier. The value of isd was stored 
synchronized with a position of the tip in a SPM controller as an SGM image. In contrast 
to a global gate modulation from the back gate (dotted arrows in black), a modulation 
from the tip (a dotted arrow in red) affects only around the top of the tip. 
 
In SGM observation, there are two kinds of SGM images can be measured, namely 
dc-SGM image and ac-SGM image corresponding to the dc-component of the drain 
current (Isd) and the ac-component of the drain current (isd), respectively. Figure 3-4 
shows the difference between Isd and isd in gate bias dependence of source-drain current 
(blue curve). In dc-SGM image, the absolute value of total current (Isd) dependence to 
the gate voltage is measured by I/V conversion amplifier and stored as the dc-SGM 
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image. Note that, I1 > I2 > I3, since the absolute value of the source-drain current 
becomes off state with increasing gate bias. In contrast to the dc-SGM image, the ac 
component of source-drain current (isd) corresponding to the different gate voltage, is 
measured by the lock-in amplifier and stored as the ac-SGM image. Here, i1 = i2 > i3, 
since differential conductance of the whole channel gm (dIsd /dVtip-ac) g1 = g2 > g3. The 
ac-SGM image is modulated by tip ac bias (Vtip-ac) and tip dc bias (Vtip-dc), so that the 
S/N ratio of the ac-SGM image is higher than that of the dc-SGM images. Therefore, 
the ac-SGM image will be defined as the SGM image in the following experiment. 
 
 
 
Figure 3-4. Difference of dc & ac-modulated SGM measurement. 
 
Recently, the technique has also been applied to the study of SWNTs network devices 
by N. R. Wilson et al. [13], who observed some kinds of SGM responses corresponding 
to some specific positions, where were assumed as defects or inter-tube junctions. 
However these images were not sufficient to allow discussion of the individual local 
operation mechanism in the device, since no dependence of the SGM response on the 
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back gate voltage operation was discussed. In this thesis, the ac-modulated SGM 
technique has been applied to study thin-film FETs composed of 
semiconducting-enriched SWNTs by DGU process. And then, an ac-component of the 
source-drain current is stored as the SGM image during a raster-scan of the tip over the 
device. Such techniques allow us not only to determine the position of the SGM 
response but also to provide spectroscopic studies using the height of SGM response for 
individual SGM active position. 
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3.3  Electrostatic force microscopy (EFM) 
 
Electrostatic force microscopy (EFM) is a type of dynamic non-contact (the 
cantilever is oscillating and does not make contact with the sample) atomic force 
microscopy where the electrostatic force is probed. EFM is a qualitative method for 
investing the surface potential and charge distribution of a sample surface [14, 15]. In 
EFM, a voltage bias is applied between the tip and the sample by an external battery, 
which forms a capacitor C. The total energy stored in that capacitor is given by: 
 
2
2
1 VCU        (3.1) 
 
The work done by the battery to maintain a constant voltage, ΔV, between the 
capacitor plates (tip and sample) is -2U. By definition, taking the negative gradient of 
the total energy Utotal = -U gives the force. The z component of the force (the force 
along the axis connecting the tip and sample) is thus: 
 
2
2
1 V
z
CF ticelectrosta 
      (3.2) 
 
Since ∂C⁄∂z < 0 this force is always attractive. The electrostatic force can be probed by 
changing the voltage, and that force is parabolic with respect to the voltage. One note to 
make is that ΔV is not simply the voltage difference between the tip and sample. 
The system detects changes in the phase response of the cantilever which are induced 
by the interaction of the conducting tip and the electrostatic field of the sample’s surface. 
EFM images are usually obtained by monitoring the phase change of the cantilever 
oscillation at the applied frequency. Therefore, an EFM image and AFM image of the 
same scanned area can be displayed side-by-side to highlight any correlation between 
the electrostatic response and topography. 
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4 Related research about SWNTs and SGM 
 
4.1  Electron shell structures in single-wall carbon nanotubes quantum dots [1] 
 
Single quantum dots have been fabricated in single-wall carbon nanotubes and the 
electrical transport properties have been measured at low temperature. Two- and 
four-electron periodicities have been clearly observed in the same sample with different 
gate voltage ranges. The former is an even–odd effect which originates from the spin 
degeneracy, while the latter is related to the additional two-fold band degeneracy. The 
results are discussed with the energy scales associated with the dot, and the possibility 
for a single spin manipulation is suggested. 
Figure 4-1(a) shows Coulomb diamonds, a gray scale plot of the conductance as a 
function of Vsd and Vg, in some Vg range at 1.5 K, and Figure 4-1(b) shows 
corresponding Coulomb oscillations with Vsd = 0.05 mV. Regular Coulomb diamonds 
and Coulomb oscillations are observed, and excited states appear outside the diamonds. 
A striking observation is an alternate size variation in the diamonds and an alternate 
width variation between adjacent current peaks (∆Vg), which should be constant in the 
orthodox model of the single-electron transistor. Since ∆Vg corresponds to the additional 
energy required for putting one electron onto the dot, the observed two-electron 
periodicity is explained with a model based on the so-called even–odd effect, where the 
additional energy depends on the number of electrons in a dot. When an even number of 
electrons exist in the dot, EC + ∆E is required. On the other hand, when an odd number 
of electrons exist in the dot, only EC is required, because the new electron can occupy 
the same quantum level with different spin orientation. 
 
38 
 
 
 
Figure 4-1. (a) Coulomb diamonds, the gray scale plot of the conductance as a function of 
Vsd and Vg at 1.5 K. (b) Coulomb oscillations corresponding to (a) with Vsd = 0.05 mV. 
The circles in Figure 4-1(a) and (b) indicate larger diamonds and longer distances. 
 
Figure 4-2(a) shows Coulomb diamonds in a different Vg range from Figure 4-2(a), 
and Figure 4-2(b) shows corresponding Coulomb oscillations with Vsd = 0.05 mV. 
Regular diamonds and oscillations are again observed, and the excited states also appear 
outside the diamonds, which is similar to Figure 4-1(a) and (b). The striking observation 
in this Vg range is that the sizes of the Coulomb diamonds and the distances of the 
adjacent current peaks (∆Vg) in the Coulomb oscillations show the four-electron 
periodicity, as contrasted with two in Figure 4-1(a) and (b). The four-electron 
periodicity originates from the additional two-fold degeneracy in the band structure in 
carbon nanotubes as well as the two-fold degeneracy of the spin. In the simplest case 
where the exchange energy, the variation of EC and a breaking of the sub-band 
degeneracy are all ignored, four electrons can occupy the same energy levels because of 
the degeneracy. This results in the larger addition energy (EC +∆E) for every four 
electrons which enters the new orbital level. 
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Figure 4-2. (a) Coulomb diamonds in a different Vg range from Figure 4-1 at 1.5 K. (b) 
Coulomb oscillations corresponding to (a) with Vsd = 0.05 mV. The circles in Figure 
4-2(a) and (b) indicate larger diamonds and longer distances. 
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4.2  Room-temperature-operating carbon nanotube single-hole transistors [2] 
 
Carbon nanotube single-hole transistors operating at room temperature were realized. 
To obtain large charging energy, a 25-nm-long carbon nanotube channel was formed by 
shadow evaporation for small gate capacitance and an insulator was inserted between 
the channel and electrodes for small tunnel capacitances. Source electrodes made of 
Ti/Pd (1/30 nm) were formed by conventional photolithography and lift-off method. 
Although drain electrodes were defined by a similar procedure, the substrate was angled, 
as shown in the inset of Figure 4-3 such that the drain electrodes were partially 
shadowed by the source electrodes during evaporation. In the procedure, the electrode 
separation can be extremely small. Figure 4-3 shows a scanning electron microscopy 
(SEM) image of the device. An SWNT channel and a junction of approximately 25 nm 
gap could be observed.  
 
 
 
Figure 4-3. SEM image of the CNT-FETs fabricated by shadow evaporation. Inset is a 
schematic illustration of the devices.  
 
The Coulomb oscillation peak period changed with increasing temperature. The 
Coulomb oscillation peak period (VG) was about 10 V, which is about four times larger 
than that obtained at low temperature. This increase in ∆VG can be explained by the 
overlap of the neighboring peaks. Figure 4-4 shows the temperature-dependence of the 
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ID-VG curves of CNT-FET. The inset shows the drain current contour plot as a function 
of VG and VSD for the CNT-FET obtained at 295 K. Both the full width at half maximum 
and peak height increased with increasing temperature. As a result, adjacent peak tails 
overlapped each other with increasing temperature, and the width of the Coulomb 
diamonds became large at room temperature. Similar phenomena were reported for the 
room-temperature-operating CNT-SETs fabricated by atomic force microscopy 
manipulation. 
 
 
 
 
Figure 4-4. Temperature dependence of ID-VG characteristics. Drain currents on a 
logarithmic scale at 8, 20, 30, 40, 100, 150, and 200 K are shown. The inset shows the 
drain current contour plot as a function of VG and VSD. 
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4.3  Single electron in quantum dots via a scanned probe [3] 
 
The scanning metallic tip of a scanning force microscope was coupled capacitively to 
electrons confined in a lithographically defined gate-tunable quantum dot at a 
temperature of 300 mK. Single electrons were made to hop on or off the dot by moving 
the tip or by changing the tip bias voltage owing to the Coulomb-blockade effect. Figure 
4-5(a) is a topography image of the sample surface showing the quantum dot and three 
adjacent quantum point contacts. The electron number in the quantum dot can be 
controlled by the lateral plunger gate (pg). The gates qpc1 and qpc2 are used for tuning 
the coupling to the source and drain. Figure 4-5(b) shows conductance resonances as a 
function of the voltage Vpg. The average charging energy is about 1.4 meV as 
determined from Coulomb-blockade diamonds. Figure 4-5(c) shows schematically the 
local potential induced in the 2DEG by the tip. Its strength and sign depend on the tip 
bias; its geometric shape and extent reflect the tip shape and the tip-sample separation. 
Moving the tip in the vicinity of the quantum dot affects its conductance via the induced 
potential by changing the coupling strength to the source and drain and by shifting the 
energy levels. Scanning-gate images are maps of the dot’s conductance as a function of 
tip position. 
 
 
 
Figure 4-5. (a) Topography of the structure measured at room temperature. (b) 
Conductance resonances measured by varying Vpg at 300 mK with 20 µV applied between 
source and drain. (c) Schematic illustration of the local potential induced below the tip. 
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Figure 4-6 shows a scanning-gate image, taken at a gate voltage tuning the dot, in the 
absence of the tip, close to the Coulomb-blockade regime. Four different regions labeled 
I to IV may be distinguished: (I) the central bright peak of increased conductance when 
the tip is directly above the quantum dot, (II) the dark blockaded region where no 
measurable current flows through the dot, (III) the region of concentric conductance 
peaks around the dark blockaded region, and (IV) a region of weakly varying but 
relatively high conductance at larger distance from the dot. The sizes of concentric 
conductance rings can be modulated by changing Vpg or Vtip due to discrete energy 
levels in the quantum dot. 
 
 
 
Figure 4-6. Scanning-gate image measured with source-drain bias VSD = 20 µV and Vpg = 
-420 mV and the tip (Vtip = 0) scanned in feedback at a distance of a few nanometers from 
the surface. The oxide lines defining the structure have been drawn as white lines. 
Regions (I) to (IV) are described in the text. 
 
The measurements discussed in this letter are related to those on carbon nanotubes 
where quantum dots form spontaneously at kinks or other imperfections between 
contacts. Their experiment gives local access to reproducible, fabricated, laterally 
defined quantum dots for which the source-drain coupling and the number of electrons 
can be tuned. The method lends itself for a very controlled investigation of different 
geometries, e.g., quantum rings, or coupled quantum systems. 
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4.4  Single-electron charge states in nanotubes quantum dots [4] 
 
An atomic force microscope was used to study single-electron motion in nanotubes 
quantum dots. The samples studied by Woodside et al. are individual single-walled 
carbon nanotubes grown by CVD on a back gated Si substrate and attached to electrical 
contacts. Tunnel barriers arising from defects and/or imperfect electrical contacts to the 
nanotubes define quantum dots in the tube, is shown in Figure 4-7, top. During applying 
a voltage to the microscope tip as “a mobile local top gate”, the number of electrons 
occupying the quantum dot could be changed by changing either the position or the 
voltage of the AFM tip relative to the dot, causing Coulomb oscillations in the 
nanotubes’ conductance. An SGM measurement of the conductance of a metallic 
nanotubes device, as a function of the tip voltage Vtip is shown in Figure 4-7, bottom, 
made at T = 0.6 K when the position of the AFM tip is fixed 120 nm above the tube. 
The sharp peaks observed in the conductance are Coulomb oscillations that occur at low 
temperature (kBT < ∆E) each time a single electron is added to a dot in the nanotubes. 
These Coulomb oscillations arise because the tip voltage would like to induce a 
continuous charge q (the “control charge”) on the dot, but the charge e that can actually 
be transferred to the dot is quantized. This produces periodic steps in the occupancy of 
the dot as a function of the gate voltage (Figure 4-7, bottom), resulting in peaks in the 
conductance each time an electron is added to the dot. 
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Figure 4-7. Single-electron AFM measurements of Coulomb oscillations as a function of 
Vtip. (Top) Tunnel barriers in the carbon nanotubes create quantum dots. The dot 
occupancy is controlled by changing either the dc bias Vtip on the AFM tip or the position 
of the tip with respect to the dot. The dashed line shows tip positions that produce 
constant dot occupancy for a given Vtip. (Bottom) SGM measurement of the conductance 
of a nanotubes quantum dot at 0.6 K. Peaks occur each time a single electron is added to 
the dot. The dot occupancy is shown with a dotted line. n is an integer number of 
electrons on the dot. 
 
Imaging the conductance of the device as a function of the tip position in (x,y) for 
fixed Vtip = –200 mV (Figure. 4-8), they observe two sets of concentric rings of 
conductance peaks, centered at different locations on the nanotubes. Each ring in the 
image corresponds to a single Coulomb oscillation on the dot enclosed by the ring; it is 
the locus of tip positions that correspond to the particular control charge producing the 
conductance peak.  
 
 
 
Figure 4-8. An SGM image of the conductance reveals two sets of concentric rings of 
conductance peaks from Coulomb oscillations on two dots in series in this nanotubes. T ~ 
6 K, Vtip = -200 mV. Dashed lines show the location of the nanotubes and contacts, 
determined from topographic AFM scans. 
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4.5  Resonant electron scattering by defects in single-walled carbon nanotubes [5] 
 
This paper reported the characterization of defects in individual metallic 
single-walled carbon nanotubes by transport measurements and scanned gate 
microscopy. A sizable fraction of metallic nanotubes grown by CVD exhibits strongly 
gate voltage-dependent resistance at room temperature shown in Figure 4-9 A. In 
addition, some fluctuations appeared in back gate property. Therefore, scanned gate 
microscopy was used to study the origin of the Vg-dependent resistance (Figure 4-9 B). 
SGM images obtained from a representative device (D1) at room temperature are shown 
in Figure 4-9, D through F. At Vtip = 3 V, two dark spots appear along the nanotubes 
(Figure 4-9 D); these dark spots represent increased device resistance, signifying the 
presence of localized electron scattering centers in the nanotubes. When Vtip is increased 
further, the dark spots expand into dark ring-like features [scanned gate (SG) rings] with 
a diameter proportional to Vtip (Figure 4-9, E and F). New dark spots and smaller SG 
rings also appear along the nanotubes with a typical separation of ~150 nm. The 
observation of the SG ring indicates that the nanotubes’ resistance reaches a peak when 
the tip is a fixed distance away from the scattering centers. The evolution of the 
Vtip-induced SG rings change indicates that the defects in metallic nanotubes act as 
gate-tunable electron scatterers and the formation of an intratube quantum dot by two 
defects. 
 
 
 
Figure 4-9 (A) Plot of low-bias resistance of metallic SWNTs device D1 as a function of 
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Vg. (B) Experimental setup for scanned gate microscopy. (C) Topographic image of D1. 
(D) Scanned gate image with Vtip = 3 V. The dark color indicates increased resistance. (E) 
Scanned gate image with Vtip = 6 V. (F) Scanned gate image with Vtip = 8 V. 
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5 Sample preparation and experimental equipment 
 
5.1  Two kinds of SWNTs 
 
Two kinds of SWNTs were used in this study: synthesized with controlled structures 
by CoMoCAT® process (SG-65) and semiconducting enriched ones 
(IsoNanotubes-S™-90%) by DGU process. 
 
5.1.1  CoMoCAT® (SG 65) 
 
To have a high (n,m) selectivity towards SWNTs, nucleation of the nanotubes’ 
embryo needs to occur before the metal particle sinters. Several approaches have been 
followed to avoid rapid sintering. The strategy used in the CoMoCAT® method is to 
keep the active Cobalt species (Co) stabilized in a non-metallic state by interaction with 
Molybdenum oxide (MoO3) before it is reduced by the carbon-containing compound 
(CO). When exposed to carbon monoxide, the Co-Mo dual oxide is carburized, 
producing Molybdenum carbide and small metallic Co clusters, which remain in a high 
state of dispersion, resulting in high selectivity towards SWNTs with very small 
diameter. Lower temperature synthesis and stabilization of small metal clusters yield a 
CoMoCAT® nanotubes product with a smaller average diameter and a narrower 
distribution of structures compared to other synthesis methods [1].  
In addition to the usual microscopy techniques such as: transmission electron 
microscope (TEM), Scanning Electron Microscope (SEM), and AFM typically 
employed in nanotechnology research, several techniques are particularly suitable for 
characterizing the geometric and electronic structures of SWNTs. Figure 5-1 shows 
TEM image of SWNTs synthesized by CoMoCAT®.  
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Figure 5-1. TEM image of SWNTs synthesized by CoMoCAT®. 
 
Optical absorption can be used to evaluate the distribution of (n, m) species in a given 
sample. The spectrum in Figure 5-2 observed in Kono laboratory at RICE university, 
corresponds to a sample produced by the standard CoMoCAT® method at 725°C, which 
exhibits a high concentration of the specific (6,5) nanotubes type and a narrow range of 
diameters and chiral angles (around 0.76 nm and 27 degrees, respectively). In this 
product, the concentration of semiconducting nanotubes is higher than 90% [1], this can 
be calculated based on ratios of the M11 and S22 peak areas after linear background 
subtraction from Figure 5-2.  
 
 
 
Figure 5-2. Optical Absorption Spectra showing the predominance of the (6,5) nanotubes 
synthesized by CoMoCAT® process. 
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5.1.2  IsoNanotubes-STM 
 
Semiconducting enriched SWNTs (IsoNanotubes-S™) by DGU process (chapter 2.3) 
were used in this study. Figure 5-3 shows an optical image of 1 mg of semiconducting 
IsoNanotubes in solution and 10 mg of semiconducting IsoNanotubes powder. 
IsoNanotubes solutions contain deionized water, nanotubes, and a proprietary 
combination of ionic surfactants; it also contained some iodixanol, a non-ionic, 
water-soluble iodine derivative that was used as a density gradient medium. 
IsoNanotubes powders are comprised of nearly 100% nanotubes, and have been 
formulated so that they are easy to use, break apart, and re-suspend. 
 
 
 
Figure 5-3. Optical image of semiconducting IsoNanotubes solution and powder. 
 
Figure 5-4 shows optical absorbance plots of IsoNanotubes-S (90%) measured in 
Kono laboratory at RICE University. The mean diameter of carbon nanotubes can be 
reached by calculating the transition energies following the method of Ouyang et al. [2]. 
The mean length (300~4000 nm) also can be confirmed from AFM measurement. 
The positions of peaks would be expected: S33 transitions should lie between 450 ~ 
630 nm, M11 transitions between 600 ~ 850 nm, and S22 transitions between 900 ~ 1,270 
nm. We estimated that the ratio of semiconducting SWNTs is around 90% based on 
ratios of the M11 and S22 peak areas after linear background subtraction from Figure 5-4. 
Note that the diameter of IsoNanotubes is bigger than CoMoCAT® carbon nanotubes so 
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that the transition energies of IsoNanotubes are smaller than CoMoCAT® carbon 
nanotubes. Therefore, the wavelength for absorbance of IsoNanotubes is higher than 
CoMoCAT® nanotubes. 
 
 
 
 
Figure 5-4. Optical absorbance plots of IsoNanotubes-S (90%) enriched by DGU process. 
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5.2  Fabrication of SWNTs network field effect transistor 
 
Dispersion of SWNTs 
SWNTs are usually very difficult to disperse in solution due to their strong van der 
Waals interactions. Among the most effective solvents found for directly dispersing 
SWNTs are organic amides. These solvents include: N,N-dimethylformamide (DMF), 
N,N-dimethylacetamide (DMA), N,N-diethylacetamide (DEA), N-methylpyrrolidone 
(NMP), 1,2 Dichloroethane (DCE), and so on. However, another kind of surfactant 
solution, 1 % sodium dodecyl sulfonate (SDS) in heavy water (1mg/ml), was also 
available for dispersing SWNTs of high purity, and was used to disentangle the bundles 
for both the synthesized by CoMoCAT® process (SG-65) and enriched semiconducting 
IsoNanotubes power (90%) by DGU process in this study. 
Sonication is highly effective for dispersing carbon nanotubes as well as other nano- 
and micro-scale particles. Therefore, tip-sonication and bath-sonication were used for 
preparing uniform SWNTs solutions. Tip-sonication (Vibra cellTM Sonics, model CV18, 
20 kHz, 30% Amplitude) was applied for less than 30 minutes because its power density 
is much stronger than that of bath-sonication. Bath-sonication was usually much less 
effective than tip-sonication, but could disperse SWNTs effectively with less potential 
for damaging them. Therefore, bath-sonication was applied for 6 hours - much longer 
than tip-sonication. 
Centrifugation was applied to the sonication-treated solution for 2 hours at 12000 rpm 
to removed impurities and catalytic metals. Centrifugation is used to separate or 
concentrate dispersed materials in a liquid medium by rapidly spinning the sample. The 
force action on a unit of a spinning sample is mω2R, where m is the mass of the 
individual dispersant, ω is the angular velocity, and R is the distance of the sample from 
the center of the rotor. After completing the centrifugation treatment, impurities and 
catalytic metals corresponding to the black material sank to the bottom of the container. 
Then, the top 70% of the clear and transparent solution was collected as the final 
produced SWNTs solution as shown in Figure 5-5. 
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Figure 5-5. The final produced SWNTs solution after centrifugation. 
 
Preparation of Si /SiO2 substrate 
Heavily doped n++-Si wafer with a 300 nm thick thermally grown oxide (SiO2) was 
used as a substrate. The high conductive dope layer was also used as a gate electrode and 
the insulating oxidized layer was used as an insulation layer between the gate electrode 
and organic semiconductor. After cleaning the substrate, 
1,1,1,3,3,3-hexamethyldisilazane (HMDS) was coated on the SiO2 surface as a surface 
treatment of the SiO2 insulation layer by using a spin coater under the condition of 
4000rpm for 30 sec. Usually HMDS is used to improve adhesion of photo resist to the 
SiO2 surface. However, HMDS also can provide concealment of the localized charges 
on the SiO2 surface. Therefore, the SiO2 surface which is treated by HMDS shows better 
FET performance in comparison with the plain SiO2 surface without HMDS treatment. 
 
SWNTs network formed on SiO2 surface 
The produced SWNTs solution was dropped onto the SiO2 layer and dispersed by 
using a spin coater under the condition of 400 rpm for 3 sec and 4000rpm for 20 sec. 
55 
 
Then, the substrate was baked at 110 ℃ for 1 min to evaporate the solvent solution and 
to ensure that SWNTs are firmly attached to the SiO2 substrate. Finally, the sample was 
rinsed with methanol and deionized (DI) water to remove the SDS. In order to ensure the 
formation of a percolated network, the process was repeated three times. The density of SWNTs 
in the network was prepared near the lower limit for percolation, since it was optimized for 
evaluations of individual SGM site response. 
 
Depositing metal electrodes 
The source-drain electrodes of Pd were fabricated by photo-lithography with a gap of 
5 μm and a deposited of 20 nm on SWNTs network for top contact. The source-drain 
current had to flow though at least several junctions formed between the SWNTs, whose 
length was much shorter than that of the channel. The procedure of photo lithography 
for top contact electrodes is shown in Figure 5-6. 
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Figure 5-6. The procedure of photo lithography for top contact electrodes. 
 
(1)  Coating photo resist 
To improve the adhesion of photo resist to SiO2 surface, HMDS was coated onto 
the SiO2 surface by using a spin coater under the condition of 4000rpm for 30 sec 
and baked at 110 ℃ for 1 min. LOR 5A and photo resist (V90) were well suited 
used for a variety of critical and non-critical level liftoff processes. Their conditions 
were given in the following, respectively: 
Condition for LOR 5A      
1st 500rpm, 3sec. 
 2nd 4500rpm, 60sec. 
 3rd 6000rpm, 2sec. 
 Baking : 160 ℃, 5min.  
Condition for V90  
1st 500rpm, 3sec. 
 2nd 4000rpm, 20sec. 
 3rd 6000rpm, 2sec. 
 Baking : 90 ℃, 3min.  
 
(2) UV exposure 
V90 is a positive photo resist; therefore, the areas containing the electrodes 
should be placed and exposed to UV light. The exposure time depends on the gap 
size of electrodes; as a result, the time was set to 4.5 sec due to the 5 μm gap for our 
sample. 
 
(3) Development 
The substrate was put into the developer (NMD3) for 2 min to remove the photo 
resist under the exposed areas. Photo resist outside of the electrodes areas was also 
retained in the substrate.  
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(4) Depositing metal electrodes 
Pd was deposited onto the substrate by using electron beam deposition. The 
thickness of the metal electrodes was 20 nm, which is much higher than the 
diameter of SWNTs or the thickness of SWNTs network. Therefore, the top contact 
can be reached to reduce the contact resistance. 
 
(5) Liftoff 
After deposition of metal, the sample was put into stripper 104 for 30 min to 
remove all of the photo resist on the substrate. At the same time, the metal on the 
photo resist was also removed. Finally, the metals of electrodes areas were retained 
on the substrate and SWNTs network.  
 
Oxygen plasma etching 
The region between the two electrodes was considered as a channel with a 5 μm 
width. SWNTs were dispersed throughout the substrate, so that there were some current 
paths not only in the channel region, but also outside the channel region. This is not 
conducive to measurement and observation of the characteristics in the channel. In 
addition, some of the leakage current introduced from the back gate (Si) flows to the 
source-drain electrodes (Pd) through SWNTs. Therefore, SWNTs outside the channel 
should be removed using some kind of fabrication method. Oxygen plasma etching is 
one such method that can remove SWNTs outside the channel. SWNTs in the channel 
will be protected under photo resist by the photo-lithography process. The procedure of 
photo lithography for oxygen plasma etching is shown in Figure 5-7. 
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Figure 5-7. The procedure of photo lithography for oxygen plasma etching. 
 
(1) Coating photo resist 
To improve the adhesion of the photo resist to SiO2 surface, HMDS was coated 
onto the SiO2 surface by using a spin coater under the condition of 4000rpm for 30 
sec and baked at 110 ℃ for 1 min. LOR 5A and photo resist (V90) were well suited 
used for a variety of critical and non-critical level liftoff processes. Their conditions 
were given in the following, respectively: 
Condition for LOR 5A      
1st 500rpm, 3sec. 
 2nd 4500rpm, 60sec. 
 3rd 6000rpm, 2sec. 
 Baking : 160 ℃, 5min.  
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1st 500rpm, 3sec. 
 2nd 4000rpm, 20sec. 
 3rd 6000rpm, 2sec. 
 Baking : 90 ℃, 3min.  
 
(2) UV exposure 
V90 is a positive photo resist; therefore the areas outside the channel should be 
placed and exposed to UV light. The exposure time depends on the gap size of the 
two electrodes; as a result, the time was set to 4.5 sec due to the 5 μm gap for our 
sample. 
 
(3) Development 
The substrate was put into the developer (NMD3) for 2 min to remove the photo 
resist under the exposed areas. Photo resist on the channel areas was also retained in 
the substrate.  
 
(4) Oxygen plasma etching 
SWNTs network FETs were introduced into the chamber of the plasma etching 
equipment that is shown in Figure 5-8. Plasma Etching is a chemical process where 
oxygen discharge generates species which react with SWNTs being etched to form a 
volatile product that is swept away by the gas flow. Since reactive species are being 
formed, the reactant gas is chosen to give the highest concentration of the etching 
species involved. The delivered power and the reflected power are 20 Watts and zero 
by modulating the MATCH and TUNE values to approximately 39 and 60, 
respectively. As a result, SWNTs and other impurities were removed by oxygen 
plasma etching for 10 sec in the vacuum chamber.  
 
(5) Liftoff 
After oxygen plasma etching, the sample was put into stripper 104 for 30 min to 
remove photo resist on the channel region. Finally, SWNTs FETs were fabricated 
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and the current paths were restricted between source-drain electrodes.  
 
 
Figure 5-8. Oxygen plasma etching equipment. 
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5.3  SGM observation system 
 
Samples were installed into an ambient SGM system (based on the PicoPlus™, 
Molecular Imaging SPM system) as shown in Figure 5-9, in which a PrIr-coated AFM 
tip acts as “a mobile-point top gate” and modulates the channel current. Table 5.1 lists 
the typical values of the parameters for the cantilever that are used in SPM system. 
There are two kinds of scanning mode operations, called as “tapping mode” and “lift 
mode” in SGM observation as shown in Figure 5-10. The SGM observations were 
obtained in an interleave operation, with a lift mode (50 nm above the sample surface) 
being utilized during tapping-mode AFM operation [3-5]. An ac-modulation voltage 
(Vtip-ac) generated from a lock-in amplifier was continuously applied to the tip. In 
addition, a dc-bias voltage (Vtip-dc) was generated from the SPM controller and 
synchronized with the lift mode operation. These two voltages were applied to the tip 
via a differential amplifier, while a dc-bias (Vsd) was additionally applied to the drain 
electrode. The values of the dc source-drain current (Isd), and the ac component of this 
current (isd), were then detected via a current/voltage conversion amplifier and stored in 
an SPM controller synchronized with the tip position as a dc- and an ac-SGM image, 
respectively. The dc-SGM image has information of a gross change of the source-drain 
current during scan of the tip, and the ac-SGM has information only about the 
modulated source-drain current. Therefore, it can be assumed that the ac-SGM image 
indicates a mapping of local (differential-) trans-conductance (disd/dVtip-ac = Δgm). In the 
latter experiment, we provide a schematic diagram of the experimental setup, along with 
further details on the measurement techniques. They key feature of these experiments 
that we emphasize, however, was the ability to obtain spectroscopic information from 
the SGM response, by sweeping Vsd while also incrementing the back gate voltage (Vbg). 
All experiments were performed at room temperature under atmospheric conditions. 
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Figure 5-9. A schematic diagram of the SGM observation system. The dc and ac lines are 
colored by blue and red, respectively. dc voltage is applied on the electrodes of the back 
gate and the drain. 
 
Table 5.1. The typical values of the parameters for the cantilever that used in SPM system. 
Model Number Resonance frequency Force constant Surface coating 
Nanosensors 
PPP-EFM-50 
45-115kHz 0.5-9.5N/m Pt/Ir 
 
 
 
Figure 5-10. Tapping mode and lift mode in SGM measurement system. 
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The important variable parameters and their definitions are summarized in Table 5.2. 
 
Table 5.2. The important variable parameters and their definitions are summarized. 
Definition Variable parameter 
dc source-drain voltage Vsd 
dc source-drain current Isd 
back gate voltage Vbg 
ac-modulation tip voltage Vtip-ac 
dc-modulation tip voltage Vtip-dc 
ac component of source-drain current isd 
differential trans-conductance of the whole channel gm 
local (differential-) trans-conductance Δgm 
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6 SGM observation for CoMoCAT® SWNTs 
 
6.1  FET characteristics of CoMoCAT-FET 
 
A back gate voltage (Vbg) dependence of dc source-drain current (Isd) for the entire 
channel, is shown in Figure 6-1. Source-drain current (Isd) decreasing with increasing 
Vbg; when Vbg = 10 V, Isd became off. This indicated that the FET showed p-type and 
normally-on characteristic in the back gate operation. It aslo indicated that there were no 
current paths coming from metallic SWNTs in the channel since the ratio of metallic 
SWNTs was as small as 10%. However, the local characteristics have not been 
investigated for clarification of the mechanism of FET action in SWNTs network FET. 
Therefore, the results of SGM observation will be discussed in the next chapter.  
 
 
Figure 6-1. Vbg dependence of Isd at Vsd = –0.1 V. The FET shows p-type and normally-on.  
  
Vsd= -0.1V
0
0.2
0.4
0.6
0.8
1
1.2
-30 -20 -10 0 10 20 30
-I s
d [
nA
]
Vbg [V]
66 
 
6. 2  SGM responses at inter-tube junctions 
 
Figure 6-2(a) shows an AFM topographic image and a corresponding SGM image of 
whole channel region of the SWNTs network FET. The bright spots in the SGM image 
indicate that strong local gate responses appeared when the biased tip situates at the 
positions. Although huge numbers of SWNTs exist in the channel region, the strong 
SGM responses were observed at some particular positions within the channel. No SGM 
response was observed along the edges of the Pd electrodes. It indicates that ohmic contact 
was achieved at the interfaces between the Pd and the SWNTs network [15] since a work 
function of Pd can be expected larger than that of SWNTs. It is different from results in 
former studies of SWNTs FETs [10, 16] and organic thin-film FETs [13, 14] where a Schottky 
barrier at the interface between the metallic electrode and the semiconductor material was a 
dominant restriction for the FET operation. In order to confirm the origin of the SGM 
response in the device, some regions around the SGM responses were magnified as 
shown in Figure 6-2(b)-6-2(d). Compared to the corresponding topographic images, it 
was found that all of the observed SGM responses correspond to positions of junctions 
of SWNTs. No SGM response has been observed within the SWNTs except at such 
junctions. It is different from the results of SGM observation using SWNTs synthesized 
by a chemical vapor deposition [9, 12], where defects within the SWNTs are a dominant 
mechanism of the SGM response. 
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Figure 6-2. AFM topographic images (left) and corresponding SGM images (right). (a) 
Images of the whole channel. (b)-(d) Magnified images of the regions shown by dotted 
squares in the SGM image of (a). The parameters used in the SGM observation were as 
follows: Vsd = –0.1 V, Vbg = 0 V, Vtip-ac = 0.5 V & Vtip-dc = 0 V, at room temperature in air. 
A color scale of SGM response is shown beside each image. Lift mode was not used in 
these observations. 
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6.3  Electronic characteristics of SGM responses 
 
In order to confirm the contribution of the SWNTs junctions to the FET operation, 
SGM images were observed at different Vbg as shown in Figure 6-3(a)-6-3(e). The SGM 
response becomes stronger with decreasing Vbg, as confirmed in the line profiles across 
one of the bright spots in the SGM images plotted in Figure 6-3 (f). Almost no SGM 
response can be observed at Vbg = 20 V since the FET turns off around this voltage, 
consistent with the result shown in Figure 6-1. One of the features of the SGM response 
is that it can be seen in the on-state at Vbg = –20 V. In the case of SGM response related 
to defects, the response becomes weaker with increasing carrier density since the 
defects become filled with carriers [6-9]. The response in our network FET shows a 
different dependence from SGM signals originating from defects in individual SWNTs 
[8, 9]. A Vbg dependences of the local differential conductance (Δgm =dIsd/dVtip-ac) 
derived from a peak height of each line-profile in Figure 6-3(f) is summarized in Figure 
6-3(g), where isd is ac-component of source-drain current modulated by Vtip-ac. A 
threshold behavior is observed at around Vbg = 20 V which is similar to Vbg dependence 
of Isd shown in Figure 6-1. On the other hand, some sharp-tiny bright spots can be seen 
in the lower-left part in every SGM image. These are not an SGM response but rather 
arise from a leakage current from the tip to the channel. Such a leakage sometimes 
occurs at the position of conductive impurities when faster scan speed is used during a 
large area observation due to a delay of the feed-back loop. These artifacts can be 
distinguished since they have no Vbg dependence and also do not appear in the 
magnified image. 
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Figure 6-3. (a)-(e) SGM image at Vbg = (a) –20 V, (b) –10 V, (c) 0 V, (d) 10 V, and (e) 20 V, 
respectively. Scanned area is the same as Figure 6-2 (a). The parameters used in the SGM 
observation were as follows: Vsd = –0.1 V, Vbg = 0 V, Vtip-ac = 0.5 V & Vtip-dc = 0 V. Lift 
mode was not used in these observations. Most of the SGM response disappears at Vbg = 
20 V. Although tiny bright spots appear in the left-lower part of the images, they are not 
SGM responses but a leakage current from the tip to the channel. (f) Line profiles across 
one of the SGM responses indicated in (a) at different Vbg. Values of Vbg are noted in the 
inset. (g) Vbg dependence of Δgm derived from (f). 
 
We also investigated other SGM responses as shown in Figure 6-4(a) using the same 
evaluation method as Figure 6-3. First, Figure 6-4(a) shows line profiles across four 
different SGM responses: A, B, C, D corresponding to the SGM image at Vbg = 0 V. The 
70 
 
differential conductance of the whole channel (gm) was plotted in Figure 6-4(b) against 
Vbg from the result of Figure 6-1. A Vbg dependence of the local differential conductance 
(Δgm =disd/dVtip-ac) derived for four line-profiles in Figure 6-4(a) were summarized in 
Figure 6-4(c). In A, B and D responses, the peak value from a peak height of each 
line-profile decreased with increasing Vbg, which is the same as the curve shape of gm 
versus Vbg in Figure 6-4(b). In C response, the highest peak value appeared at 0 V, then 
the peak value decreased with increasing Vbg as well. The different characteristics of Vbg 
dependence between A( B, D) and C responses can be considered as that the origins and 
mechanisms of SGM responses were different. For example, SGM responses coming 
from Schottky barrier and local defects in SWNTs have different characteristics of Vbg 
dependence, the details will be discussed in following articles. 
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Figure 6-4. (a) Line profiles across four different SGM responses A, B, C, D 
corresponding the SGM image at Vbg = 0 V. (b) The differential conductance of the whole 
channel was plotted against Vbg at Vsd = –0.1 V from Figure 6-1. (c) A Vbg dependences of 
the local differential conductance (Δgm =disd/dVtip-ac) derived for four line-profiles in 
Figure 6-4(a). 
 
72 
 
Electrostatic force microscopy (EFM) has been used to investigate the distribution of 
the surface potential in the network. AFM, EFM and SGM images obtained in the same 
scanned area are shown in Figure 6-5(a)-(c), respectively. The distribution of surface 
potentials on the SWNTs and the SiO2 surface is visualized as an EFM response in 
Figure 6-5(b). It should be noted that some of SWNTs observed in the topographic 
image [Figure 6-5(a)] do not appear in the EFM image [Figure 6-5(b)], as indicated by 
dotted circles. The missing SWNTs are electrically disconnected from the main network 
that contributes to device operation. Consequently, such disconnections give rise to 
electric domains divided in the network. It can be seen from the EFM image that the 
upper-left part of the network is connected to the other region by a single SWNTs. The 
position of the SGM response (noted by an arrow) in Figure 6-5(c) corresponds to the 
position of the constriction connecting the two electric domains in Figure 6-5(b). 
Unfortunately, a potential drop between the electric domains cannot be confirmed 
clearly since the source-drain voltage (Vsd = –0.4 V) is too small to detect the 
differences in the EFM image. However, these images suggest that such junctions 
related to a constriction of current paths should have an important role in the operation 
of the network FET. Although larger intensities are observed in some places around 
impunities in Figure 6-5(b), they are artifacts due to unavoidable influence from the 
topographic structures during EFM observation. 
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Figure 6-5. (a) AFM topographic image in a channel region of the SWNTs network FET. 
(b) EFM image of the same region as in (a). The EFM response refers to the surface 
potential in the network. The dotted circles indicate SWNTs missing in the EFM image 
although they exist in the AFM image of (a). (c) Corresponding SGM image. SGM 
response is observed at a position indicated by a blue arrow. The parameters used in the 
SGM observation were as follows: Vsd = –0.4 V, Vbg = 0 V, Vtip-ac = 0.8 V & Vtip-dc = 5 V. 
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6.4  Operation mechanism of CoMoCAT-FET 
 
One of the possible mechanisms for the observed SGM responses might be a 
modulation of the Schottky barrier between a metallic (M) and a semiconducting (S) 
SWNTs, existing in the network as shown schematically in Figure 6-6(a). The band 
structure for the Schottky model at the junction of M/S SWNTs is illustrated in Figure 
6-6(b). When a biased tip comes close to such a junction, the thickness of the Schottky 
barrier will be modulated by the field effect from the tip. When the tip is biased 
negatively (positively), the thickness of the barrier is locally decreased (increased), as 
shown in Figure 6-6(b). Consequently, a modulated current (isd) is detected at around the 
junction. Therefore, the SGM responses indicate that the isd (i.e. local differential 
conductance, Δgm) at such a junction is larger than that at the other region. Current flow in the 
network should be restricted by Schottky-like conduction barrier at some of particular M/S 
junctions [17]. Since the concentration of metallic nanotubes in the SWNTs 
(CoMoCAT-SG65) is naturally as small as 10 % in the nominal value [18], the number of 
M/S junction should be relatively small. Nevertheless, such junctions should play an 
important role in the FET operation if they are located at particular positions, e.g. 
constrictions of current paths in the network. This is consistent with the fact that the 
SGM response has been observed only at some limited junctions in the network, 
although further investigation is necessary to reveal whether such junctions consist of 
M/S SWNTs or not. 
Structural deformation, e.g. due to a bending of a nanotubes, is also known to present 
a local defect [19] and has also been visualized by SGM observations [20]. At a junction 
between two SWNTs, the SWNTs may have a small deformation as illustrated in Figure 
6-6(a) at the cross point. However, it is possible to exclude this mechanism since such a 
deformation could be expected at every junction in the network. Moreover, the gate 
voltage dependence of the SGM responses shown in Figure 6-3 (a)-(e) have opposite 
behavior compared to those from defects due to deformations [8]. 
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Figure 6-6. (a) Schematic conduction model of a junction consisted of metallic (M) and 
semiconducting (S) SWNTs. (b) Band structure at the junction based on Schottky model 
(upper). When the tip situates near the junction and a negative or a positive bias is applied, 
the thickness of the Schottky barrier is modulated to be narrower (lower-left) or wider 
(lower-right), respectively. Consequently, a change of the current across the junction (isd) 
appears as a response in SGM image at the position. 
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7 SGM observation for IsoNanotubes-STM SWNTs 
 
Three samples (denoted A, B and C) were employed in this work, each of which was 
prepared by the same fabrication method using different lots of the same type of 
SWNTs. Here we report on a series of observations that were found to be common to all 
three samples. 
 
7.1  FET characteristics of IsoNanotubes-STM –FET 
 
Figure 7-1(a) shows Isd-Vbg characteristics at Vsd = –3 mV for sample A at room 
temperature. The back-gate response indicates the p-type, normally-on, character of the 
nanotubes, consistent with prior reports that have indicated the tendency of ambient 
exposure to induce hole doping of nanotubes [1-5]. Also noticeable are clear 
fluctuations in the current as the source voltage is varied; these features are not random 
noise but are instead reproducible oscillations as can be ascertained from their 
temperature dependence as discussed below. An overall linear conductance at low Vsd 
region is observed due to an achievement of ohmic contact by the Pd electrodes to the 
SWNT network [6, 7]. Figure 7-1(b) shows Isd-Vsd characteristics for several fixed Vbg 
values. The linear curves resemble those exhibited by FETs comprised of either 
individual semiconducting SWNTs [1], or of networks of such tubes [2, 5], and the 
fluctuations superimposed upon these data were found in all investigated FETs. On the 
basis of this observation we infer that the fluctuations originate from some essential 
property of the SWNTs.  
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Figure 7-1. (a) Typical Isd-Vbg characteristic at Vsd = –3 mV in the SWNTs network FET 
(sample A). (b) Isd-Vsd curves obtained for Vbg = 3-, 4-, 5- & 6-V. 
 
Figure 7-2 shows Isd-Vbg characteristics of the SWNTs network FET in vacuum at 25 
K, 50 K, 75 K, 100 K, 150 K and 200 K. These fluctuations are reproducible at different 
temperatures; however the fluctuations became much clearer with decreasing 
temperature. Similar behavior has been reported by Dekker et al. [8], where fluctuations 
were observed due to Coulomb blockade effect induced by defects in the tube, and the 
trace of the fluctuations can be observed even at room temperature. The difference is 
that the samples in Ref. [8] were composed of a single SWNT, while we use a network 
of SWNTs.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-2. Temperature dependence of Isd-Vbg characteristics at Vsd = –3 mV in vacuum at 
25, 50, 75, 100, 150 and 200 K. 
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7.2  Ring SGM responses at intra-tube positions 
 
Figure 7-3(a) and (b) show an AFM topographic image, and corresponding SGM 
image, respectively, within the channel region of the FET. Concentric rings are 
observed in the SGM image at various positions, corresponding to intra-tube effects. 
Structures of this type were observed in most devices fabricated for this study, in 
marked contrast to our earlier investigations of CoMoCAT SWNTs [6]. These yielded 
only bright spots at a few locations corresponding to inter-tube junctions, and which 
most likely reflected a modulation of the Schottky barrier between metallic and 
semiconducting tubes. No SGM response was observed along the edge of the (Pd) 
electrodes in this study, indicating that an ohmic contact was achieved in these samples 
[6, 7]. 
 
 
 
 
 
 
 
 
 
Figure 7-3. (a) An AFM topographic image and (b) the corresponding SGM image within 
the channel region of the same SWNTs network FET (sample A). Dotted circles provide a 
guide to the eye that indicates the position of the rings. The parameters used in the SGM 
observation were as follows: Vsd = –3 mV, Vbg = 0 V, Vtip-ac = 0.5 V & Vtip-dc = 8 V. 
 
In order to confirm the position of ring centers more clearly, AFM topographic 
images and the corresponding SGM images in the channel region of the SWNTs 
network FET are shown in Figure 7-4(a) and 7-4(b), respectively, and the corresponding 
magnified AFM image is shown in Figure 7-4(c). Dotted circles indicate a guide to the 
eye to understand the positions of the rings. It is obvious that the center of the ring 
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corresponds not only to inter-tube junctions but also to intra-tube defects. Here, the 
correspondence is not clarified yet; however, some kinks can be seen existing at 
positions within the carbon nanotube (ring center). Such kinks induced by DGU process 
are thought to form a quantum dot [9, 10]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-4. (a) AFM topographic image and (b) the corresponding SGM images within 
the channel region of the SWNTs network FET. (c) The magnified AFM image of dotted 
square region in (a). Dotted circles indicate a guide to the eye to understand the positions 
of the ring. The parameters used in the SGM observation were as follows: Vsd = –20 mV, 
Vbg = 0 V, Vtip-ac = 0.4 V & Vtip-dc = –2 V. 
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7.3  Electronic characteristics of Ring SGM responses 
 
In Figure 7-5(a), we demonstrate the results of an experiment in which we 
investigated the evolution of the ring structures in the SGM response as a function of 
Vbg. As we confirm from the line profiles in Figure 7-5(b), and demonstrate 
quantitatively in Figure 7-5(c), the diameter of the different rings (denoted as Ring 1, 
Ring 2 and Ring 3) increased with increasing Vbg. As the initial ring grows to reach a 
sufficient (~1 μm) diameter, the next one forms at its center, giving rise to the 
concentric structure, a process that is repeated with a period in Vbg of approximately 6 V. 
As the outermost ring continues to grow its intensity eventually decreases, and 
ultimately decays completely so that no rings with radius larger than ~2 μm are 
observed. The appearance of successive rings is suggestive of a shift of the discrete 
energy levels of a quantum dot that is formed unintentionally in the SWNT [8, 10-12]. 
Similar ring structures have previously been observed at low temperatures, due to 
Coulomb blockade in semiconductor quantum dots [13, 14]. They have also been 
reported, once again at cryogenic temperatures, in a SWNT in which they were 
attributed to a defect-induced confinement effect [12]. In spite of this, we are not aware 
of any such prior observations at room temperature, where the thermal energy (~26 
meV) is usually larger than the charging energy (Ec) and the level spacing (∆E) within 
the quantum dot. 
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Figure 7-5. (a) SGM image observed at different Vbg in the range from 0 – 18 V. The 
color bar indicates the scale of isd in the SGM images. (b) Vbg dependence of the line 
profiles along the green line shown in (a). (c) Vbg dependence of the diameter of the Rings 
1 – 3. The parameters used in the SGM observation were as follows: Vsd = –3 mV, Vtip-ac = 
0.5 V & Vtip-dc = 8 V. 
 
SGM images were observed at different Vtip-dc, as shown in Figure 7-6. In these series 
of SGM observations, Vsd, Vbg and Vtip-ac were fixed at –3 mV, 0 V and 0.5 V, 
respectively. At Vtip-dc = 0 V, two bright spots appeared in the SGM image. When Vtip-dc 
is increased, the bright spots expand into bright ring-shaped circles at ∣Vtip-dc∣ ≥ 4 V. 
Moreover, the ring diameter increases with further increases of ∣Vtip-dc∣. New bright 
spots appear in the center of the ring and expand into bright rings again with increasing 
Vtip-dc. Finally, triple-concentric rings can be observed clearly at Vtip-dc = ±10 V. Note 
that, the contribution of the polarity of Vtip-dc is asymmetric [15]. The SGM intensities 
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become weaker with increasing by negative Vtip-dc, since the height of the double 
barriers forming the quantum dot is decreased by applying negative Vtip-dc. Consequently, 
one of the responses (the lower response) almost disappeared at highly negative Vtip-dc 
region, which is consistent with the results shown in Figure 7-11(c) (II and III). The 
increase of ring diameters at higher Vtip-dc would relate to enlargement of the distribution 
of the tip-induced potential since the contribution of the potential would affect on the 
modification of the discreet energy levels in the dot. 
 
 
Figure 7-6. SGM images observed at different Vtip-dc. The parameters of the SGM 
observation are as follows: Vsd = –3 mV, Vbg = 0 V & Vtip-ac = 0.5 V. 
 
In addition to the two-dimensional mappings described above, more-quantitative 
spectroscopic information can be obtained from the SGM response, thereby revealing 
detailed information on the microscopic mechanisms of device operation. An example 
of such measurements is presented. Figure 7-7(a) shows the schematic diagram of 
advanced SGM measurement technique by fixing the AFM tip close to the center of a 
concentric ring. In this condition, by fixing the bias of Vsd, Vtip-ac and Vtip-dc, the SGM 
response (isd) was measured by a lock-in amplifier while sweeping Vbg at room 
temperature. The SGM response (isd) is plotted against Vbg, revealing well resolved 
peaks with an average separation of ~6.5 V as shown in Figure 7-7(b). However, each 
separation has slightly different values due to a difference of the E. These peaks can be 
correlated to the recurrence of rings that move across the tip position with increasing Vbg. 
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Considering from a regime of Coulomb blockade effect; the number of carriers in the 
dot should be maintained between each of the peaks. In contrast to Coulomb oscillation 
peaks at low temperature [12, 13, 16], the width of the peaks is considerably larger due 
to the observation at room temperature. Compared with the fluctuations in Isd-Vbg 
characteristics for the whole SWNTs network channel, these current oscillations just 
indicate the local electrical characteristics in a quantum dot, as the tip-induced potential 
just affects a local region (around the tip). We remark that such periodic oscillations are 
not seen in d.c. Isd-Vbg characteristics because of multi-quantum dots or other structures 
which appear throughout the entire SWNTs network channel. Such multiple sites also 
cause the oscillations to be smeared out in the a.c. current response, as discussed below. 
 
 
 
 
 
 
 
 
 
Figure 7-7. (a) Schematic diagram of advanced SGM measurement technique by fixing 
the position of AFM tip close to the center of a concentric ring. The value of isd (SGM 
response) was measured by a lock-in amp. with sweeping Vbg at a fixed Vsd. (b) isd is 
plotted as a function of Vbg. The parameters of the SGM observation are as follows: Vsd = 
–20 mV, Vtip-ac = 0.5 V & Vtip-dc = 2 V. 
 
In order to obtain quantitative information, we have also used this approach to yield 
spectroscopic studies the SGM regime of Sample B. In the inset to Figure 7-8(a), we 
indicate how the AFM tip was fixed (see arrow) at the center of a ring in the SGM 
image. Following this, isd (the SGM response) was measured with a lock-in amplifier 
while sweeping Vsd at different Vbg. Typical isd-Vsd curves obtained in this manner are 
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plotted in Figure 7-8(a). The slope of the curves change dramatically with increasing Vbg, 
in agreement with separate measurements of the isd-Vbg characteristics, made using the 
same technique as shown in Figure 7-7. The latter studies show that the isd-Vbg curve 
oscillates with an average period of ~6 V, consistent with our earlier observations. In 
Figure 7-8(b), we plot as a color contour the isd-Vsd curves obtained by incrementing Vbg 
from –10 V to 10 V (in 1-V steps). Clear diamond-shaped regions are present in the 
contour, inside of which the conductance is strongly suppressed. While these regions are 
obtained for the first time here by SGM, they are nonetheless consistent with the 
Coulomb diamonds that are usually obtained by more-conventional transport 
measurements. In Figure 7-8(b), the size of the diamond regions is not constant, but 
rather varies in size and interval along the Vbg axis. Such behavior is likely related to the 
presence of a well-defined shell structure of electronic states in a quantum dot [8, 14, 
17-19]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
87 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-8. (a) SGM response (isd) of sample B as a function of Vsd and for Vbg = –8-, –6-, 
0-, 3-, 4- & 7-V, respectively. An offset of 0.25 nA is used for data display. The inset 
shows an SGM image of a concentric-ring structure and the arrow indicates the position 
of the fixed tip. (b) Contour plot of isd as a function of Vbg and Vsd. Green areas correspond 
to suppressed response. The parameters of the SGM observation are as follows: Vtip-ac = 
0.5 V & Vtip-dc = 8 V. 
 
On the basis of the experimental results above, we are able to estimate the energy 
scales (EC & ΔE) associated with the Coulomb-blockade effect. In Figure 7-9, we show 
two typical SGM-response (isd) curves as a function of Vsd. The blue and red curves 
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were obtained at Vbg = 0 V and –2 V, respectively, and both show (see the solid lines) a 
series of pronounced current steps. The peaks in the corresponding local differential 
conductance (disd/dVsd) curves (shown as broken lines) appear asymmetric with respect 
to Vsd = 0, and their varying periodicity (indicated) reflects the level spacing (ΔE) of the 
quantum dot. For both values of Vbg, the separation of the current steps decreases 
slightly with increasing Vsd. From the largest Coulomb gap (2(Ec+ ∆E)) [16] of 320 mV 
(at Vbg = 0 V), and from the separation of nearest peaks (160 mV) in the differential 
conductance, we infer that ΔE = 80 meV and Ec = (320/2) meV – ΔE = 80 meV. In a 
simple (one-dimensional) particle-in-a-box model, the size of carbon nanotubes 
quantum dot L can be estimated as ~10 nm by ∆E = hvF/4L [16, 20, 21], where vF is the 
Fermi velocity and L is the length of nanotubes, and vF = 8.1 × 105 m/s. The charging 
energy that we infer is significantly larger than that of 41 meV reported by Postma et al. 
[8], who investigated a quantum dot defined by two kinks with a separation of 25 nm. It 
is also much larger than the 48 meV reported in Ref. 16, for a dot of length ~10 nm that 
was created within a nanotube bundle via local chemical modification. In our network 
samples, the dots responsible for the observed Coulomb-blockade behavior are thought 
to arise from the presence of quantum dots that are defined by defects, likely introduced 
during the DGU process [9, 10]. 
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Figure 7-9. SGM response (isd) plotted versus Vsd at room temperature for Vbg = 0 V (blue) 
and 1 V (red). The isd-Vsd curves and the corresponding local differential conductance 
(disd/dVsd) curves are shown as solid lines and broken lines, respectively. The blue curves 
for Vbg = 0 V are vertically shifted to 120 nA and 400 pS for clarity. The parameters of 
the SGM observation are as follows: Vtip-ac = 0.5 V & Vtip-dc = 8 V. 
 
The local electrical characteristic of bias response in SGM observation was measured 
by fixing the tip close to the site of multiple dots. Figure 7-10 shows the contour plot of 
SGM response (isd) as a function of Vbg and Vsd at the other position of sample B shown 
in the inset of Figure 7-8. The green areas corresponding to the isd-suppressed region 
(Coulomb gap) exhibit a large number of small fluctuations with no periodicity, because 
multi-quantum dots exist within the influence of the tip-induced potential. 
Multi-quantum dots having different features, sizes, capacitance, and tunnel resistance, 
are modulated at the same time, and tend to interfere and average out the effect of a 
single dot. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-10. Contour plot of SGM response (isd) as a function of Vbg and Vsd obtained from 
multi-quantum dots in sample B. The parameters of the SGM observation are as follows: 
Vtip-ac = 0.5 V & Vtip-dc = 8 V. 
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To confirm the role of defects in the SWNT transport, SGM images were obtained in 
sample C for a wide range of Vbg (from –40 V to 30 V, Figure 7-11(a)). Three kinds of 
responses can be identified in these images, the corresponding line profiles of which are 
shown in Figure 7-11(b). The evolution of the intensity for each type of response is 
summarized in Figure 7-11(c). In addition to the ring-shaped structures, the SGM 
response in Figure 7-11(a) also shows a number of bright spots that appear as Vbg is 
varied. 
For SGM response I, the SGM response shows the “bright spot-shaped” response 
when a negative Vbg is applied. The SGM response becomes ring-shaped when Vbg is 
changed to a positive value, and the intensity of SGM response I decreases with 
increasing Vbg due to Isd becoming smaller as it reaches the off state. For SGM response 
II and III, the spot- or ring-shaped responses are almost invisible when negative Vbg is 
applied because the carrier density in the carbon nanotubes is large enough for carrier 
transport freely through the barriers. For positive Vbg, SGM responses appear suddenly 
and show high intensity. In combination with response I, II and II, we assume that the 
origin of the SGM response at the position corresponding to spot- or ring-shaped is the 
same, and arises from tunnel barriers, but the appearance of different shapes and 
intensities is due to different carrier density, which is modulated by Vbg. The carrier 
density decreases with increasing Vbg, and the discrete energy levels form in 
defect-induced quantum dots as the heights of double-barriers exceed the Fermi level 
with decreasing carrier density. Therefore, ring SGM responses appear at lower carrier 
density, corresponding to the positive Vbg and indicate that tunneling occurs. The details 
of schematic conduction model will be discussed below. 
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Figure 7-11. (a) SGM images obtained in sample C at different Vbg of –10-, 0-, 10-, 20-V 
& 30 V. Mainly three SGM responses can be found in the images (denoted as I, II and III). 
(b) The corresponding line profiles for each response. (c) The evolution of the intensities 
of each response as a function of Vbg. The solid lines are guide to the eye. Filled and open 
circles correspond to spot- and ring-shaped responses, respectively. The parameters of the 
SGM observation are as follows: Vsd = –20 mV, Vtip-ac = 0.5 V & Vtip-dc = 8 V. 
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7.4  Operation mechanism of IsoNanotubes-STM -FET 
 
The origin of the SGM response at a position corresponding to a spot- or ring-shaped 
circle is the same, and arises from tunnel barriers, but the appearance of different shapes 
and intensities is due to different carrier density, which  is modulated by Vbg. One of 
the possible mechanisms for the observed different shape SGM responses is a quantum 
dot formed by two adjacent defects existing in a carbon nanotube. The local band 
structure in the defects will be modulated by the field effect from the tip. When the tip 
biased positively (negatively), comes close to the defects, the tip-induced potential 
raises (reduces) the barriers at the defects. As a result, the thickness and/or the height of 
the barriers are locally increased (decreased) [6]. The schematic conduction model for 
two defects exiting in a SWNT is shown in Figure 7-12. Carrier concentration in the 
semiconducting SWNT can be modulated by Vbg. Therefore, three different cases (1, 2, 
3) may be distinguished to explain the relationship between the different shape of SGM 
response and Vbg: (1) The carrier density is large enough for the carriers to transport 
freely through the barriers, and the SGM response shows only a very weak spot state, 
(2) carrier transport through the barriers becomes more and more difficult as the carrier 
concentration becomes smaller through increasing Vbg, and the SGM response shows a 
strong spot, (3) when the carrier density is not large enough for the carriers to transport 
through the barriers, the discrete energy levels are formed in the quantum dot and 
modulated by tip scanning corresponding to carrier tunneling. Therefore, a strong ring 
SGM response is a result of carrier tunneling. 
The evolution of Vbg dependence of responses II and III in Figure 7-11 correspond to 
the case from 1 to 3. On the other hand, that of response I corresponds to the case from 
2 to 3. The difference would relate to the height of each barrier at the defects. If the 
barrier is originally large and it obstacles the carrier transport without modulation from 
the tip-induced potential, a strong bright spot-shaped may appear event at negative Vbg 
regions (response I). 
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Figure 7-12. Schematic conduction model trough closely-existing two defects in a SWNT 
at different carrier densities (case 1 > case 2 > case 3). Left images show original 
conduction state when the tip situates far from the dot. Middle images show conduction 
state where the barriers are raised by the tip-induced potential when the tip situates close 
to the dot. Right images show differences of SGM responses corresponding to the three 
cases, respectively. 
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8 Conclusions 
 
We have used ac-modulation SGM observations to study the operation mechanism of 
thin-film FETs composed of a network of high-quality SWNTs corresponding to 
synthesized with controlled chirality by CoMoCAT® process (SG-65) and 
semiconducting enriched ones (IsoNanotubes-S™-90%) by DGU process. Different 
kinds of SGM responses have been observed due to two kinds of mechanisms of FET 
operation.  
SWNTs synthesized by CoMoCAT process, which have naturally enhanced 
concentration of semiconducting SWNTs, shows SGM responses at some particular 
inter-tube junctions. Ohmic contact is achieved at the interface between the Pd 
electrodes and the SWNTs network and the influence of defects within the SWNTs is 
negligible for the dominant mechanism of FET operation in this network. The SGM 
response becomes much clearer when increasing the carrier density by applying 
negative Vbg, and shows threshold behavior similar to the whole FET characteristic. The 
EFM image reveals that the position of the SGM response corresponds to that of a 
constriction of the current path which connects two electric domains. One of the 
suggested mechanisms for the observed SGM response is that a Schottky-type 
conduction barrier formed at junctions between metallic and semiconducting SWNTs. 
Such particular junctions would play an important role in the FET operation in a 
network of the high-quality (as synthesized) SWNTs. 
In the case of semiconducting enriched SWNTs by GDU process, SGM responses of 
multiple-concentric rings are observed at intra-tube positions. The diameters of these 
rings have a periodic change with increasing Vbg (~6 V). Not only ring-shaped SGM 
responses, but spot-shaped SGM responses were observed at different Vbg as the carrier 
density in a carbon nanotube was increased by a negative Vbg. In addition, by 
modulating one of the SGM-active regions, the local electrical characteristics are 
revealed more quantitatively. Step-like current-voltage characteristics and 
diamond-shaped contour plots are visualized using the local SGM responses for the first 
time. We suggest that these responses would be attributed to Coulomb blockade effect in 
quantum dots self-assembly formed in SWNTs and such effects cause current 
fluctuations during the FET operation. In other words, room temperature Coulomb 
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blockade effect is easily realized in commercially provided semiconductor enriched 
SWNTs by DGU process. Therefore, this fact would open the new applications for room 
temperature available single electron devices, such as: the logic circuits, memories, 
sensors, and even a possibility of quantum computing devices based on the quantum dot 
network. 
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