A fairly comprehensive analysis is presented for the gradient descent dynamics for training two-layer neural network models in the situation when the parameters in both layers are updated. General initialization schemes as well as general regimes for the network width and training data size are considered. In the over-parametrized regime, it is shown that gradient descent dynamics can achieve zero training loss exponentially fast regardless of the quality of the labels. In addition, it is proved that throughout the training process the functions represented by the neural network model are uniformly close to that of a kernel method. For general values of the network width and training data size, sharp estimates of the generalization error is established for target functions in the appropriate reproducing kernel Hilbert space. Our analysis suggests strongly that in terms of "implicit regularization", two-layer neural network models do not outperform the kernel method.
Introduction
Optimization and generalization are two central issues in the theoretical analysis of machine learning models. These issues are of special interest for modern neural network models, not only because of their practical success [18, 19] , but also because of the fact that these neural network models are often heavily over-parametrized and traditional machine learning theory does not seem to work directly [21, 30] . For this reason, there has been a lot of recent theoretical work centered on these issues [15, 16, 12, 11, 2, 8, 10, 31, 29, 28, 25, 27] . One issue of particular interest is whether the gradient descent (GD) algorithm can produce models that optimize the empirical risk and at the same time generalize well for the population risk. In the case of over-parametrized two-layer neural network models, which will be the focus of this paper, it is generally understood that as a result of the non-degeneracy of the associated Gram matrix [29, 12] , optimization can be accomplished using the gradient descent algorithm regardless of the quality of the labels, in spite of the fact that the empirical risk function is non-convex. In this regard, one can say that over-parametrization facilitates optimization.
The situation with generalization is a different story. There has been a lot of interest on the so-called "implicit regularization" effect [21] , i.e. by tuning the parameters in the optimization algorithms, one might be able to guide the algorithm to move towards network models that generalize well, without the need to add any explicit regularization terms (see below for a review of the existing literature). But despite these efforts, it is fair to say that the general picture has yet to emerge.
In this paper, we perform a rather thorough analysis of the gradient descent algorithm for training two-layer neural network models. We study the case in which the parameters in both the input and output layers are updated -the case found in practice. In the heavily over-parametrized regime, for general initializations, we prove that the results of [12] still hold, namely, the gradient descent dynamics still converges to a global minimum exponentially fast, regardless of the quality of the labels. However, we also prove that the functions obtained are uniformly close to the ones found in an associated kernel method, with the kernel defined by the initialization. In the second part of the paper, we study the more general situation when the assumption of over-parametrization is relaxed. We provide sharp estimates for both the empirical and population risks. In particular, we prove that for target functions in the appropriate reproducing kernel Hilbert space (RKHS) [3] , the generalization error can be made small if certain early stopping strategy is adopted for the gradient descent algorithm.
Our results imply that in the absence of explicit regularization over-parametrized two-layer neural networks are a lot like the kernel methods: They can always fit any set of random labels, but in order to generalize, the target functions have to be in the right RKHS. In light of the optimal generalization error bounds proved in [13] for regularized models, one is tempted to conclude that explicit regularization is necessary for two-layer neural network models to fully realize their potential in expressing complex functional relationships.
Related work
The seminal work of [30] presented both numerical and theoretical evidence that overparametrized neural networks can fit random labels. Building upon earlier work on the non-degeneracy of some Gram matrices [29] , Du et al. went a step further by proving that the GD algorithm can find global minima of the empirical risk for sufficiently over-parametrized two-layer neural networks [12] . This result was extended to multi-layer networks in [11, 2] . The related result for infinitely wide neural networks was obtained in [14] . The similar result for a general setting also appears in [9] .
The issue of generalization is less clear. [10] established generalization error bounds for solutions produced by the online stochastic gradient descent (SGD) algorithm with early stopping when the target function is in a certain RKHS. Similar results were proved in [20] for the classification problem, and in [8] for offline SGD algorithms. In [1] , generalization results were proved for the GD algorithm for target functions that can be represented by the underlying neural network models. More recently in [4] , a generalization bound was derived for GD solutions using a data-dependent norm. This norm is bounded if the target function belongs to the appropriate RKHS. However, their error bounds are not strong enough to rule out the possibility of curse of dimensionality. Indeed the results of the present paper do suggest that curse of dimensionality does occur in their setting (see Theorem 3.4) .
Throughout this paper, we will use the following notation [n] = {1, 2, . . . , n}, if n is a positive integer. We use and F to denote the 2 and Frobenius norms for matrices, respectively. We let S d−1 = {x : x = 1}, and use π 0 to denote the uniform distribution over S d−1 . We use X Y to indicate that there exists an absolute constant C 0 > 0 such that X ≤ C 0 Y , and X Y is similarly defined. If f is a function defined on R d and µ is a probability distribution on R d , we let f µ = (
Problem setup
We focus on the regression problem with a training data set given by {(x i , y i )} n i=1 , i.i.d. samples drawn from a distribution ρ, which is assumed fixed but only known through the samples. In this paper, we assume x 2 = 1 and |y| ≤ 1. We are interested in fitting the data by a two-layer neural network:
where
and Θ = {a, B} denote all the parameters. Here σ(·) : R → R is the nonlinear activation function. We will omit the subscript m in the notation for f m if there is no danger of confusion. In formula (1), we omit the bias term for notational simplicity. The effect of the bias term can be incorporated if we think of x as (x, 1) T . The ultimate goal is to minimize the population risk defined by
But in practice, we can only work with the following empirical risk
Gradient Descent We are interested in analyzing the property of the following gradient descent algorithm: Θ t+1 = Θ t − η∇R n (Θ t ), where η is the learning rate. For simplicity, we will focus on its continuous version, the gradient descent (GD) dynamics:
Initialization Θ 0 = {a(0), B(0)}. We assume that {b k (0)} m k=1 are i.i.d. random variables drawn from π 0 , and {a k (0)} m k=1 are i.i.d. random variables drawn from the distribution defined by P{a k (0) = β} = P{a k (0) = −β} = . Other initialization schemes can also be considered (e.g. distributions other than π 0 , other ways of initializing a). The needed argument does not change much from the ones for this special case.
Assumption on the input data
With the activation function σ(·) and the distribution π 0 , we can define two positive definite (PD) functions 1
For a fixed training sample, the corresponding normalized kernel matrices
Throughout this paper, we make the following assumption on the training set.
, we assume that the smallest eigenvalues of the two kernel matrices defined above are both positive, i.e.
n depend on the data set. For any PD functions s(·, ·), the Hilbert-Schmidt integral operator T s :
Let Λ n (T s ) denote its n-th largest eigenvalue. If {x i } n i=1 are independently drawn from π 0 , it was proved in [6] that with high probability λ
Using the similar idea, [29] provided lower bounds for λ (b) n based on some geometric discrepancy, which quantifies the uniformity degree of {x i } n i=1 . In this paper, we leave λ
n > 0 as our basic assumption.
The random feature model
We introduce the following random feature model [22] as a reference for the two-layer neural network model
where a ∈ R m , B 0 ∈ R m×d . Here B 0 is fixed at the corresponding initial values for the neural network model, and is not part of the parameters to be trained. The corresponding gradient descent dynamics is given by
This dynamics is relatively simple since it is linear. 1 We say that a continuous symmetric function k is positive definite if and only if for any x1, . . . , xn, the kernel matrix K = (Ki,j) ∈ R n×n with Ki,j = k(xi, xj) is positive definite.
Analysis of the over-parameterized case
In this section, we consider the optimization and generalization properties of the GD dynamics in the over-parametrized regime. We introduce two Gram matrices
SinceR n = 1 2n e T e, we have
Properties of the initialization
Lemma 1. For any fixed δ > 0, with probability at least 1 − δ over the random initialization, we haveR
where c(δ) = 2 + ln(1/δ).
The proof of this lemma can be found in Appendix C. In addition, at the initialization, the Gram matrices satisfy
In fact, we have
, we have, with probability at least 1 − δ over the random choice of Θ 0
The proof of this lemma is deferred to Appendix D.
Gradient descent near the initialization
We define a neighborhood of the initialization by
Using the lemma above, we conclude that for any fixed δ > 0, with probability at least 1 − δ over the random choices of Θ 0 , we must have
for all Θ ∈ I(Θ 0 ). For the GD dynamics, we define the exit time of I(Θ 0 ) by
Lemma 3. For any fixed δ ∈ (0, 1), assume that m ≥ 8 λ 2 n ln(2n 2 /δ). Then with probability at least 1 − δ over the random choices of Θ 0 , we have the following holds for any t ∈ [0, t 0 ],
where the last inequality is due to the fact that Θ t ∈ I(Θ 0 ). This completes the proof.
We define two quantities:
The following is the most crucial characterization of the GD dynamics.
Proposition 3.1. For any δ > 0, assume m ≥ 1024λ −2 n ln(n 2 /δ). Then, with probability at least 1 − δ, we have the following holds for any t ∈ [0, t 0 ],
Proof. First, we have
To facilitate the analysis, we define the following two quantities,
Using Lemma 3, we have
Combining the two inequalities above, we get
Using Lemma 1 and the fact that m ≥ max{
Therefore,
Inserting the above estimates back to (10), we obtain
Therefore we have
The following lemma provides that how p n and q n depend on β and m.
If β > 1, we have
3.3 Global convergence for arbitrary labels 
This actually implies that the GD dynamics always stays in I(Θ 0 ), i.e. t 0 = ∞.
Theorem 3.2. For any δ ∈ (0, 1), assume m λ −4 n n 2 δ −1 ln(n 2 /δ). Then with probability at least 1 − δ over the random initialization, we havê
Proof. According to Lemma 3, we only need to prove that t 0 = ∞. Assume t 0 < ∞.
Let us first consider the Gram matrix G (a) . Since σ(·) is 1−Lipschitz and max
This leads to
Next we turn to the Gram matrix G (b) . Define the event
By the fact that x i = 1 and b k (0) is drawn from the uniform distribution over the sphere, we have P[D i,k ] q n . Therefore the entry-wise deviation of G (b) satisfies,
In addition, by Proposition 3.1, we have
Hence using q n = p 2 n + βp n ≤ 1, we obtain
By the Markov inequality, with probability 1 − δ/n we have
Consequently, with probability 1 − δ we have
Combining (15) and (17), we get
where the last inequality comes from Lemma (4). Taking m λ −4 n n 2 δ −1 ln(n 2 /δ), we get
The above result contradicts the definition of t 0 . Therefore t 0 = ∞.
Remark 2. Compared with Proposition 3.1, the above theorem imposes a stronger assumption on the network width: m ≥ poly(δ −1 ). This is due to the lack of continuity of σ (·) when handling
is continuous, we can get rid of the dependence on poly(δ −1 ). In addition, it is also possible to remove this assumption for the case when β = o(1), since in this case the Gram matrix
Remark 3. Theorem 3.2 is closely related to the result of Du et al. [12] where exponential convergence to global minima was first proved for over-parametrized two-layer neural networks. But it improves the result of [12] in two aspects. First, as is done in practice, we allow the parameters in both layers to be updated, while [12] chooses to freeze the parameters in the first layer. Secondly, our analysis does not impose any specific requirement on the scale of the initialization whereas the proof of [12] relies on the specific scaling: β ∼ 1/ √ m.
Characterization of the whole GD trajectory
In the last subsection, we showed that very wide networks can fit arbitrary labels. In this subsection, we study the functions represented by such networks. We show that for highly over-parametrized two-layer neural networks, the solution of the GD dynamics is uniformly close to the solution for the random feature model starting from the same initial function. n n 2 δ −1 ln(n 2 δ −1 ). Then with probability at least 1 − 6δ we have,
where c(δ) = 1 + ln(1/δ).
Remark 4.
Again the factor δ −1 in the condition for m can be removed if σ is assumed to be smooth or β is assumed to be small (see the remark at the end of Theorem 3.2).
Remark 5. If β = o(m −1/6 ), the right-hand-side of (18) goes to 0 as m → ∞. For example, if we take β = 1/ √ m, we have
Hence this theorem says that the GD trajectory of a very wide network is uniformly close to the GD trajectory of the related kernel method (5).
Proof of Theorem 3.3
We define
Recall the definition of G(Θ t ) in Section 3, we know that
For GD dynamics (2), define e(t) = (f m (x; Θ t ) − y i ) ∈ R n . Then we have,
For GD dynamics (5) of the random feature model, we defineẽ(
From (22) and (23), we have
Let
We are now going to bound J 1 (x, t) and J 2 (x, t). We first consider J 1 . By Theorem (3.1), with probability at least 1 − δ we have
for any t ≥ 0. Therefore, for any x ∈ S d−1 , we have
Hence, by the estimates ofR n (Θ 0 ) in Lemma 1, we have
Inserting the estimate of q n in Lemma 4, we get
Next we turn to estimating J 2 . Let u(t) = e(t) −ẽ(t). Following (22) and (23), we obtain
Solving the equation above gives
Consider the initializations for which
4 . The probability of this event is no less than 1 − δ. For such initializations, we have
Using Proposition (3.1), we conclude that with probability no less than 1 − 2δ, the following holds:
Together with the fact that e(s) ≤ 2nR n (Θ 0 )e
s , we obtain
In addition, for any
. Hence, plugging (33) into J 2 leads to
Substituting in the estimates for q n andR n (Θ 0 ), and assuming that β 2 ≤ 1, we obtain, for any δ > 0, with probability no less than 1 − 3δ,
Finally, combining the estimates of J 1 and J 2 , we conclude that
holds for any δ > 0 with probability at least 1 − 6δ. This completes the proof of Theorem 3.3.
Curse of dimensionality of the implicit regularization
From (24), we have
where w i (t) = m t 0ẽ i (s)ds. The second term in the right hand slide of (37) lives in the span of n fixed basis:
For any probability distribution π over S d−1 , we define
As shown in [23] , H π is exactly the RKHS with the kernel defined by k(x,
Definition 1 (Barron space). The Barron space is defined as the union of H π , i.e.
The Barron norm for any h ∈ B is defined by
To signify the dependence on the target function and data set, we introduce the notation:
where the right hand side is obtained using GD dynamics (for the random feature model) using the training data {x i , y i } n i=1 with y i = f (x i ) and Θ 0 as the initial parameters. Let B Q = {f ∈ B : f B ≤ Q}. We then have the following theorem.
Theorem 3.4. There exists an absolute constant κ > 0, such that for any t ∈ [0, +∞)
Remark 6. Combined with Theorem 3.3, we conclude that for any δ ∈ (0, 1), if m is sufficiently large, then with probability at least 1 − δ we have
, Θ 0 ) = f m (·, Θ(t)) denotes the solution at time t of the GD dynamics for the two-layer neural network model. If β is sufficiently small (e.g. β = o(m −1/6 )), then we see that the curse of dimensionality also holds for the solutions generated by the GD dynamics for the two-layer neural network model. Since this statement holds for all time t, no early-stopping strategy is able to fix this curse of dimensionality problem.
In contrast, it has been proved in [13] that an appropriate regularization can avoid this curse of dimensionality problem, i.e. if we denote by M(f, {x i } n i=1 ) the estimator for the regularized model in [13] (see (85) below), then it was shown that for any δ > 0, with probability at least 1 − δ over the sampling of {x i } n i=1 , the following holds
To prove Theorem 3.4, we need the following lemma, which is proved in [5] .
Lemma 5. Letf (ω) be the Fourier transform of a function f defined on R d . Let Γ Q = {f : ω 2 1 |f (ω)|dω < Q}. Then, for any fixed functions h 1 , h 2 , ..., h n , we have
We now prove Theorem 3.4.
Proof. As is shown in [7, 17] , any function f ∈ Γ Q can be represented as
for some π and f Hπ ≤ Q, which means f ∈ B Q . Hence, Γ Q ⊂ B Q . Next, since the training data {x i } n i=1 and the initialization are fixed, we have
Therefore, by Lemma 5, we obtain sup
for some universal constant κ.
Analysis of the general case
In this section, we will relax the requirement of the network width. We will make the following assumption on the target function. Assumption 2. We assume that the target function f * admits the following integral representation
Let H k a be the RKHS induced by k a (·, ·). It was shown in [23] 
. Thus the assumption above implies that f * ∈ H k a . The following approximation result is essentially the same as the ones in [23, 24] . Since we are interested in the explicit control for the norm of the solution, we provide a complete proof in Appendix A.
Lemma 6. Assume that the target function f * satisfies Assumption 2. Then for any δ > 0, with probability at least 1 − δ over the choice of B 0 , there exists a * ∈ R m such that
where R(a * , B 0 ) = f m (·; a * , B 0 ) − f * (·) 2 ρ is the population risk.
The following generalization bound for the random feature model will be used later.
Lemma 7. For fixed B 0 , and any δ > 0, with probability no less than 1 − 3δ over the choice of the training data, we have
for any a ∈ R m .
Please see Appendix B for the proof.
Optimization results
We first show that the gradient descent algorithm can reduce the empirical risk to O(
). Here we will assume m ≥ n. This assumption is not used in the next subsection, except for Corollary 4.3.
Theorem 4.1. Take β = c m for some absolute constant c. Assume that the target function f * satisfies Assumption 2, and f * ∞ ≤ 1. Then, for any δ ∈ (0, 1), with probability no less than 1 − 4δ we haveR
for any t > 0, where C is a constant depending on δ, γ(f * ) and c.
The next three lemmas give bounds on the changes of the parameters.
Lemma 8. Let β = c m , and T be a fixed constant. Then there exists constant C T depending on T , such that for any 0 ≤ t ≤ T ,
and
Proof. By the gradient descent dynamics, we have t, we have
. Hence, we have
For B t − B 0 , consider a more refined estimate
Plugging in the above estimate for a k , we obtain
Lemma 9. Let γ = γ(f * ), β = c m , and assume √ m ≥ γ. Then, for any δ > 0, with probability no less than 1 − 4δ, we have for any 0 ≤ t ≤ T ,
whereC T is a constant.
Proof. For ã t , consider the Lyapunov function
SinceR n (ã t , B 0 ) is convex with respect toã t , we have
SinceR n (ã t , B 0 ) ≥ 0, we obtain
By Lemma 6 and Lemma 7, when √ m ≥ γ, with probability no less than 1 − 4δ, we havê
LetC = max{ 4γ 2 + 2c 2 , 2 √ 2(2γ + 1) 1 + 2 log(
Lemma 10. Under the assumptions of Lemmas 8 and 9, for any 0 ≤ t ≤ T , we have
for some constant C T .
Proof. Note that
Multiplying a t −ã t on both sides of (59), we get
Using the estimates in Lemmas 8 and 9, we obtain
Proof of Theorem 4.1
By Cauchy-Schwartz, we have
ForR n (ã t , B 0 ), from Lemma 6, with probability 1 − δ, there exists a * that satisfies (43). Thus we havê
By Lemma 7, we can bound I 2 as follows.
For I 1 , consider the Lyapunov function
Combining all the estimates above, we conclude that for any δ > 0, with probability larger than 1 − 4δ, we havê
For the estimate on a * , by Lemma 6, we have a * ≤ γ √ m . To bound a 0 − a * , we have
Together with the estimates in Lemmas 8, 9 and 10, and without loss of generality assuming that γ ≥ 1, we obtain
for t ∈ [0, T ], and some constant C (we can choose C = 27C 6 TC 2 T (c + 1) 8 (2γ + 1) 2 ). If we assume m ≥ n and take t ∈ [0, √ n m ], then we can take T = 1 and obtain
for some constant C. Moreover, sinceR n (a t , B t ) is non-increasing,R n (a t , B t ) ≤R n (a √ n/m , B √ n/m ). Hence for any t > √ n m , we haveR
for some constant C. Combining (72) and (73), we complete the proof for all t. 
Generalization results
where C is a constant depending only on T , δ, γ(f * ) and c.
As a consequence, we have 
Remark 7. From these results we conclude that for target functions in a certain RKHS, with high probability the gradient descent dynamics can find a solution with good generalization properties in a short time. Compared to the long-term analysis in the last section, this theorem does not require m to be very large. It works in the "mildly over-parameterized" regime.
The following Corollary provides a more detailed study of the balance between m, n and t to achieve best rates for R(a t , B t ).
Proof. Let m = n p and t = n r . We assume r ≤ 0, then
Expand the right hand side of (74), we obtain
For each p ≥ 0, we are going to find the corresponding r for which the maximum value among all the terms at the right hand side of (79) Proof. Similar to (62), we have
Here ρ is the distribution of input data x. For the first two terms in (80), we have the same estimates as in (63) and (64). For R(ã t , B 0 ), we have
The right hand side of (81) has one more term than (65), and additional term can be bounded as
Hence, for any δ > 0, with probability larger than 1 − 4δ, we have
Using the estimates of a t −ã t , B t , ã t , B t − B 0 , a * and a 0 − a * derived in the previous lemmas, and assuming that
In (84), the constant C can be chosen as C = 27C 6 TC 2 (c + 1) 8 (2γ + 1) 2 .
Numerical experiments
In this section, we present some numerical results to illustrate our theoretical analysis.
Fitting random labels
The first experiment studies the convergence of GD dynamics for over-parametrized two-layer neural networks with different initializations. We uniformly sample {x i } n i=1 from S d−1 , and for each x i we specify a label y i , which is uniformly drawn from [−1, 1]. In the experiments, we choose n = 50, d = 50, and network width m = 10, 000 n. Six initializations of different magnitudes are tested. Figure 1 shows the training curves.
We see that the GD algorithm for the neural network models converges exponentially fast for all initializations considered, even for the case when β = m. This is consistent with the results of Theorem 3.2.
Learning the one-neuron function
The next experiment compares the GD dynamics of two-layer neural networks and random feature models. We consider the target function f * (x) := σ(e T 1 x) with e 1 = (1, 0, · · · , 0) T ∈ R d . The training set is given by {(
We first choose n = 50, d = 10 to build the training set, and then use the gradient descent algorithm with learning rate η = 0.01 to train two-layer neural network and random feature models. We initialize the models using β = 0. In addition, 10 4 new samples are drawn to evaluate the test error. Figure 2 shows the training and test error curves of the two models of three widths: m = 4, 50, 1000. We see that, when the width is very small, the GD algorithm for the random feature model does not converge, while it does converge for the neural network model and the resulting model does generalize. This is likely due to the special target function we have chosen here. For the intermediate width (m = 50), the GD algorithm for both models converges, and it converges faster for the neural network model than for the random feature model. The test accuracy is slightly better for the resulting neural network model (but not as good as for the case when m = 4). When m = 1000, the behavior of the GD algorithm for two models is almost the same. Finally, we study the generalization properties of neural network models of different width. We train two-layer neural networks of different width until the training error is below 10 −5 . Then we measure the test error. We compare the test error with that of the regularized model proposed in [13] : where
The results are showed in Figure 3 . One sees that when the width is small, the test error is small for both methods. However, when the width becomes very large, the un-regularized neural network model does not generalized well. In other words, implicit regularization fails.
Conclusion
To put things into perspective, let us first recall some results from [13] .
1. One can define a space of functions called the Barron space. The Barron space is the union of all RKHS with kernels defined by
with respect to all probability distributions π.
2. For regularized models with a suitably crafted regularization term, optimal generalization error estimates (i.e. rates that are comparable to the Monte Carlo rates) can be established for all target functions in the Barron space.
In the present paper, we have shown that for over-parametrized two-layer neural networks without explicit regularization, the gradient descent algorithm is sufficient for the purpose of optimization. But to obtain dimension-independent error rates for generalization, one has to require that the target function be in the RKHS with a kernel defined by the initialization. In other words, given a target function in the Barron space, in order for implicit regularization to work, one has to know beforehand the kernel function for that target function and use that kernel function to initialize the GD algorithm. This requirement is certainly impractical. In the absence of such a knowledge, one should expect to encounter the curse of dimensionality for general target functions in Barron space, as is proved in this paper.
We have also studied the case with general network width. Our results point to the same direction as for the over-parametrized regime although in the general case, one has to rely on early stopping to obtain good generalization error bounds. Our analysis does not rule out completely the possibility that in some scaling regimes of n, m, t, the GD algorithm for two-layer neural network models may have better generalization properties than that of the related kernel method.
Our analysis was carried out under special circumstances, e.g. with a particular choice of π 0 and a very special domain S d−1 for the input. While it is certainly possible to extend this analysis to more general settings, we feel that the value of such an analysis is limited since our main message is a negative one: Without explicit regularization, the generalization properties of two-layer neural networks are likely to be no better than that of the kernel method.
From a technical viewpoint, our analysis was facilitated greatly by the fact that the dynamics of the b's is much slower than that of the a's, as a consequence of the smallness of β. As a result, the b's are effectively frozen in the GD dynamics. While this is the same setup as the ones used in practice, one can also imagine putting out an explicit scaling factor to account for the smallness of β, e.g.
as in [28, 25, 27] . In this case, the separation of time scales is no longer valid and one can potentially obtain a very different picture. While this is certainly an interesting avenue to pursue, so far there are no results concerning the effect of implicit regularization in such a setting.
On the other hand,
Therefore, we have
Finally, by Assumption 2, a * ≤ γ √ m .
B Proof of Lemma 7
For any Q > 0, let F Q = {f (·; a, B 0 ) : a ≤ Q}. We can bound the Rademacher complexity of F Q as follows.
Rad(F
Next, let H Q = {(f (·; a, B 0 ) − f * ) 2 : a ≤ Q}. Since |f * (x)| ≤ 1 for any x, by the Cauchy-Schwartz inequality, |f (x; a, B 0 )| ≤ √ mQ. Hence we can bound the Rademacher complexity of H Q by
using that (f (·; a, B 0 ) − f * ) 2 is Lipschitz continuous with Lipschitz constant bounded by 2 √ mQ + 1. Therefore, for any δ > 0, with probability larger than 1 − δ, we have
for any a with a ≤ Q. Finally, for any integer k, let Q k = 2 k and δ k = 2 −|k| δ. Then, with probability larger than
we have that (95) holds for all Q = Q k . Given any a ∈ R m , we can find a Q k such that Q k ≤ 2 a , which means R(a, B 0 ) −R n (a, B 0 ) ≤ 8m a 2 + 4 √ m a √ n + (2 √ m a + 1)
This completes the proof.
C Proof of Lemma 1
Proof. Define 
D Proof of Lemma 2
Proof. For a given ε ≥ 0, define events Thus with probability at least (1 − e −2mε 2 ) 2n 2 ≥ 1 − 2n 2 e −2mε 2 , we have
Using Weyl's Theorem, we have
Taking ε = λ n /4, we complete the proof.
