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In previous papers [l, 21 the author considered the method of averaging 
for systems with time lag if the retardation interval is small. The method he 
used there allowed him to obtain the same results in the general case of an 
arbitrary retardation. Recently J. K. Hale [3] proved some general theorems 
on averaging methods and integral manifolds for systems with retardation 
which contain as a particular case the results quoted above. It is the purpose 
of this paper to present a new proof of the existence of almost periodic 
solutions, based on the ideas of M. Urabe [4]; this new proof seems to be 
the most simple and direct. 
THEOREM 1. Consider the system 
2(t) = qt, z(t), z(t - T), l ) (1) 
and suppose that Z(t, u, v, c) is almost periodic in t uniformly with respect to 
the other variables and twice continuously dijferentiable. 
Let 
Zo(u, v, e) = &i+z f j-%-(t, u, v, l ) dt 
0 
and co be a solution of the equation Z,(u, u, 0) = 0 such that the matrix 
2 go, 5O, 0) + 2 (L-O, to, 0) 
has all eigenvalue in the halfplane Re X < --01 < 0. 
Then system (1) has for 0 < E < co an almost periodic solution z(t, G) such 
that lim,,, z(t, l ) = co. 
In the proof of this theorem we shall use the following 
LEMMA. Consider the linear system 
2(t) = E[A + B(t)]z(t) + E[C + Ll(t)]z(t - T) 
70 
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where B, C are almost-periodic matrices with mean values zero, and the e&n- 
values of the matrix A + C are in the halfplane Re h < --01 < 0. Then there 
exists E,, > 0 such that for 0 < E < E,, there exist K and /3 with the property 
that 1 z(t; t,, , y)l < Ke-6a(t-to))ll F I/ f or all solutions z(t; to, 9)) of system (2). 
PROOF: By a known lemma of N. N. Bogoliubov (see for example [5], 
pp. 114-115) the functions 
B<(t) = 1” e-e(t-s)B(s) ds, D,(t) = St e-E(t-s)D(s) a?, 
-co -cc 
are almost-periodic, and 
l(e) 
I BE(t)1 G _, 
t-(4 I D,(t)/ < - , t(e) + 0 for E + 0. E E 
Let 
44 = r(t) + @B,(t) + ~e(UW 
For E sufficiently small this change of variables has no influence on the 
stability properties. 
We have 
Y(t) + @c(t) + ~&>lY(t) + 4&(t) + &Wlr(t) 
= 4A + B(W + @s(t) + ~,(t)>lr(t) 
+ 4C + W)l[E + @& - 4 + Ds(t - +lr(t - 4 
Since B,(t) = B(t) - l B,(t), B,(t) = D(t) - CD<(t) we get 
[E + @C(t) + D,(t)Mt) = CAY(~) + 4tly(t) 
+ G[A + B(t)][B,(t) + D&)lY(t) + +(t - d + +tb’(t - 7) 
+ e2[c + D(t)][B,(t - T) + D,(t - +‘(t - T> - @)Y(t) 
- W)r(t) + ~“BXtlr(t) + ~“D.Wr(t> 
i.e., after obvious computations 
j(t) = l Ay(t) + &y(t - 7) + crl(t, c)Y(t) + Er&, c)y(t - T, 
+ +t)[r(t - T) - Y(t)] 
where 
I TI(4 4 < 51(4 I r2(4 4 < 52(E) 
lj$ &(E) = ljz 52(E) = 0. 
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Let us remark now that for t > 7 we have 
y(t - T) -y(t) = -T j’l j(t - AT) cc\ = -TE I’[Ay(t - XT) + -4.1 dh 
0 0 
and hence 
I D(t)1 I r(t - 7) -y(t)1 G Me t-;7ys<t ’ J+)‘. 
Let now u(t) = y(t/c); we have 
hence 
du(t) 
dt = Au(t) + Cu(t - ET) + F1(t, +4(t) + Qt, c)u(t - ET) 
+ Wb(t - 67) - u(t)J 
where 
1 rl;,ct, E)@(t) + &(t, +(t- --) + D(t)[u(t- ET) - u(t)]\ < c,(c) SUP 1 U /, t-!h<s<t 
ljs 5,(E) = 0. 
We have assumed that the eigenvalues of the matrix A + C lie in the halfplane 
Re A < --c1 < 0. From this it follows that for E sufficiently small the 
roots of the equation det(A + Ce--rTA - AE) = 0 lie in the halfplane 
Re h < -42 < 0 and hence we can apply the theorem of stability by the 
first approximation (see for example [6], Chapter VII, theorem 33.2) and 
deduce the conclusion of the lemma. 
REMARK. From this lemma it follows as in [2] that for all almost-periodic 
functions f the system 
2(t) = E[A + B(t)@(t) + ,[C + D(t)]@ - T) + ef(t> 
admits a unique almost-periodic solution zo(t) such that 
I z,(t)1 < Msup If I, 
where M depends only on A, B, C, D. 
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PROOF OF THE THEOREM: We shall construct the almost-periodic solution 
by successive approximations. Let 
q)(t) = to + E j4, e-c+s)Z(s, to, to, 0) ds. 
Then z,(t) is almost periodic, and since the mean value of Z(s, to, to, 0) is 
zero we have 
We remark also that 
%Q) = cZ(t, to, 5O,O) - #o(t) - [“I. 
We define z,+i(t) as the unique almost periodic solution of the system 
2(t) = E g (t, 50, 5°,0)z(t) + E $ (t, 50, 50, O)z(t - T) 
+ qt, 4th %(t - Q-1, e) - 6 g (4 co, to, w&(t) 
- E g (t, (O,<O, O)x,(t - T). 
Let 
1 A = lim - 
T-rco T  s 
:g (t, Co, lo, 0) dt = 2 (to, Co, 0) 
c = pz f j = az o av (4 Co, Co, 0) dt = 2 (i", to, 0) 
B(t) = g (4 5’3 to, 0) - A, D(t) = g (4 50, 10, 0) - c. 
We see from the condition of the theorem that for the system 
2(t) = E g (4 50, 5O,O).+) + E g (t, 50, 50, O)z(t - T) 
the lemma may be applied, and the successive approximations are well 
defined. (See the remark after the lemma.) 
It is obvious that if the sequence z,(t) converges uniformly its limit will 
be an almost periodic solution of system (1). 
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We have 
t E g (t, 50, 50, O)[z,+,(t - T) --- Zo(t - T)] 
t q4 &L(q, &(l - T), c) 
- qt, lo, to, 0) -- E g (4 co, to, O)[zn(t) - z,(t)] 
- E E (4 50, to, O)[z,(t - T) - xo(t -T>l + c[zo(t) - <“I; 
hence, by the remark after the lemma, 
/ %+1 - %I I < kf sup I Z(4 G(t), %(t - T), c) - Z(4 co, to, 0) 
- g (4 to, to, o)[.%(t) - x0(91 
- g (4 co, to, O)[z,(t - 7) - ql(t - T)] - [z,(t) - to]\. 
We have 
zp, %(q, %(t - T), c) - Z(4 lo, co, 0) - g (t, to, co, w4t) - z,(t)1 
- g (6 to, co, O)[%(t - T) - %(t - T)] 
1 az = 
I[ o -T&- (t, 4' + @,(t) - 1;")~ to + @G(t - T) -- to), xc) 
- g (4 to, to, o,] 4&z(~) - z,(t)) 
+ J; [E (6 6' + +L(t) - to), co + h(%(t - T) - 6'), he) 
- g (t, t-O, to, o,] a[%(t - T) - Zo(t - T)] 
+ c 1; g (6 to + q%(t) - CO), 5" + w%(t - T) - CO), A4 f&l 
+ [f: g (t, to + +n(t) - 5O), 5" + +n(t - 4 - to)> W &-El @o(t) - 5") 
+ J' g (4 50 + h(z,(t) - P), 50 + q%(t - T) - lo), he) Wzo(t - 7) - 5"l. 
0 
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From here we get for E sufficiently small 
so that by induction sup 1 z, - z,, 1 < ~M[,(E) and 
The proof of the uniform convergence of the successive approximations 
follows from the estimation I x,+~ - z, I < p sup I x, - z,-~ I which is 
obtained by the same technique as above. 
In the same manner we can prove the following: 
THEOREM 2. Consider the system 
+ cY[4 x(t), y(t), x(t - 4, y(t - 4, 4 
Suppose that X and Y are almost periodic in t unifmmly with respect to the other 
arguments, A, B, f are almost periodic, Y is continuously differentiable and X is 
twice continuously differentiable. Suppose further that the zero solution of the 
linear system j(t) = A(t)y(t) + B(t)y(t - 7 is uniformly asymptotically stable, ) 
and let q(t) be the unique almost periodic solution of the system 
9(t) = A(t) + Wy(t - 4 +fW 
Dejine 
1 = 
Xo(u, v, 6) = lim - 
T-m T s X(4 u, v(t), v, cp(t - 71, ~1 dt o 
and let to be a solution of the equation X,(u, u, 0) = 0 such that the eigenvalues 
of the matrix 
8x0 
Y&j- (P, P, 0) + z (P, P, 0) 
lie in the half plane Re h < --cy < 0. Then system (3) has for su$iciently small E 
a unique almost periodic solution x(t, E), y(t, l ) such that 
‘i% x(t, 4 = $7 l~$Y(4 c) = y(t). 
PROOF: Let 
x0(t) = P + E ,4, e-c(t-s)X(s, $, F(S), P, ~J(S - T), 0) 4 
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ye(t) = y(t) and x,~+~ , yrr L1 be the unique almost periodic solutions of the 
svstems 
+ FY[t, %(t),Yn(t), XVL(~ - T)~Yn(t - T)t <I. 
As above it is seen that 1 x, - to j < C(E), 1 yn - 9) 1 < KC and the uniform 
convergence of the successive approximations follows from the inequality 
IX n+1 -%I +LlY,+l --YL <d/~~--~-~l i~/~,-y~-~/)whichmay 
be obtained for E sufficiently small in a standard way. This theorem was 
proved in [7] for the case of small retardation. 
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