In this paper we identify and measure the effects of credit shocks in a small open economy. To incorporate information from a large number of economic and financial indicators we use the structural factor-augmented VARMA model. In the theoretical framework of the financial accelerator, we approximate the external finance premium by credit spreads. We find that an adverse global credit shock generates a significant and persistent economic slowdown in Canada; the Canadian external finance premium rises immediately while interest rates and credit measures decline. Variance decomposition reveals that the credit shock has an important effect on real activity measures, including price and leading indicators, and credit spreads. On the other hand, an unexpected increase in Canadian external finance premium shows no significant effect in Canada, suggesting that the effects of credit shocks in Canada are essentially caused by the unexpected changes in foreign credit market conditions. Given the identification procedure our structural factors have an economic interpretation.
Introduction
The current economic downturn suggests that there is information in the financial sector that has not been integrated into our understanding of macroeconomics. Studies by Stock and Watson (1989) , Estrella and Hadrouvelis (1991), Gertler and Lown (1999) , Diebold et al. (2006) , Mueller (2007) , and Gilchrist among others. In particular, we will use a factor-augmented VARMA (FAVARMA) model proposed by Dufour and Stevanovic (2010) . This is a theoretically coherent model with an approach that combines two dimension reduction techniques: factor analysis and VARMA modeling. The identification of structural shocks is achieved by imposing a recursive structure on the impact matrix of the structural MA representation of observable variables. Similar studies have been done for the US economy by Boivin, Giannoni, and Stevanovic (2009b) (BGS hereafter) and Gilchrist, Yankov, and Zakrajsek (2009) . Both studies find that credit shocks have wide effects on the economy that are consistent with a significant economic slowdown. Pesaran et al. (2006) use the global VAR model to link the firm-specific changes in credit portfolio to macroeconomic business cycles. Safei and Cameron (2003) and Atta-Mensah and Dib (2008) have studied the dynamics of the Canadian credit market, the former according to a structural VAR approach, the latter according to a general equilibrium approach. The conclusions drawn by Safei and Cameron (2003) show a lack of robustness, suggesting that there is information missing in their structural VAR models. The present exercise will correct this problem using a large data set. The results of Atta-Mensah and Dib (2008) are more coherent with dynamic stochastic general equilibrium (DSGE) literature describing credit market models, except that they consider Canada as a closed economy. Our methodology will allow us to include more information about the global financial market and to simulate shocks from outside of Canada, which will be important in our following discussion.
Our results show that an unexpected increase in the external finance premium on global financial markets, approximated by the US credit spread, generates a significant and persistent economic slowdown in Canada. Canadian credit spreads rise immediately, while interest rates and credit measures decline. Contrary to existing work on the Canadian economy, we find that price indexes fall persistently 1 . Since we do not impose timing restrictions on forward-looking variables, these leading indicators respond negatively on impact, as expected. This gives a more realistic picture of the effect of credit shocks on the economy and provides information about the transmission mechanism of these shocks. According to R 2 results, the common component captures an important dimension of the business cycle movements. From the variance decomposition analysis, we observe that the credit shock has an important effect on several real activity measures including price indicators, leading indicators, and credit spreads.
Another piece of important empirical evidence concerns the identification of national financial shocks.
Previous studies have treated Canada as a closed economy when identifying a credit shock and have found some real effects. Our results suggest that there is no significant effect of domestic shocks in Canada. Indeed, the effects of credit shocks in Canada are essentially caused by unexpected changes in foreign credit market conditions. Moreover, we investigate the link between the net worth of borrowers and the real activity.
Results suggest that we must be careful when studying financial transmission channels and impacts of credit shocks.
Finally, a by-product of our identification approach is a rotation matrix that can be used to recover the structural factors. These rotation matrices still have the same informational content, but their interpretation, in terms of the correlation structure, can change. Indeed, we find that the rotated principal components do have an economic interpretation.
In the rest of the paper, we first present the theoretical framework in which credit shocks can occur.
Then, we present our econometric framework in a data-rich environment and discuss the estimation and identification issues. The main results are presented in Section 5, followed by a conclusion. The Appendix contains some additional results, the explanation of the bootstrap procedure, and the data description.
Theoretical framework
In this section we briefly discuss how the financial and economic sides are connected and through which channel(s) shocks on the credit market could affect economic activity.
Financial frictions are crucial when linking the credit market conditions to economic activity. We see this by the fact that in a framework of incomplete information, the Modigliani-Miller theorem does not apply. This means that a firm's value is determined by its capital structure. After aggregation and if credit markets determine capital structure in the economy, we should observe informational frictions characterizing the firm's value. Frictions can arise from both supply and demand.
On the supply side, usually interpreted as the bank lending channel, Bernanke (1993) observes that banks and other financial intermediaries are able to fund projects which are complex to evaluate, using funds from investors that have only partial information about these projects. If banks resolve asymmetric information problems in the credit market, they can be considered credit creators and their health becomes an important introduce the idea of a financial accelerator working through the interaction of two measures. First is the external finance premium, defined as the difference between the external cost of capital and the internal opportunity cost of capital. Second is the net worth of potential borrowers used to measure collateral that firms are able to offer to obtain credit. The idea of the financial accelerator is an inverse relation between these two measures. If the net worth of a firm falls, the collateral value that firms will be able to present to banks will also fall. Similarly, the firm's contribution to capital will also decline. In consequence, the bank will possess relatively more parts of the firm, creating an agency cost to solve the divergence between both parts. This agency cost will raise the external finance premium, i.e. the firm's capital cost. Then the financial accelerator mechanism works as follows: a fall in net worth (due to financial crisis, for example) raises the acquisition capital cost, pushing firms to invest a sub-optimal quantity of capital and creating a persistent effect from the original crisis.
Building on BGG, Gilchrist, Ortiz, and Zakrajsek (2009) aim to quantify the role of financial frictions in generating the business cycle fluctuations. They augment a standard DSGE model with the financial accelerator mechanism that links the conditions on credit market to the real economy through the external finance premium. Two financial shocks are introduced: a financial disturbance shock, which affects external finance premium, and a net worth shock affecting the balance sheet of a firm. The first shock is presented as a credit supply shock, which Christiano et al. (2009) interpret as an increase in the agency costs due to a higher variance of idiosyncratic shocks affecting the firm's profitability. The second shock can be viewed as a credit demand shock. Its effect will depend on the degree of frictions in the financial market. After estimating the structural model, the authors find that both financial shocks cause an increase in external finance premium which, through the financial accelerator, implies a slowdown in economic activity. Finally, Bloom (2009) provides a framework to analyze the impact of uncertainty shocks. He finds that increased volatility generates short, but sharp, recessions an recoveries.
3 Econometric framework in data-rich environment
As information technology improves, the availability of economic and finance time series grows in terms of both time and cross-section size. However, a large amount of information can lead to the curse of dimensionality problem when standard time series tools are used. Since most of these series are highly correlated, at least within some categories, their co-variability pattern and informational content can be approximated by a smaller number of variables. A popular way to address this issue is to use factor analysis.
The structural factor model approach will here be used to identify a structural shock and its effects on the economy.
Previous studies have used standard VAR techniques with recursive identification schemes to identify credit shocks. However, as Bernanke et al. (2005) pointed out, the small-scale VAR model presents three issues. First, due to the small amount of information in the model, relative to the information set potentially observed by agents, VAR suffers from an omitted variable problem which can alter the impulse response analysis. The second problem in a small-scale VAR model is that the choice of a specific data series to represent a general economic concept is arbitrary. Moreover, measurement errors, aggregations, and revisions present additional problems when linking theoretical concepts to specific data series. Even if the previous problems do not occur, we can only produce impulse responses for the variables included in the VAR. Finally, Forni et al. (2009) argues that while non-fundamentalness is generic of a small scale model, it cannot arise in a large dimensional dynamic factor models 2 . This is of primary importance since the objective is to identify a relatively new structural shock in empirical macroeconomics.
2 If the shocks in the VAR model are fundamental, then the dynamic effects implied by the moving average representation can have a meaningful interpretation, i.e. the structural shocks can be recovered from current and past values of observable series.
One way to address all of these issues is to take advantage of information contained in large panel data sets using dynamic factor analysis and the factor-augmented VAR (FAVAR) model in particular. The importance of large data sets and factor analysis is well documented in both forecasting macroeconomic aggregates and structural analysis. Boivin et al. (2009a) has recently shown that incorporating information through a small number of factors corrects for several empirical puzzles when estimating the effect of monetary policy shocks in a small open economy. However, Dufour and Stevanovic (2010) argue that in general, multivariate series and associated factors do not both follow a finite order VAR process. Hence, they propose a FAVARMA framework that combines two parsimonious methods to represent the dynamic interactions between a large number of time series: factor analysis and VARMA modeling.
Factor-augmented VARMA model
Using the notation from Dufour and Stevanovic (2010) , the dynamic factor model (DFM) where factors have a finite order VARMA(p f ,q f ) representation can be written as
, and ν it is an N -dimensional white noise uncorrelated with q-dimensional white noise process η t . The equation (1) relates observable variable X it to q (latent) factors, f t , and to its idiosyncratic component, u it . The elementλ i (L)f t is called the common component. We also allow for some limited cross-section correlations among the idiosyncratic components 3 .
Subtracting δ i (L)u it−1 from both sides of (1) gives the DFM with serially uncorrelated idiosyncratic errors:
where
Then, we can rewrite the DFM in the following form:
To obtain the static version of the previous factor model suppose thatλ(L) has finite degree p-1, and let
. Let the dimension of F t be K, where q ≤ K ≤ qp. Then,
where Λ is a N × K matrix where the i th row consists of coefficients ofλ i (L), Φ(L) contains coefficients of Γ(L) and zeros, and G is K × q matrix that loads (structural) shocks η t to static factors (consists of 1's and 0's). Note that if Θ(L) = I, we obtain the factor-augmented VAR (FAVAR) model.
Finally, since the VARMA models are not identified in general, we will impose the diagonal moving average representation that is presented in following definition.
Definition 1 (Diagonal MA equation form) Suppose N -dimensional stochastic process X t has the following VARMA representation:
From the point of view of practitioners, this form is very appealing since adding lags of u it to the i th equation is a natural extension of the VAR model. It also has the advantage of putting the simple structure on MA polynomials, the part which complicates the estimation.
Estimation
We will work with the static version (7) (8) (9) . Also, we assume the same number of dynamic and static factors, G = I, and no autocorrelations in idiosyncratic component, D(L) = 0, which gives the following simplified model:
To estimate this model, we use the two-step Principal Component Analysis (PCA) estimation method (see Stock and Watson, 2002; and Bai and Ng, 2006 ; for theoretical results concerning the PCA estimator).
In the first step,F t are computed as K principal components of X t . In the second step, we estimate the VARMA representation (11) usingF t . The standard estimation methods for VARMA models are maximum likelihood and nonlinear least squares. Unfortunately, these methods require nonlinear optimization, which may not be feasible when the number of parameters is relatively large. In this paper, we will use the GLS method proposed in Dufour and Pelletier (2008) .
Since the unobserved factors are estimated and then included as regressors in the FAVARMA model, the two-step approach suffers from the "generated regressors"problem. To get an accurate statistical inference on the impulse response functions that accounts for uncertainty associated to factors estimation, we use a bootstrap procedure suggested by Yamamoto (2009) and implemented in Dufour and Stevanovic (2010) .
The details about the bootstrap procedure are presented in the Appendix.
Identification of structural shocks
To identify the structural shocks, we adapt the contemporaneous timing restrictions procedure proposed in Stock and Watson (2005) to the FAVARMA framework. After inverting the VARMA process of factors in (11) , assuming stationarity, and plugging it in (10), we obtain the MA representation of X t :
We assume that the number of static factors, K, is equal to the number of dynamic factors and that residuals in (11) are linear combinations of structural shocks ε t
where H is a nonsingular square matrix and E[ε t ε t ] = I. Replacing (13) in (12) gives the structural MA form of X t :
To achieve the identification of shocks in ε t , the contemporaneous timing restrictions are imposed on the impact matrix in (14)
where Σ η is covariance matrix of η t and Λ K is K × K matrix of first K rows of Λ. To estimate H, we just plug the estimates of B 0:K , Σ e and Λ K . Hence, the impulse responses to any shock in ε t are obtained using (14) . This identification procedure is similar to the standard recursive identification in VARMA models.
To just-identify the K structural shocks, we need to impose K(K − 1)/2 restrictions. Imposing them in a recursive way makes estimation of the rotation matrix H easy. Also, it should be noted that the number of static factors must be equal to the number of series used in recursive identification. Moreover, contrary to other identification strategies in FAVAR literature, we do not need to impose any observed factor or rely on the interpretation of a particular latent factor.
Data
The majority of our data comes from Dufour Credit spreads measuring credit market conditions are also included as additional series. A credit spread is defined by the difference between the actuarial rate of a firm bond and the actuarial rate of a risk-free product (typically a treasury bond). We were built American credit spreads using Moody's bond index as described in BGS. Canadian credit spreads has been built using a Canadian Dex bond index rated AA. Table 1 
Results
The goal of this paper is to measure the dynamic effects of credit shocks on economic activity in Canada.
Since we are looking at a small open economy it is important to control for global influence on financial markets when identifying the credit shock effects. In previous studies, authors have considered Canada to be a closed economy, but our empirical evidence suggests this could be misleading. Indeed, our results
show that the effect of credit shock is essentially driven by global financial conditions and by US credit markets in particular. Given the fact that the US represents around 80% of foreign trade in Canada, we approximate the world financial conditions with the US proxies. Hence, we use the US 10-year credit spread (USspread10y) in the recursive identification scheme. On the other hand, we take the Canadian 10-year credit spread (CANspread10y) as a proxy to identify the national credit shock. In all specifications the lag order tests suggest a VARMA(2,1) process for extracted factors.
Global credit shock
To identify the global credit shock, we impose the following recursive scheme such that B 0:K is lower triangular:
where CP I is the Consumer Price Index: all items, U R is the Unemployment Rate, M S is the Money Base, R is the 3-month Treasury Bill and F X stands for the Can/US Exchange Rate. The credit shock is the first element in ε t . This identification scheme implies that Canadian CPI, UR, MS, R and FX can respond immediately to a credit shock in the US. In other words, the contemporaneous response to a credit shock of all 349 variables is completely unrestricted.
The impulse responses for some variables of interest are presented in Figure 2 . A one-standard deviation credit shock immediately raises the US credit spread for 0.4 basic point, while the effect is two times smaller on the Canadian spread. This unexpected increase in the global external finance premium generates a significant and persistent economic downturn. We see that economic activity indicators such as production, employment, hours, prices and wages decline significantly. Production measures in particular go down for more than a year. Employment is also negatively affected, especially in the construction sector The effects on financial markets are even more striking. Treasury bills and government market bonds respond negatively and the effect is significant and persistent. Business and consumer credit measures decline.
Leading indicators such as new orders, building permits and housing also start responding negatively on impact.
Our econometric framework allows the possibility of measuring the effects of structural shocks across different economic activity sectors, as well as across geographical regions. This is important in the case of Canada because of its huge territory and small overall population density. Thus, it is interesting to see how the credit shocks propagate across different regions. The results are presented in Figure 6 in the Appendix.
It seems that in general, the Atlantic provinces demonstrate the most inconsistent behavior with respect to the rest of Canada.
The variance decomposition results are presented in Table 2 . The second column reports the contribution of the credit shock to the variance of the forecast error at 48-month horizon. According to these results, and contrary to the literature on monetary policy shocks identified in structural VAR framework, the global credit shock has an important effect on several variables: credit spreads, interest rates, industrial price indexes, credit measures, production and employment. This surprising evidence of the importance of credit shocks is also documented in BGS.
Finally, since we are using a factor model, the natural question is how well the extracted factors explain the variability in observable series. Looking at the R 2 results in the third column in Table 2 , we see that the common component explains a sizeable fraction of the variability in these variables 6 . This means that these factors do capture important dimensions of business cycle movements.
Canadian credit shock
In the previous section, we showed that global credit shock has significant and meaningful effects on the Canadian economy. Now, we will see if a national credit shock, identified using a Canadian external finance premium measure, produces any effect. The recursive scheme is the following:
The credit shock is identified as the last element of ε t . This identification is similar to what has been done in structural VAR and in FAVAR frameworks with the US data: activity and price measures do not respond immediately to a credit shock, nor to interest rates or money supply. We also add the exchange rate, considered exogenous to the credit shock 7 . Contrary to other studies we control for the US credit markets by including the US credit spread, but the results do not change if we exclude it.
The impulse responses are presented in Figure 3 . Overall, the national credit shock does not seem to produce any significant effect on economy. In particular, the standard deviation of the credit shock in this identification scheme is more than 8 times smaller than in the case of the global credit shock.
The previous results suggest that all effects on Canadian economy are caused by a global (or US) credit shock. Hence, modeling Canada as a closed economy when identifying and measuring the effects of credit shocks can be misleading in sense that if any effects are found, these are not caused by a national but a global shock.
To understand better this phenomena, we tried another recursive scheme:
Here, the Canadian credit spread is taken to be exogenous to price, activity, money, interest rate and exchange rate measures. Our a priori idea is that the Canadian credit spread is Granger caused by the US spread such that this identification scheme would produce similar results to the first one.
In Figure 4 we present the results from these two identification schemes. Overall, they are very similar, except that when using the Canadian spread the effects are slightly more important for some variables.
This suggests that the same shock can be identified using either Canadian or US external finance premium measures. Moreover, the structural factors from the two models are highly correlated (correlation coefficients are higher than 0.9 in absolute value).
Finally, we tested the Granger causality between the two credit spreads. The results are reported in 7 Other ordering have been tried and results were very similar. This link to the net worth of a potential borrower has some unclear consequences. Considering that the net worth of an economy follows its real activity, we try here to consider how to differentiate a credit shock from an aggregate demand shock. Gilchrist, Ortiz and Zakrajsek (2009), in describing their DSGE model, allowed two shocks in the credit market. The first is modeled as an innovation in the inverse relation between external finance premium and net worth. This shock appears to be similar to what we have so far defined as the credit shock. The second is the innovation in the law of motion of the net worth. What constitutes an innovation in the evolution of net worth is unclear, but it is likely to be a real shock. Let us call that a demand shock (i.e., let us consider that nothing happens on the supply side of real activity) and simulate such a shock in our data. In order to do so, we add an American industrial production measure in our database and try the following identification scheme:
where we simulate a shock on the first factor. This identification is coherent with the fact that Canadian real shocks are exogenous, just as we postulated for credit shocks. Our results, presented in Figure 5 show very similar reactions to credit and demand shock. The effect is stronger after a credit shock for most variables, except for some, such as, IP, Import and Export, sectors directly linked with US industrial production (that are probably also determined by other channels). These results are also coherent with observations made by Gilchrist, Ortiz and Zakrajsek (2009).
However, note that this recursive scheme does not automatically identify the demand shock in US. It may also identify a global shock to which US industrial production (and also US and Canadian credit spreads)
reacts. Moreover, given the results in BGS, this can be a reaction of US industrial production to a credit shock, so we might again identify a financial disturbance.
From there, we can draw a broader picture of the situation. First, as in BGG, financial and real sectors are closely interrelated. Then, if real and financial channels are not well differentiated, the fact that real activity and credit conditions have to be considered exogenous in a small open economy seems to be two sides of the same coin.
Interpretation of factors
As it was pointed out in BGS, the procedure to identify the structural shocks can produce interpretable factors 8 . Remember that structural shocks are linear combination of residuals, ε t = Hη t . Using this hypothesis, we can rewrite the system (10)-(11) in its structural form
Hence, given the estimates of F t and H, we can obtain the estimate of structural factors:F t =ĤF t . The last six columns in Table   2 contain the marginal contribution of each structural factor to the total R 2 . We can see that the first structural factors explain mostly the two credit spreads. The second is very important for consumer price indexes and housing prices, while the third contributes completely in explaining the unemployment rate.
Finally, the fourth factor is important for monetary measures (not reported in the table) and interest rates, while the last two factors do not seem to be interpretable.
Conclusion
In this paper we measured the impact of a credit shock in Canada in a data-rich environment. To incorporate information from a large number of economic and financial indicators, we used a factor-augmented VARMA (FAVARMA) model. The structural shocks are identified by imposing a recursive structure on the impact matrix of the structural MA representation of observable variables.
We found that an unexpected increase in the external finance premium on global financial markets, approximated by the US credit spread, generates a significant and persistent economic slowdown in Canada.
Canadian credit spreads rise immediately, while interest rates and credit measures decline. According to R 2 results, the common component captures an important dimension of business cycle movements. From the variance decomposition analysis, we observed that the credit shock has an important effect on several economic and financial measures.
Another important result is related to the identification of national financial shocks. Previous studies have treated Canada as a closed economy when identifying a credit shock and have found some real effects.
Our results suggested however that there is no significant effect of domestic shocks in Canada. Indeed, the effects of credit shocks in Canada are fundamentally caused by the unexpected changes in foreign credit market conditions. Since there is still no strong theoretical studies that shows the optimal way to produce statistical inference about impulse responses in structural large-dimensional factor models, we explain in details our parametric bootstrap procedure. The goal is to obtain confidence bands for impulse responses to structural shocks in representation (10-11) with assumption (13).
• Step 1
Shuffle time dimension of residuals in (11) and resample static factors using estimates of VARMA
Shuffle time dimension of residuals in (10), and resample observable series using new factors obtained from the previous step and the estimated loadings:
Estimate FAVARMA model onX t , identify structural shock and produce impulse responses.
As it was pointed out in Dufour and Stevanovic (2010) , having a good approximation of the true factor process can be very important in order to get the right bootstrap procedure. If the finite VAR approximation is far away from the truth, and if the finite VARMA representation does much better, allowing for MA part should provide a more reliable inference.
Appendix C: Data description
The transformation codes (labeled T-Code) are: 1 -no transformation; 2 -first difference; 4 -logarithm; 5 -first difference of logarithm.
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