The asymptotic behavior of the equations governing the viscous flow along a right-angle corner is considered. It is demonstrated that consistent asymptotic series exist for the inner corner layer region. These expansions satisfy the corner layer equations and associated boundary conditions. They exhibit algebraic decay of all the flow properties into the boundary layer away from the corner, and prescribe algebraic decay of the cross flow velocities into the outer potential flow. Of course the streamwise velocity and vorticity are constrained to decay exponentially into the potential flow. The form of this algebraic behavior is required in order to facilitate numerical solution of the corner layer equations. Of particular significance is the use of symmetry as a means of providing a boundary condition, predicting the appearance of logarithmic terms, and specifying the occurrence of arbitrary constants. These constants can only be determined from the complete corner layer solution.
cross-plane corner layer velocities v and w need not decay exponentially when min (r/, f) -> , and all of the flow properties, including the vorticity, decay algebraically for £ -» co, 17/f -* 0, or as the flow asymptotes into the boundary layer regions.
Moreover, initial numerical solutions of the corner layer equations (2.1), using relaxation methods, strongly indicated that exponential decay into the boundary layer and potential flow was inappropriate. As it was not practical to apply the asymptotic formulas (f = 00) for values of f in excess of ten to twenty, more relaxed boundary conditions were needed for this calculation. Such conditions are derived herein where the correct algebraic decay is described. Numerical solutions are presented by Rubin and Grossman [2] , In this paper the asymptotic behavior of the corner layer equations is considered. It is shown that separate expansions are required for min (77, f) -* <» (corner layer to potential flow), and f -* , 17/f -» 0 (corner layer to boundary layer) respectively, but that the two series match perfectly in an overlap domain. In Sec. 2, the equations governing the corner layer region are simplified by introducing modified cross flow velocities and a modified streamwise vorticity. Asymptotic expansions in negative integer powers of f, for f » «>, are postulated. A set of recursive partial differential equations for the asymptotic variables, as functions of y and log f, is obtained. It will be shown that, assuming polynomial dependence on log f, the asymptotic expansion can be formally and consistently continued up to any order. Of course, the number of terms to be handled increases rapidly with the order, so that the recursion developed becomes impractical beyond a few terms. One reason for this is the appearance of constants which are undeterminable from the recursion, a situation typical of asymptotic expansions in boundary layer theory. Rubin and Grossman [2] have succeeded in obtaining the first unknown constant of the expansion numerically.
In Sec. 3, the asymptotic solution for min (rj, f) -> <» is discussed and an interesting use of symmetry as a means of specifying a boundary condition as well as predicting the appearance of logarithmic terms is described. A compact operational calculus for the easy handling of the logarithmic terms and for reduction of the partial differential equations to formal ordinary differential equations is applied. This technique may have significance in the general asymptotic theory of solutions of differential equations. (See also Pal [3] .)
In Sec. 4, the recursive equations originally of sixth order in 77 are reduced to two second-order equations resulting in a considerable simplification of the system. The method of solution of this reduced set is described in Sec. 5 and a general outline of the entire procedure is given in Sec. 6. In Appendix I, the impossibility of the occurrence of fractional powers in the asymptotic expansions is proven. The existence and uniqueness of the solution is discussed in Appendix II.
2. Asymptotic expansions. The equations governing the incompressible viscous flow along a right angle corner ( Fig. 1 ) have been discussed by several authors, including Carrier [4] and Rubin [1] . Assuming that the Reynolds number R = 2Uox/v is a large parameter, the following expansions for the velocities and pressure are appropriate for the corner layer region: p0 denotes the ambient uniform pressure. Similarity may be assumed for the leading nonuniform terms in the expansion on the basis of the R » 1 assumption. The stretched similarity variables are defined by y = y{U 0/2vx)in, f = z(Ua/2vx)1/2. With the preceding expansions the Navier-Stokes equations in the region 0 < -n < f become, to order one, -jjw, -fitf + V, + W; = 0, -t]UUn -fUUr + «t, + wus = W" + Wfr , -rjuv, -fUDj + W, + -UV = »" + Vn -p" , -TJUW, -tuw: + VW" + Wf -uw -w" + wi: -pf , (cf. Rubin, [1, Eqs. 36]). The appropriate boundary conditions for the corner geometry are tt = r = w = 0oni) = 0, !">0, and from symmetry, w, = u{ , v = w on t) = f. In addition, for 17 -> ro, ?? < f, it should be possible to match the corner layer solution to an outer irrotational flow. The vorticity in the corner layer coordinates is w, -vt + 0(R-1/2)R u\ + 0(R°) I -Rl/\ + 0(R°) J so that the leading vorticity components vanish with exponential speed if u = 1 + o(r*), w" -vt = 0(r-v)
for any N > 0, as f -* °°. The asymptotic solutions of Eqs. (2.1) for f -> 00, jj/f -► 0 have been determined by Rubin [1] and are given in the first column of Table 1 . The system of Eqs. (2.1) is somewhat simplified by eliminating the pressure and introducing the velocity potentials <p = tjw -v, \p = fw -w, (2.2) and the modified vorticity
These transformed variables are similar to those defined by Pearson [5] in his analysis of the corner region. In terms of the functions u, 6, <p, \f/, the system (2.1) becomes V2u -J-<pu, = 0, (2.4a) The coefficients u" , 9n , <p" , are assumed here to depend on ij and also on f in a weak manner. As is frequent in asymptotic expansions, we assume that they are polynomials of X = log f. The necessity of (log f)4 type terms will become clear later.
Substitution of Eqs. Eqs. (2.9) are partial differential equations, and formally they are not any simpler than Eqs. (2.4) from which they were derived. However, the dependence of all unknowns on the variable X is partially known. All quantities appearing in these equations are polynomials in X, the coefficients of which are functions of y. This is certainly true of Mo , 0o , <Po , to , (which do not depend on X) and can be proven by induction for all w" , 6n , <p" , i//». In fact, these special solutions can be derived explicitly from the solution of the reduced system from which the d/d\ terms are omitted. The algorithm of solving such partial differential equations is introduced and discussed in detail elsewhere (cf.
Pal [3] ).
The system (2.9) will be solved recursively, with the inductive hypothesis that the functions uk , 6k , <pk , \f/k are known for k -0, • • • , n -1. In fact these functions have been determined for k = 0, 1, 2 explicitly, in terms of the Blasius function These expressions, listed in Table 1 , can be verified by substitution into the recursive equations and boundary conditions.
The first few terms of the asymptotic series do not depend on X, since the governing equations and boundary conditions can be satisfied with the omission of the d/d\ terms. The governing equations for <pi and us uncouple so that with It = J1 = 0 f\" + MvV ~ f'ivM + 2/"("V1 = 0, 
From the asymptotic formulas for the Blasius function and the expressions of Table 1 we find that
For n > 1, Eqs. It will be assumed that P" , Qn are polynomials of X = log f as well, of orders to be determined later. We will call PJ:o, X), Qn(v, X) the "polynomial part" of vn(ij, X), wn(97, X).
The polynomial parts of the functions un , <p" , \[/n , 6n can be defined similarly. By Eqs. (3.1) the polynomial parts of u" , 6n are identically 0, with the exception of u0 for which the polynomial part is unity. Further, because of (2.11), Pn(n, X) is the polynomial part of -<pn(v, X) and Q"(ij, X) the polynomial part of X). The polynomial parts of the variables un , vn , wn , <pn , , 9" for n = 0, 1, 2, are listed in Table 2 .
With the use of the polynomial parts, the asymptotic expansions ( to the asymptotic expansion (3.9), we find that (3.10) is equivalent to the condition that in (3.9) all polynomials t"(A) have only real coefficients. In order to obtain relations between the polynomial parts of vn , wn we have to reintroduce the variables r), f into (3.9) and examine the behavior of (3.9) for 17/f -» 0. Therefore, we substitute log r = X + 00 (77/J"), where u(t) = itr/4 + log (1 -il).
(3.11) From here it follows by Taylor's theorem that T»(1°gr) = T"(XMVf).
With the notation d/d\ = A, this can be written formally by the use of (3.11) in the form 7n
The last expression and
From here by the application of the binomial series we find Clearly 3" reduces to an at most fcth order differential operator if applied to a /cth order polynomial in X. The first term in the expansion of 32 requires integration of the operand, with an arbitrary integration constant. Hence Qim+2(0, X) is determined by the symmetry condition only up to an arbitrary constant. On the other hand, the order of Q4m+2(0, X) exceeds the order of P4ot+i(0, X) by one.
The appearance of logarithmic terms can be thus considered a necessary consequence of the symmetry condition. Since <pL(77, X) vanishes identically, the first logarithmic term can be expected to appear in Q6(X).
4. Reduction of the perturbation system (2.9). Substitution of (2.9c) and ( Thus the X-polynomial P"(0, X) = p"(X) is the only unknown part of (4.4a) and (4. The integration constant C must vanish, as Ln and the left-hand side of (4.6) are both exponentially small as r? -> °°. We now introduce the new variable s = + (5 -1)*. We note that by definition $ is obtainable from t by *(v, X) = /'(") f t(r, X) dr -p"(X) + k (X)/'("). (4.14)
•'O &"(X) is an unknown polynomial of X to be determined from the boundary conditions. X) is obtained from $ and s by (4.8).
Boundary conditions and asymptotic behavior.
The unknowns satisfy at the wall ij = 0 the boundary conditionŝ "(0, X) = 0, (5.1a) rf(0, X) = 0, (5.1b)
M0, x) = 0, (5.1c) which are equivalent to un(0, X) = i>"(0, X) = w"(0, X) = 0.
In terms of the unknowns <J>, 1P, we find by virtue of the symmetry condition that $(0, X) = -Pn(0, X) = -pn(X), (5.2a) *(0, X) = -Q"(0, X) = -3"pn_j(X) = -5*(X), (5.2b) $'(0, X) = -P:(0, X) = -(A -n + l)g"(X) = -r"(X). is known) the differential equation (4.13) with its boundary conditions (5.5),(5.6b) (Problem B) have unique solutions. This is shown in Appendix II. It is remarkable that neither of the problems A, B contain the polynomials p" , qn , r.
in their formulations. This fortunate circumstance allows the separation of the determination of pn from the solution of Problems A and B. 6. Summary of the recursive construction of the asymptotic expansion. In the preceding sections a complete set of equations and unknowns were derived for the recursive construction of the asymptotic series of the flow velocities. For the reader's convenience we list here the relevant unknowns and equations in the order they are required in the construction (as opposed to the order of their derivation).
List of unknowns. Unknowns corresponding to a particular order m > 1: (All quantities are polynomials of X = log f. Dependence on X will not be noted, in general, explicitly. The operator d/d-q will be replaced by the symbol D and d/d\ by A.) It is demonstrated that apart from a sequence of arbitrary constants a unique asymptotic series of the type (2.14) exists which satisfies the corner layer equations (2.1) and the appropriate boundary conditions of the corner geometry. This series is continuable to arbitrary order by use of the operator calculus that has been introduced herein. The algebraic decay of all the corner flow properties into the boundary layers (f -* «>, ij/f -* 0) is established, as is the algebraic decay of the crosswise velocities into the potential flow (17 -► =», 17 < f). This asymptotic behavior is important in the numerical solution of the corner layer equations presented by Rubin and Grossman [2] , The use of symmetry as a boundary condition and the appearance of logarithmic terms is formally demonstrated. where {jut} is an increasing sequence such that as fc -> <». Suppose that there are noninteger values fik , and nT = m is the smallest among them, n must be greater than or equal to one, since 0 < ^ = Mi < 1 would imply by (2. 2) that the leading term of the expansion of w is of order f1-*, where 1 -n > 0. u" , 6n , <pn , \f/n satisfy the Eqs.
(2.9) with the following modifications:
(1) substitute n = r, (2) /" , Jn , (pn_2 are replaced by zero;
(3) the term d/dX -n is everywhere replaced by d/d\ -ix. Since the expansion of does not contain a f1-" term and that of ^ a f2~" term, we find from the modified equation (2.9d) Qr(y, X) = -q(X) and from the modified Eq. (2.9c) Pr(v, X) = -(3/dX -n + l)g(X) -p(X). By the modified Eq. (3.16) then Qr(0, X) = p(X) = 0.
This condition obviously assures that the 0(|t|~"+i) term of the external field is symmetric.
The variables $ = <pn -P" , # = -Qn can be introduced as before and then they satisfy the modified homogeneous equations 
Jo
The left-hand integral is positive, since s(?/) > 0 for tj > 0. For the same reason S'(0) >0. Therefore m < 1 follows. But n < 1 is unacceptable, so that §(n) must vanish identically. Thus, all solutions of the eigenvalue problem (I.l)-(1.4) must be of the form ,5 = 0 and therefore also 5 = 0. The leading term i(ri) of i(r), X) must then satisfy by (1.2) ft" + (if + 3f')V -(nf2 + ff')t = 0 with the homogeneous boundary conditions (1.4). However, Libby and Fox [8] have shown that this eigenvalue problem does not have any positive eigenvalues n. Thus also i = 0 and thus 1=0. Substitution of 2 = 0, I = 0 leads to un = 0, 6" = 0, <pn = 0, yf/n = 0, a contradiction to the assumption of the existence of a noninteger eigenvalue.
Appendix II. Existence and uniqueness of the solutions of Problems A and B. Problem A. We first note that both Eq. This solution is by virtue of its derivation unique. Problem B. The method of solution is based on a construction similar to the one applied to Problem A. First a transformation t = T + af + /?/'" is applied so that the new inhomogeneous term is 0(-q2) for 17 -» 0. Then a transformation T = (f")1/2(f)~2r brings the differential equation 
