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Abstract 
In this thesis, firstly we have reviewed both previous and current state of optical CDMA 
(OCDMA) technologies. Search for appropriate spreading codes is one of the main 
challenges of OCDMA applications and hence is an important topic which is heavily 
addressed in the literature. Existing codes have restrictions on code-lengths, weights 
and correlation properties where the number of generated codes is severely limited. 
Secondly, we have paid a particular attention in proposing a novel spreading code, 
hereby referred to as Double Padded Modified Prime Code (DPMPC) which suppresses 
the multiple-access interference (MAI) and also enhances the network capacity. 
Then, we have applied the DPMPC to both coherent and incoherent time-spreading 
OCDMA transceivers and analysed their overall performances. We have also proposed 
novel transceivers which are power-efficient, simple and able to accommodate great 
number of simultaneous users. Accordingly, an advanced two-dimensional frequency-
polarization modulation for OCDMA is introduced, for the first time, to elevate the 
system security as well as the performance. 
Finally, the application of OCDMA in the passive optical network (PON) leading to the 
OCDMA-PON architecture is introduced including the optical line terminal and network 
units. Since Internet protocol (IP) is the dominant network protocol, IP-over-OCDMA 
network node configuration has also been proposed and analysed. 
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 Chapter 1  
Introduction 
1.1 Introduction 
In recent years the telecommunications backbone has experienced substantial growth 
however, the access network has changed little. The tremendous growth of Internet 
traffic has accentuated the aggravating lag of access network capacity. From the 
operators’ side, the last-mile architecture still remains the bottleneck between high-
capacity local area networks (LAN) and the backbone network. The last-mile network 
connects the service provider’s central offices to businesses and residential 
subscribers. In the literature, this network is also referred to as the ‘access network’, 
the ‘local loop’ or even sometimes the ‘first-mile’ network, i.e. from the users’ side. 
With the recent conversion of audio–visual media to high-definition formats, e.g. Blu-
Ray and HDTV, bandwidth consumption can only continue to explode. Meanwhile, 
miniature laptops, iPhones and Blackberries are driving a wireless revolution. 
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Accordingly, subscribers demand access solutions which offer high-bandwidth media-
rich Internet services as well as comparable prices with existing networks.  
In the following, we briefly discuss challenges in the current transport/access networks 
in terms of network capacity and bandwidth with supported carrier distance. 
Accordingly, the motivations for optical communications and multiple-access 
techniques, particularly optical code-division multiple-access, are presented besides 
the aims and objectives of this research. 
1.2 Challenges in Access Networks 
Much of the focus and emphasis over the years has been on developing high capacity 
backbone networks. Backbone network operators currently provide multiple high 
capacity links with bandwidth of 10 Gbps each. However, current generation access 
network technologies such as digital subscriber line (DSL) provide 1.5 Mbps of 
downstream bandwidth and 128 kbps of upstream bandwidth at best. The access 
network is, therefore, truly the bottleneck for providing broadband services such as 
video-on-demand (VoD) to the end users [1]. 
In addition, DSL has a limitation that the distance of any DSL subscriber to a central 
office must be less than 5000 m because of signal distortions and losses. Typically, DSL 
providers do not provide services to distances more than 4000 m. Therefore, only an 
estimated 60% of the residential subscriber base can benefit DSL. Although variations 
of DSL, such as very high bit-rate DSL (VDSL) which can support up to 50 Mbps of 
downstream bandwidth, are gradually emerging. These technologies have much more 
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severe distance limitations; for example, the maximum distance which VDSL can be 
supported over is limited to 500 meters [2]. 
The other alternative available for broadband access to end users is through 
community access television (CATV) networks [3]. CATV networks provide Internet 
services by dedicating some radio frequency (RF) channels in coaxial cable for data. 
However, CATV networks are mainly built for delivering broadcast services, so they do 
not fit well for distributing access bandwidth. At higher loads, the network’s 
performance is usually frustrating to end users. Faster access network technologies are 
clearly desired for next generation broadband applications. The next generation access 
networks promises to bring fibre closer to the home (i.e. end users). The model of 
fibre-to-the-home (FTTH), fibre-to-the-curb (FTTC), fibre-to-the-building (FTTB), etc [4, 
5] offers the potential for extraordinary access bandwidth to end users. These 
technologies aim at providing fibre directly to the home, or very near the home, from 
where technologies such as VDSL can take over. FTTx solutions are mainly based on the 
passive optical network (PON) architectures. 
1.3 Motivations for Optical CDMA 
Multiple access techniques are required to meet the demand for high-speed and large-
capacity communications in the optical networks, which allow multiple users to share 
the huge fibre bandwidth. There are two major multiple access approaches: each user 
is allocated a specific time slot in time-division multiple-access (TDMA), or a specific 
frequency (wavelength) slot in wavelength division multiple-access (WDMA). Both 
techniques have been extensively explored and utilized in optical communication 
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systems [6-19]. Alternatively, optical code-division multiple-access (OCDMA) [20-41] is 
receiving increasing attention due to its potential for enhanced information security, 
simplified and decentralized network control, improved spectral efficiency, and 
increased flexibility in the granularity of bandwidth that can be provisioned. In 
OCDMA, different users whose signals may be overlapped both in time and frequency 
share a common communications medium; multiple-access is achieved by assigning 
unlike minimally interfering code sequences to different transmitters, which must 
subsequently be detected in the presence of multiple access interference (MAI) from 
other users. 
However, the need to perform encoding and decoding for OCDMA poses one 
immediate challenge both because of the optical carrier frequency and the much 
higher bit-rate of multi gigabit/s per user which already approached the limit of 
electronic processing. Significant progresses of OCDMA research have been achieved 
worldwide in recent years; among them several different OCDMA schemes have been 
proposed based on different choices of sources [15, 27, 31, 42], coding schemes [20, 
28, 43] and detections [37, 41, 44-48].  
CDMA is well suited for bursty network environments, and the asynchronous nature of 
data transmission can simplify and decentralise network management and control. 
However, due to complex system requirements, full asynchronism is difficult to 
implement in practice while real-time simultaneous MAI suppression due to imperfect 
spreading codes is still a hot research topic and under investigation [31, 33, 36, 40, 47, 
49-53]. Several challenging research topics are still missing for practical OCDMA 
realization and development. These include the high co-channel interference (i.e. MAI) 
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naturally present in almost all forms of OCDMA; low network capacity in terms of 
number of concurrent users; and codes that can support various traffic demands in 
terms of bandwidth and BER performances. 
Furthermore, the motivation for OCDMA local area network (LAN) is reinforced by the 
expectancy of bursty LAN traffic patterns. OCDMA is recently viewed as a candidate 
technology for future PON access networks as well [4, 5, 17, 19, 50, 54-56]. The 
following is a brief description of the main assets that OCDMA exhibits from a 
networking perspective [32, 57]: 
• Ideally, no channel control mechanism is required to avoid collisions or allocate 
bandwidth. In addition, optical network unit (ONU) are not required to report 
the instantaneous bandwidth requirements to the optical line terminal (OLT), 
thereby reducing round-trip time and delay. 
• A new TDMA or WDMA user reduces free bandwidth irreversibly due to the 
bandwidth guaranteed under ONU service-level agreements (SLA), thus 
requiring changes to bandwidth allocations. For example, for every new user 
added in TDMA, the OLT may be required to run the admission control process. 
While in OCDMA, new user does not reduce the other users’ bandwidth. 
• OCDMA offers the capability to support high-speed symmetric traffic for a 
larger number of ONU than WDMA [5]. 
• OCDMA supports a larger number of users than TDMA or WDMA, especially 
2D-OCDMA systems [58-61] where codes exploit both time and wavelength 
dimensions. It is also possible for an even larger number of codes to be 
assigned in OCDMA if an access protocol is used. 
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• Like WDMA, OCDMA offers a virtual point-to-point topology over the physical 
tree architecture. However, in doing so, WDMA requires an in-field WDM 
multiplexer or individual wavelength filters at the ONU. OCDMA requires the 
cheaper power splitter and/or correlator but incurs the larger power losses 
associated. 
• Unlike WDMA and TDMA-WDM, OCDMA can accommodate a large number of 
low bit-rate users on the same optical medium. Moreover, using multi-rate 
OCDMA techniques, low and high bit-rate channels can be provisioned on the 
same link. Such aspects correspond to access traffic patterns and are highly 
desirable as they eliminate electronic grooming. 
Moreover, significant CDMA properties of which simple, very high speed and cost 
effective optical communications can take advantage are also can be mentioned as 
[32]: 
• No Guard Time or Guard Bands 
In TDMA system when multiple users share the same channel there must be a way to 
ensure that they do not transmit at the same time to overlap each other's signal. Since 
there is no really accurate clock recovery a length of time must be allowed between 
the end of one user's transmission and the beginning of the next. Since the speed gets 
higher, this guard time comes to dominate the system throughput. In CDMA network, 
the stations simply transmit when they are ready. Also in WDMA system, unused 
frequency space is allocated between bands due to frequency overlapping avoidance 
through filtering process. These guard bands represent wasted bandwidth. 
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• Easier System Management 
The users must have frequencies and/or time slots assigned to them through some 
central administration processes in WDMA and TDMA systems. All you need with 
CDMA is for communicating stations to have the assigned code. 
Above all, we believe that to become viable, serious propositions must include the 
gradual migration paths from WDMA to OCDMA as is the case currently from TDMA to 
WDMA [62]. Such migration paths offer partial implementations that postpone some 
of the research elements required for full OCDMA-PON. 
1.4 Aims and Objectives of This Research 
The main aims of this research are as follow: 
• To examine and develop realistic approaches to analyse the OCDMA concepts 
considering the most possible degrading parameters in the entire system. 
• To design a flexible spreading code with significant correlation properties to 
suppress MAI effectively. 
• To examine and develop reconfigurable transceiver architectures corresponding 
to the proposed novel spreading code in optical domain, along with channel 
coding and advanced optical modulations. 
• To examine OCDMA as the access protocol in the optical networking and its 
compatibility to IP transmission in the current and future optical networks. 
The specific objectives against which the success of the research should be judged are:  
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• To carry out theoretical performance evaluation of the OCDMA concepts. 
• To design a novel spreading code with excellent correlation properties. 
• To design transceiver architectures based on the proposed code and MAI 
cancellation techniques to enhance the network scalability and capacity. 
• To examine the IP-over-OCDMA and OCDMA-PON architectures as the optical 
access network. 
1.5 Thesis Organisation 
The organisation of the thesis is as follows: 
Chapter 2 introduces common multiple access techniques in optical domain and also 
the precious spread spectrum communication methods including direct sequence and 
frequency hopping. The current optical access network technologies along with the 
next generation architecture are presented and their existing challenges are also 
reported. 
Chapter 3 is dedicated to describe current state of OCDMA technology including 
coding fundamentals in optical domain and its great merits in access networks. 
Introduction to different optical spreading codes like optical orthogonal codes (OOC) 
and prime codes (PC) including the novel prime spreading sequence family hereby 
referred to as double-padded modified prime code (DPMPC) are also presented. Their 
constructions, properties and applications are also discussed mathematically in details. 
The main body of Chapter 3 describes various encoding methods in time, wavelength 
and spectral domains. 
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As an incoherent scheme, pulse-position modulation (PPM) with detailed signalling 
format and architecture is analysed in Chapter 4. In the analysis, Manchester encoding 
has also been studied as a channel coding to enhance the MAI cancellation. 
We have also analysed the DPMPC in overlapping PPM (OPPM) architecture in Chapter 
5. Additionally, the network throughput, which is the amount of information 
transmitted per second by the user, as an important characteristic of a 
communications network is presented. Here also a new co-channel interference (i.e. 
MAI) cancellation technique which significantly improves the bit error probability of 
OCDMA networks is proposed and analysed. 
Chapter 6 evaluates the coherent OCDMA techniques and examines the overall system 
performance in terms of the signal-to-noise ratio penalty as a function of simultaneous 
users accommodated to maintain an appropriate value of the BER for homodyne and 
heterodyne detections. As a coherent modulation, binary phase-shift keying (BPSK) 
format is deployed. In homodyne detection, two different phase modulations are 
studied including an external phase-modulator (i.e. Mach-Zehnder) and injection-
locking method with distributed feed back (DFB) laser diode. The phase limitation and 
the performance for two methods plus MAI and receiver noise in a shot noise limited 
regime are investigated. The BER analysis of a heterodyne detection system using an 
external phase modulator is also examined in Chapter 6. 
Chapter 7 proposes a novel MAI cancellation technique taking advantage of coherent 
modulation and incoherent detection which also simplifies the receiver configuration 
in synchronous frequency-shift keying (FSK) OCDMA network. In the theoretical 
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analysis, the system upper bounded bit-error rate (BER) is derived taking into account 
the Poisson effect on the I/O characteristics of the photo-detectors. 
A novel incoherent transceiver structure for the optical modulation scheme deploying 
polarization shift keying (PolSK) in conjunction with OCDMA is proposed in Chapter 8. 
The system has been accurately analysed taking into account the presence of optical 
amplified spontaneous emission (ASE) noise, electronic receiver noise, photo-diode 
shot-noise and also MAI. The application of optical tapped-delay lines in the receiver as 
the CDMA-decoder is investigated as well. Furthermore, the new two-dimensional 
optical modulation scheme deploying hybrid frequency and polarization shift keying (F-
PolSK) is also investigated to increase the security in Chapter 8. 
Chapter 9 proposes a new IP transmission scheme over OCDMA network. The 
performance has been analyzed in terms of the users’ channel utilization factor in the 
network. Moreover in Chapter 9, design for passive optical CDMA networks (OCDMA-
PON) is proposed. The architectures for optical network units (ONU) and terminals 
(ONT) are also analysed. The network scalability in terms of fibre link distances as well 
as BER, considering main performance degrading issues are also investigated. 
Finally, the study is concluded in Chapter 10. The significant results and remarks of this 
research are given as well as considering new challenges which are still remained and 
worthwhile to investigate as future research topics. 
It should be noted that the analyses in this thesis have been performed by the aid of 
MATLAB technical programming language and the architectures in Chapter 4 and 7 
have also been implemented and verified to date in OptiSystem™ (evaluation version 
provide by OptiWave™), the commercial optical communications software package. 
 Chapter 2  
Multiple Access Techniques 
2.1 Introduction 
In order to make full use of the available bandwidth in optical fibres and to satisfy the 
bandwidth demand in future networks, it is necessary to multiplex low-rate data 
streams onto optical fibre to accommodate great number of subscribers. There is a 
need for technologies that allow multiple users to share the same frequency, especially 
as wireless telecommunications continues to increase in popularity. Currently, there 
are three common types of multiple access systems:  
• Wavelength division multiple access (WDMA) 
• Time division multiple access (TDMA) 
• Code division multiple access (CDMA) 
This Chapter reviews the basic multiple access techniques in optical domain and 
introduces the current state of optical access networks at the end of the Chapter. 
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2.1.1 Wavelength Division Multiple Access (WDMA) 
In WDMA system, each channel occupies a narrow optical bandwidth (≥ 100 GHz) 
around a centre wavelength or frequency [7].  
 
Figure  2.1 Resource sharing based on WDMA technique 
The modulation format and speed at each wavelength can be independent of those of 
other channels as shown in Figure 2.1. Arrayed or tuneable lasers will be needed for 
WDMA applications [13]. Because each channel is transmitted at a different 
wavelength, they can be selected using an optical filter [12]. Tuneable filters can be 
realized using acousto-optics [63], liquid crystal [10], or fibre Bragg grating [43]. To 
increase the capacity of the fibre link using WDMA we need to use more carriers or 
wavelengths, and this requires optical amplifiers [64] and filters to operate over 
extended wavelength ranges. Due to greater number of channels and larger optical 
power the increased nonlinear effects in fibres causes optical crosstalk such as four-
wave mixing [65] over wide spectral ranges. Another approach to increase the capacity 
of WDMA links is to use dense WDM (DWDM) [14], which will have to operate with 
reduced channel spacing (ITU-T recommendation G.692 defines 43 wavelength 
channels from 1530-1565 nm, with a spacing of 100 GHz). This requires a sharp optical 
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filter with linear phase response, wavelength stable components, and optical 
amplifiers with flat gain over wide bandwidths, and optical fibres must support 
hundreds of channels without distortion or crosstalk. With respect to channel 
switching, wavelength routing is the next switching dimension for DWDM, with 
interferometric crosstalk being an essential issue in the implementation of cross-
connects based on space and wavelength [66]. Hence, the extent of wavelength 
routing that is realizable places fundamental limits on network flexibility, which in turn 
determines switch size and implementations complexity and costs. 
2.1.2 Time Division Multiple Access (TDMA) 
In TDMA system, each channel occupies a pre-assigned time slot, which interleaves 
with the time slots of other channels as shown in Figure 2.2. 
 
Figure  2.2 Resource sharing based on TDMA technique 
Synchronous digital hierarchy (SDH) is the current transmission and multiplexing 
standard for high-speed signals, which is based on time division multiplexing [67]. 
Optical TDMA (OTDMA) networks can be based on a broadcast topology or incorporate 
optical switching [3]. In broadcast networks, there is no routing or switching within the 
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network. Switching occurs only at the periphery of the network by means of tuneable 
transmitters and receivers. The switch-based networks perform switching functions 
optically within the network in order to provide packet-switched services at very high 
bit-rates [68]. In an electrically time-multiplexed system, multiplexing is carried out in 
the electrical domain, before the electrical-to-optical conversion (E/O) and 
demultiplexing is performed after optical-to-electrical conversion (O/E). Major 
electronic bottlenecks occur in the multiplexer E/O, and the demultiplexer O/E, where 
electronics must operate at the full multiplexed bit-rate. Alternatively, in optically 
time-multiplexed systems where by moving the E/O and O/E converters to the 
baseband channels the electronic bottlenecks are alleviated [6]. OTDMA systems offer 
a large number of node addresses; however, the performance of OTDMA systems is 
ultimately limited by the time-serial nature of the technology. OTDMA systems also 
require strong centralized control to allocate time slots and to manage the network 
operation. 
2.1.3 Code Division Multiple Access (CDMA) 
CDMA is one of a family of transmission techniques generically called spread spectrum, 
explained in the following section. In this technique, the network resources are share 
among users which are assigned a code instead of time slot like TDMA or a wavelength 
like WDMA. Then, users are capable of accessing the resources using the same channel 
at the same time, as shown in the Figure 2.3. 
The concepts of spread spectrum i.e. CDMA seem to contradict normal intuition, since 
in most communications systems we try to maximize the amount of useful signal we 
can fit into a minimal bandwidth. 
Chapter 2. Multiple Access Techniques  
 15 
 
Figure  2.3 Resource sharing based on CDMA technique 
In CDMA we transmit multiple signals over the same frequency band, using the same 
modulation techniques at the same time [69]. Traditional thinking would suggest that 
communication would not be possible in this environment. The following effects of 
spreading are worthwhile to mention: 
• Capacity Gain 
Using the Shannon-Hartly law for the capacity of a band-limited channel it is easy to 
see that for a given signal power the wider the bandwidth used, the greater the 
channel capacity. So if we broaden the spectrum of a given signal we get an increase in 
channel capacity and/or an improvement in the signal-to-noise ratio (SNR) [70].  
The Shannon-Hartly law gives the capacity of a band-limited communications channel 
in the presence of Gaussian noise (most communications channel has Gaussian noise). 
( )SNRBCapacity += 1log2                                                 (2.1) 
where ( )02BNPSNR s=  and Ps represents the signal power, N0 is the noise power and 
B denotes the available bandwidth. 
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It is easy to see that with Ps and N0 held constant, capacity increases as bandwidth 
increases (though not quite as fast). Thus, for a given channel capacity, the required 
power decreases as utilized bandwidth increases. The wider the bandwidth the lower 
the power we need to use for a given capacity. 
• Security 
Spread spectrum was invented by military communications people for the purpose of 
battlefield communications. Spread spectrum signals have an excellent rejection of 
intentional jamming (jammer power must be very great to be successful). In addition, 
the direct sequence (DS) technique results in a signal which is very hard to distinguish 
from background noise unless you know the peculiar random code sequence used to 
generate the signal. Thus, not only are DS signals hard to jam, they are extremely 
difficult to decode (unless you have the key) and quite hard to intercept even if all you 
need to know is when something is being transmitted. 
2.2 Spread Spectrum Communications 
Spread spectrum communication (SSC) involves spreading the desired signal over a 
bandwidth much larger than the minimum bandwidth necessary to send the signal. It 
has become very popular in the realm of personal communications recently. Spread 
spectrum methods can be combined with CDMA methods to create multi-user 
communications systems with very good interference performance. 
This section will cover the details behind the method of SSC, as well as analyse two 
main types of SS systems, direct-sequence spread spectrum (DS-SS) and frequency-
hopping spread spectrum (FH-SS). 
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As stated before, spread spectrum systems afford protection against jamming and 
interference from other users in the same band as well as noise by spreading the signal 
to be transmitted and performing the reverse de-spread operation on the received 
signal at the receiver. This de-spreading operation in turn spreads those signals which 
are not properly spread when transmitted, decreasing the effect that spurious signals 
will have on the desired signal. Spread spectrum systems can be thought of as having 
two general properties: first, they spread the desired signal over a bandwidth much 
larger than the minimum bandwidth needed to send the signal, and secondly, this 
spreading is carried out using a pseudorandom noise (PN) sequence. In a general, we 
will see that the increase in bandwidth above the minimum bandwidth in a spread 
spectrum system can be thought of as applying gain to the desired signal with respect 
to the undesirable signals. We can now define the processing gain GP as [71]: 
data
car
P BW
BWG .=                                                              (2.2) 
where BWcar. is the bandwidth that the signal has been increased to (i.e. carrier 
bandwidth), and BWdata is the minimum bandwidth necessary to transmit the 
information or data signal. Processing gain can be thought of as the improvement over 
conventional communication schemes due to the spreading on the signal. Often, a 
better measure of this gain is given by the jamming margin, Mj [71]: 
min)()( SNRdBGdBM Pj −=                                                (2.3) 
This indicates the amount of interference protection offered before the signal is 
corrupted. The spreading function is achieved through the use of a PN sequence. The 
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data signal is combined with the PN sequence such that each data bit is encoded with 
several if not all the bits in the PN sequence. In order to achieve the same data rate as 
was desired before spreading, the new data must be sent at a rate equal to the original 
rate multiplied by the number of PN sequence bits used to encode each bit of data. 
This increase in bandwidth is the processing gain, which is a measure of the noise and 
interference immunity of this method of transmission. 
To see how the spreading process helps protect the signal from outside interference, 
the types of possible interference are introduced: (i) noise, and (iii) interference from 
other users of the same frequency band. Noise can be considered as background 
additive white Gaussian noise (AWGN), and can be said to have power spectral density 
N0. Since the noise is white, the spreading of the bandwidth does not have much of an 
effect here. The noise power is constant over the entire bandwidth, thus increasing the 
bandwidth actually lets more noise into the system, which might be seen as 
unfavourable. However, as discussed in Section 2.2.1 this is not a problem. 
The major source of signal corruption comes from multi-user interference i.e. MAI. The 
technique of CDMA is to combat this type of interference. In a wireless communication 
network, all the signals propagate through the air by electromagnetic waves, thus 
there is no way to ensure that the intended user will receive only the desired signal. 
The intended user will receive all the signals being transmitted in the allocated 
frequency band. While, by assigning a specific spreading code to each user (i.e. ideally 
orthogonal to the other codes), the intended receiver will only detect the desired 
signal through correlating the received signal with the code of the transmission it 
wants to receive and then only the desired signal will remain. 
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2.2.1 Direct-Sequence Spread Spectrum (DS-SS) 
DS-SS is the most common version of spread spectrum in use today, due to its 
simplicity and ease of implementation. In DS-SS, the carrier (data signal) is modulated 
by the PN sequence, which is of a much higher frequency than the desired data rate. 
Let f be the frequency of the data signal, with appropriate pulse time fT 1= . Let the 
PN sequence be transmitted at a rate fc so that the increase in the data rate is ffc . 
The frequency fc is known as the chip-rate, with each individual bit in the modulating 
sequence known as a chip. 
Thus the width of each pulse in the modulating sequence is Tc, or chip duration. The 
Figure 2.4 illustrates the encoded signal, the data signal for one pulse width, and the 
PN sequence over the same time [72]. 
 
Figure  2.4 DS-SS signalling format 
As a result, the frequency domain will look like the signal in Figure 2.5. Assuming that 
the data signal is D(t), transmitted at frequency f, and the PN sequence is PN(t) at 
frequency fc, then the transmitted signal is: 
  )()()( tPNtDtS ⋅=                                                       (2.4) 
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The PN sequence is designed such that it has very good autocorrelation properties, for 
example: 
otherwise
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+⋅= dttPNtPNRPN )()()( 21 ττ  is the correlation function and N is the length of 
the PN sequence. 
 
Figure  2.5 Data signal and DS-SS modulated data signal in frequency domain 
Therefore, when the signal is correlated with the PN sequence at the receiver, the 
received signal will be recovered exactly (assuming that there is synchronisation 
between the send and receive PN sequences) as:  
)()()()()().( tDtPNtPNtDtPNtS =⋅⋅=                                      (2.6) 
Now, if we allow both noise N(t) and jamming signal J(t) with finite power distributed 
evenly across the frequency band, the received signal at the receiver input Y(t), is: 
)()()()()( tNtJtPNtDtY ++⋅=                                            (2.7) 
Now, when the signal is correlated with the PN sequence, the data signal portion of 
Y(t) is de-spread giving us the original D(t). However, correlating J(t) and N(t) with the 
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PN sequence results in spreading signal over the frequency band fc, whereas the signal 
D(t) has returned to its original frequency Tf 1= . So a filter following the signal 
correlation can recapture the signal D(t) with a reduced amount of jamming power. 
The jamming power that can pass through the filter is now decreased by a factor ffc , 
which was introduced earlier as the processing gain GP, i.e. ffBWBWG cdataCarP == . . 
So we see that the data signal has been made immune to the effect of a malicious third 
party jammer as well. As stated earlier, even though a factor of ffc  more noise was 
let into the system by the increased bandwidth, the effect of that noise was also 
reduced by GP due to the processing gain of the system, and thus the effect of AWGN 
has not been increased by this DS-SS system [71]. 
2.2.2 CDMA and DS-SS 
In a CDMA system, each user is identified by its own code, and in order to prevent 
users from interacting with each other, these codes are designed to be orthogonal to 
each other (the cross-correlation function between any two of these codes is ideally 
zero). In practice, perfect orthogonality is hard to achieve, in this Chapter we assume 
perfect orthogonality in order to explain the CDMA theory. Each user’s signal is being 
encoded with a PN sequence and its own orthogonal code. Therefore, the transmitted 
signal S(t) can be expressed as: 
)()()()()()( tPtDtCtPNtDtS iiiii ⋅=⋅⋅=                                         (2.8) 
where )(tCi  denotes the CDMA code of the ith user whose data signal is )(tDi , and 
)(tPi denotes the combination of the PN sequence and the orthogonal code for the ith 
user. Ideally, this allows a large number of users to use the same bandwidth, because 
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not only we have the intentional interference rejection properties but we also have a 
multi-user interference rejection. Assume that there are N users with N orthogonal 
codes in this system, all using the same frequency band. Thus the i
th
 receiver’s signal is: 
∑
≠=
+⋅++⋅=
N
ikk
kkii tPtDtPtDtY
,1
)()()()()( θθ                                    (2.9) 
where θ  is a random delay. When this is correlated with the PN sequence and the ith 
orthogonal code, the result will become zero (the result of the orthogonality), and only 
the signal due to the desired transmission will remain. The basic transmitter and 
receiver structure for DS-SS are shown in Figure 2.6. The transmitter just multiplies the 
data signal with the PN sequence and the CDMA code, and then modulates this 
resulting signal up to the carrier frequency, and the receiver just performs the reverse 
operation and integrates the received signal. However, all this assumes perfect 
synchronization between transmitter and receiver. 
 
Figure  2.6 DS-SS basic transceiver (a) transmitter (b) receiver 
2.2.3 Frequency-Hopping Spread Spectrum (FH-SS) 
In FH-SS the signal itself is not spread across the entire large bandwidth while the wide 
bandwidth is divided into N sub-bands and the signal hops from one band to the other 
in a pseudorandom manner instead. The centre frequency of the signal changes from 
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one sub-band to another, as shown in Figure 2.7. As we can see, a large frequency 
band of width bfN ⋅  at fc is divided into N sub-bands of width fb. The bandwidth fb must 
be enough to transmit the data signal D(t), and at a predetermined time interval, the 
centre frequency of the data signal changes from one sub-band to another pseudo 
randomly [73]. 
Figure 2.7 shows the data signal hops from band N at ( ) bc fNf 2+  to band 2 
at ( ) bc fNf 12 −−  and to band N-2, and so on. Usually, the width of each sub-band is 
set so that the amount of signal that overlaps with adjacent sub-bands is minimal, and 
is thus approximately the bandwidth of the original data signal. 
 
Figure  2.7 FH-SS signalling format 
Two different kinds of FH-SS are used: slow FH and fast FH. In slow FH-SS, several bits 
are sent for each hop, so the signal stays in a particular sub-band for a long time 
relative to the data-rate. In fast FH-SS, the signal switches sub-bands several times for 
each bit transmitted, so the signal stays in a sub-band for a very short time relative to 
the data-rate. There are people who say that slow FH is not really a spread spectrum 
technique, since this does not really spread the system, since the time spent in one 
sub-band is very large, the corresponding width of the band can be small, thus possibly 
violating the first principle of a spread spectrum system, namely that the spread 
bandwidth must be much greater than the non-spread bandwidth. 
Chapter 2. Multiple Access Techniques  
 24 
In the fast FH, the performance of the system with respect to AWGN is not affected as 
in the DS. The noise power seen at the receiver is approximately the same as that in 
the un-hopped case, since each sub-band is approximately the same size as the original 
data signal’s bandwidth. Here, if we again assume that the jamming signal )(tJ  is 
distributed uniformly over the entire band, it is clear that the only portion of the 
jamming signal that affects the data is the part within the bandwidth of fb, and thus 
the jamming signal is reduced by the factor of the processing gain GP which is: 
Nf
fN
BW
BWG
b
b
data
car
P =
⋅
==
.                                              (2.10) 
Thus in the FH, the protection afforded is equal to the number of frequency bands. In 
case of interference in certain frequency bands, the probability of a bit being in error is 
then given by NJPbe = , where J is the number of channels interfered, and N is the 
total number of frequencies available to the hopping. 
However, fast FH allows us to very simply decrease the BER. If we choose to have a 
large number of chips per bit (here a chip represents a hop), then we can use a simple 
majority function to determine what the transmitted bit was. We assume that the 
number of available hop channels is larger than the number of channels being 
interfered. If the simple majority function is being used, then the formula for the error-
rate becomes [73]: 
xcx
c
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c
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=
⋅⋅= ∑                                                     (2.11) 
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where 
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=  and it is read the combination of r out of c which is the 
number of chips per bit (hops per bit), r is the number of chip errors necessary to 
cause a bit-error, p is the probability of one bit-error (i.e. NJPbe = ), and q is the 
probability of no error for a chip, or 1-p. By increasing the number of chips per bit from 
1 to 3 and assuming r=2 for example, we find that the error-rate is now: 
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Thus by just increasing the hopping-rate from once per bit to three times per bit, the 
bit-error rate can be decreased dramatically. 
Since the PN sequence determines the hopping sequence, the data signal is modulated 
to the PN sequence generator’s frequencies and switched by the frequency synthesizer 
where it is finally transmitted. The basic structure of the transmitter is shown in Figure 
2.8(a). At the receiver, shown in Figure 2.8(b), the frequency synthesizer demodulates 
the signal down to a baseband frequency, and then the signal is filtered so that only 
the desired data signal is passed through, and finally the signal is decoded. Again, to 
get multiple users using the same wide frequency band, CDMA techniques must be 
used. 
 
Figure  2.8 FH-SS basic transceiver (a) transmitter (b) receiver 
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2.2.4 CDMA and FH-SS 
The frequency-hopping CDMA scheme provides each user with an orthogonal hop 
sequence i.e. no two users occupy the same sub-band at the same time. In this way, 
multiple users can be accommodated without any chance of them interfering with 
each other, since ideally only one user will be in a frequency sub-band during a given 
hop, and thus the receiver, due to its band-pass filter, will be able to detect the 
intended signal. Thus, in order to support multiple users, the transceiver given in 
Figure 2.8 must be modified to incorporate an orthogonal code sequence to determine 
the centre frequencies of the hopping sequences as the input to the frequency 
synthesizer. 
2.3 Optical Access Networks 
In the past decade we have witnessed significant development in the area of optical 
networking. Such advanced technologies as dense wavelength-division multiplexing 
(DWDM), optical amplification, optical path routing e.g. optical cross connect (OXC), 
reconfigurable optical add-drop multiplexer (ROADM), and high-speed switching have 
found their way into the wide-area networks (WANs), resulting in a substantial 
increase of the telecommunications backbone capacity and greatly improved 
reliability. 
At the same time, enterprise networks converged on 100 Mbps fast Ethernet 
architecture [74]. Some LANs even moved to 1 Gbps data-rates, courtesy of a new 
gigabit Ethernet (GbE) standard recently adopted by the Institute of Electrical and 
Electronics Engineers (IEEE 802.3). 
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An increasing number of households have more than one computer. Home networks 
allow multiple computers to share a single printer or a single Internet connection. 
Most often, a home network is built using a low-cost switch or a hub that can 
interconnect 4 to 16 devices. Builders of new houses now offer an option of wiring a 
new house with a category-5 (CAT-5 or RJ45) cable [75]. Older houses have an option 
of using existing phone wiring, in-house power lines, or an evermore popular wireless 
network, based on the IEEE 802.11 standard. Different flavours of this standard can 
provide up to 11 Mbps bandwidth or up to 54 Mbps bandwidth, with distance being a 
trade-off. Whether it is a wireless or wired solution, home networks are kind of tiny 
LANs providing hi-speed interconnection for multiple devices. 
These advances in the backbone, enterprise, and home networks coupled with the 
tremendous growth of Internet traffic have accentuated the frustrating delay of access 
network capacity. The last-mile (from provider’s point of view) still remains the 
bottleneck between high-capacity LANs and the backbone network.  
2.3.1 Existing Solutions 
The most widely deployed broadband solutions today are digital subscriber line (DSL) 
and cable modem (CM) networks. Although they are improvements compared to 
56kbps old dial-up lines, they are unable to provide enough bandwidth for emerging 
services such as full duplex video conferencing. 
2.3.1.1 Digital Subscriber Line (DSL) 
DSL uses the same twisted pair as telephone lines and requires a DSL modem at the 
customer premises and DSL access multiplexer (DSLAM) in the central office. The basic 
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premise of the DSL technology is to divide the spectrum of the line into several regions 
with the lower 4 kHz being used by plain old telephone service (POTS) equipments, 
while the higher frequencies are being allocated for higher-speed digital 
communications. There are four basic types of DSL connections [2]. 
The basic DSL is designed with integrated services data network (ISDN) compatibility in 
mind. It has 160 kbps symmetric capacity and affords users with either 80 or 144 kbps 
of bandwidth, depending on whether the voice circuit was supported or not. The high-
speed digital subscriber line (HDSL) is made compatible with a T1 rate of 1.544 Mbps. 
The original specification required two twisted pairs. However, a single-line solution 
was standardized by International Telecommunication Union (ITU G.991.1). 
2.3.1.2 Asymmetric DSL (ADSL) 
The ADSL is the most widely deployed flavour of DSL. It uses one POTS line and has an 
asymmetric line speed. In the downstream direction, the line rate could be in the 
range of 750 kbps to 1.5 Mbps on the loops of 5,000 meters. On shorter loops, the rate 
can be as high as 6 Mbps. In the upstream direction, the rate could be in the range of 
128 to 750 kbps. The actual rate is chosen by the ADSL modem based on the line 
circumstances. 
Finally, the very high-speed digital subscriber line (VDSL) can have a symmetric or an 
asymmetric line speed. It achieves much higher speed than HDSL or ADSL, but operates 
over much shorter loops. The rates could range from 13 Mbps for 1500 meters loops 
to 52 Mbps over 300 meters loops [2]. 
While the maximum ADSL transmission capacity is 1.5 Mbps, in reality it could go much 
lower depending on the line conditions. Twisted-pair wires admit a number of 
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impairments, most significant of which are crosstalk, induced noise, bridged taps, and 
impulse noise. To cope with such impairments, the ADSL employs a multi-carrier 
modulation approach known as discrete multi-tone (DMT). A DMT system transmits 
data on multiple subcarriers in parallel. DMT adapts to line conditions by varying the 
bit-rate on each subcarrier channel. A good channel may carry as many as 15 
bits/symbol/s, while a really noisy channel may carry no data at all [2]. 
The asymmetric nature of the ADSL was prompted by observation of user traffic at the 
time. While the downstream traffic was a result of downloading large files and web 
pages, the upstream traffic primarily consisted of short commands, uniform resource 
locator (URL) requests, and/or server login queries. Consequently, the ADSL adopted a 
10:1 ratio of the downstream bandwidth to the upstream bandwidth; with AT&T even 
advocating for as high as a 100:1 ratio [19]. 
It is interesting to note that the highly asymmetric nature of the traffic is a thing of the 
past. New and emerging applications tend to skew the ratio toward greater symmetry. 
Such applications as video conferencing or storage-area networks (SAN) require 
symmetric bandwidth in both directions. A big impact on traffic symmetry can be 
attributed to peer-to-peer applications. It is reported that the recent ratio of 
downstream to upstream traffic is approximately 1.4:1 [75]. This is one of the concerns 
during this research as it can be achieved through CDMA data link. 
2.3.1.3 Community Access Television (CATV) Networks 
The CATV networks were originally designed to deliver analogue broadcast TV signals 
to subscriber TV sets. Following this objective, the CATV networks adopted a tree 
topology and allocated most of its spectrum for downstream analogue channels. 
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Typically, CATV is built as a hybrid fibre-coax (HFC) network with fibre running 
between either a head-end or a hub (optical node) and the final drop to the subscriber 
through coaxial cables as illustrated in Figure 2.9. The coaxial part of the network uses 
repeaters (amplifiers) to split the signal among many subscribers. 
The major limitation of CATV architecture for carrying modern data services is that this 
architecture was originally designed only for broadcast analogue services. Out of a 
total cable spectrum width of about 740 MHz, the 400 MHz band is allocated for 
downstream analogue signals, and the 300 MHz band is allocated for downstream 
digital signals. Upstream communications are left with about a 40 MHz band or about 
36 Mbps of effective data throughput per optical node. This very modest upstream 
capacity is typically shared among 500 to 1000 subscribers, resulting in frustratingly 
low speed during peak hours [19]. 
 
Figure  2.9 Hybrid fibre-coax architecture 
2.3.2 Next Generation Networks (NGN) 
Optical fibre is capable of delivering bandwidth-intensive, integrated voice, data, and 
video services at distances beyond 20 km in the subscriber access network. A 
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straightforward way to deploy optical fibre in the local access network is to use a 
point-to-point (P2P) topology, with dedicated fibre runs from the central office to each 
subscriber as shown in Figure 2.10(a). While this is a simple architecture, in most cases 
it is cost prohibitive because it requires significant outside fibre plant deployment as 
well as connector termination space in the local exchange. 
As it can be observed from Figure 2.10, considering N subscribers at an average 
distance of L km from the central office, a P2P architecture, Figure 2.10(a), requires 2N 
transceivers and N×L total fibre length, even by assuming that a single fibre is used for 
bidirectional transmission [17]. To reduce fibre deployment, it is possible to deploy a 
remote switch (concentrator) close to the neighbourhood. This will reduce the fibre 
consumption to only L km by assuming negligible distance between the switch and 
customers, whereas it will actually increase the number of transceivers to 2N + 2, as 
there is one more link added to the network, illustrated in Figure 2.10(b). In addition, 
curb-switched network architecture requires electric power as well as backup power at 
the curb switch. Currently, one of the most significant operational expenditures for 
local exchange carriers is that of providing and maintaining electric power in the local 
loop. Therefore, it is logical to replace the tough active curb side switch with an 
inexpensive passive optical splitter [18]. 
2.3.2.1 Passive Optical Network (PON) 
A passive optical network (PON) is a technology viewed by many as an attractive 
solution to the first-mile problem [74, 76]; a PON minimizes the number of optical 
transceivers, central office terminations and fibre deployment. A PON is a point-to-
multipoint (P2MP) optical network with no active elements in the signals’ path from 
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source to destination. The only interior elements used in PON are passive optical 
components, such as optical fibre, splices, and splitters. An access network based on a 
single fibre PON only requires N + 1 transceivers and L km of fibre. 
 
Figure  2.10 Fibre to the home deployment scenarios [19] 
An optical line terminal (OLT) at the central office is connected to many optical 
network units (ONU) at remote nodes through one or multiple 1:N optical splitters. 
The network between the OLT and the ONU is passive i.e. it does not require any 
power supply. An example of a PON using a single optical splitter is shown in Figure 
2.10(c). The presence of only passive elements in the network makes it relatively more 
faults tolerant and decreases its operational and maintenance costs once the 
infrastructure has been laid down. A typical PON uses a single wavelength for all 
downstream transmissions (from OLT to ONUs) and another wavelength for all 
upstream transmissions (from ONUs to OLT), multiplexed on a single fibre. 
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PON technology is getting more and more attention by the telecommunication 
industry as the first-mile solution. Advantages of using PON for local access networks 
are numerous, among them [18, 19, 74, 76]: 
• A PON-based local loop can operate at distances of up to 20 km, which 
considerably exceeds the maximum coverage afforded by various flavours of 
DSL. 
• Only one strand of fibre is needed in the trunk (i.e. private exchange box), and 
only one port per PON is required in the central office. This allows for a very 
dense central office equipments and low power consumption. 
• PON provides higher bandwidth due to deeper fibre penetration. While the 
fibre-to-the-building (FTTB), fibre-to-the-home (FTTH), or even fibre-to-the-PC 
(FTTPC) solutions have the ultimate goal of fibre reaching all the way to 
customer premises, fibre-to-the-curb (FTTC) may be the most economical 
deployment today. 
• PON eliminates the necessity of installing multiplexers and demultiplexers in 
the splitting locations, thus relieving network operators from the dreadful task 
of maintaining them and providing power to them. Instead of active devices in 
these locations, PON has passive components that can be buried in the ground 
at the time of deployment. 
• PON allows easy upgrades to higher bit-rates or additional wavelengths. 
Passive splitters and combiners provide complete path transparency. 
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2.4 Summary 
In this Chapter we have discussed and introduced briefly common multiple-access 
techniques in optical domain along with the precious spread spectrum communication 
methods including most popular ones: direct sequence and frequency hopping. The 
current states of the networking solutions and also the next generation architectures 
have been presented have been reported. Accordingly, due to the daily increase of 
users in information highway, flexible user allocation, easier traffic routing and 
transmission, higher security, enhanced service management and QoS are required to 
be considered in the next generation networks. 
 
 
 
 Chapter 3  
Optical CDMA Review 
3.1 Introduction 
Interest in OCDMA has been steadily growing during recent decades and this trend is 
accelerating due to the optical fibre penetration in the first-mile and the establishment 
of passive optical network (PON) technology as a pragmatic solution for residential 
access. In OCDMA, an optical code represents a user address and signs each 
transmitted data bit. We define optical coding as the process by which a code is 
inscribed into, and extracted from, an optical signal. Although a prerequisite for 
OCDMA, optical coding has a wide range of novel and promising applications, such as 
access protocol and label switching. Most previous reviews of OCDMA have focused on 
physical-layer (PHY) implementations and present an overview of networking 
applications. This Chapter is an overview of both OCDMA and optical coding through 
their major applications. A novel spreading code is also proposed here. 
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3.1.1 Coding Fundamentals in Optical Domain 
Optical code-division multiplexing (OCDM) is a procedure by which each 
communication channel is distinguished by a specific optical code rather than a 
wavelength like WDM or a time slot like TDM. An encoding operation optically 
transforms each data bit before transmission. The encoding and decoding operations 
alone constitute optical coding. OCDMA is the use of OCDM technology to arbitrate 
channel access among multiple network nodes in a distributed fashion. Encoding 
involves multiplying the data bit by a code sequence either in the time domain, the 
wavelength domain, or a combination of both. The latter method is called two-
dimensional coding (2D-coding) [58-61]. Time-domain coding that manipulates the 
phase of the optical signal requires phase-accurate coherent sources. Alternatively, 
positive encoding manipulates the power of the optical signal but not its phase and 
typically uses incoherent sources. In wavelength-domain coding, transmitted bits 
consist of a unique subset of wavelengths forming the code. 2D-coding combines both 
wavelength selection and time spreading. A data bit is encoded as consecutive chips of 
different wavelengths, the unique wavelength sequence constituting the code. 
Regardless of the coding domain, the coding operation broadens the spectrum of the 
data signal, hence the designation of spread spectrum as discussed in Section 2.2. Note 
that encoding can also be performed in the space-domain [77], whereby the code 
determines the positions of chips within a dense fibre array or a multi-core fibre. 
An OCDMA local area network (LAN) is based on a broadcast medium as illustrated in 
Figure 3.1. Signals from different encoders are coupled and each decoder receives the 
sum of the encoded signals. If a given encoder transmits a signal, only the decoder 
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with the same code is capable of recovering it. Unwanted signals appear as noise to 
the decoder and are called multiple-access interference (MAI). MAI is the principal 
source of noise in OCDMA and is the limiting factor to system performance. In a well-
designed OCDMA LAN where MAI is overcome, users can successfully communicate 
asynchronously regardless of network traffic as shown in Figure 3.1. 
 
Figure  3.1 Architecture of LAN based on optical CDMA 
Decoding a signal encoded by the same code represents a logical auto-correlation of a 
single code. Otherwise, the operation represents a cross-correlation between two 
different codes. Code design aims at generating codes with high auto-correlation and 
low cross-correlation properties. More particular requirements on code design arise 
from the use of specific transmission media or components. Various code families have 
been proposed to address such requirements [24, 25, 38, 49, 59, 60, 78-83]. Code-
length is an important feature of code and system design. A larger code length 
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improves correlation properties among codes, hence raising system performance in 
terms of MAI, bit-error rate (BER), and throughput [32, 72, 73]. 
Employing incoherent versus coherent light sources is often used to classify OCDMA 
systems because that choice has important cost and performance implication [28]. 
Note that the choice of coherent sources does not always imply that chips are phase 
rather than power modulated. In addition, whether the encoding occurs in fibre, in a 
planar lightwave circuit, or in an out-of-fibre external device has an important impact 
on system design [84]. 
Throughout this thesis, we distinguish multiplexing techniques (xDM) from multiple 
accesses (xDMA) to make the entire scheme more apparent. The former focus on 
transport and the latter denotes distributed access methods. For example, in an 
OCDMA-over-WDM network, all nodes require an OCDMA transceiver while, each 
wavelength is used as a medium for a number of OCDMA channels. 
3.2 Optical Spreading Codes 
In OCDMA system, main purpose is to recognize the intended users’ signals in the 
presence of other users’ signals. Another aim is to accommodate more possible 
subscribers in the system. In this case, the suitable optical sequence codes with the 
best orthogonal characteristic should be employed. In terms of the correlation 
properties, spreading sequences are selected with the features of maximum auto-
correlation and minimum cross-correlation in order to optimize the differentiation 
between correct signal and interference. 
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Firstly, optical orthogonal codes are reviewed in this Chapter. Then, the family of prime 
codes are discussed and analysed. Furthermore, the novel coding scheme is introduced 
and analysed in the next Chapter where it is employed in various OCDMA schemes 
throughout the thesis. 
3.2.1 Optical Orthogonal Codes (OOC) 
An important type of temporal codes is the OOC proposed for intensity modulation or 
direct-detection (IM-DD) OCDMA systems [58, 60, 78, 81, 85-88]. These are very sparse 
codes, meaning that the code weight is very low, thus limiting the efficiency in 
practical coding and decoding. Moreover, the number of codes that can be supported 
is very low as compared to a code set with the same length used in radio 
communications (PN codes for example). To get more codes we need to increase the 
length of the code, demanding the use of very short pulse optical sources having pulse-
width much smaller than the bit duration. 
The required temporal OCDMA codes must satisfy the following conditions: 
i. The peak auto-correlation function of the code should be maximized. 
ii. The side lobes of the auto-correlation function of the code should be 
minimized. 
iii. The cross-correlation between any two codes should be minimized. 
Conditions (i) and (iii) insure that the MAI is minimized, while condition (ii) simplifies 
the synchronisation process at the receiver. 
The correlation )(τjCiCR  of two signature signals )(tCi and )(tC j is defined as: 
∫
+∞
∞−
+⋅= dttCtCR jijCiC )()()( ττ   for   ...2,1,0, =ji                            (3.1) 
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where the signature signal )(tCk  is defined as: 
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{ }1,0)( ∈nck is the periodic sequence of period N and chip duration of Tc. The discrete 
correlation function of any two code sequences )(nci and )(nc j are then given by: 
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The sum in the argument of )( mnci + is calculated modulo N, we represent this 
operation from now on as [ ]yx  which is read x modulo y. In the discrete form, the 
above conditions are rewritten as: 
• The number of ones in the zero-shift discrete auto-correlation function should 
be maximized. 
• The number of coincidences of the non-zero shift discrete autocorrelation 
function should be minimized. 
• The number of coincidences of the discrete cross-correlation function should 
be minimized. 
An OOC is usually represented by a quadruple, ( )caWN λλ ,,,  where N is the sequence 
length; W is the sequence weight (number of ones); aλ  is the upper bound on the 
auto-correlation for non-zero shift and cλ  is the upper bound on cross-correlation. The 
conditions for OOCs are then: 
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and 
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When λλλ == ac , the OOC is represented by ( )λ,,WN  and called optimal OOC. 
C shows the cardinality of the code sequences i.e. the size of the code which refers to 
the number of code words contained in the code family. The largest possible size of 
the set with conditions of ( )λ,,WN  denotes ( )λ,,WNΦ . By the aid of Johnson bound 
[85], it is known that Φ  should satisfy [78]: 
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In case of 1== ac λλ , i.e. strict OOC, it can be shown that the number of codes is 
upper-bounded by: 
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where  x  denotes the integer portion of the real number x.  
An example of a strict OOC ( )1,3,13  code set is C={1100100000000, 1010000100000}. It 
is clear that the auto-correlation is thus equal to the code-weight of 3, and the non-
zero shift auto-correlation and the cross-correlation is less than or equal to one. The 
same code set can be represented using the set notation of {(1,2,5);(1,3,8)}mod(13), 
where the elements in the set represent the position of the pulses (i.e. 1s) in the code 
sequence of code-length 13. 
Assuming an OCDMA system with OOC coding and an avalanche photo-detector (APD), 
the compound effect of APD noise, thermal noise and MAI was evaluated in [89]. The 
complex statistics of the APD, described in [90], was not used but instead a simplifying 
Gaussian approximation was considered in [91]. It was shown that when the noise 
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effects are considered, the performance of OCDMA based on OOCs can be two orders 
of magnitude worse than that of the ideal case. Also the improvement in BER by using 
hard-limiters is not significant because the MAI during the zero data bit transmission 
cannot be completely suppressed as in the noise-free case. 
Although synchronisation is beyond the scope of this thesis, it is important to point out 
briefly to some of the works done on the topic. In the above, asynchronous operation 
was assumed but synchronisation of OOC systems will be a major requirement to 
introduce burst and packet-based systems. Also performance degradation of OOC 
systems will be severe if synchronisation is not maintained. A simple synchronisation 
method was considered in [92] and more recently a multiple search method that 
reduces the mean synchronisation time was proposed and analysed in [93]. 
The main disadvantage of OOCs is the limited number of users for a reasonable code 
length and weight, therefore, two dimensional OOC codes that use the wavelength-
time dimensions were proposed and their performance analysis and construction 
methods were thoroughly investigated [58, 60]. 
3.2.2 Prime Code Families 
From the practical point of view, two aforementioned primary goals of OCDMA system 
must be achieved. Again, receiver could correctly recognize the desired users’ signals 
among the interfering signals, and more possible subscribers could be accommodated 
in the system. Therefore, according to three designed conditions described in Section 
3.2.1, the above two goals of OCDMA transceivers should be accomplished with the 
aid of employing the suitable optical codes sequences with best orthogonal 
characteristics. 
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In the last decades, various optical spreading sequences for OCDMA networks have 
been investigated and experimented [24, 25, 38, 49, 59, 60, 78-83]. However, we only 
focus our attention on prime code families including prime codes (PC), modified prime 
codes (MPC), and the recent one new modified prime codes (n-MPC) along with the 
novel proposed double padded modified prime code (DPMPC). Their construction 
method and properties are also investigated in the following sub-sections. 
3.2.2.1 Prime Codes (PC) 
Prime sequences were first proposed in [24] which were previously developed for an 
optical fibre network using asynchronous OCDMA s with relaxed requirements. Then, 
the brief introduction including prime codes construction principle, correlation 
properties, advantages and limitations is discussed. 
A. Construction Principle 
Compared with OOCs, the generation process of prime codes is relatively simple. The 
construction of PC is divided into two steps. Firstly, it is aimed to build a set of prime 
sequences ),...,,...,,( )1(10 −= Pxxjxxx SSSSS from the Galois Field, )1,...,...,2,1,0()( −= PjPGF  
where P is a prime number, )...,11,7,5,3(∈P . This S sequence could be obtained by 
multiplying every element j with x both from the )(PGF , and then modulo with P. 
Hence, the number of P distinct PC sequences could be derived. The elements of prime 
sequence are given by: 
                               )(mod PjxS xj ⋅=                                                      (3.8) 
where }1,...,1,0{, −∈ Pjx . 
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Secondly, each prime sequence xS  is then mapped into a binary code sequence 
),...,,...,,( )12(10 −= Pxxjxxx CCCCC  with code-length 
2P according to the following rule: 
                     
otherwise
PjjPSifor
C xjxi
1,...,1,0,
0
1 −=+=



=                        (3.9) 
Therefore, one set of prime code sequences could be accomplished by using the above 
approach. 
B. Example of a PC Set 
An example of a PC set where P=5 is displayed in Table 3.1 in order to clearly interpret 
the development process of the sequences. 
Table  3.1 PC sequences where P=5 
Groups i 
x 0 1 2 3 4 
Sequence PC Sequences 
0 0 0 0 0 0 S0 C0 = 10000 10000 10000 10000 10000 
1 0 1 2 3 4 S1 C1 = 10000 01000 00100 00010 00001 
2 0 2 4 1 3 S2 C2 = 10000 00100 00001 01000 00010 
3 0 3 1 4 2 S3 C3 = 10000 00010 01000 00001 00100 
4 0 4 3 2 1 S4 C4 = 10000 00001 00010 00100 01000 
It is apparent from Table 3.1 that PC set with code-length P
2
 and code-weight P has P 
distinct sequences. 
C. PC Correlation Properties 
The auto- and cross-correlation functions for any pair of code sequences nC and 
mC with discrete format are as follows: 
                  
ncorrelatiocrossnmif
ncorrelatioautonmifP
CCR mnmCnC
−≠
−=



=⋅=
,,1
,,
                    (3.10) 
where { }Pnm ...,,2,1, ∈ . 
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It is easily seen from the correlation function that the auto-correlation peak value by 
setting mn =  is bounded by P. At the same time, the cross-correlation constraint is 
equal to one at each synchronised time T i.e. equivalent to the bit duration or the 
code-length. 
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Figure  3.2 Auto-correlation values of PC sequence of S3, where P=5 following the data stream 
of 10101 
Figure 3.2 displays the auto-correlation values of PC sequence S3, and the peak values 
equals 5 as expected. Meanwhile, the cross-correlation values of PC sequences S3 and 
S2 for the same data stream is illustrated in the Figure 3.3. The peak value of cross-
correlation function is bounded by one at each synchronised time T when the signal 
follows the data stream 10101 as illustrated in the Figures. 
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Figure  3.3 Cross-correlation values of PC sequences of S3 and S1, where P=5 following the data 
stream of 10101 
D. Disadvantages of PC Sequences 
The major drawback associated with PC sequences is the limited number of available 
sequences. Therefore, the corresponding number of possible subscribers is insufficient 
in the probable network design based on PC sequences. 
3.2.2.2 Modified Prime Code (MPC) 
In order to overcome the limitation of PCs, a modified version of PC sequence named 
the modified prime code (MPC) is recalled. These optical sequences have the ability to 
support more users simultaneously transmitted in the system with the lower MAI. 
A. Construction Principle 
One set of MPC sequences could be achieved through P-1 times shifting of the 
pervious PC sequences. Therefore, the available number of signature code sequences 
could be extended to P
2
 with P groups of P sequences, where P is a prime number [94]. 
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Firstly, the original PC sequence generator xjS  is left (or right) rotated. Then, the new 
time-shifted sequences ),...,,...,,( )1(10, −= Pxtxtjxtxttx SSSSS  are obtained in terms of 
the following function, where t represents the number of times as xS  has been left (or 
right) rotated [24]. Hence, this method could result in a significant increase in the 
number of possible subscribers. 
otherwise
PjjPSifor
C xtjxti 0
1,...,1,01 −=+=



=                 (3.11) 
Finally, by applying this method a set of MPC sequences can be generated. 
B. Example of an MPC Set 
Similarly, one example of MPC is exhibited in Table 3.2. In this case, the prime number 
P also equals 5. 
Table 3.2 implies that the MPC sequences with code-length 
2P  and code-weight P has 
P
2
 distinct code sequences. Hence, in the OCDMA system using MPC, the number of 
possible subscribers could be significantly extended up to
2P , which is a factor of P 
larger than that of PC. 
C. MPC Correlation Properties 
The auto- and cross-correlation functions for any pair of code sequences nC  and mC in 
a discrete manner are as follows [24]: 





≠
≠
=
=⋅=
groupsdifferent  from are   and , if,
group same  theshare   and , if
 if
nmnm1
nmnm0,
nmP,
CCR nmnCmC                 (3.12) 
where { }2,...,2,1, Pnm ∈ . 
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Table  3.2 MPC sequences where P=5 
Group i 
x 0 1 2 3 4 
Sequence MPC Sequences 
0 
0 0 0 0 0 
4 4 4 4 4 
3 3 3 3 3 
2 2 2 2 2 
1 1 1 1 1 
S0,0 
S0,1 
S0,2 
S0,3 
S0,4 
C0,0 = 10000 10000 10000 10000 10000 
C0,1 = 00001 00001 00001 00001 00001 
C0,2 = 00010 00010 00010 00010 00010 
C0,3 = 00100 00100 00100 00100 00100 
C0,4 = 01000 01000 01000 01000 01000 
1 
0 1 2 3 4 
1 2 3 4 0 
2 3 4 0 1 
3 4 0 1 2 
4 0 1 2 3 
S1,0 
S1,1 
S1,2 
S1,3 
S1,4 
C1,0 = 10000 01000 00100 00010 00001 
C1,1 = 01000 00100 00010 0000110000 
C1,2 = 00100 00010 00001 10000 01000 
C1,3 = 00010 00001 10000 01000 00100 
C1,4 = 00001 10000 01000 00100 00010 
2 
0 2 4 1 3 
2 4 1 3 0 
4 1 3 0 2 
1 3 0 2 4 
3 0 2 4 1 
S2,0 
S2,1 
S2,2 
S2,3 
S2,4 
C2,0 = 10000 00100 00001 01000 00010 
C2,1 = 00100 00001 01000 00010 10000 
C2,2 = 00001 01000 00010 10000 00100 
C2,3 = 01000 00010 10000 00100 00001 
C2,4 = 00010 10000 00100 00001 01000 
3 
0 3 1 4 2 
3 1 4 2 0 
1 4 2 0 3 
4 2 0 3 1 
2 0 3 1 4 
S3,0 
S3,1 
S3,2 
S3,3 
S3,4 
C3,0 = 10000 00010 01000 00001 00100 
C3,1 = 00010 01000 00001 00100 10000 
C3,2 = 01000 00001 00100 10000 00010 
C3,3 = 00001 00100 10000 00010 01000 
C3,4 = 00100 10000 00010 01000 00001 
4 
0 4 3 2 1 
4 3 2 1 0 
3 2 1 0 4 
2 1 0 4 3 
1 0 4 3 2 
S4,0 
S4,1 
S4,2 
S4,3 
S4,4 
C4,0= 10000 00001 00010 00100 01000 
C4,1= 00001 00010 00100 01000 10000 
C4,2= 00010 00100 01000 10000 00001 
C4,3= 00100 01000 10000 00001 00010 
C4,4= 01000 10000 00001 00010 00100 
Therefore, it should be noted from the above function the interesting group 
correlation proprieties associated with MPC sequences. Namely, the cross-correlation 
value of two code sequences within the same group is strictly orthogonal. However, 
for sequences located in two different groups, the cross-correlation value is bounded 
by one. Additionally, the auto-correlation peak value equals P by setting mn = . 
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Figure  3.4 Auto-correlation values of MPC sequence of S2,1, where P=5 following the data 
stream of 10101 
Figure 3.4 illustrates the auto-correlation property of MPC sequence S2,1 ,and the 
maximum peak value equals 5 at each synchronised time T i.e. equivalent to the bit 
duration or the code-length when the sequences follow the data stream 10101. 
Similarly, the cross-correlation values of MPC sequences placed in the same group S2,0 
and S2,1 for the same data stream is displayed in the Figure 3.5. As one can see, the 
value of cross-correlation function is equal to zero at each synchronised time T. 
Finally, Figure 3.6 suggests that for the MPC sequences within two different groups S1,0 
with C2,1 the cross-correlation values equal one at each synchronised time T. Therefore, 
smaller cross-correlation values exist between two code sequences; the lower MAI is 
involved correspondingly. 
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Figure  3.5 Cross-correlation values of MPC sequences of S2,0  and S2,1, where P=5 within the 
same group, following the data stream of 10101 
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Figure  3.6 Cross-correlation values of MPC sequences of S1,0 and S2,1, where P=5 within the 
different groups, following data stream of 10101 
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D. Advantages of MPC Sets 
MPC sequences with relative large number of available code sequences and lower 
cross-correlation values are identified as a suitable candidate, especially for 
synchronous OCDMA to accommodate a greater number of subscribers under the 
same bandwidth-expansion. On the other hand, as aforementioned, code-length plays 
a significant role in raising the system performance in terms of MAI, BER, and 
throughput. Therefore, investigating longer codes that maintain the desired properties 
can be beneficial. 
3.2.2.3 new-Modified Prime Code (n-MPC) 
A. Construction Principle 
The n-MPC has been proposed in [95] and generated through repeating the last 
sequence stream of the previous MPC sequence and rotating in the same group with 
the aid of a sub-sequence of length P. This kind of code has P groups, each of which 
has P code sequences. The length of each code is P
2
+P and the weight is P+1. The total 
number of available sequences is P
2
. 
B. Example of an n-MPC Set  
Table 3.3 shows an example of the n-MPC for P=5.  
C. n-MPC Correlation Properties  
The auto- and cross-correlation function for any pair of codes nC and mC is given at 
each synchronised time T by [95]: 
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




≠
≠
=+
=⋅=
groupsdifferent  from are   and , if,
group same  theshare   and , if
 if1
nmnm1
nmnm0,
nm,P
CCR nmnCmC              (3.13) 
where { }2,...,2,1, Pnm ∈ . 
Table  3.3 n-MPC sequences where P=5 
Group i 
x 0 1 2 3 4 
Sequence MPC Sequences 
Padded 
Sequence 
0 
0 0 0 0 0 
4 4 4 4 4 
3 3 3 3 3 
2 2 2 2 2 
1 1 1 1 1 
S0,0 
S0,1 
S0,2 
S0,3 
S0,4 
C0,0 = 10000 10000 10000 10000 10000 
C0,1 = 00001 00001 00001 00001 00001 
C0,2 = 00010 00010 00010 00010 00010 
C0,3 = 00100 00100 00100 00100 00100 
C0,4 = 01000 01000 01000 01000 01000 
01000 
10000 
00001 
00010 
00100 
1 
0 1 2 3 4 
1 2 3 4 0 
2 3 4 0 1 
3 4 0 1 2 
4 0 1 2 3 
S1,0 
S1,1 
S1,2 
S1,3 
S1,4 
C1,0 = 10000 01000 00100 00010 00001 
C1,1 = 01000 00100 00010 00001 10000 
C1,2 = 00100 00010 00001 10000 01000 
C1,3 = 00010 00001 10000 01000 00100 
C1,4 = 00001 10000 01000 00100 00010 
00010 
00001 
10000 
01000 
00100 
2 
0 2 4 1 3 
2 4 1 3 0 
4 1 3 0 2 
1 3 0 2 4 
3 0 2 4 1 
S2,0 
S2,1 
S2,2 
S2,3 
S2,4 
C2,0 = 10000 00100 00001 01000 00010 
C2,1 = 00100 00001 01000 00010 10000 
C2,2 = 00001 01000 00010 10000 00100 
C2,3 = 01000 00010 10000 00100 00001 
C2,4 = 00010 10000 00100 00001 01000 
01000 
00010 
10000 
00100 
00001 
3 
0 3 1 4 2 
3 1 4 2 0 
1 4 2 0 3 
4 2 0 3 1 
2 0 3 1 4 
S3,0 
S3,1 
S3,2 
S3,3 
S3,4 
C3,0 = 10000 00010 01000 00001 00100 
C3,1 = 00010 01000 00001 00100 10000 
C3,2 = 01000 00001 00100 10000 00010 
C3,3 = 00001 00100 10000 00010 01000 
C3,4 = 00100 10000 00010 01000 00001 
00001 
00100 
10000 
00010 
01000 
4 
0 4 3 2 1 
4 3 2 1 0 
3 2 1 0 4 
2 1 0 4 3 
1 0 4 3 2 
S4,0 
S4,1 
S4,2 
S4,3 
S4,4 
C4,0 = 10000 00001 00010 00100 01000 
C4,1 = 00001 00010 00100 01000 10000 
C4,2 = 00010 00100 01000 10000 00001 
C4,3 = 00100 01000 10000 00001 00010 
C4,4 = 01000 10000 00001 00010 00100 
00100 
01000 
10000 
00001 
00010 
The auto- and cross-correlation properties of the n-MPC for the data stream 10101 are 
illustrated in Figures 3.7 to 3.9 where P=5. Figure 3.7 implies the auto-correlation 
values of the n-MPC sequence which is P+1=6 at the synchronised time T. Meanwhile, 
Figure 3.8 plots the cross-correlation values of the n-MPC sequences within the same 
group which are ‘0’. While, Figure 3.9 suggests that for n-MPC from different groups, 
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cross-correlation values are equal to ‘1’ at synchronous instants T i.e. equivalent to the 
bit duration or the code-length. 
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Figure  3.7 Auto-correlation values of n-MPC sequence of S2,3, where P=5 following the data 
stream of 10101 
D. Advantages of n-MPC Sequences 
The conclusion can be drawn that increased code-length can enhance the correlation 
properties that finally improve the detection process. However, the code-length is also 
a trade-off between network performance and throughput. 
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Figure  3.8 Cross-correlation values of n-MPC sequences S1,1 and S1,3 within the same group 
where P=5, following the data stream of 10101 
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Figure  3.9 Cross-correlation values of n-MPC sequences of S1,3 and S2,3, within the different 
groups where P=5, following the data stream of 10101 
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3.2.2.4 Double-Padded Modified Prime Code (DPMPC) 
By studying the aforementioned spreading codes, it is observed that the code-length 
and accordingly correlation properties still need to be enhanced. This implies an 
increase in the chip-rate (processing gain in spreading) which makes the spreading 
code more secure (i.e. less or no interception) and also permit the OCDMA system to 
mitigate the MAI by increasing the difference between cross and auto-correlation 
values. Having these features in mind as motivations, the new spreading code used as 
the address sequences for the application in optical CDMA communications has been 
designed and constructed. 
A. Construction Principle 
The DPMPC is simply generated after one more step padding of n-MPC by repeating 
the final sequence-stream of the previous MPC sequence. In fact, the padding order 
can also be applied vice versa, whereas if the padding order changes during the code 
generation, the cross-correlation value also changes into undesirable values 
(increases); therefore, the padding order has to be followed for the whole code 
sequences. Finally, the two sequences are padded into each MPCs and consequently 
the code enlarges by 2P as compared with MPC and by P as compared with n-MPC. It is 
necessary to note that the padded sequences cannot only be the final sequence-
stream of MPC but also they can be any stream of MPC sequences. This is due to the 
uniqueness of each MPC sequence-stream that makes each code matchless against 
each other. This code-family has also P groups, each of which has P sequence codes. 
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The length of each code is P
2
+2P and the weight is P+2 with the total number of 
available sequences of P
2
. 
B. Example of a DPMPC Set 
Table 3.4 shows an example of the DPMPC for P=5. Referring to Table 3.4 each code 
consists of two parts, MPC and group sequence-stream (GSS) parts. For example, for 
code C1,0 the MPC part is 10000 01000 00100 00010 00001 and its GSS part is 00001 
00010 which are the last sequence-stream of C1,0 itself and C1,4 in the same group. That 
is shown as 0001000001000010001000100010001000010 +→C .  
Table  3.4 DPMPC sequences where P=5 
Group i 
x 0 1 2 3 4 
Sequence MPC Part GSS Part 
0 
0 0 0 0 0 
4 4 4 4 4 
3 3 3 3 3 
2 2 2 2 2 
1 1 1 1 1 
S0,0 
S0,1 
S0,2 
S0,3 
S0,4 
C0,0 = 10000 10000 10000 10000 10000 
C0,1 = 00001 00001 00001 00001 00001 
C0,2 = 00010 00010 00010 00010 00010 
C0,3 = 00100 00100 00100 00100 00100 
C0,4 = 01000 01000 01000 01000 01000 
10000 01000 
00001 10000 
00010 00001 
00100 00010 
01000 00100 
1 
0 1 2 3 4 
1 2 3 4 0 
2 3 4 0 1 
3 4 0 1 2 
4 0 1 2 3 
S1,0 
S1,1 
S1,2 
S1,3 
S1,4 
C1,0 = 10000 01000 00100 00010 00001 
C1,1 = 01000 00100 00010 00001 10000 
C1,2 = 00100 00010 00001 10000 01000 
C1,3 = 00010 00001 10000 01000 00100 
C1,4 = 00001 10000 01000 00100 00010 
00001 00010  
10000 00001 
01000 10000 
00100 01000  
00010 00100 
2 
0 2 4 1 3 
2 4 1 3 0 
4 1 3 0 2 
1 3 0 2 4 
3 0 2 4 1 
S2,0 
S2,1 
S2,2 
S2,3 
S2,4 
C2,0 = 10000 00100 00001 01000 00010 
C2,1 = 00100 00001 01000 00010 10000 
C2,2 = 00001 01000 00010 10000 00100 
C2,3 = 01000 00010 10000 00100 00001 
C2,4 = 00010 10000 00100 00001 01000 
00010 01000  
10000 00010 
00100 10000 
00001 00100  
01000 00001 
3 
0 3 1 4 2 
3 1 4 2 0 
1 4 2 0 3 
4 2 0 3 1 
2 0 3 1 4 
S3,0 
S3,1 
S3,2 
S3,3 
S3,4 
C3,0 = 10000 00010 01000 00001 00100 
C3,1 = 00010 01000 00001 00100 10000 
C3,2 = 01000 00001 00100 10000 00010 
C3,3 = 00001 00100 10000 00010 01000 
C3,4 = 00100 10000 00010 01000 00001 
00100 00001  
10000 00100 
00010 10000 
01000 00010  
00001 01000 
4 
0 4 3 2 1 
4 3 2 1 0 
3 2 1 0 4 
2 1 0 4 3 
1 0 4 3 2 
S4,0 
S4,1 
S4,2 
S4,3 
S4,4 
C4,0 = 10000 00001 00010 00100 01000 
C4,1 = 00001 00010 00100 01000 10000 
C4,2 = 00010 00100 01000 10000 00001 
C4,3 = 00100 01000 10000 00001 00010 
C4,4 = 01000 10000 00001 00010 00100 
01000 00100 
10000 01000  
00001 10000 
00010 00001  
00100 00010 
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Similarly, by padding the final sequence-stream of MPC of C1,0 which is 00001 to 
the MPC part of C1,1 and last sequence-stream of C1,1 which is 10000, DPMPC of C1,1 
is generated. 
C. DPMPC Correlation Properties 
The auto- and cross-correlation function for any pair of codes nC and mC is given at 
each synchronised time T i.e. equivalent to the bit duration or the code-length by: 
        





≠
≠
=+
=⋅=
groupsdifferent  from are   and , if,
group same  theshare   and , if
 if2
nmnm1
nmnm0,
nm,P
CCR nmnCmC          (3.14) 
where { }21,2,...Pm,n∈  . Figures 3.10 – 3.12 illustrate the correlation values of various 
DPMPC sequences. 
In Figure 3.10, the auto-correlation values of S2,1 at each synchronised position are 
displayed. It can also be seen in Figures 3.11 and 3.12 that the cross-correlation values 
of different codes at time T is zero for the codes in the same group and one for those 
which are in the different groups. As an example, data stream of 11010 is followed by 
the code sequences to show how it exactly works. 
D. Advantages of DPMPC Sequences 
The DPMPC expands the code-length by remaining the excellent correlation property 
of the PC families. This attribute helps the OCDMA stays more secure as well. As 
discussed earlier in Section 3.1.1 and also will be discussed later, the code-length is an 
important feature of a code that can raise the system performance by reducing MAI 
and consequently error-rate. 
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Figure  3.10 Auto-correlation values of DPMPC sequence of S2,1 where P=5 following the data 
stream of 11010 
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Figure  3.11 Cross-correlation values of DPMPC sequences S2,1 and S2,2 within the same group 
where P=5, following the data stream of 11010 
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Figure  3.12 Cross-correlation values of DPMPC sequences of S3,4 and S2,3, within the different 
groups where P=5, following the data stream of 11010 
On the other hand, as observed from Figure 3.10, the auto-correlation peaks increased 
and accordingly enhance the difference between auto- and cross-correlation values. 
This feature assists the detection process significantly and reduces MAI remarkably. It 
should be mentioned that the longer code brings complexity in the system 
implementations and decrease the system throughput at the cost of better correlation 
property and security. 
Table 3.5 compares the prime code families in terms of code-length, cardinality, code-
weight and correlation properties. It is shown that the DPMPC has greater code-length, 
higher weight while maintaining the same good correlation properties. 
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Table  3.5 Comparisons of the prime code families 
Correlation Properties Code 
Family 
Code-
Length 
Code-
Weight 
Cardinality 
Auto- Cross- 
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2
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2
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P+1 
P+2 
1 
0  or  1 
0  or  1 
0  or  1 
3.3 CDMA Techniques in Optical Domain 
A variety of approaches to OCDMA have been suggested [20, 25, 28, 31, 96]. They 
share a common strategy of distinguishing data channels not by wavelength or time 
slot, but by distinctive spectral or temporal code (or signature) impressed onto the bits 
of each channel. Carefully designed receivers isolate channels by code-specific 
detection. There is no global optimum topology for fibre optic LAN interconnection 
yet. Thus each topology has its own advantages and disadvantages, which may become 
significant or insignificant depending on the specific application [97, 98]. 
In intensity on-off Keying (OOK) system, each user information source modulates the 
laser diode directly [15, 27] or indirectly using an external modulator [48]. The optical 
signal is encoded optically in an encoder that maps each bit into a very high rate (i.e. 
code-length x data-rate) optical sequences. The encoded lightwave from all active 
users are broadcasted in the network by a star coupler. The star coupler can be a 
passive or active device. The optical decoder or matched filter at the receiving node is 
matched to the transmitting node giving a high correlation peak that is detected by the 
photo-detector. Other users using the same network at the same time but with 
different codes give rise to MAI. This MAI can be high enough to make the LAN useless 
if the code used in the network does not satisfy specific cross-correlation properties. 
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Other factors affecting the performance of the network are shot noise and thermal 
noise at the receiver. 
Generally, OCDMA systems can be classified to incoherent or coherent schemes. 
Incoherent schemes are based on intensity-modulation/direct-detection (IM-DD) 
scheme that incorporates non-coherent detection of super-imposed optical power of 
all users. The operation of direct-detection makes the procedure simple and the 
receiver is cost effective. The photo-detector detects the power of the optical signal 
but not the instantaneous phase variations of the optical signal. Thus, only incoherent 
signal processing techniques can be used to process the signature sequences 
composed of only ones and zeros restricting the type of codes that can be used in 
incoherent OCDMA systems [20]. In coherent OCDMA, the phase information of the 
optical carrier is crucial for the de-spreading process. Due to the nature of optical fibre 
transmission and its nonlinear effects the complexity of the coherent OCDMA receiver 
makes this approach more difficult to realize. However, the performance of the 
coherent scheme is much better than incoherent one since the receivers are more 
signal-to-noise ratio (SNR) sensitive [28, 44, 99, 100]. 
Alternatively, OCDMA can be classified into temporal and spectral according to the 
way the optical signal is encoded as briefly introduced in the following sub-sections. 
Temporal OCDMA performs the coding in time domain by using very short optical 
pulses e.g. 10 ps at data-rate 1 Gbps and code-length of 100, using optical tapped-
delay lines (OTDL) to compose the coded optical signal. Spectral OCDMA, on the other 
hand, encodes the phase or intensity of the spectral content of a broadband optical 
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signal by using phase or amplitude masks. Wavelength-hopping can be considered as a 
temporal-spectral coding where the coding is done in both dimensions. 
3.3.1 Wavelength-Hopping Coding 
Fast wavelength-hopping OCDMA system can be implemented by fibre Bragg grating 
(FBG) [15, 101-103]. Multiple Bragg gratings are used to generate the CDMA hopping 
frequencies (i.e. wavelengths). Due to the linear first-in-first-reflected nature of 
multiple Bragg gratings, the time-frequency hopping pattern is determined by the 
order of the grating frequencies in the fibre. The order of the grating frequencies in the 
decoder is the reverse of that in the encoder to achieve the matched filtering 
operation. Figure 3.13 shows the encoder and decoder in a star-coupled network. If 
the central wavelength of the incoming lightwave equals the Bragg wavelength, it will 
be reflected by the FBG, or it will be transmitted. With proper written CDMA coding 
pattern, the reflected light field from FBG will be spectrally encoded onto an address 
code. To reduce the effect of the MAI, codes with minimum cross-correlation 
properties are required [25]. These codes fall into the category of one-coincidence 
sequences and are characterised by the following three properties: 
• All of the sequences are of the same length; 
• In each sequence, each frequency is used at most once; and 
• The maximum number of hits between any pair of sequences for any time shift 
equals one. 
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Figure  3.13 Principle of FBG encoder and decoder 
3.3.2 Spectral Phase Coding (SPC) 
Figure 3.14(a) shows an encoder and decoder of the spectral phase encoding system. 
The information source modulates the very short laser pulses. The generated short 
pulses are Fourier transformed and the spectral components are multiplied by the 
code corresponding to a phase shift of 0 orpi [21, 104]. Fourier transform can be 
implemented by the Grating and lens pair as shown in Figure 3.14(b). 
As a result of phase encoding, the original optical ultra-short pulse is transformed into 
a low intensity signal with longer duration. The liquid crystal modulator (LCM) can be 
utilised to set the spectral phase to maximum-sequence phase [105]. The LCM has a 
fully programmable linear array and individual pixels can be controlled by applying 
drive levels resulting in phase shifts of 0 orpi . By a phase mask, the dispersed pulse is 
partitioned into Nc frequency chips by the aid of a phase mask that can be a LCM. Each 
chip is assigned a phase shift depending on the users address code sequences. 
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Figure  3.14 (a) Principle of SPC-OCDMA (b) Structure of optical Fourier transform and SPC 
3.3.3 Spectral Amplitude Coding (SAC) 
In SAC-OCDMA format, frequency components of the signal from a broadband optical 
source are encoded by selectively blocking or transmitting them in accordance with a 
signature code [26, 28]. Compared to SPC-OCDMA, SAC-OCDMA is less expensive due 
to incoherent optical source. For the access environment, where cost is one of the 
most decisive factors, the SAC-OCDMA seems therefore to be a promising candidate. 
Figure 3.15 shows the principle structure of a SAC-OCDMA system. The receiver filters 
the incoming signal through the same direct decoder filter )(wA  at the transmitter as 
well as its complementary decoder )(wA . The outputs from these decoders are 
detected by two photo-detectors connected in a balanced structure. For an interfering 
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signal, depending on the assigned signature code, a part of its spectral components 
will match the direct decoder, and the other part will match the complementary 
decoder. Since the output of the balanced receiver represents the difference between 
the two photo-detector outputs, the interfering channels will be cancelled whereas the 
matched channel is demodulated, i.e. MAI is cancelled in this SAC-OCDMA system. 
Several signature code sets have been proposed for a SAC-OCDMA, including M-
sequence [103], Hadamard [32], and modified-quadratic congruence (MQC) codes 
[106]. Each of these signature code sets can be represented by ),,( λWN , denoting its 
length, weight, and in-phase cross correlation respectively. In the M-sequence code 
set, 2)1( += NW  and 4)1( += Nλ ; the weight and in-phase cross correlation of the 
Hadamard code set are 2N  and 4N , respectively. 
 
Figure  3.15 Principle of the SAC-OCDMA scheme 
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In MQC code, 1=λ  and for a prime number P, we have code-length of PPN += 2  and 
weight of 1+= PW . Let [ ])1(),.....,1(),0( −= NCCCC dddd  and 
[ ])1(),.....,1(),0( −= NCCCC kkkk  be two (0,1) signature codes, then the correlation 
properties are given by: 
∑
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The correlation between dC (a complementary of dC ) and kC is then: 
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To completely cancel MAI, it is necessary to set a ratio between the optical powers 
that arrive at the two photo-detectors that can be λλα −= W [28]. The cancellation of 
the interfering signal (i.e. kd ≠ ) by the balanced receiver thus can be seen as: 
0=− kcdckcdc RR α                                                 (3.17) 
Since a broadband optical source is used in frequency-domain encoding, optical 
beating interference (OBI) or beat noise is the major performance degrading factor. 
OBI occurs when a photo-detector simultaneously receives two or more optical signals 
at nearly the same wavelength. One of the solutions to the beat noise in coherent SAC-
OCDMA is to employ an optical spreading code set with the lowest possible weight and 
the longest possible length for a given bit-rate [25]. 
A lower code-weight causes a lower SNR which means the received optical power is 
low because it is further reduced by a ratio of α  in one of the branches as shown in 
Figure 3.15. That makes OBI low enough to ignore. In case of increased optical power, 
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a low-weight but longer code causes a higher SNR (i.e. better performance), due to the 
lower in-phase cross-correlation which finally results in again lower OBI [50]. 
Another major degrading factor in spectral-coded schemes, SPC and SAC, is phase-
induced intensity noise (PIIN) that is highly proportional to the electric current 
generated by the photo-detectors as [28]: 
cPIIN BI τδ ⋅⋅= 2                                                     (3.18) 
where I  is the photocurrent, B is the receiver’s noise-equivalent electrical bandwidth 
and cτ is the coherence time of source. 
3.3.4 Time Spreading Coding 
The temporal OCDMA signal can be generated by the splitting and combining of very 
short optical pulses. A high-peak optical pulse is encoded into a low intensity pulse 
train using parallel OTDLs at the transmitter in a star-coupled architecture. The 
decoding is performed by intensity correlation at the receiver using matched parallel 
OTDLs [40, 49, 53]. 
Incorrectly positioned pulses in the pulse train will form a background interference 
signal. The research in these incoherent OCDMA scheme led to the invention of a few 
major code groups such as OOC and PC families, as introduced in Section 3.2. In order 
to reduce crosstalk (i.e. MAI), these codes are all designed to have long code-length 
and low code-weight so that reduces temporal overlap between pulses from different 
users at the intensity correlator output. On the other hand, there should be a trade-
off, since the long code-length can cause the inefficient spectral. Even with very 
carefully designed codes, co-channel interference due to non-orthogonal code 
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sequences gives a severe performance penalty. The BER is usually quite high and the 
number of allowable active users becomes very limited [20, 22, 23, 36, 40, 78]. 
Due to the extremely fast growth in bandwidth demand in the recent years, it is now 
necessary to make full use of the entire bandwidth capacity available in optical fibres. 
However, at the time that OCDMA systems using delay-line networks have been 
proposed, it was believed that the terabit communication capacity in fibre-optics 
would never be fully utilised. Even multi-gigabit networks were highly respected at 
that time. Although optics has been used for carrying signals, all the switching and 
multiplexing operations were performed in the electronic domain. Optoelectronic (OE) 
and electro-optic (EO) conversions occur at the terminal equipment. The OE-EO 
conversion was regarded as the bottleneck to high-speed multiplexing. Therefore, due 
to recent progress in photonics technologies, ultra-fast switching, multiplexing and 
signal processing in optical domain are feasible, and accordingly temporal OCDMA has 
been drawn a lot of attention nowadays to make use of the redundant bandwidth in 
optical fibres to alleviate the electronic processing overhead at the networks interface. 
3.4 Synchronous vs. Asynchronous OCDMA 
As noted in Section 3.2.2, synchronous OCDMA (S-OCDMA) dramatically improves 
efficiency in the trade-offs between code-length, MAI and address space. Since, in S-
OCDMA, the receiver examines the correlator output only at one instant in the chip-
interval, code sets for S-OCDMA are described by the triple, ),,( λWN . 
In general, an OOC set of aC with ),,,( caWN λλ , with cardinality of aC  designed for 
asynchronous OCDMA (A-OCDMA) can be used as an OOC set of sC  
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with )),max(,,( caWN λλ , with cardinality as CnC .=  for S-OCDMA. Since, each of the n 
time-shifts of each code sequence of aC  can be used as a unique code sequence 
in sC with the same correlation properties. 
In contrast, DPMPC can also be utilized in A-OCDMA; however, less number of 
subscribers is then accommodated due to lack of time-shifting feature used in the 
synchronous one. On the contrary, in the OOC which are normally applied to A-
OCDMA, we have to set the weight (i.e. no. of 1s) and code sequence independently 
and keep the number of spreading codes small to attain good correlation property. 
Table 3.5 shows the OOCs with frame-length of 32=F and weight of 4=ω  [78]. Since 
the total number of OOC sequences is given by the integer part of )/()1( 2 ωω −−F , 
hence there are only two codes to satisfy the cross-correlation value of one. To assure 
this condition, the distance of any two 1s should be different in all codes as shown in 
Table 3.5. Therefore, to increase the number of spreading codes in OOC, either the 
frame-length has to increase or the weight has to decrease. In practice, in order to 
make 25 codec sequences with weight of 7, the code-length needs to be 1051. 
Therefore, OOC’s frame-length needs to be 30 times larger than DPMPC 
( 30)2()125)(( 22 =++×− PPωω  where 5=P and 7=ω ) that accordingly decreases 
the bit-rate dramatically. When the OOC weight decreases, its correlation properties 
degrade. Consequently, the DPMPC whose weight is the same as OOC is more effective 
in S-OCDMA scheme, besides it can offer better correlation properties and more 
spreading sequences in shorter frame-length. 
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Table  3.6 OOC with 32=F and 4=ω  
No. of chips between 
the subsequent 1s 
Optical Orthogonal Codes (OOC) 
9,3,15,5 10000000010010000000000000010000 
4,7,19,2 10001000000100000000000000000010 
The effect of channel interference (i.e. MAI) is inherent in direct-detection OCDMA, 
when the number of simultaneous active users increases, the optical pulses from the 
intended user and the interfering users overlap and BER tends to have an error-floor. 
Therefore, it is required to reduce the probability of overlapped pulses from interfering 
users to mitigate the effect of co-channel interference. The probability of overlapping 
pulses has been reduced by changing the modulation scheme OOK to M-ary pulse-
position modulation (PPM) due to the variable pulse positions of pulse occurrence in 
PPM, although error-floor still exist [34, 36, 40], as discussed in details in next Chapter 
as well. 
3.5 Summary 
An overview of coding fundamentals in optical domain has been briefly introduced and 
discussed. OCDMA potentials as an access protocol in the optical networking concept 
have been investigated along with two major optical spreading codes, i.e. OOC and PC 
sets, with their applications and properties in details. We have also reviewed most 
common encoding techniques in optical spread spectrum communications in time, 
frequency and spectra domains with considering their merits and drawbacks. In 
addition, in this Chapter we introduced a novel spreading code sequences hereby 
referred to as double padded modified prime code (DPMPC) and analysed its features. 
In the following Chapters throughout the thesis, DPMPC is considered as the spreading 
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code and novel transceiver architectures and multiple access interference (MAI) 
cancellation techniques are going to be proposed and analysed within the applications 
of optical transport network in mind. 
It should be noted that the most common wavelengths in the optical communications 
are at around 1.55 μm and 1.31 μm due to the least attenuation (loss) in the fibre-
optic [31, 33, 36, 40, 47, 49-53]. Accordingly, throughout this thesis, we have also 
considered the analyses mainly at these wavelengths. 
 Chapter 4  
Analysis of DPMPC in PPM-
OCDMA Network 
4.1 Introduction 
Both on-off keying (OOK) and pulse-position modulations (PPM) OCDMA are two 
popular modulation schemes in incoherent OCDMA networks. PPM as an energy 
efficient modulation excels OOK if the average power rather than chip-time is the 
constraining factor [39]; however in practical OCDMA systems the chip-time is 
important, whereas power issues come to critical point in mobile and personal devices 
as well. In this Chapter, Manchester codes are systematically assigned to users as 
source coding for further improvement of the system performance and also we have 
assumed that the multiple access interference (MAI) is dominant noise in the system. 
In this Chapter, the bit-error rate (BER) with respect to the double padded modified 
prime code (DPMPC) in incoherent synchronous PPM-OCDMA system will be analysed 
and derived. The PPM-OCDMA system without interference canceller becomes 
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unreliable as the number of simultaneous subscribers increases. The reason is that MAI 
increases rapidly as the number of active users increases. Even though increasing the 
multiplicity M and the prime number P is helpful for improving the overall system 
performance, however it is not realistic to increase M and P continuously. Moreover, 
the increment on M and P will increase the system complexity. If the amount of MAI 
can be removed or reduced, the system performance can be improved remarkably and 
more active users are accommodated in the network. Hence, the systems have been 
studied with MAI canceller and along with Manchester encoding. Finally, in order to 
realise the preference of DPMPC, the performances of various codes like new modified 
prime code (n-MPC) and modified prime code (MPC), introduced in Section 3.2.2, are 
demonstrated and compared for better understanding. 
4.2 PPM-OCDMA Signalling 
The M-ary PPM-OCDMA signalling format is shown in Figure 4.1. One frame with a 
duration of T seconds consists of M time slots, each of which is τ seconds wide, where 
T = Mτ. Where P is the prime number, P
2
+2P chips of a DPMPC sequence with chip 
time Tc constitute a slot. Each symbol is represented by a train of optical pulses placed 
in one of M adjacent time slots. Therefore, for an M-ary PPM-OCDMA communication 
system, there are M possible pulse positions within the symbol frame T. In a single 
time frame, each user is allowed to transmit only one of the M symbols. A pre-assigned 
unique spreading sequence can be used to distinguish different users; although several 
of them can transmit the same symbol in a frame. When a user transmits a symbol, the 
unique spreading sequence of the desired user will occupy the corresponding time 
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slot. For a proper spread, the spreading sequence with length Lc must be exactly fitted 
into time slot τ  (also called the spreading interval), where cc LT ⋅=τ . 
 
Figure  4.1 M-ary PPM-OCDMA signalling format with DPMPC 
4.3 PPM-OCDMA Transceiver Architecture 
4.3.1 PPM-OCDMA Transmitter Architectures 
4.3.1.1 Simple Transmitter 
A typical transmitter model for an incoherent PPM-OCDMA system is shown in Figure 
4.2, which consists of information source, optical PPM encoder and OCDMA encoder 
[36]. In the following, the main function of each block in the transmitter is described. 
• Information Source 
The total number of information sources depends on the entire number of available 
sequences, where N out of total number of users are the active ones. Each user 
transmits continuous data symbols. Referring to Figure 4.2, take DPMPC as an example 
considering P = 3 and M = 3, hence the maximum number of active users is P
2
 = 9.  
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Assuming that active intended user #2 sends data in slot 0, user #6 sends data in slot 1 
and user #8 also sends data in slot 2. 
 
Figure  4.2 Incoherent PPM-OCDMA transmitters structure 
• PPM Modulator 
The output symbol of each information source is modulated into one of M time slots, 
and generates an optical PPM signal with the tall narrow shape using a laser pulse of 
width Tc and certain time delay reference to a certain point. The time delay depends 
on the amplitude of the data symbol transmitted from the source user. The position of 
laser pulses for intended users #2, #6 and #8 are displayed in Figure 4.3, which are the 
output waveforms of PPM encoder. 
• Optical CDMA Encoder 
The optical PPM signal is then passed to an OCDMA encoder, where it is spread into a 
train of shorter laser pulses with chip width Tc. The train of shorter laser pulses is the 
spreading sequence of the desired user. The spreading sequence is one of DPMPC 
sequences in the analysis. An OCDMA encoder can be implemented by using optical 
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tapped-delay lines (OTDL), which includes delayers, combiners and a splitter. Figure 4.4 
shows an example of OCDMA encoder model. 
 
Figure  4.3 Example of PPM signals for users #2, #6 and #8 when M=3 
Assuming that the intended user #2, #6 and #8 are arbitrarily assigned the signature 
sequences of C0,0=100 100 100 100 010, C1,0=100 010 001 001 010 and C2,0=100 001 
010 010 001 respectively as an example for the rest of our study. Then the three 
spreading sequences and the corresponding PPM-OCDMA signals are displayed in 
Figure 4.5. At the end, there is the summation of all formatted signals, which are 
illustrated in Figure 4.6 then the outcome is passed into the optical fibre as a 
communication channel. 
4.3.1.2 Transmitter with MAI Cancellation 
The transmitter model for PPM-CDMA system with interference cancellation is similar 
to that shown in Figure 4.2. The only difference is that the maximum number of 
accommodated users will be P
2
-P, not P
2
. Since the last sequence code of each group is 
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reserved as the reference correlator at the receiver which will be discussed later, they 
then cannot be allocated to any user. Assuming N active users are in the system, and 
each user transmits continuous data symbols. Then, the idle users are P
2
-P-N. 
 
Figure  4.4 OTDLs for encoding 100 100 100 100 010 as a signature code 
 
Figure  4.5 Signalling model for 3-ary PPM-OCDMA, e.g. three users #2, #6 & #8 have signature 
codes: 100100100100010, 100010001001010 and 100001010010001 respectively 
 
Figure  4.6 Example of the combination of PPM-OCDMA signals in an optical channel 
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4.3.1.3 Transmitter with MAI Cancellation and Manchester Encoding 
Manchester encoding is a type of data communications in which: (i) Data and clock 
signals are combined to form a single self-synchronizing data stream. (ii) Each encoded 
bit contains a transition at the midpoint of a bit period. (iii) The direction of transition 
is determined by whether the bit is a zero or one. And (iv) the first half is the true bit 
value and the second half is the complement of the true bit value. Therefore, the rules 
of Manchester encoding are as follows: (a) if the original data is a logic zero, the 
Manchester code is a transition of zero to one at one time period; (b) if the original 
data is a logic one, the Manchester code is a transition of one to zero at one time 
period. 
In our analysis, we define both first- and second- half time period denoting a true bit 
value. Manchester encoding is systematically allocated to different users in the system; 
it is indicated that the first half users i.e. ( ) 21+P  groups (out of P groups) are assigned 
to transmit data by using the first half-chip interval [ ]2,0 cT , while the rest half users 
from the remaining ( ) 21−P  groups share the second half-chip interval [ ]0,2cT . This 
coding scheme ensures that the two groups of users will not interfere with each other 
and thus will help to reduce multi-user interference [53], referring to the signal model 
example for P=3 and M=3 analysed in Figures 4.5 and 4.6, Figures 4.7 and 4.8 illustrate 
the signal formats for the system with Manchester coding. The spreading sequences 
C0,0 and C1,0 for user #2 and user #6 are respectively located in the first half-chip 
interval, while spreading sequence C2,0 for user #8 is allocated in the second half-chip 
interval. 
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Figure  4.7 Signalling model for 3-ary PPM-OCDMA system with Manchester codes, the three  
active users #2, #6 & #8 have signature codes: 100100100100010, 100010001001010 and 
100001010010001 respectively for example 
 
Figure  4.8 Example of the combination of Manchester-coded PPM-OCDMA signals in an optical 
channel 
4.3.2 PPM-OCDMA Receiver Architectures 
4.3.2.1 Simple Receiver 
The receiver of the incoherent PPM-OCDMA without interference cancellation and 
Manchester codes is shown in Figure 4.9. The main function of each block is explained 
in details as following. 
 
Figure  4.9 Incoherent PPM-OCDMA receiver model 
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• Optical Tapped-delay Line (OTDL) 
The received PPM-OCDMA signal from optical fibre, which includes all the users’ 
information and noise, is correlated by its own spreading sequence by OTDL. An OTDL 
could be regarded as an optical matched filter. The mark positions in the spreading 
sequence determine the structure of the OTDL as also shown in Figure 4.4. The 
amount of delays is not only dependent on the spreading sequence but also on the 
marks positions within the chip intervals. The correlated spreading sequence is the 
same one pre-assigned at the transmitter. If the incoming signal is encoded with the 
correct address, the output of the optical matched filter will yield an auto-correlation 
peak, otherwise smaller cross-correlation amplitude is generated.  
• Photo-detector 
The photo-detector is used to convert the demultiplexed optical signal into electrical 
signal, which is proportional to the photon-counts. 
• Integrator 
The integration is performed over the entire chip duration Tc. Sampling the integrated 
signal is done at the moment of τ⋅j  only, where { }Mj ,...2,1∈ . It should be 
mentioned that in a direct-detection PPM-OCDMA system, the synchronization is 
carried out at the end of each time slot. It then intends to sample at the last chip 
position of the DPMPC, where maximum auto-correlation can be obtained within 
spreading slot τ  of the time frame T. 
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• PPM Detector 
Thereafter, the photon-count of each time slot is sent to the decision mechanism. The 
obtained M-ary samples are passed through PPM decoder, which is a comparator over 
the M samples. The slot containing the maximum photon-counts is declared as the 
correct true bit value. 
4.3.2.2 Receiver with MAI Cancellation 
The incoherent PPM-OCDMA receiver model with MAI cancellation is shown in Figure 
4.10. 
 
Figure  4.10 Incoherent PPM-OCDMA receiver structure with MAI cancellation 
The MAI cancellation technique has been proposed in [49] based on the correlation 
properties of MPC. The same scheme is used here while DPMPC is employed as 
spreading code instead. The idea is to pre-reserve a code to provide interference 
estimation. The estimated interference is then subtracted from the received signal 
after photo-detection. 
As it can be observed from Figure 4.10, the received signal, which consists of intended 
data, MAI and noise, is divided into two equal parts by a 1×2 optical splitter, then the 
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split signals are fed into two optical matched filters. The upper portion named the 
main branch is used to extract useful signal while the lower portion called the 
reference branch is used to estimate the amount of MAI. In the main branch the 
injected signal is correlated with its own spreading sequence, while in the reference 
branch, the fed signal is correlated with the reference spreading sequences which are 
the last sequence code from each group preserved at the beginning. The mark 
positions of the desired user’s spreading sequence determine the structure of OTDL in 
the main branch, and the mark positions of reference spreading sequence determine 
the structure of OTDL in the reference branch. In practice, since the output of the 
photo-detectors follows the Poisson process, and the photo-detectors used in the 
branches have the same characteristics, the MAI and noises, e.g. shot and thermal 
noises, are cancelled out after subtraction. If the incoming signal is encoded with the 
correct address, the output of the optical matched filter will yield an auto-correlation 
peak. Otherwise, cross-correlation amplitude is generated. Moreover, based on the 
correlation properties of DPMPC, the detection will outperform where the correlation 
values differ remarkably.  
All of the correlation outputs are then converted to electrical signals using photo-
detector. Integration is performed over entire chip duration, while synchronisation is 
applied at the moment of τ⋅j  only, where { }Mj ,...2,1∈ . They are sampled at the last 
chip position. 
Based on the group correlation property of DPMPC, the photon-count jpY ,   is only 
composed of MAI which is the same interference in the main branch. The MAI 
cancellation is achieved by subtracting the photon-count jpY ,  in the reference branch 
Chapter 4. Analysis of DPMPC in Incoherent PPM-OCDMA Network 
 83 
from the photon-counts jY ,1  in the main branch at the moment τ⋅j . Then M 
subtractions are passed through a PPM decoder, where comparison is performed. The 
slot (corresponding to a particular symbol) with the maximum subtraction value is 
declared to be the transmitted true bit value. 
4.3.2.3 Receiver with MAI Cancellation and Manchester Encoding 
Figure 4.11 displays the incoherent PPM-OCDMA receiver model with interference 
cancellation and Manchester encoding. 
 
Figure  4.11 Incoherent Manchester-encoded PPM-OCDMA receiver structure with MAI 
cancellation 
The essential principle of receiver model with interference cancellation and 
Manchester codes are similar to the system with interference cancellation but the only 
remarkable difference is the range of integrations. 
The electrical signals (after photo-detection) of the users in group 1 to group ( ) 21+P  
will be integrated over the first half-chip intervals for both main and reference 
branches; while the integration is performed over the second half-chip intervals for the 
remaining users from group ( ) 21−P  to group P. In Figure 4.11 the integration is either 
from cTt −  to 2/cTt −  which is the first half-chip duration or from  2/cTt −  to  t  which 
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makes the second half-chip duration. The integrated signal is sampled at the moment 
of τ⋅j  only, where { }Mj ,...2,1∈ . 
4.4 PPM-OCDMA Performance Analysis 
Using DPMPC as the spreading sequences, the network described in Figure 4.2 for 
prime number P and multiplicity M is analysed. Since the entire available sequence 
code is P
2
, the total number of subscribers equals P
2
. It is assumed that N out of P
2
 are 
active users and the remaining users are idle. We define a random variable 
{ }2,...,2,1, Pnn ∈γ  as follows: 
                                             



=
Idleisnuserif
Activeisnuserif
n #,0
#,1γ                                        (4.1) 
Thus N
P
n
n =∑
=
2
1
γ . 
4.4.1 Analysis of Simple Receiver 
Assuming that user #2 is the intended user. Let the random variable T represents the 
number of active users in the 1
st
 group and variable t is the realization of T.  
∑
=
=
2
1
P
n
nT γ                                                              (4.2) 
The probability distribution of T, given that user #2 is active for any 
{ }max1minmin ,...,, tttt +∈ , where ( )1,max 2min PPNt −+=  and ( )PNt ,minmax =  is 
expressed as [34]: 
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where 
!)!(
!
bba
a
b
a
C ab
⋅−
=





=  and it is called combination of b out of a. Let the 
collection of the photon-counts ( )1,1.0, ,...,, −Mnnn YYY  be denoted by the Poisson random 
vector nY  for user #n. Q  denotes the average photon-counts per pulse where 
)2(ln +⋅= PMµQ  and µ  is a parameter proportional to the received signal power [41]. 
Defining an interference random vector ( )TMkkkk 110 ,...,, −= of size M, where the 
random variable jk represents the number of optical interference pulses introduced to 
time slot j . The vector ( )TMuuuu 110 ,...,, −= is the realization of vector k . Given tT = , 
k  is a multinomial random vector with probability: 
( )
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where tNu
M
j
j −=∑
−
=
1
0
. 
The bit-error probability can be lower bounded depending on the PPM modulation 
scheme [40] as follows:  
∑
=
⋅
−
=
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)()1(2
t
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TEb tPPM
MP                                               (4.5) 
Taking ∞→Q , by modifying and rewriting the probability according to the DPMPC 
properties, the lower-bounded BER is derived as [40]: 
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4.4.2 Analysis of Receiver with MAI Cancellation and 
Manchester Encoding 
 As discussed earlier, the last sequence code in each group is preserved as the 
reference sequence, thus the total number of reference codes is P. Then the entire 
available spreading sequences are PP −2  so the idle users are NPP −−2  . In this 
system, 4.3 for any  { }max1minmin ,...,, tttt +∈ , is rewritten as follows: 
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where ( )1,12max 2min −−+= PPNt  and ( )1,minmax −= PNt . 
The interference cancellation with Manchester codes shown in Figure 4.11, a new 
random variable R for the number of active users from group 2 to group ( ) 21+P is 
defined. Denoting that r is the realization of R, the probability of which for any 
{ }max1minmin ,...,, rrrr +∈ , given tT = , can be written as: 
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Given tT =  and rR = , the probability of interference vector k  is then given as: 
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An upper-bounded bit-error probability based on the PPM modulation scheme can be 
derived as: 
 ∑ ∑
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where an upper-bounded BER can be modified according to DPMPC coding and 
achieved by: 
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It is important to note that, if ∞→Q , then 0=EP . 
4.4.3 Analysis of Receiver with MAI Cancellation 
The system with only MAI cancellation is very similar to the structure discussed in 
previous section. The integration in this system is carried out over the entire chip time 
rather than half chip time. The contribution of MAI is the users from group 2 up to 
group P. Following the BER probability given in 4.5, the upper-bounded BER is given as: 
∑
=
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=
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MP                                              (4.12) 
where the error probability is modified to DPMPC coding as: 
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4.5 Discussion of Results 
The DPMPC has been applied into three structures and the overall performances are 
discussed in details for: (i) Simple receiver; (ii) Receiver with only MAI cancellation and 
(iii) Receiver with both MAI cancellation and Manchester encoding. In order to 
demonstrate the DPMPC potential, MPC and n-MPC (Section 3.2.2) are also applied 
into the above three structures. When DPMPC is analysed, the equations 4.3-4.6 are 
used for structure (i), equations 4.7-4.11 are applied in receiver (iii) and equations 4.7, 
4.12 and 4.13 are also used in the system (ii). The corresponding equations for n-MPC 
and MPC can be found in [34, 80] respectively. 
4.5.1 BER against Received Signal Power 
Figure 4.12 illustrates the BER performances of all three codes in three introduced 
receiver structures against the average photons per pulse ( µ ) which is a parameter 
proportional to received signal power. The full-load communication has been assumed 
in the analysis which means the total number of active users are present N=P
2
-P. The 
prime number P and multiplicity M are set to 11 and 8 respectively, thus the total 
number of active users are 110. The lower-bounded BER for receiver (i) is considered 
when ∞=µ  (i.e. relatively high power), therefore the constant BER is achieved as a 
lower-bounded BER as shown in Figure 4.12. It is obvious that the higher received 
signal power, the lower BER is achieved. The BER=10
-9
 is also depicted as a reference 
for better explanation. 
In Figure 4.12, at 100=µ , the lower-bounded error-rates obtained from the simple 
receiver structures are 3105.1 −× for MPC, 4102.7 −×  for n-MPC and 4103.3 −×  for the 
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DPMPC which is the smallest error-rate. Also, upper-bounded error-rates in receivers 
with MAI cancellation are 6107.1 −×  for MPC coding, 7101.7 −× for n-MPC encoded, and 
finally 7103 −× for DPMPC. Furthermore, the upper-bounds of error-rates of 
Manchester coded receivers with MAI cancellation can be expected as 9102.2 −×  for 
MPC, 9101 −×  for n-MPC and again 10108.2 −× for DPMPC. As one can observe, the 
performance improvement by employing DPMPC is remarkable. 
Since µ  increases, more optical power is transmitted to represent the presence of a 
PPM pulse, thus the presence and absence of a pulse are more distinguishable. It can 
also been seen that, the overall performance with the MAI canceller improves more 
notable than the simple receivers. 
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Figure  4.12 Performance of the PPM-OCDMA receivers using different codes against the 
average number of photons per pulse µ , when M=8, P=11 and N=110 
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It can be seen that, there is no advantage with the MAI canceller for smaller value of 
received signal power ( 40<µ ). Furthermore, the BER performance can be improved 
further by applying Manchester codes in the PPM-OCDMA cancellation system. 
Also, Figure 4.13 shows the performance analysis in a higher multiplicity of PPM 
modulation (i.e. M=16). It is apparent that lower BER is achieved with higher 
multiplicity and less received power µ . Higher multiplicity offers more pulse positions 
to expand the capacity whereas it restricts the system complexity. 
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Figure  4.13 Performance of the PPM-OCDMA receivers using different codes against the 
average number of photons per pulse µ , when M=16, P=11 and N=110 
4.5.2 BER against Number of Active Users 
Figure 4.14 plots the BER performances of various receivers using different coding 
schemes when 100=µ , P=11 and M=8 against the number of active users in the 
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network. In this analysis, the upper-bounds of BER for receivers with MAI cancellation 
and Manchester coded MAI cancellation are considered when 100=µ , while the lower-
bound of BER for simple receiver when ∞=µ  (i.e. relatively high received signal 
power) is taken into account for only n-MPC and DPMPC. The results indicate that the 
DPMPC can accommodate greater number of users. To examine the results, when 
N=60, the error-rate at the simple receiver using n-MPC is 3101.1 −× while using DPMPC 
it is 4104.4 −×  as shown in Figure 4.14. The simple receivers’ structures are unable to 
support users greater than 60, since the BER soars very high ( 1≈BER ). 
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Figure  4.14 Performance of the PPM-OCDMA receivers using different codes against the 
number of users, N when µ =100, P=11 and M=8 
Furthermore in Figure 4.14, the BER at the receivers with MAI cancellation have been 
improved remarkably. The error-rate at receiver with MAI using n-MPC is 91077.1 −× , 
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whereas the one using DPMPC has BER of 10106.6 −× . The scheme with Manchester 
coding has been much enhanced to have BER of less than 1110−  regardless of coding 
scheme, however among them DPMPC is still outperforming. 
It can be noticed that the bit-error probability increases as the number of subscribers 
increases in these three receivers. The reason is that the interference increases as the 
number of active users increases. The interference canceller can effectively remove 
the MAI and improve the BER performance. It can also be seen that the error-rate can 
become better when Manchester codes are applied to the system as well as the 
interference cancellation. It is also seen in Figure 4.14 that the simple receivers are 
unable to support more than 60 users under this given condition due to the 
interference growth. 
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Figure  4.15 Performance of the three PPM-CDMA receivers using different codes against the 
number of users, N when 11,100 == Pµ and M=16 
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The same results are expected from the receivers when multiplicity increases (i.e. 
M=16) as presented in Figure 4.15. The BER = 10
-9
 is also depicted to assist the eye. The 
higher multiplicity makes the system implementation difficult. It has been found that 
when the system design limits the multiplicity, Manchester encoding offers its benefits 
to elevate the outcomes. 
4.5.3 BER against Prime Number 
The BER performance of receivers with MAI cancellation and Manchester coded 
receivers with MAI cancellation are compared against prime number P in Figure 4.16. 
Due to the indicated outperformance of other two receivers than simple receivers, 
only receivers (ii) and (iii) are presented. In this analysis, the receivers are evaluated in 
the case of full-load i.e. PPN −= 2 , M=8 and 100=µ . It is apparent that the error-rate 
is very low in case of employing DPMPC rather than other coding schemes especially 
when P is small.  
We now examine the BER of various receivers with different coding schemes. At the 
receivers with MAI cancellation when P=13, the error-rate is 6106.8 −×  for MPC, 
6103.4 −×  for n-MPC and 6101.2 −× for DPMPC, the improvement is notable indeed. At 
the Manchester coded receivers with MAI cancellation, the error-rate can be expected 
as 8101.1 −×  for MPC, 9109.4 −× for n-MPC and finally 9101.2 −× for DPMPC which means 
2.34 times enhancement as compared to n-MPC. 
It is also expected that the performance becomes better with higher multiplicity as 
presented in the previous Figures. Although in practice, the implementations may be 
restricted by accurate time slots in high value multiple array PPM signalling. It is 
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important to mention that the time slots cannot be increased arbitrary due to limited 
electronic circuitry. Therefore, when we are limited to increase multiplicity, 
Manchester coding can be a good option to enhance the performance; however with a 
cost of network bandwidth. 
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Figure  4.16 Performance of the PPM-OCDMA receivers using different codes against prime 
number P when PPN −== 2,100µ and M = 8 
4.6 Conclusion 
In this Chapter, our proposed double padded modified prime code (DPMPC) has been 
applied to incoherent synchronous PPM-OCDMA network. Three different types of 
receivers, including (i) simple receiver (ii) receiver with MAI cancellation and (iii) 
receiver with Manchester coded MAI cancellation, have been analysed. The lower 
bound of error-rate for the receiver (i) and the upper-bounded BER for receivers (ii) 
and (iii) have been derived. In a nutshell, the results presented here indicate that the 
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receivers with this novel coding scheme are able to accommodate greater number of 
users, while they still maintain low BER and less power consumption. As a validation, 
this scheme has been published [P1, P2]
1
 as well as implemented and verified by 
OptiSystem™ optical communications commercial software package [107].  
 
 
 
                                                      
1
 See ‘List of Publications’ 
 Chapter 5  
Analysis of DPMPC in 
Overlapping PPM-OCDMA 
Network 
5.1 Introduction 
Although PPM is a power-efficient modulation scheme, it is not convenient for a PPM 
system to achieve high throughput due to the requirement of bandwidth expansion 
[37]. In the past few years, interest has been given to overlapping PPM (OPPM) which 
is an alternative signalling format to the conventional PPM in incoherent optical 
channels. OPPM can be considered as a generation of PPM signalling format, where 
overlapping is allowed between pulse positions. Besides, OPPM can achieve higher 
throughput than a PPM system without the need of bandwidth expansion due to the 
fixed-assigned time slots. Moreover, OPPM retains the advantages of PPM in terms of 
power efficiency and implementation simplicity. 
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In this Chapter, a synchronous OPPM-OCDMA signalling format and system is analysed 
where double padded modified prime code (DPMPC) has been employed as a 
spreading code. Then, the transmitter and receiver models for different architectures 
are investigated in details in terms of bit-error rate (BER) performance. Based on the 
properties of the novel code, a multiple-access interference (MAI) cancellation 
technique is proposed for the OPPM-OCDMA network, unlike the conventional method 
to put hard-limiter(s) before and behind the OCDMA correlators to eliminate the floor 
interference at the receivers [46]. Since the Manchester codes have the capability to 
further improve the system performance, they are applied to OPPM-OCDMA 
transceivers as well. As the overlapping is allowed, there is self-interference at the 
synchronisation instants at OPPM-OCDMA receivers, thus the entire process is also 
taken into account with the self-interference. The numerical results are obtained 
under the assumption that the dominant noise source in the network is MAI and both 
photodiode dark current noise and thermal noise contributions are negligible. Finally, 
the throughputs for both OPPM- and PPM-OCDMA networks are discussed and 
evaluated. 
5.2 OPPM-OCDMA Signalling 
An M-ary OPPM modulation deploys M time slots making duration of T time frame. 
The modulated signal is permitted to spread over a spreading interval with τ  slot 
duration, which is again subdivided into P smaller subintervals each of width Pτ  
where P is a prime number. An overlap of τγ ⋅− )( M , where { }M...2,1∈γ , is allowed 
between any two adjacent spreading intervals where γ is the overlapping index [35]. 
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Encoding an optical OPPM signal, the spreading sequence of length L (taking the 
DPMPC PPL 22 += ) must be exactly fitted into the time slot τ ; thus Pτ  can be 
appropriate as chip duration of cT . If a wrapped signal is allowed, the time frame T 
must satisfy the following condition: 
cTL
MMT ⋅==
γ
τ                                                    (5.1) 
Figure 5.1 illustrates 8-ary OPPM-OCDMA signalling format of DPMPC sequence of C0,0 
where P=3 for example and better understanding, where 5=γ  (i.e. 2+== PPLγ  ). 
Shifting the position within the time frame T for different numbers of subintervals can 
form different slots. Let us assume that the initial position represents slot 0. Right-
shifting the time slot for one subinterval forms slot 1 and so on. When the time slot 
reaches to the end of the time frame, it is broken into two blocks. The right-hand-side 
block is wrapped back to the beginning of the time frame, while the left-hand-side 
block is put in the end of the time frame. Those slots with characteristic that have a 
part of signals wrapped back to the beginning of the time frame are called wrapped 
slots while the slots without that property are named unwrapped slots. It is apparent 
from Figure 5.1 that the unwrapped slots are 0 to 3 and the wrapped slots are 4 to 7. 
When the OPPM signal is wrapped, the spreading sequence also follows the OPPM 
signal. 
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Figure  5.1 OPPM-OCDMA signalling for P=3, γ=5 and M=8 for DPMPC signature of C0,0 = 100 
100 100 100 010 
5.3 OPPM-OCDMA Transceiver Architecture 
5.3.1 OPPM-OCDMA Transmitter Architectures 
5.3.1.1 Simple Transmitter 
A transmitter model for incoherent OPPM-OCDMA network is shown in Figure 5.2. It 
consists of information source, OPPM modulator and OCDMA encoder [40]. The main 
responsibility of each block is similar to the transmitter model for PPM-OCDMA 
network explained in Chapter 4. 
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Figure  5.2 Incoherent OPPM-OCDMA transmitters structure 
• Information Source 
Information source is responsible to provide the optical pulses representing data 
stream from users. The total number of information sources depends on total number 
of available sequences P
2
, where N users out of them are active users. In Figure 5.2, 
taking DPMPC, given P=3 and M=8, so the maximum number of active users is P
2
= 9. 
• OPPM Modulator 
Each data stream is then fed into OPPM modulators, where a tall narrow laser pulse of 
width cT  is generated and time delayed in accordance to the data symbol to generate 
M-ary OPPM signalling. The time delay depends on the amplitudes of the data symbol 
transmitted from the information source. Figure 5.3 shows the outputs of optical 
OPPM modulator for user #2, user #5 and user #7 in slots 0, 2 and 4 respectively. 
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Figure  5.3 OPPM signalling for users #2, #5 and #7 at P=3, γ=5 and M=8 
• Optical CDMA Encoder 
The outputs of modulator are then passed to the OCDMA encoder, where it is spread 
into shorter optical pulse with the same width Tc reference to the signature sequence 
and it is only allowed to occur within the spreading intervalsτ . The structure of optical 
tapped-delay line (OTDL) as and OCDMA encoder for an unwrapped signal and a 
wrapped signal are shown in Figures 5.4(a) and 5.4(b) respectively. 
As shown in Figure 5.5, user #2 sends data in slot 0 encoded with signature code 
C0,0=100 100 100 100 010; user #5 transmits data in slot 2 with signature code C1,2=001 
100 010 010 100; and user #7 sends data in slot 4 which is encoded by signature code 
C2,1=001 010 100 100 010. 
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Figure  5.4 OCDMA encoder, assuming a signature code 100 010 001 001 010 (a) an unwrapped 
signal (b) a wrapped signal 
Finally, all the signals are combined together to form an optical signal, which is 
transmitted across the optical channels to the receivers, which are illustrated in Figure 
5.6. 
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Figure  5.5 OPPM-OCDMA signalling for P=3, γ=5 and M=8 with assigned codes 
 
Figure  5.6 OPPM-OCDMA signalling combination in the optical channel 
5.3.1.2 Transmitter with MAI Cancellation 
The transmitter model of OPPM-CDMA system with interference cancellation is similar 
to that discussed in Figure 5.2. The last spreading sequence of each DPMPC group is 
again pre-reserved as a reference at the receiver, so the total available signature codes 
becomes PP −2 . Assuming N active users are in the network, and each user transmits 
M-ary continuous data symbols. Therefore, the idle users are NPP −−2 . 
5.3.1.3 Transmitter with MAI Cancellation and Manchester Encoding 
It should be pointed out that Manchester encoding is introduced to further improve 
the system performance, although it extends the bandwidth. As introduced in Section 
4.3.1.3, the first half users from group 1 to group (P+1)/2 are assigned the first half-
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chip interval [0, 2cT ], while the rest of users share the second half-chip interval 
[ 2cT , cT ]. It ensures that the two groups of users will not interfere with each other 
and thus will help to reduce MAI among users from different groups. As a comparison 
with the signals model for P=3, 5=γ  and M=8 in Figures 5.5 and 5.6, Figures 5.7 and 
5.8 demonstrate the signals model for the transmitter with Manchester coded MAI 
cancellation. The spreading sequence C0,0 for user #2 is assigned in the first half-chip 
interval, while spreading sequence C1,2 and C2,1 for users #5 and #7 are using the 
second half-chip intervals. 
 
Figure  5.7 Manchester–coded OPPM-OCDMA signalling format with assigned sequences 
 
Figure  5.8 Manchester-coded OPPM-OCDMA signalling combination in the optical channel 
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5.3.2 OPPM-OCDMA Receiver Architectures 
5.3.2.1 Simple Receiver 
A receiver model for incoherent OPPM-OCDMA is presented in Figure 5.9 as 
introduced in [35].  
 
Figure  5.9 Incoherent OPPM-OCDMA receivers simple architecture 
• Optical Tapped-delay Line (OTDL) 
The received signal from N active users is correlated with the unique spreading 
sequence by the OTDL, acts as an optical correlator [36]. The mark positions of the 
spreading sequence determine the structure of the OTDL. The number of delays is not 
only dependent on the spreading sequence but also on the positions of the marks 
within the chip intervals as shown in Figure 5.4 for encoding process. If it is encoded 
with its own spreading sequence of the optical correlator, the output of the optical 
correlator will yield an auto-correlation peak. Otherwise a cross-correlation value is 
obtained and rejected. 
• Photo-detector 
The output is then converted to an electrical signal by the photo-detector. The 
electrical signal is proportional to the collected photon counts. 
• OPPM Demodulator 
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This part demodulates the electric signal containing the photon-counts collected over 
the chip duration from the integrator. Finally, the time slot contains the sufficient 
power is declared to be the intended result by the maximum likelihood detection rule. 
5.3.2.2 Receiver with MAI Cancellation 
The MAI cancellation technique is similar with the one introduced in Section 4.3.2.2.  
One sequence from each DPMPC group is preserved as a reference to estimate the 
MAI noise. The estimated interference is then subtracted from the received signal 
after photo-detection [49]. Figure 5.10 shows the OPPM-OCDMA receiver structure 
with MAI cancellation.  
 
Figure  5.10 Incoherent OPPM-OCDMA receiver architecture with MAI cancellation 
The received signal, consisting of a desired signal, MAI and noises, is fed into a 1×2 
optical splitter where it is divided into two equal signals. Like the PPM-OCDMA 
receiver model, the upper portion, main branch, is used to extract intended data; 
while the lower portion, reference branch, is used to estimate the MAI. The signal in 
the main branch is correlated with the same signature sequence which characterizes 
the desired user; while in the reference branch, the signal is correlated with the 
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reference sequence which is the last sequence in each group preserved initially. If the 
injected signal is encoded with the correct address code, the output of the OTDL will 
yield an auto-correlation peak. Otherwise, cross-correlation value is generated. In the 
photo-detector, optical signals are converted to electrical signals. The electric signals 
will be integrated over the entire chip duration, synchronised at each interval. 
Sampling is performed at the end of each mark position of each slot. According to the 
property of the DPMPC, the photon-count jPY ,  the reference branch is mainly 
composed of MAI. In the main branch, the intended signal and MAI constitute the 
photon-counts jY ,1  as shown in Figure 5.10. 
Interference cancellation is carried out by subtracting jPY ,  from jY ,1 . In practice, since 
the output of the photo-detectors follows the Poisson process, and the photo-
detectors used in the branches have the same characteristics, the MAI and noises, e.g. 
shot and thermal noises, are cancelled out after subtraction as seen in Figure 5.10. All 
the subtraction is then passed to the decision unit based on maximum likelihood 
detection which is a comparator device selecting the interval which contains the 
greatest power among all the M intervals. 
5.3.2.3 Receiver with MAI Cancellation and Manchester Encoding 
A block diagram of receiver model for the incoherent OPPM-OCDMA with Manchester 
coded MAI cancellation is presented in Figure 5.11. 
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Figure  5.11 Incoherent OPPM-OCDMA receivers architecture with MAI cancellation and 
Manchester encoding 
Apart from the fact that the integration range is different, the main function of each 
device for the system with interference cancellation and Manchester codes is the same 
as the receiver with interference only. 
The optical signals are converted to electrical signals by the photo-detectors. Following 
this, the electric signals will be integrated over the first half-chip or the second half-
chip which are determined by the users in each group. The active users from group 1 
to group (P+1)/2 will be integrated over the first half-chip intervals [ cTt − , 2cTt − ] for 
both the main and reference branches; while the integration is performed over the 
second half-chip intervals [ tTt c ,2− ] for the remaining subscribers from group (P-1)/2 
to group P. Later, the integrated signal is sampled at the end of each subinterval. 
5.4 OPPM-OCDMA Performance Analysis 
Now here, by employing DPMPC in an incoherent OPPM-OCDMA system, the 
receivers’ performance in terms of bit-error rate (BER) will be derived. We define the 
random Poisson vector jY ,1 , denoting the photon-counts collected at the receiver, 
where { }1,...2,1,0 −∈ Mj . jY ,1  is contributed by two parts: the intended signals and the 
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interference introduced by other users. Index i is declared to be the true one if 
ji YY ,1,1 > for every ji ≠ . 1,1 =iS represents intended user, e.g. #1, transmitting signal in 
slot i. The probability of error is as [35]:  
[ ] { }1,Pr
,1,1,1 =≠≥= iij SijsomeYYiEP                                   (5.2) 
Hence,  
 { }10,Pr][ 0,10,1.1 =≠≥= SjsomeYYEP j                                     (5.3) 
Then the BER based on the M-ary modulation format becomes [34]:  
Eb PM
MP )1(2 −=
                                                         (5.4) 
5.4.1 Analysis of Simple Receiver 
The entire sequence codes are 2P , assuming that N out of them are active users. Thus 
the idle users are NP −2 . A random variable T denotes the number of active users in 
the first group and t is the realisation of T. The probability distribution function (PDF) 
of T for any { }max1minmin ,...,, tttt +∈ , where  ( )1,max 2min PPNt −+=  and ( )PNt ,minmax =  
can be written as: 
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Since different users may contribute different number of interfering pulses to user #1, 
assuming that user #1 is encoded within first group sequence codes, the N active users 
are divided into two categories to further investigate: (i) the first group active users 
whose signature codes are in the same group as the desired user; (ii) the non-first 
group users whose signature codes are in the other groups. 
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(i) Interference due to the first group users 
The number of interfering users in the first group is denoted by a random variable H, 
and h is the realisation of H. Since the overlapped symbols are allowed, the interfering 
slots are γκ −= M out of M slots (see Figure 5.5 when M=8 and overlapping 
index 5=γ ) which can introduce an interfering pulse to user #1 in the first group, the 
conditional PDF of interference in first group can be expressed as follows: 
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where { }1,...1,0 −∈ th . 
When the interfering signature codes are left-rotated (or right-rotated) for jP chips 
from the code of the desired user, the number of interfering pulses introduced to the 
desired users are then either j or j−γ , where { }γ,...,3,2,1∈j  [35]. Denote the number 
of interfering pulses caused by the first group users by L, and variable l is the 
realisation of L. The conditional PDF of L is then as follows: 
hHTL thlP κ
1),( =                                                       (5.7) 
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where { }hκρ ,...,1∈  and  x  returns the integer of x. 
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(ii) Interference due to the non-first group users 
The non-first group users introduce interfering pulses to the desired user with the 
probability of Mγ (γ is the overlapping index). A random variable U denotes the 
number of non-first group interfering users, and the variable u is the realisation of U. 
The conditional PDF of U is then written as:  
( ) utNuTU MMu
tN
tuP
−−






−⋅





⋅




 −
=
γγ 1                                       (5.9) 
where { }tNu −∈ ...,1,0 . 
Thus EP  is described based on the interferences and modulation scheme as: 
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where P1 is defined as follow [37]: 
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where Q denotes the average photon-counts per pulse, 
2
log
+
⋅=
P
MµQ  [41]. 
The BER can be finally expressed based on the modulation format and above 
interference analysis as: 
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5.4.2 Analysis of Receiver with MAI Cancellation 
As aforementioned, the last sequence code from each group is initially preserved as 
the reference sequence; thus the total number of reference codes is P . Then the entire 
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available spreading sequences are PP −2 . The idle users are NPP −−2 . In this case, 
5.5 for any { }max1minmin ,..., tttt +∈  where ( )1,12max 2min −−+= PPNt  and  
( )1,minmax −= PNt  is rewritten as follows: 
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A Poisson random vector 1Y  is used to represent the photon-counts collected from the 
main branch, while PY  denotes the photon-counts received from the reference 
branch. Then vector 1
~Y  is defined as PYYY −= 11
~
. Hence, we have [37]: 
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Thus the BER can be written based on the interference analysis and modulation format 
as: 
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5.4.3 Analysis of Receiver with MAI Cancellation and 
Manchester Encoding 
In the receiver with Manchester coded MAI cancellation shown in Figures 5.11, a new 
random variable W for the number of active users from group 2 up to group ( ) 2/1+P is 
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defined. Variable w is the realisation of W for any { }maxmin ,...,www∈ can be written as 
[53]: 
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where ( ){ }2/12,0max 2min +−−−= PPtNw  , ( ){ }2/12,min 2max +−−= PPtNw . 
Then, the conditional PDF of variable U, non-first group interferers, is written as: 
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where { }wu ...2,1,0∈ . 
Hereafter, the BER based on the modulation scheme and interference analysis is 
expressed as follow: 
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5.4.4 Analysis of Self-Interferences (SI) 
Since the synchronisation is performed at the last chip of a code sequence, then the 
self-interference arise due to incomplete orthogonal code sequences. This subsection 
is devoted to investigate the effect of SI at synchronous incoherent OPPM-OCDMA 
transceivers. The SI and MAI as dominant degrading factors have been considered at 
the receivers. Referring to 5.4, the BER is given by: 
Eb PM
MP )1(2 −=
                                                      (5.19) 
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5.4.4.1 Analysis of SI at Simple Receiver 
Recalling that the random Poisson vector jY ,1  denotes the photon-counts collected by 
receiver #1, where { }1,...1,0 −∈ Mj . Index i is declared to be the true one if ji YY ,1,1 > for 
every ji ≠ . 1
,1 =iS represents user #1 transmitting data at slot i. When the spreading 
sequence shifts, the probability of SI is 21 Pq = . Hence, the probability of error EP  can 
be as discussed previously: 
{ } { } { }hHPuUPtTPPPE =⋅=⋅=⋅= 1                                    (5.20) 
where { } { }uUPtTP == , and { }hHP = have been introduces in sections 5.4.1 - 5.4.3. The 
PDF of 1P is then introduced as: 
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For any { } { }1,0,1...,,2,1 ∈−∈ jvMj  denotes the number of pulses that cause SI in 
the slot  j  due to the transmitted data at slot 0 by the intended user. In the first term 
of P1, there is no SI, due to [ ] 00,0 00 ==== vPv r . While the second term causes the 
actual SI due to the remaining 1−γ  interfering slots [35]. These slots interfere with slot 
0 at the probability of { } 01 >=jr vP . Hence, 1P can be derived as: 
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where 
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Therefore, the error probability bP  can be obtained as follow: 
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5.4.4.2 Analysis of SI at Receiver with MAI Cancellation 
Since the last signature codes from DPMPC groups are preserved as the reference 
correlation, the total number of available spreading sequence becomes PP −2 . 
Consequently, the probability of self-interference at this receiver becomes 
( )PPq −= 21 . A Poisson random vector 1Y  is used to represent the photon-counts 
collected from the main branch, while PY  denotes the photon-counts received from 
the reference branch. The vector 1
~Y  is defined as PYYY −= 11
~
. Then, error probability 
EP  is defined as: 
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By further analysis, we have: 
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The term in the right-hand-side of the last inequality is due to the )1(1 −−− γM slots 
which do not cause SI with slot 0, where: 
{ }0,,,,,10,~~ 10,10,11,111 ======≠>= vlLhHuUtTSjsomeYYPP rr         (5.28) 
 { }1,,,,,10,~~ 10,10,11,112 ======≠>= vlLhHuUtTSjsomeYYPP rr          (5.29) 
Since the slots are uniformly distributed, these probabilities are the same and then we 
define ( )tu,θ as follow: 
( ) { }1,,,,,10,~~, 10,10,11,11112 ======≠>=== vlLhHuUtTSjsomeYYPPPtu rrrθ   (5.30) 
We can further simplify the calculations by using the Chernoff Bound [37], and then we 
have: 
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where [ ]E  is the conditional expectation operator and 1>z  is the number of 
interfering slots. The natural logarithm computation is carried out on ( )tu,θ   and 
expectation term is performed as follows: 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )zuzuPzuzlutuLn −⋅−−⋅++⋅−−⋅+⋅−−⋅++⋅≤ −− 1121111, 11 QQQQθ    (5.32) 
Now, by setting 0,1 >=− δδz and integer, we have then 11 1 ≤− −z  whereas 02 ≤− δδ , 
thus by considering new boundaries, we obtain the lower-bounded [37]: 
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211 δδ −≥− −z                                                     (5.33) 
By substituting 5.33 in 5.32, we have: 
( ) ( )( ) ( )( ) ( )( ) ( )( )
( )( ) δδ
δδδδδδθ
)2(22
21,
2
22
+−+++=
−−−++−−+−++=
PPlu
uPululutuLn
QQ
QQQQ
       (5.34) 
By minimising 5.34 regardingδ , it is obtained as: 
   )22(2
2
luP
P
+++
+
=δ                                                   (5.35) 
Therefore, by substituting 5.35 into 5.34, we have: 
( ) ( ) 





+++
+
+−





+++
+
+++= )22(2
2)2()22(2
222,
2
luP
PP
luP
PPlutuLn QQθ    (5.36) 
and bringing 5.36 back to exponential format, we obtain: 
( ) ( )





+++
+
−≤
luP
P
tu
224
)2(
exp,
2
Qθ                                        (5.37) 
Hereafter, 
( ) ( )





+++
+
−≤=
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P
tuPr 224
)2(
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2
1
2 Qθ                                     (5.38) 
Similarly for 11rP : 
( )
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

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luP
PPr 224
2
exp
2
1
1 Q                                             (5.39) 
Hence, the upper-bounded BER of the receiver with MAI and SI becomes: 
  { } { } { }
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where the probabilities of other elements in 5.40 have been introduced in Sections 
5.4.2 and 5.4.3. 
5.4.4.3 Analysis of SI at Receiver with MAI Cancellation and Manchester 
Encoding 
This receiver is very similar to the receiver with MAI discussed previously. The only 
difference is that active users are divided into two groups, referring to Section 5.4.3, 
and then the upper-bounded BER can be obtained considering MAI and SI as: 
( ) ( )[ ] 11max
min
max
min 0
1
0 0
1
1
1
2
1
1 12 TTWTUTHHTL
t
tt
w
ww
tN
u
t
h
h
rrrb PPPPPPPqP
MP ⋅⋅⋅⋅⋅−⋅⋅−+= ∑ ∑ ∑ ∑ ∑
= =
−
=
−
= =
κ
ρ
γ        (5.41) 
5.5 Discussion of Results 
Now, this section presents the three transceivers’ performance based on the above 
DPMPC analysis. To better understand the results, the performances are compared 
with latest developed prime code families i.e. n-MPC in details. The analysis for n-MPC 
in incoherent OPPM-OCDMA system can be found in [80]. Firstly, the performance in 
terms of BER for receivers when only MAI considered as an interference are 
investigated, secondly the receivers affected by both MAI and SI are examined. 
5.5.1 BER Performance of Receivers with MAI and without SI 
The DPMPC has been applied into three structures and the overall performances are 
discussed in details: (i) Simple receiver; (ii) Receiver with only MAI cancellation and (iii) 
Receiver with both MAI cancellation and Manchester encoding. 
This section presents the results of the receivers when MAI has been considered as 
dominant degrading interference. The simple receiver is examined based on the 
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Section 5.4.1; Section 5.4.2 is used for the receiver with MAI cancellation and finally 
third receiver type is estimated by equations in Section 5.4.3. 
Figure 5.12 shows the BER evaluation for DPMPC, n-MPC and MPC codes employed in 
incoherent OPPM-OCDMA simple receivers against the average photons per pulses, µ . 
Prime number P and number of active users N are set to be 7 and 42 (i.e. full-load) 
respectively. Two different multiplicities of M= 8 and 16 are investigated at the 
receivers. As it can be observed from Figure 5.12, the performance is getting better as 
µ  increases. DPMPC outperforms other codes due to greater difference correlation 
values discussed previously. It is also indicated that multiplicity plays a significant role 
to improve the performance but compromise the structure complexity; e.g. 
for 70=µ and M=16 BER of n-MPC is 0.0081, MPC is 0.0094 while DPMPC’s is 0.0065. 
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Figure  5.12 BER Performance of OPPM-OCDMA simple receivers using different codes against 
the average photons per pulse µ , when P=7, N=42 and M=8 and 16 
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Figure  5.13 BER Performance of OPPM-OCDMA simple receivers using different codes against 
the number of active users N, when P=7, 70=µ , M=8 and 16  
BER performance of simple receivers using DPMPC, MPC and n-MPC, under a given 
condition, is illustrated on Figure 5.13 against the number of active users. It is 
observable that increasing number of users increases the BER due to raising more 
interference and makes the system unreliable. Again, multiplicity has an effective role 
in the receivers’ performance; however the overall performances of the simple 
receivers, shown in Figures 5.12 and 5.13, are so defective to compare with the 
910−=BER  requirement in the optical communications that the results indicate the 
necessity of interference cancellation. 
To examine other receivers, now we only evaluate the performance of DPMPC and n-
MPC code families since n-MPC has already outperformed MPC [95]. The 910−=BER  is 
also drawn on the Figures for clear understanding. 
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Figure  5.14 BER Performance of OPPM-OCDMA receivers considering MAI using different 
codes against the average photons per pulse µ , when P=11, N=110, M=8 and 16 
Figure 5.14 gives an idea about how the average photon-count influences the BER 
performance. The prime number P, and number of active users N are set on 11 and 
full-load of 110 respectively. On the other hand, average photon-count ( µ ) is a 
parameter proportional to signal power, accordingly as can be seen BER decreases 
when received signal’s power increases. It has been expected that using interference 
reduction with Manchester encoding improves the system quality and now it is 
indicated by the results which are more enhanced than simple receivers and receivers 
with only MAI cancellation. It is also observed from Figure 5.14 that the receivers with 
MAI reduction and Manchester coded MAI canceller are also power efficient. 
Apparently, by increasing µ  and M a very reliable communication link can be 
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guaranteed, although the raise is not infinite and they should reach optimum values 
depending on the system specification at the transceivers design stage. 
Figure 5.15 illustrates the performance of the incoherent OPPM-OCDMA receivers with 
MAI cancellation and Manchester coded one against the number of active users when 
P=7, M=8, 16 and 100=µ . The interesting issue is where the minimum error probability 
lays down, the area is in the range of 50 to 60 percent of the total number of users, 
N=P
2
-P, depending on the prime number P for the receiver with Manchester coded 
MAI cancellation, shown in Table 5.1 for various number of P and their minimum 
measured BER and in Figure 5.15. Accordingly, if the number of maximum supported 
active users is set on 55% (as an average, Neff) of total users in the access network, 
transceivers will apparently have much enhanced performance. It is noted that the 
maximum supported active users in the current networks is usually set on 10-20 
percent of total users due to capital expenditure cost of the network design and 
implementation [108]. 
Table  5.1 Minimum BER for the number of active users considering only MAI at receivers with 
Manchester coded MAI cancellation, when M=16 and 100=µ  
P BERmin of     
n-MPC 
BERmin of 
DPMPC 
Neff NFull Supported No. of Active 
Users (Neff/NFull)% 
5 121084.1 −×  131051.8 −×  12 20 60 
7 171026.9 −×  171046.3 −×  24 42 57.1 
11 221085.6 −×  22108.4 −×  60 120 50 
13 271017.5 −×  271025.3 −×  84 156 53.8 
17 351023.6 −×  361023.7 −×  140 272 51.47 
By comparing the BER values at the effective points, Neff, it can be observed that the 
BER differences are remarkable and it can compensate the network capacity. 
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Furthermore, the multiplicity M has its independent effect on improving the BER; 
however the implementation will be very complicated due to the precise timing and 
switching design. The performance behaviour, shown in Figures 5.14 and 5.15 when 
M= 8 and 16, indicated that by increasing M the network capacity is recovered as well 
as the overall performance under a given condition specially with DPMPC. 
5.5.2 BER Performance of Receivers with MAI and SI 
In this section, the receivers are examined against the number of active users N, and 
the average number of photons per pulse µ , when both the multiple-access and self-
interferences are taken into account. Obviously, simple receivers will even degrade 
more due to higher level of interferences; therefore, here we study two types of 
receivers including (i) with only MAI cancellation and (ii) with Manchester coded MAI 
cancellation. The evaluations for different receivers are based on the analysis 
mentioned in Section 5.4.4 for DPMPC. 
Figure 5.16 shows the receivers BER, when the conditions are set on P=11, N=110 (i.e. 
full-load) and M=8 and 16, against the average number of photons per pulse µ .  As it 
can be seen, the higher the received signal power, the more reliable communication is 
established. At the start point both codes performs very good, while by increasing µ , 
DPMPC causes the lower error-rates. It is said that the difference can be compensated 
by the system capacity as well as signal power. It means that by using DPMPC we can 
have the same BER in a fixed signal power which is possible with higher power by using 
n-MPC. 
 
Chapter 5. Analysis of DPMPC in Incoherent Overlapping PPM-OCDMA Network 
 124 
10 15 20 25 30 35 40
10-18
10-16
10-14
10-12
10-10
10-8
10-6
10-4
10-2
Number of Active Users, N
Bi
t E
rr
or
 
Pr
ob
ab
ilit
y,
 
Pb
BER Performance of OPPM-OCDMA Receivers
P=7,mu=100
Receivers with
MAI Cancellation
Receivers with Manchester
Coded MAI Cancellation
 
 
n-MPC, M=8
DPMPC, M=8
n-MPC, M=16
DPMPC, M=16
 
Figure  5.15 BER Performance of OPPM-OCDMA receivers considering MAI using different 
codes against the number of active users N, when P=7, 100=µ , M=8 and 16 
For example when 50=µ , BER of the receivers with DPMPC equals the receivers with 
n-MPC when 55=µ . Furthermore, we pick the receivers with only MAI when M=16 
and 100=µ for examination from Figure 5.16, the BER of receiver employing DPMPC is 
10108.1 −× while it is 10109.2 −× for n-MPC, i.e. 37% improvement. 
Obviously, as discussed before, multiplicity gives more options to time-slot for 
accommodating more signals. It is apparent in Figure 5.16 that superior performance is 
achieved by higher level of multiplicity M. As higher multiplicity makes the system 
implementation complex, applying Manchester encoding is an excellent choice to 
accommodate more interference-reduced users. Regarding the fact that BER of less 
than 910− is acceptable in optical communication, it is also drawn to assist the eye. 
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Figure  5.16 BER Performance of OPPM-OCDMA receivers considering MAI and SI using 
different codes against the average photons per pulse µ , when P=11, N=110, M=8 and 16 
Finally, Figure 5.17 illustrates the incoherent OPPM-OCDMA receivers performing 
against the number of active users N, when P=7, 100=µ , M=8 and 16. The effective 
number of users Neff denotes where the minimum error probability occurs at the 
receivers with Manchester coded MAI reduction, referring to Table 5.2 for various P. 
Table  5.2 Minimum BER for the number of active users considering MAI and SI at receivers 
with Manchester coded MAI cancellation, when M=16 and 100=µ  
P BERmin of      
n-MPC 
BERmin of 
DPMPC 
Neff NFull Supported No. of Active 
Users (Neff/NFull)% 
5 12106.8 −×  12102.1 −×  12 20 60 
7 16103.3 −×  16103.1 −×  24 42 57.1 
11 20109.6 −×  20105.4 −×  60 120 50 
13 25103.5 −×  25101.3 −×  84 156 53.84 
17 29108.6 −×  29101.4 −×  140 272 51.47 
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It is observed that by increasing the number of active users, interferences increases 
then the receivers operate under unstable communication, whereas DPMPC is still 
superior to n-MPC, especially in scheme of using cancellation technique plus 
Manchester encoding. For example, we pick the receiver with Manchester coded MAI 
cancellation, when M=8 at Neff from Figure 5.17, the BER for the receiver employing n-
MPC is 13108.9 −× , while it is 13107.3 −×  for DPMPC i.e. 62% improvement. 
5 10 15 20 25 30 35 40
10-15
10-10
10-5
100
Number of Active Users, N
Bi
t E
rr
or
 
Pr
ob
ba
bi
lit
y,
 
Pb
BER Performance of OPPM-OCDMA Receivers
P=7,mu=100
Receivers with  
MAI Cancellation
Receivers with Manchester
Coded MAI Cancellation   
 
 
n-MPC, M=8
DPMPC, M=8
n-MPC, M=16
DPMPC, M=16
 
Figure  5.17 BER Performance of OPPM-OCDMA receivers considering MAI and SI using 
different codes against the number of active users N, when P=7, M=8, 16 and 100=µ  
To compare the error-rates of the receivers considering only MAI in Section 5.5.1 with 
the receivers considering MAI and SI, it is observed that the performance is further 
degraded by self-interference. However, the overall BER is still in a reasonable range 
by employing DPMPC along with the MAI cancellation technique and Manchester 
coding which have much contributed with the transceivers’ enhancement. 
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5.6 Analysis of Throughput 
In practice, one of the important parameters of the performance evaluation is the 
data-rate. For a given user, throughput is the rate of data transmission given by the 
amount of information transmitted per second by the user. 
5.6.1 OPPM-OCDMA Throughput 
Referring to Section 5.2, T  is the duration of each M-ary time frame, with chip 
duration of cT . The spreading sequence of length L must be exactly fitted into time slot 
τ , where cLT=τ . γ  is the overlapping index. The throughput of OPPM-OCDMA is 
defined as OPPMTR −  data packet per time slot [34, 37]: 
 
c
OPPMT MLT
M
M
M
T
MR lnlnln γ
γτ
===
−
                                       (5.42) 
Since the pulse-width cT is always fixed, for the sake of convenience the throughput-
pulse-width product OPPMOR −  is defined as follows: 
      
ML
MT
MLT
MTRR c
c
cOPPMTOPPMO
lnln γγ
=⋅=⋅=
−−
                             (5.43) 
It is noted that the throughput-pulse-width product OPPMOR −  is proportional 
throughput OPPMTR −  for a fixed pulse width of cT . In addition, the users-throughput 
product, denoted by NR, as the product of the number of users times 0R  is defined by: 
ML
MNRNNR OPPMOOPPM
lnγ
⋅=⋅=
−
                                       (5.44) 
NR is the measure of the total data-rate from all users transmitted within the channel. 
In practice, we are interested in characterising the maximum throughput that can be 
achieved when keeping the bit-error probability below a prescribed threshold. 
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Therefore, the parametersγ , M and L are allowed to vary to optimise the throughput 
under the constraint that ε≤bP . In doing so, we have: 
   OPPM
bP
LM
OPPMOPPMO
bP
LM
OPPMO NRNRRR
ε
γ
ε
γ
≤
−
≤
−
==
,,
max,
,,
max, max,max              (5.45) 
5.6.2 PPM-OCDMA Throughput 
Under a given conditions in incoherent PPM-OCDMA transceiver, the throughput 
PPMTR −  is given by [34]: 
c
PPMT MLT
M
M
M
T
MR lnlnln ===
− τ
                                           (5.46) 
The throughput-pulse-width product PPMOR − in the PPM-OCDMA is expressed as: 
ML
MT
MLT
MTRR c
c
cPPMTPPMO
lnln
=⋅=⋅=
−−
                                 (5.47) 
Similarly, in PPM-OCDMA transceiver, the users-throughput product can be written as: 
 
ML
MNRNNR PPMOPPM
ln
⋅=⋅=
−
                                        (5.48) 
Now, by considering DPMPC in the PPM- and OPPM-OCDMA systems, the throughput-
pulse-width product could be further rewritten as: 
 
( )( )PPM MPMLMR OPPMO 2ln2ln 2 +⋅ ⋅+==− γ                                            (5.49) 
 ( )PPM MMLMR PPMO 2lnln 2 +⋅==−                                            (5.50) 
And the users-throughput products can be expressed as the following: 
( )( )PPM MPNMLMNNROPPM 2ln2ln. 2 +⋅ ⋅+⋅== γ                                        (5.51) 
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( )PPM MNMLMNNRPPM 2lnln. 2 +⋅ ⋅==                                            (5.52) 
As it can be seen from the 5.51 and 5.52, under the given condition, OPPM system 
supports P+2 (i.e. γ ) times higher throughput than PPM scheme. In other words, 
OPPM is offering the higher throughput without the bandwidth expansion as it is 
required in the PPM system. Where the bandwidth increase is challenging or 
impossible due to the components or bandwidth limitations, OPPM modulation is able 
to provide higher throughput by introducing an overlapping index in which the 
spreading is performed over number of slots rather than only one slot as compared 
with PPM modulation. This implies to support the greater number of users i.e. system 
capacity enhancement without bandwidth expansion. 
5.7 Conclusion 
In this Chapter, proposed DPMPC has been employed into incoherent synchronous 
overlapping PPM-OCDMA network. Three types of receivers including (i) simple 
receiver (ii) receiver with MAI cancellation and (iii) receiver with MAI cancellation and 
Manchester coding, have been analysed and examined. The lower-bounded BER for 
the receiver (i) and the upper-bounded BER for receivers (ii) and (iii) have been 
derived. In this analysis, the MAI was assumed the dominant noise while background 
noise and photodiodes dark currents were negligible. However, the self-interference 
has been taken into account. I should be noted that the overall system performance in 
terms of around 50% lower BER, almost 30% capacity enhancements and increase in 
the network throughput without bandwidth expansion is a trade-off with the system 
complexity, signal multiplicity and overlapping index for physical implementation. 
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The published results [P1, P2]
1
 indicated that the receivers employing this novel coding 
scheme with MAI cancellation are able to accommodate greater number of users, 
while they still maintain low BER and less power consumption. Manchester coding has 
also produced the enhanced performance and showed when the multiplicity restricts 
the system implementation; Manchester coding is able to recover this limitation at the 
cost of transceivers bandwidth. 
 
 
 
 
                                                      
1
 See ‘List of Publications’ 
 Chapter 6  
Analysis of DPMPC in Coherent 
OCDMA Network 
6.1 Introduction 
Recently, coherent time spreading OCDMA which employs either direct time spreading 
using super structures fibre Bragg grating [101] and arrayed waveguide grating [109] or 
spectrally phase coding time spreading by spatial lightwave modulator [110] has 
attracted a lot of attention because of the overall superior performance over 
incoherent schemes. Several architectures have been considered for the use of CDMA 
within an optical fibre, the most common systems use direct-detection with bipolar 
codes such as Gold sequences [111]; while, unipolar prime code families, particularly 
the introduced novel one, double-padded modified prime code (DPMPC), has more 
flexible code-length and is partially orthogonal. To retain the advantage of { }1,0  codes 
as a power saving option, we consider in this Chapter unipolar signalling and coherent 
binary phase shift keying (BPSK) modulation. The capacity of the system using prime 
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codes is limited by the maximum achievable bit-rate of the electronic circuitry that 
generates the pseudo-noise (PN) sequences. Here, we concentrate on a maximum 
attainable chip-rate of 10 Gchips/s and a desired bit-rate of hundreds of Mbps. This 
imposes a limit on the length of the spreading sequences which must be in the order of 
hundreds of chips per bit. 
In this Chapter, the signal-to-noise ratio (SNR) of a coherent homodyne and 
heterodyne OCDMA architectures employing the DPMPC sequences and two phase 
modulation methods are examined. The phase modulation methods include using 
either Mach-Zehnder interferometer (MZI) as an external phase modulator or 
distributed feedback (DFB) laser diode’s driving current as an injection-locking method 
along with the dual-balanced detection structure. We have also evaluated the 
performance penalty imposed on the OCDMA system as a result of the limited phase 
excursion of pi42.0±  as a result of injection-locking modulation [111].  
Furthermore, we also analyse the coherent BPSK-OCDMA scheme with heterodyne 
detection. The external phase modulation method is considered for heterodyne 
detection. In the analysis, the system SNR with respect to the number of simultaneous 
active users is investigated considering both the receiver noise and multiple-access 
interference (MAI). 
6.2 Coherent Homodyne BPSK-OCDMA Architecture 
This section is dedicated to describe the architecture of the coherent BPSK-OCDMA 
network. In the coherent OCDMA system based on the external phase modulation 
shown in Figure 6.1, the outgoing data is first BPSK encoded generating the in-phase 
Chapter 6. Analysis of DPMPC in Coherent OCDMA Network 
 133 
and quadrature phase (IQ) signals in electrical domain. Then, the encoded BPSK-signal 
phase modulates the lightwave through MZI as an external phase modulator. The use 
of an external MZI modulator for this application was verified experimentally in [112]. 
Finally, the signals are CDMA encoded by means of DPMPC sequences and multiplexed 
via star couplers and transmitted over a star passive optical network (SPON) as a 
network infrastructure. This corresponds to multiplication of the optical carrier and 
enables the system employing codes based on in-phase correlations. At the intended 
receiver as shown in Figure 6.1, the inverse process takes place where another MZI is 
used to demodulate the received signal using the same DPMPC sequence used for 
encoding at the transmitter end. Referring to the DPMPC correlation properties, 
Section 3.2.2.4, the signal that has been multiplied by the same code will de-spread, 
while signals multiplied by different codes will be further spread in the frequency 
domain and hence removed. In practice, the received signal is required to be filtered to 
reject unwanted crosstalks outside the receiver bandwidth. The intended demodulated 
signal and tiny co-channel interference (i.e. reduced through de-spreading process) is 
photo-detected in dual-balanced structure to remove noises and direct-current (dc) 
values to reliably detect IQ signal. 
 
Figure  6.1 Coherent homodyne BPSK-OCDMA transceiver with MZI phase modulator 
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Figure 6.2 illustrates the coherent OCDMA system based on the injection-locking of the 
DFB laser diodes’ driving current for the phase modulation. Two quality current-driven 
DFB laser diodes are used at the transmitter as an optical source and at the receiver as 
a local oscillator. The signal is phase-modulated by controlling the injection current of 
the DFB laser at the transmitter. The optical signal is then CDMA encoded by assigned 
DPMPC sequence and transmitted over the network. At the receiver end the 
synchronized local oscillator is combined coherently with the received OCDMA signal. 
In CDMA detection process, the portion of the received signal encoded with the same 
DPMPC sequence at the transmitter (i.e. intended data for the intended receiver) is de-
spread, whereas signals encoded with other sequences (i.e. MAI) are further spread 
and reduced. The coherently mixed optical signals are incident on a dual-balanced 
detector whose electrical output conserves the phase information. The generated 
bipolar electrical signal is integrated over a bit interval and the result is compared to a 
threshold to form the final bit estimation based on the maximum likelihood (ML) 
decision rule. 
When phase modulation is achieved by an MZI modulator, the chip-rate can increase 
to the maximum value of 10 Gchips/s; in contrast, the injection current adjusted to 
achieve phase modulation has the maximum chip-rate of about 1 Gchips/s due to the 
limited phase excursion [44, 111, 113]. Therefore, there is already an apparent 
limitation on the overall system performance. 
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Figure  6.2 Coherent homodyne BPSK-OCDMA transceiver with injection-locking DFB laser 
6.2.1 Analysis of Phase Modulation with MZI 
According to Figure 6.1, to extract the information contained in the phase of the 
optical carrier, the coherent detection is employed. For estimation and removal of dc 
values in the baseband signal, a dual-balanced detector is a reasonable option [44]. 
The receiver operates under the shot noise limited regime by considering the local 
oscillator power so sufficient that both dark current and receiver thermal noise can 
become negligibly small. 
First of all, we require examining the equations that manage the electrical output of a 
dual-balanced detector in a CDMA system. Let K be the number of active users and 
)( ii tS τ−  be the signature sequence of the ith user. Let iτ  be the relative time-delay 
between the i
th
 user and the desired user (e.g. user #1). We employ DPMPC spreading 
sequences and assume all users have the same polarization and average power given 
by 2ˆS . )(tCi  denotes the piecewise-constant function which is the product of the data-
bit and code sequence bit values of the i
th
 user at time t. The initial phase offset of the 
i
th
 user is a random variable iθ  uniformly distributed over the interval ( )pi2,0 . 
Since )(tCi  phase-modulates the lightwave and assumes either 0 or 1 (as product of 
two bit values) to generate the optical signal phase, it appears in the phase argument 
to show the signal behaviour. Hence, the received signal with amplitude Sˆ  is: 
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The local oscillator will also be phase-modulated by the spreading sequence of the 
desired user, thus )(1 tS  (i.e. )( ii tS τ−  where i=1 and 0=iτ ) appears in the phase 
argument as well, thus the local oscillator signal with amplitude Lˆ  is also given by: 
∑
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1 ))2/()(cos(ˆ2)( θpiω                                 (6.2) 
where LOθ  is the initial phase offset of the local oscillator. Now, the product of )(tl  
and )(ts  at the receiver is: 
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The summation part, which generates the higher frequency of tcω2 , is filtered 
through dual-detection receiver as it is out of detectors’ frequency range. The 
remaining part of )()( tstl ⋅  as well as the output of the dual-detector is: 
( )[ ]∑
=
−+⋅−⋅⋅⋅ℜ=⋅⋅ℜ
K
i
iLOi tCtSSLtstl
1
1 )2()()(cosˆˆ)()( θθpi                 (6.5) 
νη he=ℜ  is the photo-detectors responsivity where η  is the quantum efficiency of 
each detector, h is Planck’s constant, e is the fundamental charge of an electron, and 
ν  is the employed optical frequency. Note that we assume the local oscillator tracks 
the phase of the desired user, thus we use 01 == θθLO . As mentioned earlier, when a 
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relatively sufficient power from local oscillator is employed, the receiver operates 
under shot noise limited regime and its noise has one-sided power spectral density of 
[44, 111, 113]: 
2
0
ˆ2 LN ℜ=                                                         (6.6) 
Integral of the detector output, i.e. 6.5, over a bit interval T, results in as the following: 
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where 10b  represents the information bit being detected, 
ib 1−  and 
ib0  are overlapping of 
the previous and the following bits of the i
th
 user. The continuous-time partial cross-
correlation functions )(
,
τjiR and )(ˆ . τjiR are defined as: 
∫
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                                          (6.8) 
where ji τττ −=  and 01 =τ . The noise )(tn in 6.7 can be assumed a Gaussian random 
variable with zero mean and unit variance [111]; all data bits are independent, equi-
probable and the delays are independent and uniformly distributed over a bit interval. 
The first term in 6.7 is due to the desired user, while the second term is additive white 
Gaussian noise (AWGN), and the third is the multiuser interference (i.e. MAI) which is 
distributed normally while a reasonable number of active users are involved. The 
variance of each term in the MAI sum mentioned in [44, 111, 113] is NT 32 , where N 
is the length of the signature sequence ( NT 32 2 corresponds to the correlation and 
21  is due to the phase offset). Finally, the signal-to-noise ratio (SNR) of the coherent 
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homodyne BPSK-OCDMA with MZI phase modulator is derived regarding the number 
of active users K as: 
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Note that for single-user 0
2 /ˆ)1( NETSSNR b=ℜ=  where Eb is the signal energy of 
one bit. The bit-error rate (BER) of BPSK signalling with Gaussian noise, related to the 
above SNR, is then: 
( ) )(
2
1)(2)( KSNRerfcKSNRQKBERBPSK =×=                      (6.10) 
where Q(x) and erfc(x) are Q-function and complementary-error-function respectively. 
Figure 6.3 shows the comparison of BER against the single-user SNR for DPMPC 
sequences when P= 23 and Gold-sequence of 511 chips as used in [47, 101, 109, 110, 
113]. If we pose the limit of 100 Gchips/s to the chip-rate and want to keep the bit-rate 
sufficiently high (hundreds of Mbps), we are limited to spreading sequences having 
lengths in the order of hundreds. As Gold sequences have 12 −= nN  chips long, with n 
being an odd integer, we are limited to n= 9, i.e. a length of 511; while, with DPMPC 
there are two further steps, where P equals 23 and 29 with code-lengths ( )PPN 22 +=  
of 575 and 899, respectively. Also the desired BER threshold of 910−  is indicated in 
Figure 6.3 as a reference. 
The parameter r shown in the inset of Figure 6.3 which ranges from 50% to 10% 
denotes the percentage of the total possible number of active users involved in the 
communication according to the coding scheme. For example, 10% of users (53 users) 
are accommodated with guaranteed BER of 10104 −× at single-user SNR of 15 dB when 
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P=23; while 10% of users (50 users) with Gold-sequence of 511 chips are 
accommodated with BER of 9103.1 −× . As the result shows for a given value of r when 
the signal power increases the system BER decreases; however, for higher values of r 
the system BER degrades due to MAI growth. Also it can be seen, the performance 
using the DPMPC surpasses the overall performance of Gold-sequences in different 
conditions. 
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Figure  6.3 BER performance of homodyne BPSK-OCDMA with MZI against single-user SNR 
Figure 6.4 explains the system behaviour against the number of active users for 
different single-user SNRs (shown on the graphs as EbN ) and compares DPMPC with 
P=23 and Gold-sequences with 511 chips. It is clearly shown that (i) as the single-user 
SNR increases the BER decreases, (ii) the system performance is limited by MAI and (iii) 
the system employed DPMPC can accommodate greater number of active users than 
that of Gold-sequence. 
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Figure  6.4 BER performance of homodyne BPSK-OCDMA with MZI against the number of active 
users, K 
For example, the system with DPMPC when dBEbN 16=  can tolerate maximum of 55 
simultaneous active users maintaining 910−=BER , while 45 users can be supported in 
the other one. Needless to say, one more step of P=29 still remained that can 
definitely enhance the network capacity to compare with commonly used Gold-
sequence. 
6.2.2 Analysis of Phase Modulation with DFB Injection-Locking 
In previous section, we have studied matched-filtering during coherent detection with 
a dual-balanced detector followed by an integrator which leads to a baseband 
electrical signal consisting of the de-spread signal with AWGN and MAI. In homodyne 
detection the local oscillator is at the same frequency as that of the carrier and the 
output electrical signal is at baseband. Now, we discuss the phase modulation by 
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injection-locking of the driving current of DFB laser based on the architecture shown in 
Figure 6.2. 
To examine the effect of the phase limitation on the modulation process, the injection 
current of DFB laser diode is modulated to accomplish PSK signalling at the transmitter 
with phase excursion being limited to pi42.0±  and modulation speed of 1 Gchip/s. At 
the receiver the signal is demodulated by the injection-locking current of the second 
DFB laser as a local oscillator shown in Figure 6.2. As it is no longer feasible to track the 
desired user’s initial phase offset by injection-locking method, another tracking 
method is assumed, therefore it is still 01 == LOθθ  and since 242.0 pipi ±=± pi08.0 , 
the received signal can be expressed as [111]: 
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The local oscillator signal is then: 
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The output of the dual-balanced detector under these circumstances is: 
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Due to the phase limitation, two new terms in the output of the dual-balanced 
detector appear. The first term in 6.13 is constant in time and accounted as dc 
component which can be estimated and removed at the dual-balanced detector. The 
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last term in 6.13 involves the weighted-sum of the difference of two codes (essentially 
a new pseudo-code). The weighted-sum is bounded by the sum over the pseudo-
codes, which in turn is negligible compared to that of the second term; since, the code-
length becomes arbitrarily larger than the number of active users (i.e. N >> K). Hence, 
the output can be approximated by the only second term plus noise [44, 111]. By 
integrating over a bit interval T, the output signal can be obtained as: 
( )
[ ]∑
∑ ∫∫
=
−
=
⋅+⋅⋅ℜ+
⋅ℜ+⋅ℜ=
++⋅−⋅⋅ℜ=
K
i
iii
i
ii
i
K
i
TT
iiout
RbRbSL
LTTbSL
dttnNdttCtSSLS
2
1,01,1
2
21
0
1 0
0
0
1
2
cos)(ˆ)(08.0cosˆˆ
ˆ08.0cosˆˆ
)()2/))()(cos(()08.0(cosˆˆ
θττpi
pi
θpipi
(6.14) 
Using the same Gaussian approximation for the MAI, the SNR becomes: 
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By comparing 6.9 and 6.15, it is noticed that the only difference is the cosine term. The 
phase excursion causes the system power loss of θlog10 , where θ  is the phase 
limitation [111]. It caused the degradation of 1.2 dB when the phase limitation is 
pi42.0  since the limitation applies to both modulator and demodulator. Therefore, it is 
expected a power loss of 0.6 dB for a single user at either of transmitter or receiver. 
As illustrated in Figure 6.5, the BER of both modulation methods have been evaluated 
against the single-user SNR (i.e., 0/ NEEbN b= ) when r = 10% when P=23 (i.e., 53 
users). The system with external phase modulation outperforms since there is no 
restriction on phase excursion as well as the chip-rates. Additionally, it can be 
observed from Figure 6.5 that the difference between two graphs is 1.2 dB at any point 
Chapter 6. Analysis of DPMPC in Coherent OCDMA Network 
 143 
of the same BER value, e.g. by reaching to the value of 910−=BER , EbN  at external 
modulation method is required to be 15.8 dB while it is 17 dB for EbN  at injection-
locking method. 
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Figure  6.5 BER comparisons of homodyne BPSK-OCDMA with different phase modulations 
against single-user SNR, EbN  
The behaviour of these two methods is also illustrated in Figure 6.6 against the 
number of active users K when dBEbN 16=  and P=23. The external modulation 
indicates remarkably enhanced performance particularly at the lower number of 
simultaneous active users. 
As it can be seen at 910−=BER , the system employing DPMPC and MZI can support 55 
users, while 50 users are accommodated in the system with injection-locking phase 
modulation method, i.e. 10% capacity degradation. 
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Figure  6.6 BER comparisons of homodyne BPSK-OCDMA with different phase modulations 
against the number of active users, K 
6.3 Coherent Heterodyne BPSK-OCDMA Architecture 
In this section, we study the coherent heterodyne BPSK-OCDMA architecture 
employing DPMPC and comparing with commonly used Gold-sequences. As a 
reference configuration, we consider an SPON with Z transmitters and Z receivers 
employing the BPSK modulation as their basic structures are shown in Figure 6.7. Each 
incoming bit is encoded by means of a DPMPC sequence, acting as the address of the 
destination. 
Let ix  be the DPMPC sequence identifying the i
th
 receiver and call the ‘1’ or ‘0’ symbols 
forming the DPMPC sequence chips. The following rule is applied in the BPSK scheme: 
either ix or ix  is transmitted, depending on whether a ‘1’ or a ‘0’ data bit is to be sent, 
where ix  is derived from ix  by inverting each chip in the sequence. 
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Figure  6.7 Transceiver architecture for heterodyne BPSK-OCDMA from kj →  
The signals from all the transmitters are then summed up and broadcast to every 
receiver. The receivers perform a correlation between the received signal and their 
own prime code sequence (address); all the signals except the properly encoded one, 
will be decoded as interfering noise, whereas the latter will give rise to a correlation 
peak. Hence, several simultaneous transmissions, addressed to different receivers are 
possible. Because the cross-correlation between DPMPC sequences in different groups 
is not zero (but it is as low as one), the interfering signals will reduce the noise margin 
of the receivers. 
The spreading and de-spreading operations can be performed directly on the optical 
domain by means of a lithium-niobate crystal phase modulator [114], driven by the 
incoming data and the pseudo-noise sequence. After the de-spreading, the signal is 
heterodyne-detected and processed based on the decision rule (i.e. ML) according to 
the chosen modulation scheme. A block diagram of the system is shown in Figure 6.8. 
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Because of the spreading, the maximum achievable bit-rate is limited by the speed of 
the electronic circuitry which generates the prime code sequences. Since we are 
considering MZI as an external phase modulator, we are able to pose the limit of 10 
Gchips/s to the chip-rate and intend to keep the bit-rate sufficiently high. Obviously, a 
synchronous network (i.e. one in which all the transceivers are bit synchronised) shows 
very good results in terms of the number of allowed simultaneous users. 
 
Figure  6.8 Transceiver structure of heterodyne BPSK-OCDMA 
 
Figure  6.9 PN-sequence applied to a unit energy pulse for direct phase modulation 
The spreading is taken to be the form of a pseudo-random rotation of the modulating 
signal’s phase during each chip interval Tc as depicted in Figure 6.9 according to the 
pseudo-random bit sequence (DPMPC) associated with the intended receiver (user). 
The receiver de-spreads the received signal using the exact pseudo-noise (PN) 
sequence by subtracting the same phase pattern used in the spreading process. After 
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de-spreading, it is as if no spreading had been done. As aforementioned, spreading and 
de-spreading can be done directly on the optical signal by using lithium-niobate crystal 
phase modulators. For proper de-spreading the PN sequence used in the receiver must 
be synchronised with the one used in the transmitter as in detail illustrated in Figure 
6.7 for kuserjuser →  transmission process. This synchronisation is one of the tasks to 
be performed by the call-start-up procedure, together with carrier-frequency 
acquisition. These are important functions; however, we will not discuss them in this 
Chapter, where the focus is on the key issue of the performance of an ongoing call 
under the (conservative) assumption that other users are actively engaged in a call. 
6.3.1 Analysis of Phase Modulation with MZI 
Here we take a more detailed look at the way in which a nominally transparent 
channel is provided between a generic pair of users kj →  given a background of 
communications between other users. We use the complex representation for signals, 
thus let jv denotes the laser output at the j
th
 transmitter destined for the k
th
 receiver 
before the DPMPC sequence multiplier, shown in Figure 6.7. )(tv j can be expressed as:  
tji
jj etut
ω
ν ⋅= )()(                                                   (6.16) 
where )(tu j is the modulating signal and jω  is the optical angular frequency (i.e. 
jj fpiω 2= ). 
Let { }Jkk ta 1)( =  denotes the set of addressing sequences of the J receivers which is the 
same as the set of DPMPC sequences. The chip-time Tc is supposed to divide the 
symbol time T perfectly. As the quotient G ( cTTG = ) is called spread spectrum 
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processing gain and since the chip duration is denoted by Tc, we mathematically 
represent each )(tak  as:  
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with Fourier transform of: 
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Although the phase variables are known by the communicators, for analytical purposes 
they can be treated as random variables. The phase variables in the array { }lkφ  where 
JkNl ≤≤<< 1,1  are assumed to have the properties of the independent and 
identically distributed random variables on the interval )[ pipi ,− . It should be noted that 
1)()( =⋅ ∗ tata kk  for Jkk ≤≤∀ 1:  and that ( )kktata kk ′≠⋅ ∗′ )()(  is statistically the same 
as )(tak  Jkk ≤≤∀ 1: . The accumulation of all J signals equals: 
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By { }Jmkm 1),()( =⋅ we mean any permutation of the integer 1 through J where ),()( km⋅  
conveys who is communicating to whom i.e. m
th
 transmitter is communicating to k
th
 
receiver, moreover γ  is assumed to be received at each receiver. At kth receiver, we 
have upon acquisition of the transmitter frequency jω : 
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where ∑ j  means the jth summand is omitted and the set of )(tbm , Jmm ≤≤∀ 1: , is a 
statistically independent copy of the set of )(tam Jmm ≤≤∀ 1: . The signal )(tu j has 
been received unaltered except for the additive noise of: 
∑
=
−
J
m
mm
tjmij tbtue
1
)( )().(.ωω                                              (6.22) 
Next, we look at quantifying the background noise level. Let the consecutive random 
phases of the desired pulse during an arbitrary symbol time be nψ , { }Gn ...,,2,1∈  and 
the corresponding phases of a generic interferer be nφ , { }Gn ...,,2,1∈ . Let us assume 
that the interferer is displaced by a frequency lf  ( ll fpiω 2= ) from the desired 
transmission. At the end of a symbol period during which the l
th
 transmitter has sent a 
‘1’, the unwanted contribution from the l interferer, after the matched filter, is:  
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where nζ  is distributed in the same way as nφ or nψ . By the central limit theorem 
[114], the limit of large G, right-hand-side of 6.23 is Gaussian distributed. So, if lg  
denotes a complex Gaussian variant of unit variance, we can say that the right-hand-
side of 6.23 is approximately distributed as the variant of: 
[ ] llll gGTGTGx ⋅= − )2/()2/sin(2 2/1 ωω                                  (6.24) 
In the following the main guidelines for the BPSK modulation is outlined. Let us assume 
the l
th
 signal is from the intended user. According to Figure 6.8, the signal is 
heterodyne detected, thus the receiver output after multiplication contains both 
unwanted optical signal and required intermediate frequency (IF) signal which is 
selected through the filter. The IF signal level is proportional to the phase shift of the 
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incoming signal; the higher the difference in phase between the two states, the higher 
difference between the two output voltage levels from the receiver will be. Decisions 
are made by the IF receiver (see Figure 6.8) on the basis of the IF signal level achieved 
from the following variable )(TZ [42, 114]: 
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where K is the number of simultaneous transmissions, N is the length of the PN 
sequences (DPMPC), di is the i
th
 transmitter data bit, )(tnB  is the sampled baseband 
Gaussian noise process and liX is a random variable representing the cross-correlation 
between the DPMPC sequences used by the i
th
 and l
th
 transmitters. If we define the 
new random variable W, as:  
∑
≠=
⋅=
K
lii
lii XdW
,1
                                                       (6.26) 
Its probability density function (PDF) can be obtained from the PDF of the random 
variable liX . According to DPMPC correlation properties, Section 3.2.2.4, in-phase 
cross-correlation values are zero or one in that the intended user interferes with other 
users in either the same or the different groups respectively. Obviously, the zero value 
does not cause the interference due to perfectly orthogonal sequences, while the one 
value causes the interference which is just among intended user and PP −2  users 
from different groups (P
2
 whole sequences or users and P sequences from the same 
group of intended user which are orthogonal), therefore cross-correlation values are 
uniformly distributed among interfering users, thus the PDF of W becomes: 
PP
iiWP
−
== 2)(                                                      (6.27) 
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where ( )iWP =  is the probability that W assumes the value i (the number of actively 
involved users in the transmission). Based on the knowledge of the PDF of W where 
representing the interference, the following expression for the BER can be obtained, 
conditioned to a number of simultaneous transmissions, K [42, 114]: 
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where Wm, is the largest value assumed by the random variable which depends on the 
number of active users, W denoting the interference and r is the SNR, i.e.: 
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where η  is the photo-detector’s quantum efficiency ( 9.0=η ), Pr is the received signal 
power, h is the Planck constant, f is the employed optical frequency ( )mµλ 55.1=  and 
BIF is the IF bandwidth. In order to minimize the laser phase noise or chirp, the 
bandwidth of the IF receiver in Figure 6.8 should be practically wider than a matched 
filter, i.e. the low-pass filter (LPF) in Figure 6.8, whose noise bandwidth would be 
generally equal to the bit-rate. In case of widening the matched filter bandwidth itself 
(to avoid the phase noise) the IF bandwidth should be still at least equal to the LPF 
bandwidth; however this inherently increases the noise levels again. Therefore, the 
bandwidth of identical to the chip-rate (wide enough regarding to the bit-rate) should 
be considered for the IF bandwidth as an optimum bandwidth. Therefore, the phase 
noise impairment can be neglected [42, 47, 99, 115]. 
Based on the above analysis, the performance (i.e. BER) of the BPSK-OCDMA 
transceivers is evaluated. Figure 6.10 illustrates the receiver BER variation against the 
number of simultaneous active users K when P=23 and 511-chip long Gold-sequence. 
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The system performs under different received signal power of 30−=rP dBm and 
25−=rP dBm. Also in Figure 6.10, the desired BER threshold value of 10
-9
 is apparent 
to assist the eye. Obviously the system performs better (i.e. lower BER) when the 
received signal power Pr (or SNR) increases. It is observable when the Pr is -30 dBm and 
P=23 (i.e. SNR is 13 dB), the maximum number of accommodated simultaneous users 
in which the 910−=BER  is Kc= 240 (≈45% of 529 total users) and Kc= 310 (≈59% of 529 
total users) when Pr increases to -25 dBm (i.e. SNR is 16 dB). The critical 
accommodated number of users (Kc) for the systems with 511-chip long Gold codes, 
when Pr is -30 or -25 dBm are 220 (43% of 511 total users) and 300 (58% of 511 total 
users) respectively. This critical value depends on the system received power, Pr (or 
SNR) that can be obtained by setting 910 −=BER . For further examination, we look at 
the BER at a certain number of users, e.g. K=240 and 30−=rP dBm, now the BER at the 
receiver with DPMPC is 9104.1 −× , while it is 8102.3 −× at the receiver with Gold-
sequence, i.e. significant improvement. 
Figure 6.11 shows the transceivers’ BER variations against the received signal power Pr 
under the different traffics when 50 and 30 percent of total number of users are 
present. As expected, the higher the Pr (or SNR), the better the receivers perform. In 
this analysis, 30% and 50% of total number of users are assumed in the communication 
when P=23 and 511-chip long Gold sequence. As Figure 6.11 indicates, to maintain 
910 −=BER  the system Pr should be -30 dBm and -27 dBm for 30% and 50% load 
respectively. 
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Figure  6.10 BER performance of heterodyne BPSK-OCDMA against the number of simultaneous 
active users, K 
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Figure  6.11 BER performance of heterodyne BPSK-OCDMA against the received signal 
power, rP  
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In other words, when the traffic is low the less SNR is required to maintain low BER. It 
is also apparent that DPMPC outperforms Gold-sequence. For example, at the received 
power of -27.45 dBm, BER at the receiver with P=23 equals 11108.7 −× while it is 
9103.2 −× at the receiver with 511-chip long Gold-sequence, i.e. a huge enhancement. 
6.4 Conclusion 
We have investigated the performance of coherent homodyne and heterodyne 
OCDMA systems by employing a new prime code family (DPMPC) and coherent dual-
balanced detection. The homodyne scheme utilised either the external phase 
modulation by the use of MZI or the injection-locking of driving current of DFB laser 
diodes. The results indicate that the analyses are also valid for codes with the same 
correlation properties. Accordingly, employing DPMPC outperforms the conventional 
bipolar codes regarding flexible code-lengths and accommodating more simultaneous 
active users. The limited phase excursion, generated by injection-locking method, 
caused several complications. Firstly, separate phase tracking is required as it can no 
longer be accomplished simultaneously with phase modulation; secondly, there is a dc-
bias level in the detector output requiring estimation and removal; finally, there is the 
degradation in BER equivalent to 1.2 dB signal loss. The overall performance of the 
transceivers shows that by employing the DPMPC the system can be very power 
efficient and have enhanced network capacity as compared with commonly used Gold-
sequences. Above all, the proposed coherent schemes [P3-P7]
1
 can be a promising 
scheme for long-haul high-speed transmissions over the OCDMA networks. 
                                                      
1
 See ‘List of Publications’ 
 Chapter 7  
Analysis of DPMPC in FSK-
OCDMA Network 
7.1 Introduction 
In a conventional OCDMA, each time-slot is divided into chips which are equals to 
spreading code-length consisting of { }1,0 -sequences (depending on spreading codes) 
addressed to each user. The data are modulated and assigned through optical pulses 
(OP) at the certain chips of each allocated slot either in on-off keying (OOK) [39] or in 
pulse-position modulation (PPM) formats. 
The modulated signal is then transmitted after multiplied by the spreading code in the 
OCDMA encoder via optical tapped-delay lines (OTDL), i.e. the output OP in the first 
chip of a slot is spread in time domain to several chips corresponding to 1’s of the 
spreading codes. The OP sequences transmitted from users are multiplexed in the star 
passive optical network (SPON) couplers as an infrastructure reference and then 
transmitted over fibre-to-the destination (FTTx). At the receiver, in order to obtain the 
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intended signal from the received signal, de-spreading is performed in a de-correlator 
which consists of OTDL with inverse tap coefficients. The OPs are merged at the last 
chip in a slot, and the desired data is extracted in the demodulator based on the 
modulation scheme. 
As aforementioned, when the number of simultaneous active users increases, the 
effect of channel interference also inherently raises in incoherent OCDMA. On the 
other hand, multiple-access interference (MAI) cancellation techniques at the receivers 
have been widely studied with different modulation schemes such as OOK and PPM. 
When OOK is used, the interference canceller is unable to completely eliminate the 
channel interference, since the reference signal has the components of the desired 
user [39]. In this Chapter we propose and analyse a novel interference cancellation 
technique in which the reference signal does not contain the component of the 
desired signal. 
Y. Gamachi et. al [51] has proposed the M-ary FSK-OCDMA and indicated that in the 
M-ary PPM the probability of overlapping pulses can be reduced by increasing the 
number of symbols (M). This is because each symbol is allocated to the corresponding 
one slot among M slots. On the other hand, WDMA techniques assign each user 
certain wavelengths for upload and download links; accordingly, the more users 
allocated in the network, the more wavelengths must be assigned. In M-ary FSK-
OCDMA, M2log  encoded bits of data (symbol) are assigned to M frequencies 
(wavelengths) for all users as a result of M-ary source coding. Therefore, this brings the 
network higher spectral efficiency, no wavelength-assignment and fewer set of 
wavelengths [116]. 
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Since the number of slots in a frame is independent of the number of symbols, the bit-
rate of FSK does not decrease as the number of symbols increases. When the number 
of slots in a frame is γ  (which corresponds to the repetition index of the tuneable 
laser), the bit-rate of M-ary FSK becomes γ/M  ( M<γ ) times higher than that of M-
ary PPM. Also, the probability of having interference for M-ary FSK is γM/1 , while the 
corresponding probability for M-ary PPM is M/1 ; hence, the probability of having 
interference can be mitigated by using FSK. Nevertheless, K. Iversen et. al [116] have 
studied an incoherent FSK-OCDMA and used OOC as spreading codes and found that 
the number of users was limited. Since systems without cancellation schemes have 
already been analysed and studied [34, 116, 117], we have focused on the transceivers 
with MAI cancellation as they have been less investigated lately and this novel MAI 
cancellation technique is part of our research contribution. In the following, the M-ary 
FSK-OCDMA system with the proposed MAI cancellation technique taking advantage of 
DPMPC is introduced and also the overall system performance in terms of BER is 
analysed. 
7.2 FSK-OCDMA with MAI Cancellation: Coherent 
Modulation with Incoherent Demodulation 
In this Section, we examine and derive BER of the FSK-OCDMA system with an 
interference canceller in which a reference signal contains no data component of the 
intended signal. 
M-ary FSK allocates M symbols to the corresponding M wavelengths, whereas M-ary 
PPM allocates the symbols to the slot positions. Figure 7.1 shows M-ary FSK pulse 
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series with 4=M , where four wavelengths from 0λ  to 3λ are assigned to contain 2-bit 
information such as 00, 01, 10 and 11, respectively. γ is the repetition index which 
corresponds to the number of slots between two subsequent transmitted optical 
pulses by a tuneable laser as shown in Figure 7.1. For the optical source, we consider a 
step-tuneable mode-locked laser diode with 100 GHz repetition rate [118]. In other 
words, we have multi-wavelength steps switched with the speed of 100 GHz 
which makes the M-ary FSK modulation possible. On the other hand in the CDMA 
encoder block in Figure 7.2, a passive OTDL has been used and makes the CDMA 
encoding at incoming 100 GHz feasible [119]. 
We show in Section 7.4 when the number of symbols M is constant andγ becomes 
smaller, the bit-rate becomes higher, whereas the channel interference increases. 
 
Figure  7.1 M-ary FSK signalling format with M = 4 (Ts is the slot time) 
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Asγ becomes larger, the bit-rate becomes lower; although, the channel interferences 
are reduced because the interrupted slots at each frame prevent interferences of in-
phase correlation functions. 
Figure 7.2 shows the transmitter block diagram of this FSK-OCDMA scheme. A frame 
consists of γ slots, and a slot consists of P2+2P (code-length) chips. When γ is larger 
than one, one slot is selected for data transmission among γ slots in a frame. The 
subsequent data are placed on the same slot positions in the following frames. As 
shown in Figure 7.1, the data are placed on the desired slot in a frame, and then it is 
inputted to the tuneable laser diode encoder as in Figure 7.2. The tuneable laser emits 
the OP with a certain wavelength corresponding to the data at the certain chip 
positions in a slot came from coherent FSK modulator. Note that the OPs with other 
wavelengths are not emitted. The OP is time spread in the multiple chip positions 
corresponding to ‘1s’ of the spreading code by the encoder consisting of OTDLs in 
CDMA encoder. Then, this desired user’s signal is transmitted together with the signals 
of other users in the SPON. 
The FSK-OCDMA with an MAI canceller is similar to the discussed PPM one with an 
interference canceller; however, the main difference is that only one of the DPMPC 
sequences which has data-free component of the desired signal is used as a reference 
signal, and the cancellation is performed by subtracting the reference signal from the 
received signal of the desired user at each wavelength. The ‘one’ reference signal is 
used to cancel the interference for all users. It is noted that, the total number of 
subscribers increases to P
2
-1 as compared with the previously mentioned PPM scheme 
in Chapter 4, which were P
2
-P. This also makes the system operation faster in that it 
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has to compare the received signal with only one reference than P references, and also 
makes the receiver’s structure simpler in that OTDLs configurations in the reference 
branches are simplified into one instead of P. 
 
Figure  7.2 Structure of FSK-OCDMA transmitter 
Here, we allocate the first spreading code sequence in the first group to the intended 
user ( 1U ), and use the P
th
 spreading code as a reference signal. 1co  and Pco  denote as 
the corresponding optical correlators for the main and reference branches, 
respectively. Figure 7.3 shows the receiver block diagram of the FSK-OCDMA system 
with this interference canceller. The transmitted signal with M wavelengths on the 
SPON is separated incoherently into M signals with different wavelengths by arrayed-
waveguide grating (AWG) demultiplexer [102]. Here, we assume the ideal AWG is used 
and that no interference between adjacent wavelengths occurs. The received signals 
are separated by M wavelengths and each is split into two parts passing through 1co  
and Pco  respectively. Here, the data of 1U  with wavelength 0λ  are assumed to be in 
slot 0. Thus, in slot 0 with other wavelengths, there are only interference components 
of other users in other groups except for group 1 due to the orthogonal sequences in 
each group. Other slots with 0λ , assigned to 1U , have the data component of 1U and 
interference components. Now, since the main branch produces ‘data + interference + 
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noise’ and the reference branch produces ‘interference + noise’, the interference and 
noise can be cancelled out by subtracting the reference signal from the components of 
1U  at all slots. Ideally, only the signal component of 1U with wavelength 0λ is kept in 
slot 0 and there are no components in the other slots. For the other wavelengths, 
there are no components in all slots, since 1U  has only components with 0λ . In 
practice, since the output of the photo-detectors (PD) follow the Poisson process, and 
the PDs used in the branches have the same characteristics, they add similar amount 
of thermal and shot-noises to the signals; accordingly, it can be assumed that the 
noises are also cancelled out after subtraction. The outputs of 1co  and Pco  for 
wavelength mλ  and slot v are converted from optical signal to electrical signal through 
the PDs, and the outputs of 1co  and Pco  are denoted as 
{ } { }1,...,0,1,...,0),(),1(
,,
−∈−∈ γvMmPYY vmvm  respectively in Figure 7.3. Since we have 
focused on slot 0 and assigned 0λ to 1U , hence m = 0 and v = 0. After the interference 
cancellation per wavelength, the signal with the highest power is selected by the 
maximum likelihood (ML) detector and then the corresponding data is obtained from 
the M-ary FSK detector unit. 
 
Figure  7.3 Structure of FSK-OCDMA receiver with MAI canceller 
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7.3 Analysis of M-ary FSK-OCDMA with MAI Cancelation 
We derive the BER for the proposed FSK-OCDMA with MAI canceller using DPMPC as 
the spreading codes. Here, we assume that the I/O characteristic of the PD follows the 
Poisson process, i.e. the number of photons has Poisson distribution. The signal power 
of the desired user with mλ in slot v and the reference signal, { }PiiY vm ,1),(, ∈  after PD 
as shown in Figure 7.3 is given as follows: 
                                       { } { }1,...,1,0,1,...,1,0
)()()(
,,,
−∈−∈
+=
γvMm
iIiZiY vmvmvm
                                       (7.1) 
where )(
,
iZ vm is the user (data) signal power, and )(, iI vm is the interference power. 
Since the reference signal has only the reference (P
th
) sequence multiplied by the 
received signal, the interference components of )(
,
PZ vm becomes 0 (i.e. data-free). 
Also, since all users in the same group receive an equal amount of interference from 
the users of other groups and no interference from the users from the same group, 
)1(
,vmI  equals )(, PI vm . Here we assume that 1U  transmits the OP of 0λ (m = 0) at the 
first slot (v = 0) in a signal frame as shown in Figure 7.1. 
Since the DPMPC sequences are employed as signature codes, the cross-correlation 
between the first and x
th
 user, C1,x,  of the same group is equal to zero. Thus, R users 
( )20 −≤≤ PR  in the first group do not affect the photon count of the first user. The 
probability density function (PDF) of the random variable R is given by [51]: 
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where { }maxmin ,..., rrr ∈ , ( )1,minmax −= PKr  and ( )2min )1(,1max −−= PKr . 
Here K refers to the number of simultaneous active users. Let us define the random 
variable vm,κ  to be the number of users who are in groups other than the first group, 
and have a pulse in the v
th
 slot with wavelength mλ . The probability that vml ,  users 
have a pulse in the v
th
 slot with wavelength mλ is ( )γM1  and the probability of having 
no pulse is ( )γM11− (recalling binomial distribution). Then, the PDF of vm,κ  can be 
expressed as: 
         { } vmlrKvml
vm
vmvm MMl
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rRl
,,
,
,,
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When 1U  has an optical pulse with wavelength mλ in the vth slot { }( )vmb vm ,1 , =  the 
expected value of the random variable { }PiiZ vm ,1),(, ∈  is expressed as: 
            
{ }


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=
⋅⋅+
=
otherwise
vmbifTQPiZ vm
c
vm
0
,
2
)2(
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1
,
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                                  (7.4) 
where Tc is the chip-duration. Taking the fibre attenuation coefficient α into account, 
the average number of received photon count per pulse Q  can be expressed as [41]: 
                            
2
ln
2 +
⋅≈
+
⋅=
−
P
M
P
e
hf
PQ
L
W µξ
α
                                                 (7.5) 
where LWr ePP
αξ −⋅⋅=  is the received signal power, WP  is the transmitted peak power 
per symbol,ξ  is the quantum efficiency of the PDs, h is Planck’s constant, f is the 
optical frequency, L is the fibre-length, and μ ( )ln( MfhPr ⋅⋅=µ ) is the average 
number of photons per pulse (photons/nat) [40]. The experimental values for these 
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parameters are listed in Table 7.1. The expected value of the random variable 
{ }PiiI vm ,1),(, ∈  can be expressed as: 
     cvmvm TQliI ⋅⋅= ,, )(                                                      (7.6) 
From 7.4 and 7.6, then the expected value of )(
,
iY vm , { }Pi ,1∈  is expressed as: 
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Table  7.1 Link parameters 
Descriptions Symbols Values 
Optical Wavelength 0λ  1550 nm 
PD Quantum Efficiency ξ  0.8 
Linear Fibre-Loss Coefficient α  0.2 dB/Km 
Chip-Rate cT1  100 Gchips/s 
Fibre Length L 10 Km 
In order to cancel the interference, the reference signal is subtracted from the 
1U signal and also as aforementioned, since both PDs have the same characteristics; 
the signals suffer from the same shot-noise which cancels out after subtraction. The 
subtracted signal vmY ,
~
 is then: 
        )()1(~
,,,
PYYY vmvmvm −=                                                   (7.8) 
Since 1U  has an OP with wavelength 0λ  at slot 0, the symbol-error occurs 
when )0(),1(~)1(~ 0,00, ≠≥ jYY j . Suppose PE denotes the symbol-error rate, and then the 
BER (Pb) is expressed as [51]: 
   { }∑
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where: 
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and:                         
    ( ) { }{ }0,0,,,~~Pr)1(, 1
,0,10,10,00,00,00,10, ====≥⋅−=Φ vmm bllrRYYMlr κκ             (7.11) 
The upper-bounded ( )0,, mlrΦ  is then given by [51]: 
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where z ( 1>z  and integer) denotes the number of optical interference pulses in slot 0 
and [ ]•E  refers to the expected value, and by using the Chernoff bound ( )0,, mlrΦ  can 
be expressed as [51]: 
  ( ) ( ) )1)(1()1)(()1)(1()1)(()1)(1(1ln,ln 0,00,010,010,10,10, zZzPYzYzPYzYMlr m −+−−−−−−−−−−≤Φ −− (7.13) 
Now, by setting ρ=−1z  ( 0>ρ  and integer) we have then 11 1 ≤− −z  while 02 ≤− ρρ , 
thus by considering new boundaries, we obtain this lower-bounded equation [51]: 
       211 ρρ −≥− −z                                                      (7.14) 
By substituting 7.4, 7.7 and 7.14 into 7.13, we have: 
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Then, 
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Now by minimizing the right-hand-side of the new equation with respect to ρ , we will 
have: 
0,10,02
2
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By substituting ρ  back into 7.16, we have the upper-bounded ( )0,, mlrΦ  as: 
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Then, the upper-bound of symbol-error probability PE in 7.10 is then rewritten as 
follows: 
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By substituting 7.3 into 7.19, and then substituting 7.3 and new 7.19 into 7.9, the total 
upper-bounded probability of error (Pb), depending on the number of active users (K), 
can be derived as: 
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7.4 Discussion of Results 
In this section, the numerical results of the BER of the FSK-OCDMA receiver with the 
interference canceller are presented and discussed based on the theory presented in 
the previous section.  The link parameters used in simulations are listed in Table 7.1. 
The numerical results are compared with those of PPM-OCDMA employed the DPMPC 
as the spreading codes in Section 4.4.2. The reference BER of 10
-9
 is also depicted in 
the Figures for better explanations. 
Figure 7.4 shows the BER of FSK and PPM systems with the interference canceller 
against the average number of photons per pulse μ. In this analysis P = 13, M = 8, 
3,2,1=γ (as shown by j in the graphs). In this analysis we have assumed all interfering 
users are present i.e. full-load. It is observable that the FSK-OCDMA is more power 
efficient than PPM scheme, since the BER reaches to 10
-9
 under less average number 
of photons per pulse µ . On the other hand, repetition index can also enhance the FSK-
OCDMA performance; for example at 100=µ , the BER for FSK when  3=γ  is 
11107.4 −× , when 2=γ  it is 9101.2 −× and 7106.1 −× at 1=γ ; while error-rate is 
6102.2 −× for PPM scheme. 
Figure 7.5 also illustrates the bit-error probabilities against the number of 
simultaneous users K, for PPM and FSK receivers. It is clearly observed that the FSK 
scheme outperforms the PPM one especially for higher repetition indexγ . The results 
indicate this hybrid FSK scheme (i.e. coherent modulation and incoherent 
demodulation) can mitigate the effect of interference much better. As 
aforementioned, in the PPM system, the optical pulse of the desired signal overlaps 
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with the pulse of any other user, having a probability of M/1 . In contrast, in the FSK, 
the corresponding probability is reduced by a factor of γ (i.e. )M/(1 γ ). 
When the repetition index γ  becomes large, the probability of pulse overlap decreases 
and the performance is improved as indicated in Figures 7.4 and 7.5. The reason is that 
in the PPM the probability of having interference is reduced by increasing the number 
of slots (corresponding to the number of symbols) in the time domain. On the 
contrary, in the FSK the probability of having interference is reduced by using both 
number of wavelengths (corresponding to the number of symbols) and repetition 
index. When the chip-rate is constant, in order to decrease the probability of having 
interference in the PPM scheme, the number of slots has to increase, which results in 
larger frame-length and lower bit-rate. 
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Figure  7.4 BER performances of PPM and FSK-OCDMA transceivers with MAI cancellation 
against the average no. of photons per pulse, μ 
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Figure  7.5 BER performances of FSK and PPM transceivers with MAI cancellation against the 
no. of simultaneous users, K 
Alternatively, in the FSK scheme, the frame-length depends only on the repetition 
index which is smaller than M as shown in Figure 7.1. It is also shown in Figure 7.5 that 
the system capacity can be expanded by growth in repetition indexγ . 
By increasing the number of wavelengths M, the probability of having interference can 
therefore be further reduced in the FSK system with shorter frame-length than PPM; 
accordingly, FSK can attain higher bit-rate transmission than PPM. The bit-rates Rb, for 
FSK and PPM systems using DPMPC as spreading codes are rewritten as [40, 51]: 
               OCDMAFSKaryM
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Additionally, in the FSK the bit-rate decreases as the repetition index increases. For 
example, the bit-rates of FSK with ,7=P  ,8=M  and =γ 2 and 3 are 2.381 Gbps and 
1.587 Gbps respectively; whereas, the bit-rate of PPM is 595.23 Mbps which is nearly 4 
times slower. In other words, γMRR PPMbFSKb =−− , where always γ>M . 
Figures 7.6 and 7.7 illustrate the BER variations against μ, for both FSK and PPM 
systems as functions of multiplicity M and prime number P respectively. All users are 
assumed to be active in the communications. The results reveal that in the FSK system 
lower BER as well as higher bit-rate can be achieved as the number of symbols (M) 
increases, while in the PPM system the performance improves whereas the bit-rate 
decreases. As the number of symbols increases, the probability of having interference 
decreases, which leads to the improvement of the performance. 
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Figure  7.6 BER performances of FSK and PPM transceivers with MAI cancellation against the 
average no. of photons per pulse μ, with different multiplicities, M 
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Figure  7.7 BER performances of FSK and PPM transceivers with MAI cancellation against the 
average no. of photons per pulse μ, with different prime numbers, P 
As for the bit-rate, the number of FSK symbols is independent of the frame-length, 
while in the PPM the frame-length becomes larger as the number of symbols 
increases. As it can be seen from Figure 7.7, when P becomes larger, the performance 
is degraded due to the increase in the number of interfering users, and the bit-rate 
decreases due to the increase in the code-length which corresponds to the increase of 
frame-length. However, the number of simultaneous active users can be increased in 
both FSK and PPM systems by utilising the higher prime number P. 
Figure 7.8 demonstrates the BER of different receivers with MAI canceller against the 
number of simultaneous active users K, with different multiplicities M. It is observable 
from Figure 7.8 that the network capacity can be increased by raising the multiplicity in 
both PPM and FSK schemes. 
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Figure  7.8 BER performances of FSK and PPM transceivers with MAI cancellation against the no. of 
simultaneous users K, with different multiplicities, M 
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Figure  7.9 BER performances of FSK and PPM transceivers with MAI cancellation against the 
no. of simultaneous users K, with different average no. of photons per pulse, μ 
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It is clear that the FSK again outperforms; for example, assuming 55 users (50% of total 
number of users when P = 11) are present in the network, the error-rate of the FSK 
receiver where M = 4 and 8 is 7102.1 −× and 13102.4 −× respectively. While the error-rate 
for PPM receiver where M = 4 and 8 is 5102 −× and 10107.2 −×  respectively. Figure 7.9 
also displays the BER of different receivers with MAI canceller against the number of 
simultaneous active users K, with different average number of photons per pulse μ. As 
it can be seen, the higher received power makes the detection process more reliable 
due to elevating sufficient SNR that results in low error-rate and enhanced network 
capacity. For further examination, the PPM-OCDMA network can support 65 users at 
910−=BER where 100=µ , while the total number of users (i.e. 110 users when P = 11) 
is accommodated with the FSK-OCDMA network under the same given condition. 
7.5 Conclusion 
A new interference cancellation technique taking advantage of DPMPC correlation 
properties, which simplifies the receiver structure in the synchronous M-ary FSK-
OCDMA network, has been proposed and analysed. Coherent FSK modulation along 
with incoherent demodulation using arrayed-waveguide grating has been examined in 
the transceivers’ structures. As the spreading codes, DPMPC has been considered. A 
reference signal is constructed by using one of the DPMPC sequences, and cancellation 
is performed by subtracting the reference signal from the received signal of the 
desired user. As a result, the cancellation technique along with FSK-OCDMA system, as 
compared with existing technique with PPM-OCDMA, has more enhanced 
performance (lower BER, higher bit-rate) under the same given conditions. 
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Additionally, the results indicated that the FSK scheme is very power efficient and 
when the bit-rate is constant its network capacity can be expanded to accommodate 
great number of simultaneous active users with low error-rate. It should be noted that 
the FSK-OCDMA architecture is more complex than incoherent PPM-OCDMA scheme 
since driving the tuneable laser diode is challenging; however, as a validation, this 
scheme has been published [P8, P9]
1
 as well as implemented and verified by 
OptiSystem™ a commercial optical communications software package [107].  
 
 
 
                                                      
1
 See ‘List of Publications’ 
 Chapter 8  
Analysis of Polarization 
Modulation in OCDMA 
Network 
8.1 Introduction 
Polarization shift keying (PolSK) is the only modulation scheme that makes use of the 
vector nature of the lightwave. Like frequency shift keying (FSK), it is a multiple-array  
(M-ary) signalling transmission scheme, and unlike FSK the spectrum of a PolSK signal 
corresponds to an equivalent amplitude shift keying (ASK) signal at the same bit-rate 
[120]. 
When a polarized lightwave is transmitted through a single-mode fibre-optic (SMF), its 
state of polarization (SOP) changes due to the presence of waveguide birefringence. 
However the fibre birefringence only causes a rigid rotation of the lightwave’s 
polarization constellation over the Poincaré sphere [121]. In other words, each signal 
point is displaced although the Stokes parameters illustrating the spatial relations 
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among signal points in Poincaré sphere are preserved. Thus, the information is not 
degraded. To compensate the constellation rotation, some forms of processing are 
required either optically by a polarization controlling and tracking or electronically by a 
digital signal processing (DSP) at the decision processor [122]. To perform PolSK 
detection avoiding optical birefringence compensation, it is necessary to use a receiver 
that extracts the Stokes parameters of the incoming lightwaves [48]. The receiver 
which extracts the Stokes parameters can be generally divided into two sections: (i) 
the optical front-end that probes the input electrical field and produces electric 
current at the output of its photo-detector (PD) and (ii) the following electrical front-
end that generates the Stokes parameters which are proportional to the produced 
photocurrent. The polarized spreading codes have been considered to increase the 
number of accommodated users in [87, 123], since the polarization has been utilised to 
double the communication channel. However, here we employ the signal 
constellations in the polarization modulation as the information bearing to encode the 
data taking advantages of vector characteristic of lightwaves. 
In this Chapter, we introduce a novel incoherent PolSK-OCDMA receiver which 
employs the optical correlators i.e. optical tapped-delay lines (OTDL) to simplify the 
architecture with more privileged performance than those mentioned in [45, 124] for 
direct-detection (DD) PolSK. Thus, the proposed PolSK-OCDMA transceiver does not 
require interferometer stability and the complicated DSP, although the polarization 
controller is needed here and it is very suitable for binary transmission as will be 
discussed. A comprehensive set of results in [125, 126] showed that the performance 
of the binary system is approximately 3 dB better than intensity modulation/DD (on 
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the peak optical power) of other PolSK or equivalent phase shift keying (PSK) 
modulations. Therefore, we have also considered binary PolSK for the proposed 
transceiver architecture. 
Originally, PolSK was theoretically analysed [126, 127] mostly in conjunction with 
coherent-detection (CD). The early work on CD-PolSK has revealed that (i) the fibre 
birefringence does not corrupt polarization-encoded information and in particular the 
bit-error probability is relatively unaffected, (ii) birefringence compensation at the 
receiver is necessary, however it can be performed at the decision stage after photo-
detection, (iii) binary PolSK has a 40 photons/bit quantum-limited sensitivity [124], 
whereas coherent ASK requires 80 photons/bit (peak) [128], (iv) PolSK systems are 
largely insensitive to phase noise [42, 87, 99, 122, 129], (v) for multi-level (M-ary) 
PolSK, quantum-limited performance is even better than differential-PSK when 3 
bits/symbol or more are transmitted [125]. DD-OCDMA technique inherently suffers 
from MAI which requires estimation and removal through cancelation techniques or 
higher order modulations. In the past few years, advances in photonics technology 
(e.g. ultra-high-speed lasers, PDs and erbium-doped fibre amplifiers) made it possible 
for DD systems to approach the sensitivity performance of CD systems. Hence, there 
has been a considerable shift of interest from CD scheme to constant-power-envelope 
DD scheme on the part of both research and industry, due to its (i) simple architecture, 
(ii) cost effectiveness, (iii) high immunity to laser phase-noise, (iv) insensitivity to self- 
and cross-phase modulations caused by the fibre non-linearity [58, 130, 131]. 
On the other hand, FSK modulation is attributed with high phase noise insensitivity and 
high power efficiency. Therefore, it is required to develop an advanced modulation 
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scheme to take advantages of both modulations: FSK and PolSK. The advantages of 
FSK-OCDMA system has already been discussed in Chapter 7. Also the merits of hybrid 
frequency-polarization shift keying (F-PolSK) modulation has been introduced in [128, 
132, 133] for the optical transmission. 
Also in this Chapter, we propose a novel design structure for the OCDMA transceiver 
based on the two-dimensional array (2D-ary) hybrid F-PolSK modulation, which is 
based on the combination of both frequency and polarization modulations. This 
technique enhances distances between modulated signal points on the Poincaré 
sphere and hence reduces the required transmission power [126]. However, this 
advantage causes an increase in the transmission bandwidth requirement as a result of 
using multiple FSK tones. In our analysis we have assumed that the signal is degraded 
by (i) fibre amplified spontaneous emission (ASE) noise, (ii) electronic receiver noise 
and (iii) PD shot-noise and mainly (iv) multiple-access interference (MAI). In addition, 
the intensity-modulated systems are vulnerable in terms of interception, which could 
easily be broken by simple power detection, even without any knowledge of the code, 
whereas the security can improve significantly by using 2D advanced modulation (i.e. 
F-PolSK). 
8.1.1 Polarization Shift Keying Fundamentals 
Polarization shift keying (PolSK) transmission encodes information on a constellation of 
signal points in the space of the Stokes parameters. In general, each signal point 
corresponds to a given SOP and a given optical power. If only the polarization of the 
lightwave is modulated, and not its power, all the signal points lie on the Poincaré 
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sphere. Examples of such signal constellations are shown in Figure 8.1. In this Chapter 
we will restrict to constellations of equal power signal points. 
 
Figure  8.1 Signal-points constellation for multi-array PolSK inscribed into Poincaré  sphere (a) 
binary-PolSK (b) quad-PolSK at the vertices of a tetrahedron (c) quad-PolSK on a maximum 
circle of the Poincaré  sphere (d) 8-PolSK at the vertices of a cube 
The SOP of a fully polarized lightwave can be described through the Stokes 
parameters. Given a reference plane ),( yx  normal to the z propagation axis of an 
electromagnetic field, the expression of them is as follows [121]: 
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where yx φφδ −= . The dependence on time of the parameters has been omitted for 
notation simplicity throughout the analysis in all unambiguous cases. 
In classical optics, an average is generally taken from the quantities appearing in the 
right-hand-side of 8.1 which have been utilised to define instantaneous values for the 
Stokes parameters. The fourth Stokes parameter is also defined as: 
 23
2
2
2
1
22
0 SSSaaS yx ++=+=                                               (8.3) 
This represents the total electromagnetic power density travelling in the z-axis. 
The iS can also be demonstrated in three-dimensional space with vectors ),,( 321 sss , 
called Stoke space. The waves with the same power density S  lies on a sphere of 
radius 0S , called Poincaré Sphere shown in Figure 8.1 with different signal 
constellations. 
A fundamental feature of this demonstration is that the orthogonal SOPs, according to 
the Hermitian scalar product of: 
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will map onto the points which are antipodal on the Poincaré sphere [121]. 
A generic transformation of the SOP of a fully polarized lightwave, propagating along 
the z-axis which preserves the degree of polarization, is explained below. Let E  and 
E ′  be the electromagnetic field vectors before and after the transformation (i.e. 
modulation) respectively. Their associated decompositions can be expressed as: 
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where ω  is the optical angular frequency, xx aa ′,  and yy aa ′,  are the amplitudes of x 
and y components, xx Φ′Φ ,  and yy Φ′Φ ,  are the phase of x and y components before 
and after the transformation respectively. The electric field vectors are given then by: 
ytExtEtEytExtEtE yxyx ′′+′′=′+= )()()(,)()()(                 (8.6) 
where yx,  and yx ′′, are the transverse reference axis sets before and after the 
transformation, respectively (i.e. normal to the direction of propagation). Thus, we 
have: 
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where Q is a complex Jones matrix with unit determinant. A subset of Jones matrices, 
called the set of matrices of birefringence or optical activity that not only preserves the 
degree of polarizations, but also has the additional feature of preserving two 
orthogonal fields (according to the Hermitian scalar product [121]) which were 
orthogonal before the transformation [122]. Matrices of this kind are complex unitary 
matrices with unit determinant. Throughout this Chapter we strictly refer to the jJ  as 
subset of ]......[ 10 −= kj JJJQ . 
By using the Jones notation, the field can be represented by the vector, 
T
yx EE ][=J and the intensity of the beam can be normalized so that 1
22
=+ yx EE . 
Two SOPs represented by 1J  and 2J  are orthogonal if their inner product is zero, i.e. 
02
*
12
*
121 =⋅+⋅=⋅ yyxx
H EEEEJJ  where H is the Hermitian. Any SOP can be transformed 
into another by multiplying it by Mueller matrices. A list of Mueller matrices that is 
required for SOP processing can be found in [121, 126]. 
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8.2 PolSK-OCDMA Transceiver Architecture 
8.2.1 Signals and System Configuration 
A binary PolSK constellation is made up of two points that are antipodal over the 
Poincaré sphere. If the diameter on which they lie is made to coincide with one of the 
Stokes axes, then the knowledge of only one of the Stokes parameter is sufficient to 
demodulate the signal without incurring any penalty [48]. The receiver model in Figure 
8.2 extracts only one Stokes parameter and hence it is suitable only for binary systems. 
Its optical and electronic front-end are remarkably simple but it does require an optical 
polarization controller to ensure that the axis of the binary constellation is aligned with 
the Stokes parameter axis at the input of the receiver. It can be seen from Figure 8.2, 
an optical filter is placed at the input of the receiver to reduce the received ASE noise. 
For both technical and practical reasons (e.g. minimizing the laser phase-noise or chirp) 
the bandwidth of this filter ( oB ) should be generally wider than a matched filter whose 
noise bandwidth would be equal to the symbol-rate [120]. In order to reduce the 
penalty caused by (i) using a wider filter bandwidth and (ii) electrical noise, a tight low-
pass filter (LPF) is placed after the polarization-demodulated signal as shown in Figure 
8.2. This technique is also widely used in amplified intensity modulated systems [128]. 
The LPF is assumed to be an integrate-and-dump filter of integration time sT  (i.e. 
symbol duration) whose bandwidth is sel TB 1= . For binary systems the bit and the 
symbol duration coincide, however here every bit is also CDMA encoded at cT  chip 
duration. 
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By assuming the complex-envelope representation of band-pass signals, the electric 
field at the transmitter output in Figure 8.3, can be written as: 
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Figure  8.2 Architecture of incoherent PolSK-OCDMA receiver with OTDL 
where tP  is the transmitted optical power launched into the fibre and xe  and ye  
represent the )ˆ,ˆ( yx -components of the signal with respect to two orthogonal linear 
fibre polarizations normalized in such a way that 1
22
=+ yx ee . They form a vector 
called Jones vectors shown in Figure 8.3 where the corresponding Stokes parameters 
),,( 321 SSSS =  are derived from them and satisfies the equality 1
2
=S . A vector in the 
Stokes space S  is defined as the vector linking the origin to the point ),,( 321 SSS  
unless otherwise specified. The signal at the output of the optical filter at the receiver, 
in Figure 8.2, is given by: 
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where rP  is the received power and xn and yn are complex Gaussian random variables 
accounting for the total filtered ASE noise with the variance of: 
oASE BN0
2 2=σ                                                        (8.10) 
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Figure  8.3 Architecture of incoherent PolSK-OCDMA transmitter 
where 0N  is the power spectral density (PSD) of the white ASE noise and oB is optical 
filter bandwidth. The apparent doubling of the overall ASE noise is due to the complex 
envelope notation adopted here. The power of the information signal is doubled as 
well, so that the optical signal-to-noise ratio (SNR) is preserved. As shown in Figure 8.2, 
the signal rE  passes through a polarization beam splitter (PBS) that divides the two 
linear xˆ and yˆ  polarizations. These signals are subsequently CDMA-decoded through 
OTDLs and then photo-detected and the following corresponding currents are 
generated at the outputs of photo-detectors (PD) for decision rule: 
2
2
yry
xrx
ePI
ePI
⋅⋅ℜ=
⋅⋅ℜ=
                                                    (8.11) 
where hfe /η=ℜ  is the responsivity of PD, η  is the quantum efficiency of PD 
( 9.0=η ), h is the Planck constant, f is the optical frequency (λ =1.55 μm). Hence, the 
current diffI  at the input of the LPF (after amplifier) is: 
)( 22 yxrdiff eePI −⋅⋅ℜ=                                             (8.12) 
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which is proportional to the Stokes parameter 1S and as aforementioned it is suitable 
for binary transmission. Since it extracts only one of the Stokes parameters, this 
remarkably simplifies the receiver structure. It is assumed, as shown in Figure 8.2, that 
the PD internal load is matched to the input resistance of the electronic amplifier ( cR ). 
Hence, the output of the final integrate-and-dump LPF can be expressed as: 
)()(22 tntheePI LPLPyxr +∗
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−⋅⋅ℜ=                                    (8.13) 
where )(thLP  is the impulse response of the electronic LPF and )(tnLP  is a zero-mean 
Gaussian random variable that represents the receiver noise current with the following 
variance: 
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where F is the noise-figure of the electronic amplifier, T and k denote the absolute 
temperature and the Boltzmann constant respectively. Apart from temperature, the 
fundamental parameter characterizing the electronic stage of the receiver is the 
ratio cRF . It is noticeable that the thermal noise power on the detected current is 
doubled if we would place one amplifier after each PD before the subtraction node. 
Under the hypothesis that the LPF bandwidth is large enough to avoid phase-to-
amplitude noise conversion, phase noise is cancelled out within the nonlinear receiver 
stage extracting the Stokes parameters from currents (i.e. decision processor in Figure 
8.2). The only side effect is the bandwidth enhancement of the noise passing through 
the LPF. This impairment can be almost completely recovered through the use of a 
post-detection filter, similar to the one used in ASK or FSK schemes [125, 126]. 
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8.2.2 Decision Rule Analysis at PolSK-OCDMA Receiver 
In PolSK, the angle of one polarization component is switched relative to the other 
between two angles; therefore, binary data bits are mapped into two Jones vectors. A 
block diagram of the proposed PolSK-OCDMA transmitter is illustrated in Figure 8.3. 
The light source is a highly coherent laser with a fully polarized SOP. If a non-polarized 
source is used, then a polarizer can be inserted after the laser source. The light beam 
first passes through the polarization controller that sets the polarization to an angle 
of °45 ; since the laser phase noise is minimal at this polarization and component’s 
polarization matching (e.g. polarizer, polarization controller and rotator) at this angle is 
simpler [99, 115, 123]. Then, the lightwave is divided through PBS to become SOP-
encoded in PolSK modulator which switches the SOP of the input beam between two 
orthogonal states, that is referred to °0  and °180 at the phase modulator, N times per 
bit according to an externally supplied code (i.e. DPMPC) that spreads the optical 
signal into CDMA format. Thereafter, the PolSK-OCDMA modulated signals are 
combined through polarization beam combiner (PBC) and transmitted. As displayed in 
Figure 8.3, for a K-user system with the first user as the desired one (for example), the 
i
th
 user SOP-encoded signal can be written as: 
 



=⊕
=⊕
=
1)()(
0)()()(
1
0
tctdif
tctdif
t
ii
ii
i J
JJ                                              (8.15) 
where ∑ −
=
−⋅=
1
0 , )()( Dj sTjii jTtudtd  is the data signal with D bits (i.e. the data-length 
with symbol duration of Ts), ∑
−
=
−⋅=
1
0 , )()( Nj cTjii jTtuctc  is the code sequence signal 
with N chips (i.e. the code-length with chip duration of cT ) and }1,0{)(),( ∈tctd ii , 
furthermore )(tuT denotes a unity rectangular pulse of width T, and ⊕  denotes the 
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signal correlation. As the emitted light is initially (linearly) polarized at an angle of °45 , 
therefore T]11[
2
1
0 =J and T]11[
2
1
1 −=J [123]. In other words, we have: 





 −
==
11
11
2
1][ 10 JJQ                                           (8.16) 
Therefore, the polarization-modulated signal travels a distance of L km through an 
optical SMF. Consequently, the SOP-encoded signal undergoes several impairments 
such as attenuation, dispersion, polarization rotation and fibre nonlinearity. The 
polarization rotation can be compensated by polarization tracking and control system, 
as discussed in [134], that also suppresses the polarization mode dispersion (PMD) as 
well as rotation, although this will bring complexity to the structure and extra 
implementation cost. Instead, at this receiver end shown in Figure 8.2, the SOP 
rotation is compensated by the polarization controller, rotators and polarisers whose 
functions are to ensure the received signal and the optical components at the receiver 
to have the same SOP reference axis. Hence, we have the received signal Jones 
vector )(trJ ; containing the data from desired user )(1 tJ generated at the transmitter 
and corrupted by other users’ transmissions ∑
=
K
i
i t
2
)(J  (i.e. MAI) plus additive Gaussian 
white noise (AWGN) as follow: 
)()()()(
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1 tttE
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i
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r JJJJ ++=
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

= ∑
=
                                  (8.17) 
where Tnynxn EEt ][)( =J is the complex Jones vector of the AWGN. In Figure 8.2, it is 
assumed that the received composite signal undergoes a lossless split after PBS. 
Thereafter, the signals in the both branches are rotated through the polarization 
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rotators by °45 in order to align the output beam’s polarization to the polarizer axis. 
The polarizer passes only the optical beam matched to its axis; it performs like a 
polarization filter. Then, the signals are optically correlated through OTDLs. The OTDLs 
are tuned to the intended user’s assigned spreading code to de-spread the CDMA-
encoded signals (i.e. OCDMA-decoder). The upper and lower branches signals are 
presented by 0(.) and 1(.) notation respectively. Therefore, Jones vectors representing 
the upper and lower branches at the output of the PBS can be expressed as: 
[ ]





+
=
pizryry
rxz
PBS xEjE
E
t )(arg(exp)(J                                      (8.18) 
where { }1,0∈z  denotes upper or lower branch, thus 10 cx = , 11 cx = (complement of 1c ) 
and arg(.)  denotes the phase of ryE . Then, the Jones vectors are applied into the 
rotators. The function of rotator’s Jones vectors is given as: 
 )(
11
11
2
1)( tt zPBSzR JJ ⋅





−
=                                            (8.19) 
Then the polarizers (i.e. polarization filters) produce only the x-polarization at their 
output corresponding to the first elements of the Jones vector and only allow the 
signal with assigned polarization to pass. Hence, we have: 
[ ]TzRxzP Et 0)( =J                                                     (8.20) 
The output of each polarizer is then: 
{ })])(arg(exp[
2
1)( pizryryrxzRxzP xEjEEEt +⋅+==J                       (8.21) 
zD  is defined as the decision variable from which the polarizers decision rules can be 
obtained by: 
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z
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After substituting, it can be written as: 
{ } { })])(arg(exp[)])(arg(exp[
2
1 * pipi zryryrxzryryrx
z xEjEExEjEE +−+×++=D      (8.23) 
And it can be expanded to: 
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2
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where )arg()arg( rxry EE −=φ . The decision variable D is the difference between the 
upper and lower branch outputs which is given by: 
dtdtEdtE
sTsT sT
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01
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2021 )( DDD                               (8.25) 
Finally, the decision rule d~  is defined as below in order to extract the final bit value 
from the modulated signal: 



≥
<
=
01
00~
D
D
if
if
d                                                      (8.26) 
8.2.3 PolSK-OCDMA Signal Processing 
We previously discussed the configuration of the transceiver. Now we consider the 
alignment and analysis of the received optical signal. The electric field of the received 
polarization-modulated optical signal can be expressed as [124]: 

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
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)()(Re)( Q                               (8.27) 
The channel is represented by the Jones matrix Q  and { }•Re  refers to the real part of 
complex )(tE ′ . Equi-power signal constellations have been considered through out our 
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analysis in this Chapter. That is, we have assumed both orthogonal components have 
the same power and equally attenuated and dispersed as they travel the same 
distance in the fibre and suffer from the same noise sources. Because the two 
polarizations are orthogonal (i.e. reciprocal), the electric field )(tE  will have a constant 
amplitude. It has also been discussed in details [122] that the loss in the orthogonality 
in any linear optical medium is related to the transferred maximum and minimum 
power coefficients and a bound on this loss is calculated from these coefficients. In this 
analysis as the power coefficients are clarified later (i.e., 8.35), the orthogonality is 
therefore preserved with equality as a result of (x,y)-components equi-power 
constellations. While switching time in SOP (i.e. bit-rate) is much slower than the chip-
rate, the elements of the Jones matrix can be understood as time-independent 
(i.e. sc TT << ). The x-component of the received electric field vector based on 
[ ]10 JJQ =  (i.e., 8.16) becomes: 
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Thus, orthogonal components of the i
th
 user are given as )()()()( 0 tEtctdtE iixi ⋅⋅⋅= J  
and )()())(1()( 1 tEtctdtE iiyi ⋅⋅−⋅= J  and the (x,y)-components of received modulated 
PolSK-OCDMA signal are [124]: 
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where xiϕ  and yiϕ  describe the frequencies and phases of transmitting lasers in a 
general form of θωϕ += t  . Based on the concept of OCDMA, the field vectors of all K 
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transmitters are added up and transmitted (i.e. multiplexed) over the same channel. 
Thus, the overall channel field vector can be expressed as: 
∑
=
′=
K
i
iChannel tEE
1
)(                                                      (8.30) 
Figure 8.2 illustrates the application of the OTDLs as the optical correlator in 
incoherent PolSK-OCDMA. They correlate the incoming signal with pre-reserved user 
assigned spreading code to despread the signal. In doing so, the time delays and 
coefficients in OTDLs are designed to perform as a correlator in both branches. 
Additionally, OTDL in lower branch is set up with complement of code (i.e. 180 degree 
phase difference) used in upper branch (i.e. shown by OTDL  in Figure 8.2) to decode 
other symbol (i.e. ‘1’). As can be observed from Figure 8.2, OTDLs output contain N 
chip pulses that can be assumed as a parallel circuit of many single PDs so that their 
currents are added and no interference between the pulses is possible. The signals are 
photo-detected in the balanced-detector format to generate the differential electrical 
current ( 21 IIIdiff −= ) ready for data-extraction in decision processor. The individual 
branch current at a certain chip time Tc in upper branch (i.e. x-component) after photo-
detection is: 
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where ℜ  is responsivity of the PD, )( ci nTtc − is the nth chip of assigned spreading code 
of  the i
th
 user. Hence, the total current in upper branch is: 
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It can be rewritten as: 
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Since PD frequency response is similar to an LPF, hence in 8.33 the term xiϕ2cos  in the 
first element and )cos( xjxi ϕϕ + in the second element are filtered out as they are 
outside of the PD frequency range. Furthermore, the term )cos( xjxi ϕϕ − can also be 
removed provided that cxjxi ωϕϕ >>−  where cω  is the cut-off frequency of the PD. 
Hence, the total current of upper branch can be expressed as: 
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The Stokes parameters are defined as: 
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where 0iS  refers to signal intensity part, generated in upper branch of polarization 
modulator at the transmitter while 1iS refers to the linear polarized part, generated in 
lower branch containing data (see Figure 8.3). These parameters also denote the 
maximum and minimum transmitted power respectively in order to have a bound on 
the negligible loss of orthogonality [122]. Thus, 8.34 can be rewritten as: 
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Similarly the total current of the lower branch (i.e. y-component) can be derived as: 
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where: 
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In 8.38 )(1 tn  and )(2 tn  represent the filtered AWGN with independent Gaussian 
processes of )(1 tn x , )(1 tn y , )(2 tn x  and )(2 tn y  with equal variances 2σ  which originate 
)(1 tn  and )(2 tn . Thus, the balanced-detector output ( 10 III −= ) is then derived as 
follows: 
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The noise )(tn  includes both noise contributions from 0I  and 1I  and consists of 
optical ASE noise mentioned in 8.10, PD shot-noise 0
2 2eiBiav =  where avi  is the 
average photocurrent and also electronic receiver noise at the output of LPF 
introduced in 8.14. Thus, the total noise )(tn variance can be represented in total as: 
2222
)( LPASEtn i σσσ ++=                                                 (8.40) 
The differential output current, 8.39, can be modified considering the first user (#1) as 
the intended user as: 
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The first element in 8.41 is a direct-current (dc) that needs estimation and removal in 
the balanced-detector. The second element represents the intended data mixed with 
its assigned spreading code auto-correlation and polarization while the third element 
assumes the interference (i.e. MAI) caused by other transmitters and the last one is 
the noise. Thus, the system SNR can be expressed as: 
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Now, according to the DPMPC correlation properties, we have: 
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c    i.e. DPMPC Auto-Correlation         (8.43) 
By defining the variable liX as the DPMPC cross-correlation value: 
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                                          (8.44) 
Its probability density function (PDF) can be obtained from the independent values of 
random variable liX . The in-phase cross-correlation value is either zero or one 
depending on whether the codes are in the same group or from the different groups. 
Obviously, the zero value does not cause the interference due to perfectly orthogonal 
sequences, while the one value causes the interference which is only among intended 
user and ( PP −2 ) users from the different groups (i.e. 2P whole sequences and P 
sequences from the same group of intended user which are orthogonal). As, the cross-
correlation values are uniformly distributed among interfering users, thus the PDF of 
w, realization of liX , is: 
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where )( iwP =  is the probability that w assumes the value i (the number of actively 
involved users in the transmission). Therefore, by substituting 8.43 and 8.45 into 8.42, 
the system SNR as a function of the number of active users K can be further simplified 
as: 
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Note that 0
2
)(
221
1
2
1
2 /16)2()()1( NEPStdSNR btn =+⋅⋅⋅ℜ= σ , where bE  the 
energy of one bit and N0 is the noise PSD, denotes the single-user SNR. Expression 8.46 
is one of the main results of this Chapter as it represents the SNR of polarization-
modulated OCDMA system. 
8.3 Transceiver Architecture for Hybrid F-PolSK-OCDMA 
8.3.1 Transmitter Configuration 
Here we investigate the two-dimensional array (2D-ary) F-PolSK-OCDMA transmitter 
and its operation. Its structure includes sequentially connected optical M1-ary FSK 
modulator and M2-ary polarization modulator with the CDMA encoder. In the 
following, we illustrate the mathematical formulation of the hybrid modulated signals. 
The 2D-ary F-PolSK transmitter for the signal generation is shown in Figure 8.4(a) 
which consists of a FSK modulator with a tuneable laser diode (TLD) that allocates M1 
symbols (i.e. 121 log
Mk = bits per symbol) to the corresponding M1 wavelengths emitted 
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from the TLD corresponding to the data. It has been discussed in details in Chapter 7 
that both the bit-rate and OCDMA interferences will increase when the number of 
symbols ( 1M ) is constant and the repetition ratio of TLD becomes smaller. In contrast, 
as TLD repetition ratio becomes larger, the bit-rate becomes lower and since the 
interrupted slots at each data-frame prevent interferences of in-phase correlation, the 
channel interferences will reduce. 
The PolSK-OCDMA modulator, similar to the previously discussed model, is shown in 
Figure 8.4(b). Having the signal FSK modulated, each wavelength from the TLD is 
initially linearly polarized and set to °45 for simplicity through polarization controller at 
the beginning of PolSK modulator. Then the wavelengths enter the PolSK-CDMA 
modulator. The signal is M2-ary PolSK modulated where M2 denotes number of the 
lightwave SOP (i.e. 222 log
Mk =  bits per SOP), and CDMA encoded by means of the 
DPMPC spreading sequences. 
At the transmitter output and given a reference plane )ˆ,ˆ( yx  normal to the direction of 
propagation zˆ , the transmitted lightwave during M symbol intervals can be written, in 
the complex form as [132]: 
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where sT  is the symbol interval, 11 ....,2,1 Mm =  , 22 ....,2,1 Mm =  as signal 
multiplicities. 
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Figure  8.4 (a) Incoherent 2D-ary F-PolSK-OCDMA transmitter (b) structure of M2-ary PolSK-
OCDMA modulator/encoder 
Also )()(
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tv m
mm
is the complex-valued transmitted signal during the m
th
 signalling 
interval, )(
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m
m
p  is the 2D vector that gives the signal amplitudes and phases over xˆ  and 
yˆ  directions where cf  is the carrier frequency with offsets of )( 1
m
m
f  (increment or 
decrement) representing the assigned frequency from the TDL. )(tuT  is a rectangular 
pulse of unit amplitude. The complex-valued correlation coefficient between two 
different frequency-polarization modulated signals )()(
21
tv m
mm
 and )()(
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tv mii  is defined as 
[133]: 
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where [.]LP  denotes the low-pass component of the complex-valued quantity. 
2mv
E and 
2iv
E are the signal energies of the transmitted )()(
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tv m
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 and )()(
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tv mii  
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respectively. The asterisk (*) denotes the complex conjugate. The F-PolSK signals 
satisfy the orthogonality principle if the magnitude of the correlation coefficient 
)](),([ )(
21
)(
21
tvtv mji
m
mm
ρ  is zero. It can be shown that the orthogonality can be satisfied 
when the minimum frequency separation between any adjacent frequency tones is 
sTf 1=∆ [132]. Thus, )( 1
m
m
f  can take its value from the set 1 11
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In 8.47, )(
2
m
m
p defines the transmitted signal amplitudes and phases over the orthogonal 
xˆ  and yˆ channels during the mth signalling interval, given by: 
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where )(
2
m
mx
a , )(
2
m
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a are the amplitudes of the )ˆ,ˆ( yx -components of the lightwave and 
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θ are their corresponding phases. The discrete random sequences 
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are stationary and independent, and are referred to as source 
symbol sequences. Additionally, )(
2
m
m
p determines the SOP of the fully polarized 
lightwave given in 8.47 during the m
th
 symbol interval that is corresponding to symbol 
number 2m , where 22 ....,2,1 Mm = . 
The electromagnetic wave )()(
21
tv m
mm
 consists of two sets of 2D-ary signals 
( 22
1
1 2,2
kk MM == ). The signals at each set are uncorrelated and orthogonal (i.e. 
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orthogonal frequencies and SOP), and all the 2121 kkkMMM +=→×=  signals have 
the same time duration. Now, the data source emits a data symbol from a set of M 
symbols every bs TkT ⋅=  seconds, where bT  is the bit duration. 
The SOP is described using ( )321 ,, SSS  as Stokes parameters. Each of which is 
determined by the amplitudes )(
2
m
mx
a  and )(
2
m
my
a  plus the phase difference 
)(
2
)(
2
)( m
mx
m
my
m θθθ −=∆ of mth symbol. These parameters are given as follow regarding the 
symbol number m2 [125]: 
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The average number of photons representing the energy of the transmitted multi-SOP 
lightwave is directly proportional to: 
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where sms
m
m
TES
2
)(
20
=  is the fourth Stokes parameter representing the transmitted 
optical waveform power with energy of 
2ms
E . Only three out of four Stokes 
parameters are mutually independent since )(
20
m
m
S  is expressed in terms of )(
21
m
m
S , )(
22
m
m
S  
and
)(
23
m
m
S . 
Because of nonlinear effects in the optical fibre, it is very convenient to generate 
lightwaves with the constant power envelope [125]. Because the constant-envelope 
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lightwaves are immune from relative intensity and phase noises [125]; additionally, 
when all electromagnetic signals are transmitted on the same power level 
(i.e. 0
)(
20
SS m
m
=  or equivalently, sms EE =2 for 22 ....,2,1 Mm = ) and having the same 
carrier frequency, then they can be assumed as the vectors with the form of 
3
)(
232
)(
221
)(
21
)(
2
ˆˆˆ sSsSsSS m
m
m
m
m
m
m
m
++= . These vectors are allocated on the surface of the 
Poincaré sphere with a constant radius of 0S  [128]. For any signal constellation, the 
upper half of the sphere corresponds to right oriented polarizations and the lower half 
corresponds to left orientations. Poles of the sphere correspond to circular polarization 
with two opposite orientations. The right hand circular polarization is presented by the 
points 0
2221
==
mm
SS  and 023 SS m = , while the left circular polarization corresponds 
to the points 0
2221
==
mm
SS  and 023 SS m −= . Linearly polarized signal points are 
located on the equator of the Poincaré sphere. 
8.3.2 Receiver Configuration and Signal Processing 
By assuming negligible nonlinear effects in the fibre and low polarization mode 
dispersion (PMD), the received optical power )(21 tr mm  at the receiver input can be 
expressed as: 
s
m
mm
wj
mm Tttvetr ≤≤⋅⋅=
+− 0)()( )(
21
))((
21
φαQ                       (8.52) 
where )()(
21
tv m
mm
is the transmitted modulated signal, α  and ( )wφ  are the fibre 
attenuation coefficient and phase shift respectively and Q  is the complex Jones 
matrix. Q  is a unitary operator that takes the polarization variation into account along 
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the fibre due to coupling between the SOPs. Additionally, due to the low chromatic 
dispersion over the frequency range of the transmitted field, the value of ( )wφ  remains 
constant. Moreover, α  has a negligible effect in the analysis as all transmitted signals 
have the same power level. In fact, these are some of the PolSK advantages we took in 
the CDMA-based optical transmission links. 
The front-end of the 2D-ary F-PolSK-OCDMA receiver is initially with frequency 
selective arrayed waveguide grating (AWG) as illustrated in Figure 8.5(a). In the 
analysis we have assumed an ideal AWG so that no interference between adjacent 
wavelengths occurs. The wavelengths assigned to symbols (i.e., aryM −1 ) at the 
transmitter are divided into 1110 ...., −Mλλλ  through AWG. Each wavelength enters the 
PolSK-OCDMA de-modulator as displayed separately in Figure 8.5(b) and then the 
symbols are extracted from each wavelength. Thereafter, SOPs are obtained from the 
SOP extractor block based on generated Stoke parameters in the PolSK-OCDMA 
decoder. In the data processor block, the FSK part of the signal is demodulated, where 
the FSK detector determines the part of symbols used to generate the frequency tones 
{ } 1
11
)(
1
M
m
m
m
f
=
in every symbol interval m. Also, the SOP of the transmitted optical field is 
estimated similar to the one described previously. 
The signal alignment and analysis of the optical signals after passing the fibre channel 
is investigated when reaching to the receiver end and ready for CDMA-decoding in the 
OTDL and photo-detection. The delays coefficients in OTDLs are designed in such a way 
to make them perform as a CDMA chip-decoder in both branches at each wavelength 
came from AWG which is filtering 1M -FSK wavelengths similar to the PolSK-OCDMA 
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receiver discussed in Section 8.2.3. However, the only difference is that this receiver 
works for M2-ary PolSK with variable polarizers’ output-function according to the Jones 
vectors defining the symbols SOPs. Consequently, 8.20 is modified to a 21 M×  matrix 
instead; while, the rest of the calculation is untouched and the same expression for 
SNR can be expected throughout the analysis for the PolSK-OCDMA receiver in Figure 
8.5(b) [125]. 
8.4 Analysis of Receivers Error Probability 
It is assumed that (i) )()(
21
tv m
mm
 is transmitted, (ii) the correct symbols are carried by the 
correct wavelength and (iii) the decision variables mλ are calculated at the demodulator 
for 1....,2,1 Mm = . Then, the correct decision rule at the FSK demodulator can be 
expressed as: 
1
1
2
12
mm
mm
N
NE
m
ms
m ≠
=



 +
=λ                                              (8.53) 
where sE is the symbol energy and { } 11MmmN = is an independent Gaussian noise with zero 
mean and PSDs of 2nσ . 
The correct decision is made if and only if 1mλ  in the decision rule of aryM −1  FSK, for 
11 ....,2,1 Mm =  satisfies: 
{ } 1121 max Mmmm == λλ                                                (8.54) 
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Figure  8.5 (a) Incoherent 2D-ary F-PolSK-OCDMA receiver (b) structure of M2-ary PolSK-
OCDMA demodulator/decoder with OTDL 
 
Figure  8.6 Representation of noisy received signal in polar coordinates according to the un-
noisy transmitted signals inscribed into Poincaré sphere 
Also it is assumed that the received estimated noisy parameters 
( )1312111 ,, mmmm RRRR =  are in the decision region of the un-noisy transmitted 
parameters ( )2322212 ,, mmmm SSSS =  as shown in Figure 8.6. Based on the maximum 
likelihood (ML) decision rule and assuming that all possible transmitted vectors { } 21MllS =  
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are equi-power and equi-probable, the decision metric is implemented for multiple-
array signalling as follows: 
2
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where )(
1
llSmR
SRf , for 2....,2,1 Ml =  is the conditional PDF of the estimated noisy 
Stokes vector 1mR given that lS is transmitted. This PDF was already given in spherical 
coordinates ( )mmm φθρ ,,  [128] in the form of: 
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where 2....,2,1 Mm = and (.)0I  is the 0th order modified Bessel function of the first kind. 
The random variables mρ  and mθ  are statistically independent of mφ , which is 
uniformly distributed over [ ]pi2,0 [128]. Based on the ML rules, particularly 2mS  was 
chosen as the transmitted vector when it satisfies: 
{ } { } 2121121 )cos(max.max. MmmMllmmm SRSR == ≡= β                           (8.57) 
Since birefringence polarization transformation only causes a rigid rotation of the 
signal constellation, the decision metric in 8.57 is insensitive to this perturbing effect 
[126]. In the absence of noise, the index m  in 8.54 and l  in 8.55 should be equal to 
1m and 2m  of )()( 21 tv
m
mm
respectively.  
The probability of the correct decision for the system equals the probability that 
satisfies 8.54 times the probability that satisfies 8.57 conditional to 8.54. That is given 
by: 
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The first probability term in 8.58, for 1....,2,1 Mm =  is the probability that a correct 
decision is made on the transmitted frequency at the FSK demodulator shown in Figure 
8.5(b). It is noted that the normalized decision variables 2
2 2 nmm σλχ =  for 
1....,2,1 Mm = , are mutually statistically independent and chi-square distributed 
random variables with two degrees of freedom [132]. It was also shown that their 
PDFs, conditioned on the transmitted signal )()(
21
tv m
mm
 are given by: 
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where )(Kγ  represents the system SNR per transmitted symbol, which is directly 
proportional to the number of photons representing a transmitted symbol and number 
of users derived as 8.46. Based on 8.59, the probability of the correct decision on the 
transmitted frequency tone is obtained as: 
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The second probability term in 8.58 is the probability that the transmitted SOP is 
correctly chosen at the SOP extractor shown in Figure 8.5(b), as well as the correct 
decision is made on the transmitted frequency at the frequency demodulator. The 
probability of the correct detection was evaluated in [125] for some regular equi-
power −2M PolSK modulations with different variables of 0, θn  and 1θ  which are 
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constant referring to different modulation levels as shown in Table 8.1, reproduced 
from [125], and given by: 
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θθ dfnFP PolSKc ∫ ⋅−=
1
0
0
1 )()tan
tan
cos()(                               (8.61) 
)(τθf  is the marginal PDF and )(τθF is the cumulative distribution function (CDF) of θ , 
which can be derived from the joint PDF (i.e., 8.56) by integrating over mρ and mφ , 
then we have: 
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where [ ]piτ ,0∈ . 
Table  8.1 The values for n , 0θ  and 1θ for M2-PolSK 
M2-PolSK n  0θ  1θ  
4-PolSK Circular 2 4pi  2pi  
4-PolSK Tetrahedron 3 2)]22(tan[ 1−−pi  02θpi −  
6-PolSK Octahedron 4 4pi  )21(tan2 1−−pi  
8-PolSK Cube 3 )21(tan 1−  02 θpi −  
In the binary signalling format (BPolSK), as shown in Figure 8.1(a), the signal set 
consists of two antipodal points on the Poincaré sphere. The un-noisy received signals 
are 
2221
,
mm
SS where
2221 mm
SS −= . Given a transmitted SOP such that the un-noisy 
received SOP is 
2m
S , chosen within the decision region, and the received vector 1mR , 
an error occurs each time the scalar product 
21
.
mm
SR  becomes negative. This is due to 
the fact that the ML criterion implies in this binary case a decision based on the sign of 
the scalar product as discussed in Section 8.2.2. Hence, the error event turns out to be: 
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It is noted that the error event is independent of both ρ  and φ  with this signal set. 
Therefore, by using )(τθF  in 8.62, the error probability of BPolSK can be obtained as: 
)(
2
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2
( KBPolSKe ePP γ
piθ −=>=                                           (8.64) 
In the higher order signalling format, the analysis presents the upper bounds on the 
actual probability of errors in that the error is function of both θ  and φ . The system 
probability of error now is chosen based on the following upper bound:  
φmaxeMPolSKe PP ≤                                                    (8.65) 
Now for circular-quad-PolSK (CQPolSK), as shown in Figure 8.1(b), the error condition is 
assumed based on 8.65 and signal constellation as: 
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Thus, the error probability for CQPolSK is obtained as: 
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This scheme has a SNR penalty of 2.5 dB with respect to BPolSK in a generic 
polarization-modulated system [125]. 
Similarly for tetrahedron-quad-PolSK (TQPolSK), as shown in Figure 8.1(c), the error 
condition can be derived by half the angle subtended between the centre of the 
sphere and two adjacent signal points as follows: 
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{ } { }piθ 304.0>=boundupperE                                             (8.68) 
Thus the probability of error can be calculated as: 
( )4226.0)()7882.0()304.0(1 KTQPolSKe eFP γθ pi −⋅=−=                      (8.69) 
It is again mentioned that this scheme has a SNR penalty of 0.8 dB with respect to 
BPolSK in a generic polarization-modulated system. 
Also for the cubic-PolSK (8-PolSK), as shown in Figure 8.1(d), the error condition, 
derived as above, is: 
 { } { }piθ 196.0>=boundupperE                                             (8.70) 
And the resulting error probability bound is thus: 
 ( )1835.0)(8 )9082.0()196.0(1 KPolSKe eFP γθ pi −− ⋅=−=                           (8.71) 
This scheme also has a SNR penalty of 2.6 dB with respect to BPolSK in generic 
polarization-modulated system. 
These bounds indicate that the multi-level polarization modulation in transmission 
lines can be accomplished with high performance in cost of relatively small SNR 
penalties, however to overcome the phase and shot noises instead. 
Finally, having the probability of −1M FSK, −2M PolSK and CDMA encoded SNR )(Kγ , 
the overall system error probability, which denotes the BER of the transceivers, is 
derived as: 
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8.5 Transceivers Performances 
8.5.1 PolSK-OCDMA Transceiver 
In this section, the numerical results of the BER performance of the proposed 
incoherent PolSK-OCDMA transceiver based on the above detailed analysis, resulted in 
the system SNR, are demonstrated and discussed. The 910−=BER  is also depicted on 
the graphs for further clarification. 
Figure 8.7 shows the BER of the proposed structure against the single-user SNR (shown 
as Sdb). Different trends of traffic like 10%, 20%, 30% and 40% of full-load as the 
number of simultaneous active users when P = 13 have been evaluated. It is obvious 
from Figure 8.7 that the higher values of Sdb offer lower error-rates. The analysis 
shows the system that can accommodate 30% of all users (46 users) is able to meet 
910−=BER with dBSdb 16= ; while at dBSdb 2.7=  the system can support 20% of all 
users (32 users) which is superior enough to deliver the network services in this case. 
However, the system is unable to guarantee a reliable communication for more than 
35% of all users. The system introduced in [124], employed Gold-sequences with 
lengths of 511 and 1023 to accommodate 40 and 80 users (i.e. 8% of the full-load in 
both cases) respectively. However, in the proposed system with P = 13 the code-length 
will be only 195. Obviously by applying longer code (greater P) the performance will 
also be improved. That means this system also provide higher throughput, data-rate 
and capacity. 
Figure 8.8 also displays the BER performance against the number of simultaneous 
active users, K for the proposed architecture. As it is apparent from Figure 8.8, when 
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the great number of users exists, the higher error-rate occurs due to the growing 
interferences. It is indicated that the system employed DPMPC with P=13 and 
dBSdb 16=  can tolerate 48 simultaneous users which equals 32% of full-load. While, 
44 and 39 users (28% and 25% of full-load respectively) are guaranteed reliable 
communication link ( 910−≤BER ) with only dBSdb 12=  and dBSdb 8=  respectively. This 
implies a cost effective link-budget that consumes less power to compare with the 
previous coding schemes and architectures introduced in [123, 124]. 
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Figure  8.7 BER performance of PolSK-OCDMA transceiver against the single-user SNR, Sdb 
On the other hand, this polarization-based OCDMA transceiver architecture is easily 
able to accommodate 10-25 percent of all active users (which is more than expected in 
a networking side considerations) with as little as less than single-user SNR of 10 dB. 
Although, it is recommended to deploy DPMPC with greater P value to support higher 
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number of users and to apply higher Sdb for lower BER. For further examination from 
Figure 8.8 and focusing on 46 users residing in the network, the BER at Sdb = 8, 12 and 
16 dB, the error-rate becomes 5102.3 −× , 8103.2 −×  and 11104.7 −× respectively. 
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Figure  8.8 BER performance of the PolSK-OCDMA transceiver against the number of 
simultaneous users, K 
8.5.2 Hybrid F-PolSK-OCDMA Transceiver 
In this section, the BER probability of hybrid F-PolSK-OCDMA transceivers as a function 
of single-user SNR )1(γ  (shown as Sdb on the graphs) has been evaluated based on the 
above analysis. The numerical results of the proposed architecture are demonstrated 
in Figure 8.9 to 8.11. As a reference, 910−=BER  is also displayed for comparison 
purposes. 
Figure 8.9 explains the performance of the hybrid transceiver under conditions of P= 
19, Sdb= 15 dB and binary FSK modulation with different polarization constellations. It 
can be observed from Figure 8.9 that binary FSK with binary PolSK enhances the 
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overall BER as compared with the other polarization constellations. The 2-FSK/2-PolSK 
configuration is able to accommodate 20% of full-load (i.e. 70 users, with respect to 
P=19) simultaneous users. On the other hand, the 2-FSK / 4-PolSK with circular 
constellation can also tolerate 45 users (i.e. 13% full-load). It has been shown that by 
increasing the polarization constellation, not only the system complexity grows also 
the performance degrades. This is because the decision region for higher degrees of 
polarization become smaller and subsequently the demodulation process becomes 
more complicated and requires precisely designed components. The proposed coding 
scheme and architecture can support more throughput as the spreading code is much 
smaller than Gold-sequences of 511 or 1023 employed in the literature [123, 124]. 
The BER comparison of BPolSK modulation with various frequency tones in M1-ary FSK 
signalling format is demonstrated in Figure 8.10 under conditions of  P = 19, Sdb = 15 
dB and M1= 2, 4, 8 and 16. The results again indicate that the combination of two 
binary modulations is promising. The number of accommodated users at 910−=BER at 
receivers of 2-FSK/BPolSK, 4-FSK/BPolSK, 8-FSK/BPolSK and 16-FSK/BPolSK are 70, 65, 
60 and 55 respectively. Furthermore, focusing at 20% of the total number of users (70 
users) accommodated in the network, corresponding error-rates to the above 
receivers are 9101.1 −× , 9102.3 −× , 9104.7 −× and 8105.1 −× respectively. 
It is observed that the combination of two binary modulations has the potential as a 
secure, efficient and accommodating OCDMA architecture. Therefore, the variation of 
binary F-PolSK-OCDMA transceiver’s BER against the number of active users with 
different single-user SNR is illustrated in Figure 8.11. As it can be seen, the higher SNR 
values reduce the error-rate as well as enhance the network capacity. The employed 
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SNR values are still adequate for a given circumstances to make the proposed 
architecture very power efficient. 
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Figure  8.9 BER performances of BFSK / M2-PolSK-OCDMA receivers against the number of 
simultaneous active users, K 
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Figure  8.10 BER performances of M1-FSK / BPolSK-OCDMA receivers against the number of 
simultaneous active users, K 
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Figure  8.11 BER performances of binary F-PolSK-OCDMA receivers with different single-user 
SNRs against the number of simultaneous active users, K 
8.6 Conclusion 
The polarization-modulated OCDMA technique has been introduced followed by a 
novel incoherent transceiver architecture which employed OTDLs to decode CDMA 
signals. From a detailed analysis, we obtained the system SNR and accordingly 
demonstrated the overall network BER performance. 
Furthermore, the transceiver design of the proposed 2D-ary frequency-polarization 
modulated OCDMA has also been presented. The generated signals have the 
advantage of spreading over higher dimensional constellation which provides greater 
geometric distances between the transmitted signals. The results demonstrated that 
the binary combination of two modulations remarkably improves the transceivers 
performance that can reliably and power-efficiently accommodate greater number of 
simultaneous users that implies capacity enhancement of 10 to 15 percent as 
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compared with the similar system with existing coding scheme [P10-P12]
1
. It should be 
mentioned that the overall promising performance of PolSK modulation is a trade-off 
with complex architecture and physical implantation. 
Moreover, the system security also boosted due to two-dimensional advanced 
modulation in the optical domain. The performance of OCDMA receivers in 
cooperation with DPMPC as the spreading code have been presented taking into 
account the effects of optical ASE noise (i.e. optical filter), electronic receiver noise (i.e. 
LPF), photo-detectors shot-noise and mainly the multi-user interferences (i.e. MAI). 
The results indicated that the architectures can reliably and power-efficiently 
accommodate greater number of simultaneous users. In other word, the proposed 
architectures enhanced the system capacity in a less power consuming regime [P13, 
P14]
1
. 
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 Chapter 9  
Analysis of OCDMA-PON and IP 
over OCDMA Network 
9.1 Introduction 
Similar to the OCDMA technique, passive optical network (PON) is a point-to-
multipoint optical access in which the optical components are passive, such as optical 
fibre, splices and splitters that potentially reduce the cost of operations and 
maintenances. The first mile is a network with a central office (CO) where serves 
multiple users. There are several multipoint topologies suitable for the access network, 
including tree, ring or bus [19]. All transmissions in a PON are performed between an 
optical line terminal (OLT) and optical network units (ONU) which are premises or 
general end users. The architecture of PON using single fibre link is illustrated in Figure 
9.1. The OLT may contain all encoder-decoder pairs required for communication with 
each ONU or a smaller number of tuneable encoders-decoders. The OLT resides in the 
CO and connects the optical access to the backbone or long-haul transport network. 
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Time-division multiple-access (TDMA)-PON and wavelength-division multiplexing 
(WDM)-PON have also been enabled to date. Even though TDMA-PON utilizes the 
bandwidth of fibre efficiently, it has limitations in its increased transmission speed, 
difficulty in burst synchronisation and traffic control, low security and complex 
dynamic bandwidth allocation requirement [16]. The emerging WDM-PON took over 
TDMA due to required bandwidth growth, whereas it came with extravagant cost from 
precise wavelength-dependent components. In addition, the effect of statistical 
multiplexing is insignificant in multimedia communications environments [11]. 
Although WDM-PON has several advantages over TDMA-PON, it founds its way hardly 
to industries due to high operation and maintenance expenses. 
 
Figure  9.1 PON architecture using single fibre link 
OCDMA-PON, where each subscriber’s channel is given its own code for spreading and 
de-spreading, is a good alternative in view of cost, simplicity and noise reduction [50]. 
OCDMA link is transparent to the input channel’s data protocol with security. It 
supports bursty traffics and random access protocols. Furthermore, the optical beat 
noise problem, which often arises in a system using several laser diodes as in optical 
subcarrier multiplexing or WDM, does not have much effect on the OCDMA-PON [54]. 
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In this Chapter, two of previously introduced and analysed transceiver architectures 
have been considered. The coherent homodyne BPSK-OCDMA (Chapter 6) is utilised in 
the proposed OCDMA-PON line terminal and network units. Also, a network node 
configuration featured with Internet protocol (IP) traffic transmission in hybrid M-ary 
FSK-OCDMA network (Chapter 7) is proposed. 
9.2 OCDMA-PON Architecture 
The architectures of transmitter, receiver, optical network unit (ONU) and optical line 
terminal (OLT) as part of the proposed OCDMA-passive optical network (PON) are 
explained in detail in this Section. The transmitter structure of the coherent homodyne 
BPSK-OCDMA with external Mach-Zehnder (MZ) phase modulator as an electro-optic 
modulator (EOM) shown in Figure 9.2. The outgoing data is first BPSK encoded 
generating the in-phase and quadrature-phase (IQ) signals electrically to drive the MZ 
modulator as an active MZ modulator [135]. Then, the encoded BPSK-signal drives the 
MZ modulator to phase modulate the lightwave. Finally, the lightwaves are CDMA 
encoded by means of the DPMPC sequences and multiplexed via couplers and 
transmitted over the PON as a network infrastructure.  
 
Figure  9.2 Proposed coherent OCDMA transmitter in PON architecture 
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At the receiver the local oscillator, which is modulated with the pre-reserved DPMPC 
address code as shown in Figure 9.3, is combined coherently with the received OCDMA 
signal. The polarization controller makes sure all users have the same polarization to 
reduce any polarization sensitive noises on the photo-detectors (PD). In CDMA 
decoding process, the portion of the received signal encoded with the same DPMPC 
spreading code sequence at the transmitter (i.e. intended data for the intended 
receiver) is de-spread, whereas signals encoded with other DPMPC spreading code 
sequences (i.e. MAI) are further spread and reduced. The coherently mixed optical 
signals are incident on a dual-balanced detector whose electrical output conserves the 
phase information. The generated bipolar electrical signal is integrated over a bit 
interval and the result is compared to a reference to form the final bit estimation. 
 
Figure  9.3 Proposed coherent OCDMA receiver in PON architecture 
Now, the passive optical network architecture in which the coherent OCDMA is 
employed as a multiple-access technique is investigated. The optical line terminal 
configuration of this OCDMA-PON is shown in Figure 9.4. 
The multiple-access is achieved by using DPMPC sequences as the address code to 
identify users in the all-optical domain. In the downstream from optical line terminal 
(OLT) to optical network unit (ONU), at the 1550 nm wavelength, the optical pulses are 
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encoded at the OLT by means of MZ external modulator driven by DPMPC generator at 
the transmitters and every user is assigned with one unique sequence code. 
 
Figure  9.4 Configuration of OLT in the OCDMA-PON architecture 
Since OLT serves number of ONUs, it contains multiple transceivers consisting 
reconfigurable DPMPC generator. The signal is then coupled and transmitted over fibre 
link to the receivers i.e. ONUs where each user is separated and identified by optical 
address and medium access control (MAC). The ONU configuration of this OCDMA-
PON is shown in Figure 9.5. In upstream channel from ONU to OLT, at the 1310 nm 
wavelength, the signals are optically decoupled and divided to the decoder at the OLT 
where the information from each user is obtained together with the MAC signal 
control from the ONUs to OLT. 
The MAC signal is also fed back to the access protocol transmitter to manage the 
network operation, for example, for the allocation of the DPMPC to each user as 
shown in Figures 9.4 and 9.5. Usually, a stable upstream wavelength is required with a 
stabilized laser source at the transmitter of the ONU. The downstream signal from the 
passes through the de-coupler and goes into the detector, then the data information 
for the user is separated by optical correlation operation with their unique address 
sequence. The downstream control signal is also obtained and passed to the network 
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control unit. For the upstream, the signal from the ONU to the OLT is encoded by the 
DPMPC for user identification by the optical encoder and is then transmitted towards 
the OLT through the fibre link. The MAC protocol can be the carrier-sense multiple-
access collisions detect (CSMA/CD). 
 
Figure  9.5 Configuration of ONU in the OCDMA-PON architecture 
In this OCDMA-PON, the signal can be potentially modulated by frame information for 
data load switching as well as address code sequences for user identification. This 
brings the compatibility of the architecture to work also with IP and label switching 
techniques for routing and traffic managements. By considering the ring topology with 
number of nodes (i.e. OLT), the OLT can be treated as one of the nodes where 
generally links to the number of ONUs. The downstream and upstream traffics are at 
the different wavelengths and then can be broadcasted on the same fibre link. For 
example, one node can add/drop data traffic by a 2×2 coupler. One port of the coupler 
is connected to a 2×2 optical cross connector (OXC) and the other port links to the 
fibre ring attached to the nodes based on the OCDMA-PON. The OXC control signals 
can be generated through an optical routing table or a label switch paradigm [112]. 
The downstream traffic from a node and the upstream traffic from the ONU pass 
through the same optical coupler, where the former is directed to the OLT and the 
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latter is directed to an ONU or a user. This architecture proposes a transparent 
protocol, flexible user allocation and mainly all-optical operations with cost effective 
solution since it reduces wavelength-sensitive devices with complex operations and 
control used in the other schemes. 
9.2.1 OCDMA-PON Transmission Analysis  
Before OCDMA-PON can be considered for use in large-scale networks, it must 
demonstrate scalability in terms of fibre transmission distance. Scaling is a concern 
because the encoding process broadens the spectra of individual OCDMA tributaries, 
resulting in increased sensitivity to frequency-dependent transmission impairment. 
The power-budget-based analysis of the network scalability relatively mitigates that 
impairment and is more practical to study. Now, the impact of coding parameters, 
number of nodes (i.e. number of ONU per OLT), channel link length and optical 
components characteristics on the system bit-error rate (BER) are now investigated. 
If we assume each node supports up to uN  users (i.e. ONUs), then the number of 
nodes in the network ( )nN  can be expressed as: 
 
u
T
n N
NN =                                                            (9.1) 
where TN  is the total number of users in the network. The upstream signal power, 
from ONU to OLT, must satisfy the following power budget [136]: 
2
otherILFncUTS LNPR δααα −−⋅−⋅−≤                                  (9.2) 
where UTP is the upstream transmitter output power of ONU, cα  is coupler/de-
couplers’ loss, Fα  is the fibre attenuation coefficient, L is the length of the fibre 
link, ILα is the optical filter’s insertion loss, and SR  is the photo-detectors (PD) 
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sensitivity. Similarly, the down-stream traffic power, from OLT to ONU, must satisfy 
the following power budget: 
2
2log otherP
S
ILFncDTS CLNPR δααα −⋅−−⋅−⋅−≤                          (9.3) 
where DTP  is the downstream transmitter power of OLT, C is the filtering index and PS  
is the splitters’ splitting ratio. In the above two power budget analysis equations, the 
equivalent noise power budget term, shown as 2otherδ , includes the noise contribution 
from the CDMA en/decoder 2coderδ  and the noise contribution from the MAI 2MAIδ . 
Thus: 
222
MAIcoderother δδδ +=                                                   (9.4) 
The en/decoder noise 2coderδ  is relative to the MZ modulator, number of chips and chip 
duration that can be approximated as an average by 1dB [114]. 2MAIδ  can be 
introduced as: 
2
sin
2 )1( gleMAIMAI K −⋅−= δδ                                                (9.5) 
where K is the number of active users in the network (i.e. sending and receiving data). 
2
sin gleMAI−δ  has been discussed and introduced in  [115, 136] as follow: 
422
sin )]2cos([ NfCVarPP iimnDTUTgleMAI τpiθδ −⋅⋅⋅⋅ℜ=−                  (9.6) 
where ℜ  is the responsivity of the PDs, [.]Var  is the variance function, iθ  is the CDMA 
encoded phase angle of the thi user, f is the optical carrier frequency, iτ  is the 
propagation delay between the thi user transmitter and the corresponding receiver. N 
is the spreading code-length. And finally, 2 sin gleMAI−δ  is the variance of an interfering 
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signal of a single user i.e. cross-correlation value. Based on the above analysis, the 
network scalability for this OCDMA-PON architecture will be discussed later. 
To conserve the information contained in the phase of the optical carrier, coherent 
detection is deployed, whereby a local optical source is coherently combined with the 
received information-bearing signal. By following the same procedure analysed in 
Chapter 6, the integration of the detector output, over a bit intervalT , will result in 
(i.e., 6.7): 
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where )(tl is local oscillator’s signal with power of Lˆ , )(ts is the received signal with 
power of Sˆ , 10b  represents the information bit being detected, 
ib 1−  and 
ib0  are 
overlapping of the previous and the following bits of the thi user. 0N  is the noise 
power spectral density (PSD). )(
,
τjiR  and )(ˆ . τjiR are the continuous-time partial 
correlation functions. The noise )(tn at the optical receiver include mainly the thermal 
and shot noises, the relative intensity noise and the fibre attenuation e.g. amplified 
spontaneous emission (ASE) noise. The thermal noise 2thδ  is given by: 
)()2( 22 LrrBBth ReTTk=δ                                                  (9.8) 
where Bk  is the Boltzmann constant, rB  is the ration of the equivalent receiver 
bandwidth to the signal bandwidth, rT  is receiver noise temperature, LR  and e are 
receiver load resistance and fundamental electron charge respectively. When a 
relatively high-power local oscillator is employed, the receiver operates under shot-
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noise limited regime. Then the noise has one-sided power spectral density of 
2
0
ˆLTN ℜ= . Nevertheless, the shot noise 2shδ  is introduced by [115]: 
)8()2(ˆ 2222 sPDsh BGmS +=δ                                             (9.9) 
where m is the modulation index, PDG  is the PD processing gain ratio ( 60=PDG ) and 
sB  is the baseband signal bandwidth. 
The relative intensity noise, 2RINδ  is also introduced as [56]: 
bRINRIN RSP .ˆ.2
22
=δ                                                    (9.10) 
where RINP  is the intensity PSD and bR  is the data bit-rate. 
The fibre link noise, 2linkδ  such as ASE from optical amplifiers is also defined as: 
22
1
2 )]())1(([2.....
2
1
ampampspw
K
i
wPLlink GhvGBBPRei ηηδ −ℜ+ℜ= ∑
=
          (9.11) 
where PP  is the optical power per pulse, wB  is the optical components bandwidth, spη  
is the spontaneous emission factor, hv  is the  photon energy, η  is the PD quantum 
efficiency and ampG  is the gain of optical amplifiers. 
Now with all the main contributing noises, the total noise, )(tn , can be considered as: 
22222
)( linkRINshthtn δδδδδ +++=                                           (9.12) 
The noise )(tn  is assumed a Gaussian random variable with zero mean and unit 
variance; all data bits are independent, equi-probable and the delays are independent 
and uniformly distributed over a bit interval. By following the analysis for coherent 
homodyne system, the OCDMA-PON transmission signal-to-noise ratio (SNR), with 
respect to the number of active users K, is derived as the following: 
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It should be noted that the signal-to-noise ratio for a single-user is: 
2
)(
2ˆ)1( tnTSSNR δℜ= . 
9.2.2 Performance Discussion of OCDMA-PON 
The numerical results are presented based on the above analysis. The parameters used 
for the simulation are listed in Table 9.1 [136]. For spreading code, DPMPC with 19=P  
is employed that makes the code-length and total number of users 399 and 361 
respectively. 
Now, we can obtain the maximum reachable fibre length regarding to acceptable 
receiver sensitivity. The number of nodes in this network architecture and the number 
of tolerable ONU per node are shown in Figures 9.6 and 9.7 respectively with different 
downstream transmitter power. It is clearly seen that the maximum reachable length 
of fibre link is shortened with increasing number of nodes in the network, in Figure 9.6, 
and also increasing number of ONU per node, in Figure 9.7. 
The maximum accessible length of fibre link also increases with higher transmitter’s 
output optical power. To compare with a similar trend as in a WDM-PON [11] this 
architecture accommodates greater number of users and accordingly nodes even for a 
longer distance. It is observable from Figure 9.6, by decreasing the number of nodes in 
the network, the distant between central office (CO) and ONUs can be increased 
remarkably. For example, when the downstream transmitter output power is 5 dBm 
and network is able to support 10 nodes (i.e. 10/ =uT NN ), the OLT and ONUs can be 
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maximum 30 Km apart which indicates the enhanced power efficiency and practically 
worthwhile to compare with the schemes in [54, 56, 136]. 
Table  9.1 OCDMA-PON link parameters 
Descriptions Symbols Values 
Downstream Transmitter Output Power DTP  4-5 dBm 
Upstream Transmitter Output Power UTP  -4 dBm 
Photo-Detectors Sensitivity SR  -35 dBm 
Couplers Coefficient Loss cα  1 dB 
Fibre Attenuation Coefficient Fα  0.2 dB/Km 
Optical Filter Insertion Loss ILα  1 dB 
Filtering Index C  3 
Splitting Ratio PS  16-64 
Receiver Load Resistor LR  1030 Ω  
Amplifier Gain ampG  20 dB 
Photo-Detectors Processing Gain PDG  60 
Photo-Detectors Quantum Efficiency η  0.8 
Ration of the Equivalent Receiver’s Bandwidth rB  100 MHz 
Chip Duration cT  0.1 ns 
Receiver’s Baseband Bandwidth  sB  1 GHz 
Receiver’s Noise Temperature rT  600 K 
Modulation Index m  100 
Fibre Length L  0-45 Km 
On the other hand, the investigation of the scalability with respect to the number of 
users is illustrated in Figure 9.7. It is apparent that the accessibility reduces by growth 
in the number of ONUs (i.e. users). 
A reasonable number of 100 active users (i.e. 28% total number of users when P= 19) 
can be accommodated up to 17 or 23 Km fibre link as shown in Figure 9.7 when 
transmitter power is only 4 dBm or 5 dBm respectively. 
The overall network performance in terms of BER against the number of active users 
and received signal power (i.e. 2ˆS ) is investigated in Figures 9.8 and 9.9. It is shown in 
Figure 9.8 that the BER degrades as the number of users increases due to increasing 
Chapter 9. Analysis of OCDMA-PON and IP over OCDMA Network 
 228 
multiple user interferences from which CDMA inherently suffers and obviously the 
higher the received power, the lower BER is obtained. 
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Figure  9.6 Fibre length against the tolerable number of nodes, Nn 
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Figure  9.7 Fibre length against the tolerable number of ONUs per node, Nu 
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As illustrated in Figure 9.8, 100 users can be reliably accommodated when 
dBmPr 20−=  at 
910−=BER . 
To support greater number of users, higher P  value and higher received power should 
be considered; however there will be then a balance in the network throughput and 
the number of users since the greater P  means longer code-length.  The results are 
comparable with the CDMA-PON and WDM-PON studied in [11, 54, 56], since they 
indicate that this coding scheme and architecture enhanced the network capacity and 
also decreased the power consumption. 
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Figure  9.8 BER performance of the OCDMA-PON against the number of active users, K 
Figure 9.9 explains the BER performance of the network against the received signal 
power under the presence of various numbers of active users to share the channel 
from 10% to 40% of total number of users. It is observable from Figure 9.9 that the 
lower received power is required for fewer users (e.g. 10% and 20%) to 
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maintain 910−=BER , since fewer users mean less interference and accordingly higher 
SNR. 
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Figure  9.9 BER performance of the proposed OCDMA-PON against the received signal power 
The BER can reach to 910− by accommodating 30% of total number of users with the 
received power of -18.5 dBm which is still very power efficient. To further improve the 
performance of the OCDMA-PON, we need to consider the degradation problems from 
the MAI and improvement in the optical encoder/decoders. 
9.3 IP Traffic over OCDMA Network 
The IP routing operates electrically in the network layer and then it cannot be 
processed at the speed matched with the huge transmission offered by the fibre optic, 
it thus became the main challenge in the optical networking. 
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The labels can be used to establish end-to-end paths that are called label switched 
paths (LSP). Multi-protocol label switching (MPLS) is a switching protocol between 
layers 2 and 3, adding labels in packet headers and forwarding labelled packets in 
corresponding paths using switching instead of routing [9]. This is what exactly 
performed in OCDMA concept if it is utilised as network access protocol and then has 
the potential to support label switching as well. Major applications of MPLS are traffic 
engineering. Generalized MPLS (GMPLS) extends MPLS to add a signalling and routing 
control-plane for devices in packet domain, time domain or wavelength domain, 
providing end-to-end provisioning of connections, resources, and quality of services 
(QoS). 
Even though (G)MPLS forms a good and fast solution, it does not by itself solve the 
mismatch between the switching speed of the router and the data speed of the fibre in 
that lookup table processing are still time consuming. In an attempt to overcome this, 
research started focusing on optical packet switching (OPS) [137] and optical label 
swapping (OLS) [138], where the packet header (label) is processed (all) optically. OLS 
implements the packet-by-packet routing and forwarding functions of (G)MPLS directly 
in the optical domain. Ideally, this approach can route packets independent of bit-rate, 
packet format and packet-length. Advantages of OPS are particularly evident in core 
networks, where OLS can be used to replace both OXCs and IP core routers. With 
regard to OXCs, OLS is a multi-client transport platform used by IP, SDH, gigabit and 
Ethernet (GbE) clients to manage the bandwidth more efficiently [139]. With regard to 
IP routers, OLS offers an aggregation layer; it implies using multiple network 
cables/ports, e.g. Ethernet, in parallel to increase link speed [140]. The IP network is 
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simplified (avoiding core devices) through the transport infrastructure realized by OPS 
nodes. From a networking perspective, an all-optical node is defined as a high-
throughput packet-switched node. However, processing capabilities are rather limited, 
and the node essentially limits itself to a forwarding function based on the label of the 
incoming packets. In metro-regional networks, transport functionality is currently 
realized by means of different solutions like SDH or WDM rings, etc. 
MPLS can be then a solution [9] since at the intermediate nodes a packet is forwarded 
only according to its label. Since network layer label analysis is avoided, significant 
processing time is saved at each hop. The end-to-end delay can also be significantly 
reduced because IP routing is only needed at the edge routers. Although MPLS 
partially relieves the IP routing, the electrical routing scheme will still become a 
bottleneck as IP traffic increases. OPS can be another solution by use of pure optical 
signal processing. There are though many difficulties in contention resolution and 
optical buffers [137] that make OPS still an immature technology. 
In current WDM networks [141] the electronic IP router receives the selected 
wavelength channels at its input ports, converts the data from optical to electronic 
form, and finally routes the packets by forwarding them through the output ports. In 
the wavelength routed networks [142] the direct wavelength path can be established 
by introducing OXC switches at each node. The chance to establish better routing 
increases as the number of wavelengths increases that means wider bandwidth and 
greater set of wavelengths and wavelength sensitive devices will be required. 
Therefore, it will be very advantageous in the future to execute as many tasks as 
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possible in the optical domain such as routing/switching [143] and dynamic signal 
processing [144] whereas they are still under development. 
9.3.1 IP Transmission over OCDMA Network 
The architecture of IP transmission in the OCDMA network is shown in Figure 9.10. At 
every transmitter network node, the destination of each incoming IP packet is 
recognized, the packet recognition can be performed by address correlation process 
and then the packet is saved into the buffer. The buffer is divided into K first-in-first-
out (FIFO) subparts where K is the total number of users accommodated in the 
network. IP packets that are destined for different receivers are stored in different 
subparts accordingly. When IP packets are to be routed to the same receiver, they are 
saved in one FIFO subpart in order. 
 
Figure  9.10 IP routing and transmission over OCDMA network architecture 
It is important to note that the purpose of storing IP packets separately according to 
their destination address is to transmit all the IP traffic to the same receiver at one 
time and at a high speed, once the total length reaches a predefined threshold. Thus, 
the optical encoder is adjusted for number of packets belonged to the same user 
rather than being tuned for every incoming IP packet individually. As a result, the 
encoder adjusting time requirement is significantly reduced. The control unit is 
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responsible to record the total traffic of each subpart. When the total traffic is greater 
than a certain value i.e. a threshold, the control unit tries to send the packets to the 
assigned address. Before sending, the optical encoder has to be adjusted according to 
the desired address sequence i.e. DPMPC generator in Figure 9.11(a). It should be 
noted that with a higher threshold, each packet has to wait for a longer time in the 
buffer before transmission. When the threshold is large, the buffer delay becomes 
predominant. However, due to the higher transmission speed, proper selection of a 
threshold value will make this delay acceptable, even for real-time services. The star 
coupler mixes all the incoming optical signals and this superimposed signal is amplified 
and transmitted to the receiver of each user. 
At the receiver network node, the optical decoder retrieves the right signal and 
regenerates the original data stream. When the DPMPC is employed, the number of 
users can be as large as the size of the code (i.e. 2PK = ). It should be noted that when 
two (or more) transmitters send signals to the same receiver at the same time, a 
collision may occur. In order to prevent the collision, a code sense unit is used to sense 
whether others are sending data to the same address. In fact, the sense unit can be a 
correlator to recognize the address sequence configured with the code that the 
intended user should be checked, the same as IP recognition at the transmitter. The 
sensing procedures can be similar to CSMA/CD protocol; however, a modified one is 
required to fit in the timing and packet-lengths specifications that can be a future 
work. Other functions of the code sense unit are both to check whether the optical 
encoder is adjusted correctly to the desired address code and to prioritize the users to 
avoid collision. It is noted that there must be one user that we can send data to, 
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immediately after a collision, since K different code sequences are assigned to K users 
separately. 
 
Figure  9.11 Inside OCDMA en/decoder block (a) transmitter and (b) receiver architectures 
In addition, the probability of a collision is small because of the large number of 
available code sequences; although, it can also be analysed and consider in the future 
work. In this network, owing to the use of coherent OCDMA technique, not only is 
fibre bandwidth utilized efficiently, but also IP traffic routing is automatically 
performed. It means that the OCDMA-encoded IP packets are broadcasted through 
star coupler and only intended user recognises the desired data by its assigned 
spreading code sequence. Since each IP packet is buffered only twice at the edge of 
the OCDMA network, the same as in an MPLS network, the buffer delay is significantly 
reduced compared with traditional routing schemes where IP packets are buffered at 
each hop. 
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While the FSK-OCDMA technique is considered, Figure 9.11 illustrates the inside of the 
optical encoder/decoder blocks as introduced in Figure 9.10 and analysed in details in 
Chapter 7. As aforementioned, a step-tuneable mode-locked laser diode with 100 GHz 
repetition rate can be utilised for the optical source to make the 100 Gchips/s feasible 
[118, 119]. 
9.3.2 Analysis of IP over OCDMA  
The performance analysis for the FSK-OCDMA scheme with the MAI canceller is 
derived using DPMPC in details in Chapter 7. It is assumed that the input/output 
characteristic of the PDs follows the Poisson process. Since the reference signal has 
only the P
th
 sequence (reserved at the receiver, i.e. there is no reference channel) 
multiplied by the received signal, the data components of reference signal becomes 0 
due to further spreading. Also, since all users in the same group receive an equal 
amount of MAI from the users of other groups and no interference from the users 
from the same group, i.e. DPMPC correlation properties, the interference signal of 
intended user 1u , equals the interference signal of P. It is assumed that 1u  transmits 
the optical pulse of 0λ at the first slot in a data frame. 
Since the DPMPC sequences are employed as signature codes and considering number 
of interfering users in each group based on its correlation properties and using various 
probability distribution functions based on interfering users and interference 
estimation, the final bit-error probability ( bP ) is derived as (i.e., 7.18): 
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where P is a prime number, r is the number of interfering users in a same group in 
which { }maxmin ,..., rrr ∈ , ( )1,minmax −= PKr  and ( )2min )1(,1max −−= PKr . Here K  refers 
to the number of simultaneous active users. vml ,  is the number of users who are in 
groups other than the first group and have a pulse in the v
th
  slot with wavelength mλ . 
Taking the fibre attenuation coefficient of α into account, the average received photon 
count per pulse (Q) can be expressed as: 
2
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.
2
.
+
≈
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=
−
P
M
P
e
hf
PQ
L
w µη
α
                                       (9.15) 
where LWr ePP
αη −= . is the received power to the detector, wP  is the transmitted 
peak power per symbol, η  is the quantum efficiency of the PDs, h is Planck’s constant, 
f is the optical frequency, L is the fibre-length, and μ ( )ln..( MfhPr=µ ) is the 
average number of photons per pulse (photons/nat). As introduced in Chapter 7, ρ  is 
the parameter minimizing the interference that equals: 
 
0,10,02
2
llP
P
+++
+
=ρ                                              (9.16) 
On the other hand, when the bursty IP traffic is implemented to the OCDMA concept, 
to obtain the acceptable performance without overload, the designed transmission 
rate for each user should be larger than the average traffic arrival rate. Hence each 
code channel cannot be fully utilized. It is easy to see that the average number of 
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active users in the network changes when different channel utilisations are applied. 
Since the performance of an OCDMA network is a function of the number of active 
users, the channel utilisation will have a significant effect on the network performance. 
For this impact analysis, all users (i.e. ONUs) are assumed to have the same channel 
utilisation in the network as defined by: 
BitrateonTransmissiMaximum
BitrateOutputAverageB =                                       (9.17) 
Taking into account that the zero and one data bits are equi-probable, then the 
probability of each transmitted bit is 21 . Since the ONUs are sending data 
independently, so the distribution of K as a number of active users is UK  where U is 
the total number of users accommodated in the network. Consequently, the 
probability that K users are active (
.acP ) equals the probability of a transmitted data-
bit times the probability of users involved in the transmission times the channel 
utilisation. This can be expressed as: 
B
U
KPac ××= 2
1
.
                                                      (9.18) 
As being active (sending IP packet) has the binomial behaviour, the active users out of 
all users can be treated as a binomial distribution. Thus, the PDF of K active users are 
sending IP packet is obtained by: 
KU
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K
acIP PPK
U
KP −−
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



= )1()(
..
                                         (9.19) 
Accordingly, the total probability of error function of number of active users K, )(KPT  
denoting BER, can be expressed by the decoder probability of error ( bP ) times 
probability of error stating the K active users ( IPP ). This is then derived by: 
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The packet-error rate (PER) of the IP traffic over this OCDMA network can be 
expressed as [30]: 
w
T KPPER ))(1(1 −−=                                                  (9.21) 
 
where the average IP packet length is w  bits. 
9.3.3 Performance Discussion of IP over OCDMA 
The numerical results are presented based on the above analysis. The parameters used 
for the simulation are found in Table 9.2. For spreading code, DPMPC with P= 13 is 
employed that makes the code-length and total number of users 169 and 195 
respectively. The repetition ratio (γ ) is shown by j in the graphs and the BER threshold 
of 910− is also displayed in all graphs as a reference. 
Table  9.2 IP-over-OCDMA link parameters 
Descriptions Symbols Values 
Optical Wavelength 0λ  1550 nm 
PD Quantum Efficiency η  0.8 
Linear Fibre-Loss Coefficient α  0.2 dB/Km 
Chip-Rate cT1  100 Gchips/s 
Fibre Length L 10 Km 
Packet Length w  12000 bits 
Figure 9.12 shows the performance (BER) comparison of PPM and FSK schemes against 
the number of users, K involved in the transmissions. The analysis for PPM-OCDMA 
employed DPMPC has also been analysed in Chapter 4. It is obvious that the 
performance degrades when the MAI increases by growing the number of users as a 
result of CDMA concept. The received power ( rP ) is set to -26 dBm in this analysis. It is 
apparent that the FSK outperforms PPM in that the repetition ratio γ  and M-ary 
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frequency signal distribution mitigate the interference better than the signal position 
distribution. As introduced and analysed previously, the results explain the scheme is 
remarkably power efficient. Figure 9.12 demonstrates two different cases when the 
channel utilisation is fully and 50% occupied. It can be seen that when the channel 
utilisation is moderate, i.e. B= 0.5, the FSK network is able to accommodate 100 active 
users while PPM supports only 40 users at 910−=BER . In the worst case, when B = 1, 
the IP-over-FSK-OCDMA network still tolerates 40 users at 910−=BER while only 14 
users are supported by PPM scheme. Interestingly, it is indicated that FSK in the worst 
case (i.e. B=1) accommodate the same number as the PPM does when the channel 
utilisation is halved. 
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Figure  9.12 BER performance of IP over Different OCDMA against the number of active users, K 
Figure 9.13 illustrates the performance of IP-over-FSK against the number of active 
users in different conditions of signal multiplicity M, laser repetition ratio γ  and the 
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channel utilisation. The received power is again set to -26 dBm. It is shown that 
increasing the repetition ratio improves the performance remarkably, though by the 
cost of throughput, Section 7.4. 
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Figure  9.13 BER performance of IP over OCDMA against the number of active users, K under 
different multiplicities, M channel utilisations, B and repetition ratios,γ  
It is indicated from Figure 9.13 that under the same conditions, the system with 3=γ  
and B = 1 behaves very similar 2=γ  and B = 0.5, which presents the effect of 
repetition ratio on the performance. Increasing multiplicity means greater number of 
positions to distribute the signal and higher number of symbols to transmit; therefore, 
as seen in Figure 9.13, it can suppress the effect of co-channel interference (i.e. MAI). 
The number of users accommodated under 910−=BER when M=8 (60 users) is 50% 
greater than that of M=4 (40 users) in the worst case (i.e. B=1). Also obviously, it is 
presented that the performance can be enhanced by reduction in the users’ channel 
utilisation. 
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In Figure 9.14, the variations of packet-error rate (PER) against the number of active 
users for different channel utilisations have been presented. The received power and 
repetition ratio are set to -26 dBm and 2 respectively. In this analysis, it has been 
assumed that the IP traffic has a packet-length of 1500 bytes (i.e. in Ethernet local area 
network). Therefore, the calculated PER is estimated in the worst condition. It is clearly 
shown that the performance of IP traffic becomes better with the reduction in the 
channel utilisation. As observable from Figure 9.14, while B = 1 the performance 
degrades dramatically however 25 users (15% of total users) are still accommodated 
at 910−=BER . When the probability that a user is active becomes relatively low i.e. B = 
0.2, the network is able to hold 910−=BER with serving 115 users. To compare with 
the scheme and conditions previously used, it should be noted that here P = 13 and 
received power is only -26 dBm whereas P = 17 and 19 (i.e. longer code-length) and 
effective power equals -10 dBm (i.e. more power consumption) in [29, 30]. 
When the channel utilisation is 50% the network is still able to provide a reliable 
communication link for 58 users (35% of total users). To achieve a consistent overall 
network performance when each user in the network has a fixed average bit-rate, 
optimal channel utilisation can be set for the network based on the network 
preferences and link-budgets at the design stage. To support greater number of users, 
it is obviously recommended to employ higher P and Pr values. 
The performance presented in Figure 9.15 is against the received signal power ( rP ) for 
different channel utilisations. In this analysis 100 users (60% of total users) are 
assumed being involved in the transmission. It is obvious that by increasing the 
received power the detection is performed with assurance and BER becomes lower. As 
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Figure 9.15 noticeably shows, in order to mitigate the BER in worse cases higher power 
consumption can be a solution. Although the overall performance reveals that the 
system is very power efficient. 
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Figure  9.14 PER performance of IP over OCDMA against the number of active users, K 
When B is low, the probability that a user is sending traffic becomes relatively small. 
On the average, there are fewer active users sending data in each unit data frame, 
therefore the performance is enhanced. This means when the traffic burden is light, 
the network performance will be automatically improved. Further examination at Pr = -
26 dBm in Figure 9.15 reveals that the error-rates become 10101.3 −× , 9102.1 −×  and 
9104.6 −×  when the channel utilisation is 20%, 50% and fully occupied. 
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Figure  9.15 BER performance of IP over OCDMA against the received signal power, Pr 
9.4 Conclusion 
This Chapter introduced a coherent OCDMA-PON architecture including transceivers in 
the optical line terminal and the optical network units. The scalability of this 
architecture based on the power-budget analysis has been evaluated. The supportable 
number of nodes in the network and accessible number of users against the fibre link 
(i.e. how far they can be from central office) have been investigated and shown that 
the proposed architecture is more scalable to compare with the schemes and 
structures introduced in [56, 136]. 
The overall SNR has been analysed based on degradation of the received signal by (i) 
fibre link noise e.g. amplifier spontaneous emission noise, (ii) thermal noise, (iii) photo-
detectors’ shot-noise (iv) phase to intensity noise and (v) mainly multiple-access 
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interference. The results indicated that the proposed architecture is power efficient 
and able to accommodate greater number of users which are quite distant from the 
central office as compared with schemes studied in the literature [56, 136]. It should 
be noted that the overall promising performance in this architecture is a trade-ff with 
driving an active EOM and complex implementation to compare with spectral-
amplitude-coding (SAC) schemes introduced in the literature. However, this 
architecture does not need unique transceivers for every user due to generic time-
spreading manner imposed by the electric signals, whereas every transceiver needs a 
specific fibre Bragg grating (FBG) or spectra sensitive components in SAC architectures. 
In this Chapter, we have also analysed a novel IP routing and transmission architecture 
over the OCDMA network taking advantage of coherent modulation and incoherent 
demodulation. The performance has been considered for different cases in terms of 
the channel utilisation. To compare with previous schemes [29, 30], since each IP 
packet is buffered only twice at the edge of the proposed network node, similar to 
multi-protocol label switching, the buffer delay is significantly reduced as compared 
with traditional routing schemes where IP packets are buffered at each hop. 
Additionally, the optical encoder is adjusted for number of packets belonged to the 
same user instead of getting tuned for incoming IP packet individually. Accordingly, the 
encoder adjusting time is significantly reduced. As a validation, it should be noted that 
the results in this Chapter has also been accepted for publication [P15, P16]
1
. 
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 Chapter 10  
Conclusion and Future Work 
10.1 Conclusion and Contributions 
In this thesis, we have investigated synchronous time-spreading incoherent and 
coherent optical CDMA (OCDMA) architectures and reviewed the latest developments 
on OCDMA coding, multiple-access interference (MAI) cancellation techniques, 
transceiver architectures and applications. A wide investigation showed that the 
current state of OCDMA networks inherently suffers from high signal interference 
(caused by users’ simultaneous transmission) and thus cannot be scaled to a large 
number of users. In order to relax the effect of user interferences, we have proposed a 
novel spreading code in Chapter 3 referred to as the double padded modified prime 
code (DPMPC) which can be used in both coherent and incoherent OCDMA systems. 
Furthermore, based on the correlation properties of the DPMPC, we have introduced a 
novel co-channel interference (i.e. MAI) cancellation technique that consequently 
improved the network capacity. The DPMPC assists the OCDMA to operate in more 
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secure regime under the longer code-length. It can also raise the system performance 
by increasing auto-correlation peak that enhances the detection process at the 
receiver in which reduces MAI and accordingly bit-error rate (BER). 
The detailed performance of DPMPC when applied to an incoherent PPM-OCDMA 
network is explained in Chapter 4. Three different types of receivers including (i) 
simple receiver (ii) receiver with MAI cancellation and (iii) receiver with Manchester 
coded MAI cancellation, have been analysed. The results indicated that receivers with 
the DPMPC are able to accommodate greater number of simultaneous users (up to 40-
50% of total users depending on P, the prime number) as well as low error-rate and 
less power consumption as compared with existing coding schemes. 
We have also analysed the DPMPC in overlapping PPM (OPPM) architecture in Chapter 
5 taking into account the effect of self-interferences (SI) which degrades the 
performance of such a system. Finally, the throughput limitations of PPM and OPPM 
schemes are studied and evaluated. As observed in Chapter 5, the overlapping index 
plays a significant role in the improvement of the system performance. Both PPM and 
OPPM transceivers employed Manchester coding and it was shown when the signal 
multiplicity restricts the system implementation, Manchester coding is able to recover 
this limitation at the cost of transceivers bandwidth. The performance of the OPPM-
OCDMA transceivers with Manchester coding indicated that the system can 
accommodate easily up to 50-60% (depending on P, prime number) simultaneous 
users under the lowest error-rate ( 910−<< ). 
To examine the DPMPC performance in coherent OCDMA, we have analysed 
homodyne and heterodyne transceivers with dual-balanced detection in Chapter 6. 
Chapter 10. Conclusion and Future Work 
 248 
The homodyne scheme utilised either a Mach-Zehnder interferometer (MZI) as an 
external phase modulator (i.e., MZM) or a distributed feedback (DFB) laser diode 
whose driving current phase-modulated the data signal (so–called injection-locking 
method). Accordingly, employing the DPMPC outperformed the conventional bipolar 
codes regarding flexible code-lengths and accommodating more simultaneous active 
users. The limited phase excursion, generated by injection-locking method, caused 
several complications including: (i) requirement of separate phase tracking as it can no 
longer be accomplished simultaneously with phase modulation, (ii) requirement for 
estimation and removal (or minimisation) of the dc-bias level in the detector output, 
and (iii) the signal in this method degrades 1.2 dB in total at transmitter and receiver. 
The overall performance of the transceiver showed that by employing DPMPC the 
system not only becomes more power efficient but also enhances the network 
capacity as compared with the commonly used Gold-sequences or optical orthogonal 
codes. 
A novel multiple user interference cancellation technique taking advantage of the 
DPMPC correlation properties, which simplified the receiver structures in the FSK-
OCDMA network, was proposed and analysed in Chapter 7. The coherent FSK 
modulation along with incoherent demodulation (i.e. hybrid-detection method) using 
arrayed-waveguide-grating has been examined. It was observed that the cancellation 
method, as compared with existing techniques, has provided lower error-rate and 
higher bit-rate. Additionally, the results indicated that when the bit-rate is constant its 
network capacity can be expanded. 
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The potential application of optical tapped-delay lines (OTDL) in conjunction with 
polarization-modulated OCDMA transceivers has been evaluate and analysed in 
Chapter 8. From a detailed analysis, we have obtained the system signal-to-noise ratio 
(SNR) and accordingly demonstrated the overall network BER performance. 
Furthermore, the transceivers design of the proposed two-dimensional (2D) 
frequency-polarization-modulated OCDMA has been proposed for the first time to the 
best of our knowledge. The generated signals have the advantage of spreading over 
higher dimension constellation which provides greater geometric distances between 
the transmitted signals. Since the polarization-modulated signals have the constant 
envelope, the transceivers are more robust to nonlinear fluctuations introduced by 
optical fibres. The results demonstrated that the binary combination of two 
modulations remarkably enhanced the transceivers performance as well as the 
security due to 2D advanced modulation in the optical domain. 
Chapter 9 unveiled the potential application of OCDMA in the passive optical network 
(PON) concept as OCDMA-PON architecture. The proposed architecture includes 
configurations of the transceivers, optical line terminals and optical network units. The 
network scalability as an important parameter based on power-budget which indicates 
the network ability to manage growing amounts of workload or users has been 
introduced and analysed. The results finally revealed that the proposed architecture is 
able to accommodate greater number of users which are quite distant from the central 
office (i.e. fibre-link distance) as compared with the schemes surveyed in the 
literature. 
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Finally, in Chapter 9 a novel IP traffic transmission over OCDMA network has been 
introduced and analysed. The channel utilisation, which has a significant impact on the 
network’s throughput, has been considered to evaluate the overall network 
performance. Since each IP packet is buffered only twice at the edge of the introduced 
transmission technique, the buffer delay is remarkably reduced as compared with 
traditional IP traffic managements. Since the optical encoder has been adjusted for 
number of packets that are belonged to the same user instead of getting tuned for 
incoming IP packet individually, thus the encoder adjusting time has been considerably 
reduced as well. 
Therefore, the major contributions of this thesis in the field of optical CDMA 
communications and network can be listed as follows: 
• A novel spreading code, i.e. DPMPC, appropriate for both incoherent [P1, P2]
1
 
and coherent [P3-P7] fibre-optic CDMA systems has been proposed. The DPMPC 
increased the accommodated number of simultaneous users as well as providing 
securer communication channel. 
• A novel co-channel interference cancellation technique [P8] has been introduced 
into the novel hybrid-detection FSK-OCDMA architecture that reduces the 
interference noise and accordingly enhances the overall system performance as 
well as the cost and power efficiency [P9]. 
• A novel two-dimensional hybrid frequency-polarization modulation taking 
advantages of vector property of lightwave has been introduced and employed 
                                                      
1
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into the OCDMA architecture for the first time to the best of our knowledge 
[P10-P14]. 
• And finally, a novel network node based on the proposed architectures, for IP 
traffic transmission over OCDMA networks has been proposed and analysed 
[P15, P16]. 
10.2 Future Works 
Specific topics for further works have been identified throughout the thesis and the 
focus of the development should be on the practical implementation of the 
modulators, correlators and finally transceivers. 
Additionally, to further improve the OCDMA communication link, forward error-
correcting (FEC) techniques like Turbo code can extremely reduce the co-channel 
interference and the error-rate. The progressive introduction of in-line optical 
amplifiers accelerated the use of FEC up to the point that it should be considered 
almost routine in optical communications [145]. Channel coding is seen as an efficient 
technique to reduce systems costs and to improve margins against various line 
impairments such as beat noise, channel cross-talk, or nonlinear dispersion [146]. On 
the other hand, the design of channel codes for optical communications poses 
remarkable challenges to the system implementations. Furthermore, the issue of 
decoding complexity should not be overlooked since data rates are intended to reach 
tens of gigabits per second and beyond, calling for FEC devices with low power 
consumption as well. Therefore, there is a need to investigate efficient and fast 
algorithms of FEC encoding/decoding for OCDMA communications. 
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From the networking side, the throughput of an OCDMA network at any instant of 
time depends on the sequences that are on the line at that time instant. The chip-
offset between any two sequences is defined as the difference in chip-times between 
the start of transmission of the sequences, this is so-called out-of-phase or 
asynchronous transmission. The interference depends on the exact sequences on the 
line and the chip-offsets with respect to each other at the decoder e.g. OTDL. As 
discussed in Chapter 9, when two (or more) transmitters send signals to the same 
receiver at the same time, a collision may occur. To prevent the collision in the 
asynchronous communication, a medium access control (MAC) protocol is required to 
fix the correct timing and packet-lengths depending on the network size and 
specifications [147]. 
Furthermore, the service-oriented optical network can be a research focused on the 
evolution of optical networks based on automated-switched transport network (ASTN) 
infrastructure. In particular, it defines a reference framework for a service-oriented 
architecture (SOA) by introducing the service-plane that is an intermediate functional 
plane which contains the intelligence for service provisioning [148, 149]. 
ASTN has a distributed control-plane (along with the centralised management-plane), 
which is able to provide dynamic connection to the client networks. Clients are able to 
request simple connectivity service through the user-network interface (UNI). The 
analysis of current UNI characteristics reveals some aspects that can be further 
improved. Currently, the UNI-signalling and UNI-data are more ASTN-specific rather 
than client-specific. Thus, they need an adaptation at the client network side. In other 
words, since OCDMA is a promising access technology for the future optical networks 
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[150, 151] and the quality-of-service policies are well established at various network 
layers, e.g. differentiated services (DiffServ) and Ethernet [58, 130, 131], a customer-
flexible service-oriented OCDMA network will be an intensive future research area. 
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