Stream water temperature is a key control of many river processes (e.g. ecology, 10 biogeochemistry, hydraulics) and services (e.g. power plant cooling, recreational use). 11
Tadnoll (2 sites, 2005 -2006 Edwards et al., 2009) LOwland CAtchment Research (LOCAR) project (17 sites, 2002 -2011 28 Wheater et al., 2006) . Because these original projects were focused on natural rivers, the 29 temperature data used herein may be considered as largely free from artificial influences (e.g. 30 no industrial use for cooling or heated effluent discharges). 31
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February of year y (e.g. for 1976 , December 1975 , January and February 1976 . Lastly, five 24 time series were derived from these data: one series per season at an annual time step (i.e. 25 winter 2000, winter 2001, winter 2002, etc.) , and one series with all seasons at a seasonal time 26 step (i.e. autumn 2000, winter 2000, spring 2000, etc) . These series and their related models 27 are referred to as thereafter 'autumn', 'winter', 'spring', 'summer', and 'all seasons'. 28 Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 Discuss., doi:10.5194/hess- -171, 2016 Manuscript under review for journal Hydrol. Earth Syst. Sci. Published: 14 June 2016 c Author(s) 2016. CC-BY 3.0 License.
To take into account the hierarchical nature of the water temperature dataset (e.g. sites located 23 on the same river), ML modelling was used to build linear models with water temperature as 24 the predicted variable, and the six climate variables as explanatory variables. When analysing 25 multiple-site datasets, there are two common alternatives: (a) performing one regression for 26 individual sites, or (b) one regression on all sites pooled together. On the one hand, site-27 specific regressions can make results highly uncertain (sites may have few data-points; fitting 28 numerous regressions is more prone to identify spurious relationships, ie Type II errors). 29
Thus, drawing out general patterns (e.g. variation between sites, effect of site characteristics) 30 can be difficult. On the other hand, full pooling of sites ignores the clustering of samples 31
Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 Discuss., doi:10.5194/hess- -171, 2016 Manuscript under review for journal Hydrol. Earth Syst. Sci. Published: 14 June 2016 c Author(s) 2016. CC-BY 3.0 License. within groups, which may hide important differences between sites and may cause problems 1 with statistical inference (e.g. violation of the assumption of independence between samples, 2 sites with large or small numbers of samples equally influencing the model outcome). 3
To overcome these issues, ML modelling allows for the pooling of data from different sites 4 while taking into account the hierarchical data structure. A ML model has two components, 5 which correspond to generic patterns (i.e. similar to a regression on fully-pooled data) and to 6 level-specific patterns. The generic patterns, which are described by the explanatory variables 7 as in a standard regression, are called the 'fixed component' or 'fixed effects' of the model. 8
The unexplained variation between levels (i.e. site-specific patterns here) is termed the 9 'random component' or 'random effects'. The random component captures the fact that levels 10 may respond differently to a given predictor. 11
In our analyses, a three-level data structure was applied: individual observations (level 1) 12 nested within monitoring sites (level 2) nested within river stretches (level 3). In addition, a 13 time variable was included as a predictor to take into account any linear trend in the time 14 series. To avoid instability issues when fitting models, the predictors were centred (i.e. 15 predictor values minus their mean). and predictor parsimony (AIC corrected for small-size datasets, AICc was used). Selection 24 was done for the four seasonal series as well as the 'all season' series. In each case, the 25 random component giving the lowest AICc was retained. 26 Secondly, with the random component selected, the fixed component model selection 27 followed the MMI approach, which selects sets of 'good' models rather a single 'best' one. 28 Using a traditional model selection technique, like stepwise regression, the model with the 29 best (i.e. the lowest) AICc would be selected. This presents two issues: (a) due to thealgorithms underlying these types of selection techniques, some model formulations may end 1 up not being tested thus causing a sub-optimal selection; (b) given models with similar AICc 2 values have similarly good performance, it is not statistically correct to keep the lowest AICc 3 model only as the best model and discard the others. MMI addresses these issues by selecting 4 sets of good models. In practice, all possible combinations using from one to six of the 5 climate predictors described above are fitted. The resulting models are ranked based their 6
AICc. All models within four points of the lowest AIC are selected (Zuur et al., 2009) . With MMI, the role of each explanatory variable is assessed using its relative importance 18 (RI). For a given predictor, RI is calculated as the sum of the AICc weights of the models in 19 which that predictor is included. RI ranges from 0 (variable never included) to 1 (included in 20 all models). For example, results showed that the 'all seasons' model is based on two models 21 with AICc weights 0.74 and 0.26; the explanatory variable P is only included in the latter 22 model, hence its RI of 0.26, while the other five predictors are in both models and have a RI 23 of 1 (see Table 4 below). With MMI, RI is analogous conceptually to predictor significance, 24 assessed with p values, in a standard regression model. 25
Analysis of basin property influence 26
For those explanatory variables that were included in the random effects (i.e. different sites 27
can have different coefficients), any relation between site-specific coefficients and site basin 28 properties was investigated by using maps and scatter plots of coefficients against basin 29
properties, and by applying ANOVA to confirm observed patterns. For each coefficient and 30 basin property, ANOVA is comparing formally (a) a model assuming there is no difference in 31
Hydrol Second, all combination of the predictors in the fixed components were tested with MMI. The 25 number of models included in each final set as selected by MMI was: all seasons = 2; winter = 26 4; spring = 12; summer = 6; autumn = 14. With MMI, each set of models is summarised as an 27 'average model', for which a given variable coefficient is its average value over all models in 28 the set. The average model coefficients are presented in Table 4 . Thereafter, if unqualified, 29 the term 'model' means the average model for a given set of selected models.
colder WT (e.g. down to a minimum of -13.70% for all seasons model, -11.74% for summer); 23 its contribution decreases as WT becomes warmer (e.g. around -1% for most models). WS 24 contributions are more variable for colder WT (ie more scatter right-hand side plots; Fig. 5 All models flag a close association between AT and WT. This finding is consistent with the 25 literature: it is well documented that AT and WT are both influenced by similar climatic 26 drivers (e.g. incoming radiation), and tend towards thermodynamic equilibrium (Caissie, 27 2006) . Both variables consequently tend to co-vary positively, making AT a very useful 28 predictor (as it has been widely demonstrated in the literature; e.g. Webb and Nobilis, 1997), 29 although the association is partly causal only (Johnson, 2003) . SWR (insolation from sun) is 30 physically a positive input of energy; and it is appropriately captured in the models with 31 positive coefficients. In this study, LWR is the downward component of longwave radiation 32 (see Table 3 ). From an energy budget perspective, LWR therefore corresponds to a positive 33
Hydrol. Earth Syst. Sci. Discuss., doi:10.5194/hess-2016 Discuss., doi:10.5194/hess- -171, 2016 Manuscript under review for journal Hydrol. Earth Syst. Sci. stream type, one needs to distinguish between shaded (i.e. due to with riparian woodland or 23 topography) and exposed streams, with shaded streams behaving more like permeable 24 streams. Only basin-wide land cover information was available for 29 out of 35 sites: 27 25 basins are under 20% woodland. While one cannot exclude woodland being concentrated on 26 the riparian corridor of each site, it is sensible to assume the 35 sites have a mix of shaded and 27 exposed streams. Although it would explain the pattern with 'all seasons' SWR (more 28 shading, less incoming sun), the shaded headwater argument has to be considered 29 inconclusive in relation to the wider climate controls. 30
With regard to basin elevation, results can be summarised as follows: (i) 'all seasons' model, 31
WT in higher elevation basins is more sensitive to AT but less sensitive to SWR; (ii) winter 32
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