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ABSTRACT
Sunspots, as seen in white light or continuum images, are as-
sociated with regions of high magnetic activity on the Sun, visible
on magnetogram images. Their complexity is correlated with explo-
sive solar activity and so classifying these active regions is useful
for predicting future solar activity. Current classification of sunspot
groups is visually based and suffers from bias. Supervised learn-
ing methods can reduce human bias but fail to optimally capitalize
on the information present in sunspot images. This paper uses two
image modalities (continuum and magnetogram) to characterize the
spatial and modal interactions of sunspot and magnetic active region
images and presents a new approach to cluster the images. Specif-
ically, in the framework of image patch analysis, we estimate the
number of intrinsic parameters required to describe the spatial and
modal dependencies, the correlation between the two modalities and
the corresponding spatial patterns, and examine the phenomena at
different scales within the images. To do this, we use linear and non-
linear intrinsic dimension estimators, canonical correlation analysis,
and multiresolution analysis of intrinsic dimension.
Index Terms— sunspot, active region, intrinsic dimension,
CCA, clustering
1. INTRODUCTION
Sunspots are associated with active regions, which are areas of
locally increased magnetic flux on the Sun. The morphology of
sunspot groups and associated active regions is correlated with the
incidence of solar flares [1]. The current practice for identifying and
classifying sunspot groups is based on the Mount Wilson classifica-
tion scheme, which categorizes them by eye based on morphological
criteria present in continuum and magnetogram images. Such visual
classification introduces bias stemming from the artificial and sub-
jective nature of the discrete categorization. It also makes the study
of the sunspot group’s dynamic behaviour impractical.
Recent works [2, 3] have attempted to reproduce the Mount Wil-
son classification through automated procedures while [4] has em-
ployed multiresolution analysis to differentiate the various types of
active regions. While these approaches reduce the human bias, they
do not use the information present in sunspot images in an optimal
way. This paper presents for the first time a spatial correlation and
intrinsic dimension analysis of sunspot images and a new approach
to cluster the images. We use two image modalities (continuum
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and magnetogram) to characterize their spatial and modal interac-
tions for improved sunspot classification. To do this, we first address
three questions for umbral and penumbral regions of the sunspot. 1)
How many intrinsic parameters or degrees of freedom are required
to describe the spatial and modal dependencies? 2) What correlation
exists between the two modalities and what spatial patterns produce
that correlation? 3) What phenomena exist at different scales within
the images? We use this information to cluster the images by clus-
tering dictionaries learned from each image.
The paper is organized as follows. In Sec. 2, a description of the
dataset is provided. In Sec. 3, the intrinsic dimension of the joint im-
age is estimated using both nonlinear and linear methods. We also
perform a multiresolution analysis (MRA) of intrinsic dimension.
We then identify complex spatial and modal interactions at differ-
ent scales that are not visible to the naked eye by using canonical
correlation analysis (CCA) in Sec. 4. Section 5 then presents our
clustering approaches and results.
MRA has been used for many image applications including de-
noising and reconstruction [5], segmentation [6], and representa-
tion [7]. Many of these methods use a basis transformation and then
a linear decomposition of the transformed data. Our case differs in
that the sunspot images are vector valued (two modalities), possibly
non-linear, and nonstationary so standard linear MRA may not be
sufficient to capture the interactions between the two modalities.
2. DATA
The data used in this study are taken from the MDI instrument [8] on
board the SOHO Spacecraft. The active regions of the Sun are ob-
served using level 1.8 continuum (cont) and level 1.8 magnetogram
(mag) images. Active regions are selected within 30 degrees of the
solar meridian to avoid strong projection effects. Expertly gener-
ated masks marking the location of the umbra and penumbra of the
sunspots are available for each set of images [9]. Information about
the sunspot groups such as Mount Wilson class labels, Zurich class
labels, and sunspot group longitudinal extent comes from the Solar
Region Summary reports compiled by the Space Weather Prediction
Center of NOAA http://www.swpc.noaa.gov/ftpdir/forecasts/SRS/.
Similarly to [10, 11, 12], we use image patch features to account
for spatial dependencies using square patches of pixels. Thus if an
image has n pixels and we use a 3× 3 patch, the corresponding cont
data matrix X is 9 × n where the ith column contains the pixels in
the patch centered at the ith pixel. The mag data matrix Y is formed
in the same way and the full data matrix is Z =
(
XT Y T
)T .
While we have applied our analysis to a large corpus of sunspot
images, two specific images are used to illustrate our results: a re-
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Fig. 1. Cont (top) and mag (bottom) images. Left to right: single
spot, multiple spots.
Fig. 2. Masks for the single spot and multiple spot images extracted
by solar sunspot experts. Interior = umbra, exterior = penumbra.
gion with a single sunspot and a region with intense magnetic activ-
ity and multiple sunspots. The images and masks are given in Figs. 1
and 2, respectively.
3. INTRINSIC DIMENSION ESTIMATION
To determine the number of intrinsic parameters or degrees of free-
dom required to describe the spatial and modal dependencies, we es-
timate the local intrinsic dimension of the joint 3× 3 patches, which
lie in an extrinsic Euclidean space of 18 dimensions. We investigate
two different methods for estimation of intrinsic dimension: the first
is appropriate to linear subspaces while the second is appropriate to
any (linear or non-linear) smooth subspace. The linear method we
use is principal component analysis (PCA). PCA finds a set of lin-
early uncorrelated vectors (principal components) that can be used
to represent the data. The principal components are the eigenvectors
of the covariance matrix Σ =
(
Σxx Σxy
Σyx Σyy
)
, where x and y
are random vectors, x is a patch from the cont image, and y is the
corresponding patch from the mag image. The eigenvalues indicate
the amount of variance accounted for by the corresponding principal
component. A linear estimate of intrinsic dimension is the number of
principal components that are required to explain a certain percent-
age of the variance. To account for differences between the umbra,
penumbra, and background, PCA is performed separately on those
areas using the masks provided in Fig. 2.
The nonlinear method we use is a k-NN graph approach
with neighborhood smoothing [13] which is as follows. For a
set of independently identically distributed random vectors Zn =
{z1, . . . , zn} with values in a compact subset of Rd, the k-nearest
neighbors of zi in Zn are the k points in Zn\{zi} closest to zi as
measured by the Euclidean distance || · ||. The k-NN graph is then
formed by assigning edges between a point in Zn and its k-nearest
neighbors and has total edge length defined as
Lγ,k(Zn) =
n∑
i=1
∑
z∈Nk,i
||z − zi||γ ,
Fig. 3. k-NN estimate of local intrinsic dimension (mˆ(i), where i
indexes over image pixels) of the single sunspot (left), and multiple
sunspot (right) images. The standard deviation across iterations for
each pixel is generally less than 1.
where γ > 0 is a power weighting constant and Nk,i is the set of k
nearest neighbors of zi. The asymptotics of Lγ,k(Zn) are given in
the following theorem [14]:
Theorem 1 Let (M, g) be a compact smooth Riemannm-dimensional
manifold. Suppose z1, . . . , zn are i.i.d. random elements ofM with
bounded density f relative to µg . Assume that m ≥ 2, 1 ≤ γ < m
and define α = (m− γ)/m. Then
lim
n→∞
Lγ,k(Zn)
nα
= βm,Lγ
ˆ
M
fα(z)µg(dz) a.s.,
where βm,Lγ is a constant independent of f andM.
Theorem 1 says that the total edge length of the k-NN graph
increases in n at a sublinear rate nα with α < 1, where α is re-
lated to the intrinsic dimension m of the manifoldM. The sublin-
ear slope is closely related to the Rényi entropy Hα(f) = (1 −
α) ln
´
M f
α(z)µg(dz) of the density f on the manifold. Then for
large n:
Lγ,k(Zn) = n
α(m)c+ n,
where c is a constant with respect to α(m) that depends on the Renyi
entropy of the distribution of the manifold and n is an error term
that decreases to zero a.s. as n → ∞ [14]. Using this expression, a
global intrinsic dimension estimate mˆ is found using non-linear least
squares over different values of n [13].
To find a local estimate of dimension at a point zi, the algorithm
is run over a smaller neighborhood about zi. However, this can re-
sult in highly variable estimates of dimension for nearby points. This
variance can be reduced by smoothing the intrinsic dimension esti-
mate by majority voting in a neighborhood of zi. Specifically,
mˆ(zi) = mˆ(i) = arg max
l
∑
zj∈Ni
1(mˆ(zj) = l),
where 1(·) is the indicator function and Ni is the neighborhood of
zi [13]. We use |Ni| = 6.
To account for variance due to random paths, we run the algo-
rithm 20 times per image. Figure 3 gives the mean of the estimated
local dimension for each image using a 3×3 patch. Most of the back-
ground of the single sunspot image has estimated dimension varying
between mˆ = 9 or 10, which is consistent with estimates obtained
throughout pure background images (not shown). However, there are
regions with magnetic activity outside of the main sunspot (magnetic
fragments) that have lower estimated dimension mˆ ≈ 5, or 6. The
sunspot also has lower dimension (mˆ ≈ 3−5) than the background.
This is expected since the background has less structure compared
to the sunspots and magnetic fragments. Similar results are obtained
for the multi-spot image.
Background Penumbra Umbra
Single Spot k-NN 8.9 4.5 3.4
Single Spot PCA 10.1 4.3 6.3
Multiple Spots k-NN 8.6 4.8 4.0
Multiple Spots PCA 8.9 4.8 3.4
Table 1. Estimated intrinsic dimension for multiple images with sin-
gle sunspots and multiple sunspots using k-NN or PCA. PCA values
correspond to a 97% threshold.
Fig. 4. Estimated intrinsic dimension using PCA (left) and the aver-
age mˆ using the k-NN method (right) within each region as a func-
tion of scale for three single sunspot images. The error bars corre-
spond to a single standard deviation for the k-NN method and to the
95% and 99% thresholds for PCA (plot corresponds to 97%).
Table 1 gives the estimated intrinsic dimension for 20 images (10
with a single spot, 10 with multiple spots) extracted from the corpus
using both PCA and the k-NN method. For the k-NN method, the al-
gorithm is run 20 times per image and the mean is reported for each
region. For PCA, the intrinsic dimension based on a 97% threshold
averaged across images is reported. With the exception of the umbra
for single sunspots, the 97% PCA result is within one standard devi-
ation of the k-NN mean. Thus depending on the precision required,
linear methods may be sufficient to represent the spatial and modal
dependencies within most of the images. PCA and k-NN estimates
are in closer agreement for multiple sunspot images than for single
sunspots. Since the multiple sunspot images often have more mag-
netic fragments in the background than single sunspots, this suggests
that linear methods may perform better at representing these regions
compared to pure background.
To explore the existence of different phenomena at different
scales, we perform MRA on intrinsic dimension since the intrinsic
dimension estimates indicate the areas where the two modalities
are most correlated. Each scale (layer) is produced using a Haar
wavelet decomposition and reconstruction. We estimate the intrinsic
dimension at each layer for single sunspots using the two methods
discussed in Sec. 3. Both methods are used with 3 × 3 patches.
At the 0th and 1st layers, we average the results from three similar
images. At the 2nd layer, we analyze the combined data to ensure
enough samples within each region. The results using both PCA and
the k-NN method are given in Fig. 4.
The results for the initial resolution are consistent with Table 1.
As scale increases, mˆ decreases within the background while the
PCA estimate increases initially. Using the Jonckheere-Terpstra
trend (Jtrend) test [15] shows that both relationships are significant.
Since noise generally has a higher dimension, this suggests that
increasing the scale in the background effectively denoises the data
for the k-NN estimate. Within the penumbra, mˆ decreases initially
and then increases while the PCA estimate increases consistently.
Fig. 5. Local estimated intrinsic dimension (mˆ(i)) of the single
sunspot image at different scales. L to R: 0th, 1st, and 2nd layers.
Within the umbra, both mˆ and the PCA estimate increase gradually.
The Jtrend test shows that all of these relationships are significant
except for the umbra PCA estimate. This is similar to [16] where the
entropy of certain image textures is found to be generally increasing
but nonmonotonically with scale.
Figure 5 shows mˆ of the single sunspot image at the different
scales. The background in the 1st layer appears to be a denoised ver-
sion of the estimate at the original resolution. Some of the magnetic
fragments are preserved and the remaining background is more uni-
form. Other trends in the images are consistent with Fig. 4. Similar
results are obtained for images with multiple sunspots.
4. CORRELATION OF CONT AND MAG IMAGES
As the results in the previous section indicate that linear methods
may be sufficient to represent the spatial and modal dependencies
within a sunspot, we analyze the linear correlation over patches. We
do this by using canonical correlation analysis (CCA). We perform
this analysis within the background, the umbra, and the penumbra of
each image while using different patch sizes.
CCA finds vectors ai and bi such that the correlation ρi =
corr(aTi x, b
T
i y) is maximized and the pair of random variables ui =
aTi x and vi = b
T
i y are uncorrelated with all other pairs uj and vj ,
j 6= i. The variables ui and vi are called the ith pair of canoni-
cal variables. The solution ai is the ith eigenvector of the matrix
Σ−1xxΣxyΣ
−1
yyΣyx. The vector bi is found similarly [17].
The variables u1 and v1 for the single sunspot image using dif-
ferent patch sizes are given in Fig. 6. u1 and v1 are calculated sepa-
rately for the background, umbra, and penumbra and the first canon-
ical correlation is approximately 0.25, 0.95, and 0.9 respectively
using a 3 × 3 patch. The areas with highest correlation (in magni-
tude) are primarily around the edges of the penumbra and umbra as
well as the magnetic fragments. Some of the magnetic fragments are
highly positively correlated while others are highly negatively corre-
lated. This correlation suggests that classification algorithms should
process both modalities together for optimal performance.
As patch size is increased, the contrast in the images generally
increases at the expense of blurred edges. Thus multiple patch sizes
may be used to identify the regions with greatest correlation.
5. CLUSTERING OF SUNSPOT IMAGES
We applied the image patch analysis discussed in Secs. 2-4 to unsu-
pervised classification of sunspot images over the corpus of sunspot
images. First, we extract a 320 square pixel region centered on each
sunspot group. This results in 509 sunspot group images taken from
about 400 pairs of images. We then form a data matrix for each
sunspot group image using either pixel patches as described previ-
ously or the canonical variables ui and vi. Next we use dictionary
learning on each individual data matrix. Our intrinsic dimension
analysis of the corpus in Sec. 3 implies that the umbra, penumbra
Fig. 6. Canonical variable images using different patch sizes of the
single sunspot image. Left to right: 1 × 1, 3 × 3, and 5 × 5 patch.
u1 (top) and v1 (bottom).
and magnetic fragments of the images can be well approximated lin-
early (via PCA) by 7 dimensions or less. Hence we use linear dic-
tionary learning models and restrict the size of the dictionaries to be
less than or equal to 7. We then treat each learned dictionary as a
single vector and use spectral clustering methods on these vectors to
classify the images into distinct groups.
The clustering algorithm we use is the EAC-DC method in [18]
which scales well for clustering in high dimensions. EAC-DC clus-
ters the data by using a metric based on the hitting time of two Mini-
mal Spanning Trees (MST) grown sequentially from a pair of points.
Consensus spectral clustering is then applied to an ensemble of the
resulting dual rooted MSTs. This method was found to be robust and
competitive with other clustering algorithms [18].
To aid in interpreting our clustering results, we compare them to
the Mount Wilson labels with five classes: beta (1), alpha (2), beta-
gamma (3), beta-gamma-delta (4), and beta-delta (5). The normal-
ized mutual information (NMI) and adjusted Rand index (ARI) of
the Mount Wilson labels and our results using PCA to learn the dic-
tionary from image patches are 0.11 and 0.03, respectively. This low
correspondence is expected since our clustering approach is based on
local image patch features while the Mount Wilson labeling scheme
focuses on global features e.g. the polarities present in the group and
whether they can be separated spatially with a line.
To visualize the images in low dimension, we projected the sim-
ilarity matrix created by the dual rooted MSTs onto the eigenvectors
of the normalized Laplacian of the similarity matrix, i.e. multidi-
mensional scaling [19]. Figure 7 gives a scatter plot of c1 vs. c2
(top) and c3 vs. c2 (bottom) where ci is the projection onto the ith
eigenvector. The points are labeled according to the clusters (left)
and the Mount Wilson labels (right). The plots show that three clear
groups of points are clearly visible and linearly separable. The plots
on the left show that clusters 1, 4, and 5 are connected tightly while
clusters 2 and 3 appear to be disconnected. In contrast, the Mount
Wilson labels are mixed throughout the three point clouds. However,
there are still some patterns present. For example, there are small
groups of alpha images (labeled 2) located on the left and right ends
of the top and bottom point clouds in the top right plot suggesting
that our clustering method finds distinct features of the images.
There is also some correlation with our results and the longi-
tudinal extent of the sunspot group: cluster 2 includes only smaller
groups with longitudinal extent less than 5 degrees while cluster 3 in-
cludes only medium to large groups (extent greater than 6 degrees).
Comparing our results to the Zurich class labels, which depend more
on longitudinal extent, gives NMI and ARI of 0.16 and 0.05 respec-
tively which is slightly higher. This further demonstrates the value
of our clustering approach as it has some physical interpretability.
We also clustered the images by learning the dictionary on the
Fig. 7. Plots of c1 vs. c2 (top) and c3 vs. c2 (bottom) where ci
is the projection of the similarity matrix onto the ith eigenvector
of the normalized Laplacian. Points are labeled according to our
clusters using the EAC-DC algorithm (left) and the Mount Wilson
labels (right). This shows that the intrinsic spatial features are quite
different from those used in the Mount Wilson classifications.
canonical variables using PCA and by learning the dictionary on the
image patches using the method in [20]. The results from these ap-
proaches correspond even less with the Mount Wilson labels (NMI<
0.08, ARI< 0.03) although all three methods resulted in little corre-
spondence (NMI, ARI≈ 0) with each other. This is expected since
CCA only focuses on those regions where the two modalities are
highly correlated while the method in [20] can result in dictionaries
with different sizes. Viewing plots of the projections ci as in Fig. 7
also shows clearly separable clusters indicating that combining these
methods may result in improved clustering.
6. CONCLUSION
We found the intrinsic dimension of the joint continuum and mag-
netogram patches to be lower within the sunspot and magnetic frag-
ments than in the background suggesting stronger spatial and modal
correlations. CCA indicates that the areas that are most coupled
are the magnetic fragments and the transition regions between back-
ground, penumbra, and umbra. Further work is required to evaluate
the magnetic fragments systematically.
The projections of the similarity matrix onto the eigenvectors
of the normalized Laplacian show that the mapping of the image
dictionaries using the dual rooted MSTs results in clearly separable
regions which can be clustered. While the NMI and ARI of the clus-
tering results and the Mount Wilson classes is low, some patterns
are present. Also, the clustering of image patch dictionaries using
PCA is related somewhat with the longitudinal extent of the sunspot
groups suggesting some physical interpretability. Future work in-
cludes clustering using combined image patch and CCA data as well
as global and long range spatial features such as those used for the
Mount Wilson scheme.
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