We consider an elliptic problem of Ambrosetti-Prodi type involving critical Sobolev exponent. We prove that this problem has solutions blowing up near the boundary of the domain.
Introduction
In this paper, we continue to investigate the multiplicity of solutions for the following elliptic problem involving critical Sobolev exponent where Ω is a bounded domain in R N , λ and s 1 will be specified later, λ 1 is the first eigenvalue of (− , H 1 0 (Ω)), ϕ 1 > 0 is the eigenfunction corresponding to λ 1 with max y∈Ω ϕ 1 (y) = 1, u + = max(u, 0) and 2 * = 2N/(N − 2), N 3.
Problem (1.1) is a kind of Ambrosetti-Prodi problem. Since the early 1970s, it has been a problem of considerable interest to understand the existence and the number of solutions of the following elliptic problems of Ambrosetti-Prodi type: t = μ > λ 1 . Here μ = +∞ and ν = −∞ are allowed. It is well known that the location of μ, ν with respect to the spectrum of (− , H 1 0 (Ω)) plays an important role in the existence of solutions for problem (1.1). See, for example, [1, 4, 5, [8] [9] [10] [13] [14] [15] [18] [19] [20] , and especially [3, 11] for a survey. Let 0 < λ 1 < λ 2 · · · λ i · · · be the eigenvalues of the Laplacian operator − in a bounded domain Ω, subject to the Dirichlet boundary condition. In the pioneering paper [1] , Ambrosetti and Prodi showed that if 0 < ν < λ 1 < μ < λ 2 , and g(t) is convex, then (1.2) has exactly two solutions fors > 0 large enough. On the other hand, if λ 2 < μ < λ 3 , it was proved by Hofer [12] and Solimini [21] that if s > 0 is large enough, then (1.2) has four solutions. In view of the results in [1, 12, 21] , Lazer and McKenna made a conjecture in [13] that if μ = +∞ and g(t) does not grow too fast at infinity, (1.2) has an unbounded number of solutions ass → +∞.
There were several works relating to the Lazer-McKenna conjecture in the partial differential equation setting. Firstly, Breuer, McKenna and Plum showed in [3] that (1.2) has at least four solutions if g(t) = t 2 and Ω is the unit square in R 2 by using a partially numerical method. Secondly, Dancer and the second author proved in [6] that the Lazer-McKenna conjecture is true if g(t) = |t| p , where p ∈ (1, +∞) for N = 2, p ∈ (1, (N + 2)/(N − 2)) for N 3. We remark that for the nonlinearity g(t) = |t| p , ν = −∞ and μ = +∞. In the case that ν is finite, it is shown in [7] that the Lazer-McKenna conjecture is also true if g(t) = t p + + λt, λ ∈ (−∞, λ 1 ), N 3 and p ∈ (1, (N + 2)/(N − 2)).
We assume that λ and s 1 satisfy one of the following conditions:
( 1 ) λ ∈ (0, λ 1 ) and s 1 > 0; ( 2 ) λ ∈ (λ i , λ i+1 ) for some i 1, and s 1 < 0.
In [16] , we proved that the number of the solutions of (1.1) is unbounded as |s 1 | → +∞, if N 7 and λ and s 1 satisfy ( 1 ) or ( 2 ). Thus, the Lazer-McKenna conjecture is true for (1.1) if N 7 and λ ∈ (0, λ 1 ). The solutions obtained in [16] blow up at some points near the maximum points of the function ϕ 1 . In this paper, we will construct solutions for (1.1), which blow up near some points on the boundary. We can obtain these solutions if N 6. Obviously, these solutions are different from the those obtained in [16] . Especially, we also show that the Lazer-McKenna conjecture is true for the nonlinearity in (1.1) if N 6 and the domain Ω is a ball.
It is easy to see that (1.1) has a negative solution
The aim of this paper is to find solutions for (1.1) with the form u s 1 + u, where u satisfies 
In [11] , it was proved that (1.1) has a mountain pass solution if N 7. Here, we prove not only the existence of a mountain pass solution if N 6, but we also give the profile of this solution as s 1 → +∞. Moreover, it follows from Theorem 1.1 that (1.1) has more solutions if ∂Ω has more connected components. See also Remark 2.4.
By (i) of Theorem 1.3, we have μ s d(x s , ∂Ω) → +∞ as s → +∞. Thus, the limit problem corresponding to the mountain pass solution of (1.3) is a problem in R N . This result presents a striking difference between the critical case and the subcritical case, where the limit problem corresponding to the mountain pass solution is a problem in half space. See [6] . This paper is arranged as follows. In Section 2, we will use the reduction method to prove Theorems 1.1 and 1.2. In Section 3, we will prove the existence of mountain pass solutions for (1.1) if s 1 and λ satisfy ( 1 ). We put all the basic estimates in Appendices A and B.
Construction of solutions blowing up near the boundary
In this section, we assume that N 6. For anyx ∈ R N ,μ > 0, denote
where c 0 > 0 is the constant such that Ux ,μ satisfies − Ux ,μ = U 2 * −1
x,μ . In this paper, we will use the following notations:
Let P Ux ,μ be the solution of
For s > 0 and k ∈ N, let
where τ > 0 andc 0 > 0 are small constants, andc 1 > 0 is a large constant,
We will prove that (1.3) has a solution of the form So we first prove that there is an s 0 > 0 such that for any s s 0 , k ∈ N and for any fixed
Then we locate (x s , μ s ) such that 
where σ > 0 is some constant.
Proof. By the Lagrange multipliers theorem, (2.2) is equivalent to that ω s,x,μ,k ∈ E x,μ,k is a critical point of J s (x, μ, ω) in E x,μ,k with respect to ω.
For each (x, μ) ∈ M s,k , we expand J s (x, μ, ω) at ω = 0 as follows:
and R s,x,μ (ω) collects all the other terms, and satisfies
Thus, to find a critical point for J s (x, μ, ω) in E x,μ,k with respect to ω is equivalent to solving
Then F (0, 0) = 0 and
C. It follows from the implicit function theory that for each l ∈ E x,μ,k with l small, there is a unique
On the other hand, since
where o(1) → 0, as l → 0, we can deduce that
By Lemma B.1, we see that for any Proof of Theorem 1.1. Take k = 1. Let
where ω s,x,μ,1 is the map obtained in Proposition 2.1 with k = 1.
Let H (y, x) be the regular part of the Green's function of − in Ω, subject to the Dirichlet boundary condition. It is well known that there is a constantc > 0, such that
See, for example, [17] . Thus, from Proposition A.2, we have
wherex ∈ ∂Ω is the point such that |x − x| = d. Consider the following problem
where
Let (x s , μ s ) be a minimum point of problem (2.7). We will prove that (x s , μ s ) is an interior point of M s, 1 . Thus (x s , μ s ) is a critical point of K(x, μ).
So, (2.6) can be rewritten as
We have
It follows from (2.9)-(2.11) that for each fixed a, f (a, b, t) attains its global minimum at
Moreover,
.
So, we see that the function f (a, b, t) attains it global minimum on the set
at the unique point
Let x * ∈ Γ be a point with −
=ā. By our assumption, x * is an interior point of Γ . Definex
is the unique minimum point of f (a, b, t), we deduce from the above relation that
as s → +∞. Assumex s → x 0 . Then from (2.13), we see
Thus, by our assumption, x 0 is an interior point of Γ . So, ifc 0 > 0 is small, andc 1 
Next, we prove Theorem 1.2. We will deal with a more general case. Let O(N ) be the set of orthogonal matrices in R N . For any y ∈ R N , write y = (y , y ), with y ∈ R N , y ∈ R N − N , 1 N N . We assume that Ω satisfies:
( 1 ) There are a constant N and a finite cyclic group
where g ∈ O(N ) with g k = id for some integer k > 1, such that g(0, y ) = (0, y ), GΩ = Ω, and g i y = y, for any y 
If Ω is a ball in R N , we can take N = 2, and g the rotation of angle 2π/k in R 2 . Then, Theorem 1.2 follows from Theorem 2.2.
In the rest of the section, we prove Theorem 2.2. Let us point out that Theorem 2.2 is a symmetric version of Theorem 1.1. Before we prove Theorem 2.2, we need the following lemma.
Lemma 2.3. For any
Moreover, the corresponding constants A j and B jh in (2.2) satisfy
16)
for some constants A and B h , and
Proof. For any function ξ , denoteξ(y) = ξ(gy ), where g is a mapping from R N to R N . Then, it is easy to see that if ξ ∈ E x,μ,k , thenξ ∈ E x,μ,k . Moreover, for any η ∈ E x,μ,k , we have 
Consider the following linear systems: On the other hand, by the symmetry of the domain, it is easy to check that for i = 2, . .
So, (2.20) and (2.21) imply that (2.18) and (2.19) also hold for i = 2, . . . , k,h = 1, . . . , N .
Since
and
So, both the left-hand and right-hand sides of (2.19) 
It follows from Proposition A.3 that we have 
Profile of the mountain pass solutions
In this section, we will analyse the profile of the mountain pass solution. Let
I s (tu).
First, we have: 
I s (tP U x,μ ).
It follows from Proposition A.2 that for any x ∈ Ω with d(x, ∂Ω) c > 0,
On the other hand, let t x,μ be the number such that I s (t x,μ P U x,μ ) = max t 0 I s (tP U x,μ ). Then, it is easy to deduce that there are constants +∞ > t 1 > t 0 > 0, such that t x,μ ∈ [t 0 , t 1 ].
Since t x,μ is the maximum point of max t 0 I s (tP U x,μ ), we have
Similar to the proof of Proposition A.2, we see that (3.2) can be rewritten as
which gives
As a result, 
where o M (1) → 0 as M → +∞, we see that u satisfies − u − λu = 0, which implies u = 0 because λ < λ 1 It follows from (3.5) that
Thus w = 0. This is a contradiction. Suppose that ν 0 = 0. Then
Thus w = 0. This is a contradiction. Suppose that ν 0 ∈ (0, +∞). Then, from (3.6), we obtain
On the other hand, for any nontrivial solution w of (3.7), lett > 0 be the constant, such that
Then, we have 
This is a contradiction to (3.8). Thus, ν 0 ∈ (0, +∞) is impossible. 2 Lemma 3.6. As s → +∞,
Proof. We divide the proof into three steps.
Step 1. We prove that sμ
is bounded, and
Thus, we may assume that there is a w ∈ D 1,2 (R N ), such that
and w satisfies
if sμ 
From (3.11) and (3.14), we see that
Step 2. We prove that for any R > 0 large,
We have (1), (3.20) which is equivalent to
Step 3. As s → +∞,
By steps 1 and 2, we have 
Thus, (3.23) follows. For any (x, μ) ∈ M s,1 , it follows from (3.4) that
Then, (3.25) is equivalent tof 
Proof. This result is known. See [17] . 2 Proposition A.2. Assume N 5. We have
, where
σ is some positive constant, and
Proof. By Lemma A.1, we have
On the other hand, since N 5, we have
(A.5)
Combining (A.3)-(A.5), we are led to
It is easy to see that the result follows from (A.1), (A.2) and (A.6). 2
Proof. It follows from [16, Proposition A.3] that Proof. We just sketch the proof of the above claim, since it is similar to [16] . We argue by contradiction. Suppose that there are s n → +∞, (x n , μ n ) ∈ M s n and ω n ∈ E x n ,μ n ,k , such that Since λ is not an eigenvalue, we obtain ω * = 0. Thus Ω ω 2 n = o(1), which, together with (B.9), gives
This is a contradiction. 2
