In this supplement, we survey several models in the current literature of both Theory of Evolutionary Computation and Population Genetics and analyse how well our framework fares at being able to implement them.
It should be noted that the purpose of our model is to identify structural similarity between models in population genetics and evolutionary computation. The ultimate goal of this is to initiate a transfer of results, methods and tools between the two fields. As such, we limited the scope of our framework to discrete finite search spaces, since it seems that most theoretical results focus on these. Virtually all papers in the Theory track at GECCO (the major conference on Evolutionary Computation) can be represented in our framework. Here, we chose to look at papers from the Evolutionary Computation at large, namely several issues of both IEEE Transactions of Evolutionary Computation and Evolutionary Computation Journal. This literature includes many examples of algorithms that are used for practical purposes, which have very little theory behind them. Moreover, many models in this literature deal with continuous search spaces, which are not formally included in the current framework. The major difficulty in including these models is formal: the fact that property V1 and M2 do not carry immediately to continuous spaces. The spirit of these properties, that define variation operators in general, and mutation operators in particular, is easy to understand intuitively:
Property V1 states that variation operators should generate diversity isotropically or symmetrically. For continuous spaces this could be formalized by demanding that mutation operators generate symmetric distributions of genotypes.
Property M2 states that repeated applications of the mutation operator should be able to generate the whole of the search space. The equivalent for continuous spaces could be defined in terms of distributions: repeated applications of the mutation operator should have as a limiting distribution the uniform distribution over the whole search space.
As such, it seems feasible that analogous properties could be formally defined for continuous spaces but at the cost of significantly increasing the mathematical complexity of the framework. The same is true for papers focusing on genetic programming or other algorithms whose search space is tree-based: including them would significantly increase the mathematical complexity of the framework.
Many of the models in the PG literature deal with structured populations. Even though we do not define the necessary migration operators, the framework can represent these models since it represents populations as "sequences", which extend the notion of sets so that duplicate elements can co-exist and also that their order (position in the sequence) is important. As such, structured populations can be represented by a partition of the population sequence. Migration operators would be aware of this partition and their function is simply to move individuals between these partitions. Again, we chose not to include this extension here in order to avoid unnecessary mathematical complexity.
Below is a breakdown of the numbers of relevant papers, if they can be casted without modifications to the framework, or if they need the continuous extension. Since the algorithm is not fixed to solve any particular problem the search space is not defined. Variation operators:
Crossover and mutation operators are named in the pseudo-code but not defined in more detail due to the generality of the model. The variation operator samples a solution according to a distribution so it is akin to a mapping from distribution to population space.
Selection operators:
Selection operator incorporates functionalities such as feasibility and desirability
Notes:
an EDA with some extra features that establishes feasibility and other desirability factors that might guide the algorithm "The Dynamics of Self-Adaptive Multirecombinant Evolution Strategies on the General Ellipsoid Model" by Beyer and Melkozerov [20] Search space:
continuous n loci Variation operators:
Variation operator moves the solution to a random direction for a normally distributed step size that also depends on a solution component (mutation strength).
Selection operators:
The next generation keeps the average of best µ of λ solutions. Notes:
subset of the EDA model, continuous "Automated Map Generation for the Physical Traveling Salesman Problem" by Perez et al. [21] Search space:
real valued variables, coordinates of a set of waypoints, coordinates of a set of obstacles, a starting point. The algorithm (CMA-ES) keeps a multivariate normal distribution with a vector for mean and a vector for covariance. 
