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Introduction
The subject of this thesis lies at the crossroads of several mathematical domains. Whereas
the initial motivation stems from physics, the techniques used to answer the problems
we have focused on in this manuscript are more algebraic and geometric in nature.
The starting point is the observation that the description of physical phenomena (be it
related to particles or fields) is often governed by equations which are described in terms
of a differential operator. A well-known example, which lies at the core of this thesis, is
the Laplace operator ∆x :=
∑m
j=1 ∂
2
xj . This is a second-order differential operator which
appears in a variety of problems in physics and engineering such as celestial mechanics,
the heat transfer problem, fluid dynamics, Maxwell’s equations describing electromag-
netism and even quantum mechanics. From a purely mathematical point of view, this
operator has given rise to a branch of analysis which is called harmonic analysis.
The Laplace operator has certain invariance properties, which can best be explained in
terms of ’symmetry’. Mathematically speaking, this is usually done in terms of groups
and algebras. In the first part of this thesis, we will focus on the rotational invariance of
the Laplace operator. We will show that this operator is part of an algebraic structure
which is crucial in the theory of Howe duality (see below). What matters for the second
part is the observation that the Laplace operator is not only rotationally invariant, but it
is an example of a whole range of differential operators which are conformally invariant.
The existence of these operators follows from purely mathematical considerations, but
they appear in modern theoretical physics when describing the behaviour of so-called
higher spin particles. In this thesis, we have focused on a particular family of such oper-
ators: the higher spin Laplace operators, for which the easiest example (the lowest spin
number) is precisely the classical Laplace operator. Most of our results are describing
a particular case (a toy model, so to speak, for which the explicit calculations are still
manageable), but also for the most general case we have obtained some partial results.
As already mentioned before, the Laplace operator is a rotationally invariant opera-
tor and it turns out that the intersection of its kernel with the space Pk (Rm,C) of
homogeneous polynomials of degree k defines an irreducible representation of the or-
thogonal group SO(m), see e.g. [51, 53]. This generalises the spherical harmonics in
dimension 3, which appear in quantum mechanics. The space P (Rm,C) of C-valued
polynomials has a specific role in the setting of representation theory (see below). As
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we have already demonstrated above, particular subspaces of P (Rm,C) can be used as
models for (irreducible) representations of various Lie groups. Not only is the space
of polynomials important in algebra, but it is also one of the most important function
spaces in analysis: it is a dense subspace of for instance the space of smooth functions
(which is crucial in approximation theory). The Laplace operator and its principal sym-
bol |x|2 := ∑mj=1 x2j span a Lie algebra isomorphic to sl(2) and the universal enveloping
algebra of this algebra contains all SO(m)-invariant operators that act on C-valued poly-
nomials [53, section 5.6]. The space of C-valued polynomials can thus be decomposed
into irreducible representations for the product sl(2) × SO(m), which is called a Howe
dual pair [53, 58, 59]. When restricting to homogeneous polynomials, this is an example
of a Fischer decomposition.
While the first section of chapter 2 focusses on introducing the necessary background to
formulate all of these results, in the second section the generalisation of the Howe dual-
ity theorem to the case of polynomials in two vector variables (x, u) ∈ R2m, sometimes
referred to as a matrix variable, will be discussed. Although the techniques developed
in the thesis can be generalised to any number of variables, we have (mostly) focused on
the case of two vector variables. Indeed, in two vector variables, the computations for
the proofs are still manageable while in more vector variables, the computations are a lot
more involved and sometimes even impossible. In the case of two vector variables, the
algebra of SO(m)-invariant operators is U(sp(4)) and the decomposition of P (R2m,C)
is again described by a Howe dual pair, namely sp(4) × SO(m). However, the Laplace
operator should now be replaced by a set of operators in sp(4) and there are several
possibilities, all of which contain the Laplace operators in both variables x and u:
(i) Intersecting the space Pk,l (Rm,C) of homogeneous polynomials in two vector vari-
ables with the kernels of the positive root vectors in sp(4) yields an irreducible
SO(m)-representation. The vector space obtained in this way is the so-called space
of simplicial harmonics.
(ii) When intersecting the space Pk,l (Rm,C) with the kernels of a maximal set of
commuting operators in sp(4), the resulting space is no longer irreducible but it is
a crucial ingredient in Howe’s result (see section 2.2). We therefore call this the
space of Howe harmonics.
(iii) Finally, we can also consider the space of double harmonics, i.e.
P (Rm,C) ∩ ker (∆x,∆u) .
Note that the following inclusions hold:
simplicial harmonics ⊂ Howe harmonics ⊂ double harmonics.
The aim of the first part of this thesis is to develop an explicit decomposition algorithm
for polynomials in two vector variables. Whereas in the classical case this amounts to
ordering building blocks according to their degree of homogeneity, the situation in several
variables becomes more complicated as the following problems must be addressed:
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(i) we first need to define a suitable ‘ordering’ on the summands appearing in the
Fischer decomposition.
(ii) Then, we need to construct projection operators on the individual summands.
As a first approach, we will propose a new basis for invariant polynomials on which
a suitable realisation of the Lie algebra sl(2) acts (see section 2.3). Then, additional
creation and annihilation operators acting on these new basis vectors will be introduced
which leads to a decomposition of the space of SO(m)-invariant polynomials into irre-
ducible representations for the Lie algebra sl(2). Subsequently, we can decompose the
space P(R2m,C) of polynomials in two vector variables into tensor products of two sl(2)-
representations. However, as explained in section 2.4 in terms of an easy example, it
is impossible to obtain explicit projection operators to project on the irreducible sum-
mands within this setting.
Fortunately, this problem can be solved by proposing an alternative decomposition (see
chapter 3): first the classical (one variable) Fischer decomposition is used in the vari-
ables x ∈ Rm and u ∈ Rm separately to obtain polynomials in the space of double
harmonics. Then we need a decomposition algorithm to decompose such polynomials
into irreducible summands for the orthogonal group. To do so, we introduce a so-called
transvector algebra, which generalises the role played by the Lie algebra sp(4) as the
dual partner in the classical Howe duality. In section 3.2, a particular module for this
transvector algebra will be introduced which allows us to define an analogue of the clas-
sical Howe duality theorem. In this setting, the generators of the transvector algebra are
expressed in terms of embedding maps from spaces of simplicial harmonics to spaces of
double harmonics. These generators, which satisfy a set of quadratic relations, can be
employed to define explicit projection operators on the irreducible summands appear-
ing in the decomposition (see section 3.2.3). In section 3.3, an explicit example of a
decomposition will be considered and in section 3.4, the orthogonality of the different
irreducible summands with respect to the Fischer inner product will be proved. Finally,
in the last section, we will prove a Pizzetti type formula for integration of polynomials
over the Stiefel manifold invoking the projection operators obtained in section 3.2.3.
Another typical feature of the Laplace operator is that it defines a conformally invariant
equation. Riemannian invariant theory is closely related to representation theory of the
orthogonal group and as such, there are numerous invariant differential operators: any
differential operator containing only the metric, the Levi-Civita connection and various
curvature tensors in its explicit expression is an invariant one. In conformal geometry
on the other hand, this is far from true because the conformal group is a bigger group
containing the orthogonal group as a subgroup. The classification of conformally invari-
ant operators on conformally flat structures originated from [9, 65] in the 1970’s, but
the authors of those papers were concerned with the classification of homomorphisms of
(generalised) Verma modules of simple Lie algebras (see chapter 1). In some cases, these
homomorphisms form resolutions called Bernstein-Gelfand-Gelfand resolutions, usually
referred to as BGG resolutions. In Baston’s PhD thesis [7], it was shown that there
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was a connection with invariant differential operators on homogeneous spaces (see also
section 4.2). The first steps towards the classication of invariant operators in the curved
setting were made in [7] in which they referred to a preprint of [41]. The problem of
constructing curved versions of BGG resolutions was completely solved in the setting of
parabolic geometries in [21] and was significantly simplified in [17]. However, obtaining
explicit expressions for conformally invariant operators is a difficult task which is not
yet completely solved.
In the second part of this thesis, a framework will be developed to construct and study
a certain class of conformally invariant operators which we will call higher spin Laplace
operators and which can be seen as generalisations of the Laplace operator. In chapters
5 and 6, we will restrict ourselves to the Euclidean space Rm. This has the advantage
that we can use smooth functions taking values in an SO(m)-module instead of sections
of certain vector bundles. In this case, the higher spin Laplace operator will act on
smooth functions taking values in the space of harmonics, which we use as a model for
the necessary irreducible SO(m)-representation. From this point of view, the results
obtained in these chapters of the thesis form the scalar version of the function theory for
the Rarita-Schwinger operator on Rm developed in [16]. Once an explicit expression for
the higher spin Laplace operator is established, we will study in depth its polynomial
null-solutions as well as the fundamental solution in sections 5.3 and 5.4. At first, the
construction of the higher spin Laplace operator is based on an educated guess (see also
section 5.2): any second order operator mapping smooth functions taking values in the
space of harmonics to itself is essentially a combination of ∆x and an operator which
is the composition of a twistor and its dual. Therefore, we will define the higher spin
Laplace operator as a linear combination of these two operators where the appropriate
constants are chosen such that the resulting operator is conformally invariant. In con-
trast to the geometrical approach presented in chapter 4, conformal transformations on
Rm are usually expressed in terms of Mo¨bius transformations (see e.g. [1, 84]), but we
will use the Lie algebra symmetries instead, see e.g. [67]. The construction of the higher
spin Laplace operator can be formalised using results obtained by Branson in [13] in
conjunction with the transvector algebra framework developed in chapter 3. As a result,
we will be able to consider generalisations of the higher spin Laplace operator to the
case of k vector variables similar to what was done for the Rarita-Schwinger operator in
[73], focussing on obtaining an explicit expression (see chapter 6).
Finally, we will turn our attention to the construction of these operators on conformal
manifolds. This lies closer to original setting in which these operators were classified,
e.g. the setting of curved versions of BGG resolutions. A conformal manifold is a pair
(M, [g]) where M is a smooth manifold and [g] is an equivalence class of Riemannian
metrics where any two metrics g and gˆ are said to be equivalent if gˆ = Ω2g for some
non-vanishing smooth function Ω. Choosing a metric g from the conformal class, we get
the Levi-Civita connection ∇ and the Riemann curvature tensor R. We can write down
differential operators using ∇, R and g and its inverse and see how they change if g is
replaced by a different metric gˆ in the conformal class. Differential operator obtained
in this way that do not change under such a conformal rescaling are called conformally
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invariant differential operators. This definition immediately suggest a naive approach
to their construct: first choose a pure differential part for the operator, see how it be-
haves under conformal rescaling and then try to compensate the changes by adding lower
order curvature terms. Although this approach leads to the complete classification, of
first order conformally invariant operators [48] through explicit construction, it quickly
becomes too difficult for for higher order operators.
Alternatively, one can use the language of tractor calculus, which provides a systematic
approach to study conformal geometry using a particular family of vector bundles, the
so-called tractor bundles, together with a canonical connection. By construction, these
bundles and their connections are intrinsically conformally invariant which makes them
well-suited to construct conformally invariant operators. In chapter 7, we will employ
tractor calculus to construct particular examples of the higher spin Laplace operator on
conformal manifolds as well as the square of the simplest higher spin Laplace operator
on conformally Einstein manifolds. When restricting these operators to flat space, i.e.
with zero curvature, one indeed finds the expressions obtained in chapter 5.
Lie algebras form the backbone of this thesis. Therefore we will introduce the necessary
background on Lie algebras needed throughout this thesis in chapter 1. In the first two
sections, the basic concepts and definitions of Lie algebras, their representations and the
theory of complex simple Lie algebras are introduced. These two sections gather more
than enough material to read through most parts of the thesis. The remaining sections
of this chapter focus on some more advanced topics on Lie algebras such as parabolic
subalgebras, the Weyl group of a Lie algebra and BGG resolutions. These topics are
necessary for understanding chapters 4 and 7. All of the results from this chapter can
be found in either [8], [20] or [50].
This thesis is written so that it is possible to only read specific chapters (see figure
1 for an overview of the different paths). This is the reason why some definitions are
repeated throughout the thesis.
Sections 1.1 and 1.2
Chapter 2
Chapter 3
Chapter 5
Chapter 6
Sections 1.3 - 1.4 - 1.5
Chapter 4
Chapter 7
Figure 1: Overview of the short paths in this thesis.
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Chapter 1
Lie algebras
In this chapter, we will introduce the necessary background on Lie algebras that will
be used throughout this thesis. In the first section, we will give the basic concepts and
definitions of Lie algebras and their representations. The second section is devoted to
the theory of complex simple Lie algebras. General notions of parabolic subalgebras and
gradings will be introduced in the third section while the fourth section will be devoted
to the Weyl group of a Lie algebra and its corresponding Hasse diagrams. In the final
section, we will briefly discuss the Bernstein-Gelfand-Gelfand resolutions for classical Lie
algebras, mainly focussing on examples. All of the results presented in this chapter can
be found in [8], [20] and [50].
1.1 General definitions and notions
1.1.1 Basics of Lie algebras
Definition 1.1.1. A Lie algebra g over K = R or C is a vector space together with a
K-bilinear mapping
[ , ] : g× g −→ g : (X,Y ) 7−→ [X,Y ],
called the Lie bracket, which is anti-symmetric, i.e. [X,Y ] = −[Y,X] and satisfies the
Jacobi identity:
[X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0, ∀X,Y, Z ∈ g.
The simplest choice for a Lie bracket on a vector space is the zero map, which leads to
the following definition:
Definition 1.1.2. A Lie algebra g is called abelian if [X,Y ] = 0, for all X,Y ∈ g.
If g and k are two Lie algebras, then a homomorphism φ : g → k of Lie algebras is a
K-lineair mapping which is compatible with the brackets, i.e. [φ(X), φ(Y )] = φ ([X,Y ])
for all X,Y ∈ g. A Lie subalgebra k of g is a linear subspace which is closed under the
bracket, i.e. [k, k] ⊂ k. We will write k ≤ g if k is a subalgebra of g. To form quotients of
Lie algebras however, we need a stronger notion, namely that of an ideal:
7
Definition 1.1.3. An ideal k ⊂ g is a subspace of g such that for all X ∈ g: [X, k] ⊂ k.
Note that every ideal is a subalgebra. One can easily show that [X+k, Y +k] := [X,Y ]+k
is a well-defined Lie bracket on g/k . If g is a Lie algebra, we can consider the subspace
[g, g] ⊂ g, which by definition is an ideal in g such that g
/
[g, g] is abelian. This is the
largest abelian quotient of g and the ideal [g, g] is called the commutator ideal. This
concept gives rise to two sequences of ideals in g which we will now discuss.
Define g1 = g, g2 = [g, g] and inductively gk+1 = [g, gk]. If k1, k2 ⊂ g are two ideals, then,
by the Jacobi identity, also [k1, k2] ⊂ k1∩ k2 is an ideal in g. Inductively, this implies that
each gk is an ideal in g and gk+1 ⊂ gk. The sequence
g ⊃ g2 ⊃ . . . ⊃ gk ⊃ gk+1 ⊃ . . .
is called the lower central series of g.
Definition 1.1.4. A Lie algebra g is called nilpotent if gk = 0 for some k ∈ N.
On the other hand, define g(1) = g and inductively g(k+1) := [g(k), g(k)]. As above, we
see that each g(k) is an ideal in g and that clearly g(k+1) ⊂ g(k). Hence, we get another
decreasing sequence
g ⊃ g(2) ⊃ . . . ⊃ g(k) ⊃ g(k+1) ⊃ . . .
which is called the derived series of g.
Definition 1.1.5. A Lie algebra g is called solvable if g(k) = 0 for some k ∈ N.
By construction, we have g2 = g(2) ⊂ g1 = g(1), which inductively implies g(k) ⊂ gk. In
particular, any nilpotent Lie algebra is solvable.
The basic examples of Lie algebras are given by Lie algebras of matrices. In fact, any
associative algebra can be made into a Lie algebra by defining the bracket to be the
commutator [a, b] := ab− ba. In particular, we can apply this to the algebra End(V ) of
endomorphisms of a finite-dimensional vector space V . Without going into details, we
will state the following result, the first part of which is called Engel’s theorem, while the
second part is known as Lie’s theorem. The proof can be found in [60, page 12, 16].
Theorem 1.1.1. Let V be a finite-dimensional vector space and let g ≤ End(V ) be a
Lie subalgebra.
(i) If each element X ∈ g acts as a nilpotent endomorphism of V (i.e. there exist an
integer p ∈ N such that Xp = 0), then there is a nonzero vector v ∈ V such that
X(v) = 0 for all X ∈ g.
(ii) If V is a complex vector space and g ≤ EndC(V ) is a solvable (but not neces-
sarily complex) Lie subalgebra, then there is a nonzero vector v ∈ V which is an
eigenvector for all maps X ∈ g.
One can show that the sum of two solvable ideals in g is again a solvable ideal in g.
The sum of all solvable ideals is a maximal ideal called the radical ideal (Rad(g)). Lie
algebras that have a trivial radical ideal will play a special role:
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Definition 1.1.6.
(i) A Lie algebra g is said to be semisimple if and only if the radical ideal is trivial,
i.e. it has no nonzero solvable ideals.
(ii) A Lie algebra g is called simple if g = [g, g] and it has no non-trivial ideals.
(iii) Finally, a Lie algebra g is called reductive if any solvable ideal of g is contained in
the center:
z(g) := {X ∈ g : [X,Y ] = 0, ∀Y ∈ g} .
The condition that g = [g, g] in the definition of simple Lie algebras is only needed to
exclude one-dimensional abelian algebras from being simple. This condition also implies
that g itself cannot be solvable, since g = [g, g] implies that g(k) = g for all k ∈ N. In
particular, it insures that every simple Lie algebra is also semisimple. By definition, the
center z(g) of a Lie algebra is an abelian ideal in g. This implies that any semisimple Lie
algebra has a trivial center. Moreover, one can prove that any semisimple Lie algebra
is a direct sum of simple ones, see for example corollary 2.1.5 of [20]. To conclude
this section, we mention the following theorem, the proof of which can be found in [50,
appendix E]
Theorem 1.1.2 (Levi decomposition). Let g be a Lie algebra with radical Rad(g). Then
there exists a semisimple Lie subalgebra l ≤ g such that g = Rad(g)⊕ l as a vector space.
1.1.2 Universal enveloping algebras
In the previous section, we have noted that an associative algebra can be made into a Lie
algebra. Conversely, if g is a Lie algebra, then one can associate to it a unital associative
algebra:
Definition 1.1.7. The universal enveloping algebra U (g) of an arbitrary Lie algebra g
is the associative algebra with unit defined as:
U (g) = T (g)/I,
where T (g) is the universal tensor algebra and I ⊂ T (g) is the two-sided ideal in T (g)
spanned by elements of the form
a⊗ b− b⊗ a− [a, b] (a, b ∈ g).
From this definition, we immediately see that the algebra U(g) admits a canonical fil-
tration
U0(g) ⊂ . . . ⊂ Ui(g) ⊂ Ui+1(g) ⊂ . . .
by linear subspaces such that it becomes a filtered algebra, i.e. the product of an element
in Ui(g) and an element in Uj(g) lies in Ui+j(g). This filtration is inherited from the
canonical filtration of the universal tensor algebra. A basic result on universal enveloping
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algebras is the Poincare´-Birkhoff-Witt (PBW) theorem, which gives a description of
the associated graded algebra grU(g). This associated graded algebra is defined as
grU(g) := ⊕n≥0 Un(g)/Un−1(g) , where by definition U−1(g) = 0. In particular, as a
vector space, we have grU(g) ∼= U(g). The following theorem gives a basis of U(g) (see
also [20, page 159]):
Theorem 1.1.3 (Poincare´-Birkhoff-Witt). The inclusion g ↪→ grU(g) has the uni-
versal property of the symmetric algebra, so grU(g) is isomorphic to the algebra of poly-
nomials on g∗. In particular, if g is a Lie algebra with an ordered basis B = {X1, . . . , Xn},
then the set
BU :=
{
Xi11 ⊗Xi22 ⊗ . . .⊗Xinn : (i1, . . . , in) ∈ Nn
}
is a basis for the vectorspace U (g). The powers i1, · · · , in may all be chosen zero: this
corresponds to the identity element in U (g).
1.1.3 Lie algebra representations
Definition 1.1.8. A representation ρ for a Lie algebra g on a vector space V over a
field K is a Lie algebra homomorphism
ρ : g −→ End (V ) .
The term “representation” often refers to both the homomorphism ρ and the carrier
space V .
The linear action of X ∈ g on a vector v ∈ V is often denoted by ρ(X)(v) = X · v. A
representation is called trivial if X · v = 0 for all X ∈ g and v ∈ V .
Definition 1.1.9. Suppose ρ1 : g → End (V1) and ρ2 : g → End (V2) are two represen-
tations of a Lie algebra g. An intertwining operator or equivariant mapping is a linear
map ϕ : V1 → V2 which is compatible with the action of g, i.e.
V1 V2
V1 V2
ϕ
ρ1 ρ2
ϕ
Two representations V1 and V2 are isomorphic if the linear map ϕ is bijective.
A special example of a representation for a Lie algebra g is the so-called adjoint repre-
sentation:
Definition 1.1.10. The adjoint representation is defined as
ad : g −→ End(g) : X 7→ ad(X).
The action is given by ad(X)[Y ] := [X,Y ], for all X,Y ∈ g.
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This is indeed a representation because ad ([X1, X2]) = [ad(X1), ad(X2)], in view of Ja-
cobi’s identity.
A representation ρ : g → End (V ) is called faithful if the map ρ is injective. If this
is not the case, then the kernel of ρ is an ideal in g. Therefore, any nontrivial represen-
tation of a simple Lie algebra is automatically faithful. In particular, considering the
adjoint representation, the kernel is by definition the center of g, i.e. the set of all X ∈ g
such that [X,Y ] = 0 for all Y ∈ g.
Definition 1.1.11. Suppose that ρ : g→ End (V ) is a representation. A subrepresenta-
tion or an invariant subspace of V is a linear subspace W ⊂ V such that ρ(X)(W ) ⊂W
for all X ∈ g. A representation V is called irreducible if it has no nontrivial subrepre-
sentations.
Note that an invariant subspace in the adjoint representation of g is an ideal in g. This
implies that a non-abelian Lie algebra g is simple if and only if the adjoint representation
is irreducible. Also note that for a morphism ϕ : V1 → V2 between two representations,
the kernel ker(ϕ) is a subrepresentation of V and the image Im(ϕ) is a subrepresentation
of W . Hence, a morphism between two irreducible representations is either zero or an
isomorphism. A simple consequence of this is Schur’s lemma:
Lemma 1.1.1. Let V be a complex irreducible representation of a Lie algebra g. Then
any morphism ϕ : V → V is a complex multiple of the identity map.
If ρ : g → End (V ) is a finite-dimensional representation, then the dual representation
ρ∗ of g on V ∗ is given by ρ∗(X) := (ρ(−X))∗. The direct sum of two representations
is simply given by the componentwise action while for the tensor product, the action is
given by X · (v ⊗ w) := (X · v)⊗ w + v ⊗ (X · w).
Definition 1.1.12. A finite-dimensional representation of a Lie algebra is called com-
pletely reducible if it can be written as a direct sum of irreducible representations. A
representation is called indecomposable if it cannot be written as a direct sum of two
subrepresentations.
To conclude this section, we will mention two more important results (see also [20, page
159 and 161]):
Theorem 1.1.4. Suppose V is a finite-dimensional representation for a semisimple Lie
algebra g and let W ⊂ V be a subspace that is invariant under the action of g, then there
exists an invariant subspace W⊥ such that V = W ⊕W⊥.
This theorem states that every finite-dimensional representation of a simple Lie algebra
can be decomposed into irreducible representations. The second important result has to
do with conservation of the Jordan decomposition of an endomorphism on a vector space.
Recall that every operator A on a finite-dimensional vector space can be written as a
sum of a semi-simple operator As( i.e. a diagonalizable one) and a nilpotent operator
An (i.e. there exist an integer p ∈ N such that Apn = 0).
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Lemma 1.1.2. Suppose g is a simple Lie algebra over C, then for all X ∈ g, there
are unique elements Xs, Xn ∈ g such that ad(X) = ad(Xs) + ad(Xn) is the Jordan
decomposition of ad(X) : g −→ g.
Corollary 1.1.1. Suppose ρV is a representation on a finite-dimensional vector space
V for a simple Lie algebra g over C, then ρV (Xs) = (ρV (X))s and ρV (Xn) = (ρV (X))n,
for all X ∈ g.
This corollary is crucial since it states that diagonalisable elements in g are diagonalisable
in every representation. It will be used to decompose representation spaces V for g into
eigenspaces.
1.2 Simple Lie algebras
1.2.1 The Lie algebra sl(2)
The Lie algebra sl(2) is mostly defined as a matrix-algebra:
sl(2) :=
{
A ∈ C2×2 : Tr(A) = 0} ,
where the Lie-bracket in sl(2) is given by the commutator. Note that sl(2) is a complex
algebra by definition, the real version will be denoted by slR(2). A basis for the vector
space sl(2) is given by the following matrices:
H :=
(
1 0
0 −1
)
, X :=
(
0 1
0 0
)
and Y :=
(
0 0
1 0
)
SinceX,Y andH form a basis, it is useful to calculate the commutation relations between
these elements. This means that we will determine the adjoint action of sl(2) onto itself:
[X,Y ] = H, [H,X] = 2X, and [H,Y ] = −2Y. (1.1)
Note that the action of H ∈ sl(2), a diagonal element, can be used to decompose the
representation space (in this case sl(2) itself) into eigenspaces. This decomposition is
crucial for every simple complex Lie algebra. Therefore, we introduce the following
terminology:
(i) The eigenspaces CX and CY for the action of H on sl(2) are called root spaces of
the Lie algebra.
(ii) The corresponding eigenvalues ±2 are called roots.
As a consequence of lemma 1.1.2, an arbitrary (finite-dimensional) representation Vλ
can be decomposed into eigenspaces for the operator ρλ(H) on Vλ. The meaning of the
index λ will become clear later on. In other words, there exist numbers α ∈ C such that
Vλ =
⊕
α∈A
Vλ(α),
where A ⊂ C a finite subset, since dim(Vλ) is finite-dimensional, and such that for all
v ∈ Vλ(α) we have that ρλ(H)[ v ] := H · v = αv.
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Lemma 1.2.1. Suppose that v ∈ Vλ is an eigenvector for the action of H on an
irreducible finite-dimensional representation for sl(2) with eigenvalue α ∈ C. Then
ρλ(X)[ v ] := X · v is an eigenvector with eigenvalue (α + 2) and ρλ(Y )[ v ] := Y · v
is an eigenvector with eigenvalue (α− 2).
Proof. This can be proved using the commutation relations (1.1).
Theorem 1.2.1. Every two eigenvalues α1 and α2 for the action of H on an irreducible
finite-dimensional representation Vλ for sl(2) are congruent modulo 2.
Proof. Consequence of the previous lemma and the fact that the representation should
be irreducible.
This theorem can be formulated in another way:
Theorem 1.2.2. Suppose Vλ is a finite-dimensional irreducible representation for the
Lie algebra sl(2) and suppose v ∈ Vλ is an eigenvector for the action of H on Vλ with
eigenvalue α0, i.e. H · v = α0v. Then there exist an eigenspace-decomposition for Vλ of
the form:
Vλ =
⊕
k∈A
Vα0+2k,
where A ⊂ Z is a finite subset.
We can refine this result even more: one can prove that α0 ∈ Z and that every eigenspace
is one-dimensional (at least for irreducible Vλ).
Theorem 1.2.3. Suppose Vλ is a finite-dimensional irreducible representation for sl(2).
Then Vλ can always be decomposed as
Vλ = Span
{
vn, Y · vn, Y 2 · vn, . . . , Y n · vn
}
,
where vn ∈ Vλ such that X · vn = 0 and H · vn = nvn, with λ = n ∈ N.
Proof. For the proof of this theorem, we refer to [50].
Corollary 1.2.1. Suppose Vn is a finite-dimensional irreducible representation for sl(2),
then every eigen-space for the action of H is one-dimensional.
Because of the importance of the previous analysis and the fact that we will extend
this analysis to more general simple, complex Lie algebras, we introduce the following
terminology:
(i) Every eigenspace of the action of ρn(H) is called a weight space and the correspond-
ing eigenvalue is called a weight. Note that in case of the adjoint representation
one uses roots instead of weights.
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(ii) The unique element vn such that X · vn = 0 is called the highest weight vector
and the corresponding eigenvalue for the action of H ∈ sl(2) is called the highest
weight. Note that the action of sl(2) on the highest weight vector generates the
entire representation. The subscript n ∈ N of Vn is actually the highest weight
which characterizes the representation. In physics, an irreducible representation
of the rotation group is characterised by a label j ∈ N or j ∈ (N+ 12) called
the spin or angular momentum of the system. Highest weights of an irreducible
representation of sl(2) correspond to twice the spin (or angular momentum), i.e.
n = 2j ∈ N. This difference is due to the fact that physicists use a different
convention for the generators of sl(2). Throughout this thesis, we will use the
mathematical one.
Theorem 1.2.4. For every n ∈ N there exists a unique irreducible representation for
sl(2) of dimension (n+1) whose weights are given by {n, n− 2, n− 4, . . . ,−(n− 2),−n}.
Proof. This follows from the previous theorems and lemmas.
1.2.2 Structure theory of complex simple Lie algebras
As with sl(2), any complex simple Lie algebra g can be decomposed into root spaces,
i.e. eigenspaces for the adjoint action of g onto itself. To do this, a generalisation of
H ∈ sl(2) is needed:
Definition 1.2.1. A Cartan subalgebra h of a complex semisimple Lie algebra g is a
maximal abelian subalgebra in g.
One can show, see e.g. [20], that a Cartan subalgebra always exists and that any two
Cartan subalgebras are conjugate by an inner automorphism. An inner automorphism
is a linear map Adg ∈ End(g) where Ad : G → Aut(g) with G a Lie group whose Lie
algebra is g and where g ∈ G .
Definition 1.2.2. The rank of a semisimple Lie algebra is the dimension of any of its
Cartan subalgebras.
Choosing a Cartan subalgebra h ⊂ g, we know from lemma 1.1.2 that for any finite-
dimensional complex representation ρ : g → End(V ), the operators ρ(H) : V → V
for H ∈ h can be diagonalised simultaneously. This means that any finite-dimensional
irreducible representation V of g can be decomposed into eigenspaces for the subalgebra
h ⊂ g. Each of these eigenspaces in V can be characterised by the eigenvalues of all the
elements H ∈ h. An elegant and useful way to denote the eigenvalues is by introducing
the dual algebra h∗. Every eigenspace Vλ ⊂ V for h is then characterised by an element
λ ∈ h∗ of the dual space, i.e. for all H ∈ h and vλ ∈ Vλ ⊂ V:
ρ(H)(vλ) = λ(H)vλ.
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Note that λ(H) ∈ C is a number, since λ ∈ h∗. This number is the eigenvalue of the
action of H ∈ h on vλ. As in the previous section, λ ∈ h∗ is called a weight. The advan-
tage of the Cartan subalgebra is that any finite-dimensional irreducible representation
can be decomposed into weight spaces. The dimension of the weight space is called the
multiplicity of the weight λ in V . In other words: for any finite-dimensional irreducible
representation V , there exist a finite set of weights such that
V =
⊕
λ∈h∗
Vλ.
The sum goes over all λ ∈ h∗ such that
Vλ := {v ∈ V : ρ(H)(v) = λ(H)v, ∀H ∈ h} 6= {0} .
Consider the adjoint representation, then the nonzero weights are called roots of the Lie
algebra g, and the weight space corresponding to a root is called a root space. The set
of all roots will be denoted by ∆. The weight space corresponding to the weight zero is
the Cartan subalgebra, so we obtain a root space decomposition
g = h⊕
⊕
α∈∆
gα.
To analyse this decomposition further, we have to study its relation to the Killing form
B, which we will now define:
Definition 1.2.3. The Killing form of a Lie algebra g is a bilinear form on g defined
as
B(X,Y ) := tr (ad(X) ◦ ad(Y )) ,
where tr denotes the trace of a linear map.
The following theorem is usually refered to as Cartan’s criterion for semisimplicity:
Theorem 1.2.5. A Lie algebra g is semisimple if and only if its Killing form in non-
degenerate.
The Jacobi identity implies that [gα, gβ] ⊂ gα+β for α, β ∈ ∆, where we put gγ = {0} if
γ is not a root. This means that for X ∈ gα and Y ∈ gβ the map ad(X)◦ad(Y ) maps gδ
to gδ+α+β and so this is tracefree unless β = −α. Hence, B(gα, gβ) = 0 unless β = −α.
Since the Killing form is nondegenerate, this implies that if α ∈ ∆ also −α ∈ ∆ and
the Killing form induces a duality between gα and g−α. The restriction of the Killing
form to h is also nondegenerate. In particular, for each λ ∈ h∗, there is a unique element
Hλ ∈ h such that λ(H) = B(Hλ, H) for all H ∈ h. The Killing form can also be used
to define a nondegenerate complex bilinear form on h∗ by 〈λ, µ〉 := B(Hλ, Hµ). All of
this can be used to prove the basic properties of the root space decomposition that are
stated in the following proposition. For the proof, we refer the reader to [20, page 166]
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Proposition 1.2.1. Let g be a complex semisimple Lie algebra, h ≤ g a Cartan subal-
gebra, ∆ ⊂ h∗ the corresponding set of roots and 〈·, ·〉 the complex bilinear form on h∗
induced by the Killing form. Then we have:
(i) For any α ∈ ∆, also −α ∈ ∆ and these are the only complex multiples of α which
are roots.
(ii) For any α ∈ ∆, the root space gα is one-dimensional and the subspace sα of g
spanned by gα, g−α and [gα, g−α] ⊂ h is a Lie subalgebra isomorphic to sl(2).
(iii) For α, β ∈ ∆ with β 6= −α we have [gα, gβ] = gα+β if α + β ∈ ∆ and [gα, gβ] = 0
otherwise.
(iv) For α, β ∈ ∆ with β 6= −α and z ∈ C, a functional of the form β + zα can only be
a root if z ∈ Z. The roots of this form are an unbroken string
β − pα, β − (p− 1)α, . . . , β + (q − 1)α, β + qα,
where p, q ≥ 0 and p− q = 2〈β,α〉〈α,α〉 .
A subset ∆0 ⊂ ∆ with the property that every root α ∈ ∆ may be expressed as a linear
combination of roots in ∆0 with all non-negative or all non-positive coefficients is called
a set of simple roots of g. Such a set ∆0 exists and is a basis for h∗. Any two choices for
∆0 are conjugate by an inner automorphism. Fixing a choice of ∆0, there is an induced
partial ordering on h∗: if λ, µ ∈ h∗ we write
λ  µ ⇐⇒ λ− µ =
∑
i
aiαi with αi ∈ ∆0, and ai ≥ 0.
The subset ∆+ = {α ∈ ∆ : α  0} is called the set of positive roots (with respect to ∆0)
and ∆ is the disjoint union of ∆+ and −∆+. The latter is called the set of negative
roots. Let
n+ =
⊕
α∈∆+
gα and n− =
⊕
α∈∆+
g−α,
be the sum of all positive, respectively negative root spaces of g. A central theorem in
the classification of complex semisimple Lie algebras states that the knowledge of the
structure of h∗ with the basis ∆0 determines and is determined by g. Specifically, let
∆0 = {α1, . . . , αn} be a system of simple roots of g, then the Cartan matrix of ∆ is the
(n× n)-matrix C = (cij) defined by
cij =
2〈αi, αj〉
〈αi, αi〉 ,
which uniquely specifies g. This matrix is severely restricted, see e.g. [50]. A so-called
Dynkin diagram can be used to describe the structure of the Cartan matrix. This is
a graph with some directed edges whose nodes corresponds to the simple roots αi and
whose edges determine the coefficients cij :
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An . . .
Bn . . .
Cn . . .
Dn . . .
E6
E7
E8
F4
G2
Table 1.1: Dynkin diagrams of simple complex Lie algebras.
1. cii = 2.
2. αi 6= αj are connected if and only if cij 6= 0
3. There are three types of edges:
α β ⇐⇒ 2〈α, β〉〈β, β〉 = −1
α β
⇐⇒ 2〈α, β〉〈β, β〉 = −2,
2〈α, β〉
〈α, α〉 = −1
α β
⇐⇒ 2〈α, β〉〈β, β〉 = −3,
2〈α, β〉
〈α, α〉 = −1
In table 1.1, there is a list of all possible Dynkin diagrams for complex simple Lie algebras.
To conclude this section, we will give an overview of the root space decomposition for
the classical simple Lie algebras using matrix models. In the next chapter, some Lie
algebras will be realised inside the Weyl algebra.
1. Let us start with the Lie algebra An−1 = sl(n) = {A ∈ Cn×n : tr(A) = 0}. Denote
by Eij the matrix having one on the ith row and the jth column and all other entries
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equal to zero. The subset of sl(n) containing diagonal matrices is a commutative
subalgebra of dimension n−1. Consider a diagonal matrix H with entries a1, . . . , an
(such that a1 + . . . + an = 0) and i 6= j, then [H,Eij ] = (ai − aj)Eij . This shows
that the subset h ⊂ g of tracefree diagonal matrices is a maximal commutative
subalgebra and that the adjoint action of H ∈ h is diagonalisable, so h ⊂ g is a
Cartan subalgebra. Denoting by εi : h → C the linear functional which extracts
the ith entry of the diagonal, it is easy to see that the roots are given by ∆ =
{εi − εj : 1 ≤ i, j ≤ n, i 6= j} ⊂ h∗. The root space decomposition has the form
g = h⊕
⊕
i 6=j
gεi−εj ,
and gεi−εj is the one-dimensional subspace spanned by Eij . A set of simple roots
is given by ∆0 = {εi − εi+1 : 1 ≤ i ≤ n− 1}. For this choice, the space of positive
roots is given by ∆+ = {εi − εj : i < j}.
2. The symplectic Lie algebra Cn = sp(2n) consists of endomorphisms of C2n which
are skew symmetric with respect to a nondegenerate skew symmetric bilinear form.
It is well known that such a form is uniquely determined up to equivalence. For our
purpose, it is best to view (z1, z2) ∈ C2n as (z1, z∗2) ∈ Cn⊕ (Cn)∗ with the bilinear
form ω((z1, z2), (w1, w2)) := z
∗
2(w1) − w∗2(z1), which is obviously skew symmetric
and nondegenerate. The Lie algebra sp(2n) then consists of all matrices of the
form (
A B
C −AT
)
, A,B,C ∈ gl(n), BT = B and CT = C,
where gl(n) = Cn×n equiped with the commutator bracket. The Cartan subalgebra
h consists of diagonal matrices of the form
diag(a1, . . . , an,−a1, . . . ,−an).
The roots are given by ∆ = {±εi ± εj : 1 ≤ i < j ≤ n} ∪ {±2εj : 1 ≤ j ≤ n} and
the root space decomposition has the form
g = h⊕
⊕
i<j
(
gεi+εj ⊕ gεi−εj ⊕ g−εi−εj ⊕ g−εi+εj
)⊕⊕
i
(g2εi ⊕ g−2εi) .
The set of simple roots is
∆0 = {εj − εj+1 : 1 ≤ j ≤ n− 1} ∪ {2εn} ,
and the positive roots are ∆+ = {εi ± εj : i < j} ∪ {2εj : 1 ≤ j ≤ n}.
3. Next, we consider the Lie algebra Dn = so(2n) consisting of linear mappings of
C2n which are skew symmetric with respect to a nondegenerate symmetric bilinear
form. It is well known that such a form is uniquely determined up to equiva-
lence. Again, it is best to view (z1, z2) ∈ C2n as (z1, z∗2) ∈ Cn ⊕ (Cn)∗ with the
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symmetric bilinear form ((z1, z2), (w1, w2)) := z
∗
2(w1) + w
∗
2(z1), which is obviously
nondegenerate. The Lie algebra so(2n) then consists of all matrices of the form(
A B
C −AT
)
, A,B,C ∈ gl(n), BT = −B and CT = −C.
The Cartan subalgebra h again consists of diagonal matrices of the form
diag(a1, . . . , an,−a1, . . . ,−an).
The set of roots is given by ∆ = {±εi ± εj : 1 ≤ i < j ≤ n} and the root space
decomposition has the form
g = h⊕
⊕
i<j
(
gεi+εj ⊕ gεi−εj ⊕ g−εi−εj ⊕ g−εi+εj
)
.
The set of simple roots is
∆0 = {εj − εj+1 : 1 ≤ j ≤ n− 1} ∪ {εn−1 + εn} ,
and the positive roots are ∆+ = {εi ± εj : i < j}
4. Finally, we consider the Lie algebra Bn = so(2n+ 1). Again, this algebra consists
of linear mappings of C2n+1 which are skew symmetric with respect to a nonde-
generate symmetric bilinear form. We view C2n+1 as the orthogonal direct sum of
Cn⊕(Cn)∗, with bilinear form used for the even case, and C with the bilinear form
given by multiplication. For this choice of bilinear form, the Lie algebra so(2n+1)
then consists of matrices of the form(
A v
−vT 0
)
, A ∈ so(2n), v ∈ C2n.
In particular, we have so(2n) in the form presented in 3. included as a subalgebra.
The Cartan subalgebra h again consists of diagonal matrices of the form
diag(a1, . . . , an,−a1, . . . ,−an, 0).
The set of roots is given by ∆ = {±εi ± εj : 1 ≤ i < j ≤ n} ∪ {±εj : 1 ≤ j ≤ n}
and the root space decomposition has the form
g = h⊕
⊕
i<j
(
gεi+εj ⊕ gεi−εj ⊕ g−εi−εj ⊕ g−εi+εj
)⊕⊕
i
(gεi ⊕ g−εi) .
The set of simple roots is
∆0 = {εj − εj+1 : 1 ≤ j ≤ n− 1} ∪ {εn} ,
and the positive roots are ∆+ = {εi ± εj : i < j} ∪ {εj : 1 ≤ j ≤ n}.
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1.2.3 Overview of representation theory
Let g be a complex simple Lie algebra. Fix a Cartan subalgebra h ≤ g and let ∆ be
the corresponding set of roots. Fix an set of simple roots ∆0 ⊂ ∆ and let ∆+ be the
corresponding set of positive roots. By h∗0 ⊂ h∗ we denote the real span of the roots. It
is known, see also section 1.2.2, that any finite-dimensional representation of g admits
a weight decomposition. To describe properties of the weights of finite-dimensional
representations, we have to introduce a few concepts. A weight λ is called integral if
2〈λ, α〉
〈α, α〉 ∈ Z, ∀α ∈ ∆.
Recall that the set of simple roots ∆0 = {α1, . . . , αn} form a complex basis of h∗ and a
real basis for h∗0. We define elements ω1, . . . , ωn ∈ h∗0 by requiring that for all
2〈ωi, αj〉
〈αj , αj〉 = δij , for all i, j ∈ {1, . . . , n} .
These elements are called the fundamental weights corresponding to ∆0. An element
λ ∈ h∗0 is called dominant if 〈λ, αj〉 ≥ 0 for all αj ∈ ∆0. We then have the following
result:
Lemma 1.2.2.
(i) A weight λ ∈ h∗ is integral if and only if 2〈λ,α〉〈α,α〉 ∈ Z holds for all simple roots
α ∈ ∆0.
(ii) The fundamental weights ω1, . . . , ωn form a real basis for h
∗
0 and a complex basis
for h∗. For λ ∈ h∗, let λ = ∑i λiωi be the expansion in this basis. Then λ is
integral, respectively dominant if and only if all λi ∈ Z, respectively λi ≥ 0 for all
1 ≤ i ≤ n.
A useful notation for weights λ is to consider the expansion λ =
∑
i λiωi in the basis of
fundamental weights. The coefficient λj can then be inscribed over the jth node of the
Dynkin diagram of g, for example:
λ =
λ1 λ2 λ3
. . .
λn−1 λn
,
which is also often denoted by λ = [λ1, . . . , λn]. Let ρ : g → End(V ) be a complex
(finite-dimensional) representation of a semisimple Lie algebra g. Let wt(V ) ⊂ h∗ be the
set of weights and let
V =
⊕
λ∈wt(V )
Vλ.
be the weight decomposition. A vector v ∈ V is called a highest weight vector in V if
and only if it is annihilated by n+, i.e. X ·v = 0 for any X ∈ gα with α ∈ ∆+. Similarly,
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one can define a lowest weight vector. Suppose V is irreducible, then there is exactly one
weight space Vλ which contains highest weight vectors. The corresponding weight λ is
called the highest weight. Recalling the partial ordering on h∗ from the previous section,
then the highest weight λ satisfies λ  µ for all µ ∈ wt(V ). The following theorem gives
a complete classification of the irreducible representation of a complex semisimple Lie
algebra:
Theorem 1.2.6. Any finite-dimensional irreducible representation of a complex semi-
simple Lie algebra g has a unique highest weight λ ∈ h∗, which is dominant and integral
for g. This induces a one-to-one correspondence between finite dimensional irreducible
representations and dominant integral weights.
Remark 1.2.1. If V is such a representation with highest weight λ ∈ h∗, then the dual
representation V ∗ has lowest weight −λ. So the theorem may equivalently be given in
terms of lowest weights.
To conclude this section, we will introduce the concept of a Verma module. Again, let
g be a complex simple Lie algebra. Fix a Cartan subalgebra h ≤ g and let ∆ be the
corresponding set of roots. Fix an order on h∗ and let ∆+, ∆0 be the corresponding
set of positive and simple roots. The standard Borel subalgebra b ≤ g corresponding
to these choices is defined as b := h ⊕ n+. This is clearly a subalgebra of g and the
commutator algebra is [b, b] = n+, which is nilpotent, so b is solvable. It is easy to see
that b is a maximal solvable subalgebra of g. Irreducible representations of b can easily
be described since such representations are given by linear functionals on b
/
[b, b] ∼= h.
Choosing λ ∈ h∗, we thus obtain an irreducible representation Cλ of b. Since b ≤ g, also
U(b) ≤ U(g).
Definition 1.2.4. The Verma module M(λ) with highest weight λ is defined as the
(infinite-dimensional) U(g)-module induced by Cλ, i.e.
M(λ) := U(g)⊗U(b) Cλ.
The action of U(g), and thus of g, on M(λ) comes from multiplication from the left in
U(g).
Since the algebra n− ⊂ g is complementary to b, we see that as an n−-module, the Verma
module M(λ) is isomorphic to U(n−) ⊗C Cλ. It is easy to show that a Verma module
M(λ) is a direct sum of weight spaces and that each weight space is finite-dimensional.
By construction 1 ⊗ 1λ is a highest weight vector in M(λ) which generates the whole
module.
1.3 Parabolic Lie algebras and grading
It is a central result that complex semisimple Lie algebras are determined up to iso-
morphism by the associated root system, which in turn is completely determined by a
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system of simple roots. To get this data, one has to make two choices, which do not
influence the result. Starting from a complex semisimple Lie algebra g, we first have to
choose a Cartan subalgebra h ≤ g, i.e. a maximal abelian subalgebra. Cartan subalge-
bras exist and any two Cartan subalgebras are conjugate by an inner automorphism of
g. Having chosen a Cartan subalgebra, we obtain a set of roots ∆. We then choose a
subset ∆0 ⊂ ∆ with the property that every root α ∈ ∆ may be expressed as a linear
combination of roots in ∆0 with all non-negative or all non-positive coefficients. This is
called a set of simple roots of g and it induces a partial ordering  in h∗, which gives
rise to the set ∆+ = {α ∈ ∆ : α  0} of positive roots (with respect to ∆0).
These two choices can be equivalently encoded as the choice of a Borel subalgebra, i.e.
a maximal solvable subalgebra b ≤ g. In terms of the Cartan subalgebra h and the set
of positive roots ∆+, the associated Borel subalgebra is given by b := h ⊕ n+, where
n+ :=
⊕
α∈∆+ gα. Such a Borel subalgebra is called the standard Borel subalgebra asso-
ciated to h and ∆+. The fact that Cartan subalgebras as well as the choice of positive
roots are unique up to conjugation can be nicely reformulated as the fact that any
two Borel subalgebras of a complex semisimple Lie algebra are conjugate by an inner
automorphism.
Definition 1.3.1. Let g be a complex semisimple Lie algebra. A parabolic subalgebra p
of g is a Lie subalgebra that contains a Borel subalgebra.
Parabolic subalgebras of g that contain the standard Borel subalgebra b of g are called
standard parabolic subalgebras. Since any Borel subalgebra is conjugate to b, any para-
bolic subalgebra of g is conjugate to a standard one and therefore, it is sufficient to
understand standard parabolic subalgebras. In this case, the Cartan subalgebra h is also
a Cartan subalgebra for p and n+ is the set of positive roots for p. The following propo-
sition shows that there is a one-to-one correspondence between parabolic subalgebras of
g and subsets of ∆0 (see also [20, page 292]):
Proposition 1.3.1. Let g be a complex semisimple Lie algebra, let h ≤ g be a Cartan
subalgebra with ∆ the corresponding set of roots and let ∆0 be the set of simple roots.
Then standard parabolic subalgebras p ≤ g are in bijective correspondence with subsets
Σ ⊂ ∆0.
Explicitly, we associate to p the subset Σ =
{
α ∈ ∆0 : g−α 6⊂ p
}
. Conversely, the stan-
dard parabolic subalgebra pΣ corresponding to a subset Σ is the sum of the standard
Borel subalgebra b and all negative root spaces corresponding to roots which can be
written as a linear combination of elements in ∆0\Σ. Note that p1 < p2 < g corresponds
to Σ1 ⊃ Σ2. This description of standard parabolic subalgebras p ≤ g immediately
suggests a relation to |k|-gradings. Having given the subset Σ ⊂ ∆0 of simple roots and
a root α ∈ ∆, we define the Σ-height ht(α) of α by
ht
(∑
i
aiαi
)
:=
∑
i:αi∈Σ
ai.
For 0 6= i ∈ Z, define gi :=
⊕
α:ht(α)=i gα and put g0 := h⊕
⊕
α:ht(α)=0 gα. We now have
the following result:
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Theorem 1.3.1. Let g be a complex semisimple Lie algebra, h ≤ g be a Cartan subal-
gebra with ∆ the corresponding set of roots and let ∆0 be the set of simple roots.
(i) For any standard parabolic subalgebra p ≤ g corresponding to the subset Σ ⊂ ∆0,
the decomposition g = g−k ⊕ . . . ⊕ gk according to the Σ-height makes g into a
|k|-graded Lie algebra such that p = g0⊕ . . .⊕ gk. Moreover, the subalgebra g0 ≤ g
is reductive and the dimension of its center coincides with the number of elements
in Σ.
(ii) Conversely, for any |k|-graded Lie algebra g = g−k ⊕ . . . ⊕ gk, the subalgebra p =
g0 ⊕ . . . ⊕ gk is parabolic, and choosing a Cartan subalgebra and a set of simple
roots in such a way that p is a standard parabolic subalgebra, the grading is given
by the Σ-height.
This result immediately gives us additional information about the structure of |k|-graded
Lie algebras. In particular, we see that the Lie algebras g− = g−k ⊕ . . . ⊕ g−1 and
p+ = g1 ⊕ . . .⊕ gk are isomorphic.
Corollary 1.3.1. Let g = g−k ⊕ . . .⊕ gk be a |k|-graded semisimple Lie algebra. Then
for i > 0, we have [gi−1, g1] = gi. In particular, the filtration component gi is the ith
power of p+ = g
1 and p+ ⊃ g2 ⊃ . . . ⊃ gk is the lower central series of p+.
For each |k|-graded semisimple Lie algebra g = g−k ⊕ . . .⊕ gk, there is a unique element
E ∈ g0 called the grading element defined by the property that [E,Xj ] = jXj for all
Xj ∈ gj . Let g be a complex semisimple Lie algebra, h ≤ g a Cartan subalgebra with ∆
the corresponding set of roots and let ∆0 be the set of simple roots. Then the standard
parabolic subalgebra p corresponding to Σ ⊂ ∆0 as well as the corresponding |k|-grading
can be represented in the Dynkin diagram of g by crossing the nodes representing the
simple roots in Σ. For example, the Dynkin diagram for so(2n+ 1) with α1 crossed, i.e.
Σ = {α1}.
. . .
From the previous theorem, we know that for any given |k|-graded Lie algebra g, the
subalgebra g0 is reductive, so it is the direct sum of a semisimple Lie algebra g
ss
0 and the
center z(g0). From the Dynkin diagram representing the |k|-grading, we immediately get
a complete description of the structure of g0.
Proposition 1.3.2. Let g = g−k ⊕ . . . ⊕ gk be a complex |k|-graded Lie algebra. Then
the dimension of the center of g0 coincides with the number of crosses in the diagram
describing the |k|-grading and the Dynkin diagram of the semisimple part gss0 is obtained
by removing all the crossed nodes and all edges connected to the crossed nodes.
We will now briefly discuss the representation theory of parabolic subalgebras. In the
proposition below, which is proven in [20, page 316], we will show that irreducible rep-
resentations of p are obtained from representations of g0. Since this subalgebra is only
reductive and not semisimple, finite-dimensional representations of g0 are not auto-
matically completely reducible. In fact, a finite-dimensional representation V of g0 is
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completely reducible if and only if the center z(g0) acts diagonalisable, i.e. if the center
acts by scalars.
Proposition 1.3.3. Let g = g−k ⊕ . . . ⊕ gk be a |k|-graded semisimple Lie algebra,
p = g0 ⊕ . . . ⊕ gk the corresponding parabolic subalgebra and E ∈ z(g0) be the grading
element.
(i) Any finite-dimensional completely reducible representation V of p is obtained by
trivially extending a completely reducible representation of g0 to p. Moreover, E
acts by a scalar on each irreducible component of V .
(ii) Let V be a finite-dimensional representation of p such that z(g0) acts diagonalisable.
Then V admits a p-invariant filtration
V = V 0 ⊃ V 1 ⊃ . . . ⊃ V N ⊃ V N+1 = {0}
such that each of the quotients V
i
/
V i+1 is completely reducible.
From this proposition, it is known that complex irreducible representations of p coincide
with complex irreducible representations of g0, which in turn are given by irreducible
representations of the semisimple part gss0 and linear functionals on the center z(g0). A
weight λ ∈ h∗ is called p-dominant, respectively p-integral if it is dominant, respectively
integral as a weight for gss0 , i.e. if
2〈λ,α〉
〈α,α〉 is real and nonnegative, respectively an integer
for all α ∈ ∆0\Σ. We thus obtain
Corollary 1.3.2. Let p ≤ g be a standard parabolic subalgebra of a complex semisimple
Lie algebra. Then isomorphism classes of finite-dimensional complex irreducible repre-
sentations of p are in bijective correspondence with weights λ ∈ h∗ which are p-dominant
and p-integral.
A useful notation for weights λ of p-representations is to consider the expansion λ =∑
i λiωi in the basis of fundamental weights for g. The coefficient λj can then be inscribed
over the jth node of the Dynkin diagram of g, for example:
λ =
λ1 λ2 λ3
. . .
λn−1 λn
,
which is also often denoted by λ = [λ1|λ2, . . . , λn]. The condition of p-dominance and
integrality means that the coefficients over all uncrossed nodes must be nonnegative in-
tegers.
To conclude this section, we will briefly introduce the concept of a generalised Verma
module. Again, let g be a complex semisimple Lie algebra and fix a standard parabolic
subalgebra p. Let Vλ be an irreducible representation of p with highest weight λ ∈ h∗.
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Definition 1.3.2. The generalised Verma module Mp(λ) with highest weight λ is defined
as the (infinite-dimensional) U(g)-module induced by Vλ, i.e.
Mp(λ) := U(g)⊗U(p) Vλ.
The action of U(g), and thus of g, on Mp(λ) comes from multiplication from the left in
U(g).
Since the algebra g− ⊂ g is complementary to p, we see that as an g−-module, the
Verma module Mp(λ) is isomorphic to U(g−) ⊗C Vλ. There is a clear relation between
ordinary and generalised Verma modules. Mapping 1 ⊗ 1λ 7→ 1 ⊗ vλ, where vλ is the
highest weight vector of Vλ, induces a homomorphism M(λ)→Mp(λ) of U(g)-modules.
Moreover, from the previous section, we know that M(λ) is isomorphic to U(n−)⊗CCλ.
Choosing an appropriate basis for n−, we see that U(n−) ∼= U(g−) ⊗ U(p−) as a vector
space. Here p− is the direct sum of all negative root spaces contained in g0. Since Vλ is
p-irreducible, we have Vλ = U(p−)vλ and this implies that M(λ)→Mp(λ) is surjective,
so any generalised Verma module is a quotient of a Verma module with the same highest
weight.
1.4 The Weyl group and Hasse diagrams
The aim of this section is to define the Hasse diagram associated to a parabolic subal-
gebra p in a complex semisimple Lie algebra. This diagram is related to the topological
structure of the generalised flag manifold G
/
P and the structure of the Bernstein-
Gelfand-Gelfand resolution, BGG resolution for short, of a finite-dimensional irreducible
representation of a complex semisimple Lie algebra, see section 1.5. The Hasse diagram
is based on the Weyl group Wg of g and therefore, after defining the Weyl group, we will
first explain some basic facts about the Weyl group. As before, consider a semisimple
Lie algebra g, choose a Cartan subalgebra h ≤ g and an ordering on h∗. Denote by
∆,∆0,∆+ the corresponding set of roots, simple roots and positive roots, respectively.
Let h∗0 ⊂ h∗ be the real span of the roots. It is known that the Killing form restricts to
a positive definite inner product on h∗0. For any root α ∈ ∆, consider the root reflection
sα : h
∗
0 → h∗0, defined by
sα(β) := β − 2 〈β, α〉〈α, α〉α, (1.2)
which maps ∆ to itself. The Weyl group W = Wg of g is then defined as the subgroup of
the orthogonal group O(h∗0) generated by these root reflections. It can be shown that W
is in fact a finite subgroup which permutes the set ∆ of roots in g. Furthermore, it can
be shown that W is generated by the reflections sαi corresponding to the simple roots
αi ∈ ∆0. An expression of w ∈W as the composition of simple root reflections is called
reduced if it has the least possible number of factors. This number is called the length
`(w) of the element w ∈W . There is a unique element w0 which is of maximal length.
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Example 1.4.1. Let g = sl(3) with simple roots
α1 α2
, and denote by (i . . . k) the
product sαi . . . sαk . Then it is easy to verify that reduced expressions for elements of the
Weyl group Wsl(3) are
{id, (1), (2), (12), (21), (121)} .
Notice that (212) = (121). It is easy to check that Wg = S3, the symmetric group on
three letters.
For each root α ∈ ∆, Wα is the wall or hyperplane in h∗0 perpendicular to α. These
walls partition h∗0 into distinct open regions called Weyl chambers. There is a unique
chamber, the fundamental Weyl chamber, which is characterised by the property that
its elements λ satisfy
〈λ, α〉 > 0, ∀α ∈ ∆+.
A dominant weight for g lies in the closure of the fundamental Wely chamber. A weight
not on any wall is called regular. The Weyl group acts faithfully on the Weyl chambers.
In other words: there is precisely one element in W which maps a given chamber into
any other. The Weyl group W also permutes the weights in any finite-dimensional
irreducible representation of g. The highest weight lies in the closure of the fundamental
Weyl chamber, the lowest weight is obtained by the action of the longest element w0 of
W . In particular, this implies:
Lemma 1.4.1. If λ is the highest weight of an irreducible representation V of g, then
the highest weight of the dual representation V ∗ is given by −w0(λ).
To compute the action of the Weyl group W in practice, we shall need an explicit form
for the action of a reflection sα on a weight λ ∈ h∗0, written in the Dynkin diagram
notation. From equation (1.2) it follows that
2〈sα(λ), αj〉
〈αj , αj〉 :=
2〈λ, αj〉
〈αj , αj〉 − 4
〈λ, α〉
〈α, α〉
〈α, αj〉
〈αj , αj〉 ,
where the αi range over ∆
0. If α = αi is simple, cij =
2〈αi,αj〉
〈αj ,αj〉 is a Cartan integer
which can be obtained directly from the Dynkin diagram as in section 1.2.2. Recall that
cij = 0 if αi and αj are not connected in the Dynkin diagram, which means that only
the coefficients of λ over nodes the adjacent to αi will change. Using the expansion
λ =
∑
i λiωi in the basis of fundamental weights, we get
2〈sαi(λ), αj〉
〈αj , αj〉 = λj − λicij
This yields the following: to compute sαi(λ), let b be the coefficient of the node associated
to αi. Add b to the adjacent coefficients with multiplicity if there is a multiple edge
directed toward to adjacent node, and then replace b by −b. We thus get the following
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situation, where the reflection with respect to the simple root is indicated by ↑:
a b c 7→ a+ b −b b+ c
a b c 7→ a+ b −b 2b+ c
a b c 7→ a+ b −b b+ c
The Weyl group Wg admits the structure of a directed graph as follows: let w,w
′ ∈Wg
and write w → w′ if `(w′) = `(w)+1 and w′ = sαw for some α ∈ ∆. The root reflections
are precisely the directed edges in Wg, whereas the elements of Wg are its vertices. The
directed graph structure on Wg gives rise to a partial ordering which is called the Bruhat
ordering on Wg, see [20]. We write w  w′ if either w = w′ or there exists a directed
path from w to w′ in Wg.
Example 1.4.2. The directed graph structure of Wsl(3) is given by
(1) (21)
id (121).
(2) (12)
In the next section, we will see that the directed graph structure is important: it restricts
the possibility of the existence of homomorphisms between Verma modules. Therefore, it
is important to have a method for computing the structure at hand. The actual compu-
tation of Wg from the definition is extremely tedious, but a straightforward alternative is
obtained by noting that the elements of the orbit of any regular weight are in one-to-one
correspondence with Wg. This follows because a regular weight is defined as a weight
that does not lie on a wall. In particular, set
ρ =
∑
i:αi∈∆0
ωi,
the sum of the fundamental weights. Thus, the Dynkin diagram for ρ has a 1 over each
node. Geometrically, ρ is the integral weight in the dominant Weyl chamber which lies
closest to the origin. We may then compute the orbit of ρ by repeatedly applying simple
reflections, using the recipe given above. This results in a one-to-one correspondence
with the element of Wg. Reduced expressions for such an element are then obtained by
tracing back all possible chains of simple reflections producing an element in the orbit
from ρ.
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Example 1.4.3. The orbit of ρ =
1 1
under the Weyl group of sl(3) is given by:
1 1
−1 2 1 −2
2 −1 −2 1
−1 −1
To obtain the directed graph structure of Wg, we can make use of the following lemma:
Lemma 1.4.2. If w → w′ then a reduced expression for w is obtained from any reduced
expression for w′ by omitting one simple reflection. More generally, if w  w′ then a
reduced expression for w is obtained by omitting several simple reflections.
1.4.1 The affine action of the Weyl group
As a consequence of Harish Chandra’s theorem [60, page 22-28], it turns out that the
most significant action of the Weyl group on weights is not the straightforward one
generated by reflections as in the previous section. Rather, it is the affine action given
by
w · λ = w(λ+ ρ)− ρ,
where w ∈ Wg, λ ∈ h∗ and where ρ is the sum of the fundamental weights. This action
determines the correct parameters in calculating BGG resolutions or cohomology (via the
Bott-Borel-Weil theorem). A crucial distinction occurs in both results which depends on
whether λ has a non-trivial stabilizer under the affine action: if it does, we call λ singular
and λ+ρ lies on some wall of a Weyl chamber. Otherwise, we call λ non-singular, rather
then regular, which means that λ itself does not lie on a wall.
1.4.2 The Hasse diagram of a parabolic subalgebra
The graph structure of the Weyl group has an important subgraph or Hasse diagram
W p attached to a standard parabolic subalgebra p ≤ g. This diagram is related to the
structure of the parabolic version of the BGG resolution, which we will introduce in the
next section. It is distinguished as the subset of Wg consisting of those w ∈ Wg so that
the weight wλ is p-dominant for each g-dominant weight λ. Suppose that p = g0 ⊕ p+
is the Levi decomposition of p given by a choice of a Cartan subalgebra and a system
of simple roots ∆0 = {α1, . . . , αn} with fundamental weights {ω1, . . . , ωn}. Suppose λ is
g-dominant and w ∈W p, then we have
〈λ,w−1α〉 = 〈wλ, α〉 ≥ 0, ∀α ∈ ∆+(g0).
Letting λ run over all fundamental weights ωi forces w
−1α ∈ ∆+(g). This is sufficient
for wλ to be p-dominant and hence for w ∈W p. If we define
Φ(w) =
{
α ∈ ∆+(g) : w−1α ∈ −∆+(g)} ,
we obtain the following definition
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Definition 1.4.1. The Hasse diagram W p of the standard parabolic subalgebra p ≤ g is
the subset of Wg consisting of all elements w ∈Wg such that Φ(w) ⊂ ∆(p+). We endow
W p with the directed graph structure induced from the structure of Wg.
Computing W p from the definition is usually tedious. However, the method introduced
in the previous subsection to compute the Weyl group Wg can easily be modified to
obtain a method which is much more efficient. To describe it, we need an alternative
characterisation of W p, which is due to Kostant [62]. This identifies W p with the set of
minimal length right coset representatives of the subgroup Wp, which is the Weyl group
of g0.
Lemma 1.4.3 (Kostant). Any element w ∈ Wg admits a unique decomposition w =
wpw
p with wp ∈ Wp and wp ∈ W p. Moreover, `(w) = `(wp) + `(wp) and wp is the only
element of the right coset Wpw
p with this minimal length.
To use this lemma, let ρp =
∑
i∈Σ ωi. Thus the Dynkin diagram for ρ
p has ones over
the crossed nodes in the Dynkin diagram for p and zeros elsewhere. The idea now is to
identify the orbit of ρp under Wg with W
p just as the orbit of ρ is identified with Wg.
The stabiliser of ρp in Wg is Wp, see e.g. [8]. It follows that the orbit of ρ
p under the
right action of Wg, given by
(ρp, w) 7→ w−1ρp,
is in one-to-one correspondence with W p by Kostant’s lemma. To trace out the orbit,
we again repeatedly apply simple reflections to ρp. Every member of the orbit of ρp is
connected to ρp by one ore more paths of such simple reflections. The corresponding
element of W p has reduced expressions which are obtained by taking their composition
in reversed order to account for the inverse in the above action.
Example 1.4.4. If we take p = , then the orbit of ρp under the Weyl group of
g = sl(3) is given by:
1 0 −1 1 0 −1
,
from which the Hasse diagram for p follows:
id −→ (1) −→ (12).
Remark 1.4.1. The Hasse diagram W b for the Borel subalgebra b of g coincides with
the graph structure of Wg. which is an important observation for the next section.
1.5 Bernstein-Gelfand-Gelfand resolutions
In the final section of this chapter, we will discuss a crucial result introduced by Bern-
stein, Gelfand and Gelfand and generalised by Lepowksi, see [60, 65] and references
therein. We will only brielfy discuss their results, but we refer the reader, who is inter-
ested in more theoretical background, to the books [8, 20, 60].
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1.5.1 Morphisms between (generalised) Verma modules
In the work by Bernstein et al. it was shown when their exists a non-zero homomorphism
between Verma modules
M(λ) −→M(µ).
The theorem of Harish-Chandra states that such a homomorphism can be non-zero only
if µ and λ are on the same affine orbit of Wg see section 1.4.1. It is well known, see
[60], that dim(hom(M(λ),M(µ))) ≤ 1 and that each homomorphism M(λ) → M(µ) is
injective. Recall that ρ is the sum of the fundamental weights. The following theorem,
proved by Bernstein-Gelfand-Gelfand and Verma describes the homomorpisms of Verma
modules in terms of their highest weights
Theorem 1.5.1. Let λ, µ ∈ h∗. There exists a non-zero homomorphism of Verma
modules M(λ) → M(µ) if and only if their exists weights µ = λ0, λ1, . . . , λk = λ such
that λi+1 = sαiλi for some positive roots αi and (λi + ρ)(Hαi) ≥ 0 for all i.
To study possible homomorphisms between parabolic Verma modules Mp(λ)→ Mp(µ),
with λ and µ p-dominant weights, it is natural to begin with the associated Verma
modules. If the conditions of the previous theorem are satisfied, we start with the
embedding ϕ : M(λ)→M(µ), which is unique up to a multiple. We can then compose
ϕ with the natural projection pi : M(µ)→Mp(µ). If the image of pi ◦ϕ is non-zero, there
is a universal property of parabolic Verma modules which permits us to factor this map
through a non-zero homomorphism ϕp : Mp(λ) → Mp(µ). Otherwise set ϕp = 0. The
map ϕp is called the standard map associated with ϕ, but it may as well be zero. This
notion was introduces by Lepowski in [65]. He also observed that even if a standard
map is zero, there may exist a non-zero homomorphism between the parabolic Verma
modules in question. Such a map is called a non-standard homomorphism.
1.5.2 Parabolic version of the BGG resolution
Definition 1.5.1. A resolution of a g-module V is an exact sequence (possibly infinite)
of g-modules
· · · −→ En −→ · · ·E2 −→ E1 −→ E0 −→ V −→ 0.
Rather than writting out the whole resolution, one often uses the following shorthand
notation, see e.g. [85]
E• −→ V.
Let g be a semisimple Lie algebra and let p be a standard parabolic subalgebra. In [65],
Lepowski constructed a resolution of an irreducible finite-dimensional representation of
g. This resolution is dual to a resolution of differential operators on a generalised flag
manifold G
/
P . The pattern of this resolution follows the partial ordering on the set
W p as discussed in the previous section. The original theorem, proved by Bernstein-
Gelfand-Gelfand, for the Borel subalgebra will not be mentioned here. The parabolic
version that is given below is derived from that original result.
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Theorem 1.5.2. Let g be a semisimple Lie algebra, let p be a standard parabolic subalge-
bra and let λ be a dominant and integral weight for g. Then there is an exact resolution
of the finite-dimensional irreducible g-module Vλ
∆•(λ) −→ Vλ −→ 0,
where
∆p(λ) =
⊕
w∈W p: `(w)=p
Mp(w · λ).
Moreover, the map ∆p(λ) −→ ∆p−1(λ) is nonzero on each summand Mp(w · λ), where
it is a standard map.
From the last section it is known that Wg has a longest element, which means that also
W p has a longest element so that the BGG resolution is a finite resolution.
We will now explain an algorithm to determine the BGG resolution of a finite-dimensional
irreducible g-module by means of an example. Consider the Lie algebra sl(3) and a
parabolic subalgebra given by the following Dynkin diagram: p = . To obtain the
BGG resolution for an arbitrary sl(3)-module with highest weight λ =
a b
, we first
have to determine the Hasse graph W p. Recall from the previous section that in this
case, it is given by
id −→ (1) −→ (12).
This implies that the resolution consists of three terms, the first one being the parabolic
Verma module with highest weight λ. Note that the arrows in the Hasse graph should
be reversed. We then have to compute the highest weight for the other two parabolic
Verma modules using the affine action of the Weyl group. This will be done using the
algorithm described in the previous section using the Dynkin diagram notation. For the
second term, this leads to:
sα1 (λ+ ρ)− ρ =
a+ 1 b+ 1 − 1 1
=
−a− 1 a+ b+ 2 − 1 1
=
−a− 2 a+ b+ 1
.
Similarly, one can compute the last term in the resolution as follows:
sα1 (sα2 (λ+ ρ))− ρ = sα1
( a+ 1 b+ 1 )− 1 1
=
a+ b+ 2 −b− 1 − 1 1
=
−a− b− 3 a
.
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This results in the following sequence:
0 −→ −a− b− 3 a −→ −a− 2 a+ b+ 1 −→ a b −→ a b −→ 0.
Remark 1.5.1. The algorithm used to compute the BGG resolution may be applied to a
singular, but p-dominant, weight. The result is still an exact sequence which is no longer
a resolution of a finite-dimensional irreducible representation.
To conclude this section, we will consider another example:
Example 1.5.1. Consider the Lie algebra so(7) equiped with a |1|-grading corresponding
to the parabolic subalgebra p = . The BGG resolution for the irreducible
representation with highest weight
λ =
a b c
is given by:
0 −→
−a− 2b− c− 5 b c −→
−a− 2b− c− 5 a+ b+ 1 c −→ · · ·
· · · −→
−a− b− c− 4 a 2b+ c+ 2 −→
−a− b− 3 a 2b+ c+ 2 −→ · · ·
· · · −→
−a− 2 a+ b+ 1 c −→ a b c −→ a b c −→ 0
As an example of remark 1.5.1, we note that it follows from this resolution that there
exist a standard homomorphims of parabolic Verma modules
0 −→
−72 0 1 ϕ−→
−52 0 1 −→ coker(ϕ) −→ 0,
which is dual to an invariant operator on the conformal sphere called the Dirac operator.
This is no longer a resolution of a finite-dimensional so(7)-module, but it is still an exact
sequence.
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Chapter 2
Realisations in the Weyl algebra
In 1917 Ernst Fischer proved the following result, see [49]: given the fixed homogeneous
polynomial q(x) on Rm and an arbitrary polynomial Pk(x) of degree k, one can always
decompose the latter as
Pk(x) = Qk(x) + q(x)R(x) ,
where Qk(x) is a homogeneous polynomial of degree k belonging to the kernel of the
differential operator q(D), obtained by replacing each variable xj in q(x) by the partial
derivative ∂xj , and where R(x) has the appropriate degree.
Generalisations of this result appear in a variety of mathematical contexts, a few of
which are listed here:
(i) In the framework of harmonic analysis, the subject in which the present chapter is
to be situated, the Fischer decomposition (FD) appears as the main tool for decom-
posing the space P(Rm,C) of scalar-valued polynomials on Rm into null-solutions
for the Laplace operator, see section 2.1. Similarly, the FD is used to decom-
pose the space P(Rm,Cm) or P(Rm,S) of Clifford algebra-valued or spinor-valued
polynomials on Rm into null-solutions for the Dirac operator (which factorizes the
Laplace operator). This serves as the starting point for several problems in mul-
tivariate analysis which generalise classical problems from complex analysis, since
the FD in these particular cases should be interpreted as the higher-dimensional
analogue of the Taylor series for holomorphic functions [35].
(ii) If the operator q(D) enjoys certain invariance properties (e.g. the Laplace operator
being invariant under the orthogonal group), the FD can also be seen as an explicit
realisation for an abstract decomposition of certain vector spaces into irreducible
components. This subject is closely related to the existence of a Howe dual pair
(see [53, 58]), which will play a crucial role in the present chapter (see sections 2.1
and 2.2). For a nice overview of the interplay between Howe dual pairs and FDs
in Clifford analysis, we refer to [11].
(iii) More specifically, explicit realisations of the FD on spaces of polynomials have
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been established for various other groups. For the case of finite reflection groups
G < O(m), this is achieved using Dunkl operators, see [38] for the harmonic
version, as well as [32, 33, 69] for various Dirac versions. The case of the symplectic
Dirac operator is treated in [34]. In the context of so-called hermitian Clifford
analysis, the dual pair sl(1|2)×U(n) is investigated [12, 11]. Finally, in the context
of flat superspaces, the Howe duality sl(2)×osp(m|2n) was studied in [26, 27], while
the Howe duality osp(1|2)× osp(m|2n) and corresponding FD was studied in [30].
(iv) In a series of papers [4, 5, 76], the FD was used to develop fast exact algorithms for
solving Dirichlet boundary problems with polynomial data on quadratic surfaces
on Rm.
2.1 Classical Howe duality on Rm
In this section, we first introduce an important class of irreducible representations for
the orthogonal Lie algebra SO(m). We will then use them to decompose the space of
polynomials P (Rm,C) into irreducible representations under the so-called regular action
of SO(m):
H : SO(m) −→ Aut (P (Rm,C)) : g 7→
(
P 7→ H(g)[P ](x) := P (g−1x) ),
where SO(m) acts on Rm through ordinary matrix multiplication. Note that this action
has a special feature:
H(g)[P ](g[x]) = P (x),
for all x ∈ Rm and all g ∈ SO(m). From a physical point of view, this simply means
that two observers, who have a frame of reference that is connected by a rotation, will
observe the same scalar value for a polynomial P (x). This is necessary since the complex
numbers are the trivial representation of the orthogonal group. Sometimes, it is more
useful to work with the derived representation of the regular representation of SO(m):
Definition 2.1.1. The derived action dH of soR(m) on the space of complex-valued
polynomials P (Rm,C) is given by:
dH : soR(m) −→ End (P (Rm,C)) ,
with
dH(A)[P ](x) :=
d
dt
H
(
etA
)
[P ](x)
∣∣∣
t=0
=
d
dt
P
(
e−tAx
) ∣∣∣
t=0
.
Take A = −Eij + Eji, where Eij denotes the matrix having one on the ith row and the
jth column and all other entries equal to zero. Using a Taylor expansion, we can then
prove that
e−tA = (1m − Eii − Ejj) + (Eii + Ejj) cos t−A sin t.
This can be used to calculate
e−tAx = ((1m − Eii − Ejj) + (Eii + Ejj) cos t−A sin t)
(
xiei + xjej + x
⊥
)
,
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where x⊥ is the part of x that is perpendicular to ei and ej , which leads to
e−tAx = x′iei + x
′
jej +
∑
k 6=i,j
xkek,
with {
x′i = xi cos (t) + xj sin (t)
x′j = −xi sin (t) + xj cos (t)
.
This means that for i < j, the derived representation is given by:
dH(A)[P ](x) =
d
dt
P
(
etAx
) ∣∣∣
t=0
=
d
dt
P
(
x1, . . . , x
′
i, . . . , x
′
j , . . . , xm
)∣∣∣
t=0
=
(
xi∂xj − xj∂xi
)
P (x) ,
where we used the chain rule in the last step. This result could be expected since the
following proposition holds:
Proposition 2.1.1. The angular momentum operators, given by Lij := xi∂xj − xj∂xi
(1 ≤ i, j ≤ m), define a model for the real Lie algebra soR(m).
The space P (Rm,C) is far from irreducible: every subspace of k-homogeneous polyno-
mials (k ∈ N) is invariant, i.e.
P (Rm,C) =
⊕
k∈N
Pk (Rm,C) .
The spaces Pk (Rm,C) still have invariant subspaces which can be characterised as so-
lutions of the Laplace equation:
Definition 2.1.2. For all k ∈ N we define k-homogeneous harmonics by means of
Hk (Rm,C) := Pk (Rm,C) ∩ ker (∆x) .
Furthermore, we put
H (Rm,C) =
⊕
k∈N
Hk (Rm,C) .
For example, we have: H0 (Rm,C) = C and H1 (Rm,C) = P1 (Rm,C). The following
theorem is crucial for the rest of this section:
Theorem 2.1.1. If m ≥ 3, then for all k ∈ N, the space Hk (Rm,C) defines an irre-
ducible representation for SO(m) (or for the orthogonal Lie algebra so(m)).
Proof. For a proof of this theorem, we refer to [23, 25].
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Recall from chapter 1 that there is a one-to-one correspondence between finite-dimensional
irreducible representation and dominant and integral weights λ ∈ h∗. In Clifford analy-
sis, the traditional notation for highest weights is to denote them as coordinates in terms
of the dual basis {ε1, . . . , εn} of h∗, with n = bm2 c. In this case, the highest weight of
the irreducible so(m)-representation Hk (Rm,C) is given by
λ = [k] = k ε1 = (k, 0, . . . , 0) =: (k)
and highest weight vector is
wk(x) = (x1 − ix2)k.
For k = 0, this is the trivial representation (H0 (Rm,C) = C) and for k = 1, this is the
vector representation Cm ∼= P1 (Rm,C). When restricting harmonic polynomials to the
sphere Sm−1, one obtains the spherical harmonics known from quantum mechanics.
To decompose the vector spaces Pk (Rm,C) into irreducible representations for SO(m),
i.e. into harmonic polynomials, a particular model for the Lie algebra sl(2) will be used.
Definition 2.1.3. The following set of operators will have a crucial role in what follows:
(i) ∀x ∈ Rm, the norm of x is defined as
|x| := r =
√√√√ m∑
j=1
x2j .
The square of the norm is usually interpreted as a multiplication operator, because
|x|2 : Pk (Rm,C) −→ Pk+2 (Rm,C) .
(ii) The Euler operator on Rm is defined as
Ex :=
m∑
j=1
xj∂xj = r∂r : Pk (Rm,C) −→ Pk (Rm,C) .
This operator measures the degree of homogeneity of a (homogeneous) polynomial:
ExPk (x) = kPk (x) , ∀Pk (x) ∈ Pk (Rm,C) .
(iii) The Laplace operator on Rm is given by
∆x =
m∑
j=1
∂2xj : Pk (Rm,C) −→ Pk−2 (Rm,C) .
This operator can be interpreted as the Fourier transform of the multiplication
operator r2 (up to a sign). The function theory for the Laplace operator is known
as harmonic analysis in m real variables.
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These operators span a Lie algebra, which is isomorphic to the Lie algebra sl(2), i.e.
sl(2) = Span (X,Y,H) ∼= Span
(
−1
2
∆x,
1
2
|x|2 ,−
(
Ex +
m
2
))
, (2.1)
which follows from simple calculations, for example:
[X,Y ] = −1
4
[
∆x, |x|2
]
= −1
4
m∑
i,j=1
[∂2xj , x
2
i ] = −
1
4
m∑
j=1
(
∂xj [∂xj , x
2
j ] + [∂xj , x
2
j ]∂xj
)
= −m
2
−
m∑
j=1
xj∂xj = −Ex −
m
2
.
We have now gathered all the ingredients that allow us to decompose the space P (Rm,C)
into irreducible representations of the orthogonal group. This is stated in the following
theorem which is known as the Fischer decomposition (see e.g. [3])
Theorem 2.1.2 (Fischer decomposition). For all k ∈ N, one has the following
decomposition:
Pk (Rm,C) =
b k
2
c⊕
j=0
|x|2j Hk−2j (Rm,C) .
To prove this theorem, we need two more lemmas which follow from simple computations.
Lemma 2.1.1. In the universal enveloping algebra U (sl(2)), the following identity holds
for all a ∈ N0:
[X,Y a] = aY a−1 (H − a+ 1) .
Lemma 2.1.2. For all k ∈ N0 and Pq(x) ∈ Pq (Rm,C), the following equality holds:
∆x |x|2k Pq(x) = 4k
(
k + q − 1 + m
2
)
|x|2k−2 Pq(x) + |x|2k ∆xPq(x).
Proof of theorem 2.1.2. We will prove this by induction on the degree of homogeneity.
It is immediately clear for k = 0, 1, so consider Pk+2 ∈ Pk+2 (Rm,C). We then have
∆Pk+2(x) ∈ Pk (Rm,C), so applying the induction hypothesis we have
∆Pk+2(x) =
κ∑
j=0
|x|2j Hk−2j(x),
where put κ := bk2c and Hk−2j(x) ∈ Hk−2j (Rm,C). From the previous lemma, we have
∆x
(
|x|2j+2Hk−2j(x)
)
= 4(j + 1)
(
k − j + m
2
)
|x|2j Hk−2j(x).
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The constant
(
k − j + m2
)
cannot be zero. There is no second term in the right hand
side, since Hk−2j(x) is an harmonic polynomial. This implies that we can write Pk+2(x)
as
Pk+2(x) = Hk+2(x) +
κ∑
j=0
|x|2j+2Hk−2j(x)
4(j + 1)
(
k − j + m2
) ,
for some element Hk+2(x) ∈ Hk+2. Next we prove that this decomposition is unique:
suppose there exist harmonic polynomials Hk−2j(x) such that
κ∑
j=0
|x|2j Hk−2j(x) = 0.
It is sufficient to apply ∆κx to prove that H0 = 0. If we apply ∆
κ−2
x we find that H2 = 0
and so on. This completes the proof.
Remark 2.1.1. In lemma 3.1.1 of chapter 3, we will introduce explicit projection oper-
ators to project on each of the harmonic components in the Fischer decomposition. This
is postponed until then, as this requires the use of extremal projection operators.
Corollary 2.1.1. The map ∆x : Pk (Rm,C) −→ Pk−2 (Rm,C) is surjective.
As a consequence of this corollary, we can compute the dimension of Hk (Rm,C) using
the following lemma:
Lemma 2.1.3. For all k ∈ N the dimension of the space of k-homogeneous polynomials
is:
dim (Pk (Rm,C)) =
(
m+ k − 1
m− 1
)
.
Proof. Follows from an easy counting argument.
Corollary 2.1.2. As we know that
dim (ker (∆x)) = dim (Pk (Rm,C))− dim (Im (∆x)) ,
it follows that for all k ∈ N\ {0, 1}
dim (Hk (Rm,C)) =
(
m+ k − 1
m− 1
)
−
(
m+ k − 3
m− 1
)
.
The decomposition of the total space of polynomials into irreducible representations for
the action of SO(m) is then given by
P (Rm,C) =
⊕
k∈N
Pk (Rm,C) =
+∞⊕
k=0
b k
2
c⊕
j=0
|x|2j Hk−2j (Rm,C) .
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Remark 2.1.2. The decomposition of the space P (Rm,C) into irreducible represen-
tations SO(m) is not multiplicity-free. In particular, every irreducible representation
appears infinitely many times in the decomposition.
Every element Hk(x) ∈ Hk (Rm,C) gives rise to an infinite-dimensional Verma module
for sl(2):
V∞k :=
+∞⊕
j=0
Span
(
|x|2j Hk(x)
)
= U (sl(2))⊗U(b) Ck+m2 .
Altogether, we arrive at the multiplicity free decompostion of the space P (Rm,C) as a
representation of the direct product sl(2)× SO(m):
Theorem 2.1.3. Under the joint action of sl(2)× SO(m), the space P(Rm,C) decom-
poses as follows:
P (Rm,C) ∼=
⊕
k∈N
V∞k ⊗Hk (Rm,C) .
The isomorphism from theorem 2.1.3 is interpreted in the following way: there is a
sl(2)× SO(m)-intertwining morphism
V∞k ⊗Hk(Rm,C) −→ P(Rm,C)
Φ(Y )wk ⊗Hk(x) 7→ Φ(|x|2)Hk(x),
where Φ(Y ) is a polynomial in Y . The pair sl(2)× SO(m) is referred to as a Howe dual
pair [58, 59]. In practical problems, such as integration over the sphere (or unit ball) in
Rm using Pizzetti’s formula [30, 31, 71], it is often useful to have an explicit expression
for these harmonic components in x ∈ Rm. In case of harmonic analysis in one vector
variable, these can be found using the projection operators from lemma 3.1.1.
2.2 Classical Howe duality on R2m
The aim of this section is to obtain a generalisation of theorems (2.1.2) and (2.1.3) for
homogeneous polynomials Pk,l(x, u) in two vector variables (x, u) ∈ R2m. From now on,
we work in dimensions greater than four, i.e. m > 4. Otherwise the Lie algebra so(m) is
not simple. Polynomials in two vector variables can also be decomposed into irreducible
components, corresponding to the decomposition of the vector space Pk,l(R2m,R) into
irreducible summands for the regular action of SO(m) by means of
H(g)[P ](x, u) := P (g−1x, g−1u) .
This is again described by a specific Howe dual pair, namely sp(4)× SO(m), a classical
result in representation theory for which we refer to e.g. [52, 58, 59] and theorem 2.2.1.
The notation sp(4) = C2 hereby refers to the symplectic Lie algebra of rank 2. The Weyl
algebra in two vector variables is given by:
W(R2m,C) = Alg (xi, uj ; ∂xp , ∂uq)1≤i,j,p,q≤m
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and the action of the group SO(m) on this space is for all D ∈ W(R2m,C) defined by
means of g ·D := H(g) ◦D ◦ H(g−1). A well-known result from classical representation
theory shows us that the following subspaces generate all SO(m)-invariant operators (see
[86]):
p+ := Span(∆x, 〈∂u, ∂x〉,∆u)
p− := Span(|x|2, 〈u, x〉, |u|2)
k := Span(〈x, ∂u〉, 〈u, ∂x〉,Ex + m
2
,Eu +
m
2
) .
The notation 〈·, ·〉 hereby refers to the Euclidean inner product on Rm, and an operator
such as 〈x, ∂u〉 then stands for
∑
j xj∂uj . It is easily verified that the sum g := p
+⊕k⊕p−
defines a model for the Lie algebra sp(4), where k realises the reductive Lie algebra gl(2).
The Lie subalgebra p := k ⊕ p+ is a parabolic subalgebra inside g = sp(4), which
corresponds to a |1|-grading and where g0 = gl(2). The Lie algebra g is then called the
Howe dual partner for the action of the Lie group SO(m) on polynomials in (x, u) ∈ R2m.
This is the subject of Howe’s celebrated result, for which we refer to e.g. [52, 53, 58, 59].
We state the main conclusion here, which will be exploited in what follows:
Theorem 2.2.1. Under the joint action of sp(4)×SO(m), the space P(R2m,C) decom-
poses as follows:
P(R2m,C) ∼=
⊕
k≥l
V∞k,l ⊗Hk,l(R2m,C) . (2.2)
The summation is hereby performed over all pairs of integers (k, l) ∈ N × N satisfying
the dominant weight condition k ≥ l ≥ 0, and the vector spaces at the right-hand side
are defined as:
(i) the infinite-dimensional (irreducible) sp(4)-module
V∞k,l := U(g)⊗U(p) Vk,l,
which is induced from the (finite-dimensional) irreducible gl(2)-module Vk,l, with
highest weight given by µ = (k + m2 , l +
m
2 ), extended to a p-module by letting p
+
act trivially on Vk,l,
(ii) the space Hk,l, with k ≥ l, defined by means of
Hk,l(R2m,C) := Pk,l(R2m,C) ∩ ker
(
∆x,∆u, 〈∂u, ∂x〉, 〈x, ∂u〉
)
,
with ker(D1, . . . , Dk) = kerD1 ∩ . . . ∩ kerDk.
Note that the vector space Hk,l(R2m,C), of so-called simplicial harmonics, defines a
model for the irreducible SO(m)-module with highest weight (k, l, 0, . . . , 0) for k ≥ l, see
e.g. [25, 51]. This generalises a well-known classical result which says that the vector
space Hk(Rm,C) of k-homogeneous harmonic polynomials defines a model for the irre-
ducible representation with highest weight (k, 0, · · · , 0). Also note that the module V∞k,l
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is freely generated by U(p−) and as such, we have V∞k,l ∼= U(p−) ·Vk,l. The isomorphism
(2.2) has to be interpreted in the following sense: there is an injective (sp(4)× SO(m))-
intertwining map
V∞k,l ⊗Hk,l(R2m,C) −→ P(R2m,C)
Φ(Y1, Y2, Y3)Y
jwk,l ⊗Hk,l(x, u) 7→ Φ(|x|2, 〈u, x〉, |u|2)〈u, ∂x〉jHk,l(x, u),
where wk,l is the highest weight vector for the module Vk,l from above, Y is the negative
root vector of gl(2) and Φ(Y1, Y2, Y3) is a polynomial in the variables {Y1, Y2, Y3} that
span p−. This means that the representation Vk,l can be realised explicitly as
Vk,l =
k−l⊕
j=0
Span
(
〈u, ∂x〉jHk,l(x, u)
)
,
for an arbitrary but fixed Hk,l(x, u) ∈ Hk,l(R2m,C). As a consequence of Howe’s abstract
result, one can decompose arbitrary (homogeneous) polynomials in (x, u) as follows:
Pk,l(x, u) =
∑
a,b,j,p,q
ρa,b(x, u)〈u, ∂x〉jHp,q(x, u) ,
with ρa,b(x, u) ∈ U(p−) and degx(ρa,b(x, u)) = a, degu(ρa,b(x, u)) = b. The polynomials
Pk−j,l+j(x, u) = 〈u, ∂x〉jHk,l(x, u) belong to the kernel of p+ and the summation is such
that (a+ p− j, b+ q + j) = (k, l).
Despite the fact that this is all well understood from a theoretical point of view, it
does not explain how to explicitly obtain the summands inside the decomposition. To
achieve this, the following problems must be addressed: we need to define a suitable
‘ordering’ on the summands appearing in the Fischer decomposition and we then need
to construct a projection operator on the unique maximal summand. To solve the first
problem, we will propose a new basis for the invariants ρa,b(x, u) on which a suitable
realisation of the Lie algebra sl(2) acts (see section 2.3). In the following section, ad-
ditional creation and annihilation operator acting on these new basis vectors will be
introduced and we will also explicitly write these basis vectors in terms of hypergeomet-
ric functions. This leads to a decomposition of the space of invariant polynomials into
irreducible representation for the Lie algebra sl(2). Once this is achieved, we can decom-
pose the space P(R2m,C) of polynomials in two vector variables into tensor products
of two sl(2)-representations. However, as we will show in an example, it is impossible
to write down an explicit projection operator on the maximal summand. Fortunately,
this problem can be solved using a different decomposition and a particular transvector
algebra which plays the role of a dual partner for the orthogonal group SO(m) leading
to a generalisation of the classical Howe duality (see chapter 3).
2.3 The algebra of polynomial invariants on R2m
We will now focus on the algebra A := Alg(|x|2, |u|2, 〈u, x〉) of polynomial invariants.
Note that this algebra is in fact a subalgebra of the Weyl-algebra acting on P(R2m,R)
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as multiplication operators which, using the notation from the previous section, can be
seen as the universal enveloping algebra U(p−). In particular, we will show that one can
define an ordering on this algebra, generalising the ordering in case of one vector variable
using the exponent in |x|2. This is crucial if we want to obtain an explicit decomposition
of arbitrary polynomials Pk,l(x, u) in terms of irreducible summands. To do so, we first
introduce the following model for the algebra sl(2):
sl(2) = Span(X,Y,H) ∼= Span (〈x, ∂u〉, 〈u, ∂x〉,Ex − Eu). (2.3)
This is nothing but the simple subalgebra sl(2) inside the reductive Lie algebra k ∼= gl(2)
introduced in the previous section. Let us then define the following elements in A, which
will play the role of highest weight vectors for particular sl(2)-modules:
Definition 2.3.1. For all (a, b) ∈ N× N, we define
Ia,b := |x|2a |x ∧ u|2b = |x|2a
(|x|2|u|2 − 〈u, x〉2)b.
The elements Ia,b are clearly annihilated under the action of 〈x, ∂u〉:
〈x, ∂u〉Ia,b = |x|2a〈x, ∂u〉 |x ∧ u|2b = 2b|x|2a |x ∧ u|2b−2 (|x|2〈u, x〉 − |x|2〈u, x〉) = 0.
Similarly, we also have that 〈u, ∂x〉 |x ∧ u|2b = 0. The repeated action of the dual operator
〈u, ∂x〉 on Ia,b clearly generates an sl(2)-module V2a(b), defined as follows:
Definition 2.3.2. For all (a, b) ∈ N× N, we define
V2a(b) := Span
{Ia,b, 〈u, ∂x〉Ia,b, · · · , 〈u, ∂x〉2aIa,b}.
This module is (2a+1)-dimensional, which nicely corresponds to the action of the Cartan
element on the highest weight vector: HIa,b = 2aIa,b. The main result we will prove is
the following:
Theorem 2.3.1. The algebra A has the following vector space decomposition:
A =
⊕
a∈N
⊕
b∈N
V2a(b).
The inclusion in one direction is immediately clear: V2a(b) ⊂ A, for all (a, b). Indeed,
it suffices to note that p− defines a k-module under the adjoint action (using the Lie
bracket), which therefore implies that k(p−)q ⊂ (p−)q(1 + k) in the enveloping algebra
U(g), with g = sp(4) and q ∈ N.
In order to obtain the opposite inclusion, we need a few additional results. First of
all, we have the following definition:
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Definition 2.3.3. The Fischer inner product on the space P (R2m,C) is defined as
〈P (x, u), Q(x, u)〉F := P (∂x, ∂u)Q(x, u) |x=0,
where the bar over P stands for complex conjugation and where the notation P (∂x, ∂u)
indicates that one replaces each variable xj and uj with the corresponding partial deriva-
tive ∂xj and ∂uj .
Lemma 2.3.1. We have the following equality:
A ∩ ker (〈x, ∂u〉,∆u) = Alg (|x|2) .
Proof. First of all, it is clear that
A = Alg (|x|2, 〈u, x〉)⊕ |u|2A .
The latter summand is clearly a subspace of the orthogonal complement of the vector
space of harmonic polynomials in the variable u (for the Fischer inner product), which
means that
A ∩ ker (〈x, ∂u〉,∆u) ⊂ Alg (|x|2, 〈u, x〉) .
Since [〈x, ∂u〉, |x|2] = 0, it is immediately clear that in order to belong to the kernel of
the operator 〈x, ∂u〉, no factor u can be present. This then proves the statement
We will now use this result to prove that one can reconstruct the full algebra of invariants
A, starting from powers |x|2a (where a ∈ N). This is based on the observation that
∆u ∈ End
(A ∩ ker〈x, ∂u〉), which follows from the fact that [∆u, 〈x, ∂u〉] = 0. One can
therefore define a suitable dual operator for the Fischer inner product which also acts
as an endomorphism on A ∩ ker〈x, ∂u〉. Denoting this operator by means of |u|2pi, for
reasons which will be made clear in what follows, we thus have that
〈∆uP (x, u), Q(x, u)〉F = 〈P (x, u), |u|2piQ(x, u)〉F , ∀P,Q ∈ A ∩ ker〈x, ∂u〉 .
To construct the operator |u|2pi, we first note that for all P (x, u) ∈ A ∩ ker〈x, ∂u〉 one
clearly has that |u|2P ∈ ker〈x, ∂u〉3 and so, we have the following lemma:
Lemma 2.3.2. For all P (x, u) ∈ A ∩ ker〈x, ∂u〉, we can write
|u|2P = P0 + 〈u, ∂x〉P1 + 〈u, ∂x〉2P2,
where 〈x, ∂u〉Pj = 0 for j = 0, 1, 2.
Therefore, the action of the operator |u|2pi on P (x, u) will be defined as the projection
of |u|2P on the kernel of the operator 〈x, ∂u〉. This can be explicitly done using the
extremal projection operator for the Lie algebra sl(2) as realised in equation (2.3), see
e.g. the work of Tolstoy [82] and Zhelobenko [88, section 3]:
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Definition 2.3.4. The extremal projection operator for the simple Lie algebra sl(2) is
defined by means of
pi :=
∞∑
j=0
(−1)j
j!
Γ(Ex − Eu + 2)
Γ(Ex − Eu + j + 2)〈u, ∂x〉
j〈x, ∂u〉j ,
and satisfies the requirements pi〈u, ∂x〉 = 0 = 〈x, ∂u〉pi and pi2 = pi.
Remark 2.3.1. The operator pi belongs to a rational extension U ′(sl(2)) of the universal
enveloping algebra of sl(2), which then justifies the occurrence of the Euler operators in
the denominator. Note that such an extension is often called a localisation with respect
to a field of fractions.
The operator |u|2pi can thus be written as |u|2pi = pi[|u|2]. Using the properties of pi, we
immediately get
Lemma 2.3.3. One has that |u|2pi1 = 0.
Proof. This easily follows from the observation that
pi[|u|2] = 1
2
pi
(〈u, ∂x〉2|x|2) = 1
2
(
pi〈u, ∂x〉2
) |x|2 = 0,
where in the last equality the property pi〈u, ∂x〉 = 0 was used.
More generally, we have the following:
Lemma 2.3.4. For all b ∈ N, one has that |u|2pi I0,b = 0.
Proof. Follows from the fact that |u|2pi I0,b = 12pi
(〈u, ∂x〉2|x|2) I0,b = 0.
In order to calculate the action of |u|2pi on Ia,b, with a 6= 0, we first derive an explicit
expression
Proposition 2.3.1. Recalling that H = Ex − Eu, the operator |u|2pi, when acting on
P (x, u) ∈ A ∩ ker〈x, ∂u〉 is given by
|u|2pi =
H + 1
H + 3
|u|2 − 2 H + 1
N(H)
〈u, x〉〈u, ∂x〉+ 1
N(H)
|x|2〈u, ∂x〉2 ,
where we have introduced the denominator N(H) = (H + 2)(H + 3).
Proof. When acting with |u|2pi on P (x, u) ∈ A ∩ ker〈x, ∂u〉, only the terms j ∈ {0, 1, 2}
from pi from definition 2.3.4 are needed calculate the action of pi. We thus get
|u|2pi =
(
1− 1
H + 2
〈u, ∂x〉〈x, ∂u〉+ 1
2
1
(H + 2)(H + 3)
〈u, ∂x〉〈x, ∂u〉+O
(〈x, ∂u〉3)) |u|2
= |u|2 − 2
H + 2
〈u, ∂x〉〈u, x〉+ 1
(H + 2)(H + 3)
〈u, ∂x〉2|x|2
=
H + 1
H + 3
|u|2 − 2 H + 1
N(H)
〈u, x〉〈u, ∂x〉+ 1
N(H)
|x|2〈u, ∂x〉2,
which completes the proof.
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Remark 2.3.2. The above expression for |u|2pi becomes ill-defined when acting on poly-
nomials P (x, u) for which ExP = EuP , because of the factor (H + 2) in the nominator,
but this can be safely ignored in our case of interest as we only need the action on Ia,b
with a > 0 (see also lemmas 2.3.3 and 2.3.4).
Using this result, we find for example:
|u|2pi |x|2 =
2
3
|x ∧ u|2 .
More generally, we have the following:
Proposition 2.3.2. For all (a, b) ∈ N× N, we have:
|u|2pi Ia,b =
2a
2a+ 1
Ia−1,b+1 .
Proof. For a = 0, we refer to the Lemma above. For a 6= 0, this easily follows from direct
calculations, hereby using the explicit expression for the operator |u|2pi from proposition
2.3.1.
Repeatedly applying this result to |x|2a = Ia,0, we arrive at the following:
Proposition 2.3.3. The action of the operator |u|2pi on the elements |x|2a ∈ A, with
a ∈ N, generates all the highest weight vectors Ia−j,j (for 0 ≤ j ≤ a).
The operator ∆u acts ‘in the opposite direction’, as was to be expected:
Lemma 2.3.5. For all integers a and b > 0, we have that
∆u Ia,b = 2b(m− 3 + 2b)Ia+1,b−1 .
Proof. We will prove this by induction. First of all, we can immediately verify by direct
calculation that ∆u |x ∧ u|2 = 2(m− 1)|x|2. Next, we assume that the lemma holds for
all 1 ≤ j ≤ b− 1. We then have:
∆u |x ∧ u|2b = |x ∧ u|2b−2 ∆u |x ∧ u|2 + |x ∧ u|2 ∆u |x ∧ u|2b−2
+ 2
m∑
i=1
(
∂ui |x ∧ u|2
)(
∂ui |x ∧ u|2b−2
)
.
Since ∂ui |x ∧ u|2 = 2ui|x|2 − 2xi〈u, x〉, we easily find that
m∑
i=1
(
∂ui |x ∧ u|2
)(
∂ui |x ∧ u|2b−2
)
= 8(b− 1) |x ∧ u|2b−4
m∑
i=1
(ui|x|2 − xi〈u, x〉)2
= 8(b− 1)|x|2 |x ∧ u|2b−2 .
Together with the induction hypothesis, this proves the lemma.
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As a matter of fact, this means that the direct sum
W2a := Span {Ia,0, Ia−1,1, . . . , I0,a} = Span
{
|x|2a, |x|2a−2 |x ∧ u|2 , . . . , |x ∧ u|2a
}
,
(2.4)
defines a module under the action of the operators ∆u and |u|2pi. Note that these operators
do not generate a Lie algebra isomorphic to sl(2).
Proposition 2.3.4. The space of all invariants in A which are killed by the operator
〈x, ∂u〉 is given by:
A ∩ ker〈x, ∂u〉 ∼= Alg
(|x|2, |x ∧ u|2 ) .
This essentially says that when applying enough powers of the operator 〈x, ∂u〉 on an
arbitrary element of the algebra A, the result will necessarily be of the form Ia,b (for
certain a and b).
Proof. Introducing the notation V := A ∩ ker〈x, ∂u〉, we have that ∆u : V → V . The
kernel of this map has already been found in lemma 2.3.1 as Alg(|x|2). We now claim
that we have the following gradation on V :
V :=
⊕
k∈N
Vk ,
with Vk = Span
( (|u|2pi)k |x|2a : a ≥ k) for k ≥ 1 and V0 = Alg(|x|2). It is clear that
V ⊃
⊕
k∈N
Vk ,
so we only have to prove the other inclusion. To do so, take an arbitrary element v ∈ V .
Since ∆u ∈ End(V ), there exists an integer j ∈ N such that
∆j+1u v = 0 and ∆
j
uv = α|x|2a ∈ V0 ,
where α ∈ R. In view of the fact that
(|u|2pi)j |x|2a =
2ja(a− 1) . . . (a− j + 1)
(2(a− j) + 3)(2(a− j) + 5) . . . (2a+ 1) |x|
2a−2j |x ∧ u|2j
and that
∆ju(|u|2pi)j |x|2a = 22jj!(a)(j)
(m− 3 + 2j)(m− 5 + 2j) . . . (m− 1)
(2(a− j) + 3)(2(a− j) + 5) . . . (2a+ 1) |x|
2a ,
where we have introduced the lower factorial, which is defined as
(ζ)(n) := ζ(ζ − 1) . . . (ζ − n+ 1), for ζ ∈ R, n ∈ N,
we can now write
v = v˜ + β(|u|2pi)j |x|2a,
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where (|u|2pi)j |x|2a ∈ Vj and where
β =
α(2(a− j) + 3)(2(a− j) + 5) . . . (2a+ 1)
22jj!(a)(j)(m− 3 + 2j)(m− 5 + 2j) . . . (m− 1)
.
We then have ∆juv˜ = ∆
j
u
(
v − β(|u|2pi)j |x|2a
)
= 0. Again, there exists an integer j′ < j
such that
∆j
′+1
u v˜ = 0 and ∆
j′
u v˜ = α˜|x|2a˜ ∈ V0 .
One can now proceed inductively, which proves that v ∈⊕k∈N Vk.
Corollary 2.3.1. Using the notation from equation (2.4), we have that
V := A ∩ ker〈x, ∂u〉 =
⊕
a∈N
W2a .
Remark 2.3.3. In view of the fact that Vk = Span
(
(|u|2pi)k|x|2a : a ≥ k
)
, we also have
that elements P (x, u) ∈ A∩ker〈x, ∂u〉 satisfy the requirement that deg(x) ≥ deg(u). This
also means that given an arbitrary P2k,2`(x, u) ∈ A∩ker〈x, ∂u〉 with k ≥ `, we must have
that
P2k,2`(x, u) = ck,`(|u|2pi)` |x|2k .
Elements in A for which deg(x) > deg(u) will precisely be generated by the action of
〈u, ∂x〉 on Ia,b. Recall that these are highest weight vectors for specific irreducible sl(2)-
representations (see definition 2.3.2).
In figure 2.1, the connection between the spaces Vk introduced in the proof of proposition
2.3.4 and the spaces W2a is shown. Moreover, the elements with the same power |x|2a
are highest weight vectors for isomorphic copies of irreducible sl(2)-representations with
highest weight 2a. We can now finally proceed with the proof of Theorem 2.3.1, which
describes the complete structure of the subalgebra A of invariant polynomials. Let us
therefore assume that P (x, u) ∈ A is an arbitrary polynomial. Since we can always
consider the grading with respect to the degrees of homogeneity in (x, u), we can safely
assume that P (x, u) is homogeneous of degree (k, l). Note that we hereby not require
that deg(x) ≥ deg(u).
Step 1: There exists a unique maximal integer m1 ≤ l such that
0 6= 〈x, ∂u〉m1P (x, u) ∈ A ∩ ker〈x, ∂u〉 .
It is crucial to note that this operation can be inverted, using the fact that 〈x, ∂u〉 belongs
to an sl(2)-triplet of operators (see equation (2.3)).
Lemma 2.3.6. For arbitrary Q(x, u) ∈ A ∩ ker〈x, ∂u〉 the following equivalence holds,
modulo an element in the kernel of the operator 〈x, ∂u〉m1:
〈x, ∂u〉m1P = Q ⇔ P = 1
(H + 2)(H + 4) · · · (H + 2m1)〈u, ∂x〉
m1Q mod ker〈x, ∂u〉m1 .
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Proof. It suffices to verify that
〈x, ∂u〉P = Q ⇔ P = 1
H + 2
〈u, ∂x〉Q mod ker〈x, ∂u〉 ,
as this proves the lemma by induction.
V0 V1 V2 V3 · · ·
W0 1
W2 |x|2 |x ∧ u|2
W4 |x|4 |x|2 |x ∧ u|2 |x ∧ u|4
W6 |x|6 |x|4 |x ∧ u|2 |x|2 |x ∧ u|4 |x ∧ u|6
...
...
...
...
...
pi[|u|2]
∆u
Figure 2.1: The structure of the space A ∩ ker〈x, ∂u〉 sketched diagrammatically. Here,
we used the notation |x|2a |x ∧ u|2b as a shorthand notation for the one-dimensional space
Span
(
|x|2a |x ∧ u|2b
)
.
Step 2: Once we have obtained the invariant polynomial Q = 〈x, ∂u〉m1P in (possibly)
two vector variables, we can define a second integer m2 ∈ N for which
0 6= ∆m2u 〈x, ∂u〉m1P (x, u) ∈ A ∩ ker(∆u, 〈x, ∂u〉) .
In other words, this is an element of the algebra Alg(|x|2j : j ∈ N). Acting with the
appropriate power of the operator ∆x, we can now obtain a single remaining term which
is then by definition a real non-trivial number. As each of the operators we have used
so far has a counterpart which acts ‘in the opposite direction’, we can also invert this
operation and subtract the result from the original polynomial P (x, u). Repeatedly
applying this procedure, we will hereby decompose the given element of A into elements
belonging to spaces of the type V2a(b). 
Definition 2.3.5. For any triplet (j, a, b) ∈ N3 of integers for which j ≤ a, we define
the invariant polynomial
wj;a,b(x, u) := 〈u, ∂x〉jIa,b = 〈u, ∂x〉j(|u|2pi)b|x|2(a+b) .
Note that wj;a,b(x, u) ∈ P2a+2b−j,2b+j(R2m,C).
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Theorem 2.3.1 then states that any element P (x, u) ∈ A can be decomposed into terms of
the type wj;a,b(x, u). Note that the values for j are constrained (see definition 2.3.2). To
conclude this section, we will explicitly determine the invariant polynomials wj;a,b(x, u).
To do so, we first prove the following theorem:
Theorem 2.3.2. For every a, b ∈ N and every j ∈ N such that j ≤ 2a we have
wj;a,b(x, u) = 〈u, ∂x〉j |x|2a |x ∧ u|2b
=
b j2c∑
k=0
ck(j, a)|x|2a−2j+2k|u|2k〈u, x〉j−2k |x ∧ u|2b .
The coefficients ck(j, a) satisfy the following recurrence relation:
ck(j + 1, a) = 2(a− j + k)ck(j, a) + (j − 2k + 2)ck−1(j, a) (2.5)
c0(0, a) = 1.
Proof. Recalling that 〈u, ∂x〉 |x ∧ u|2b = 0, easy calculations shows that
〈u, ∂x〉|x|2a |x ∧ u|2b = 2a〈u, x〉|x|2a−2 |x ∧ u|2b
and
〈u, ∂x〉2|x|2a |x ∧ u|2b = 〈u, ∂x〉2a〈u, x〉|x|2a−2 |x ∧ u|2b
= 2a(2a− 2)〈u, x〉2|x|2a−4 |x ∧ u|2b + 2a|u|2|x|2a−2 |x ∧ u|2b .
To prove the recurrence relation for ck(j, a), we have to compute
wj+1;a,b(x, u) =〈u, ∂x〉wj;a,b(x, u)
=
b j2c∑
k=0
ck(j, a)(2a− 2j + 2k)|x|2a−2j+2k−2|u|2k〈u, x〉j+1−2k |x ∧ u|2b
+
b j2c∑
k=0
ck(j, a)(j − 2k)|x|2a−2j+2k|u|2k+2〈u, x〉j−2k−1 |x ∧ u|2b
=
b j2c∑
k=0
ck(j, a)(2a− 2j + 2k)|x|2a−2j+2k−2|u|2k〈u, x〉j+1−2k |x ∧ u|2b
+
b j2c+1∑
k=1
ck−1(j, a)(j − 2k + 2)|x|2a−2j+2k−2|u|2k〈u, x〉j−2k+1 |x ∧ u|2b .
Gathering the terms according to their degree leads to the desired recurrence relation.
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To simplify the recurrence relation (2.5), we make the following assumption:
ck(j, a) = γj,k 2
j−k Γ(a+ 1)
Γ(a+ k − j + 1) ,
where the coefficients γj,k still need to be determined. Substituting this expression into
2.5 leads a recurrence relations for the coefficients γj,k:
γj+1,k = γj,k + (j − 2k + 2)γj,k−1. (2.6)
The following proposition gives an explicit solution for this recurrence relations, which
can be proved by direct computation.
Proposition 2.3.5. The recurrence relation 2.6 has the following solution:
γj,k =
1
2kk!
Γ(j + 1)
Γ(j − 2k + 1) .
This means that the invariants wj;a,b(x, u) can be written as
wj;a,b(x, u) = 2
j
b
j
2c∑
k=0
Γ(j + 1)
Γ(j − 2k + 1)
Γ(a+ 1)
Γ(a+ k − j + 1)
t2k
22kk!
 〈u, x〉j |x|2a−2j |x ∧ u|2b ,
where the variable t is defined as t := |x||u|〈u,x〉 . As we will see, the factor between brackets
can be written in terms of a special function in the variable t. Since the explicit form
depends on the parity of j ∈ N, we will treat both cases separately. If j is even, we have
the following polynomial in t:
P
(a)
2j (t) =
j∑
k=0
Γ(2j + 1)
Γ(2j − 2k + 1)
Γ(a+ 1)
Γ(a+ k − 2j + 1)
t2k
22kk!
.
It is easy to see that
Γ(a+ 1)
Γ(a+ k − 2j + 1) =
(a)2j
(a− 2j)k ,
where we have introduced the upper and lower factorial. For α ∈ R and n ∈ N, they are
defined as
(α)(n) = α(α+ 1) . . . (α+ n− 1) and (α)(n) := α(α− 1) . . . (α− n+ 1).
The other quotient of Gamma-functions can also be written in an alternative way as
follows:
Γ(2j + 1)
Γ(2j − 2k + 1) = 2j(2j − 1)(2j − 2) . . . (2j − 2k + 1)
= 22kj(j − 1) . . . (j − k + 1)
×
(
j − 1
2
)(
j − 3
2
+ 1
)
. . .
(
j − k + 1
2
)
=22k(−j)(k)
(
1
2
− j
)(k)
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We can now write the polynomial as
P
(a)
2j (t) = (a)(2j)
j∑
k=0
(−j)(k) (12 − j)(k)
(a− 2j)k
t2k
k!
.
Note that we can let the sum go to infinity since (−j)(k) = 0 whenever k > j so that
the infinite series reduces to a finite sum anyway. This means that the polynomial is a
hypergeometric function:
P
(a)
2j (t) = (a)(2j) 2F 1
(
−j, 1
2
− j; a− 2j; t2
)
.
If on the other hand j is odd, we have the following polynomial in t:
P
(a)
2j+1(t) =
j∑
k=0
Γ(2j + 2)
Γ(2j − 2k + 2)
Γ(a+ 1)
Γ(a+ k − 2j − 1)
t2k
22kk!
.
Using a similar technique as for j even, we arrive at
P
(a)
2j+1(t) = (a)(2j)
j∑
k=0
(−j)(k) (−12 − j)(k)
(a− 2j − 1)k
t2k
k!
.
Also in this case, the polynomial is a hypergeometric function:
P
(a)
2j+1(t) = (a)(2j) 2F 1
(
−j,−1
2
− j; a− 2j; t2
)
.
2.4 An explicit example
Let us consider the case of polynomials P2,1 (Rm,C) homogeneous of degree (2, 1) in
(x, u). Abstractly, this space can be decomposed into spaces of simplicial harmonics as
follows:
P2,1 ∼= ((2)⊕ (0))⊗ (1) ∼= (3)⊕ (1)⊕2 ⊕ (2, 1).
To obtain the explicit decomposition, we will rely on section 2.2, where we have seen
that each homogeneous polynomial P2,1(x, u) can be written as
P2,1(x, u) =
∑
a,b,k,p,q
ρa,b(x, u)〈u, ∂x〉kHp,q(x, u),
where ρa,b(x, u) ∈ A = U(p−) is homogeneous of degree (a, b) and where each polynomial
〈u, ∂x〉kHp,q(x, u) belongs to ker p+. In view of the previous section, where we have seen
that ρa,b(x, u) ∈ A can be decomposed into building blocks of the form wj;a,b(x, u) =
〈u, ∂x〉j |x|2a |x ∧ u|2b, we will instead use this basis for A and consider a decomposition
of P2,1(x, u) of the form
P2,1(x, u) =
∑
J
wj;a,b(x, u)〈u, ∂x〉kHp,q(x, u) , (2.7)
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where J stands for a finite set of integers (j, a, b; k, p, q) such that
(2, 1) = (2a+ 2b− j − k + p, 2b+ j + k + q) .
One can show that each polynomial Hk,l(x, u) ∈ Hk,l (Rm,C) defines a highest weight
vector for an irreducible representation of sl(2), given by (2.3), with highest weight k− l.
This means that each term in (2.7) can be viewed as an element of a tensor product
of two irreducible representations of sl(2). From this point of view and the fact that
P2,1(x, u) ∈ ker〈x, ∂u〉2, we can write
P2,1(x, u) = P
(1)
2,1 (x, u) + P
(2)
2,1 (x, u),
where P
(1)
2,1 (x, u) ∈ ker(〈x, ∂u〉) and P (2)2,1 (x, u) ∈ ker(〈x, ∂u〉2). These two terms are
explicitly given by
P
(1)
2,1 (x, u) =H2,1(x, u) +
((
〈u, ∂x〉 |x|2
)
− 2 |x|2 〈u, ∂x〉
)
H1(x)
P
(2)
2,1 (x, u) =〈u, ∂x〉H3(x) +
((
〈u, ∂x〉 |x|2
)
+ |x|2 〈u, ∂x〉
)
H˜1(x).
(2.8)
It is impossible to define explicit projection operators on each of these summands as it
is impossible to deal with (〈u, ∂x〉 |x|2)H1(x), for example. In this particular example,
we could work around that by explicitly computing the invariant (〈u, ∂x〉 |x|2), but as
the degrees of homogeneity become bigger, the expression for wj;a,b(x, u) becomes much
more involved (see theorem 2.3.2).
Fortunately, we can solve this problem but it requires the use of a so-called transvector
algebra (see below and chapter 3). Some straightforward computations show that the
expressions from equation (2.8) can be written as
P
(1)
2,1 (x, u) =H2,1(x, u) + 6
(
1
3
〈u, x〉 − 1
3
|x|2 〈u, ∂x〉
)
H1(x)
P
(2)
2,1 (x, u) =〈u, ∂x〉
(
H3(x) + |x|2 H˜1(x)
)
.
Using the extremal projection operator introduced in definition 2.3.4 from the previous
section, this can be compactly written as
P
(1)
2,1 (x, u) =H2,1(x, u) + 6pi〈u, x〉H1(x)
P
(2)
2,1 (x, u) =〈u, ∂x〉
(
H3(x) + |x|2 H˜1(x)
)
.
The decomposition of the space of polynomials Pk,`
(
R2m,C
)
homogeneous of degree
(k, `) in (x, u) into spaces of simplicial harmonics can be done in two steps. First one
applies the Fischer decomposition for the Lie algebra sl(2) given by (2.3). Then one
needs an algebraic framework in which operators of the form pi〈u, x〉 are incorporated
to project on the remaining summands. The development of such a framework is the
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subject of the next chapter. However, a different kind of decomposition is chosen there
because of the fact that the resulting algebra has less generators and the projection
operators will be easier to write down explicitly. Also, the decomposition of polynomials
Pk,l (Rm,C) ∩ ker(〈x, ∂u〉) is not multiplicity free in general, which makes things even
more complicated.
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Chapter 3
The harmonic transvector algebra
in two vector variables
In the previous chapter, we attempted to obtain a generalisation of theorems 2.1.2 and
2.1.3 for homogeneous polynomials Pk,l(x, u) in two vector variables (x, u) ∈ R2m. We
explained how polynomials in two vector variables could be decomposed into irreducible
components, corresponding to the decomposition of the vector space Pk,l(R2m,R) into
irreducible summands for the regular action of SO(m) by means of
H(g)[P ](x, u) := P (g−1x, g−1u) .
This is described by the Howe dual pair sp(4)× SO(m). However, despite the fact that
this result is well understood from a theoretical point of view (see section 2.2), it does
not explain how to explicitly obtain the summands inside the decomposition. To achieve
this, we will propose a new decomposition: first the classical Fischer decomposition is
used in the variables x ∈ Rm and u ∈ Rm separately to obtain polynomials which are
harmonic in x and u, i.e.
Pk,l(x, u) =
κ∑
i=0
λ∑
j=0
|x|2i|u|2jH ′k−2i,l−2j(x, u) , (3.1)
where κ = bk2c and λ = b l2c, and with
H ′k−2i,l−2j(x, u) ∈ Pk−2i,l−2j(R2m,C) ∩ ker
(
∆x,∆u
)
.
It is crucial to note that space of double harmonics in the previous formula is not
irreducible under the action of the group SO(m), which is why we have added an extra
prime to the notation. In the next section, we will construct explicit projection operators
pii,j : Pp,q(R2m,C) −→ Pp−2i,q−2j(R2m,C) ∩ ker
(
∆x,∆u
)
,
to project on each of these summands which can be done using the extremal projection
operator for the Lie algebra sl(2). It is clear that, as a module for SO(m), we have:
Pa,b(R2m,C) ∩ ker
(
∆x,∆u
) ∼= (a, 0, · · · , 0)⊗ (b, 0, · · · , 0) .
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The tensor product at the right-hand side is well-understood (note that our convention
was to omit redundant zeroes in the highest weights):
Theorem 3.0.1. (Klimyk, [61]) For all positive integers a ≥ b ∈ N, one has the following
decomposition:
(a)⊗ (b) ∼=
b⊕
i=0
b−i⊕
j=0
(a− i+ j, b− i− j) .
This theorem thus says that the product in P(R2m,C) of two harmonic polynomials
(resp. in x and u) can be decomposed in terms of simplicial harmonic polynomials (see
Theorem 2.2.1). It is clear that this reduces the problem to explicitly decomposing
such polynomials into irreducible summands for SO(m). To do so, we introduce a so-
called transvector algebra. This is a particular subalgebra of End (ker (∆x,∆u)), which
generalises the role played by the Lie algebra sp(4) as the dual partner in classical Howe
duality. Not only does this allow us to define an analogue for the Verma module V∞k,l
appearing in the aforementioned approach (see theorem 3.2.1, the first main result of
this chapter), but this also allows us to employ the quadratic relations satisfied by the
generators to define explicit projection operators
Πi,j : Pk,l(R2m,C) ∩ ker
(
∆x,∆u
) −→ Hk−i+j,l−i−j(R2m,C),
to project on the irreducible summands in the decomposition (see theorems 3.2.2 and
3.2.3). Moreover, in terms of these operators we can obtain a Pizzetti formula for the
integration for polynomials over the Stiefel manifold. They are also central in our proof
for the orthogonality of the summands appearing in the decomposition into irreducible
subspaces with respect to the classical Fischer decomposition. The main advantage of
our approach over the classical Howe duality lies in the fact that we reduce the analysis
from the full space of polynomials to the subspace ker (∆x,∆u). This is reflected in
the projection operator lying at the core of our arguments (an operator which somehow
generalises the role of the extremal projection operator for a classical Lie algebra, see
[90]), which is considerably less complicated to handle (in the sense that it contains a
double summation, rather than a fourfold summation).
This chapter is organised as follows. In the first section, we will introduce the har-
monic transvector algebra after which we will define and study the module V[k, l] for
this algebra, which is the analogue of V∞k (see section 3.2). We will also construct ex-
plicit projections on the irreducible summands. In section 3.3, an explicit example will
be considered and in section 3.4, the orthogonality of the different irreducible summands
with respect to the Fischer inner product will be proved. Finally, in the last section, we
will prove a Pizzetti type formula for integration of polynomials over the Stiefel manifold
invoking the projection operators obtained in section 3.2. The proof of theorem 3.2.2
will be gathered in appendix A.
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3.1 The double harmonic transvector algebra
In this section, we start with a particular decomposition for the algebra g, which is closer
to the spirit of the alternative decomposition (3.1):
g = sp(4) := s⊕ t = (slx(2)⊕ slu(2))⊕ t ∼= so(4)⊕ t ,
with sl(2) the Lie algebra from equation (2.1) realised in harmonic analysis (in both
variables x and u, hence the extra subscript) and t ⊂ sp(4) the subspace defined as
t := Span
(〈u, x〉, 〈∂u, ∂x〉, 〈u, ∂x〉, 〈x, ∂u〉) .
Note that t ⊂ g is not a subalgebra, but it clearly defines an s-module under the adjoint
(commutator) action. Also note that, despite the fact that sp(4) contains many copies of
sl(2), there is no other subalgebra of two commuting copies of sl(2) with these properties.
We then define the set
s+ :=
{
−1
2
∆x,−1
2
∆u
}
⊂ s ,
containing the positive root vectors inside the semi-simple Lie algebra s, and introduce
a left-sided ideal J ′ := U ′(g)s+ in U ′(g). The prime in U ′(g) denotes the localisation of
the universal enveloping algebra U(g) with respect to the subset U(h), where h stands
for the abelian Cartan algebra in g, explicitly given by
h := Span(Hx, Hu) = Span
(
−
(
Ex +
m
2
)
,−
(
Eu +
m
2
))
.
Defining the normaliser
Norm(J ′) :=
{
u ∈ U ′(g) : J ′u ⊂ J ′} ,
we finally arrive at the algebra we are interested in:
Definition 3.1.1. Recalling the notation g = sp(4) = s⊕ t from above, we introduce the
transvector algebra
Z
(
g, s
)
= Norm(J ′)/J ′ ,
with J ′ = U ′(g)s+.
This algebra was first introduced by Zhelobenko, see [88], in the framework of describ-
ing solutions for equations (so-called extremal systems, such as the Dirac or Maxwell
equations) through the characterisation of the algebra of symmetries (the transvector
algebra). Due to the works of Zhelobenko and Molev [68, 88, 89, 90], we know that
the algebra Z
(
g, s
)
is generated by the elements pis[u], with u ∈ t and pis ∈ U ′(s) the
extremal projection operator for s. Since the algebra s consists of two commuting copies
of sl(2), we will first define the extremal projection operator for sl(2):
Definition 3.1.2. The extremal projection operator pi for the Lie algebra sl(2) is defined
as the unique formal operator, contained in an extension of U ′(sl(2)) to an algebra of
formal series, which satisfies the conditions Xpi = piY = 0 and pi2 = pi.
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One can prove that this operator is explicitly given by
pi = 1 +
∞∑
j=1
(−1)j
j!
Γ(H + 2)
Γ(H + j + 2)
Y jXj .
The localisation is needed to obtain a true projection operator (pi2 = pi), and is reflected
in the occurrence of the operators H ∈ h in the denominator.
Remark 3.1.1. Note that we will often encounter expressions of the form A/B in what
follows, where in general A and B stand for non-commuting operators. Fractions like
these will always stand for the product B−1A, in this particular order.
This extremal projection operator thus projects an arbitrary element vλ of an (irre-
ducible, not necessarily finite-dimensional) representation Vλ for sl(2) onto a multiple
pi[vλ] of the highest weight vector for Vλ. Note that this operator exists for all sim-
ple Lie algebras and superalgebras, see e.g. the overview paper [82] and the references
mentioned therein. In particular, we can use the extremal projection operator pix for
the harmonic realisation from equation (2.1) of the previous chapter, in the sense that
pix[Pk(x)] = Hk(x) immediately gives the harmonic component. The projection on any
other component can also be written down in terms of the operator pix:
Lemma 3.1.1. For all s ∈ N one can define the operator
pi(s) : P(Rm,C)→ |x|2sH(Rm,C) ,
which is then explicitly given by
P (x) 7→ pi(s)[P (x)] := 1
4ss!
Γ
(
Ex + m2 − 2s
)
Γ
(
Ex + m2 − s
) |x|2spix∆sxP (x) .
Note that we hereby obviously have that pi(0) = pix. Also note that (pi
(s))2 = pi(s).
Proof. It suffices to note that
∆sx|x|2sHk(x) = 4ss!
Γ
(
k + m2 + s
)
Γ
(
k + m2
) Hk(x) .
The numerical constant can be formulated in terms of the Euler operator, giving rise
to the quotient of Gamma functions appearing at the right-hand side of the expression
above.
In view of the fact that the generators of the Lie algebras sl(2)x and sl(2)u commute,
we then have that pis is given by the composition of the associated extremal projection
operators for sl(2) from definition 3.1.2, denoted by pix and piu. Our operator pis is thus
given by pis = pixpiu = piupix. More explicitly, we have:
pis =
 ∞∑
j=0
1
4jj!
Γ(Hx + 2)
Γ(Hx + 2 + j)
|x|2j∆jx
 ∞∑
j=0
1
4jj!
Γ(Hu + 2)
Γ(Hu + 2 + j)
|u|2j∆ju
 ,
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and this operator satisfies the relations pi2s = pis and
∆xpis = ∆upis = 0 = pis|x|2 = pis|u|2 .
As mentioned before, the projection pii,j can be done using the extremal projection
operator. This is indicated in the following theorem:
Theorem 3.1.1. The projection operator
pii,j : Pp,q(R2m,C) −→ Pp−2i,q−2j(R2m,C) ∩ ker
(
∆x,∆u
)
,
is given by
pii,j [Pp,q(x, u)] :=
1
4i+ji!j!
Γ
(
Ex + m2
)
Γ
(
Ex + m2 + i
) Γ (Eu + m2 )
Γ
(
Eu + m2 + j
)pis∆ix∆juPp,q(x, u) .
Next, we will label the algebraic generators for the transvector algebra Z
(
g, s
)
as follows:
Definition 3.1.3. The set G ⊂ End(ker ∆x ∩ ker ∆u), containing the generators for the
algebra Z
(
g, s
)
, is defined as:
G := {Sx, Su;A,C} = {pis〈x, ∂u〉, pis〈u, ∂x〉;pis〈∂u, ∂x〉, pis〈u, x〉} .
Remark 3.1.2. The names of these generators are not chosen randomly: Sx and Su
both contain a so-called ‘skew’ operator (combining a variable, indicated by the subscript,
and a differential operator), and A (respectively C) will be interpreted as an annihilation
(respectively creation) operator, see below.
When plugging in the explicit form for the operator pis into pis[u], with u ∈ t, the infinite
series reduces to a finite sum since pis[u] must act on double harmonic polynomials (see
definition 3.1.3). For the generators of Z
(
g, s
)
, we then obtain the following expressions
(recall that A/B = B−1A):
Sx = 〈x, ∂u〉 − |x|
2〈∂u, ∂x〉
2Ex +m− 4
Su = 〈u, ∂x〉 − |u|
2〈∂u, ∂x〉
2Eu +m− 4
A = 〈∂u, ∂x〉
C = 〈u, x〉 − |x|
2〈u, ∂x〉
2Ex +m− 4 −
|u|2〈x, ∂u〉
2Eu +m− 4 +
|x|2|u|2〈∂u, ∂x〉
(2Ex +m− 4)(2Eu +m− 4) .
Note that the ‘skew’ operators only have two terms. This is due to the fact that for
example ∆2x〈x, ∂u〉H(x, u) = 0 and ∆2u〈x, ∂u〉H(x, u) = 0, where H(x, u) ∈ ker (∆x,∆u).
The annihilation operator A has only one term since [∆x, 〈∂u, ∂x〉] = 0 = [∆u, 〈∂u, ∂x〉].
According to a general result [88, Theorem 2], the generators of Z
(
g, s
)
must satisfy
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a set of quadratic relations: denoting zj = pi[uj ] with uj ∈ t (with g = s⊕ t a Lie algebra
and pi the extremal projection operator associated to the reductive part s), one has that
[za, zb] =
∑
k,l
αk,la,bzkzl +
∑
k
βka,bzk + γa,b , (3.2)
where all ‘coefficients’ belong to U ′(h), with h ⊂ g a Cartan algebra. Let us then
explicitly derive these relations in our present context. Before we do so, we first mention
some basic identities which we need throughout this section:
Lemma 3.1.2. For all integers a ∈ N, we have:
[〈∂u, ∂x〉, |x|2a] = 2a|x|2a−2〈x, ∂u〉 [〈x, ∂u〉,∆ax] = −2a∆a−1x 〈∂u, ∂x〉
[〈∂u, ∂x〉, |u|2a] = 2a|u|2a−2〈u, ∂x〉 [〈u, ∂x〉,∆au] = −2a∆a−1u 〈∂u, ∂x〉.
We start with a collection of quadratic relations which can be interpreted as ‘scaled’
commutation relations:
Lemma 3.1.3. The following relations hold in Z
(
g, s
)
:
ASx =
Hx + 2
Hx + 1
SxA (3.3)
ASu =
Hu + 2
Hu + 1
SuA (3.4)
SuC =
Hx + 2
Hx + 1
CSu (3.5)
SxC =
Hu + 2
Hu + 1
CSx . (3.6)
Proof. We will prove the first of these relations, the other relations are then proved in a
similar way (or follow by symmetry). By definition, we have:
pis〈x, ∂u〉pis〈∂u, ∂x〉 = pis〈x, ∂u〉〈∂u, ∂x〉 .
On the other hand, in view of the fact that ∆u commutes with 〈x, ∂u〉, we also have that
pis〈∂u, ∂x〉pis〈x, ∂u〉 = pis〈∂u, ∂x〉pix〈x, ∂u〉
= pis〈∂u, ∂x〉
(
1 +
1
4(Hx + 2)
|x|2∆x +O(∆2x)
)
〈x, ∂u〉
= pis〈∂u, ∂x〉〈x, ∂u〉+ 1
Hx + 1
pis〈x, ∂u〉〈∂u, ∂x〉
=
(
1 +
1
Hx + 1
)
pis〈x, ∂u〉〈∂u, ∂x〉 .
This leads to the desired relation.
60
Remark 3.1.3. The relations derived in lemma 3.1.3 are not of the form (3.2), but
turning them into such is a form is straightforward and not necessary for our purpose.
Remark 3.1.4. Note that the relations above can be rewritten as relations for commuting
operators, but this requires rescaling them. The resulting operators are then said to belong
to the Mickelsson algebra, see [66, 68]. For example, defining the rescaled operator
S˜x := (2Ex +m− 4)〈x, ∂u〉 − |x|2〈∂u, ∂x〉 ,
it is easily verified that the relation [S˜x, A] = 0 holds. Similar relations can then be
obtained for the other identities from lemma 3.1.3.
Combining the operators Sx and Su, we get the following result:
Lemma 3.1.4. The following commutation relation holds in Z
(
g, s
)
:
[Sx, Su] =
Hx −Hu
(1 +Hx)(1 +Hu)
CA− (Hx −Hu) . (3.7)
Proof. Using the fact that |x|2 commutes with 〈x, ∂u〉, we get:
SxSu = pis〈x, ∂u〉pis〈u, ∂x〉
= pis〈x, ∂u〉
(
1 +
1
4(Hu + 2)
|u|2∆u +O(∆2u)
)
〈u, ∂x〉
= pis〈x, ∂u〉〈u, ∂x〉+ 1
Hu + 1
pis〈u, x〉〈∂u, ∂x〉 .
Swapping x and u, we immediately obtain:
SuSx = pis〈u, ∂x〉〈x, ∂u〉+ 1
Hx + 1
pis〈u, x〉〈∂u, ∂x〉 .
Together with the fact that CA = pis〈u, x〉pis〈∂u, ∂x〉 = pis〈u, x〉〈∂u, ∂x〉, this easily leads
to the desired relation.
Finally, combining the operators C and A, we arrive at the complicated relation:
Lemma 3.1.5. The following relation holds in Z
(
g, s
)
:
AC =
Hx +HxHu +Hu
(Hx + 1)(Hu + 1)
CA− (Hx +Hu) + SxSu
Hx + 1
+
SuSx
Hu + 1
.
Proof. By definition, we have:
AC = pis〈∂u, ∂x〉
(
1 +
1
4(Hx + 2)
|x|2∆x +O(∆2x)
)
piu〈u, x〉
= pis〈∂u, ∂x〉piu〈u, x〉+ 1
Hx + 1
pis〈x, ∂u〉piu〈u, ∂x〉 .
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The first term can be simplified as follows:
pis〈∂u, ∂x〉piu〈u, x〉 = pis〈∂u, ∂x〉
(
1 +
1
4(Hu + 2)
|u|2∆u +O(∆2u)
)
〈u, x〉
= pis〈∂u, ∂x〉〈u, x〉+ 1
Hu + 1
pis〈u, ∂x〉〈x, ∂u〉 .
The second term from above can also be simplified, using the fact that
pis〈x, ∂u〉piu〈u, ∂x〉 = pis〈x, ∂u〉〈u, ∂x〉+ 1
Hu + 1
pis〈u, x〉〈∂u, ∂x〉 .
Using the expressions for SxSu and SuSx from the proof of lemma 3.1.4, we then arrive
at the desired result.
3.2 Simplicial modules for the algebra Z
(
g, s
)
3.2.1 Description of the module
We will now prove that the action of the generators in G creates, for all pairs of integers
k ≥ l ≥ 0, an infinite-dimensional module V[k, l]. For that purpose, we can consider the
space Hk,l of simplicial harmonics as a highest weight vector, since it is killed under the
action of the operators A and Sx. Moreover, we also have that pis[h] = h and this Cartan
algebra then reproduces the highest weight.
Lemma 3.2.1. For each pair of integers k ≥ l ≥ 0, we have that Sk−l+1u Hk,l = 0,
whereas the action of Sju is non-trivial for all integers j ≤ k − l.
Proof. We will make use of the fact that the generators for Z
(
g, s
)
are invariant under
the action of SO(m), as this allows us to consider the action of Su on the highest weight
vector for Hk,l only. It was shown e.g. in [25] that this particular element is given by
H
(h)
k,l (x, u) := (z1)
k−l(z1w2 − z2w1)l ,
where the complex variables are defined as zj = x2j−1 + ix2j and wk = u2k−1 + iu2k. It
is now obvious that
Sk−lu H
(h)
k,l (x, u) = 〈u, ∂x〉k−lH(h)k,l (x, u) = (−1)l(k − l)!H(h)k,l (u, x) ,
which means that the operator 〈u, ∂x〉k−l+1 is the smallest integer power which acts
trivially on the vector space Hk,l. We still need to prove that the projection pis on the
space H′(R2m,C) = P(R2m,C) ∩ ker (∆x,∆u) of double harmonics must be non-trivial
for all smaller powers. First of all, as [∆x, 〈u, ∂x〉] = 0 we have that pis〈u, ∂x〉 = piu〈u, ∂x〉.
Secondly, suppose that at some point the projection on the harmonics would become
trivial. This would imply that the image under the operator 〈u, ∂x〉j belongs to the
orthogonal complement |u|2H′(R2m,C) of the harmonics in u. However, as the operator
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〈u, ∂x〉 commutes with this factor |u|2, this would mean that all consecutive images under
the action of 〈u, ∂x〉 also belong to this orthogonal complement. In particular, we would
then find that
〈u, ∂x〉k−lH(h)k,l (x, u) ∈ |u|2H′(R2m,C) ,
which is clearly a contradiction.
Definition 3.2.1. For all pairs of integers k ≥ l ≥ 0, the Z(g, s) -module V[k, l] can be
realised by means of
V[k, l] :=
∞⊕
i=0
k−l⊕
j=0
CiSjuHk,l(x, u) ,
for an arbitrary but fixed Hk,l(x, u) ∈ Hk,l
(
R2m,C
)
.
Note that the order of the operators is unimportant, in view of lemma 3.1.3. This is also
reflected in the following:
Proposition 3.2.1. The operators (C, Su) act as follows on the module V[k, l]:
C : V[k, l]→ V[k, l] : CiSjuHk,l 7→ Ci+1SjuHk,l ,
Su : V[k, l]→ V[k, l] : CiSjuHk,l 7→
Hx + i+ 1
Hx + 1
CiSj+1u Hk,l .
Proof. The first statement is trivial, the second follows immediately from a repeated
application of relation (3.5).
Under the action of these two Z
(
g, s
)
-generators (C, Su) on Hk,l we then obtain an
infinite-dimensional strip. Note that this gives an explicit realisation for the way in
which Hk,l is embedded in all possible tensor products (a) ⊗ (b) containing (k, l) as a
submodule, according to theorem 3.0.1:
CiSju : Hk,l(R2m,C) ↪→ Pk+i−j,l+i+j(R2m,C) ∩ ker(∆x,∆u) .
This means that we could give an alternative picture for the module V[k, l], in which each
subspace from definition 3.2.1 is replaced by the tensor product in which this particular
subspace can be embedded. For example, putting (k, l) = (4, 2), this would lead to the
following graphical representation:
V[4, 2] ∼
(4)⊗ (2) → (5)⊗ (3) → (6)⊗ (4) → · · ·
↓ ↓ ↓
(3)⊗ (3) → (4)⊗ (4) → (5)⊗ (5) → · · ·
↓ ↓ ↓
(2)⊗ (4) → (3)⊗ (5) → (4)⊗ (6) → · · ·
In this picture, the horizontal and vertical arrows represent the C-action and the Su-
action respectively. What remains to be investigated is the action of the operators A and
Sx. As we will prove, these operators correspond to the horizontal and vertical action
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‘in the opposite direction’, which is what one should intuitively expect. The action of
the operators A and Sx will also define our projection operators (see section 3.2.3)
Πi,j : Pp,q(R2m,C) ∩ ker
(
∆x,∆u
) −→ Hp−i+j,q−i−j(R2m,C) .
We will first investigate the action of the operator Sx on the module V[k, l] as this is the
easiest one:
Proposition 3.2.2. The action of the operator Sx on V[k, l] is given by:
Sx : V[k, l]→ V[k, l] : CiSjuHk,l 7→ ϕi,j(k, l)CiSj−1u Hk,l ,
where we have introduced the factor
ϕi,j(k, l) = j (k − l − (j − 1))
l + j + m2 − 2
l + i+ j + m2 − 2
.
Proof. First of all, repeated application of relation (3.6) leads to
SxC
iSjuHk,l =
(
Hu + 2
Hu + 1
C
)i
SxS
j
uHk,l =
Hu + i+ 1
Hu + 1
CiSxS
j
uHk,l .
Using relations (3.4) and (3.7), it is clear that
SxS
j
u
∣∣∣∣
Hk,l
=
(
SuSx +
Hx −Hu
(1 +Hx)(1 +Hu)
CA− (Hx −Hu)
)
Sj−1u
∣∣∣∣
Hk,l
= SuSxS
j−1
u − (Hx −Hu)Sj−1u
∣∣∣∣
Hk,l
,
which can be reduced by an induction argument to
SxS
j
u
∣∣∣∣
Hk,l
= −j(Hx −Hu − j + 1)Sj−1u
∣∣∣∣
Hk,l
.
Since [Hx −Hu, C] = 0, we are indeed lead to the formula above.
More generally, we can prove the following:
Lemma 3.2.2. For all i, j ∈ N, we have the following:
SjxC
iSjuHk,l = j!(k − l − j + 1)(j)
(
l + m2 − 1
)(j)(
l + i+ m2 − 1
)(j)CiHk,l ,
where we have introduced the upper factorial (for α ∈ R and j ∈ N)
α(j) = α(α+ 1) . . . (α+ j − 1) .
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Proof. Invoking proposition 3.2.2, we easily find that
SjxC
iSjuHk,l =
 j∏
p=1
ϕi,p(k, l)
CiHk,l
=
 j∏
p=1
p
(
k − l − (p− 1)) (l + m2 + p− 2)(
l + i+ m2 + p− 2
)
CiHk,l ,
which can be rewritten as the formula above.
Because of Lemmas 3.1.4 and 3.1.5, the action of the operator A on CjHk,l is proportional
to Cj−1Hk,l. To investigate this action, we introduce the following definition:
Definition 3.2.2. For all i ∈ N, we define the constant ci(k, l) by means of
A : V[k, l]→ V[k, l] : CiHk,l 7→ ci(k, l)Ci−1Hk,l .
We want to study this constant in more detail, so let us introduce a few notations. For
that purpose, we first rewrite the operator AC, taking into account that it is meant to
act on CiHk,l. From earlier calculations, using the fact that Sx acts trivially on CiHk,l
for all integers i ∈ N, we have that
AC
∣∣∣∣
CiHk,l
=
(
1− 1
(1 +Hx)(1 +Hu)
)
CA− (Hx +Hu) + [Sx, Su]
1 +Hx
= ψ1(Hx, Hu)CA+ ψ2(Hx, Hu) ,
where we have introduced the operators
ψ1(Hx, Hu) : = 1 +
(
Hx −Hu
(1 +Hx)2(1 +Hu)
− 1
(1 +Hx)(1 +Hu)
)
=
Hx(Hx + 2)
(Hx + 1)2
and
ψ2(Hx, Hu) : =
Hu −Hx
1 +Hx
− (Hu +Hx) = −Hx(Hx +Hu + 2)
1 +Hx
.
The eigenvalues of these operators on homogeneous polynomials in (x, u) will get their
own symbol, where from now on we use the shorthand notation
(K,L) :=
(
k +
m
2
, l +
m
2
)
.
Definition 3.2.3. On homogeneous polynomials Pk,l(x, u) of degree (k, l) on R2m we
introduce the following eigenvalues for the operators ψj(Hx, Hu) from above:
ψ1(k, l) :=
K(K − 2)
(K − 1)2
ψ2(k, l) :=
K(K + L− 2)
K − 1
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Note that ψ1(k, l), ψ2(k, l) > 0 for all Pk,l(x, u).
Lemma 3.2.3. The constant ci(k, l) satisfies the following recursive relation:
ci+1(k, l) = ψ1(k + i, l + i)ci(k, l) + ψ2(k + i, l + i) .
Proof. This follows from the fact that
ACi+1Hk,l =
(
ψ1(Hx, Hu)CA+ ψ2(Hx, Hu)
)
CiHk,l
=
(
ψ1(k + i, l + i)ci(k, l) + ψ2(k + i, l + i)
)
CiHk,l ,
as elements in CiHk,l are homogeneous of degree (k+ i, l+ i) in the variables (x, u).
Note that ci(k, l) 6= 0 for all integers (k, l) and i > 0 (see below), so we have the following
conclusion:
AiCiHk,l =
(
i∏
s=1
cs(k, l)
)
Hk,l 6= 0 ,
which after inversion yields
AiCi
(
1∏i
s=1 cs(k, l)
Hk,l(x, u)
)
= Hk,l(x, u) .
The following proposition explicitly solves the recursive relation from lemma 3.2.3:
Proposition 3.2.3. For all integers i > 0, the constant ci(k, l) is of the following form:
ci(k, l) = i
(
k + m2 + i− 1
)
(k + l +m+ i− 3)
k + m2 + i− 2
Proof. To prove the proposition, we will make use of the recurrence relations obtained
in lemma 3.2.3:
ci+1(k, l) = ψ1(k + i, l + i)ci(k, l) + ψ2(k + i, l + i) .
Substituting the expressions for ψ1(k + i, l + i), ψ2(k + i, l + i), we obtain
ci+1(k, l) =
K + i
K + i− 1
(
K + i− 2
K + i− 1ci(k, l) + (K + L+ 2(i− 1)
)
, (3.8)
where we used the shorthand notation (K,L) :=
(
k + m2 , l +
m
2
)
introduced earlier. Since
it is known from definition 3.2.2 that c0(k, l) = 0, we have
c1(k, l) = ψ2(k, l) =
K(K + L− 2)
K − 1 .
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Should the expression for ci(k, l) be correct for all integers i > 0, then we have to obtain
the expression for ci+1(k, l) after substituting ci(k, l) in equation (3.8). This yields:
ci+1(k, l) =
K + i
K + i− 1 (j(K + L+ i− 3) + (K + L+ 2(i− 1))
= (i+ 1)
(K + i)(K + L+ i− 2)
K + i− 1 ,
which is indeed of the correct form.
Finally, we have the following:
Proposition 3.2.4. The action of the operator A is given by:
A : V[k, l]→ V[k, l] : CiSjuHk,l 7→ ψi,j(k, l)Ci−1SjuHk,l ,
where we have introduced the factor
ψi,j(k, l) = i
(
k + m2 + i− 1
) (
l + m2 + i− 2
)
(k + l +m+ i− 3)(
k + m2 + i− j − 2
) (
l + m2 + i+ j − 2
) .
Proof. First of all, one can easily prove by induction on the exponent i ∈ N that the
operator A ∈ Z(g, s) indeed maps CiSjuHk,l 7→ Ci−1SjuHk,l. It suffices to use lemma
3.1.5 to see this. Next, we need to find an expression for the constant ψi,j(k, l). To do
so, we calculate
SjuS
j
xAC
iSjuHk,l = ψi,j(k, l)SjuSjxCi−1SjuHk,l
= ψi,j(k, l)
(
j!(k − l − j + 1)(j)
(
l + m2 − 1
)(j)(
l + i+ m2 − 2
)(j)
)
SjuC
i−1Hk,l .
On the other hand, we can also make use of the fact that
SjxA =
Hx + 1
Hx + j + 1
ASjx
to calculate the same expression ([LHS], for left-hand side) in a second way:
[LHS] =
k + i+ m2 − 2
k + i+ m2 − 2− j
SjuAS
j
xC
iSjuHk,l
=
k + i+ m2 − 2
k + i+ m2 − 2− j
(
j!(k − l − j + 1)(j)
(
l + m2 − 1
)(j)(
l + i+ m2 − 1
)(j)
)
ci(k, l)S
j
uC
i−1Hk,l
from which the result then indeed follows.
More generally, we can prove the following:
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Proposition 3.2.5. For i ≥ p and j ≥ q, the action of the operator ApSqx is given by:
ApSqx : V[k, l]→ V[k, l] : CiSjuHk,l 7→ αp,qi,j (k, l)Ci−pSj−qu Hk,l ,
where the constant αp,qi,j (k, l) is defined as:
αp,qi,j (k, l) :=(i)(p)(j)(q)(k − l − j + 1)(q)
(
k + m2 + i− 1
)
(p)(
k + m2 + i− j + q − 2
)
(p)
×
(
l + m2 + j − 2
)
(q)
(
l + m2 + i− 2
)
(p)(
l + m2 + i+ j − 2
)
(q)
(
l + m2 + i+ j − q − 2
)
(p)
(k + l +m+ i− 3)(p) ,
where we have introduced the falling factorial (for α ∈ R and j ∈ N)
α(j) = α(α− 1) . . . (α− j + 1) .
Proof. The proof follows from a slightly modified version of lemma 3.2.2 and repeated
application of definition 3.2.2 and proposition 3.2.4.
3.2.2 Generalised Howe duality
We will now prove that the space P(R2m,C) ∩ ker (∆x,∆u) can be decomposed into
irreducible representation for Z
(
g, s
)×SO(m) and that the decomposition is multiplicity
free. To do so, we need the infinite-dimensional module V[k, l] for the algebra Z
(
g, s
)
,
defined for all pairs of integers k ≥ l ≥ 0.
Theorem 3.2.1. (Generalised Howe duality) Under the joint action of Z
(
g, s
)×SO(m),
the space P(R2m,C) ∩ ker (∆x,∆u) decomposes as follows:
P(R2m,C) ∩ ker (∆x,∆u) ∼= ⊕
k≥l
V[k, l]⊗Hk,l(R2m,C) .
The summation is hereby performed over all pairs of integers (k, l) ∈ N × N satisfying
the dominant weight condition k ≥ l ≥ 0.
Proof. To prove the isomorphism, we start with the following: there is an injective
Z
(
g, s
)× SO(m)-intertwining map given by
V[k, l]⊗Hk,l(R2m,C) −→ P(R2m,C) ∩ ker
(
∆x,∆u
)
Φ(C)Sju 1[k,l] ⊗Hk,l(x, u) 7→ Φ(C)SjuHk,l(x, u).
Here Φ(C) is a polynomial in the variable C and 1[k,l] is the highest weight vector
of the Z
(
g, s
)
- module V[k, l] introduced in the previous section with the action of
the generators as in propositions 3.2.1, 3.2.2 and 3.2.4. We still need to prove that
the intertwining map is surjective. To do so, it suffices to prove that we can obtain
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Pk,l
(
R2m,C
) ∩ ker(∆x,∆u), for every (k, l) ∈ N× N. We will assume that k ≥ l, as the
proof for the other case is completely similar. Using theorem 3.0.1 and counting of the
degrees of homogeneity, we obtain
Pk,l
(
R2m,C
) ∩ ker(∆x,∆u) = l⊕
i=0
l−i⊕
j=0
CiSjuHk−i+j,l−i−j
(
R2m,C
)
,
which completes the proof of the theorem.
As a consequence of theorem 3.2.1, we have the following result:
Corollary 3.2.1. From the Z
(
g, s
)
-module V[k, l], we obtain an explicit decomposition
of the space of double harmonics into simplicial harmonics:
Pk,l
(
R2m,C
) ∩ ker(∆x,∆u) = l⊕
i=0
l−i⊕
j=0
CiSjuHk−i+j,l−i−j
(
R2m,C
)
.
3.2.3 Projection operators
To conclude this section, we will construct the projection operators Πi,j from section 2.
We first start with a projection onto the simplicial harmonic part of a polynomial in
ker
(
∆x,∆u
)
:
Theorem 3.2.2. The projection operator
Π : Pk,l(R2m,C) ∩ ker
(
∆x,∆u
) −→ Hk,l(R2m,C) ,
is defined as
Π =
+∞∑
i,j=0
βi,j(k, l)C
iSjuA
iSjx,
where the coefficients βi,j(k, l) are given by:
βi,j(k, l) =
(−1)i+j
i!j!
(k + m2 − i+ j − 1)(l + m2 − j − 3)(i)
(k + m2 + j − 1)(l + m2 − 3)(i)(k + l +m− 4)(i)(k − l + 2)(j)
.
Proof. It is clear that Π[Hk,l] = Hk,l, so it remains to prove that
Π[CiSjuHk−i+j,l−i−j ] = 0,
which will be done in appendix A.
Using this theorem, we can now finally define the projection operators Πi,j in terms of
the generators A and Sx of the transvector algebra Z
(
g, s
)
:
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Theorem 3.2.3. For all 0 ≤ i ≤ q and 0 ≤ j ≤ q − i, the projection operator
Πi,j : Pp,q(R2m,C) ∩ ker
(
∆x,∆u
) −→ Hp−i+j,q−i−j(R2m,C) ,
is given by
Πi,j [Pp,q(x, u)] :=
1
αi,ji,j(k, l)
ΠAiSjx[Pp,q(x, u)] ,
where the constant αi,ji,j(k, l) was given in proposition 3.2.5.
Proof. It suffices to note that the action of the operator A
iSjx
αi,ji,j(k,l)
maps a polynomial in
Pp,q(R2m,C)∩ker
(
∆x,∆u
)
to a polynomial in Pp−i+j,q−i−j(R2m,C)∩ker
(
∆x,∆u
)
. The
result then follows from theorem 3.2.2.
3.3 An explicit example
Let us consider an explicit example of how to decompose a polynomial in two vector
variables into polynomials belonging to irreducible representations for the H-action of
the orthogonal group. The main idea is the following:
• First we will use the powers in |x|2 and |u|2 to reduce the problem to a tensor
product of harmonics.
• For a space of the form Pp,q(R2m,C) ∩ ker(∆x,∆u) one can define an ordering on
the summands, which allows an inductive procedure. Indeed, when looking at the
embedding factors we will consider the lexicographic ordering (a, b) with respect
to the powers in Su and C. In other words, an embedding factor of the form S
a
uC
b
is described by a label of the form (a, b).
Let us consider a polynomial P3,2(x, u) ∈ P3,2(R2m,C). First of all, it is clear that
P3,2(x, u) = H
′
3,2(x, u) + |u|2H ′3,0(x, u) + |x|2H ′1,2(x, u) + |x|2|u|2H ′1,0(x) .
Recall that the prime-superscript was used for polynomials in ker(∆x,∆u). Projecting
the given polynomial on each of these components is fairly easy, as it corresponds to
applying the projection operators from theorem 3.1.1 (which is merely a product of pro-
jection operators from the one variable case, respectively in x and u).
The upshot is of course that once this projection has been carried out, we still need
to take theorem 3.2.1 and corollary 3.2.1 into account. Indeed, one for example has that
H ′3,2(x, u) = S
2
uH5(x) + CSuH3(x) + SuH4,1(x, u)
+ C2H1(x) + CH2,1(x, u) +H3,2(x, u) .
The projection on each of the components above then requires the knowledge of the con-
stants αp,qi,j from proposition 3.2.5. Using the lexicographic ordering on the components
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mentioned at the start of this section, we first determine the component H5(x) ∈ H5 of
H ′3,2(x, u):
H5(x) =
1
40
S2xH
′
3,2(x, u) .
We can proceed by subtracting S2uH5(x) from H
′
3,2(x, u) and applying the operator ASx
to find the component H3(x) ∈ H3 of H ′3,2(x, u). In terms of the ordering, we note that
there are two summands having a first power in Su in the embedding, but it suffices to
look at the action of the operator A as this singles out a unique component:
H3(x) =
m(m+ 4)
3(m− 2)(m+ 1)(m+ 6)ASx
(
H ′3,2(x, u)− S2uH5(x)
)
=
m(m+ 4)
3(m− 2)(m+ 1)(m+ 6)ASxH
′
3,2(x, u) .
In the last equality, the term S2uH5(x) was omitted because AS
2
uH5(x) = 0. Next we
determine H4,1(x, u) ∈ H4,1, which can be obtained by subtracting S2uH5(x)+CSuH3(x)
from H ′3,2(x, u) and applying the operator Sx:
H4,1(x, u) =
1
3
Sx
(
H ′3,2(x, u)− S2uH5(x)− CSuH3(x)
)
.
Finally, there are three terms having no powers of Su in their embedding factors but
these can again be separated in terms of the power of C. So, first of all the component
H1(x) ∈ H1 of H ′3,2(x, u) is obtained as follows (the subtracted terms are omitted because
the action of A2 on these terms is trivial):
H1(x) =
1
2(m− 1)(m+ 4)A
2H ′3,2(x, u) .
The component H2,1(x, u) can be obtained as follows:
H2,1(x, u) =
m+ 2
(m+ 1)(m+ 4)
A
(
H ′3,2(x, u)− S2uH5(x)− CSuH3(x)− C2H1(x)
)
.
Finally, H3,2(x, u) is obtained by subtracting all other components with the proper
embeddings from H ′3,2(x, u).
3.4 Fischer inner product and orthogonality
We will explore the orthogonality of the components in the Fischer decomposition w.r.t.
the Fischer inner product on P (R2m,C).
Definition 3.4.1. The positive definite Fischer inner product on P(R2m,C) is defined
as
[P (x, u), Q(x, u)]F := P (∂x, ∂u)Q(x, u)|x=u=0 .
The operators ∂x and ∂u on the right hand side of the expression denote that each variable
in P (x, u) is replaced by its corresponding partial derivative.
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We will first have a look at the Fischer adjoints of the generators of Z(g, s). To do so,
we need some lemmas:
Lemma 3.4.1. The extremal projection operator pis is self-adjoint with respect to the
Fischer inner product, i.e.
pi†s = pis.
Proof. It suffices to proof that pix is self-adjoint, as the proof for piu is completely similar.
We have the following:
pi†x =
 ∞∑
j=0
1
4jj!
Γ(Hx + 2)
Γ(Hx + 2 + j)
|x|2j∆jx
†
=
∞∑
j=0
1
4jj!
(
Γ(Hx + 2)
Γ(Hx + 2 + j)
|x|2j∆jx
)†
=
∞∑
j=0
1
4jj!
Γ(Hx + 2)
Γ(Hx + 2 + j)
(
∆jx
)† (|x|2j)† .
The last equality follows from the fact that Hx is self-adjoint and the fact that |x|2j∆jx
is 0-homogeneous, which thus allows us to freely move the Euler factors. Since ∆x and
|x|2 are Fischer adjoint, it follows that pi†x = pix. The proof then follows from the fact
that pi†s = (pixpiu)† = piupix = pis.
Lemma 3.4.2. The Fischer adjoints of the operators in t, which are operators acting
on P(R2m,C), are given by:
〈u, x〉† = 〈∂u, ∂x〉 and 〈∂u, ∂x〉† = 〈u, x〉
〈u, ∂x〉† = 〈x, ∂u〉 and 〈x, ∂u〉† = 〈u, ∂x〉
Proof. The result immediately follows from the fact that the operators xj and ∂xj , and
uj and ∂uj with 1 ≤ j ≤ m, are each others Fischer adjoints.
Combining the two previous lemmas, we arrive at the following result:
Proposition 3.4.1. The adjoints of the generators of Z(g, s), which are well-defined on
P(R2m,C) ∩ ker (∆x,∆u), are given by:
C† = A and A† = C
S†u = Sx and S
†
x = Su
Proof. Since pisP = P and pisQ = Q for P,Q ∈ P(R2m,C) ∩ ker (∆x,∆u), we have:
[pis〈u, x〉P,Q]F = [〈u, x〉P, pisQ]F
= [pisP, 〈∂u, ∂x〉Q(x, u)]F
= [P, pis〈∂u, ∂x〉Q(x, u)]F .
The other equalities are proven in a similar way.
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We are now able to prove that the projection operator from theorem 3.2.2 is self-adjoint:
Theorem 3.4.1. The projection operator
Π : Pk,l(R2m,C) ∩ ker
(
∆x,∆u
) −→ Hk,l(R2m,C) ,
defined as
Π =
+∞∑
i,j=0
βi,j(k, l)C
iSjuA
iSjx
is self-adjoint with respect to the Fischer inner product.
Proof. We will prove that expressions of the form CiSjuAiS
j
x are self-adjoint. We have(
CiSjuA
iSjx
)†
= SjuC
iSjxA
i.
We then need to swap Sju with Ci and S
j
x with Ai. Similarly to what was found in the
proof of proposition 3.2.2, we have
SuC
i =
Hx + i+ 1
Hx + 1
CiSu. (3.9)
We then can proceed inductively:
SjuC
i = Sj−1u
Hx + i+ 1
Hx + 1
CiSu
= Sj−2u
Hx + i
Hx
SuC
iSu
= Sj−2u
(Hx + i)(Hx + i+ 1)
Hx(Hx + 1)
CiS2u
...
=
(Hx + i+ 1)(j)
(Hx + 1)(j)
CiSju.
Using lemma 3.1.3, we prove a relation similar to (3.9):
SxA
i =
Hx − i+ 2
Hx + 2
AiSx.
This can be used to swap Sjx with Ai:
SjxA
i = Sj−1x
Hx − i+ 2
Hx + 2
AiSx
= Sj−2u
Hx − i+ 3
Hx + 3
SxA
iSx
...
=
(Hx − i+ 2)(j)
(Hx + 2)(j)
AiSjx.
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Putting everything together, we find:
(
CiSjuA
iSjx
)†
=
(Hx + i+ 1)(j)
(Hx + 1)(j)
CiSju
(Hx − i+ 2)(j)
(Hx + 2)(j)
AiSjx
= CiSjuA
iSjx,
which proves the statement.
Finally, we will prove that the irreducible pieces in the decomposition of the space of
double harmonics Pk,l(R2m,C) ∩ ker (∆x,∆u) are all orthogonal with respect to the
Fischer inner product on Pk,l(R2m,C).
Theorem 3.4.2. For all α1, α2 ∈ {0, . . . , l} and βn ∈ {0, . . . , l − αn}, with n = 1, 2, the
following holds: if α1 6= α2 and β1 6= β2, then
[Cα1Sβ1u H(x, u), C
α2Sβ2u G(x, u)]F = 0,
for all H(x, u) ∈ Hk−α1+β1,l−α1−β1(R2m,C) and G(x, u) ∈ Hk−α2+β2,l−α2−β2(R2m,C).
Proof. Since the Fischer inner product is symmetric, it is not a restriction to assume
that α1 ≥ α2 and β1 ≥ β2. Take H(x, u) and G(x, u) as stated in the theorem. We then
have
[Cα1Sβ1u H(x, u), C
α2Sβ2u G(x, u)]F = [S
β1
u H(x, u), A
α1Cα2Sβ2u G(x, u)]F .
From repeated application of lemma 3.1.3 and theorem 3.2.4, it follows that this expres-
sion is zero unless α1 = α2. We also have
[Cα1Sβ1u H(x, u), C
α2Sβ2u G(x, u)]F = c(α1, β1)[S
β1
u C
α1H(x, u), Cα2Sβ2u G(x, u)]F
= c(α1, β1)[C
α1H(x, u), Sβ1x C
α2Sβ2u G(x, u)]F ,
where the constant c(α1, β1) is given by
c(α1, β1) =
(Hx + 1)(β1)
(Hx + α1 + 1)(β1)
.
It follows from proposition 3.2.2, that the inner product is zero unless β1 = β2.
Putting this result together with the classical orthogonality of harmonics in the Fischer
decomposition we get:
Corollary 3.4.1. The full decomposition of Pk,l(R2m,C) into irreducible representations
of the orthogonal group as explained in this chapter is a decomposition into orthogonal
subspaces with respect to the Fischer inner product.
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3.5 Pizzetti’s formula on the Stiefel manifold V2(Rm)
In this final section, we will obtain a generalisation of Pizzetti’s classical formula (for
polynomials in one vector variable) to polynomials in two variables. The original proof
of the classical result is analytic but the proof in [31] heavily exploits the Lie algebra
from equation (2.1) underlying harmonic analysis on Rm, and expresses the integral of
a polynomial P (ω) on the unit sphere Sm−1 ⊂ Rm (i.e. the restriction of a polynomial
P (x) on Rm for |x| = 1) as an SO(m)-invariant functional
I1 : P(R2m,C) −→ C ,
which satisfies I1(|x|2 P (x)) = I(P (x)). Schur’s lemma then implies that I1(Hk) = 0,
so that the only contribution to the integral is the term |x|2aH0, with H0 ∈ H0. Using
the Fischer decomposition from theorem 2.1.2, we can explicitly project on H0, which
leads to a formal summation of the form∫
Sm−1
P (ω)dS1(ω) =
∞∑
k=0
2pi
m
2
4kk!Γ
(
k + m2
)∆kxP (x)∣∣∣∣
x=0
.
In order to generalise this result for harmonic analysis in two vector variables, we first
introduce the analogue of the unit sphere Sm−1, which is the Stiefel manifold V2(Rm).
This is a homogeneous space
V2(Rm) ∼= SO(m)/SO(m− 2) ,
which can be identified with the tangent bundle to the unit sphere in Rm, i.e. it con-
tains elements (ω, η) ∈ Sm−1 × Sm−1 for which 〈ω, η〉 = 0. This can also be written as
V2(Rm) = {A ∈ Rm×2 : AtA = 1 ∈ R2×2}. The integration of (restrictions of) poly-
nomials in two vector variables over this particular manifold can then be defined as an
SO(m)-invariant functional
I2 : P(R2m,C)→ C : P (x, u) 7→
∫
V2(Rm)
P (ω, η)dS2 ,
where dS2 is the measure, see e.g. [24] for an explicit definition. This measure is invariant
under the left action of SO(m) and right action of SO(2). In other words, identifying
the couple (ω, η) with matrices A ∈ Rm×2 satisfying the conditions from above, we
have that I2[P (gA)] = I2[P (A)] = I2[P (Ah)], for g ∈ SO(m) and h ∈ SO(2). For all
P (x, u) ∈ P(R2m,R), the integral moreover satisfies:
I2
(
|x|2 P (x, u)
)
= I2
(
|u|2 P (x, u)
)
= I2 (P (x, u))
I2 (〈u, x〉P (x, u)) = 0 .
Using theorem 3.2.1, we have for an arbitrary polynomial Pp,q(x, u) ∈ Pp,q(R,C) that
Pp,q(x, u) =
∑
a,b,α,β
|x|2a |u|2bCαSβuHk,l(x, u) ,
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with Hk,l(x, u) ∈ Hk,l(R2m,C) and where the summation is such that{
p = 2a− α+ β + k
q = 2b+ α+ β + l .
Since the integration is SO(m)-invariant, we can again use Schur’s lemma together with
theorems 3.1.1 and 3.2.1 to state the following result:
I2 (Pp,q(x, u)) =
{
I2 (H0) if p = q + 2n, (n ∈ N)
0 otherwise ,
where Pp,q(x, u) is an arbitrary polynomial homogeneous of degree (p, q) in (x, u). In
other words, we need a projection of Pp,q(R2m,C) onto H0, which will be done in two
steps: first a projection on the space Pp−2i,q−2j(R2m,C) ∩ ker
(
∆x,∆u
)
of double har-
monics, using theorem 3.1.1. It is easy to see from theorem 3.0.1 that if p− 2i 6= q− 2j,
no component H0 is present so we will assume that p − 2i = q − 2j. Note that we still
need a projection on the component H0 but this is what will be established in what
follows.
Before we continue, let us investigate how H0 is embedded in the space of double har-
monics Pβ,β(R2m,C) ∩ ker
(
∆x,∆u
)
. From theorem 3.2.1, it is known that for β ∈ N
Cβ : H0 −→ Pβ,β(R2m,C) ∩ ker
(
∆x,∆u
)
.
Theorem 3.5.1. For b := bβ2 c, we have that |x|−2b |u|−2bCβ[1] is a polynomial in the
variable t := 〈u,x〉|x||u| where C
β[1] belongs to ker
(
∆x,∆u
)
. It is explicitly given by
Cβ[1] =
β! Γ
(
m
2 − 1
)
2βΓ
(
β + m2 − 1
) |x|2b |u|2bC(m2 −1)β (t).
Here C
(m2 −1)
β (t) is a Gegenbauer polynomial, which is defined as (see also [2], page 302)
C
(m2 −1)
β (t) =
b∑
j=0
(−1)j Γ
(
β − j + m2 − 1
)
Γ
(
m
2 − 1
)
j!(β − 2j)! (2t)
β−2j .
Proof. The expression Cβ[1] is a polynomial depending on 〈u, x〉 which is harmonic in
both x and u. Polynomials that only depend on the inner product of two vectors x and
u which belong to ker(∆x,∆u) are the so-called zonal harmonic polynomials wich are
related to the Gegenbauer polynomial |x|2b |u|2bC(
m
2
−1)
β (t). It is easily shown that
Cβ[1] = 〈u, x〉β + l.o.t. ,
so we have to multiply |x|2b |u|2bC(
m
2
−1)
β (t) with the constant
β! Γ(m2 −1)
2βΓ(β+m2 −1)
such that the
term tβ becomes monic. This completes the proof.
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It follows from theorem 3.5.1 that if the integer β is odd, there is no constant term in
Cβ[1], which means that terms of the form |x|2a |u|2bC2β+1[H0] will not contribute to
the integration on the Stiefel manifold. Therefore, we have that
I (Pp,q(x, u)) =
{
I (H0) if p, q ∈ 2N
0 otherwise
To project P2p,2q(R2m,C) ker
(
∆x,∆u
)
onto H0, we need the following relation:
A2βC2β[1] =
2β∏
i=1
ci(0, 0) = (2β)!
(
2β + m2 − 1
)(
m
2 − 1
) (m− 2)(2β) .
Putting together all the information, we finally arrive at the following result:
Theorem 3.5.2. The integral of a polynomial P (x, u) ∈ P(R2m,C) on the Stiefel man-
ifold is given by ∫
V2(Rm)
P (ω, η)dS2 =
∑
i,j,k∈N
γi
(
A2ipij,kP (x, u)
)∣∣
x=u=0
where pij,k is the projection operator from theorem 3.1.1. The constant γi is given by
γi =
(−1)i
42ii!
(
m
2
)(2i−1) (m
2 + i− 1
)(i+1)
Proof. We will prove the statement for P2p,2q(x, u) ∈ P2p,2q
(
R2m,C
)
, since∫
V2(Rm)
Pp,q(ω, η)dS2 = 0 if p, q /∈ 2N.
Let us assume that p ≥ q, as the proof for the other case is completely similar. As
mentioned before, we first have to project onto the space P2(q−j),2(q−j) ∩ ker
(
∆x,∆u
)
for 1 ≤ j ≤ q using the projection operator pip−q+j,j . From now on, we put i := q − j.
We then have to project on the trivial part H0, which can be done using A2i. Since the
trivial part is embedded in P2i,2i(R2m,C) ∩ ker
(
∆x,∆u
)
as C2iH0, we have
A2iC2iH0 =
(
2i∏
n=1
cn(0, 0)
)
H0
= (2i)!
(
2i+ m2 − 1
)(
m
2 − 1
) (m− 2)(2i)H0 .
This also means that (
m
2 − 1
)
(2i)!
(
2i+ m2 − 1
)
(m− 2)(2i)
A2iP2i,2i = H0 .
77
Recall from theorem 3.5.1 that C2i[1] is, up to a constant multiple, a Gegenbauer poly-
nomial in the variable 〈u, x〉. The Stiefel manifold consists of points (x, u) ∈ R2m with
〈u, x〉 = 0, so the only term in C2i[1] that gives a non-trivial contribution to the integral
is the constant term, which is given by
(2i)! Γ
(
m
2 − 1
)
22(q−j)Γ
(
2i+ m2 − 1
)C(m2 −1)2i (0) .
All together we thus have the following contribution to the integral over the Stiefel
manifold for P2i,2i(R2m,C) ∩ ker
(
∆x,∆u
)
:∫
V2(Rm)
P2i,2i(ω, η)dS2 =
(−1)i
42ii!
A2iP2i,2i(x, u)(
m
2
)(2i−1) (m
2 + i− 1
)(i+1)
We then only have to sum up each of the parts to get the desired result.
Remark 3.5.1. In [28], the authors also obtained a Pizzetti formula for integration on
the Stiefel manifold. Altough their formula allows for easier and faster computation, our
formula is more clear from a conceptual perspective.
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Chapter 4
Existence of conformally invariant
operators
In this chapter, we will discuss the classification of conformally invariant operators on
the sphere Sm equipped with its canonical conformal structure. To do so, we will intro-
duce some basics of differential geometry in the first section. In the second section, a
proper definition of a G-invariant operator on a homogeneous space of the form G
/
P ,
where G is a simple Lie group and P is a parabolic subgroup is given as well as the
classification of such operators. In the third section, we will introduce the sphere Sm
with its canonical conformal structure. Finally, we will use these results to arrive at the
theorem concerning the existence and uniqueness of conformally invariant operators on
the sphere, which was obtained by Slova´k in [79].
All of the results in this chapter can be found elsewhere but, as we will explicitly con-
struct certain invariant operators in the remaining chapters, this chapter is added for
the sake of completeness and to point out where these operators can be found in the
classification scheme.
4.1 Some basics of differential geometry
In this section, we will introduce the basic concepts of advanced differential geometry
that are needed throughout this chapter. We will assume the reader is already familiar
with the basics of manifolds and Riemannian geometry, which can be found in many
textbooks, see for example [64, 83].
Definition 4.1.1. A fibre bundle is a structure (E, pi,M), where E and M are manifolds
and pi : E −→ M is a submersion, i.e. a smooth surjective map for which the tangent
map is also surjective, satisfying the local triviality condition: there exist a manifold
F such that for every x ∈ M , there is an open neighbourhood U ⊂ M of x and a
diffeomorphism ϕ : pi−1(U) −→ U × F such that the following diagram commutes:
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pi−1(U) U × F
U
ϕ
pi
Π1
The manifold E is called the total space, M is the base space, pi is the projection and the
manifold F is called the standard fibre of the fibre bundle.
Definition 4.1.2. Let pi : E −→M be a fibre bundle. A section σ of pi : E −→M is a
smooth map σ : M −→ E such that pi(σ(x)) = x, for all x ∈ M . The space of sections
of pi : E −→M will be denoted by Γ(E).
Definition 4.1.3. Suppose G is a Lie group. A principal G-bundle is a fibre bundle
(P, pi,M) such that:
(i) There exist a right G-action P ×G −→ P : (p, g) 7→ p · g.
(ii) The standard fibre is G and for all x ∈M , the spaces pi−1(x) are the orbits of G.
(iii) The local trivialisation {(Uα, ψα} of the fibre bundle is equivariant, that is to say
the maps
ψα2 = Π2 ◦ ψα : pi−1(Uα) −→ G
all satisfy ψα2(p · g) = ψα2(p) · g, for all p ∈ pi−1(Uα) and g ∈ G.
Remark 4.1.1.
(i) The orbit space for the G-action P
/
G is diffeomorphic to M .
(ii) The G-action is free, i.e. if p · g = p for p ∈ P and g ∈ G, then g = e.
Example 4.1.1. Let M be a manifold equipped with an action of a Lie group G, then
M ×G −→M
is a principal fibre bundle called the product bundle or trivial bundle.
Next, we will define the notion of a morphism between two principal fibre bundles.
Definition 4.1.4. Let (P, pi,M) and (P ′, pi′,M) be two principal G-bundles over the
same base space M . A diffeomorphism ϕ : P → P ′ is called an isomorphism of principal
fibre bundles if and only if:
(i) ϕ is equivariant.
(ii) ϕ maps fibres to fibres, i.e. the following diagram commutes:
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P P ′
M
ϕ
pi pi′
In physics, if P = P ′, the term gauge transformation is often used instead. Suppose
(P, pi,M) is a principal G-bundle, then a local trivialisation φ : pi−1(U) −→ U × G
gives rise to a local section σ : U −→ P : x 7→ φ−1(x, e). Conversely, a local section
σ : U −→ P gives rise to a local trivialisation φ : σ(U) −→ U ×G whose inverse is given
by the map (x, g) 7→ σ(x) · g. In particular, this leads to the following result:
Proposition 4.1.1. A principal G-bundle (P, pi,M) is isomorphic to the trivial bundle
if and only if it admits a global section σ : M −→ P .
Lemma 4.1.1. Every isomorphism ϕ : M ×G→M ×G is of the form
ϕ(x, a) = (x, g(x) · a), x ∈M, a ∈ G,
where g : M → G is a smooth map.
Suppose (P, pi,M) is a principal G-bundle. Choose an open covering U = {Uα}α∈I for
M and trivialisations
ϕα : Π
−1(Uα) −→ Uα ×G.
Consider for Uα ∩ Uβ 6= ∅ the map
ϕβ ◦ ϕ−1α : (Uα ∩ Uβ)×G −→ (Uα ∩ Uβ)×G,
which is an isomorphism. It follows from the previous lemma that
ϕβ ◦ ϕ−1α (x, a) := (x, gβα(x) · a), ∀a ∈ G, ∀x ∈ Uα ∩ Uβ
where gβα : Uα∩Uβ → G is a smooth map. The maps gβα are called transition functions
for P with respect to the open covering U of M . They satisfy the following properties:
clearly gβα(x) = g
−1
αβ (x) and for all x ∈ Uα, it follows that gαα(x) = 1. For α, β, γ ∈ I
such that Uα∩Uβ∩Uγ 6= ∅, the transition functions satisfy the so-called cocycle condition:
gγβ(x)gβα(x) = gγα(x) for all x ∈ Uα ∩Uβ ∩Uγ . Transition maps can also be considered
as ‘gluing instructions’: let P˜ be the disjoint union of Uα ×G, then P can be defined as
P = P˜
/
∼ ,
where we put (x, a)α ∼ (x, gβα(x) · a)β for all x ∈ Uα ∩ Uβ. Note that the equivalence
relation is invariant under right multiplication by G. An important class of fibre bundles
will be the so-called frame bundles, which are principal fibre bundles associated to a
vector bundle.
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Definition 4.1.5. A vector bundle is a fibre bundle pi : E −→M such that
(i) each fibre Ep at p ∈ M is a vector space of fixed dimension n ∈ N, which means
that the standard fibre is Rn.
(ii) The local trivialisation {(Uα, ψα} of the fibre bundle is linear, i.e. for all p ∈ Uα
the map ψα : Ep → Rn is a linear isomorphism.
Suppose V is an n-dimensional vector space and put
F (V ) := {x : Rn → V | linear isomorphism} .
An element x ∈ F (V ) is uniquely determined by n linear independent vectors
{x(e1), · · · , x(en)}
which are the images of the basis vectors of the standard basis of Rn. We therefore call
x ∈ F (V ) an n-frame. Notice that after a choice of a basis for V , we can identify F (V )
with GLn(Rn). Now, let (E, pi,M) be a vector bundle and let F (E) be the disjoint union
of F (Ep), where Ep are the fibres of E and define the map pi : F (E) → M by putting
pi(x) = p ∈ M for all x ∈ F (Ep). If ψα : pi−1(Uα) → Uα × Rn is a local trivialisation of
E, then
ψ˜α : pi
−1(Uα)→ Uα ×GLn(Rn) : x 7→ (p, ψα|Ep ◦ x), ∀x ∈ F (Ep).
There exists a right group action of GLn(Rn) on F (E) given by
F (E)×GLn(Rn)→ F (E) : (x, g) 7→ x ◦ g,
which makes F (E) into a principal fibre bundle which is called the frame bundle of E.
We have shown that we can associate a principal fibre bundle to a vector bundle, but we
can also do the opposite. Suppose G is a Lie group and (P, pi,M) a principal G-bundle.
Let ρ : G −→ Aut(V ) be a representation of G on a finite- dimensional vector space V ,
then we can associate to this a vector bundle (EV , piV ,M) with fibre V defined as
EV = P ×ρ V = (P × V )
/
G ,
which is the orbit space for the G-action on P × V defined as
(p, v) · g = (pg, ρ(g−1)v) ,
for all g ∈ G, p ∈ P and v ∈ V . The projection map is then given by
piV : EV −→M : [p, v] 7→ pi(p),
which is the composition of Π1 : EV −→ P and pi. Since EV is a vector bundle, we can
add points in the same fibre and multiply by scalars: if p, q ∈ P are two points at the
same fibre, i.e. there exists an element g ∈ G such that q = p · g, then we have
[p, v] + [q, w] = [p, v] + [p · g, w] = [p, v] + [p, ρ(g)w] := [p, v + ρ(g)w]
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and
λ[p, v] := [p, λv].
It is easy to show that these operations are well-defined. Before we continue, let us first
consider an example.
Example 4.1.2.
(i) Let V be the trivial representation of a Lie group G, then for any principal G-bundle
(P, pi,M) the associated bundle EV is isomorphic to the trivial bundle M×V . This
isomorphism is defined as
ϕ : EV −→M × V : [p, v] 7→ (pi(p), v).
(ii) Let (E, pi,M) be an n-dimensional vector bundle and let (F (E), pi,M) be the as-
sociated frame bundle, which is a principal GLn(Rn)-bundle. The vector bundle
associated to (F (E), pi,M) with the defining representation of GLn(Rn) is isomor-
phic to (E, pi,M). The isomorphism is defined as
ϕ : F (E)×GLn(Rn) Rn −→ E : [x, v] 7→ x(v)
Choosing a different representative in the equivalence class [x, v], i.e. (x ·g, g−1 ·v)
corresponds to choosing a different basis for Ep, where pi(x) = p ∈M .
To conclude this section, we will give a definition of jet bundles. Suppose that M is an
m-dimensional manifold, let (E, pi,M) be a fibre bundle and denote by Γ(E) the space
of local sections of E. Two local sections s, t ∈ Γ(E) are said to have the same k-jet
(k ∈ N) at p ∈M if and only if
∂|α|sj
∂xα
∣∣∣∣∣
p
=
∂|α|tj
∂xα
∣∣∣∣∣
p
,
for all 0 ≤ |α| ≤ k in some local chart around p. This is then true in all charts around
p by the chain rule. This defines an equivalence relation on the space of sections and a
k-jet is an equivalence class under this relation denoted jkps. The integer k is called the
order of the jet, p is called the source and s(p) is called the target. The k-th jet manifold
of E is the set
Jk(E) :=
{
jkps : p ∈M, s ∈ Γ(E)
}
.
We can define projections pik and pi
k
0 , called the source and target projections respectively,
by
pik : J
k(E) −→M : jkps 7→ p and pik0 : Jk(E) −→ E : jkps 7→ s(p).
The construction of jet spaces Jk(E) is functorial and, via this, arbitrary charts on E
give rise to charts on Jk(E). Hence, Jk(E) is a smooth manifold and by construction, the
maps pik and pi
k
0 are smooth. It is known that J
k(·) is a functor acting on locally invertible
fibered morphisms, the jet prolongation functor. For any vector bundle (E, pi,M), there
is an exact sequence of vector bundles, see e.g. [70, 80]
0 −→ kT ∗M ⊗ E −→ Jk(E) −→ Jk−1(E) −→ 0. (4.1)
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4.2 Invariant operators on homogeneous spaces
In this section, we will give a proper definition of a G-invariant operator on a homoge-
neous space of the form G
/
P , where G is a semisimple Lie group and P is a parabolic
subgroup. Given a semisimple Lie group G with Lie algebra g and a parabolic subalgebra
p ≤ g, the parabolic subgroup P is then defined as the stabilizer of p under the adjoint
action of G restricted to p, i.e.
P = {g ∈ G : Ad(g)(p) ⊂ p} .
A homogeneous space gives rise to a principle P -bundle (G, pi, G
/
P ) with projection
map pi : G −→ G/P : g 7→ gP . Due to this construction, we have two commuting
actions on G: there is the canonical right bundle action of P and a free and proper left
action of G itself. Suppose that ρ : P −→ Aut(V) is a representation of P , then we can
construct the associated vector bundle
EV = G×ρ V = (G× V)
/
P .
Vector bundles on homogeneous spaces constructed this way are called homogeneous
vector bundles because the transitive G-action on the P -bundle induces a left action on
EV , which is defined as g · [g0, v] = [gg0, v] and satisfies the property
piV (g · [g0, v]) = gg0 = g · piV ([g0, v]), for g, g0 ∈ G and v ∈ V.
The following theorem gives a classification of homogeneous vector bundles:
Theorem 4.2.1. There is a one to one correspondence between (finite-dimensional)
representations of P and G-homogeneous vector bundles of G
/
P .
Proof. Suppose V is a representation of P and consider the associated bundle G×P V.
Define
V˜ := pi−1V (eP ) = {[e, v] : v ∈ V} ,
then it is easy to show that V˜ ∼= V as P -modules. Conversely, assume pi : E → G/P is a
homogeneous vector bundle, i.e. there is an action of G on E such that g ·pi(v) = pi(g ·v).
Define V := pi−1(eP ), which is a P -module by restriction of the G-action. Consider then
the associated bundle EV := G×P V and the map ϕ : EV −→ E : [g, v] 7→ g ·v. It is easy
to show that ϕ is a diffeomorphism of vector bundles and that the following diagram is
commutative:
EV E
G
/
P
ϕ
piV pi
Moreover, the map ϕ is G-equivariant: g · ϕ([g0, v]) = gg0 · v = ϕ(g · [g0, v]). This
completes the proof.
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Remark 4.2.1. It is known, see e.g. [20, chapter 1.4], that the tangent bundle TM of
a homogeneous space M = G
/
P is a homogeneous vector bundle corresponding to the
representation g
/
p of P . The cotangent bundle corresponds to the dual representation,
i.e.
(
g
/
p
)∗ ∼= g−.
Remark 4.2.2. An important class of homogeneous vector bundles are bundles that
come from irreducible representations of the parabolic subalgebra P . These are in one-
to- one correspondence with p-dominant and p-integral weights. We used the Dynkin
diagram notation for p to denote such weights, see chapter 1. For later use, we will use
the convention that the Dynkin diagram notation for a highest weight λ ∈ h∗ corresponds
to the homogeneous vector bundle as well as the space of sections of that bundle coming
from the dual representation, which has lowest weight −λ ∈ h∗.
It is well known that there is a bijective correspondence between the space Γ(EV ) of
sections of EV and the set
C∞ (G,V)P := {f : G −→ V : f(gh) = ρ(h−1)f(g),∀g ∈ G, ∀h ∈ P} ,
of P -equivariant smooth maps, which is sometimes more useful in practice.
Definition 4.2.1. The action of G on EV induces an action of G on the space of
sections Γ(EV ) defined as (g · s)(x) = g · (s(g−1x)) for all s ∈ Γ(EV ) and g ∈ G. This
turns Γ(EV ) into a representation of G which is called the induced representation and is
denoted by IndPG(V).
We then arrive at the following definition:
Definition 4.2.2. A differential operator D : Γ(E) −→ Γ(F ) is G-invariant if it com-
mutes with the induced action of G, i.e. if the following diagram commutes:
Γ(E) Γ(F )
Γ(E) Γ(F )
D
G-action
D
G-action
A differential operator D : Γ(E) −→ Γ(F ) is said to be of order smaller than or equal to
k if and only if for all sections s, t ∈ Γ(E) and x ∈ G/P :
jkxs = j
k
xt =⇒ D(s)(x) = D(t)(x),
where jkx is the k-th order jet prolongation at x. If D is such an operator, then we get
an induced bundle map
D : Jk(E) −→ F : jkxs 7→ D(jkxs) := D(s)(x).
Conversely, if D : Jk(E) −→ F , then D := D ◦ jk. An operator D is said to be linear if
and only if the induced bundle map D is a homomorphism of vector bundles.
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Remark 4.2.3. The G-action on the space Γ(E) of sections of a homogeneous vector
bundle induces an action of G on Jk(E) as follows: g · (jkxs) := jkx(g · s) for all g ∈ G.
We are now in position to give an alternative definition of a G-invariant operator:
Definition 4.2.3. An operator D : Γ(E) −→ Γ(F ) is G-invariant if and only if the
induced bundle map D is a homomorphism of homogeneous vector bundles, i.e. D is
G-equivariant.
Proposition 4.2.1. An invariant operator D is completely determined by the image of
Jko (E), where o = eP , i.e. it is sufficient to know
ϕD := D|x=o : Jko (E) −→ Fo,
because D can be reconstructed from it by the G-action.
The morphism ϕD is a P -invariant morphism. Since sections σ ∈ Γ(E) can be identified
with functions f ∈ C∞ (G,E)P , where E := Eo = pi−1(eP ), we also obtain an identifica-
tion jkoσ ' jke f . In this way, we can identify the dual of Jko (E), which is a P -module,
with Uk(g)⊗U(p) E∗. Here, Uk(g) is the k-th filtration of U(g), i.e.
Uk(g) = Span
{
Yi1 . . . Yik :
{
Yij
}
basis of g
}
.
Elements of Uk(g) ⊗U(p) E∗ are of the form Y1 . . . Yl ⊗U(p) A, where l ≤ k and A ∈ E∗.
The duality between Jko (E) and Uk(g)⊗U(p) E∗ is given by
〈Y1 . . . Yl ⊗U(p) A, jke f〉 = A (LY1 . . . LYlf) (e), (4.2)
where jke f is the k-jet of f in e, Yj ∈ g and LYj the derivation with respect to the left
invariant vector field Yj (when g is identified with the space of left-invariant vector fields).
Up until now, we showed that an invariant operator of order k is uniquely determined
by some P -invariant homomorphism ϕD : J
k
o (E) −→ V∗µ and applying (4.2) we obtain
its dual map
ϕ∗D : Vµ −→ Uk(g)⊗U(p) Vλ,
where V∗λ := pi−1(eP ). The target space of this map is a P -submodule of Mp(λ), which is
a generalised Verma module induced by the p-module Vλ. Furthermore, by the Frobenius
reciprocity theorem, each P -invariant morphism ϕ : Vµ → Mp(λ) can be extended to a
(g, P )-morphism Mp(µ)→Mp(λ) of generalised Verma modules by
Y1 . . . Yl ⊗R v 7→ Y1 . . . Yl ⊗R ϕ(v),
where Yj ∈ g and the action of p being the infinitesimal action of P . We then finally arrive
at the following theorem which links the classification of invariant differential operators to
the classification of morphisms between generalised Verma modules discussed in section
1.5 and studied in e.g. [9, 65]
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Theorem 4.2.2. There is a duality between invariant differential operators of finite
order
D : Γ (G×P V∗λ) −→ Γ
(
G×P V∗µ
)
and (g, P )-homomorphisms of generalised Verma modules
Mp(µ) −→Mp(λ).
Let Vµ,Vλ be two irreducible P -modules, then each g-homomorphism Mp(µ) → Mp(λ)
lifts to a (g, P )-morphism, defining the action of P in a natural way by
p · (Y1 . . . Yl ⊗R v) := Ad(p)Y1 . . .Ad(p)Yl ⊗R p · v.
Without further details, we state the following theorem, which is dual to the BGG reso-
lution discussed in section 1.5 and which can be used to classify all invariant differential
operators on G
/
P , see also [8, 21, 17]:
Theorem 4.2.3. Let λ be a dominant and integral weight for g. Then there is an exact
resolution
0 −→ Vλ −→ ∆•(λ),
where
∆p(λ) =
⊕
w∈W p: `(w)=p
Γ (G×P V∗w·λ) .
Here V∗w·λ is the rreducible P-module with lowest weight −w · λ.
In section 1.5, we gave some examples of BGG resolutions. To obtain resolutions of
invariant operators, it suffices to simply reverse the arrows. If we consider for example
g = sl(3) with a maximal parabolic subalgebra, i.e. only one crossed node, we obtain:
0 −→ a b −→ a b −→ −a− 2 a+ b+ 1 −→ −a− b− 3 a −→ 0.
Note that, in view of remark 4.2.2, the notation
a b
refers to a vector bundle as-
sociated to the representation with lowest weight
−a −b
. The corresponding highest
weight can be found by applying the longest element w0 of the Weyl group of g on this
weight, which yields
−a− b b
.
4.3 The conformal sphere Sm
The construction of conformally invariant operators is substantially more difficult than
the construction of invariant operators in Riemannian geometry. In the setting of con-
formal geometry, one considers manifolds M together with an equivalence class of Rie-
mannian metrics [g], where two metrics are said to be equivalent if they are equal up to
a positive function, i.e. g˜ = Ω2g for some non-negative smooth function Ω ∈ C∞(M).
87
As opposed to Riemannian geometry, for which there exists a canonical invariant con-
nection (the Levi-Civita connection) which is used in various constructions of invariant
differential operators, there is no such canonical invariant connection in the case of a
conformal manifold (see chapter 7). To construct the canonical conformal structure on
the sphere, we will use the so-called ambient space method developed by Fefferman and
Graham [47] which requires embedding a m-dimensional manifold into a space of dimen-
sion m + 2. Consider therefore Rm+2 endowed with an inner product 〈·, ·〉 of signature
(1,m+ 1) corresponding to the matrix
B =
0 0 10 −Im 0
1 0 0
 ,
where Im is the m×m unit matrix. The light cone N of non-zero null-vectors is defined
as
N := {x ∈ Rm+2 : x 6= 0, 〈x, x〉 = 0} .
Consider the space of lines in N , i.e. the quotient N/∼ , where two points in N are
equivalent if and only if they are nonzero multiples of each other. The natural projection
pi : N → N/ ∼ is a principal bundle with structure group R∗ = R \ {0}, see e.g. [20].
Viewing Sm as the unit sphere in Rm+1 ⊂ Rm+2, the map
Sm −→ N : (ω1, . . . , ωm+1) 7→
(√
2
2
(1 + ωm+1), ω1, . . . , ωm,
√
2
2
(1− ωm+1)
)
defines an embedding of Sm in N and thus induces a smooth map to the quotient space
N/∼ . As one can prove that this is a diffeomorphism, one can view Sm as the space
of null lines in (Rm+2, 〈·, ·〉). This immediately suggests that we can make Sm into a
homogeneous space: consider the group G = SOo(1,m + 1), which is the symmetry
group of (Rm+2, 〈·, ·〉) and which leaves, by definition, the null-cone N invariant. Since
it acts linearly, it factors to a smooth action on Sm = N/∼ . One can then easily show
that G acts transitively on N and thus we get an isomorphism Sm = G/P , where P
is the isotropy subgroup of some point of Sm. The subgroup P is usually called the
Poincare´ conformal group, which is a parabolic subgroup of G (see section 4.2 and below
for more details). Let us analyse the geometric meaning of the transitive action a bit
further. To do so, we will determine the tangent space of Sm. Denote by pi : N → Sm
the natural projection. For x ∈ N , the tangent space of N at x is clearly given by
TxN =
{
v ∈ Rm+2 : 〈x, v〉 = 0}. Since x by definition is a null vector, the line `x = 〈x〉
is contained in TxN . The projection pi induced a linear isomorphism
TxN/kerTxpi −→ Tpi(x)Sm,
and clearly, the kernel kerTxpi is exactly `x. Otherwise put, given x ∈ N we obtain a
linear isomorphism
Tpi(x)S
m ∼= `⊥x
/
`x . (4.3)
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Since x is a null vector, the bilinear form on Rm+2 induces a positive definite inner
product on Tpi(x)S
m. Replacing x by λx for λ ∈ R∗, we of course have `λx = `x and the
isomorphism (4.3) changes by a nonzero multiple. Hence, the induced inner product on
Tpi(x)S
m changes by multiplication by λ2. This implies that on each tangent space, we get
a positive definite inner product up to positive multiples, and thus a conformal structure
on Sm, which is by construction G-invariant. The Lie algebra g = so(1,m + 1) of G
is given by
{
M ∈ R(m+2)×(m+2) : MTB +BM = 0} with B defined as above. Working
out this condition explicitly, we get
g =

 a −XT 0−ZT A X
0 Z −a
 : a ∈ R, X ∈ Rm, Z ∈ (Rm)∗ , A ∈ so(m)
 . (4.4)
This block form leads to a |1|-grading g = g−1⊕g0⊕g+1, where g−1 = Rm corresponding
to X, g+1 = (Rm)∗ corresponding to Z and g0 is the direct sum of the simple Lie algebra
so(m) and its center z(g0) ∼= R, containing the grading element E ∈ g. The parabolic
subalgebra p = g0 ⊕ g+1 is the Lie algebra of the parabolic subgroup P .
Remark 4.3.1. The explicit form of g follows the conventions from [6, 40] which differ
from the one in [20]. This difference is due to the fact that the roles of g−1 and g+1 are
interchanged and the grading element E has a different sign.
We can obtain a natural chart on Sm which comes from the subspace g−1 ⊂ g com-
plementary to p. The chart is given by g−1 → Sm : X 7→ pi (exp (X) o), where o is
the point that is stabilised by P and where pi is the natural projection of N onto Sm.
Using the matrix representation of g from above, we immediately see that this is given
by X 7→ pi (−12〈X,X〉, X, 1). Note that the image of g−1 = Rm is a dense open subset of
Sm. Also note that we can immediately see that the parabolic subgroup P is a semidirect
product of G0 = SO(m)× R+ and a commutative normal subgroup.
4.4 Existence of conformally invariant operators
Theorem 8.13 of [79, pp 98-99] gives the classification of all invariant lineair differential
operators on the conformal sphere Sm. It is known, by duality between invariant op-
erators and morphisms between Verma modules (see theorem 4.2.2), that the space of
invariant lineair differential operators
D : Γ (G×P V∗λ) −→ Γ
(
G×P V∗µ
)
is at most one-dimensional, which means that every operator is unique up to a constant
multiple. The operators appear in patterns which can be obtained using the Hasse
diagram corresponding to the parabolic subalgebra obtained in section 4.3 and theorem
4.2.3. Note however that, depending on the weights, there are other operators which do
not belong to a BGG resolution (see below). There are two distinct cases depending on
the parity of m ∈ N and in either case, the pattern starts with the space Γ (G×P V∗λ),
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where λ = [b|d1, . . . , dn−2, a, c] ∈ h∗. The nodes in the diagrams below represent spaces
of sections of vector bundles and the vertices represent invariant operators between them.
(i) In even dimensions, the pattern is given by
. . . . . .b
d1 dn−2
a
c
c
a
dn−2 d1 b
2b+2d1+...+2dn−2+a+c
2d1+...+2dn−2+a+c
a+c
(ii) While in odd dimensions the pattern is given by
. . . . . .b
d1 dn−2 a d1 dn−2 b
2b+2d1+...+2dn−2+a
2d1+...+2dn−2+a
a
The nodes connected by the solid arrows form a (locally) exact complex, called the
Bernstein-Gelfand-Gelfand complex, precisely if λ is a dominant and integral weight for
g. The dashed arrows are so-called long operators. In odd dimensions, they only appear
when λ contains some half-integers. The higher spin Laplace operator, which is the
subject of study for the following three chapters, can be found in this pattern as a red
arrow with a specific weight. Those arrows represent the following operators:
D : Γ (G×P V∗λ) −→ Γ
(
G×P V∗µ
)
,
where in even dimensions, we have
λ = [−b− d|b, d1, . . . , dn−3, a+ dn−2, c+ dn−2]− ρ,
µ = [−b− d− 2a|b, d1, . . . , dn−3, a+ dn−2, c+ dn−2]− ρ,
with d = d1 + . . .+ dn−2, while in odd dimensions
λ = [−b− d|b, d1, . . . , dn−2, a+ 2dn−1]− ρ,
µ = [−b− d− a|b, d1, . . . , dn−2, a+ 2dn−1]− ρ,
with d = d1 + . . .+dn−1. Recall that ρ is the sum of the fundamental weights (see section
1.2.3). If we choose λ to be equal to
λ =
[
1− m
2
− k|k, 0, . . . , 0
]
,
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then we find that µ must be
µ =
[
−1− m
2
− k|k, 0, . . . , 0
]
.
This yields a conformally invariant operator which we call the higher spin Laplace oper-
ator. In the following chapter, we will give an explicit construction for this operator on
Rm viewed as an open dense subset of Sm (see also section 4.3). In chapter 7, another
conformally invariant operator will be constructed, which is again described by a red
arrow, but it is a fourth order operator this time. This operator acts on sections of a
vector bundle with weight
λ =
[
1− m
2
|1, 0, . . . , 0
]
,
and from this and the fact that it is a fourth order operator, we find that µ must be
µ =
[
−3− m
2
|1, 0, . . . , 0
]
.
This operator can be viewed as the square of the higher spin Laplace operator where
k = 1.
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Chapter 5
The higher spin Laplace operator
The aim of this chapter is to develop a framework to study a certain class of second-
order conformally invariant operators which can be seen as generalisations of the classical
Laplace operator.
Traditionally, these operators are mostly studied on either the conformal sphere Sm,
which is a flat model of conformal geometry, or curved analogues thereof which are
modelled on a principal fibre bundle [18, 20, 21]. These geometries are called parabolic
geometries and conformal geometry is a specific example of a parabolic geometry. Alter-
natively, a conformal manifold is a manifold equiped with an equivalence class of metrics
and to recover the structure of a parabolic geometry, one has to introduce the notion
of a so-called standard tractor bundle and the corresponding tractor connection [19].
The use of tractor bundles and connection give rise to the tractor calculus [6, 29, 40],
which is the tensor calculus for conformal geometries. However, as this calculus quickly
becomes very complicated when constructing second-order invariant operators acting on
symmetric tensors, we will restrict ourselves to the Euclidean space Rm and we will
use the language of Clifford analysis to elegantly construct this class of operators. The
advantage of using the Clifford analysis model for spin fields (see below) lies in the fact
that it leads to an encompassing framework in which both the dimension m as the spin
number can be treated as a parameter. From this point of view, the results obtained
in this chapter form the scalar version of the function theory for the Rarita-Schwinger
operator on Rm which was developed in [16].
The aforementioned language of Clifford analysis refers to a multivariate function theory
which is often described as a generalisation of complex analysis to arbitrary dimension
m ∈ N. At the very heart of this theory lies the Dirac operator ∂x on Rm, a conformally
invariant first order elliptic differential operator generalising both the Cauchy-Riemann
operator ∂z and the operator introduced by P.A.M. Dirac in 1928 [37]. This operator
moreover satisfies ∆x = −∂2x (with ∆x the Laplace operator on Rm), which means that
Clifford analysis is a refinement of classical harmonic analysis in dimension m. We refer
the reader to the standard references [12, 35, 51] for more information. While classical
Clifford analysis is centred around the study of functions on Rm taking values in the
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spinor space S, on which the Dirac operator is canonically defined, several authors have
been studying generalisations of the developed techniques to the so-called higher spin
theory [16, 43, 44, 45, 46]. This concerns the study of higher spin Dirac operators, acting
on functions on Rm taking values in arbitrary irreducible representations of Spin(m). So
far, the theory has been focusing on first-order conformally invariant operators, reflected
in the fact that the functions under consideration take their values in irreducible half-
integer representations for the spin group (the spinor space being the easiest case of such
a representation). This then leads to function theories refining (poly-)harmonic analysis
on Rm, see [45]. As mentioned earlier, we aim at extending these results to a certain
second-order conformally invariant operator acting on functions taking their values in
the simplest integer highest-weight representation. This will lead to analogues of the
Rarita-Schwinger function theory (see e.g. [16]). The existence of the operators we are
introducing follows from general arguments, see e.g. [13, 48]. However, our focus is quite
different: after developing explicit expressions for the higher spin Laplace operator, we
will study in depth its polynomial null-solutions as well as the fundamental solution.
This chapter is organised as follows: after a brief introduction to Clifford analysis in
section 2, we will construct the higher spin Laplace operator in section 3. In section 4
we will construct all polynomial solutions for this operator, whereas section 5 will be
devoted to the problem of constructing the fundamental solution for our operator us-
ing Riesz potentials. Finally, in the last section we investigate the connection with the
Rarita-Schwinger operator, a conformally invariant operator acting on functions taking
values in the irreducible Spin(m)-module with highest weight λ =
(
k + 12 ,
1
2 , . . . ,
1
2 ,±12
)
.
Results of a more technical nature from section 3 (related to the conformal invariance
and ellipticity) are gathered in appendix C.
5.1 Preliminaries on Clifford analysis
Let us first introduce the (real) universal Clifford algebra Rm as the algebra generated by
an orthonormal basis {e1, . . . , em} for the vector space Rm endowed with the Euclidean
inner product 〈u, x〉 = ∑j xjuj using the multiplication rules
eaeb + ebea = −2〈ea, eb〉 = −2δab
with 1 ≤ a, b ≤ m. The complex Clifford algebra Cm is then defined as the algebra
Cm = Rm ⊗ C. This algebra is Z2-graded, and the even subalgebra (respectively the
odd subspace) is denoted by means of C+m (resp. C−m). We will not consider functions
taking their values in Cm, but restrict the values to a suitable subspace, which is known
as the spinor space. This space can be realised as a matrix space, as is often done by
physicists, or as a subspace of the Clifford algebra (see [35, 51]):
Definition 5.1.1. In case m = 2n, the Witt basis {fj , f†j : 1 ≤ j ≤ n} for Cm is defined
by means of
fj =
1
2
(
e2j−1 − ie2j
)
and f†j = −
1
2
(
e2j−1 + ie2j
)
.
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Note that for m = 2n + 1, it suffices to add em to the set of Witt vectors to obtain a
basis for Cm. The element I := (f1f†1)(f2f
†
2) . . . (fnf
†
n) ∈ Cm defines a primitive idempotent
(I2 = I), and in terms of this element one a particular model can be introduced for the
spinor spaces:
Definition 5.1.2. The spinor spaces are complex vector spaces defined by means of
S±2n := C
±
2nI.
The main reason why it is better to consider spinor-valued functions is the following:
these spaces carry irreducible spinor representations for the spin group or its Lie algebra
so(m). They are both realised inside the Clifford algebra:
Definition 5.1.3. The (real, compact) spin group Spin(m) can be defined as
Spin(m) =

2k∏
j=1
ωj : ωj ∈ Sm−1
 ⊂ Rm ,
with Sm−1 ⊂ Rm the unit sphere (viz. ω2j = −1).
This Lie group defines a double cover for the orthogonal group, see e.g. [72].
Proposition 5.1.1. The orthogonal Lie algebra so(m) can be realised as the space C(2)m
of bivectors, defined as the linear hull of the elements eab := eaeb with 1 ≤ a, b ≤ m and
a 6= b. The Lie bracket is defined as the commutator [B1, B2] := B1B2 −B2B1.
In case m = 2n, the spaces S±2n define inequivalent irreducible representations for the
spin group and its Lie algebra (both actions given by multiplication in the Clifford
algebra C2n). In case m = 2n + 1 however, there is (up to isomorphism) a unique
spinor space (the so-called space of Dirac spinors) which can be explicitly realised as
S2n+1 = S+2n ⊕ S−2n. On can then define a suitable action of Spin(2n + 1) or so(2n + 1)
on S2n+1 via the isomorphism C+2n+1 ∼= C2n. Note that the space of Dirac spinors is not
irreducible as a module for the Lie algebra so(2n).
Remark 5.1.1. From now on we will omit the subscript attached to the spinor spaces.
This subscript refers to the dimension of the underlying vector space, equal to m ∈ N.
The superscript only matters in even dimensions (cfr. supra). In order to avoid having
to drag this parity sign along in what follows, we will work with Dirac spinors in both
even and odd dimensions.
The classical Dirac operator in Rm is given by ∂x =
∑m
j=1 ej∂xj . It is the unique elliptic
first-order conformally invariant differential operator acting on spinor valued functions
f(x) on Rm. It factorises the Laplace operator ∆x = −∂2x on Rm. A spinor-valued
function f is monogenic in an open region Ω ⊂ Rm if and only if ∂xf = 0 in Ω. For
a detailed study of the (classical) theory of monogenic functions, see [12, 35, 51]. In
[25, 51] it was shown that every finite-dimensional irreducible representation for the spin
95
group (or its Lie algebra) with integer resp. half-integer highest weight can be realised
in terms of scalar-valued harmonic resp. spinor-valued monogenic polynomials of several
vector variables. This is a convenient alternative for the spaces of traceless tensors often
used in physics. Our cases of interest will be introduced in the definitions below.
Definition 5.1.4. For k ≥ `, the vector space of simplicial harmonic polynomials is
defined as
Hk,`
(
R2m,C
)
:= Pk,`
(
R2m,C
) ∩ ker (∆x,∆u, 〈∂u, ∂x〉, 〈x, ∂u〉) .
Here the space Pk,`
(
R2m,C
)
is the space of C-valued polynomials depending on two vector
variables (x, u) ∈ R2m. The integers k and ` hereby refer to the degree of homogeneity in
the variable x and u respectively. Recall that 〈·, ·〉 denotes the Euclidean inner product.
Note that this definition is not symmetric with respect to x↔ u which is reflected in the
dominant weight condition k ≥ `. Also note that for ` = 0, the definition reduces to the
classical harmonic polynomials Hk (Rm,C), see e.g. [51]. The vector space Hk,`
(
R2m,C
)
is an irreducible Spin(m)-representation if m > 4. If ` = 0, this condition can even be
relaxed to m ≥ 3. The regular action of the spin group on f ∈ Hk,`
(
R2m,C
)
is for
all s ∈ Spin(m) given by H(s)[f ](x, u) = f (s¯xs, s¯us), and the corresponding (derived)
action of the orthogonal Lie algebra is given by (see e.g. [51]):
dH(eij)[f ](x, u) =
(
Lxij + L
u
ij
)
f(x, u)
: =
(
xi∂xj − xj∂xi + ui∂uj − uj∂ui
)
f(x, u).
The operators Lij are called the angular momentum operators. Without proof (see [25]),
we also mention that the highest weight is given by
λ = (k, `, 0, . . . , 0) =: (k, `),
where the length of this vector is equal to n for m ∈ {2n, 2n+ 1}, and that the highest
weight vector is given by
wk,` := (x1 − ix2)k−`
(
(x1 − ix2)(u3 − iu4)− (x3 − ix4)(u1 − iu2)
)`
.
In the last section, we will need the half-integer version:
Definition 5.1.5. For k ≥ `, the vector space of simplicial monogenic polynomials is
defined as
Sk,`
(
R2m,S
)
:= Pk,`
(
R2m,S
) ∩ ker (∂x, ∂u, 〈x, ∂u〉) .
Here the space Pk,`
(
R2m,S
)
is the space of spinor-valued polynomials depending on two
vector variables (x, u) ∈ R2m. The integers k and ` hereby refer to the degree of homo-
geneity in the variable x and u respectively.
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For ` = 0, the definition reduces to the classical monogenic polynomials Mk (Rm,S),
i.e. polynomial null solutions for ∂x. The vector space Sk,`
(
R2m,S
)
is an irreducible
Spin(m)-representation if m is odd and splits into two inequivalent irreducible represen-
tations if m is even cfr. remark 5.1.1 (see also [25, 51]). The action of the spin group on
simplicial monogenics is given by
L(s)[f ](x, u) = sf (s¯xs, s¯us)
(∀s ∈ Spin(m)) .
The corresponding action of the orthogonal Lie algebra is given by:
dL(eij)[f ](x, u) =
(
Lxij + L
u
ij −
1
2
eij
)
f(x, u) =
(
dH(eij)− 1
2
eij
)
[f ](x, u).
Without proof, we also mention the highest weight
λ =
(
k +
1
2
, `+
1
2
,
1
2
, . . . ,
1
2
)
=: (k, `)′
and the corresponding highest weight vector (see [25])
vk,` := (x1 − ix2)k−`
(
(x1 − ix2)(u3 − iu4)− (x3 − ix4)(u1 − iu2)
)`
I = wk,`I ,
where I ∈ Cm is a primitive idempotent realising the spinor space as a left ideal (see
e.g. [35] for more details).
5.2 Construction of the higher spin Laplace operator
It was already mentioned that the Laplace operator (acting on C-valued fields) is related
to the Dirac operator (acting on spinor-valued fields). The operator which generalises
the Dirac operator to higher spin is the so-called Rarita-Schwinger operator (see [16, 74]
and also the last section), and in this section we will construct the generalisation of the
Laplace operator to the case of higher spin:
Definition 5.2.1. The higher spin Laplace operator on Rm is defined as the unique (up
to a multiplicative constant) conformally invariant second-order differential operator
Dk : C∞ (Rm,Hk) −→ C∞ (Rm,Hk) .
Note that the space Hk(Rm,C), hereby plays the role of target space. This means that
elements of e.g. C∞(Rm,Hk) are functions of the form f(x, u), where x ∈ Rm is the
variable on which the operator Dk is meant to act, satisfying f(x, u) ∈ Hk(Rm,C) for
every x ∈ Rm fixed. Note that one might be tempted to think that Dk = ∆x, as
the relation [∆x,∆u] = 0 clearly shows that ∆x is a rotationally invariant second-order
operator preserving the values Hk, but the operator ∆x is not conformally invariant with
respect to the action of the inversion on Hk-valued functions (see below). This means
that we will have to add extra terms to ensure conformal invariance. For example, also
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the second-order operator 〈u, ∂x〉〈∂u, ∂x〉 is rotationally invariant and is well-defined on
Hk-valued functions, provided we can apply a projection onto the space C∞ (Rm,Hk)
because
〈u, ∂x〉〈∂u, ∂x〉 : C∞ (Rm,Hk) −→ C∞
(
Rm,Hk ⊕ |u|2Hk−2
)
,
due to the classical Fischer decomposition, see chapter 2 for more information. In other
words, for f(x, u) ∈ C∞ (Rm,Hk) we have:
〈u, ∂x〉〈∂u, ∂x〉f(x, u) = ϕk(x, u) + |u|2 ϕk−2(x, u),
with ϕi ∈ C∞ (Rm,Hi). The projection of 〈u, ∂x〉〈∂u, ∂x〉f onto C∞ (Rm,Hk) can be
found as follows:
∆u〈u, ∂x〉〈∂u, ∂x〉f(x, u) = 2(2k +m− 4)ϕk−2.
This implies that:
ϕk−2 =
1
2(2k +m− 4)∆u〈u, ∂x〉〈∂u, ∂x〉f =
1
2k +m− 4〈∂u, ∂x〉
2f.
We finally have that
ϕk =
(
〈u, ∂x〉 − |u|
2
2k +m− 4〈∂u, ∂x〉
)
〈∂u, ∂x〉f.
We could try to define Dk as a linear combination of this operator with the Laplace
operator ∆x. Choosing the appropriate constant, this indeed works (see the appendix
C for more details):
Theorem 5.2.1. The higher spin Laplace operator on Rm is explicitly given by the
following formula:
Dk = ∆x − 4
2k +m− 2
(
〈u, ∂x〉 − |u|
2
2k +m− 4〈∂u, ∂x〉
)
〈∂u, ∂x〉.
Remark 5.2.1. For k = 1, we obtain the generalised Maxwell operator from [42], i.e.
D1 = ∆x − 4
m
〈u, ∂x〉〈∂u, ∂x〉 : C∞ (Rm,H1) −→ C∞ (Rm,H1) .
The equation D1f(x, u) = 0 can be rewritten in the form of the Maxwell equations from
physics. We start from f(x, u) ∈ C∞ (Rm,H1), i.e.
f(x, u) =
m∑
j=1
ujfj(x),
with fj(x) ∈ C∞ (Rm,C) and ∆uf(x, u) = 0. The equation then reads:
D1f(x, u) =
(
∆x − 4
m
〈u, ∂x〉〈∂u, ∂x〉
)
f(x, u) = 0,
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which can be written as
∆xf − 4
m
m∑
i,j,k=1
ui∂xi∂xj∂ujukfk =
m∑
j=1
uj∆xfj − 4
m
m∑
j,k=1
uj∂xj∂xkfk = 0
=⇒
m∑
j=1
uj
(
∆xfj − 4
m
m∑
k=1
∂xj∂xkfk
)
= 0.
The variables {ui}mi=1 are linearly independent, so the equation is equivalent with the
system of equations
∆xfj − 4
m
m∑
k=1
∂xj∂xkfk = 0 (1 ≤ j ≤ m) .
For m = 4, this results in the Maxwell equation Aj − ∂j∂kAk = 0, provided the
signature of the underlying space is (1, 3) = (+,−,−,−).
Remark 5.2.2. Note that working with the Euclidean signature has no major effects on
the precise form of the equations nor on its (conformal) invariance properties, mutatis
mutandis (e.g. rotations become Lorentz boosts and so on). In essence, when working
over spaces of signature (p, q), the invariance will be expressed in terms of the algebra
so(p+ 1, q + 1). However, once we start taking fundamental solutions into account, the
story becomes completely different, see e.g. [15]
As a second and final example, we will rewrite the equation D2f(x, u) = 0 in tensor
notation. Consider therefore a function f(x, u) ∈ C∞ (Rm,P2), i.e.
f(x, u) =
m∑
i,j=1
uiujfij(x), with fij(x) ∈ C∞ (Rm,C) such that fij(x) = fji(x).
The latter condition is necessary because of the fact that uiuj = ujui. Since the operator
D2 acts on H2-valued function, we require
∆uf(x, u) =
m∑
j=1
fjj(x) = 0,
which expresses a traceless condition in tensor language, i.e. T jj (x) = 0. For the equation
D2f(x, u) = 0 itself, we need to compute three terms:
∆xf(x, u) =
m∑
i,j=1
uiuj∆xfij(x),
〈u, ∂x〉〈∂u, ∂x〉f(x, u) = 2
m∑
i,j,k=1
uiuj∂xi∂xkfjk(x),
|u|2 〈∂u, ∂x〉2f(x, u) = 2
m∑
i,j=1
δijuiuj
m∑
k,l=1
∂xk∂xlfkl(x).
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The middle equation is not symmetric in i and j, but that can easily be achieved
m∑
i,j,k=1
uiuj∂xi∂xkfjk(x) =
1
2
 m∑
i,j,k=1
uiuj∂xi∂xkfjk(x) +
m∑
i,j,k=1
uiuj∂xi∂xkfjk(x)

=
1
2
m∑
i,j,k=1
uiuj
(
∂xi∂xkfjk(x) + ∂xj∂xkfik(x)
)
.
Putting everything together, we find
∆xfij(x)− 4
m+ 2
m∑
k=1
(
∂xi∂xkfjk(x) + ∂xj∂xkfik(x)
)
+
8
m(m+ 2)
δij
∑
k,l
∂xk∂xlfkl(x) = 0,
where we made use of the fact that {uiuj}1≤i<j≤m is a basis of P2 (Rm,C). In tensor
notation, this equation reads
∆xT
ij(x)− 8
m+ 2
∇(i∇kT j)k(x) + 8
m(m+ 2)
δij∇k∇lT kl(x),
where the round brackets around the indices i and j in the second term stand for the
symmetrisation of the tensor ∇i∇kT jk(x).
For the remainder of this section, we will give a sketch of the proof for the conformal
invariance of Dk, which justifies the presence of the constant − 42k+m−2 in theorem 5.2.1.
For a detailed proof, we refer the reader to appendix C. In contrast to the geometrical
approach used on homogeneous spaces (see chapter 4), conformal transformations on
Rm are usually expressed in terms of Mo¨bius transformations (see e.g. [1, 84]). Instead
of looking at the Lie group symmetries, one often uses the Lie algebra symmetries, see
e.g. [67]. This is what we will do in this section and to do so, we need the following
concept (see [39]):
Definition 5.2.2. An operator δ1 is a generalised symmetry for a differential operator D
if and only if there exists another operator δ2 so that Dδ1 = δ2D. Note that for δ1 = δ2,
this reduces to the definition of a (proper) symmetry, in the sense that [D, δ1] = 0.
One then typically tries to describe the first-order generalised symmetries, as these span
a Lie algebra, see e.g. [67]. In this particular case, the first-order symmetries will
span a Lie algebra isomorphic to the conformal Lie algebra so(1,m + 1). The higher
spin Laplace operator is clearly so(m)-invariant because it is the composition of so(m)-
invariant operators. This means that the angular momentum operators are symmetries
of the higher spin Laplace operator, in the sense that [Dk, Lxij + Luij ] = 0. It is also
easy to see that the Euler operator and the infinitesimal translations are (generalised)
symmetries of Dk, in view of the fact that DkEx = (Ex+2)Dk and [Dk, ∂xj ] = 0. Finally,
there is also a special class of generalised symmetries for the operator Dk which can be
defined in terms of the harmonic inversion for Hk-valued functions. This is an involution
mapping solutions for Dk to solutions for Dk (see also appendix B)
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Definition 5.2.3. The harmonic inversion is a conformal transformation defined as
JR : C∞ (Rm,Hk) −→ C∞ (Rm \ {0} ,Hk)
f(x, u) 7→ JR[f ](x, u) := |x|2−m f
(
x
|x|2 ,
xux
|x|2
)
.
Note that this inversion consists of the classical Kelvin inversion J on Rm in the variable
x composed with a reflection u 7→ ωuω acting on the dummy variable u (where x = |x|ω),
and satisfies J 2R = 1. The special conformal transformations are then defined for all
1 ≤ j ≤ m as JR∂xjJR, with JR the harmonic inversion from above. More explicitly,
we have:
JR∂xjJR = 2〈u, x〉∂uj − 2uj〈x, ∂u〉+ |x|2 ∂xj − xj (2Ex +m− 2) , (5.1)
which follows from calculations on an arbitrary Hk-valued function f(x, u), see appendix
proposition C.0.1. This special conformal transformation and ∂xj , the generator of trans-
lations in the ej-direction, then define a model for a Lie subalgebra which is isomorphic
to sl(2):
Proposition 5.2.1. One has
sl(2) ∼= Alg (JR∂xjJR, ∂xj , 2Ex +m− 2) .
Proof. The classical commutator relations are verified after some straightforward com-
putations.
Proposition 5.2.2. The special conformal transformations JR∂xjJR from equation
(5.1), with 1 ≤ j ≤ m, are generalised symmetries of the higher spin Laplace operator.
Proof. This result can be proved by calculating the commutator [Dk,JR∂xjJR], for which
we refer to proposition C.0.2 in the appendix.
The conformal invariance can be summarized in the following theorem:
Theorem 5.2.2. The following operators are generalised symmetries of the higher spin
Laplace operator Dk:
(i) The infinitesimal rotations Lxij + L
u
ij, with 1 ≤ i < j ≤ m.
(ii) The shifted Euler operator (2Ex +m− 2).
(iii) The infinitesimal translations ∂xj , with 1 ≤ j ≤ m.
(iv) The special conformal transformations JR∂xjJR, with 1 ≤ j ≤ m.
These operators span a Lie algebra which is isomorphic to the conformal Lie algebra
so(1,m+ 1), whereby the Lie bracket is the ordinary commutator.
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Besides conformal invariance, we also have another crucial property of the higher spin
Laplace operator. For more details, we refer to theorem C.0.1 in the appendix. We here
only mention the main conclusion:
Theorem 5.2.3. The higher spin Laplace operator Dk is an elliptic operator if m > 4,
which implies surjectivity of the map
Dk : C∞ (Rm,Hk) −→ C∞ (Rm,Hk) .
To conclude this section, we will introduce two other conformally invariant operators
which are called (dual) twistor operators. These operators are used in the next section
to describe the structure of the space of polynomial null solutions of the higher spin
Laplace operator. The twistor operators are defined as follows:
Definition 5.2.4. The twistor operator is the unique (up to a multiplicative constant)
conformally invariant operator defined as
piu〈u, ∂x〉 : C∞ (Rm,Hk−1) −→ C∞ (Rm,Hk) ,
where piu is the extremal projection operator for the Lie algebra sl(2) from chapter 2,
equation (2.1). The dual twistor operator is the unique (up to a multiplicative constant)
conformally invariant operator given by
〈∂u, ∂x〉 : C∞ (Rm,Hk) −→ C∞ (Rm,Hk−1) .
An easy computation shows that the twistor operator is explicitly given by
piu〈u, ∂x〉 := 〈u, ∂x〉 − |u|
2
2k +m− 4〈∂u, ∂x〉.
This means that the higher spin Laplace operator is in fact a combination of the Laplace
operator and the composition of the twistor operator with the dual twistor operator, i.e.
Dk = ∆x − 4
2k +m− 2[piu〈u, ∂x〉]〈∂u, ∂x〉.
5.3 Polynomial null solutions
In this section we study `-homogeneous polynomial solutions for Dk, i.e. polynomials
f(x, u) in two vector variables satisfying Dkf(x, u) = 0 and Exf(x, u) = `f(x, u). The
vector space of null solutions will from now on be denoted by ker`Dk and this space is
not irreducible as a module for so(m), in contrast to the kernel of the Laplace operator.
Note that
⊕
` ker`Dk does define an irreducible module for the real form so(1,m + 1),
but this is beyond the scope of the present chapter. First, we use theorem 5.2.3, to
compute the dimension of ker`Dk as follows (` ≥ k):
dim (ker`Dk) = dim (P` (Rm,Hk))− dim (P`−2 (Rm,Hk)) .
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Using the fact that P` (Rm,Hk) = P` (Rm,C)⊗Hk, it follows that for all ` ∈ N\ {0, 1}
dim (ker`Dk) =
((
m+ `− 1
m− 1
)
−
(
m+ `− 3
m− 1
))
dim (Hk) .
As this number coincides with dim (H` ⊗Hk), this suggests that the space ker`Dk can
be decomposed as follows for arbitrary ` ≥ k (hereby referring to [61] for the tensor
product decomposition rules, see also theorem 3.0.1):
ker`Dk ∼=
k⊕
i=0
k−i⊕
j=0
H`−i+j,k−i−j . (5.2)
A straightforward subspace of ker`Dk, is the space of harmonics in x and u intersected
with the kernel of the dual twistor operator 〈∂u, ∂x〉. This subspace is the space of
solutions for a maximal set of commuting operators in sp(4). As this is what Howe called
harmonics, we will refer to this space as the space of Howe harmonics, see [53, 58]. This
space allows for the following decomposition into so(m)-irreducible summands (where
we use our explicit model involving simplicial harmonics):
A`,k
(
R2m,C
)
:= P`,k
(
R2m,C
) ∩ ker (∆u,∆x, 〈∂u, ∂x〉) = k⊕
j=0
〈u, ∂x〉jH`+j,k−j
(
R2m,C
)
It has the same structure as the space of double monogenics, and can thus be seen as the
analogue of the type A solutions for the Rarita-Schwinger operator discussed in [16]. As
these solutions are also annihilated by the operator 〈∂u, ∂x〉, which then implies that the
operator Dk reduces to the ordinary Laplace operator ∆x, they can also be described
as the solutions for Dk in the Lorentz gauge, in analogy with what is usually done in
physics.
We can prove by induction that decomposition (5.2) is in fact the correct one. To do so,
we need the following lemma:
Lemma 5.3.1. The following operator identity holds on the space C∞ (Rm,Hk):
〈∂u, ∂x〉Dk = 2k +m− 6
2k +m− 2Dk−1〈∂u, ∂x〉.
In particular, this means that the dual twistor operator 〈∂u, ∂x〉 maps solutions of Dk to
solutions of Dk−1.
Proof. This can be proved by direct computations.
As a consequence of this lemma, the irreducible components of ker`−1Dk−1 also appear
in decomposition (5.2). In particular, we obtain the following result:
Lemma 5.3.2. The vector space ker`Dk has the following decomposition:
ker`Dk ∼= A`,k ⊕ ker`−1Dk−1.
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Proof. For f ∈ ker`Dk, we can use the previous lemma to obtain Dk−1〈∂u, ∂x〉f = 0.
This means that either 〈∂u, ∂x〉f = 0 or Dk−1〈∂u, ∂x〉f = 0, with 〈∂u, ∂x〉f 6= 0. The
latter implies that 〈∂u, ∂x〉f ∈ ker`−1Dk−1. Since A`,k ⊂ ker〈∂u, ∂x〉, we also have that
A`,k ∩ ker`−1Dk−1 = {0} and hence ker`Dk ∼= A`,k ⊕ ker`−1Dk−1.
The irreducible components of the subspace A`−1,k−1
(
R2m,C
) ⊂ ker`−1Dk−1 of type A
solutions of Dk−1, i.e.
A`−1,k−1
(
R2m,C
) ∼= k−1⊕
j=0
H`−1+j,k−1−j
(
R2m,C
)
,
must also appear in decomposition (5.2). The components of the subspace A`−2,k−2 of
ker`−2Dk−2 must also appear in decomposition of ker`−1Dk−1 into irreducible compo-
nents and therefore, they must also occur in the decomposition of ker`Dk. This reasoning
can be repeated until we find a single component: H`−k = ker`−k D0. Putting all the
irreducible summands together, we obtain decomposition (5.2).
Now that we found the decomposition of ker`Dk into irreducible representations, we
still need to find the operators that embed each of these irreducible summands into
ker`Dk. As the Laplace operator ∆x commutes with Dk, the application of ∆x preserves
solutions of Dk and lowers the degree of homogeneity in x by two. Since the higher spin
Laplace operator is conformally invariant, the inversion JR preserves solutions and so
does JR∆xJR, raising the degree of homogeneity in x by two. This explicit expression
for this operator follows from tedious but straightforward computations and is given by:
JR∆xJR =
m∑
j=1
JR∂2xjJR =
m∑
j=1
(JR∂xjJR)2
= |x|4 ∆x + 4(2k +m− 4)pik〈u, x〉〈x, ∂u〉
+ 4 |x|2 (pik〈u, x〉〈∂x, ∂u〉 − pik〈u, ∂x〉〈x, ∂u〉) ,
where piu〈u, x〉 is the (principle) symbol of the twistor operator piu〈u, ∂x〉. Using this
operator and the twistor operator piu〈u, ∂x〉, which acts as 〈u, ∂x〉 on simplicial harmonics,
we have the following conclusion (recall that it only holds for m > 4 as we heavily relied
on theorem 5.2.3 to obtain this result):
Theorem 5.3.1. The vector space ker`Dk has the following decomposition into irre-
ducible modules (for the action of the orthogonal group):
ker`Dk =
k⊕
i=0
k−i⊕
j=0
(JR∆xJR)i〈u, ∂x〉i+jH`−i+j,k−i−j .
Also note that ker0Dk = Hk(Rm,C).
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Proof. The proof of decomposition (5.2) was already completed above so it suffices to
find the correct embeddings. As it is clear that both 〈u, ∂x〉 and JR∆xJR preserve the
kernel of Dk, the result follows from properly adjusting the degrees of homogeneity.
This result can also be visualised as the triangle in Figure 5.1.
A`,k:=P`,k ∩ ker
 ∆u∆x
〈∂u, ∂x〉

H`,k
ker`−1Dk−1
Figure 5.1: The decomposition of ker`Dk under so(m)
Remark 5.3.1. The case where ` < k is the degenerate case. This means that some of
the summands, which do not satisfy the dominant weight condition, will be missing.
As we will see in the following theorem, each null solution of the higher spin Laplace
operator is a solution of ∆k+1x . As a matter of fact, the higher spin Laplace operator
factorises this specific power of the Laplace operator.
Theorem 5.3.2. There exists an so(m)-invariant differential operator A2k of order 2k
with k > 0 acting between spaces of Hk-valued functions such that:
A2kDk = ∆k+1x = DkA2k.
To prove this theorem, we need the following lemma:
Lemma 5.3.3. The following operator identity holds on the space C∞ (Rm,Hk−1):
piu〈u, ∂x〉Dk−1 = 2k +m− 2
2k +m− 6Dkpiu〈u, ∂x〉.
Proof. This can be proved using direct computations and the following relation:
piu〈u, ∂x〉〈∂u, ∂x〉 = 2Eu +m− 2
2Eu +m− 4 (pi〈∂u, ∂x〉piu〈u, ∂x〉 −∆x) ,
which can be proved in a similar manner as the relations from lemma 3.1.3.
proof of theorem 5.3.2. We will prove this inductively. For k = 1, we can write
∆2x = ∆x
(
D1 + 4
m
〈u, ∂x〉〈∂u, ∂x〉
)
=
(
∆x +
4
m− 4〈u, ∂x〉〈∂u, ∂x〉
)
D1
= − m
m− 4
(
D1 − 2(m− 2)
m
∆x
)
D1,
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where in the second equality, we used lemma 5.3.1. It is then clear that A2D1 = D1A2.
Suppose we have constructed an operator A2k−2 such that
A2k−2Dk−1 = ∆kx = Dk−1A2k−2.
We then have:
∆k+1x = ∆
k
x
(
Dk + 4
2k +m− 2piu〈u, ∂x〉〈∂u, ∂x〉
)
= ∆kxDk +
4
2k +m− 2piu〈u, ∂x〉∆
k
x〈∂u, ∂x〉
= ∆kxDk +
4
2k +m− 2piu〈u, ∂x〉A2k−2Dk−1〈∂u, ∂x〉
=
(
∆kx +
4
2k +m− 6piu〈u, ∂x〉A2k−2〈∂u, ∂x〉
)
Dk,
from which the operator A2k follows by induction. The proof for ∆
k+1
x = DkA2k is
similar but requires the use of lemma 5.3.3.
5.4 Fundamental solution
Before turning to the fundamental solution of Dk, we will first consider the fundamental
solution of the Laplace operator. It is given by
N(x) =

1
(2−m)Am |x|
2−m if m > 2
1
2pi
log |x| if m = 2,
where Am is the surface area of the unit sphere S
m−1. The fundamental solution of the
Laplace operator is a harmonic function in C∞ (Rm0 ,C), i.e. ∆xN(x) = 0 for all x 6= 0.
As ∆x = −∂2x, the fundamental solution E(x) for the Dirac operator is easily obtained
through the following [10, 12]:
E(x) = −∂xN(x) = − 1
Am
x
|x|m .
This expression is the so-called Cauchy kernel and, as fundamental solution for the Dirac
operator, it satisfies the relation ∂xE(x) = δ(x). Note that E(x) ∈ C∞ (Rm0 ,Cm) and
because the Clifford algebra Cm can be seen as the space of endomorphisms of the spinor
space S, we thus have that E(x) ∈ C∞ (Rm0 ,End(S)). In case of the higher spin Laplace
operator, which acts on functions taking values in Hk, the fundamental solution is then
expected to belong to the function space C∞ (Rm0 ,End (Hk)). We also refer to [43], where
this was done for the case of invariant operators acting on half-integer higher spin fields.
We start our search for the fundamental solution of Dk with the following observation:
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Proposition 5.4.1. For every Hk(u) ∈ Hk (Rm,C), the function
Ek(x;u) := |x|2−mHk(ωuω) = |x|2−m−2kHk(xux), (5.3)
where ω = |x|, belongs to C∞ (Rm0 ,Hk) and has a singularity of degree (2 − m) in the
origin x = 0 in Rm. Furthermore, Ek(x;u) belongs to the kernel of the operator Dk (for
x 6= 0).
Proof. It is clear that Ek(x;u) ∈ C∞ (Rm0 ,Hk), as it is homogeneous of degree k in the
dummy variable u ∈ Rm. In order to prove that (5.3) belongs to the kernel of the
higher spin Laplace operator for x 6= 0 we will rely on the fact that Hk is an irreducible
Spin(m)-representation generated by the highest weight vector 〈u, 2f1〉k. As Dk is a
Spin(m)-invariant operator, it will be sufficient to prove the statement for
Φ(x;u) := |x|2−m−2k 〈xux, 2f1〉k = |x|2−m−2k
(
|x|2 〈u, 2f1〉 − 2〈u, x〉〈x, 2f1〉
)k
,
where we used the fact that xux = u |x|2 − 2〈u, x〉x. To calculate the action of Dk on
Φ(x;u), we use the following relations, which can be verified by direct calculations:
∆x |x|α = α (m+ α− 2) |x|α−2
∆x〈xux, 2f1〉k = 4k(k − 1) |x|2−m−2k |u|2 〈x, 2f1〉2〈xux, 2f1〉k−2
+ 2k(2k +m− 4) |x|2−m−2k 〈xux, 2f1〉k−1〈u, 2f1〉
〈∂u, ∂x〉〈xux, 2f1〉k =− 2k(2k +m− 2)〈x, 2f1〉〈xux, 2f1〉k−1.
The action of the Laplace operator on Φ(x, u) for x 6= 0 then gives:
∆xΦ(x;u) =− 2k(2−m− 2k) |x|−m−2k 〈xux, 2f1〉k
+ 2k(2k +m− 4) |x|2−m−2k 〈xux, 2f1〉k−1〈u, 2f1〉
+ 4k(k − 1) |x|2−m−2k |u|2 〈x, 2f1〉2〈xux, 2f1〉k−2
+ 2
∑
j
(
∂xj |x|2−m−2k
)(
∂xj 〈xux, 2f1〉k
)
= 2k(2−m− 2k) |x|−m−2k 〈xux, 2f1〉k
+ 2k(2k +m− 4) |x|2−m−2k 〈xux, 2f1〉k−1〈u, 2f1〉
+ 4k(k − 1) |x|2−m−2k |u|2 〈x, 2f1〉2〈xux, 2f1〉k−2.
The action of 〈u, ∂x〉〈∂u, ∂x〉 is given by:
〈u, ∂x〉〈∂u, ∂x〉Φ(x;u) =− k(2k +m− 2)〈u, ∂x〉〈x, 2f1〉 |x|2−m−2k 〈xux, 2f1〉k−1
= k(2k +m− 2)2〈x, 2f1〉〈u, x〉 |x|−m−2k 〈xux, 2f1〉k−1
− k(2k +m− 2)〈u, 2f1〉 |x|2−m−2k 〈xux, 2f1〉k−1
+ 2k(k − 1)(2k +m− 2) |u|2 〈x, 2f1〉2 |x|2−m−2k 〈xux, 2f1〉k−2,
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whereas the action of the last term from Dk leads to
|u|2 〈∂u, ∂x〉Φ(x, u) = k(k−1)(2k+m−2)(2k+m−4) |u|2 〈x, 2f1〉2 |x|2−m−2k 〈xux, 2f1〉k−2.
Putting everything together with the proper constants gives zero, which proves the
statement.
Note that up until now, we have excluded the point-wise singularity of Ek(x;u) at
x = 0. In order to investigate this singularity, we will use results from distribution
theory (more precisely, we will use the Riesz potentials on Rm). Take arbitrary α ∈ C
fixed and consider the function Eαk (x;u) := |x|α−2k 〈xux, 2f1〉k. This is then again a
function in C∞ (Rm0 ,Hk). Under the action of the higher spin Laplace operator, tedious
but similar calculations as the ones in the proof of proposition 5.4.1 give:
DkEαk (x;u) =(α+m− 2)
(
α+
4k
2k +m− 2
)
|x|α−2k−2 〈xux, 2f1〉k
+(α+m− 2)(α+m) 4k
2k +m− 2〈u, x〉〈x, 2f1〉 |x|
α−2k−2 〈xux, 2f1〉k−1
+
4k(k − 1)(α+m)(α+m− 2)
(2k +m− 2)(2k +m− 4) |u|
2 〈x, 2f1〉2 |x|α−2k 〈xux, 2f1〉k−2
.
(5.4)
For α = 2−m, we again observe that Eαk (x;u) is in the kernel of Dk and has a pointwise
singularity of degree (2−m) at the origin. Note that we can write Eαk (x;u) as
Eαk (x;u) := e
α
k (x;u)〈u, 2f1〉k = |x|αR(ω)〈u, 2f1〉k,
where the notation R(ω) was used for the reflection f(u) 7→ R(ω)f(u) = f(ωuω). As
eαk (x;u) belongs to the space L
loc
1 (Rm,End (Hk)) of End (Hk)-valued locally integrable
functions on Rm for α ∈ C with R(α) > −m − 2, it thus defines a distribution on the
space D (Rm,Hk) of Hk-valued test functions (functions in C∞ (Rm,Hk) with compact
support). For arbitrary γ with R(γ) > −m, we then consider the distribution |x|γ whose
action on test functions φ ∈ D (Rm) is defined by
〈|x|γ , φ〉 =
∫
Rm
|x|γ φ(x)dx .
The following result will be used, see e.g. [57]:
Lemma 5.4.1. The mapping γ 7→ |x|γ can be uniquely extended to a meromorphic
mapping from C to the space of tempered distributions on Rm (i.e. holomorphic on C,
except for a few isolated points). The poles are the points γ = −m− 2a (for all a ∈ N)
and they are all simple.
For γ ∈ C \ {m+ 2a,−2b : a, b ∈ N} we then introduce the Riesz potential by means
of (see [57] page 135-136 for more details)
Iγx :=
Γ
(m−γ
2
)
2γpi
m
2 Γ
(γ
2
) |x|−m+γ .
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This distribution acts on test functions φ through a convolution product, and one has
that I0xφ = limγ→0 I
γ
xφ = φ(0). Note that the poles of |x|−m+γ are cancelled by the poles
of Γ
(γ
2
)
. The Riesz potential for γ = 2 can be seen as some sort of inverse of the Laplace
operator ∆x, because it satisfies I
γ
x∆xφ = ∆xI
γ
xφ = −Iγ−2x φ in distributional sense. A
repeated application of this relation then leads to the relation Iγx = (−1)a∆axIγ+2ax , for
all a ∈ N, so we can define
I−2ax = (−1)a∆axδ (x) ,
with δ (x) the Dirac-delta distribution on Rm. This thus defines an analytic continuation
of the mapping γ 7→ Iγx to a holomorphic function with poles in {γ = m+ 2a : a ∈ N},
which are then precisely the poles of Γ
(m−γ
2
)
. Our findings can be reformulated, in the
sense that we can analytically extend the mapping γ 7→ |x|−m+γ to C \ {−2a : a ∈ N},
according to lemma 5.4.1. Its singularities are the simple poles, with residues
Res
γ=−2a
|x|−m+γ = Res
γ=−2a
(
2γpi
m
2 Γ
(γ
2
)
Γ
(m−γ
2
) Iγx
)
=
2−2api
m
2
Γ
(
m
2 + a
) Res
γ=−2a
(
Γ
(γ
2
))
I−2ax .
In view of the fact that
Res
γ=−2a
Γ
(γ
2
)
= lim
γ→−2a
(γ + 2a)Γ
(γ
2
)
= 2
(−1)a
a!
,
we then find
Res
γ=−2a
|x|−m+γ = 2
−2a+1pi
m
2
Γ
(
m
2 + a
)
a!
∆axδ (x) .
This implies that the mapping α 7→ Eα1 is holomorphic in C \ {−m− 2a : a ∈ N}. More-
over, the poles at the values {−m− 2, . . . ,−m+ 2,−m} are removable singularities so
the following proposition was proved:
Proposition 5.4.2. The mapping α 7→ Eα1 (x;u) = |x|α−2H1(x u x) can be holomorphi-
cally extended to the set C\ {−m− 2a : a ∈ N}.
This means that equation (5.4) holds in distributional sense, for R(α) > −m−1. Hence,
with this restriction on α, we find that
DkΦ(x, u) = lim
α→2−m
(α+m− 2)
(
α+
4k
2k +m− 2
)
|x|α−2k−2 〈xux, 2f1〉k
+ lim
α→2−m
(α+m− 2) 4k(α+m)
2k +m− 2 |x|
α−2k−2 〈u, x〉〈x, 2f1〉〈xux, 2f1〉k−1
+ lim
α→2−m
4k(k − 1)(α+m)(α+m− 2)
(2k +m− 2)(2k +m− 4) |x|
α−2k |u|2 〈x, 2f1〉2〈xux, 2f1〉k−2,
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which leads to
DkΦ(x, u) =
(
2−m+ 4k
2k +m− 2
)
2−2k+1pi
m
2
Γ
(
m
2 + k
)
k!
∆kxδ (x) 〈xux, 2f1〉k
+
8k
2k +m− 2
2−2k+1pi
m
2
Γ
(
m
2 + k
)
k!
∆kxδ (x) 〈u, x〉〈x, 2f1〉〈xux, 2f1〉k−1
+
8k(k − 1)
(2k +m− 2)(2k +m− 4)
2−2k+3pi
m
2
Γ
(
m
2 + k − 1
)
(k − 1)!∆
k−1
x δ (x)
× |u|2 〈x, 2f1〉2〈xux, 2f1〉k−2.
(5.5)
In view of the fact that 〈δ, φ〉 = φ(0), we get:
〈(∆kxδ (x))〈xux, 2f1〉k, φ〉 = 〈(∆kxδ (x)), 〈xux, 2f1〉kφ〉
= 〈δ (x) ,∆kx〈xux, 2f1〉kφ〉
= 〈δ (x) ,
(
∆kx〈xux, 2f1〉k
)
φ+ . . .〉,
where the dots indicate all the other terms coming from the action of the operator ∆kx.
They can be safely ignored, since we still have to act with the distribution δ (x) which
will make all of these terms disappear. We thus get that
〈(∆kxδ (x))〈xux, 2f1〉k, φ〉 = 〈δ (x) ,
(
∆kx〈xux, 2f1〉k
)
φ〉 = 〈[∆x〈xux, 2f1〉k]δ (x) , φ〉.
A similar reasoning can be applied for the other two terms which means that equation
(5.5) reduces to
DkΦ(x, u) =
(
2−m+ 4k
2k +m− 2
)
2−2k+1pi
m
2
Γ
(
m
2 + k
)
k!
(
∆kx〈xux, 2f1〉k
)
δ (x)
+
8k
2k +m− 2
2−2k+1pi
m
2
Γ
(
m
2 + k
)
k!
(
∆kx〈u, x〉〈x, 2f1〉〈xux, 2f1〉k−1
)
δ (x)
+
8k(k − 1)
(2k +m− 2)(2k +m− 4)
2−2k+3pi
m
2
Γ
(
m
2 + k − 1
)
(k − 1)! |u|
2
×
(
∆k−1x 〈x, 2f1〉2〈xux, 2f1〉k−2
)
δ (x) .
(5.6)
In order to calculate the action of ∆kx on the given polynomials, we need a few lemmas:
Lemma 5.4.2. For Ha(x) ∈ Ha and Hb(x) ∈ Hb, where a ≥ b, one has that
Ha(x)Hb(x) ∈ ker ∆b+1x ,
which means that
Ha(x)Hb(x) ∈ Ha+b ⊕ |x|2Ha+b−2 ⊕ . . .⊕ |x|2bHa−b.
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Proof. The results follows from iteration of the fact that the action of the Laplace op-
erator leads to ∆x (Ha(x)Hb(x)) = 2
∑m
j=1(∂xjHa(x))(∂xjHb(x)).
Lemma 5.4.3. For all integers k ≥ 2, we have:
∆k−1x 〈x, 2f1〉2〈xux, 2f1〉k−2 = 0.
Proof. Recalling that 〈xux, 2f1〉 = |x|2w1−2〈u, x〉z1 with z1 = x1+ix2 and w1 = u1+iu2,
we have for k ≥ 2:
〈x, 2f1〉2〈xux, 2f1〉k−2 =
k−2∑
j=0
(
k − 2
j
)
(−2)k−j−2 |x|2j zk−j1 〈u, x〉k−j−2wj1.
The term 〈u, x〉k−j−2 can be decomposed into harmonics in x. We have two different
cases depending on the parity of k − j. For k − j even, we have
zk−j1 〈u, x〉k−j−2 = zk−j1
(
Hk−j−2 + . . .+ |x|k−j−2H0
)
,
with Hi ∈ Hi. Using the previous lemma, the term zk−j1 Hk−j−2 can be written as
zk−j1 Hk−j−2 = H
′
2k−2j−2 + . . .+ |x|2k−2j−4H ′2.
Similarly, we can write
|x|2 zk−j1 Hk−j−4 = |x|2H∗2k−2j−4 + . . .+ |x|2k−2j−6H∗4 ,
which means that
|x|2j zk−j1 〈u, x〉k−j−2 = |x|2j H˜2k−2j−2 + . . .+ |x|2k−4 H˜2,
since 1 ≤ j ≤ k− 2, the maximal power of |x|2 that can appear is the one for j = k− 2,
i.e.
|x|2k−4 zk−j1 〈u, x〉k−j−2 = |x|2k−4 H˜2k−2j−2 + . . .+ |x|2k−4 H˜2,
which is clearly in the kernel of ∆k−1x . The case where k − j is odd can be computed in
a similar way which completes the proof of the lemma.
Lemma 5.4.4. For all positive integers k, we have:
∆kx〈xux, 2f1〉k = 22k−1k!(2k +m− 4)
Γ
(
k + m2 − 2
)
Γ
(
m
2 − 1
) 〈u, 2f1〉k.
Proof. In the proof of proposition 5.4.1, it was shown that
∆kx〈xux, 2f1〉k =2k(2k +m− 4)〈u, 2f1〉∆k−1x 〈xux, 2f1〉k−1
+ 4k(k − 1) |x|2−m−2k |u|2 ∆k−1x 〈x, 2f1〉2〈xux, 2f1〉k−2
=2k(2k +m− 4)〈u, 2f1〉∆k−1x 〈xux, 2f1〉k−1,
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where the second equality follows from the previous lemma. Repeating these steps leads
to
∆kx〈xux, 2f1〉k = 2kk!(2k +m− 4)(2k +m− 6) . . .m(m− 2)〈u, 2f1〉k,
which can be simplified to obtain the desired result.
Lemma 5.4.5. For all positive integers k, we have:
∆kx〈u, x〉〈x, 2f1〉〈xux, 2f1〉k−1 = 22k−1k!
Γ
(
k + m2 − 2
)
Γ
(
m
2 − 1
) 〈u, 2f1〉k.
Proof. A straightforward computation shows that
∆kx〈u, x〉〈x, 2f1〉〈xux, 2f1〉k−1 =2〈u, 2f1〉∆k−1x 〈xux, 2f1〉k−1
+ 4(k − 1)(k − 2) |u|2 ∆k−1x 〈u, x〉〈x, 2f1〉3〈xux, 2f1〉k−3
+ 4(k − 1) |u|2 ∆k−1x 〈x, 2f1〉2〈xux, 2f1〉k−2
+ 2(k − 1)(2k +m− 6)〈u, 2f1〉
×∆k−1x 〈u, x〉〈x, 2f1〉〈xux, 2f1〉k−2.
The third term is zero, which was proven in lemma 5.4.3. Using the same notations as
in the proof of that lemma, we have
〈u, x〉〈x, 2f1〉3〈xux, 2f1〉k−3 =
k−3∑
j=0
(
k − 3
j
)
(−2)k−j−3 |x|2j zk−j1 〈u, x〉k−j−2wj1.
This means that also ∆k−1x 〈u, x〉〈x, 2f1〉3〈xux, 2f1〉k−3 = 0. The remaining expression is
given by
∆kx〈u, x〉〈x, 2f1〉〈xux, 2f1〉k−1 =2〈u, 2f1〉∆k−1x 〈xux, 2f1〉k−1
+ 2(k − 1)(2k +m− 6)〈u, 2f1〉
×∆k−1x 〈u, x〉〈x, 2f1〉〈xux, 2f1〉k−2
=2k(k − 1)!(2k +m− 6)(2k +m− 8) . . .m(m− 2)〈u, 2f1〉k
+ 2(k − 1)(2k +m− 6)〈u, 2f1〉
×∆k−1x 〈u, x〉〈x, 2f1〉〈xux, 2f1〉k−2.
The proof then follows from induction.
Putting everything together, we find
DkΦ(x, u) =
((
2−m+ 4k
2k +m− 2
)
(2k +m− 4) + 8k
2k +m− 2
)
× pi
m
2 Γ
(
k + m2 − 2
)
Γ
(
m
2 − 1
)
Γ
(
m
2 + k
)δ (x) 〈u, 2f1〉k,
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which can be simplified to
DkΦ(x, u) = 4(4−m)pi
m
2
(2k +m− 4)Γ (m2 − 1)δ (x) 〈u, 2f1〉k, (5.7)
We have thus reached the following conclusion, in which we use the notation R(ω) for
the reflection f(u) 7→ R(ω)f(u) = f(ω u ω):
Theorem 5.4.1. The distribution
ek (x) :=
(2k +m− 4)Γ (m2 − 1)
4(4−m)pim2 |x|
2−mR (ω) ∈ C∞ (Rm0 ,End (Hk))
satisfies, for every Hk (u) ∈ Hk, the following equation in distributional sense:
Dkek (x)Hk (u) = δ (x)Hk (u) .
Let us then introduce the Fischer inner product on Hk, by means of
[f, g]F :=
(
f(∂u)g(u)
)∣∣∣
u=0
,
where we used the notation · for complex conjugation. In order to obtain the fun-
damental solution for the higher spin Laplace operator, we will let the distribution
ek (x) act on the reproducing kernel Kk(u, v) for Hk with respect to this inner prod-
uct, satisfying the defining relation [Kk(u, v), Hk(u)]F = Hk(v), for each Hk(u) ∈ Hk.
The reproducing kernel for Hk is given by a so-called Gegenbauer polynomial, i.e.
Kk(u, v) := |u|2k |v|2k C(
m
2
−1)
k
( 〈u,v〉
|u||v|
)
, see e.g. [2], page 302. Hence, we have obtained
our main result:
Theorem 5.4.2. The fundamental solution for the higher spin Laplace operator Dk is
defined as
Ek (x;u, v) := ek (x)Kk(u, v) =
(2k +m− 4)Γ (m2 − 1)
4(4−m)pim2 |x|
2−mKk(ω uω, v).
Remark 5.4.1. Note that there are two special values for k: when k = 0, we get
the classical Laplace operator, i.e. D0 = ∆x. The fundamental solution then becomes
Ek (x) = c0 |x|2−m, where the constant c0 equals
c0 =
(m− 4)Γ (m2 − 1)
4(4−m)pim2 = −
Γ
(
m
2 − 1
)
4pi
m
2
=
Γ
(
m
2
)
2(2−m)pim2 =
1
(2−m)Am .
For k = 1, we get the generalised Maxwell operator, see e.g. [42]. The fundamental
solution of D1 is given by E1 (x;u, v) = c1 |x|2−mK1(ω uω, v), where the constant c1 is
given by
c1 =
(
m
2 − 1
)
Γ
(
m
2 − 1
)
2(4−m)pim2 =
1
(4−m)Am ,
which nicely corresponds to the one that was found in [42].
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5.5 Connection with the Rarita-Schwinger operator
Since the higher spin Laplace operator is the higher spin version of the Laplace operator
one can wonder whether there is a connection with the Rarita-Schwinger operator, the
simplest higher spin version of the Dirac operator. This question is inspired by the fact
that
kerk ∆x ⊗ S ∼= kerk ∂x ⊕ kerk−1 ∂x , (5.8)
a relation which is known as the monogenic Fischer refinement (see [12]):
Theorem 5.5.1. If Hk (u) ∈ Hk (Rm,S) is a spinor-valued k-harmonic polynomial, we
have that
Hk (u) = Mk (u) + uMk−1 (u) ,
with Mj (u) ∈Mj (Rm,S). Both polynomials are uniquely determined by
Mk−1 (u) = p0Hk (u) := − 1
2k +m− 2∂uHk (u)
Mk (u) = p1Hk (u) :=
(
1 +
1
2k +m− 2u∂u
)
Hk (u) .
To investigate this, we recall the construction of the Rarita-Schwinger operator, see also
[16, 46]. Theorem 5.5.1 allows us to construct the Rarita-Schwinger operator, which is
an operator acting on functions taking values in the space of monogenic functions (this
space again plays the role of the higher spin fields):
Theorem 5.5.2. Let f(x;u) be a function in C∞ (Rm,Mk), then the Rarita-Schwinger
operator
Rk : C∞ (Rm,Mk) −→ C∞ (Rm,Mk) ,
is the unique (up to a multiplicative constant) conformally invariant first-order differen-
tial operator defined as
Rkf(x;u) :=
(
1 +
u∂u
m+ 2k − 2
)
∂xf(x;u).
The kernel of the Rarita-Schwinger operatorRk is given by (see [16] for a detailed proof):
ker`Rk ∼=
k⊕
i=0
k−i⊕
j=0
S`−i+j,k−i−j .
Now, recalling theorem 5.3.1 and using standard tensor product decomposition rules,
one has that
ker`Dk ⊗ S ∼= ker`Rk ⊕ ker`−1Rk ⊕ ker`Rk−1 ⊕ ker`−1Rk−1. (5.9)
At this point, the last statement is merely an isomorphism between irreducible represen-
tations for so(m), but we will prove that this is actually an equality. This then generalises
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expression (5.8) to our higher spin case. First of all, it is clear that p1 + up0 = Id, so we
can write Dk = Dk (p1 + up0) and we will find expressions for each of these terms. On
Mk-valued functions, the square of the Rarita-Schwinger operator reads:
R2k =−∆x +
4
(2k +m− 2)2u∂x〈∂u, ∂x〉 −
2
2k +m− 2 {u, ∂x} 〈∂u, ∂x〉
− 4
(2k +m− 2)2 |u|
2 〈∂u, ∂x〉2
=−Dk + 4
2k +m− 2
(
1
2k +m− 4 −
1
2k +m− 2
)
|u|2 〈∂u, ∂x〉2
+
4
(2k +m− 2)2u∂x〈∂u, ∂x〉,
which means that
Dkp1 =
(
−R2k +
4
(2k +m− 2)2
(
2 |u|2
2k +m− 4〈∂u, ∂x〉+ u∂x
)
〈∂u, ∂x〉
)
p1.
Using the fact that
〈∂u, ∂x〉Rk =
(
2k +m− 4
2k +m− 2∂x −
2
2k +m− 2u〈∂u, ∂x〉
)
〈∂u, ∂x〉,
which was shown (and exploited) in [16], we can also write this expression as:
Dkp1 =
(
−Rk + 4
(2k +m− 2)(2k +m− 4)u〈∂u, ∂x〉
)
Rkp1. (5.10)
The projection p1 ensures that each of the operators appearing at the right-hand side is
well-defined: we have thatRk (respectively u〈∂u, ∂x〉) mapsMk-valued functions toMk-
valued functions (respectively uMk−1-valued functions). Also, from equation (5.10), it
is clear that we have for f ∈ C∞ (Rm,Mk):
Rkf = 0 =⇒ Rk−1〈∂u, ∂x〉f = 0 = Dkf . (5.11)
Next, we calculate
Dkup0 =
(
∆x − 4
2k +m− 2
(
〈u, ∂x〉 − |u|
2
2k +m− 4〈∂u, ∂x〉
)
〈∂u, ∂x〉
)
up0
= −
(
uRk−1 + 4
2k +m− 2
(
〈u, ∂x〉 − |u|
2
2k +m− 4〈∂u, ∂x〉
))
Rk−1p0,
The projection p0 again ensures that each of the operators appearing at the right-hand
side is well-defined. The first term between brackets (respectively the second operator)
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mapsMk−1-valued functions to uMk−1-valued functions (respectivelyMk-valued func-
tions). Also, from this equation it is clear that for f(x, u) = uf0 with f0 ∈ kerRk−1 one
has that
Dkf = Dkup0(uf0) = 0.
The higher spin Laplace operator can thus be written as a combination of the following
operators:
−R2kp1 : Hk ⊗ S −→Mk
4
(2k +m− 2)(2k +m− 4)u〈∂u, ∂x〉Rkp1 : Hk ⊗ S −→ uMk−1
−uR2k−1p0 : Hk ⊗ S −→ uMk−1
− 4
2k +m− 2
(
〈u, ∂x〉 − |u|
2
2k +m− 4〈∂u, ∂x〉
)
Rk−1p0 : Hk ⊗ S −→Mk
Let us then construct the explicit embedding maps for decomposition (5.9), turning the
isomorphism into an equality. Recall from equation (5.11) that for any smooth function
f ∈ C∞ (Rm,Mk) ∩ kerRk, we have that Dkf = 0, which means that ker`Rk can be
embedded with the identity map. Another straightforward embedding is the embedding
of the space ker`Rk−1, since D1uf = 0 for functions f(x) ∈ ker`Rk−1. In order to embed
the space ker`−1Rk, we note that one needs an embedding map which is homogeneous
of degree one in x. In view of the fact that Dkf = Dkp1f , we easily find:
f ∈ ker`−1Rk ⇒ Dkxf = xDkf + 2
(
∂x − 2
2k +m− 2u〈∂u, ∂x〉
)
f = 0 .
It is thus clear that a multiplication with x does the job. For the final space ker`−1Rk−1,
we need an embedding map which is homogeneous of degree (1, 1) in (x, u). To do so,
we will make use of another conformally invariant operator, which is also known as a
twistor operator and is defined as:
p1piu〈u, ∂x〉 : C∞ (Rm,Mk−1) −→ C∞ (Rm,Mk) .
This twistor operator is explicitly given by, see e.g. [44] for more information:
p1piu〈u, ∂x〉 := 〈u, ∂x〉+ 1
2k +m− 2
(
u∂x − |u|2 〈∂u, ∂x〉
)
The following result provides us with the desired combination for the embedding of
ker`−1Rk−1 into ker`Dk:
Lemma 5.5.1. The space ker`−1Rk−1 can be embedded in the kernel of the higher spin
Laplace operator (acting on spinor-valued functions) by means of:
JR∆xJR p1piu〈u, ∂x〉 : ker`−1Rk−1 ↪−→ ker`Dk ⊗ S.
Here p1piu〈u, ∂x〉 is a twistor operator acting on functions taking values in the space of
monogenics of degree k − 1.
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Proof. A tedious but straightforward calculation shows that p1piu〈u, ∂x〉maps ker`−1Rk−1
to ker`−2Rk. Since a solution of Rk is automatically a solution of Dk, we only need an
operator of homogeneity (2, 0) in (x, u) to fix the homogeneity in x. It is clear from
section 5.3 that JR∆xJR is the desired operator.
Let us then restate the conclusion:
Theorem 5.5.3. The space ker`Dk ⊗ S of `-homogeneous polynomial null solutions for
the higher spin Laplace operator Dk acting on the space C∞(Rm,Hk ⊗ S) decomposes as
follows:
ker`Dk ⊗ S = ker`Rk ⊕ x ker`−1Rk ⊕ u ker`Rk−1
⊕ (JR∆xJR p1piu〈u, ∂x〉) ker`−1Rk−1.
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Chapter 6
The higher spin Laplace operator
in several vector variables
In chapter 5, the higher spin Laplace operator Dk was constructed. However, the explicit
form was only obtained by an educated guess and was later justified by proving conformal
invariance. The goal of this chapter is to explain how to obtain the explicit form of the
higher spin Laplace operator using the results obtained in [13]. Therefore, we will first
explain the results obtained in that paper that allow for an explicit construction of
second-order conformally invariant operators in terms of generalised gradients [81] and
their formal adjoints (see section 6.1). In section 6.2, we will then explain how Branson’s
method can be formulated on the level of the transvector algebra from chapter 3. This
provides an intimate connection between transvector algebras on the one hand and
generalised gradients and invariant operators on the other hand. As a result, we will be
able to generalise the higher spin Laplace operator to the case of k vector variables, with
k ∈ N such that k < bm2 c, where m is the dimension. The existence of these operators
is guaranteed by the results from chapter 4. Using polynomials in k vector variables
requires us to introduce another transvector algebra, namely the algebra Z(sp(2k +
2), sp(2k) ⊕ sl(2)). To obtain its generators, we need the extremal projection operator
for the Lie algebra sp(2k)⊕ sl(2), which is substantially more difficult than for the case
of the Lie algebra sl(2) used in chapters 2 and 3 (see section 6.2). The generalisation of
the higher spin Laplace operator will be denoted by Dλ and the explicit form, with the
proper constants, will be constructed in the final section of this chapter.
6.1 Branson’s result on second-order conformally invariant
operators
In this section, we give a brief overview of the main results of [13]. To do so, we
will need to use some differential geometry, for which we refer the reader to section
4.1. In that section, we saw the notion of a frame bundle. Suppose M is an oriented
Riemannian manifold of dimension m > 3 and let F (M) be the frame bundle of TM .
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Since M is a Riemannian manifold, it is possible to consider the reduction of GL(m) to
SO(m) to obtain the orthonormal frame bundle Fo(M). Suppose Vλ is an irreducible
representation of SO(m) with highest weight λ = (λ1, . . . , λn). We may then form the
associated vector bundle Eλ = Fo(M) ×SO(m) Vλ. Every bundle constructed in this
way is isomorphic to some tensor bundle E(λ) obtained by taking tensor products of
TM and T ∗M . For example, the (co)tangent bundle is associated with the standard
representation of SO(m), i.e. the representation with highest weight λ = (1, 0, · · · , 0).
Since M is a Riemannian manifold, we can use the Levi-Civita connection on E(λ),
which is a map
∇ : Γ(E(λ)) −→ Γ(E(λ)⊗ T ∗M).
The bundle E(λ)⊗T ∗M is no longer irreducible and can be decomposed into irreducible
bundles, i.e.
E(λ)⊗ T ∗M ∼=SO(m) E(µ1)⊕ . . .⊕ E(µ`),
where µj is the highest weight of the irreducible bundle E(µj). The Stein Weiss gradient
Gλ,µj = Projµj ◦∇ is the composition of ∇ with the projection on the bundle E(µj). In
[48], Fegan proved that any conformally invariant first-order differential operator is in
fact a generalised gradient. We now have gathered the necessary ingredients to formulate
the main result [13]:
Theorem 6.1.1. Given an irreducible vector bundle E(λ), there exists a unique (up to
a constant multiple) second-order conformally invariant operator Dλ : E(λ) −→ E(λ)
when m is odd or when m is even and λn = 0 is zero. When m is odd or when m is
even and λn−1 = 0, the operator Dλ is explicitly given by
Dλ :=
∑`
j=1
(
1
2
+ 〈λ+ µj + 2ρ, λ− µj〉
)−1
G∗λ,µjGλ,µj −
R
2(m− 1) ,
where R is the scalar curvature of M , 〈·, ·〉 is the Killing form of so(m) and ρ is the sum
of the fundamental weights of so(m). If on the other hand m is even and λn−1 6= 0, then
the operator is given by Dλ := G
∗
λ,λ±εnGλ,λ±εn
In the next section, we will construct the operators Gλ,µj and G
∗
λ,µj
on Rm. We will
then use this theorem to derive an explicit form of Dλ containing some unknown con-
stants (different from the ones in this theorem) that can be fixed by proving conformal
invariance, which is similar to what was done in chapter 5.
6.2 Transvector algebras and generalised gradients
6.2.1 Two vector variables
In this section, we will show that the construction of generalised gradients on Rm (and
their duals), can be performed in an abstract framework involving transvector algebras.
These algebras were used in chapter 3 to obtain an alternative for the classical Howe
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dual pair SO(m)×sp(4) underlying analysis for matrix variables in R2m, and have led to
explicit projection operators on the irreducible summands for certain tensor products.
Because the construction of first-order conformally invariant operators is based on the
Stein-Weiss method (see [48, 81]), which essentially amounts to projecting on irreducible
summands, this transvector algebra turns out to be particularly useful.
In order to define a transvector algebra, we start from a decomposition g = s ⊕ t for a
simple Lie algebra g, where s ⊂ g is a subalgebra and where the subspace t defines a
module for the adjoint (commutator) action of s (i.e. [s, t] ⊂ t). Recall from chapter 3
that the transvector algebra Z
(
g, s
)
is generated by the elements pis[u], with u ∈ t (the
complementary s-module) and pis ∈ U ′(s) the extremal projection operator for the Lie
algebra s.
Definition 6.2.1. The extremal projection operator pis for a semisimple Lie algebra s is
defined as the unique formal operator, contained in an extension of U ′(s) to some algebra
of formal series, which satisfies the equations s+pis = 0 = piss
− and pi2s = pis, with s± the
subspace containing positive and negative root vectors.
We have then explicitly determined the algebra relations for the generators (C,A, Sx, Su)
of the algebra Z(sp(4), so(4)), with sp(4) = s⊕ t, given by
sp(4) =
(
slx(2)⊕ slu(2)
)⊕ SpanC (〈u, x〉, 〈∂u, ∂x〉, 〈x, ∂u〉, 〈u, ∂x〉).
This algebra forms the inspiration for the rest of this section, in which we will show that
transvector algebras of the form Z(g, s), with g = sp(2n) a symplectic Lie algebra and
s a subalgebra thereof, are intimitely connected to the classical Stein-Weiss method for
constructing invariant operators. The starting point is the following identification, valid
for a field
fk(x, u) =
dk∑
α=1
ϕα(x)H
α
k (u)
taking values in the space of traceless symmetric tensors of rank k (for which the space
of k-homogeneous harmonic polynomials provides a model, hence the dummy u ∈ Rm
and the subscript k attached to our field):
∇fk ∈ Γ(Hk ⊗ T ∗M) 1:1←→
m∑
j=1
dk∑
α=1
∂ϕα(x)
∂xj
vjH
α
k (u) ∈ C∞(Rm,Hk ⊗H1),
where α ∈ {1, . . . , dk} is an index labeling a basis for the dk-dimensional spaceHk(Rm,C).
Remark 6.2.1. For a general manifold M one has to see {Hαk (u)}dkα=1 as a local basis of
the space of sections of an appropriate bundle. In this chapter however, we are working
with a trivial bundle.
We have thus introduced a dummy variable v ∈ Rm to denote the representation ac-
cording to which the cotangent bundle decomposes (as we are working with the stan-
dard Euclidean metric, the identification with the tangent bundle is immediate). As is
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well-known, this tensor product Hk ⊗ H1 decomposes as a module for SO(m) and the
projection on each of these summands provides us with a generalised gradient. This
tensor product can now be studied within the framework of Fischer decompositions for
harmonic polynomials in two vector variables, as ∆uHk(u) = 0 = ∆vvj , and this is pre-
cisely the setting in which we have introduced the algebra Z(sp(4), so(4)). For instance,
for fixed α and j one has that
vjH
α
k (u) = Hk,1(u, v) + SvHk+1(u) + CHk−1(u), (6.1)
where Z(sp(4), so(4)) = Alg(Su, Sv, A,C) in the variables (u, v) ∈ R2m and where
Hk±1(u) ∈ Hk±1 and Hk,1(u, v) ∈ Hk,1. Note that the polynomials appearing at the
right-hand side should be indexed by two labels (α, j), but we have decided to suppress
this notation. As a matter of fact, to get an explicit expression representing ∇fk(x, u)
one has to reintroduce the summation over α and j, which then leads to
∇fk(x, u) = fk,1(x, u, v) + Svfk+1(x, u) + Cfk−1(x, u),
where the subscripts refer to the values of the fields under consideration. We can now
invoke the knowledge obtained in chapter 3 to construct explicit projection operators.
First of all, the action of A = pis[〈∂u, ∂v〉] on the left-hand side gives
m∑
j=1
dk∑
α=1
∂ϕα(x)
∂xj
A
(
vjH
α
k (u)
)
= piu[〈∂u, ∂x〉]fk(x, u),
Note that the action of pis reduces to piu (the extremal projection operator for sl(2)u)
as the projection for v ∈ Rm is trivial. Since the field above takes its values in the
space Hk−1(Rm,C) and the decomposition (6.1) is multiplicity- free, the only non-trivial
contribution coming from the action of A on the right-hand side is given by
ACfk−1(x, u) =
(
Hv −Hu
Hu + 1
− (Hu +Hv)
)
fk−1(x, u),
where −2Hu = 2Eu +m (and similarly for v). We thus get
ACfk−1(x, u) =
(k +m− 3)(2k +m− 2)
2k +m− 4 fk−1(x, u).
This means that the projection on Πk−1 : Hk ⊗H1 → Hk−1 is given by
Πk−1
(∇fk(x, u)) = 2k +m− 4
(k +m− 3)(2k +m− 2)〈∂u, ∂x〉fk(x, u),
Note that this is the expression without the embedding factor, i.e. the invariant map
embedding Hk−1 ↪→ Hk⊗T ∗M (it suffices to let the operator C act to include it). Next,
something similar can be done for the action of the operator Su on expression (6.1). For
the left-hand side, we get
m∑
j=1
dk∑
α=1
∂ϕα(x)
∂xj
Su
(
vjH
α
k (u)
)
= piu[〈u, ∂x〉]fk(x, u),
a field taking its values in Hk+1(Rm,C).
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Remark 6.2.2. Note that the action of the operator piu[〈u, ∂x〉] on a field fk(x, u) can
either be read as first acting with 〈u, ∂x〉 on fk(x, u) and then projecting on the harmonic
part in u (the first action gives a polynomial of degree (k + 1) in u, for fixed x ∈ Rm),
or as the action of the operator
piu[〈u, ∂x〉] = 〈u, ∂x〉 − 1
2Eu +m− 4 |u|
2 〈∂u, ∂x〉,
which has the projection built into its explicit form. Because we always assume that our
fields are harmonic in u ∈ Rm, these actions are equivalent.
Again invoking the algebraic relations in Z(sp(4), so(4)), one also has that
SuSvfk+1(x, u) = (k + 1)fk+1(x, u) ,
which eventually leads to
Πk+1
(∇fk(x, u)) = 1
k + 1
pisl(2)[〈u, ∂x〉]fk(x, u).
Finally, a simple subtraction leads to the last projection:
Πk,1
(∇f(x, u)) = (1− SvΠk+1 − CΠk−1)〈v, ∂x〉fk(x, u),
Once these generalised gradients are known, one can determine their formal adjoints. To
do so, we work in the space C∞c (Rm,Hk) = C∞c (Rm,C) ⊗ Hk, containing smooth com-
pactly supported functions taking values in the space Hk, such that we can make sense
of the defining relation 〈Gλf, g〉 = 〈f,G∗λg〉, where Gλ denotes a generalised gradient
for the highest weight λ and G∗λ its dual (note that the compactly supported function f
lives in the target space for Gλ, which obviously depends on the highest weight λ). The
inner product is hereby defined (e.g. for basis elements) by means of
〈ϕα(x)⊗Hα(u), ψβ(x)⊗Hβ(u)〉 :=
∫
Rm
ϕα(x)ψβ(x)dx⊗ [Hα(u), Hβ(u)]F ,
with [·, ·]F the Fischer inner product on the space of values (simplicial harmonics in
general). The formal adjoint can then be obtained using integration by parts (this
is the reason for choosing functions with compact support), as this allows us to shift
the derivation in x. We thus have that 〈∂u, ∂x〉∗ = −piu[〈u, ∂x〉], where the projec-
tion operator piu appears because one must stay in the space of harmonics in u ∈ Rm,
piu[〈u, ∂x〉]∗ = −〈∂u, ∂x〉 and finally also((
1− SvΠk+1 − CΠk−1
)〈v, ∂x〉)∗ = −〈∂v, ∂x〉.
In deriving this last result we made use of the fact that S∗v = Su and C∗ = A (see
chapter 3) and both operators act trivially on the space of Hk-valued fields. We can
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now put everything together, hereby making use of Branson’s result (see theorem 6.1.1)
which tells us that there exist constants (determined in terms of Casimir eigenvalues)
such that the second-order conformally invariant operator can be written as
Dk := ck,1〈∂v, ∂x〉
(
1− SvΠk+1 − CΠk−1
)〈v, ∂x〉
+ ck+1〈∂u, ∂x〉piu[〈u, ∂x〉] + ck−1piu[〈u, ∂x〉]〈∂u, ∂x〉.
(6.2)
We will first recast this expression, still containing a few real unknown constants, and
we will then fix these constants using the uniqueness of the second-order conformally
invariant operator (see chapter 5). First of all, we have the following (from direct
calculations):[〈∂u, ∂x〉, piu[〈u, ∂x〉]] = ∆x − 2
2Ex +m− 2piu[〈u, ∂x〉]〈∂u, ∂x〉.
Note that the Euler operator in the denominator poses no threat here: it acts as a
constant on our space of values. This already tells us that the last two terms in expression
(6.2) for Dk can be written as
pk∆x + qkpiu[〈u, ∂x〉]〈∂u, ∂x〉,
with pk and qk two real constants which will depend on k due to the presence of the
Euler operator in the lemma. As for the first term in Dk, it suffices to note that the
derivation in v ∈ Rm can only act on the embedding factors Sv and C, or on the v
appearing in the operator 〈v, ∂x〉 as the field f(x, u) does not depend on this dummy
variable. Taking into account that
[〈∂v, ∂x〉, 〈v, ∂x〉] = ∆x
[〈∂v, ∂x〉, Sv] = 〈∂u, ∂x〉
[〈∂v, ∂x〉, C] = piu〈u, ∂x〉,
there should thus exist an expression of the form
Dk = αk∆x + βkpiu[〈u, ∂x〉]〈∂u, ∂x〉,
where the real constants (αk, βk) can now be fixed by requiring that the result is con-
formally invariant. This then fixes the operator Dk up to a multiplicative constant, as
was done in chapter 5.
6.2.2 k vector variables
A similar argument can now be used to construct the generalisation of Dk to the
case of k vector variables. This leads to a second-order conformally invariant oper-
ator Dλ acting on functions taking values in the SO(m)-module with highest weight
λ = (`1, . . . , `k, 0, . . . , 0). A model for this representation is presented in the following
definition:
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Definition 6.2.2. A polynomial P (u1, . . . , uk) ∈ P
(
Rkm,C
)
in k vector variables, is
called simplicial harmonic if it satisfies the system
〈∂i, ∂j〉P = 0, for all i, j = 1, . . . , k
〈ui, ∂j〉P = 0, for all 1 ≤ i < j ≤ k.
The notation 〈·, ·〉 hereby refers to the Euclidean inner product on Rm and an operator
such as for example 〈ui, ∂j〉 stands for
∑m
n=1 uin∂jn.
The vector space of simplicial polynomials homogeneous of degree `i in the vector variable
ui will be denoted by Hλ
(
Rkm,C
)
, where λ = (`1, . . . , `k, 0, . . . , 0). It is known (see e.g.
[53, 86]) that the algebra of SO(m)-invariant operators acting on P (Rkm,C) is the
universal enveloping algebra of the symplectic Lie algebra
sp(2k) = Span {〈∂i, ∂j〉, 〈ui, uj〉, 〈ui, ∂j〉 : 1 ≤ i, j ≤ k} .
Note that 〈∂j , ∂j〉 = ∆j , 〈uj , uj〉 = |uj |2 and 〈uj , ∂j〉 = 2Ej +m. We can then define the
operator Dλ as follows:
Definition 6.2.3. The higher spin Laplace operator in k vector variables is defined as the
unique (up to a multiplicative constant) conformally invariant second-order differential
operator
Dλ : C∞(Rm,Hλ)→ C∞(Rm,Hλ).
To obtain an explicit expression for Dλ, we will again justify a particular ansatz, i.e.
a linear combination of transvector generators in terms of unknown constants, which
will be determined by demanding conformal invariance. This time we start from the
identification
∇fλ ∈ Γ(Hλ ⊗ T ∗M) 1:1←→
m∑
i=1
dλ∑
α=1
∂ϕα(x)
∂xi
viH
α
λ (u) ∈ C∞(Rm,Hλ ⊗H1) (6.3)
where α ∈ {1, . . . , dλ} is an index labeling basis vectors for the dλ-dimensional space
Hλ(Rkm,C). In the present setting one can use the transvector algebra
Z(sp(2k + 2), sp(2k)⊕ sl(2)),
where the symplectic algebras are generated by either all the invariant operators or the
ones expressed in terms of the dummy variables in the definition for sp(2k), and where
sl(2) is generated by ∆v and |v|2 (in a new dummy variable v ∈ Rm). The generators for
this transvector algebra are projections of all the operators in the bigger symplectic Lie
algebra sp(2k + 2) which are not present in the sum sp(2k) ⊕ sl(2); these are precisely
all operators which contain both v and a dummy variable uj with 1 ≤ j ≤ k (either as
a variable, or as a differential operator). Using the same notations as before, we label
these generators as {
S(j)u , S
(j)
v , Aj , Cj : 1 ≤ j ≤ k
}
,
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where, for instance, one has that Cj = pisp(2k)pisl(2)[〈uj , v〉] with pig the extremal pro-
jection operator for the Lie algebra g. For g = sl(2) and g = sp(2k), these operators
are commuting, so the order of the projection operators is irrelevant. The generalised
gradient method then again reduces to investigating expressions of the following form
(where we use U = (u1, . . . , uk) as a short-hand notation):
viH
α
λ (U) = Hλ,1(U ; v) +
k∑
j=1
(
S(j)v Hλ+εj (U) + CjHλ−εj (U)
)
, (6.4)
where Hλ±εj (U) ∈ Hλ±εj and where Hλ,1(U ; v) ∈ Hλ,1. Here λ±εj stands for the highest
weight obtained by adding or removing one from the entry λj . Note that if this weight
is not dominant, it is not taken into account. Also, the right-hand side still depends on
(α, i) but we again decided to suppress these notations as one needs to sum over these
indices after all, which then gives
∇fλ(x, U) = fλ,1(x, U, v) +
k∑
j=1
(
S(j)v fλ+εj (x, U) + Cjfλ−εj (x, U)
)
.
One can now try to obtain the generalised gradients by working out all the projections.
First of all, consider the action of a generator
Aj := pisp(2k)pisl(2)[〈∂j , ∂v〉] ∈ Z(sp(2k + 2), sp(2k)⊕ sl(2)),
where 1 ≤ j ≤ k. Acting with this operator on the left-hand side of (6.4) gives a
polynomial in the dummy variables U . Indeed, as the operator pisl(2) reduces to the
identity operator here, we get
pisp(2k)
[〈ei, ∂j〉Hαλ (u1, . . . , uk)] ∈ Hλ−εj (Rkm,C).
The fact that the result belongs to Hλ−εj (Rkm,C) is crucial here, and follows from the
observation that it has the desired degree of homogeneity in the dummy variables, and
that the action of pisp(2k) projects it on the kernel of the differential operators defining this
vector space of simplicial harmonics. But this tells us that the action of the operator
Aj = pisp(2k)pisl(2)[〈∂j , ∂v〉] on the right-hand side of (6.4) belongs to this space too.
Indeed, there is a unique summand transforming as an element of the representation
with highest weight (λ− εj), so they have to be equal. We now claim that there exists
a constant cj such that
AjCjfλ−εj (x, U) = cjfλ−εj (x, U).
To see this, one can either invoke the quadratic relations between the generators defining
the algebra Z(sp(2k + 2), sp(2k)⊕ sl(2)), which we will not do here (although it would
gives us the explicit value of the constant), or one can exploit the fact that
AjCjfλ−εj (x, U) = pisp(2k)[〈∂j , ∂x〉]fλ(x, U),
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which tells us that the operator AjCj is a rotationally invariant endomorphism on
Hλ−Lj (R`m,C). Therefore, it has to be a multiple of the identity operator in view
of Schur’s lemma. This observation also allows us to conclude that
[Aj , Ca]fλ+εa(x, U) = 0 = [Ak, Cb]fλ−εb(x, U)
for all 1 ≤ a ≤ k and 1 ≤ b 6= j ≤ k, without knowing the explicit commutation relations.
Reintroducing the summations over α and i appearing in (6.3), this then dictates the
existence of a constant γj for which
Πλ−Lj
(∇fλ(x, U)) = γjpisp(2k)[〈∂j , ∂x〉]fλ(x, U).
Note that the constant γj can be zero, which merely means that the projection on this
component in the decomposition happens to be trivial. A similar calculation can then be
done for the irreducible summands corresponding to highest weights of the form (λ+εj)
in the decomposition (6.4), for which we consider the action of the generator
S(j)u := pisp(2k)pisl(2)[〈uj , ∂v〉] ∈ Z(sp(2k + 2), sp(2k)⊕ sl(2))
with 1 ≤ j ≤ k. The action on the left-hand side then gives
pisp(2k)
[〈ei, uj〉Hαλ (u1, . . . , uk)] ∈ Hλ+εj (Rkm,C).
As the summand Hλ+εj (Rkm,C) is unique in the decomposition (6.4), there must again
in view of Schur’s lemma exist a real constant βj such that the following holds:
Πλ+εj
(∇fλ(x, U)) = βjpisp(2k)[〈uj , ∂x〉]fλ(x, U).
The final operator is then defined through subtraction:
Πλ,1 (∇fλ(x, U)) =
(
1−
k∑
j=1
S(j)v Πλ+εj −
k∑
j=1
CjΠλ−εj
)
〈v, ∂x〉fλ(x, U).
Now that we have an expression for the generalised gradients, we determine their formal
adjoints on the space Cc(Rm,Hλ). This is again done in terms of the following inner
product (e.g. on basis elements)
〈ϕα(x)⊗Hα(u), ψβ(x)⊗Hβ(u)〉 :=
∫
Rm
ϕα(x)ψβ(x)dx⊗ [Hα(u), Hβ(u)]F .
An easy argument involving integration by parts shows that(
pisp(2k)〈∂j , ∂x〉
)∗
= −pisp(2k)
[〈uj , ∂x〉]
and vice versa (because uj and ∂j are Fischer duals), and that(1− k∑
j=1
S(j)v Πλ+εj −
k∑
j=1
CjΠλ−εj
)
〈v, ∂x〉
∗ = −〈∂v, ∂x〉.
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This means that the invariant operator Dλ can (up to a multiplicative constant) be
written as an operator of the form
Dλ = cλ,1〈∂v, ∂x〉
(
1−
k∑
j=1
S(j)v Πλ+εj −
k∑
j=1
CjΠλ−εj
)〈v, ∂x〉
+
k∑
j=1
cλ+εjpisp(2k)〈∂j , ∂x〉pisp(2k)
[〈uj , ∂x〉]
+
k∑
j=1
cλ−εjpisp(2k)
[〈uj , ∂x〉]pisp(2k)〈∂j , ∂x〉.
In case of a non-dominant weight, the corresponding operators are to be omitted from
the summation. In the next section, we will first simplify this expression to obtain a form
similar as the one we found for Dk after which we will compute the unknown constants
by explicitly proving conformal invariance.
6.3 Construction of Dλ
In order to find an explicit expression for the higher spin Laplace operator Dλ, we need
to introduce the extremal projection operator pisp(2k) for the simple Lie algebra sp(2k).
When we choose the positive root vectors of this algebra to be 〈∂i, ∂j〉 with 1 ≤ i, j ≤ k
and 〈ua, ∂b〉 with 1 ≤ a < b ≤ k, the extremal projection operator for the Lie algebra
sp(2k) will project on the intersection of the kernels of all these positive root vectors, and
this is then precisely the space of simplicial harmonics. The general construction can be
found in e.g. [68]. An explicit construction in the setting of higher spin Dirac operators
has been made in [44], but can easily be adapted to this setting. The construction itself
can also be found in [73], whence we will just mention the operator here. To do so, we
make the following definition:
Definition 6.3.1. An ordering of a set of positive roots for a Lie algebra is called normal
if any composite root lies between its components.
Moreover, we have the following Lemma (see e.g. [68]).
Lemma 6.3.1. For each Lie algebra, there exists a normal ordering on the set of positive
roots which is not necessarily unique.
In case of the symplectic Lie algebra sp(2k), we for example have the following normal
ordering:
ε1 − ε2, ε1−ε3, . . . , ε1 − εk, ε2 − ε3, ε2 − ε4, . . . , εk−1 − εk,
−2εk, . . . ,−2ε3,−ε2 − ε3,−ε1 − ε3,−2ε2,−ε1 − ε2,−2ε1.
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Then, define the following operators:
pi−2εa =
+∞∑
s=0
1
4ss!
Γ(−Ea − m2 + a+ 1)
Γ(−Ea − m2 + a+ 1 + s)
|ua|2s∆sa 1 ≤ a ≤ k
pi−εa−εb =
+∞∑
s=0
1
s!
Γ(−Ea − Eb −m+ a+ b+ 1)
Γ(−Ea − Eb −m+ a+ b+ s+ 1)〈ua, ub〉
s〈∂a, ∂b〉s 1 ≤ a, b ≤ k
piεi−εj =
+∞∑
s=0
(−1)s
s!
Γ(Ei − Ej + j − i+ 1)
Γ(Ei − Ej + j − i+ 1 + s)〈uj , ∂i〉
s〈ui, ∂j〉s 1 ≤ i < j ≤ k.
Taking the product of all these operators in any normal ordering gives us the extremal
projector pisp(2k).
Proposition 6.3.1. The extremal projection operator pisp(2k) for sp(2k) is given by the
following product of operators:
pisp(2k) =piε1−ε2 . . . piε1−εkpiε2−ε3 . . . piεk−1−εkpi−2εk . . . pi−2ε3
× pi−ε2−ε3pi−ε1−ε3pi−2ε2pi−ε1−ε2pi−2ε1 .
This operator has the properties that
〈ui, ∂j〉pisp(2k) = 0 ∀1 ≤ i < j ≤ k (6.5)
〈∂i, ∂j〉pisp(2k) = 0 ∀1 ≤ i, j ≤ k (6.6)
pisp(2k)〈uj , ∂i〉 = 0 ∀1 ≤ i < j ≤ k (6.7)
pisp(2k)〈ui, uj〉 = 0 ∀1 ≤ i, j ≤ k. (6.8)
Remark 6.3.1. When acting on polynomials, the extremal projector simplifies a lot,
since the finiteness of the degrees in each vector variable causes the terms of each infinite
series sum to act trivially above a certain index.
Similar to the construction of twistor operators in [44], it can be shown that the gener-
alised gradients
Gλ,λ+εj : C∞(Rm,Hλ) −→ C∞(Rm,Hλ+j )
G∗λ,λ+εj : C∞(Rm,Hλ+j ) −→ C∞(Rm,Hλ).
are equal to
Gλ,λ+εj := pisp(2k)〈uj , ∂x〉 and G∗λ,λ+εj := pisp(2k)〈∂j , ∂x〉.
Note that the expressions for these operators are independent of λ as the precise form
for a particular choice of λ is absorbed into the action of pisp(2k), which contains Eu-
ler operators generating the appropriate constants. Hence, we can use the shorthand
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notation Gεj := Gλ,λ+εj and similarly for its formal adjoint. The operator G
∗
εj can be
simplified to
G∗εj =
k∏
p=j+1
(
1− 〈up, ∂j〉〈uj , ∂p〉
Ej − Ep + p− j + 1
)
〈∂j , ∂x〉,
or, when using sp(2k + 2) commutation relations, the PBW theorem and the fact that
this operator acts on Hλ-valued functions,
G∗εj = 〈∂j , ∂x〉+
∑
j<i1<···<is≤k
〈ui1 , ∂j〉〈ui2 , ∂i1〉 · · · 〈uis , ∂is−1〉〈∂is , ∂x〉
(Ej − Ei1 + i1 − j) · · · (Ej − Eis + is − j)
.
From [〈uj , ∂x〉, 〈ui, ∂j〉] = −〈ui, ∂j〉, and equations (6.7) and (6.8), it follows that
GεaG
∗
εa = pisp(2k)
 k∑
j=a
aj〈uj , ∂x〉〈∂j , ∂x〉
 ,
for some coefficients aj . Note that these are not real numbers, but elements of the
algebra U ′(h), as they come from the denominators in the expression for pisp(2k). Also
note that although the right hand-side of this expression is less canonical, it is easier to
use in practical computations. A similar argument can be used to obtain
G∗εaGεa = pisp(2k)
 k∑
j=1
(bj〈∂j , ∂x〉〈uj , ∂x〉+ dj〈uj , ∂x〉〈∂j , ∂x〉)
 ,
for some coefficients bj and dj in terms of Euler operators. Therefore, we expect the
higher spin Laplace operator to be of the following form:
Dλ := ∆x + pisp(2k)
 k∑
p=1
cp〈up, ∂x〉〈∂p, ∂x〉
 , (6.9)
where the constants cp are coefficients in terms of Euler operators which have to be de-
termined. These constants have to be chosen such that Dλ itself is conformally invariant.
This means that infinitesimal rotations, translations, dilations and the special confor-
mal transformations should be generalised symmetries for this operator. Independent of
the choice of the cp, we already have the following properties: this operator is clearly
invariant under the infinitesimal rotations given by
dL(eij) := L
x
ij +
k∑
p=1
L
up
ij .
Indeed, [〈∂p, ∂x〉, dL(eij)] = 0, [〈up, ∂x〉, dL(eij)] = 0, and dL(eij) commutes with all
elements of the operator algebra sp(2k). All terms of Dλ obviously commute with ∂xj ,
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the infinitesimal translations, as only the dummy variables and the operators ∂xi appear.
As Dλ is a homogeneous second-order differential operator, we have
Dλ
(
Ex +
m− 2
2
)
=
(
Ex +
m+ 2
2
)
Dλ,
so that also infinitesimal dilations are generalised symmetries. The only thing that
remains to be proved is that the special conformal transformations are generalised sym-
metries. The inversion Jλ for any function f is defined as follows (see appendix B):
Jλf(x, u1, . . . , uk) = 1|x|2w f
(
x
|x|2 ,
xu1x
|x|2 , . . . ,
xukx
|x|2
)
,
where w is the conformal weight for the higher spin Laplace operator, namely w = 1−m2 .
Special conformal transformations are given by the consecutive action of this inversion,
an infinitesimal translation and another inversion, so we want to prove that there exists
an operator d such that DλJλ∂xjJλ = dDλ. This comes down to determining the
constants cp such that this operator d exists. First of all, we have that
Jλ∂xjJλ = |x|2∂xj − xj(2Ex +m− 2) + 2
k∑
p=1
〈up, x〉∂upj − 2
k∑
p=1
upj〈x, ∂p〉.
We will calculate the action of each of the terms appearing in (6.9) on these special
conformal transformations, starting with the Laplace operator ∆x. First of all, note
that the following relations hold:
∆x|x|2 = 2m+ 4Ex + |x|2∆x
∆xxj = 2∂xj + xj∆x
∆x〈up, x〉 = 2〈up, ∂x〉+ 〈up, x〉∆x
∆x〈x, ∂p〉 = 2〈∂p, ∂x〉+ 〈x, ∂p〉∆x.
Using these relations, we find that
∆xJλ∂xjJλ
= (2m+ 4Ex)∂xj + |x|2∂xj∆x − 2(2Ex +m)∂xj − xj(2Ex +m− 2 + 4)∆x
+ 4
k∑
p=1
〈up, ∂x〉∂upj + 2
k∑
p=1
〈up, x〉∂upj∆x − 4
k∑
p=1
upj〈∂p, ∂x〉 − 2
k∑
p=1
upj〈x, ∂p〉∆x
=
(Jλ∂xjJλ − 4xj)∆x + 4 k∑
p=1
〈up, ∂x〉∂upj − 4
k∑
p=1
upj〈∂p, ∂x〉.
From this result, we see that Jλ∂xjJλ − 4xj will be the candidate for the operator d,
obviously, if the two remaining summations can be canceled out by the action of the
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other terms of (6.9) on the special conformal transformations. To find the latter actions,
we use the following relations:
〈∂a, ∂x〉|x|2∂xj = 2〈x, ∂a〉∂xj + |x2|∂xj 〈∂a, ∂x〉
〈∂a, ∂x〉xj = ∂uaj + xj〈∂a, ∂x〉
〈∂a, ∂x〉〈ua, x〉∂uaj = (m+ Ea + Ex)∂uaj + 〈ua, x〉∂uaj 〈∂a, ∂x〉
〈∂a, ∂x〉uaj〈x, ∂a〉 = ∂uaj + 〈x, ∂a〉∂xj + uaj∆a + uaj〈x, ∂a〉〈∂a, ∂x〉.
Also, if a 6= p, we have the following two identities:
〈∂a, ∂x〉〈up, x〉∂upj = 〈up, ∂a〉∂upj + 〈up, x〉∂upj 〈∂a, ∂x〉
〈∂a, ∂x〉upj〈x, ∂p〉 = upj〈∂a, ∂p〉+ upj〈x, ∂p〉〈∂a, ∂x〉.
Using these relations, we can rewrite the action of the terms in the summation of (6.9)
on the special conformal transformations as follows.
pisp(2k)〈ua, ∂x〉〈∂a, ∂x〉Jλ∂xjJλ
= pisp(2k)〈ua, ∂x〉
(
2〈x, ∂a〉∂xj + |x|2∂xj 〈∂a, ∂x〉 − (2Ex +m− 2)∂uaj
− xj(2Ex +m− 2 + 2)〈∂a, ∂x〉+ 2(m+ Ea + Ex)∂uaj + 2
k∑
p 6=a,p=1
〈up, ∂a〉∂upj − 2∂uaj
+ 2
k∑
p=1
〈up, x〉∂upj 〈∂a, ∂x〉 − 2〈x, ∂a〉∂xj − 2
k∑
p=1
upj〈∂a, ∂p〉 − 2
k∑
p=1
upj〈x, ∂p〉〈∂a, ∂x〉
)
.
Remember that from the definition of Dλ, the only functions all these operators act on
are elements of C∞(Rm,Hλ). This means that any term ending with a defining operator
of Hλ acts trivially and can be omitted. So the latter expression can be reduced to
pisp(2k)〈ua, ∂x〉〈∂a, ∂x〉Jλ∂xjJλ =pisp(2k)〈ua, ∂x〉
(
(Jλ∂xjJλ − 2xj)〈∂a, ∂x〉
+ (m+ 2Ea − 2a+ 2)∂uaj + 2
k∑
p=a+1
〈up, ∂a〉∂upj
)
.
Next, the action of 〈ua, ∂x〉 on the term between brackets has to be studied. For that,
we can use the relations
〈ua, ∂x〉|x|2∂xj = 2〈x, ua〉∂xj + |x2|∂xj 〈ua, ∂x〉
〈ua, ∂x〉xj = uaj + xj〈ua, ∂x〉
〈ua, ∂x〉〈ua, x〉∂uaj = |ua|2∂uaj − 〈ua, x〉∂xj + 〈ua, x〉∂uaj 〈ua, ∂x〉
〈ua, ∂x〉uaj〈x, ∂a〉 = uaj(Ea − Ex) + uaj〈x, ∂a〉〈ua, ∂x〉
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and also, if a 6= p, the following identities hold:
〈ua, ∂x〉〈up, x〉∂upj = 〈ua, up〉∂upj + 〈up, x〉∂upj 〈ua, ∂x〉
〈ua, ∂x〉upj〈x, ∂p〉 = upj〈ua, ∂p〉+ upj〈x, ∂p〉〈ua, ∂x〉.
Using all of these, we obtain that
pisp(2k)〈ua, ∂x〉
[
(Jλ∂xjJλ − 2xj)〈∂a, ∂x〉
]
=pisp(2k)
[
2〈x, ua〉∂xj + |x|2∂xj 〈ua, ∂x〉 − uaj(2Ex +m)− xj(2Ex +m+ 2)〈ua, ∂x〉
+ 2
k∑
p=1
〈up, x〉∂upj 〈ua, ∂x〉+ 2
k∑
p=1
〈ua, up〉∂upj − 2〈ua, x〉∂xj
− 2
k∑
p=1
upj〈x, ∂p〉〈ua, ∂x〉 − 2
k∑
p 6=a,p=1
upj〈ua, ∂p〉 − 2uaj(Ea − Ex)
]
〈∂a, ∂x〉.
Remember that pisp(2k) annihilates any negative root vector, hence
pisp(2k)〈ua, ∂x〉
[
(Jλ∂xjJλ − 2xj)〈∂a, ∂x〉
]
= pisp(2k)(Jλ∂xjJλ − 4xj)〈ua, ∂x〉
+ pisp(2k)
(
uaj(−m− 2Ea + 2a− 2)− 2
k∑
p=a+1
upj〈ua, ∂p〉∂upj
)
〈∂a, ∂x〉.
Altogether, we find
DλJλ∂xjJλ =(Jλ∂xjJλ − 4xj)Dλ
+ 4
k∑
p=1
〈up, ∂x〉∂upj − 4
k∑
p=1
upj〈∂p, ∂x〉
+ pisp(2k)
k∑
a=1
ca
〈ua, ∂x〉(m+ 2Ea − 2a+ 2)∂uaj − 2 k∑
p=a+1
〈up, ∂x〉∂upj
+uaj(−m− 2Ea + 2a− 2)〈∂a, ∂x〉+ 2
k∑
p=a+1
upj〈∂p, ∂x〉
 .
Note that ∆x = pisp(2k)∆x. Also, the coefficients of 〈ub, ∂x〉∂ubj and ubj〈∂b, ∂x〉 are always
the opposite of each other. We want all coefficients of these terms to be zero. This means
that for the coefficient of 〈u1, ∂x〉∂u1j , we obtain
4 + c1(2E1 +m− 2) = 0,
hence,
c1 =
−4
2E1 +m− 2 .
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For the coefficient of 〈u2, ∂x〉∂u2j , we find
4− 2c1 + c2(m+ 4E2 − 4) = 0,
or, after substituting the expression for c1,
c2 =
−4(2E1 +m)
(2E2 +m− 4)(2E1 +m− 2) .
Inductively this leads to
4− 2c1 − 2c2 − · · · − 2cp−1 + cp(2Ep +m− 2p) = 0,
whence cp is given by
cp =
−4
2Ep +m− 2p
p−1∏
j=1
2Ej +m− 2j + 2
2Ej +m− 2j .
We finally arrive at the following theorem
Theorem 6.3.1. The higher spin Laplace operator in k vector variables is explicitly
given by the following formula:
Dλ := pisp(2k)
∆x + k∑
p=1
cp〈up, ∂x〉〈∂p, ∂x〉
 ,
with pisp(2k) given in proposition 6.3.1 and where the constants cp are given by
cp =
−4
2Ep +m− 2p
p−1∏
j=1
2Ej +m− 2j + 2
2Ej +m− 2j .
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Chapter 7
The higher spin Laplace operator
on conformal manifolds
In the previous chapters, we constructed and studied a particular class of second order
conformally invariant differential operators which can be seen as generalisations of the
Laplace operator and which we called higher spin Laplace operators. In those chapters,
we restricted ourselves to the construction of these operators on Rm, viewed as an open
dense subspace of the conformal sphere Sm, which is the homogeneous or flat model of
conformal geometry. In this chapter, we will construct particular cases of higher spin
Laplace operators on general conformal manifolds (see section 7.1 for the definition of
such manifolds). In section 7.2.2, we will construct a conformally invariant operator
D1 : Γ
(
TM
[
−m
2
])
−→ Γ
(
TM
[
−2− m
2
])
.
This operator was already obtained by other authors, see e.g. [22, 56], but we include
it here as a means to illustrate the construction method that we shall use. In [42], the
operatorD1 is called the generalised Maxwell operator and it was constructed and studied
on Rm. Once this operator is obtained, we will turn our attention to the construction of
D21 on Einstein manifolds. The operator exists on arbitrary conformal manifolds as well,
but the computations to obtain an explicit expression are too difficult. When putting
the curvature terms equal to zero, we can compare the resulting expression with the
one obtained in [36] where they computed Dp1 on Rm. Finally, in section 7.2.4, we will
construct the operator
D2 : Γ
(
2TM
[
−m
2
− 1
])
−→ Γ
(
2TM
[
−3− m
2
])
.
The main tool for constructing all of these operators is the language of tractor calculus.
This is a systematic tool for studying conformal geometry using a particular family of
vector bundles, the so-called tractor bundles, together with a canonical connection. By
construction, these bundles are intrinsically conformally invariant. In section 7.1, we
will gather the basics of tractor calculus which are needed for this chapter.
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7.1 Preliminaries on tractor bundles
For this section, suppose g = so(1,m+ 1) as in equation (4.4) and let p be the parabolic
subalgebra corresponding to the one-grading induced from the block form of g (see
section 4.3). Let G = SOo(1,m+ 1) and let P be a parabolic subgroup with Lie algebra
p. From section 4.3, it is known that P is a semidirect product of G0 = SO(m)×R+ and
a commutative normal subgroup. Irreducible representations of P are therefore tensor
products of irreducible representations of SO(m) with a one-dimensional representation
of R+. They are classified by a highest weight λ for SO(m) and by a complex number
ν ∈ C, called the conformal weight. It is known from section 1.3 that for a finite-
dimensional representation V of g, we have an eigenspace decomposition w.r.t the grading
element E ∈ g0:
V =
N⊕
i=0
Vi,
which induces a filtration
V = V0 ⊃ V1 ⊃ . . . ⊃ VN ,
where
Vi := Vi ⊕ . . .⊕ VN
is p-invariant. The quotient Vi
/
Vi+1 is completely reducible as a p-module since the
nilpotent part of p acts trivial.
Remark 7.1.1. It is well known that the filtration introduced above will also induce a
filtration on the associated vector bundles over G
/
P as well, see for example [20].
Besides vector bundles coming from irreducible P -representations, another important
class of vector bundles is the following:
Definition 7.1.1. Suppose V is a finite-dimensional representation of G, then the as-
sociated (homogeneous) vector bundle G×P V on G
/
P is called a tractor bundle.
One can show that tractor bundles on homogeneous spaces are trivial as it is easily
verified that the following maps are isomorphisms of vector bundles.
ϕ : G
/
P × V −→ G×P V : (gP, v) 7→ [g, g−1 · v]
ϕ−1 : G×P V −→ G
/
P × V : [g, v] 7→ (gP, g · v).
This means that for any tractor bundle on Sm, the canonical tractor connection is simply
the flat connection on the product bundle Sm × V.
Remark 7.1.2. Although tractor bundles are trivial bundles as vector bundles, they are
not trivial as homogeneous vector bundles:
ϕ (g · (g0P, v)) = ϕ ((gg0P, v)) = [gg0, (gg0)−1 · v] 6= g · [g0, g−10 · v] = g · ϕ([g0, v]).
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Let us consider the standard tractor bundle T on the sphere Sm. To do so, it is convenient
to introduce a particular class of line bundles called conformal density bundles. For
w ∈ R, there is a one-dimensional representation with highest weight (−w|0, . . . , 0) and
since this is p-integral and p-dominant, it is irreducible. It is conventional in conformal
geometry to denote this representation by R[w]. The vector bundle associated to this
representation is denoted by E [w]. In what follows, we will use the convention that
adding the expression [w] to the name of any bundle indicates the tensor product of that
bundle with E [w], so for example TSm[−1] = TSm ⊗ E [−1]. Recall from remark 4.2.1
that the tangent bundle TSm is a vector bundle associated to the irreducible p-module
g
/
p . It can easily be computed that, in this case, the highest weight of g
/
p is given
by (−1|1, 0 . . . , 0), so TSm[−1] is a vector bundle associated to the representation with
highest weight (0|1, 0 . . . , 0). Consider now the standard representation V = Rm+2 of g.
We have an eigenspace decomposition w.r.t. the grading element E ∈ g0:
V = R⊕ Rm ⊕ R.
As mentioned before, this decomposition w.r.t. the action of the grading element induces
a filtration of p-modules given by:
V = Rm+2 ⊃ Rm ⊕ R ⊃ R .
In the light of remark 7.1.1, this means that the tractor bundle T = G×P V is a filtered
bundle
T = T −1 ⊃ T 0 ⊃ T 1,
where T 1 ⊂ T is the subbundle whose fibres are null lines and which is easily seen
to be isomorphic to E [−1]. A choice of a Riemannian metric on Sm gives rise to an
isomorphism between T and the graded bundle
gr T =
(
T −1
/
T 0
)
⊕
(
T 0
/
T 1
)
⊕ T 1 = E [1]⊕ TSm[−1]⊕ E [−1]
In particular, this means that there is a canonical projection T → E [1] and a canonical
inclusion E [−1] ↪→ T . If g is replaced by gˆ = Ω2g, then a local section (σ, ϕa, ρ) is
identified with its counterpart (σˆ, ϕˆa, ρˆ) in the new scale according to (see proposition
7.1.1)  σˆϕˆa
ρˆ
 =
 σϕa + Υaσ
ρ−Υaϕa − 12ΥaΥaσ

where Υa = Ω
−1∇aΩ, with ∇a the Levi-Civita connection of the chosen metric g.
In general, a conformal manifold is a pair (M, [g]) where M is a smooth manifold and [g]
is an equivalence class of Riemannian metrics where any two metrics g and gˆ are said to
be equivalent if gˆ = Ω2g for some non-vanishing smooth function Ω. This implies that
we may view the conformal class as being given by a smooth subbundle Q ⊂ 2T ∗M ,
whose fibre at x ∈M is formed by the values of gx for all metrics in the conformal class.
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By construction, Q has fibre R+ and the metrics in the conformal class correspond to
smooth sections of this bundle. The restriction pi : Q → M of the canonical projection
of 2T ∗M → M is a principle R+-bundle and the rescalling of the metric gˆ = Ω2g
corresponds to a principle action given by ρ(s)(gx) = s
2gx for all s ∈ R+ and gx ∈ Qx.
This immediatly gives rise to a family of line bundles E [w] for w ∈ R by defining E [w]
to be the bundle associated to Q with the action of R+ on R given by s · t := s−wt. The
bundle E [w] is called the bundle of conformal densities of weight w. If gˆ = Ω2g, then
each of these two metrics determine sections of Q. We may pullback a section f of E [w]
via these sections to obtain functions on M , which are related by fˆ = Ωwf . Consider
now the Levi-Civita connection ∇ of the chosen metric g in the conformal class. After
rescaling our metric by multiplying with a nowhere vanishing smooth function Ω2, the
new connection ∇̂ is related to the old connection ∇ according to (see e.g. [6])
∇̂af = ∇af + wΥaf
∇̂aϕb = ∇aϕb + (w + 1)Υaϕb − ϕaΥb + ϕkΥkδ ba
∇̂aωb = ∇aωb + (w − 1)Υaωb −Υbωa + Υkωkgab ,
(7.1)
where Υa = Ω
−1∇aΩ and where f , ϕb and ωb are sections of E [w], TM [w] and T ∗M [w]
respectively. There is a tautological section g of 2T ∗M [2], determined by the conformal
structure, which is known as the conformal metric and which can be used to identify
TM with T ∗M [2]. A conformal scale is a nowhere vanishing local section τ of E [1] which
defines a metric τ−2g in the conformal class. Conversely, a metric in the conformal class
determines (up to a sign) a unique conformal scale. On an arbitrary conformal manifold
M , define [T ]g as follows:
[T ]g := (E [1]⊕ TM [−1]⊕ E [−1], g) .
The notion of a standard tractor bundle can be extended from Sm to an arbitrary
conformal manifold, see e.g. [6, 18, 29].
Definition 7.1.2. The standard tractor bundle T on a conformal manifold (M, [g]) is
given by
T =
⊔
g∈[g]
[T ]g/∼,
i.e. the disjoint union of the [T ]g, parametrised by g ∈ [g] modulo the equivalence relation σˆϕˆa
ρˆ
 =
 σϕa + Υaσ
ρ−Υaϕa − 12ΥaΥaσ
 ∈ [T ]gˆ ∼
 σϕa
ρ
 ∈ [T ]g. (7.2)
Remark 7.1.3. The conformal metric g induces an isomorphism TM [−1] ∼= T ∗M [1],
so often the weighted cotangent bundle T ∗M [1] is used instead to define the standard
tractor bundle [18, 29].
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There is an alternative and perhaps more canonical way to construct the standard tractor
bundle. It has the advantage that the relation (7.2) is explained. It requires the use of
the exact sequence (4.1) applied to the bundle E [1]:
0 −→ 2T ∗M [1] −→ J2(E [1]) −→ J1(E [1]) −→ 0
and
0 −→ T ∗M [1] −→ J1(E [1]) −→ E [1] −→ 0
It is known that 2T ∗M = 2oT ∗M ⊕ E [−2], i.e. 2T ∗M can be split into a trace-free
part and a trace part. This implies
2T ∗M [1] = 2oT ∗M [1]⊕ E [−1],
so that 2oT ∗M [1] is a subbundle of J2(E [1]), as the composition of injective functions
is injective. We can define the standard tractor bundle T as the quotient
T := J2(E [1])
/
2oT ∗M [1] ,
which by definition yields an exact sequence
0 −→ 2oT ∗M [1] −→ J2(E [1]) −→ T −→ 0.
There is also an exact sequence derived from the 2-jet sequence
0 −→ E [−1] −→ T −→ J1(E [1]) −→ 0,
which shows that E [−1] is a subbundle of T . On the other hand, there is a projection
of T on E [1] through the composition T −→ J1(E [1]) −→ E [1]. Denoting T 0 the kernel
of this projection map, it is easy to see that there is a canonical filtration
T = T −1 ⊃ T 0 ⊃ T 1 := E [−1],
such that the associated graded bundle is isomorphic to
gr T = E [1]⊕ T ∗M [1]⊕ E [−1].
This definition of T has the advantage that it implies the existence of a second order
invariant differential operator D : J2(E [1]) −→ T .
Proposition 7.1.1. For any preferred connection ∇, the map
D : J2(E [1]) −→ T : σ 7→ σ :=
 σ∇aσ
− 1m(∆σ + Pσ)
 ,
where P is the trace of the Rho tensor Pab =
1
m−2
(
Rab − R2(m−1)gab
)
, induces an iso-
morphism between T and the associated graded bundle gr(T ). Moreover, changing the
connection ∇ to ∇ˆ with the corresponding one-form Υ, we obtain the tractor bundle
transformation (7.2).
139
Proof. The proof can be found in [18], but we will show how the rescaling (7.2) can be
obtained. If ∇ˆ is another preferred connection corresponding to gˆ = Ω2g, then the first
component clearly stays the same. For the second component, we get ∇ˆaσ = ∇aσ+Υaσ
from (7.1) with Υa = Ω
−1∇aΩ, so that ϕˆa = ϕa + Υaσ. From this, we can also compute
∇ˆa(∇ˆbσ) = ∇ˆa(∇bσ + Υbσ)
= ∇a∇bσ + gabΥc∇cσ + σ∇aΥb −ΥaΥbσ + gabΥcΥcσ.
On the other hand, we need an expression for the Rho tensor Pˆab under a change of
scale, which is given by (see e.g. [29]):
Pˆab = Pab −∇aΥb + ΥaΥb − 1
2
ΥcΥcgab.
Adding both expressions and contracting with − 1mgab leads to
− 1
m
(∆ˆσ + Pˆ σ) = − 1
m
(∆σ + Pσ)−Υa∇aσ − 1
2
ΥaΥaσ,
so that we can put ρˆ = ρ−Υaϕa − 12ΥaΥaσ.
Remark 7.1.4. The conformally invariant second order differential operator
D : Γ(E [1]) −→ Γ(T ) : σ 7→
 σ∇aσ
− 1m(∆σ + Pσ)

is known as the D-operator and is an example of a splitting operator for Γ(E [1]). The
tractor I := Dσ is known as the scale tractor corresponding to σ ∈ Γ(E [1]).
There is a well defined conformally invariant connection on T which is called the tractor
connection ∇T . In case of the standard tractor bundle and after a choice of scale, it is
given by (see e.g. [6, 29, 40] for more details)
∇Ta
 σϕb
ρ
 =
 ∇aσ − ϕa∇aϕb + g ba ρ+ P ba σ
∇aρ− Pabϕb
 , (7.3)
Sections of T which are parallel for this connection are in one-to-one correspondence
with solutions for the following equation
∇(a∇b)0σ + P(ab)0σ = 0, σ ∈ Γ(E [1])
which determines whether the corresponding metric g = σ−2g in the conformal class is
an Einstein metric, see [29] for details. This leads to the following definition:
Definition 7.1.3. A manifold equiped with a conformal structure [g] is said to be con-
formally Einstein if and only if there exist a metric in the conformal class which is
Einstein, i.e. if there exist parallel tractors.
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In what follows, it is more useful to use abstract indices. Therefore, we put EA := T ,
EA := T ∗ and we will denote tensor products as
EA1,...,AkB1,...,B` := T ⊗ . . .⊗ T︸ ︷︷ ︸
k times
⊗T ∗ ⊗ . . .⊗ T ∗︸ ︷︷ ︸
` times
We will use upper case indices for tractors and lower case indices to denote tensor
bundles, i.e.
Ea1,...,akb1,...,b` := TM ⊗ . . .⊗ TM︸ ︷︷ ︸
k times
⊗T ∗M ⊗ . . .⊗ T ∗M︸ ︷︷ ︸
` times
.
As before, we will also denote EA[w] := T ⊗ E [w] and we will use the notation EA[w] to
denote both the bundle and the space of sections of that bundle. Despite the fact that the
tractor connection is conformally invariant, the canonical connection on a tensor product
of a tractor bundle and a vector bundle, i.e. the so-called coupled tractor Levi-Civita
connection, is not. This causes two problems:
(i) There is no conformally invariant connection on weighted tractor bundles: after
rescaling the metric, the connection changes and is related the old one according
to
∇̂as = ∇as+ wΥas, s ∈ Γ (T [w]) .
(ii) Since
∇Ta
 σϕb
ρ
 ∈ Γ (T ⊗ T ∗M) ,
it means that the tractor connection is no longer conformally invariant when iter-
ating.
Fortunately, there is a differential operator which can be used in a somewhat simi-
lar manner as a connection (although it is not a connection), which is defined on any
weighted tractor bundle and which can be iterated. It is known as the D-operator and
it is defined as follows (see also [6, 55] and references therein):
D : Γ(EΦ[w]) −→ Γ(EA ⊗ EΦ[w − 1]) : σ 7→
 w(m+ 2w − 2)σ(m+ 2w − 2)∇aσ
− (∆− wP )σ
 ,
where Φ stands for any number of indices (both below and above), where P the trace of
the rho tensor and ∆ = gab∇a∇b is the tractor Laplacian, with ∇ the coupled tractor
Levi-Civita connection. Note that if w = 1− m2 , we get
Dσ =
 00
− (∆ + (1− m2 )P )σ
 ,
which, after projecting to the bottom slot, yields a conformally invariant operator. It
is this operator that will be used in the next section to construct particular higher spin
Laplace operators.
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Remark 7.1.5. When applying the D-operator to a density E [w] with weight w = 1−m2 ,
we get a conformally invariant operator which is called the conformal Laplace operator
(or Yamabe operator).
To conclude this section, it is worth pointing out that there is a well-defined metric on
EA, which is called the tractor metric hAB. It is given by the following formula (see e.g.
[6]):
hABU
AV B := σ1ρ2 + σ2ρ1 + gabϕ
aψb,
where
UA =
σ1ϕa
ρ1
 and V B =
σ2ψb
ρ2
 .
It is easily checked that this metric is conformally invariant. The tractor metric hAB
provides us with an isomorphism of EA with its dual EA and can thus be used to raise
and lower tractor indices.
7.2 Construction of the higher spin Laplace operators
7.2.1 Method
There are many different methods to construct conformally invariant differential opera-
tors [13, 17, 21, 22, 41, 55, 56]. The method we will pursue here is based on a conformally
invariant embedding of (weighted) tensor bundles into (weighted) tractor bundles. These
embeddings are the so-called splitting operators:
Definition 7.2.1. Suppose T is a (weighted) tensor bundle and T is a (weighted) tractor
bundle. A splitting operator S : T −→ T is a conformally invariant differential operator
such that there exists a g0-component projection pr : T −→ T with the property that
pr ◦ S = IdT .
As an example, we have the following splitting operator:
S : E [−1] −→ EA : ρ 7→
00
ρ
 .
This operator is indeed invariant, as can easily be seen from equation (7.2).
Once the splitting operator is applied to a section of T , we apply the tractor Laplacian,
which is a conformally invariant operator on tractors. The result of that could be either
of the form 
...
0
Df
∗
...
 or

...
∗
Df
∗
...
 , (7.4)
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where D is a differential operator. In the former situation, it suffices to apply an algebraic
projection to the middle slot to obtain an explicit expression of the operator we wanted
to construct. In the latter case, we still have to apply a dual splitting operator, which
is the formal adjoint of a splitting operator (see [14] and below).
Remark 7.2.1. The construction of general splitting operators is often a difficult task.
There are some algorithms available (see e.g. [22, 77]), but computing splitting operators
with these algorithms become nearly impossible for arbitrary tensors.
7.2.2 The generalised Maxwell operator
In this section, we will construct an explicit expression for D1, which acts on sections
of the bundle induced from the irreducible p-representation with highest weight λ =(
1− m2 |1, 0, . . . , 0
)
. This bundle is isomorphic to the bundle Ea[w−1], where w = 1− m2 .
As explained in section 7.2.1, our first step is to find a splitting operator for Ea[w − 1].
An explicit expression for which is obtained in the following proposition:
Proposition 7.2.1. The splitting operator S : Ea[w − 1]→ EA[w] is explicitly given by
S(ϕa) =
 0ϕa
− 1w+m−1∇aϕa
 ,
where ∇a is the Levi-Civita connection for a chosen metric g.
Proof. To prove this statement, we have to verify that the expression S(ϕa) transforms
according to equation (7.2). Choosing a different metric gˆ changes the Levi-Civita con-
nection to ∇̂a and from equation (7.1), we obtain
∇̂aϕa = ∇aϕa + (w +m− 1)Υaϕa.
We thus get
Ŝ(ϕa) =
 0ϕˆa
− 1w+m−1∇̂aϕa
 =
 0ϕa
− 1w+m−1∇aϕa −Υaϕa
 =
 0ϕa
− 1w+m−1∇̂aϕa
 .
Now that we have obtained a splitting operator, we need an explicit expression for the
connection Laplacian on EA[w], which follows from the definition of ∆:
∆
 σϕc
ρ
 = gab∇a∇b
 σϕc
ρ
 = gab∇a
 ∇bσ − ϕb∇bϕc + g cb ρ+ P cb σ
∇bρ− Pbcϕc
 ,
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which leads to
gab
 ∇a∇bσ −∇aϕb −∇bϕa − gabρ− Pabσ∇a∇bϕc + gbc∇bρ+∇a (P cb σ) + g ca ∇bρ− g ca Pbdϕd − P ca ϕb + P ca ∇bσ
∇a∇bρ−∇a
(
Pbdϕ
d
)− Pad (∇bϕd + g db ρ+ P db σ)
 .
We will use the following relations to simplify this expression when contracting with the
metric:
gacPadϕ
d + P cd ϕ
d = 2P cb ϕ
a
gabg ca ∇bρ = gbc∇bρ = ∇cρ
∇a (P acσ) + P ac∇aσ = ∇a (P ac)σ + 2P ac∇aσ.
This yields:
∆
 σϕc
ρ
 =
 (∆− P )σ −mρ− 2∇aϕa∆ϕc − 2P ca ϕa + 2∇cρ+ 2P ac∇aσ + σ∇aP ac
(∆− P ) ρ− PabP abσ − 2P ab∇aϕb − ϕb∇aP ab
 .
This expression can be simplified even further using the following lemma, which can be
proved using the Bianchi identity for the Riemann curvature tensor.
Lemma 7.2.1. The following relation holds:
∇aRab =
1
2
∇bR,
where Rab denotes the Ricci tensor and R is the scalar curvature.
We then obtain the following relation:
∇aP ab =
1
m− 2
(
∇aRab −
1
2(m− 1)∇bR
)
=
1
2(m− 1)∇bR = ∇bR,
and therefore, the expression for the connection Laplacian becomes
∆
 σϕc
ρ
 =
 (∆− P )σ −mρ− 2∇aϕa∆ϕc − 2P ca ϕa + 2∇cρ+ 2P ac∇aσ + σ∇cP
(∆− P ) ρ− PabP abσ − 2P ab∇aϕb − ϕa∇aP
 .
We now have obtained all the necessary ingredients to obtain an explicit expression for
the generalised Maxwell operator.
Theorem 7.2.1. The generalised Maxwell operator D1 : Ea[−m2 ] −→ Ea[−2 − m2 ] on
manifolds with a conformal structure is given by
D1ϕc = ∆ϕc − 4
m
∇c∇aϕa − 2P ca ϕa +
(
1− m
2
)
Pϕc.
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Proof. First, we act with the splitting operator on a section ϕc of Ea[−m2 ]:
S(ϕc) =
 0ϕc
− 2m∇aϕa
 .
Subsequently, we act with the operator  := ∆ +
(
1− m2
)
P , which is an invariant
operator on EA[1− m2 ], to obtain
 ◦ S(ϕc) =
 0∆ϕc − 4m∇c∇aϕa − 2P ca ϕa + (1− m2 )Pϕc
− 2m (∆− P )∇aϕa − 2P ab∇aϕb − ϕa∇aP +
(
1− m2
)
Pϕc
 .
One can then algebraically project on the middle slot to obtain the desired operator.
For a given metric g in the conformal class of a conformal manifold, the trace-free part
of its Riemann curvature tensor is known as the Weyl tensor W . This tensor is a
conformally invariant tensor, see e.g. [29, page 11].
Remark 7.2.2. We can add the action of the Weyl tensor to ∆+
(
1− m2
)
P . Therefore,
the expression for D1 is not unique as any two expressions for D1 can have different
curvature terms. This is why our expression differs from the one in [56].
7.2.3 The square of the generalised Maxwell operator
The operator D21, which is a fourth order operator, is also a conformally invariant oper-
ator. However, the operator acts on sections of the bundle induced from the irreducible
p-representation with highest weight λ =
(
2− m2 |1, 0, . . . , 0
)
(see chapter 4 for more
details). Since the construction of this operator will be a lot more complicated, we
will restrict ourselves to the construction on conformally Einstein manifolds. On such
manifolds, there exists a class of conformally invariant differential operators of order 2k
Pk : EΦ
[
−m
2
]
−→ EΦ
[
−k − m
2
]
,
with ∆k as the leading term [54, Theorems 3.2, 3.3]. These operators are called gener-
alised GJMS operators and are given by the following formula (see [54, Theorem 3.4]):
Theorem 7.2.2. On a manifold with Einstein metric g, the operator Pk of order 2k is
given by the formula
P gk =
k∏
l=1
(
∆g − m
2
(m
2
+ l − 1
)(m
2
− l
)
P g
)
,
where ∆g is the connection Laplacian for g and P g is the trace of the Rho tensor for g.
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For D21, we also need the formal adjoint of the splitting operator from proposition 7.2.1.
A formal adjoint is defined as follows (see also [77]): consider a vector bundle E and its
dual E∗ and the conformal volume form  ∈ Ωm[m], which has conformal weight m, so
that the pairing
〈·, ·〉 : Γ(E)× Γ(E∗[−m]) −→ E
(ϕ,ψ) 7→
∫
ϕψ,
where ϕ and ψ are two compactly supported sections, is well-defined on conformal man-
ifolds. For an invariant differential operator S : E1 −→ E2, we define its formal adjoint
S∗ : E∗2 [−m] −→ E∗1 [−m] by means of
〈Sϕ,ψ〉 = 〈ϕ, S∗ψ〉, ∀ϕ ∈ Γ(E1),∀ψ ∈ Γ(E∗2 [−m]).
We then have the following proposition:
Proposition 7.2.2. The dual splitting operator S∗ : EA[w] → Ea[w − 1] is explicitly
given by
S∗
 σϕa
ρ
 = ϕa − 1
w − 1∇
aσ,
where ∇a is the Levi-Civita connection for a chosen metric g.
Proof. It is known from proposition 7.2.1 that the splitting operator for Ea[w] is given
by
S(ϕa) =
 0ϕa
− 1w+m−1∇aϕa
 ,
We can then consider the pairing with a tractor in EA[−(w +m)], which leads to
〈S(ϕa),
 σψa
ρ
〉 = ∫ gabϕaψb − 1
w +m− 1σ∇aϕ
a
=
∫
gabϕ
aψb +
1
w +m− 1ϕ
a∇aσ
= 〈ϕa, ψb + 1
w +m− 1∇
bσ〉
= 〈ϕa, S∗
 σψa
ρ
〉,
where in the second equality, partial integration was used. We thus obtained a dual
splitting S∗ : EA[−(w + m)] → Ea[−(w + m + 1)], which can easily be turned into the
dual splitting S∗ : EA[w]→ Ea[w − 1] as required.
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We then obtain the following theorem:
Theorem 7.2.3. On a conformally Einstein manifold, the square of the generalised
Maxwell operator D21 : Ea[1− m2 ] −→ Ea[−3− m2 ] is given by
D21(ϕc) = ∆2ϕc −
8
m+ 2
∆∇c∇aϕa + curvature terms
Proof. We start by computing the action of (∆− c2P ) on S(ϕc), which leads to
(∆− c2P )
 0ϕa
cw∇aϕa
 =
 −(2 +mcw)∇aϕa(∆− c2P )ϕc − 2mPϕc + 2cw∇c∇aϕa
cw∆∇aϕa −
(
2
m + (1 + c2)cw
)
P∇aϕa − ϕa∇aP
 , (7.5)
where we have put cw := −(w+m−1)−1 and c1 := m2
(
m
2 + 1
) (
m
2 − 2
)
. When we apply
∆− c1P to this result, we obtain an expression of the formλ1(s1, s2, s3)− c1s1Pλ2(s1, s2, s3)− c1s2P
λ3(s1, s2, s3)− c1s3P
 ,
where si is the i-th entry of the matrix from equation (7.5). As the expression for the
dual splitting only contains the entries of the first two slots of the tractor, we will ignore
the explicit expression for λ3(s1, s2, s3) in what follows. The terms λ1(s1, s2, s3) and
λ2(s1, s2, s3) are given by:
λ1(s1, s2, s3) = (∆− P )∇aϕa −mcw∆∇aϕa + (2 + (1 + c2)mcw)P∇aϕa +mϕa∇aP
− 2∇a
(
∆ϕc −
(
c2 +
2
m
)
Pϕc + 2cw∇a∇dϕd
)
λ2(s1, s2, s3) = ∆(∆− c2P )ϕc − 2
m
∆ (Pϕc) + 2cw∆∇c∇aϕa
− 2
m
P (∆− c2P )ϕc + 4
m2
P 2ϕc − 4cw
m
P∇c∇aϕa
+ 2cw∆∇c∇aϕa − 2
(
2
m
+ (1 + c2)cw
)
∇c (P∇aϕa)− 2∇c (ϕa∇aP )
− 2
m
(2 +mcw)P∇c∇aϕa − (2 +mcw) (∇aϕa) (∇cP ) .
Applying the dual splitting operator S∗ leads to
λ2(s1, s2, s3)− c1s2P + dw (λ1(s1, s2, s3)− c1s1P ) ,
where dw := −(1 + w)−1. The pure differential part of this expression is given by
∆2ϕc + ξw∆∇c∇aϕa,
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where ξw := 4cw − 4dw − 2(m + 2)cwdw. If we substitute the correct values for cw and
dw, we get
ξw = 2
m− 6
(w +m− 1)(w + 1) .
Since the conformal weight is w = 2− m2 , the pure differential part simplifies to
∆2ϕc − 8
m+ 2
∆∇c∇aϕa,
which completes the proof.
The pure differential part of this operator corresponds exactly to what was found in [36]
for D21 on Rm.
Remark 7.2.3. The curvature terms of the square of the generalised Maxwell operator
can be obtained by some tedious but straightforward computations, which leads to the
following completely explicit expression:
D21(ϕc) = ∆2ϕc −
8
m+ 2
∆∇c∇aϕa − (m− 2)P∆ϕc
− m
2 − 2m− 4
2m
ϕc∆P − m
2 − 2m− 4
m
(∇aP ) (∇aϕc)
+
m4 − 4m3 + 4m2 − 16
4m2
P 2ϕc + 2
m2 + 4m− 4
m(m− 6) ∇
c (ϕa∇aP )
+ 4
m3 − 6m2 + 4m+ 32
m(m+ 2)(m− 6) P∇
c∇aϕa + 2m
3 − 6m2 + 8m+ 64
m(m+ 2)(m− 6) (∇
cP ) (∇aϕa) .
7.2.4 The case of D2
In the final section of this chapter, we will obtain an explicit expression for the operator
D2 which acts on sections of E(ab)o [w−2], where the brackets around the indices indicate
symmetrisation, the subscript ()o indicates the fact that the tensors are traceless and
where w = 1− m2 . Again, our first step is to find a splitting operator for such bundles.
To do so, we need the transformation behaviour of a symmetric tractor of rank two, i.e.
of E(AB)[w]. In order to derive this transformation behaviour, we will make use of the
following identification: T (AB) ↔ U (AV B), i.e.
U (AV B) =
1
2
σ1ϕa
ρ1
 (σ2 ψb ρ2) +
σ2ψa
ρ2
 (σ1 ϕb ρ1)

=
σ1σ2 12(σ1ψb + σ2ϕb) 12(σ1ρ2 + σ2ρ1)∗ 12(ϕaψb + ϕbψa) 12(ρ1ψb + ρ2ϕb)
∗ ∗ ρ1ρ2

↔
σ ϕb α∗ T ab ψb
∗ ∗ ρ
 . (7.6)
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A tractor UA is identified with its counterpart UˆA in a new scale according to equation
(7.2), i.e.
UˆA =
 σϕa + Υaσ
ρ−Υaϕa − 12Υ2σ
 .
This means that the transformation of TAB can be obtained by comparing
U (AV B) ↔ Uˆ (A Vˆ B)
under the identification from above. If we calculate this symmetric product, we again
find a matrix whose entries are given as follows (we list them using their position for the
sake of simplicity):
(1, 1)→ σ1σ2
(1, 2)→ 1
2
(σ1ψ
b + σ2ϕ
b) + σ1σ2Υ
b
(1, 3)→ 1
2
(σ1ρ2 + σ2ρ1)− 1
2
Υb(σ1ψ
b + σ2ϕ
b)− 1
2
Υ2σ1σ2
(2, 2)→ ϕ(aψb) + 1
2
Υ(a(σ1ψ
b) + σ2ϕ
b)) + ΥaΥbσ1σ2
(2, 3)→ 1
2
(ρ1ψ
b + ρ2ϕ
b) +
1
2
(σ1ρ2 + σ2ρ1)Υ
b −Υpϕ(pψb) − 1
2
σ1σ2Υ
2Υb
− 1
2
Υp(σ1ψ
p + σ2ϕ
p)Υb − 1
4
Υ2(σ1ψ
b + σ2ϕ
b)
(3, 3)→ ρ1ρ2 −Υb(ρ2ϕb + ρ1ψb)− 1
2
Υ2(σ1ρ2 + σ2ρ1) +
1
4
Υ4σ1σ2
+
1
2
Υ2Υb(σ1ψ
b + σ2ϕ
b) + ΥaΥbϕ
(aψb).
So, in the notation from above (with T ab = T ba) this gives:
σˆ = σ
ϕˆb = ϕb + Υbσ
Tˆ ab = T ab + ΥaΥbσ + Υ(aϕb)
αˆ = α− 1
2
Υ2σ −Υbϕb
ψˆb = ψb + αΥb −ΥaT ab −ΥbΥaϕa − 1
2
Υ2ϕb − 1
2
Υ2σΥb
ρˆ = ρ− 2Υbψb −Υ2α+ 1
4
Υ4σ + Υ2Υbϕ
b + ΥaΥbT
ab.
(7.7)
To obtain a splitting operator, we first need a technical lemma:
Lemma 7.2.2. For any section T bc of Ebc[w], we have
∇̂aT bc = ∇aT bc + (w + 2)ΥaT bc −ΥbT ca −ΥcT ba + Υd(T dcδ ba + T bdδ ca ).
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Proof. It suffices to prove this lemma for T bc = ub⊗ vc with ub ∈ Eb and vc ∈ Ec[w]. We
then get
∇̂aT bc = ∇̂a
(
ub ⊗ vc
)
= (∇̂aub)⊗ vc + ub ⊗ (∇̂avc)
= (∇aub)⊗ vc + Υaub ⊗ vc −Υbua ⊗ vc + Υkuk ⊗ vcδ ba
+ ub ⊗ (∇avc) + (w + 1)Υaub ⊗ vc −Υcub ⊗ va + Υkub ⊗ vkδ ca
=∇a(ub ⊗ vc) + (w + 2)Υaub ⊗ vc −Υbua ⊗ vc −Υcub ⊗ va
+ Υku
k ⊗ vcδ ba + Υkub ⊗ vkδ ca
Simplifying this expression and substituting T bc = ub⊗vc leads to the desired result.
We then arrive at the following proposition:
Proposition 7.2.3. The splitting operator S : E(ab)o [w − 2] → E(AB)[w] is explicitly
given by
S(T ab) =
0 0 00 T ab − 1w+m∇aT ab
0 ∗ 1(w+m)(w+m−1)∇a∇bT ab + 1w+m−1PabT ab
 ,
where ∇a (resp. Pab) is the Levi-Civita connection (resp. the Rho tensor) for a chosen
metric g.
Proof. We have to prove that S(T ab) transforms according to equation (7.7). Choosing
a different metric gˆ changes to Levi-Civita connection to ∇ˆa and from lemma 7.2.2, we
obtain
∇̂bT bc = ∇bT bc + (w +m)ΥbT bc. (7.8)
This means that
− 1
w +m
∇̂aT ab = − 1
w +m
∇aT ab −ΥaT ab,
which is the proper transformation behaviour (see equation (7.7)). From equations (7.1)
and (7.8), we get
∇̂a∇̂bT bc = ∇̂a(∇bT bc + (w +m)ΥbT bc)
=∇a(∇bT bc + (w +m)ΥbT bc) + (w − 1)Υa(∇bT bc + (w +m)ΥbT bc)
−Υc(∇bT ba + (w +m)ΥbT ba) + δ ca Υk(∇bT bk + (w +m)ΥbT bk).
Note that the second term gets a factor (w − 1), which comes from the fact that the
tensor T bc has weight w − 2 and it does not change after action of ∇a or contraction.
Using the fact that T bc = T cb, the contraction over (a, c) yields:
∇̂a∇̂bT ab =∇a∇bT ab + (w +m)
(
T ab∇aΥb + Υb∇aT ab
)
+ Υa∇bT ab
+ (w +m)ΥaΥbT
ab −Υa∇bT ba − (w +m)ΥaΥbT ba
+mΥa∇bT ab +m(m+ w)ΥaΥbT ab.
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In view of the fact that
Υa∇bT ba = gacΥc∇bT bdgda = δadΥa∇bT bd = Υa∇bT ab
and hence also ΥaΥbT
b
a = ΥaΥbT
ab, the terms on the second and third row can easily
be added. Further, as our original tensor is symmetric, we also have that
Υa∇bT ab = Υa∇bT ba = Υb∇aT ab,
where in the last term we just renamed indices. We can thus rearrange the terms, until
we get
∇ˆa∇ˆbT ab =∇a∇bT ab + 2(w +m− 1)Υb∇aT ab + (m+ w − 2)(m+ w)ΥaΥbT ab
+ (w +m)T ab∇aΥb.
Recalling that
Pˆab = Pab −∇aΥb + ΥaΥb − 1
2
ΥcΥcgab,
we have
α∇̂a∇̂bT ab + βPˆabT ab = α∇a∇bT ab + βPabT ab
+ 2α(w +m− 1)Υb∇aT ab + α(m+ w − 2)(m+ w)ΥaΥbT ab
+
(
α(w +m)− β)T ab∇aΥb + βΥaΥbT ab
where (α, β) are some unknown constants that need to be fixed by comparing this ex-
pression to
α∇a∇bT ab + βPabT ab + 2
w +m
Υb∇aT ab + ΥaΥbT ab,
which is what we should obtain from the transformation behaviour from equation (7.7).
By doing so, we get the desired expressions for α and β which completes the proof.
Next, we need expressions for the tractor connection and Laplacian on E(AB). These can
be found in the following propositions (see also [56, Appendix B]):
Proposition 7.2.4. The tractor connection on E(AB) is explicitly given by
∇a
σ ϕb α∗ T ab ψb
∗ ∗ ρ
 =
(1, 1) (1, 2) (1, 3)∗ (2, 2) (2, 3)
∗ ∗ (3, 3)
 ,
where
(1, 1) = ∇aσ − 2ϕa
(1, 2) = ∇aϕb − T ba + P ba σ + g ba α
(1, 3) = ∇aα− ψa − Pabϕb
(2, 2) = ∇T ab + 2g (ba ψc) + 2P (ba ϕc)
(2, 3) = ∇aψb + g ba ρ+ P ba α− PacT bc
(3, 3) = ∇aρ− 2Pabψb.
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Proof. It suffices to apply ∇a to a tractor of the form U (AV B), i.e.:
∇aU (AV B) = 1
2
(
(∇aUA)⊗ V B + UA ⊗ (∇aV B) + (∇aV B)⊗ UA + V B ⊗ (∇aUA)
)
.
The proof then follows from tedious but straightforward computations using the expres-
sion from the tractor connection on standard tractors (equation (7.3)) and the identifi-
cation from equation (7.6).
Proposition 7.2.5. On a section of E(AB) of the form
UAB =
0 0 00 T bc ψb
0 ∗ ρ
 ,
the action of the connection Laplacian ∆ = gab∇a∇b is given by
∆UAB =
(1, 1) (1, 2) (1, 3)∗ (2, 2) (2, 3)
∗ ∗ (3, 3)
 ,
with
(1, 1) = 2T aa
(1, 2) = −2∇aT ab − (m+ 2)ψb
(1, 3) = −2∇aψa −mρ+ 2PabT ab
(2, 2) = ∆T bc − 4P (ba T c)a + 4∇(bψc) + 2gbcρ
(2, 3) = ∆ψb − 4P abψa + 2∇bρ− P ca ∇cT ab − Pψb −∇a(PacT bc)
(3, 3) = (∆− 2P )ρ− 4Pab∇bψa + 2PabP bcT ac − 2ψa∇bPab.
Proof. The proof follows from direct computations using the definition of ∆. We there-
fore first act with ∇b, i.e.
∇b
0 0 00 T cd ψc
0 ∗ ρ
 =
0 −T cb −ψb∗ ∇bT cd + 2g (cb ψd) ∇bψc + g cb ρ− PbdT cd
∗ ∗ ∇bρ− 2Pbcψc

acting with ∇a, we get
(1, 1) = 2Tab
(1, 2) =−∇aT cb −∇bT ca − g ca ψb − g cb ψa − gabψc
(1, 3) =−∇aψb −∇bψa − gabρ+ PbdT da + PadT db
(2, 2) = ∇a∇bT cd − 2P (ca T d)b − 2g (ca T d)jPjb + 2∇a(g (cb ψd))
+ 2g (ca ∇bψd) + 2g (ca g d)b ρ
(2, 3) = ∇a∇bψc + g cb ∇aρ−∇a(PbdT cd) + g ca (∇bρ− 2Pbdψd)− P ca ψb
− Pad(∇bT cd)− 2Padg (cb ψd)
(3, 3) = ∇a∇bρ− 2∇a(Pbcψc)− 2Pac(∇bψc + g cb ρ− PbdT cd).
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Contracting this expression with gab leads to the desired result.
We now have obtained all necessary ingredients to obtain an explicit expression for the
higher spin Laplace operator D2.
Theorem 7.2.4. On manifolds with a conformal structure, the higher spin Laplace
operator
D2 : E(ab)o
[
−1− m
2
]
−→ E(ab)o
[
−3− m
2
]
is given by
D2T bc = ∆T bc − 8
m+ 2
∇(b∇aT c)a + 8
m(m+ 2)
gbc∇a∇dT ad
− 4P (ba T c)a4 +
4
m
gbcPadT
ad +
(
1− m
2
)
PT bc.
Proof. First, we act with the splitting operator from proposition 7.2.3 on a section T bc
of E(ab)o [−1− m2 ]:
S(T bc) =
0 0 00 T ab − 2m+2∇aT ab
0 ∗ 4m(m+2)∇a∇bT ab + 2mPabT ab
 .
Subsequently, we act with the operator  = ∆+(1−m2 )P , which is an invariant operator
on EAB[1− m2 ], to obtain an expression of the form
 ◦ S(T bc) =
0 0 ∗0 ∗ ∗
∗ ∗ ∗
 .
One can then algebraically project on the (2, 2)-slot to obtain the desired operator, which
is explicitly given by
D2T bc = ∆T bc − 8
m+ 2
∇(b∇aT c)a + 8
m(m+ 2)
gbc∇a∇dT ad
− 4P (ba T c)a4 +
4
m
gbcPadT
ad +
(
1− m
2
)
PT bc.
Remark 7.2.4. The purely differential part of the operator D2 corresponds exactly to
what we found in chapter 5 when we rewrote the operator D2 in tensor notation.
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Appendix A
Proof of theorem 3.2.2
In this appendix, we will complete the proof of theorem 3.2.2:
Theorem A.0.1. The projection operator
Π : Pk,l(R2m,C) ∩ ker
(
∆x,∆u
) −→ Hk,l(R2m,C) ,
is defined as
Π =
+∞∑
i,j=0
βi,j(k, l)C
iSjuA
iSjx,
where the coefficients βi,j(k, l) are given by:
βi,j(k, l) =
(−1)i+j
i!j!
(k + m2 − i+ j − 1)(l + m2 − j − 3)(i)
(k + m2 + j − 1)(l + m2 − 3)(i)(k + l +m− 4)(i)(k − l + 2)(j)
.
Before we prove this theorem, we need some additional results concerning generalised
hypergeometric functions.
Definition A.0.1. The generalised hypergeometric function is defined as:
pFq
[
a1, . . . , ap
b1, . . . , bq
; z
]
=
+∞∑
j=0
(a1)
(j) . . . (ap)
(j)
(b1)(j) . . . (bq)(j)
zj
j!
,
where ai, bj ∈ R for 1 ≤ i ≤ p and 1 ≤ j ≤ q.
Definition A.0.2. The generalised hypergeometric function pFq
[
a1, ..., ap
b1, ..., bq
; z
]
is called
k-balanced (k ∈ N) if and only if
p∑
i=1
ai =
q∑
j=1
bj − k.
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Lemma A.0.1. The following equality holds:
4F3
[
a, b, c, d
e− 1, f, g ; 1
]
= 4F3
[
a, b, c, d
e, f, g
; 1
]
+
abcd
(e− 1)efg 4F3
[
a+ 1, b+ 1, c+ 1, d+ 1
e+ 1, f + 1, g + 1
; 1
]
Proof. Follows from straightforward computations.
A key lemma that will be used in the proof is known as Whipple’s transformation. The
proof of it can be found in e.g. [78, 87].
Lemma A.0.2. If one of z or n is a positive integer and if the hypergeometric function
is 1-balanced, the following equality holds:
4F3
[
a, b, −z, −n
u, v, w
; 1
]
=
Γ (v + z + n) Γ (w + z + n) Γ (v) Γ (w)
Γ (v + z) Γ (v + n) Γ (w + z) Γ (w + n)
× 4F3
[
u− a, u− b, −z, −n
u, 1− v − z − n, 1− w − z − n ; 1
]
As we want to apply Whipple’s transformation to a 3-balanced hypergeometric function,
we need a transformation formula to transform a 3-balanced hypergeometric function
into a 1-balanced. To obtain such a formula, we need the following lemma:
Lemma A.0.3. The following equality holds for n ∈ N:
3F2
[−1, a+ c, b− c
a+ n, b+ n
; z
]
× 4F3
[−n+ 1, a+ b+ n+ 1, a+ c, b− c
a+ 1, b+ 1, a+ b+ 1
; z
]
− 4F3
[−n, a+ b+ n, a+ c, b− c
a+ 1, b+ 1, a+ b+ 1
; z
]
= z(z − 1)(1− n)(a+ b+ n+ 1)(a+ c)(b− c)
(a+ 1)(b+ 1)(a+ n)(b+ n)
× 4F3
[−n+ 2, a+ b+ n+ 2, a+ c+ 1, b− c+ 1
a+ 2, b+ 2, a+ b+ 1
; z
]
.
Proof. After some tedious, but straightforward computations, the left-hand side of the
equation can be written as:
LHS =
1
(a+ n)(b+ n)
+∞∑
j=2
Cj
(1− n)(j−1)(a+ b+ n+ 1)(j−1)(a+ c)(j−1)(b− c)(j−1)
(a+ 1)(j−1)(b+ 1)(j−1)(a+ b+ 1)(j−2)(j − 2)!
zj
+
(1− n)(a+ b+ n+ 1)(a+ c)(b− c)
(a+ 1)(b+ 1)(a+ n)(b+ n)
z,
where
Cj =
(a+ c)(b− c)
(a+ b+ j − 1)(j − 1) −
(a+ n)(b+ n)(a+ c+ j − 1)(b− c+ j − 1)
(a+ j)(b+ j)(a+ b+ j − 1) .
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The right-hand side can be written as:
RHS =
1
(a+ n)(b+ n)
+∞∑
j=2
Dj
(1− n)(j−1)(a+ b+ n+ 1)(j−1)(a+ c)(j−1)(b− c)(j−1)
(a+ 1)(j−1)(b+ 1)(j−1)(a+ b+ 1)(j−2)(j − 2)!
zj
+
(1− n)(a+ b+ n+ 1)(a+ c)(b− c)
(a+ 1)(b+ 1)(a+ n)(b+ n)
z,
where
Dj =
(j − n)(a+ b+ n+ j)(a+ c+ j − 1)(b− c+ j − 1)
(a+ j)(b+ j)(a+ b+ j − 1)(j − 1) − 1.
A simple computation shows that Cj = Dj for all integers j, which proves the lemma.
Putting z = 1 in the previous lemma, one obtains:
Corollary A.0.1. The following equality holds for n ∈ N:
4F3
[−n, a+ b+ n, a+ c, b− c
a+ 1, b+ 1, a+ b+ 1
; 1
]
=3F2
[−1, a+ c, b− c
a+ n, b+ n
; 1
]
× 4F3
[−n+ 1, a+ b+ n+ 1, a+ c, b− c
a+ 1, b+ 1, a+ b+ 1
; 1
]
Also note that: 3F2
[
−1, a+c, b−c
a+n, b+n ; 1
]
= 1− (a+c)(b−c)(a+n)(b+n) .
We will now prove the theorem.
Proof of theorem 3.2.2. It is clear that Π[Hk,l] = Hk,l, so it remains to prove that
Π[CiSjuHk−i+j,l−i−j ] = 0 ⇐⇒ G(k, l) :=
i∑
a=0
j∑
b=0
αa,bi,j (k, l)βa,b(k, l) = 0,
where the coefficient αa,bi,j (k, l) are given in proposition 4.5. Using the following identity
(x− j)(n) = (x− 1)(j)(x)
(n)
(x+ n− 1)(j)
,
the left-hand side can be written as a (double) sum that can be expressed as follows:
G(k, l) =
j∑
b=0
(−1)b
(
j
b
)(k − l + j + 1)(b) (k + m2 − i− 1)(b) (l + m2 − i− 2)(b)
(k − l + 2)(b) (k + m2 − 1)(b) (l + m2 − 2)(b)
× 6F5
[−i, −K − L+ i+ 3, −K − j + 1, −K − b+ 2, −L+ j + 2, −L+ b+ 3
−K − L+ 4, −K + 2, −K − b+ 1, −L+ 3, −L+ b+ 2 ; 1
]
,
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with (K,L) :=
(
k + m2 , l +
m
2
)
, as before. The hypergeometric function can be rewritten
as a sum of hypergeometric functions of lower order. By doing so using some tedious
but straightforward computations, we arrive at:
G(k, l) = T1 +
i(K + L− i− 3)(K + j − 1)(L− j − 2)
(K − 1)(K − 2)(L− 2)(L− 3) T2, (A.1)
where
T1 = 4F3
[−j, K − L+ j + 1, K − i− 1, −L+ i+ 2
K − L+ 2, K − 1, −L+ 2 ; 1
]
× 4F3
[−i, −K − L+ i+ 3, −K − j + 1, , −L+ j + 2
−K − L+ 4, −K + 2, −L+ 3 ; 1
]
,
and
T2 = 4F3
[−j, K − L+ j + 1, K − i− 1, −L+ i+ 2
K − L+ 2, K, −L+ 3 ; 1
]
×
(
4F3
[−i+ 1, −K − L+ i+ 4, −K − j + 2, , −L+ j + 3
−K − L+ 5, −K + 3, −L+ 4 ; 1
]
+
(i− 1)(K + L− i− 4)(K + j − 2)(L− j − 3)
(K + L− 4)(K + L− 5)(K − 3)(L− 4)
×4F3
[−i+ 2, −K − L+ i+ 5−K − j + 3, −L+ j + 4
−K − L+ 6, −K + 4, −L+ 5 ; 1
])
.
The term T2 can be simplified using lemma A.0.1. This leads to
T2 = 4F3
[−j, K − L+ j + 1, K − i− 1, −L+ i+ 2
K − L+ 2, K, −L+ 3 ; 1
]
× 4F3
[−i+ 1, −K − L+ i+ 4, −K − j + 2, , −L+ j + 3
−K − L+ 4, −K + 3, −L+ 4 ; 1
]
.
Applying Whipple’s transformation (lemma A.0.2) to the first factor of T1 and to the
second one of T2, we get
G(k, l) =
Γ (i+ j) Γ (−L+ i+ j + 3)H(k, l)
Γ (−L+ i+ 3) Γ (K − L+ j + 2) 4F3
[−i, −j, −K − j + 1, −K − i− 1
1− i− j, −L+ 2, L− i− j − 2 ; 1
]
,
where H(k, l) is given by
H(k, l) :=
Γ (K − L+ 2) Γ (K − 1)
Γ (i) Γ (K + j − 1)
× 4F3
[−i, −K − L+ i+ 3, −K − j + 1, −L+ j + 2
−K − L+ 4, −K + 2, −L+ 3 ; 1
]
+ i(K + j − 1)Γ (K − L+ i+ j + 1) Γ (4−K − L) Γ (L−K − i− j) Γ (1−K)
Γ (j + 1) Γ (i+ 3−K − L) Γ (L−K − j) Γ (i+ 2−K)
× Γ (2− L) Γ (L− 1)
Γ (j + 2− L) Γ (L− i− 1) 4F3
[−j, K − L+ j + 1, K − i− 1, −L+ i+ 2
K − L+ 2, K, −L+ 3 ; 1
]
.
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Applying lemmas A.0.1 and A.0.2 to H(k, l), this reduces to:
H(k, l) := (K − 1)(−K + i+ 1)(−L+ i+ 2) + (K + j − 1)(−L+ j + 2)
(−K + i+ 1)(−L+ i+ 2)(−L+ j + 2)
× Γ (K − L+ 2) Γ (K − 1) Γ (i+ j) Γ (−L+ i+ j + 2) Γ (−K + 1) Γ (−K − L+ 4)
Γ (i) Γ (K + j − 1) Γ (−L+ j + 2) Γ (−K − L+ i+ 3) Γ (j + 1) Γ (−K + i+ 1)
× 4F3
[−i+ 1, −j + 1, , K − i− 1−K − j + 1
−L+ 3, 1− i− j, L− i− j − 1 ; 1
]
I(k, l)
where I(k, l) is given by
I(k, l) :=
Γ (K − L+ i+ j + 1) Γ (−K + L− i− j) Γ (−L+ 2) Γ (L− 1)
Γ (K − L+ j + 1) Γ (−K + L− j) Γ (−L+ i+ 2) Γ (L− i− 1) − 1
It is easy to show that I(k, l) is zero using some basic gamma function properties, which
completes the proof.
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Appendix B
Action of the conformal group
The standard definition of an invariant operator D on a G-homogeneous bundle EV
over M = G
/
P is that the operator D commutes with the induced action of G on the
space Γ(EV ) of sections of EV , see chapter 4 for more details. In this appendix, we
will use some results from [16] to explain how to obtain the harmonic inversion JR from
definition 5.2.3. Therefore we will use the homogeneous space G
/
P where G is the
conformal group Pin(1,m + 1). The group G is the double cover of the the orthogonal
group O(1,m+ 1). There is a nice way to describe this group using the so-called Vahlen
matrices, see e.g. [1, 84]. In order to introduce them, we first have to introduce the
Clifford group, which is a subgroup of Rm defined by means of
Γ(m) =

k∏
j=1
xj : xj ∈ Rm \ {0} , k ∈ N
 ,
In the following theorem, we also need the main involution (reversion) on Rm which is
defined on basis vectors as e∗i1...ik := eik...i1 = (−1)
k(k−1)
2 ei1...ik . We then have:
Theorem B.0.1. Suppose g ∈ Pin(1,m+ 1) is a conformal transformation, then there
exists a 2× 2-matrix
Ag :=
(
a b
c d
)
such that:
(i) a, b, c, d ∈ Γ(m) ∪ {0}.
(ii) ab∗, cd∗, c∗a, d∗b ∈ Rm.
(iii) ad∗ − bc∗ = ±1.
All conformal transformations can be written in the form T (x) = (ax + b)(cx + d)−1,
where x ∈ Rm. Such maps are well-defined on the conformal compactification of the
Euclidean space Rm, which is the m-dimensional sphere Sm. The group G acts tran-
sitively on Sm and the isotropy group P of the point 0 ∈ Rm is the sub-group of G
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where the associated Vahlen matrices have the property that b = 0. The group P is a
parabolic subgroup of G. We now have a specific realisation of Sm = G
/
P , which turns
the m-dimensional sphere into a homogeneous space.
In what follows, we shall only consider vector bundles associated to irreducible P -
representations. Due to condition (iii), elements of P have the property that a−1 = ±d∗
and P is a semi-direct product of G0 = Pin(m) × R+ and a commutative normal sub-
group. This means that its irreducible representations are tensor products of irreducible
representations of Pin(m) with a one-dimensional representation of R+. They are clas-
sified by a highest weight λ for Pin(m) and by a complex number ν ∈ C, called the
conformal weight. The normal subgroup of P acts trivial on irreducible representations
due the Engel’s theorem. For p ∈ P , the entry a ∈ Γ(m) of the associated Vahlen matrix
Ap :=
(
a 0
c d
)
has nonzero spinor-norm, i.e. N (a)2 := aa¯ 6= 0. Here a¯ is the Clifford conjugation,
defined on basis vectors as e¯i1...ik := (−1)keik...i1 . This means that a ∈ Γ(m) can be
written as the product of aN (a) ∈ Pin(m) and N (a) ∈ R+. If ρλ : Pin(m) −→ Aut (Vλ) is
an irreducible Pin(m)-representation with highest weight λ and ν ∈ C, then we denote
by ρνλ the irreducible representation of P on Vλ, which is given by
ρνλ(p)[v] := N (a)2νρλ
(
a
N (a)
)
[v],
where v ∈ Vλ, p ∈ P and Ap =
(
a 0
c d
)
.
In chapters 5 and 6, we only discussed differential operators acting on sections of ho-
mogeneous bundles over the open subset Rm ⊂ Sm, which can be considered embedded
into the sphere Sm by the map
i : Rm −→ Sm : x 7→
(
1 x
0 1
)
P.
Such an embedding makes it possible to identify the space of sections Γ(EV ) with the
space of smooth functions C∞ (Rm,Vλ), i.e. for every section s ∈ Γ(EV ) defined on the
open subset Rm ⊂ Sm, we define the associated smooth function as follows:
f : Rm −→ Vλ : x 7→ f(x) := s(i(x)).
The induced action of G on the space of smooth Vλ-valued functions is then given by
(see e.g. [16])
g · f(x) := N (cx+ d)2νρλ
(
(cx+ d)∗
N (cx+ d)
)[
f
(
ax+ b
cx+ d
)]
, (B.1)
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where g−1 =
(
a b
c d
)
∈ G. Note that the absence of a minus sign in the exponent of
N (cx+ d) is due to a difference in conventions for the conformal weight.
The Kelvin inversion on Rm is given by x 7→ − x|x|2 which corresponds to the matrix
Ag :=
(
0 1
−1 0
)
.
Using equation (B.1) and the fact that N (x) = xx¯ = |x|2, this implies that the action
of the Kelvin inversion on functions is given by
Ag · f(x) = |x|2w ρλ
(
x
|x|
)[
f
(
x
|x|2
)]
.
If the function f takes values in the space Hk, then this action becomes
Ag · f(x) = |x|2−m f
(
x
|x|2 ,
xux¯
|x|2
)
. (B.2)
Recall that the conformal weight in case of the higher spin Laplace operator is given by
w = 1− m2 , which explains the exponent for |x|.
Remark B.0.1. The expression from equation (B.2) is different from the one from
definition 5.2.3, but the difference is only up to an overall minus sign.
163
164
Appendix C
Explicit proof of conformal
invariance and ellipticity
In this appendix, we first consider the conformal invariance in more detail. The following
technical result was already mentioned in expression (5.1):
Proposition C.0.1. The following property holds for all 1 ≤ j ≤ m:
JR∂xjJR = 2〈u, x〉∂uj − 2uj〈x, ∂u〉+ |x|2 ∂xj − xj (2Ex +m− 2)
Proof. Suppose Pq(x, u) ∈ Pq (Rm,Hk), i.e. ExPq = qPq. The action of JR on Pq is
given by:
JRPq = |x|2−m Pq
(
x
|x|2 ,
xux
|x|2
)
:= |x|2−m−2q Pq (x, v(x)) ,
where v(x) is defined through the second equality. We thus get:
∂xjJRPq = |x|2−m−2q
(
˙∂xjPq (x˙, v(x)) +
˙∂xjPq (x, v˙(x))
)
+ (2−m− 2q)xj |x|−m−2q Pq.
Here, the dot on the argument of the function and partial derivative is to point out that
the partial derivative only acts on that argument. The first and the last term are the
same as for the C-valued case (using the inversion J ), which leads to the generalised
symmetry
J ∂xjJ = |x|2 ∂xj − xj(2Ex +m− 2).
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The remaining term gives:
JR
(
|x|2−m−2q ˙∂xjPq (x, v˙(x))
)
= JR
(
|x|2−m−2q
m∑
i=1
∂vi
∂xj
˙∂viPq (x, v˙(x))
)
= JR
(
|x|2−m−2q
m∑
i=1
∂
∂xj
(
ui − 2〈x, u〉|x|2 xi
)
˙∂viPq (x, v˙(x))
)
= −2JR
(
|x|2−m−2q
m∑
i=1
(
ujxi
|x|2 +
〈x, u〉δij
|x|2 − 2
〈x, u〉xixj
|x|4
)
˙∂viPq (x, v˙(x))
)
= 2
(
−
(
uj − 2〈x, u〉xj|x|2
)
〈x, ∂u〉+ 〈x, u〉∂uj − 2
〈x, u〉〈x, ∂u〉
|x|2
)
Simplifying the last term completes the proof.
We then arrive at the main proposition, stating that the special conformal transforma-
tions are generalised symmetries of the higher spin Laplace operator:
Proposition C.0.2. The special conformal transformations
JR∂xjJR := 2〈u, x〉∂uj − 2uj〈x, ∂u〉+ |x|2 ∂xj − xj (2Ex +m− 2) ,
with j ∈ {1, · · · ,m} are generalised symmetries of the higher spin Laplace operator.
Using the fact that
[AB,CD] = A[B,C]D +AC[B,D] + [A,C]DB + C[A,D]B,
we first can prove the following technical lemmas:
Lemma C.0.1. For all 1 ≤ j ≤ m, we have:
[∆x,JR∂xjJR] = −4xj∆x + 4〈u, ∂x〉∂uj − 4uj〈∂u, ∂x〉.
Proof. Follows from straightforward calculations.
Lemma C.0.2. For all 1 ≤ j ≤ m, we have:
[〈u, ∂x〉〈∂u, ∂x〉,JR∂xjJR] = 2 |u|2 ∂uj 〈∂u, ∂x〉 − 4xj〈u, ∂x〉〈∂u, ∂x〉
+
(〈u, ∂x〉∂uj − uj〈∂u, ∂x〉) (2Eu +m− 2) .
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Proof. Denoting Cj := JR∂xjJR, we get:
[〈u, ∂x〉〈∂u, ∂x〉, Cj ] =2〈u, ∂x〉〈x, ∂u〉∂xj + 2〈u, x〉∂xj 〈∂u, ∂x〉
− 〈u, ∂x〉∂uj (2Ex +m− 2)− 2〈u, ∂x〉xj〈∂u, ∂x〉
+ uj (2Ex +m− 2) 〈∂u, ∂x〉 − 2xj〈u, ∂x〉〈∂u, ∂x〉
+ 2〈u, ∂x〉 (Eu + Ex +m) ∂uj + 2 |u|2 ∂uj 〈∂u, ∂x〉
− 2〈u, x〉∂xj 〈∂u, ∂x〉 − 2〈u, ∂x〉∂xj 〈x, ∂u〉
− 2uj (Eu − Ex) 〈∂u, ∂x〉
=2〈u, ∂x〉〈x, ∂u〉∂xj − 〈u, ∂x〉∂uj (m− 2)
− 2 (xj〈u, ∂x〉 − uj) 〈∂u, ∂x〉+ uj (m− 2) 〈∂u, ∂x〉
− 2xj〈u, ∂x〉〈∂u, ∂x〉+ 2〈u, ∂x〉 (Eu +m) ∂uj
+ 2 |u|2 ∂uj 〈∂u, ∂x〉 − 2uj〈∂u, ∂x〉 (Eu − 1)
− 2〈u, ∂x〉
(〈x, ∂u〉∂xj + ∂uj) .
Simplifying the last expression completes the proof.
Lemma C.0.3. For all 1 ≤ j ≤ m, we have:
[|u|2 〈∂u, ∂x〉2,JR∂xjJR] = −4xj |u|2 〈∂u, ∂x〉2 + 2 |u|2 ∂uj 〈∂u, ∂x〉 (2Eu +m− 4) .
Proof. Again denoting Cj := JR∂xjJR, we get:
[|u|2 〈∂u, ∂x〉2, Cj ] = 4 |u|2 〈x, ∂u〉〈∂u, ∂x〉∂xj − 4 |u|2 xj〈∂u, ∂x〉2
− 2 |u|2 ∂uj 〈∂u, ∂x〉 (2Ex +m− 2)− 4uj〈u, x〉〈∂u, ∂x〉2
+ 4 |u|2 (Ex + Eu +m+ 1) 〈∂u, ∂x〉∂uj + 4uj〈u, x〉〈∂u, ∂x〉2
− 4 |u|2 〈∂x, ∂u〉∂xj 〈x, ∂u〉
= 4 |u|2 〈x, ∂u〉〈∂u, ∂x〉∂xj − 4 |u|2 xj〈∂u, ∂x〉2
− 2 |u|2 ∂uj 〈∂u, ∂x〉 (2Ex +m− 2)− 4uj〈u, x〉〈∂u, ∂x〉2
+ 4 |u|2 ∂uj 〈∂u, ∂x〉 (Ex + Eu +m+ 1− 3) + 4uj〈u, x〉〈∂u, ∂x〉2
− 4 |u|2 〈x, ∂u〉〈∂x, ∂u〉∂xj − 4 |u|2 ∂uj〈∂x, ∂u〉
There is no term with ∆u involved because we work with Hk-valued functions. Simpli-
fying the last expression completes the proof.
Now we can put everything together, hereby again using the notation Cj :
DkCj = CjDk + [Dk, Cj ]
= (Cj − 4xj)Dk + 4
(〈u, ∂x〉∂uj − uj〈∂u, ∂x〉)
− 4
2k +m− 2
(〈u, ∂x〉∂uj − uj〈u, ∂x〉) (2Eu +m− 2)− 82k +m− 2m |u|2 ∂uj 〈u, ∂x〉
+
8
(2k +m− 2)(2k +m− 4) |u|
2 ∂uj 〈∂u, ∂x〉 (2Eu +m− 4)
= (Cj − 4xj)Dk ,
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which completes the proof of proposition C.0.2. Finally, we also prove that the higher
spin Laplace operator is elliptic. We first start with the definition of ellipicity:
Definition C.0.1. A linear homogeneous differential operator of second order
D : C∞ (Rm,Vλ) −→ C∞ (Rm,Vµ) ,
where Vλ and Vµ are vector spaces, is elliptic if for every non-zero vector x ∈ Rm its
principle symbol, which is a linear map σx(D) : Vλ −→ Vµ obtained by replacing its
partial derivatives ∂xj with the corresponding variables xj, is a linear isomorphism.
Theorem C.0.1. The higher spin Laplace operator, which is explicitely given by
Dk := ∆x − 4
2k +m− 2
(
〈u, ∂x〉 − |u|
2
2k +m− 4〈∂u, ∂x〉
)
〈∂u, ∂x〉
is an elliptic operator if m > 4.
Proof. To prove the theorem, we will show that for fixed x ∈ Rm0 the symbol of the
higher spin Laplace operator, which is given by
σx(Dk) = |x|2 − 4
2k +m− 2
(
〈u, x〉 − |u|
2
2k +m− 4〈x, ∂u〉
)
〈x, ∂u〉 : Hk −→ Hk,
is a linear isomorphism. As the symbol is clearly a linear map, it remains to be proven
that the map is injective. To do so, we will need a clever choice for a basis forHk (Rm,C),
which will be obtained using the classical CK extension for harmonic polynomials [63].
Therefore, we need the classical Kelvin inversion J , which is given by
J : C∞ (Rm,C) −→ C∞ (Rm0 ,C) : f(u) 7→ J [f ](u) := |u|2−m f
(
u
|u|2
)
In this case, we also have that
sl(2) ∼= Span (J ∂ujJ , ∂uj , 2Eu +m− 2) ,
where J ∂ujJ is explicitly given by
J ∂ujJ = |u|2 ∂uj − uj (2Eu +m− 2)
For x ∈ Rm0 fixed, we have
J 〈x, ∂u〉J = |u|2 〈x, ∂uj 〉 − 〈u, x〉 (2Eu +m− 2) ,
which means that we can write the symbol of Dk as
σx(Dk) = |x|2
(
1 +
4
(2k +m− 2)(2k +m− 4) (J 〈ω, ∂u〉J ) 〈ω, ∂u〉
)
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The branching rules for the Lie algebra so(m) state that when we restrict the action on
the irreducible representation with highest weight λ = (k, 0 . . . , 0) to so(m− 1), we get
the following decomposition:
(k, 0, . . . , 0)
∣∣∣∣so(m)
so(m−1)
=
k⊕
j=0
(k − j, 0, . . . , 0).
This means that an arbitrary harmonic polynomial Hk(u) ∈ Hk (Rm,C) can be written
as
Hk(u) =
k∑
j=0
(J 〈ω, ∂u〉J )j H∗k−j(u),
where H∗k−j(u) ∈ Hk−j (Rm,C) such that 〈ω, ∂u〉H∗k−j(u) = 0. The right-hand side of
the equation is then clearly invariant under the action of so(m−1), where so(m−1) has
to be understood as the Lie algebra corresponding to the subgroup of SO(m) containing
rotations in the hyperplane perpendicular to ω ∈ Rm. Using the relation
[〈ω, ∂u〉, (J 〈ω, ∂u〉J )j ] = −2 (J 〈ω, ∂u〉J )j−1 (2Eu +m− 3) ,
which is a relation in the universal enveloping algebra U(sl(2)) that can be proved by
induction, the equation σx(Dk)Hk(u) = 0 leads to the following system:
Hk(u) +
k∑
j=1
(
1− 4j(2k +m− j − 3)
(2k +m− 2)(2k +m− 4)
)
(J 〈ω, ∂u〉J )j H∗k−j(u) = 0.
Since the polynomials H∗k−j(u) ∈ Hk (Rm,C) are linearly independent for 1 ≤ j ≤ k, we
have that either H∗k−j(u) = 0 for all 1 ≤ j ≤ k, which means that kerσx(Dk) = 0 or that
1− 4j(2k +m− j − 3)
(2k +m− 2)(2k +m− 4) = 0,
⇐⇒ (2k +m− 4)(2k +m− 2)− 4j(2k +m− j − 3) = 0.
The latter is a polynomial of second order in m and has two roots:
m = −2(k − j − 1) and m = −2(k − j − 2).
It is easy to see that for k ∈ N fixed, only m ≤ 4 causes trouble. This means that
kerσx(Dk) = 0 whenever m > 4, which proves the statement.
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Harmonische analyse is de studie van de kern van de Laplace-operator ∆x =
∑m
j=1 ∂
2
xj .
Deze operator duikt op in diverse wetenschappelijke domeinen zoals bijvoorbeeld inge-
nieurswetenschappen, klassieke en kwantum fyisca, algebra en (differentiaal)meetkunde.
Vanuit algebra¨ısch standpunt kan men de Laplace operator opvatten als een rotatie-
invariante operator. De doorsnede van de kern van ∆x met de ruimte Pk (Rm,C) van
C-waardige homogene polynomen van graad k definieert een irreducibele representatie
van de rotatie-groep [51, 53]. De ruimte P (Rm,C) van C- waardige polynomen speelt
een belangrijke rol in representatie theorie. Zo definie¨ren bepaalde deelruimten van
P (Rm,C) modellen voor irreducibele representaties voor allerlei Lie-groepen. Ook in
analyse speelt de ruimte van polynomen een belangrijke rol: het is een dichte deelruimte
van de ruimte van gladde functies, wat van cruciaal belang is in approximatie theorie.
De Laplace-operator en zijn symbool |x|2 = ∑mj=1 x2j spannen een Lie-algebra op die
isomorf is met sl(2). De universal enveloping algebra van deze Lie algebra bevat alle
SO(m)-invariante operatoren die op C-waardige polynomen inwerken [53, section 5.6].
De ruimte P (Rm,C) kan dus ontbonden worden in irreducibele representaties voor het
product sl(2) × SO(m), wat men een Howe dual pair noemt [53, 58, 59]. Als men zich
beperkt tot homogene polynomen, dan is dit een voorbeeld van een Fischer ontbinding.
In de eerste sectie van hoofdstuk 2 ligt de focus op het invoeren van nodige begrip-
pen om al deze resultaten te kunnen formuleren. Daarna wordt in de tweede sectie de
veralgemening van de Howe dualiteit stelling naar polynomen die afhangen van twee
vector-veranderlijken, ook soms een matrix veranderlijke genoemd, ingevoerd. Hoewel
de technieken die in deze thesis ontwikkeld worden in principe kunnen veralgemeend wor-
den naar een willekeurig aantal vector-veranderlijken zullen wij ons hier voornamelijk
beperken tot twee vector-veranderlijken. De reden is dat het rekenwerk in het geval van
twee vector-veranderlijken nog handelbaar is terwijl dat in meerdere vector-veranderlijken
meestal niet zo is. In het geval van twee vector-veranderlijken is de algebra van SO(m)-
invariante operatoren U(sp(4)) en de ontbinding van P (R2m,C) wordt opnieuw beschreven
door een Howe dual pair, namelijk sp(4)× SO(m). In deze setting moet de Laplace op-
erator echter vervangen worden door een set operatoren in sp(4) en er zijn verschillende
mogelijkheden (elk van deze bevatten de Laplace-operatoren in zowel x als u):
(i) Men kan de ruimte Pk,l (Rm,C) van homogene polynomen in twee vector veran-
derlijken snijden met de kernen van de positieve roots in sp(4). De ruimte die men
171
op die manier bekomt noemt men de ruimte van simpliciale harmonieken en deze
vormt een irreducibele SO(m)-representatie.
(ii) Men kan de ruimte Pk,l (Rm,C) ook snijden met de kernen van een set van max-
imaal commuterende operatoren in sp(4). Deze ruimte definie¨ert niet langer een
irreducibele representatie, maar is wel cruciaal in Howe’s resultaat (zie sectie 2.2).
We zullen daarom dit soort polynomen Howe harmonieken noemen.
(iii) Ten slotte kan men ook de dubbele harmonieken beschouwen:
P (Rm,C) ∩ ker (∆x,∆u) .
Merk op dat volgende inclusies gelden:
simpliciaal harmonieken ⊂ Howe harmonieken ⊂ dubbele harmonieken.
Het eerste doel van deze thesis is om een algoritme te ontwikkelen om polynomen in
twee vector veranderlijken expliciet te ontbinden in irreducibele stukken. Terwijl dat in
e´e´n vector veranderlijke neerkomt op het ordenen van de bouwstenen volgens graad van
homogeniteit, wordt dat in twee vector-veranderlijken een stuk ingewikkelder aangezien
de volgende problemen moeten worden opgelost:
(i) Eerst moet er een geschikte ordening op de irreducibele stukken in de Fischer
decompositie gedefinieerd worden.
(ii) Daarna moeten er projectie operatoren geconstrueerd worden die op elk van die
stukken afzonderlijk projecteren.
Om dit op te lossen zullen we een nieuwe basis voor invariante polynomen invoeren
waarop een geschikte realisatie van de Lie-algebra sl(2) kan inwerken (zie sectie 2.3).
Daarna zullen extra creatie en annihilatie operatoren worden gedefinieerd die inwerken
op deze nieuwe basisvectoren. Als gevolg hiervan zullen SO(m)-invariante polynomen
in twee vector veranderlijken kunnen ontbonden worden in irreducibele representaties
voor sl(2). Hierdoor wordt het mogelijk om de ruimte P(R2m,C) te ontbinden in tensor
producten van twee (irreducibele) sl(2)-representations. Helaas zal blijken ( zie sectie
2.4) dat het onmogelijk is om op deze manier projectie operatoren te construeren om op
elk van de irreducibele stukken in de ontbinding te projecteren.
Gelukkig kan dit probleem opgelost worden door een alternatieve ontbinding in te voeren
(zie hoofdstuk 3): eerst zal de klassieke (e´e´n vector veranderlijke) Fischer decomposi-
tie in de variabelen x ∈ Rm en u ∈ Rm afzonderlijk gebruikt worden om polyomen
te bekomen in de ruimte van dubbele harmonieken. Daarna hebben we een algoritme
nodig om zulke polynomen verder te ontbinden in irreducibele stukken voor de groep
SO(m). Hiervoor zullen we een zogenaamde transvector algebra invoeren, dewelke de rol
zal spelen van sp(4) als de duale partner van de rotatie groep. In sectie 3.2, wordt een
bepaald moduul ingevoerd voor deze transvector algebra wat ons in staat zal stellen om
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een veralgemening te bewijzen van de klassieke Howe dualiteit in twee vector verander-
lijken. In deze setting worden de generatoren van deze transvector algebra uitgedrukt
in termen van inbeddingen van ruimten van simpliciaal harmonieken naar ruimten van
dubbele harmonieken. De generatoren voldoen aan een set kwadratische relaties die ge-
bruikt zullen worden om expliciete projectie operatoren te definie¨ren (zie sectie 3.2.3).
Een andere typische eigenschap van de Laplace-operator is dat deze een conform in-
variante vergelijking definieert. Riemanniaanse invariantentheorie is nauw verwant met
de representatie theorie van de rotatie-groep en als gevolg zijn er enorm veel invar˜iante
differentiaal-operatoren: iedere differentiaal-operator die uitsluitend de metriek, de Levi-
Civita connectie en diverse krommingstensoren bevat is een invariante operator. In con-
forme meetkunde daarentegen is dit verre van waar aangezien de conforme groep een
grotere groep is die de rotatie-groep bevat als deelgroep. De classificatie van conform
invariante differentiaal- operatoren op conform vlakke structuren kent zijn oorsprong in
de jaren 70 in [9, 65], maar de auteurs van deze papers waren echter ge¨ınteresseerd in
de classificatie van homomorfismen van (veralgemeende) Verma modulen van simpele
Lie- algebra’s. In sommige gevallen vormden deze homomorfismen resoluties, Bernstein-
Gelfand-Gelfand resoluties genoemd en vaak afkort als BGG resoluties. Gekromde ver-
sies van BGG resoluties werden geconstrueerd in de setting van parabolische meetkunde
in [21] en de methode werd drastisch vereenvoudigd in [17]. Hoewel dit het classificatie
vraagstuk oploste is de explicite constructie van veel van deze operatoren tot op vandaag
nog altijd een onopgelost probleem.
In het tweede deel van deze thesis zal er framework ontwikkeld worden om een bepaalde
klasse twee orde conform invariante operatoren te construeren en bestuderen, die we
hogere spin Laplace operatoren zullen noemen en die opgevat kunnen worden als ver-
algemening van de Laplace-operator. In hoofdstukken 5 en 6 zullen we ons beperken
tot de vlakke ruimte Rm. Dit heeft als voordeel dat we gladde functies die waarden
aannemen in een bepaald SO(m)-moduul kunnen gebruiken in plaats van secties van
bepaalde vector-bundels. In het geval van de hogere spin Laplace-operator kunnen we
functies gebruiken die waarden aannemen in de ruimte van harmonieken, die we als
model gebruiken voor de nodige irreducibele SO(m)-representatie. Vanuit dit standpunt
kunnen de resultaten uit deze hoofdstukken gezien worden als de scalaire versie van de
functie theorie voor de Rarita-Schwinger operator op Rm uit [16].
Nadat we een expliciet uidrukking voor de hogere spin Laplace operator gevonden hebben
zullen zowel de polynomial nuloplossingen als de fundamentele oplossing uitv˜oerig bestudeerd
worden. Een eerste poging om een expliciete uitdrukking voor de hogere spin Laplace-
operator gebeurt door middel van een educated guess: elke twee orde operator die de
ruimte van gladde functies met waarden in de harmonieken afbeeldt op zichzelf is in
essentie een lineaire combinatie van ∆x en de samenstelling van een twistor operator
met zijn formal adjoint. Hierdoor kan de hogere spin Laplace operator gedefinieerd wor-
den als de unieke lineaire combinatie van deze twee operatoren die conform invariant is.
In tegenstelling tot de meetkundige aanpak zoals hierboven uitgelegd worden conforme
transformaties op Rm uitgedrukt in termen van Mo¨bius transformaties [1, 84], maar
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om de expliciete vorm van de hogere spin Laplace-operator te vinden zullen we gebruik
maken van de Lie-algebra symmetriee¨n [67]. De constructie van de hogere spin Laplace
operator kan geformaliseerd worden door gebruik te maken van resultaten bekomen door
Branson in [13] uit te drukken in de taal van transvector algebra’s, bekomen in hoofd-
stuk 3. Als gevolg hiervan zal een verdere veralgemening van de hogere spin Laplace
operator, naar het geval van k vector veranderlijken, kunnen bekomen worden.
Ten slotte zullen deze operatoren geconstrueerd worden op willekeurige conforme mani˜folds,
hetgeen beter aansluit bij de originele setting waarin deze operatoren werden geclassi-
ficeerd. Om dit te doen zal er gebruikt gemaakt worden van tractor calculus, wat een
systematische aanpak biedt om conforme meetkunde te bestuderen. In hoofdstuk 7,
zullen bepaalde voorbeelden van hogere spin Laplace operatoren geconstrueerd worden
op conforme manifolds door gebruik te maken van tractor calculus. Als in de bekomen
uitdrukkingen de krommingst˜ensoren nul gekozen worden krijgen we de uitdrukkingen
die eerder gevonden werden op Rm in hoofdstuk 5.
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