Abstract-Satellite remote sensing has become an essential observing system to obtain comprehensive information on the status of coastal habitats. However, a significant challenge in remote sensing of optically shallow water is to correct the effects of the water column. This challenge becomes particularly difficult due to the spatial and temporal variability of water optical properties. In order to model the light distribution for optically shallow water and retrieve the bottom reflectance, a parameterized model was proposed by introducing an important adjusted factor g. The synthetic data sets generated by HYDROLIGHT were utilized to train a neural network (NN) and then to derive the adjustable parameter values. The parameter g was found to vary with water depth, water optical properties, and bottom reflectance. Specifically, it revealed two obvious patterns among the different benthic habitat types. In coral reef, seagrass, and macrophyte habitats, g exhibited a remarkable peak at about 550 nm. The peak has a value of about 2.47-2.49. In white sand or hardpan habitats, g spectra are relatively flat. The semi-empirical model was applied to calculate the bottom reflectance from the new weighting factor, the downward diffuse attenuation coefficient, and the irradiance reflectance just below the sea surface collected in Sanya Bay in 2008 and 2009. Good agreement between the predicted and measured values demonstrated that the weighting factor g is an effective tool to modify the model for interpreting and predicting bottom reflectance without the need for any localized input (R 2 > 0.79).
the complex water column correction issue is the complexity of radiative transfer in an optically shallow environment [2] . Single/quasi-single scattering theory and numerical simulations are often utilized to estimate water column effects [3] . In these approaches, a parameterized forward model takes a series of parameters describing the optical properties of participating media. A unique attenuation coefficient is used to represent the diffuse attenuation for upwelling and downwelling radiance. It is assumed that the diffuse attenuation for downwelling irradiance is equal to the vertical diffuse attenuation coefficient for upward flux. However, Lee suggested that the difference between the diffuse attenuation coefficients for upwelling and downwelling radiance may increase the uncertainties of the results [4] . In Lee's algorithm, the diffuse attenuation coefficients are parameterized as a function of total absorption and backscattering. Theoretically, this method could reduce the error due to the difference between the diffuse attenuation coefficients for upwelling and downwelling radiance, but too many parameters are required. It was indicated that Lee's algorithm could have a high level of error when many parameters are derived together. It yielded errors up to 66% in the clearest waters in the range of 400-499 nm [5] . Mobley developed a spectrum matching and lookup table methodoglogy LUT to retrieve the magnitude of bottom reflectance [6] . Yet, the interaction between multiple parameters (e.g., depth vs. water clarity) makes the problem of LUT construction quite difficult to tackle by analytical means [7] . In addition, the models require that the bottom types be given. It would be desirable to know a significant quantity of bottom reflectance spectra across the entire scene at the time of the image acquisition. However, in some situations, the actual bottom reflectance spectra are not available. The situations could occur when the objective of the work is to produce a bottom-type map from an individual image. The shape or the magnitude of the spectral reflectance of the bottom cover is usually unknown when the models are applied to monitor the biodiversity or health status of seagrass meadow or coral reef by using the remote sensing technique.
Routine or large-scale operational image analysis demands the development of a water column correction algorithm [8] . Often, the model is simplified or includes too many parameters which cannot be measured directly (i.e., the attenuation coefficients for the upward streams originating from the water column and from the bottom). A new method is proposed to solve the radiative transfer problem using a new weighting factor, the downward diffuse attenuation coefficient, and the irradiance reflectance just below the sea surface.
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II. BACKGROUND INFORMATION
Reference [9] presented a model of irradiance reflectance:
where R(0 − ) is the irradiance reflectance just beneath the water surface (see Table I [10] ; H is the value of bottom depth, m; and A is the irradiance reflectance of the bottom.
The reflectance at null depth of the deep ocean, hereafter denoted as R ∞ , is [11] 
A new justified parameter must be introduced to reduce the error when (3) is applied. Equation (3) is based on an assumption that the optical properties in the objective area are similar to the ones in nearby deep oceans. The parameter g could minimize the error due to this assumption. In the model, the upward fluxes can be classified into two categories: 1) one scattered by the series of thin layers and 2) one scattered by the bottom. They do not have the same geometrical structure and do not attenuate in the same way [12] . So, κ C and κ B are presented here to describe the attenuation coefficients for the upward streams originating from the water column and from the bottom. Equation (3) must be written as
To simplify the equation, an operational G coefficient was introduced to replace k d , κ C , and κ B
This is unfortunate since many observations of k d exist, but very few of the attenuation coefficients for the upward streams originating from the water column and the bottom. Thereby, an empirical parameter g is introduced
Substituting (6) into (5) yields 
III. MATERIALS AND PROCEDURE

A. Study Site
The field study was conducted in Sanya Bay, South China Sea (109
. Sanya Bay is dominated by the seagrass, Thalassia. The selection of the sites was based on the homogeneity of the bottom cover and the proximity to a deep zone.
B. In Situ Data Collection
Spectral radiance measurements were taken on 15-20, April, 2008 and 13-18, July, 2009, respectively. The Spectrometer (S2000, Oceanoptics, Inc.) with a 30-m underwater optical cable and an underwater cosine collector and 10
• field-of-view foreoptic allowed measurements of submerged features while scuba diving. An underwater reference panel enabled the determination of reflectance by measuring the nadir radiance of the reference panel. The radiometer operator remained above water to take note of sky and water surface conditions and set the integration time. The spectral scan limits of the instrument are 200 and 1100 nm, with a wavelength resolution of 0.3 nm. The percent of the sky covered by clouds and cloud types (i.e., "thin cirrus") was logged at the time of each measurement event.
To simulate the radiance corresponding to the bands of
were integrated to the spectral band widths (BLUE: 0.45−0.51 µm; GREEN: 0.53−0.59 µm; RED: 0.64−0.67 µm). The simulated radiance for the sensor of L8 was calculated by integrating the relative spectral response of the sensor (RSR) with the hyperspectral radiance at each sampled wavelength, weighted by the relative spectral response
C. HYDROLIGHT Simulation
HYDROLIGHT is a radiative transfer numerical model that can be employed to solve a series of questions in oceanography and limnology. Radiance distribution as a function of depth, direction, and wavelength within any plane-parallel water body was simulated. The effects of elastic and inelastic scatter were calculated by mathematically sophisticated invariant embedding techniques.
HYDROLIGHT-ECOLIGHT version 5 was employed for generating simulated data to analyze the properties of the adjusted parameter g (see the flowchart in Fig. 1 ). The inputs to HYDROLIGHT are summarized in Tables II and III . We set the mineral concentration to zero. During the simulation, cloud cover was assumed to be absent, and the sky radiance distribution was obtained from [13] . Depths varied between 0.5 and 4 m, and the depth interval is 0.1 m.
D. Neural Networks
The empirical parameter g of the model was estimated by means of artificial neural network (NN). We used R(0 − ), R ∞ , k d , and H as input parameters of NN. The outputs of NN can be expressed as [14] 
where ζ and ξ are inputs and outputs, respectively; χ and µ are weights; Φ and ψ are biases; the subscripts in lower case, i.e., ρ, υ, and τ are the numbers of neurons in each layer; f represents transfer functions; and ρ and τ are equal to 4 and 1, respectively. Only one hidden layer is defined for simplification in order to save time and not lessen accuracy, and the number of neurons is originally allowed to vary from 1 to 15 in order to avoid the over-fitting problem. Moreover, the optimal number is finally chosen when the NN run in MATLAB shows the best fit with a hyperbolic tangent function and an identity function for f in sequence, such that the number of neurons (υ) in the hidden layer equals 4. The scattering and absorption just beneath the water surface were obtained from the results of HYDROLIGHT simulations to calculate the ratio.
E. Performance Metric of the Algorithm
The logarithm of the ratio between the estimated results and the in situ measured values was calculated to assess the performance of the algorithm.
XX is a variable, XX in situ is a corresponding in situ measured value; and XX est is an output value of a model); n is the number of valid retrievals [15] .
The mean normalized bias (MNB) was estimated as
The mean absolute percentage difference (APD)
IV. RESULTS
A. Relationships Between Attenuation Coefficients and g Values
An overall view of the comparison among A, R ∞ , and the difference between κ C and κ B is shown in Fig. 2 . Very close to the bottom, κ B could be as high as 2k d if k d is minimum (i.e., when k d is equal to the absorption coefficient-a situation that would occur in a purely absorbing medium and when the incident light is vertical). In natural conditions, κ B is less than 2k d (and always less than κ C ). b bd , k d , κ C , and κ B depend on the progressive rearrangement of the radiative field. Near the surface, k d and b bd depend on the illumination conditions, whereas κ C and κ B depend on the distance traveled upward. The relationships among them are nonlinear and vary on a global scale. There is no obvious way of measuring κ C and κ B values directly. HYDROLIGHT was employed to estimate the diffuse attenuation in our study. The difference spectrum between κ C and κ B always has a positive value, but two patterns obviously exist in these cases. A noticeable trough at 555 nm was shown in a pattern (seagrass and sand bottom with water types C and E, and sand with water type D), but a peak at 555 nm in another pattern (seagrass and sand bottom with water types F, G, and H and seagrass with water type D). In pattern I, the difference between A and R ∞ is relatively larger than the one in pattern II. A is larger than R ∞ in all waveband ranges, and κ C is greater than κ B in these cases. This means that both (A − R ∞ ) and the difference between κ C and κ B are positive. In order to analyze the relationship between A, R ∞ , κ C , and κ B , (4) was modified as
Here, δ κC →κB is the difference between κ C and κ B . The second term of (7) should equal the second term of (14)
Since δ κC →κB is positive, exp(−δ κC→κ B × H) should be less than 1 With A supposedly larger than R ∞ , the first term on the right side in (15) is positive. The local parameter g can be adjusted to compensate the error, and g should be less than It can be seen from Fig. 3 that g spectra of whatever sand or seagrass is lower than the ratio of attenuation coefficients. We assume that k d , κ C , and κ B are the same when k d is used to replace κ C and κ B ; however, this is not the case. Because κ C is greater than κ B , we overestimate exp(−δ κC→κ B × H).
We need to properly magnify exp((−(κ B + k d ) × H) by introducing the adjustable parameter g which is less than 
B. Case1: Variable Bottom Type
According to the analysis discussed above, g varies with κ B . By varying the bottom types while other conditions remain constant (Fig. 4) , the effects of bottom types on g spectra can be assessed. The g values of coral, seagrass, and macrophyte, which are comparable with respect to the magnitude of the albedo (Fig. 5) , vary in a similar manner in all wavebands and increase monotonically and continuously between 400 and 560 nm, followed by a precipitous decrease between 560 and 600 nm. In this case, the first peak is observed at about 554-573 nm and has a value of about 2.47-2.49. In addition, a distinct shoulder appears at about 648 nm. For the other case, in which hardpan and sand albedo were chosen as inputs to the model, the optical characteristics of g spectra are dramatically different. The distinctive features, such as a trough at 565 nm, and relatively flat ranging from 2.34 to 2.39 between 500 and 600 nm, can uniquely specify the g spectra of sand.
C. Case 2: Variable Depth
We used the optical properties in Type C water as inputs. The results show that influence of bottom depth on the local parameter g for sand bottom is greater than for seagrass meadows. From the change in slope of the plot (Fig. 6) , we can see that the peak of the g spectra against wavelength becomes sharper as depth increases, which indicates rapid change of g values. The reason for this is a marked change in the angular distribution of the photon flux with increasing distance from its source, which causes marked change in attenuation. In other words, the greater the distance between one of these thin layers and the reference depth, the greater the angular distribution of the upwelling photon population arising from that thin layer. The average upward cosine of the light field µ su is a function of depth. The lower the value of µ su , the greater the average distance the photons must travel per unit vertical distance traversed. The upward scattered flux is very rich in photons with near-horizontal trajectories according to the shape of the volume scattering function. Because of the enhanced path length, they undergo particularly intense removal from the upwelling stream; there is high attenuation of the flux immediately above the layer of origin. With progressive impoverishment of the population of the more obliquely traveling photons, the rate of attenuation (per unit vertical distance) slows. The variation in the vertical attenuation coefficient for upward irradiance together with that of the average upward cosine are functions of depth. κ C and κ B refer to attenuation with distance increasing upward. For sand bottom, the g spectra against wavelength for the areas where bottom depths are less than 2.5 m are obviously different from those equal or greater than 2.5 m. The character of g spectra changes from a trough at about 565 nm to a peak at about 545 nm when the bottom depth increases from 1 to 4 m. According to the analysis discussed above, the existence of a saltus in the g spectra for sand bottom may indicate a corresponding change of attenuation of the upward photon flux.
D. Case 3: Variable Water Type
Bottom depth and type and other inputs except IOPs were kept invariant to analyze the influence of the optical properties of water. From the results, we can see that g increases with the ratio of scattering to absorption (Fig. 7) . In other words, the more diffuse the water, the greater the attenuation coefficient of the upward flux. The ratio of κ C to k d is essentially governed by the ratio of µ d to µ u , the average cosines for downwelling and upwelling irradiance. κ C : k d decreases as scattering becomes relatively more important than absorption. As the ratio of scattering to absorption increases, the light field at any specified optical depth (e.g., z m , the depth at which downward irradiance is reduced to 10% of the subsurface value) becomes more diffuse, and consequently the angular distribution of the photons scattered upward at that depth becomes more biased toward the horizontal, which causes the increase of g.
E. Bottom Reflectance
In situ data were used to validate the semi-empirical model. The total number of data points is 135 (N = 135). Application of the algorithm to the 135 reflectance spectra yields 131 bottom reflectance (n = 131). The retrieved bottom reflectance contributing to the surface signal with less than 0.5% was removed. The bottom types include seagrass, health coral reef, bleached coral reef, white sand, etc. The retrieved reflectance at BAND1, BAND2, and BAND3 was compared with the in situ measured values at the bands calculated by (8) . The bands correspond to LANDSAT bands (Blue: 0.45−0.51 µm; Green: 0.53−0.59 µm; Red: 0.64−0.67 µm). The predicted and measured values are in good agreement (Fig. 8, R 2 = 0.93, 0.86, and 0.79, respectively, see Table IV ). As expected, the algorithm has a better performance at shorter wavelength. The bottom contribution to the surface signal decreases as the wavelength increases. The predicted and measured values distribute well around 1:1. Root-mean-square error (RMSE) is 0.09, 0.11, and 0.17. The test data include data collected from different areas, different bottom types, and different times. This demonstrates that the model could be effective for optically shallow water.
V. CONCLUSION
This research studied the radiative transfer in optically shallow water and the difference between κ C and κ B . An adjusted parameter g was introduced to modify a radiative transfer model. The synthetic data and in situ data sets were used as the training and test data, respectively. g ranges between 2.3 and 2.6. g spectra showed two patterns for the different bottom types. Dark substrates (i.e., coral reef, seagrass meadow, or macrophytes) exhibited a peak at about 550 nm. However, the spectral curve is flat from 500 to 600 nm for sand and hardpan. Finally, the calculated parameter g was used as input to the semi-empirical model for retrieving the bottom reflectance in Sanya Bay. R 2 for in situ versus predicted data was >0.79. The predicted values and measured values distribute well around 1:1. RMSE is not more than 0.17. Given that the predicted values fit the measured spectra with a high degree of accuracy (R 2 > 0.79), we can be confident in using the semi-empirical model to interpret and predict bottom reflectance. ACKNOWLEDGMENT C. Yang sincerely thanks H. Ye for assisting in data collection. The authors thank Z. Sun for his guidance.
