Identifying true cortical interactions in MEG using the nulling beamformer" Modeling functional brain interaction networks using non-invasive EEG and MEG data is more challenging than using intracranial recording data.
In this article, we describe a modified beamforming approach to accurately measure cortical interactions from EEG/MEG data, designed to suppress cross-talk between cortical regions.
Object / Task
The way it starts, this sentence seems to be the object of the document, but what it really states is the solution to the need (the task)
We estimate interaction measures from the output of the modified beamformer and test for statistical significance using permutation tests.
Task
This is irrelevant information: it belongs in Materials and methods
Since the underlying neuronal sources and their interactions are unknown in real MEG data, we demonstrate the performance of the proposed beamforming method in a novel simulation scheme, where intracranial recordings from a macaque monkey are used as neural sources to simulate realistic MEG signals.
Task This is noise: it offers the solution to a problem of accucary of simulation, and as such it belongs again in Materials and methods
The advantage of this approach is that local field potentials are more realistic representations of true neuronal sources than simulation models and therefore are more suitable to indicate the performance of our nulling beamforming method.
Introduction
Context Although the context is generally clear, it could make use of more general terms to be accessible to a broader audience.
Need
The need is presented from Paragraph 4 onward. It is located appropriately and includes elements of comparison.
Task
The task is clearly defined in Paragraph 5; it could be more concise.
Object
The object of the document is missing.
Conclusion
The first paragraph need not be included in this section: it describes what has been done and gives information about findings without interpretation.
The second paragraph presents a conclusion but mixed with discussion.
The information in the third paragraph is mostly discussion; it presents some perspectives but in a diffuse way.
New abstract
Modeling the functional interaction networks of the brain using non-invasive EEG and MEG data is challenging due to the limited spatial resolution of EEG/MEG. This low spatial resolution is caused by the crosstalk between cortical regions, which most interaction models fail to describe. To accurately model cortical interactions from EEG/MEG data, we modified a beamforming approach designed to suppress cross-talk between cortical regions. This article describes the new approach and illustrates its performance with intracranially measured Local Field Potentials (LFPs). The new approach, called the nulling beamformer method, is effective in addressing the cross-talk problem in cases where the locations of the interfering sources are approximately known. Therefore, the nulling beamformer is not a complete solution but a step towards suppressing cross-talk between cortical regions.
Introduction
Modeling distributed dynamical interactions, or functional connectivity, between cortical regions is a key issue in understanding neural networks in the human brain. Many different methods have been proposed to model functional connectivity, including spectral coherence (Nunez et al., 1997) , phase synchrony (Lachaux et al., 2007) , and Granger causality (Brovelli et al., 2004) . These measures have been widely used to characterize interactions from depth electrode measurements (Brovelli et al., 2004; Ding et al., 2000; Kaminski et al., 2001; Sehatpour et al., 2008) . While in principle they extend to EEG and MEG measurements, their utility is limited by their sensitivity to the cross-talk effect (or linear mixing). The broad spatial sensitivity of MEG/EEG sensors (Nunez et al., 1997) introduces a considerable amount of linear mixing among the sensor measurements. Since interaction measures are limited in their ability to distinguish between true neuronal interactions and the effect of instantaneous linear mixing, applying them directly to raw MEG/EEG measurements would generate false positives.
Many inverse imaging methods have been proposed to create cortical activation maps from the linearly mixed MEG/EEG sensor measurements (Baillet et al., 2001; Lutkenhoner et al., 1996; Darvas et al., 2004) . These include dipole fitting (Scherg and Von Cramon, 1985; Mosher et al., 2005) , linearly constrained minimum variance (LCMV) beamforming (Spencer et al., 1992; Van Veen et al., 1997; Robinson and Vrba, 1999) , and minimum-norm imaging (Jeffs et al., 1987; Dale et al., 2000; Pascual-Marqui, 2002) . Although the estimation of neural source signals using inverse imaging reduces the cross-talk effect present in the raw sensor measurements, most inverse methods primarily focus on creating accurate or unbiased source localization instead of fully eliminating the cross-talk effect. For example, the limited resolution of minimum-norm imaging leaves substantial cross-talk between nearby regions, as we demonstrate later in the article.
An LCMV beamformer has higher resolution than minimum-norm imaging when the cortical sources are focal, which makes them more suitable for assessing interactions (Hadjipapas et al., 2005) . However, the underlying assumption of adaptive beamformer is that the neural sources are incoherent. When signals exhibit coherent behavior, the beamformer will fail to form deep nulls at the locations of other coherent sources due to partial cancellation (Reddy et al., 1987) . Therefore, the output of adaptive beamformers can suffer from signal cancellation and cross-talk effects, which can confound subsequent interaction analysis.
There are several possible approaches to deal with the linear cross-talk problem. One is to define new interaction measures that are less sensitive to this effect. An example is to use the imaginary part of complex coherence, which is equal to zero when signals are just linearly mixed (Nolte et al., 2004) . However, this method still suffers from secondary cross-talk; additional pairs of coherent sources can both leak to the two cortical sites between which we NeuroImage 49 (2010) 
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NeuroImage j o u r n a l h o m e p a g e : w w w. e l s e v i e r. c o m / l o c a t e / y n i m g measure interactions, causing a mislocalization of cortical interactions. An alternative approach is to use statistical testing to distinguish true interactions from cross-talk. This is often attempted using permutation tests or other non-parametric methods in which surrogate data are used to establish the distribution of the interaction measure under the case when no interactions are present. Methods based on phase randomization (Prichard and Theiler, 1994; Andrzejak et al., 2003) and permutation of trial indices (Brovelli et al., 2004) have been used for this purpose. However, in practice, it is very difficult, or in some cases impossible, to find a permutation scheme in which cross-talk is retained while true interactions are removed. The third approach is to use inverse methods that are less sensitive to linear cross-talk so that it has little effect on the interaction measures. We follow this approach by modifying the standard LCMV beamformer. We also use permutation tests, but rather than using them to differentiate true interactions from cross-talk as described, we use them to test for the statistical significance of interactions. We propose the use of a nulling beamformer to address the problem of cross-talk. The nulling beamformer is a modified version of the LCMV beamformer (Spencer et al., 1992; Van Veen et al., 1997) , where additional nulling constraints are added to cancel signals from specific cortical locations. Furthermore, a set of eigenvector constraints can be used to make the methods robust to misspecification of the precise locations and extents of the cortical sources of interest. We extend the results originally presented in Hui and Leahy (2006) and use the nulling beamformer in a novel simulation scheme. The nulling beamformer has also been used independently by Dalal et al. (2006) , but their purpose was to achieve better source localization by avoiding cancellation of coherent sources. To demonstrate the performance of our method, we simulate MEG cortical sources using intracranially measured local field potentials (LFPs), which are believed to be more realistic representations of true neuronal sources (Sutherling et al., 1988; Lachaux et al., 1999) than simulation models. Since these signals are available before and after linear mixing, we can compute interactions in both cases and evaluate the robustness of our method to linear cross-talk. We measure the performance of the nulling beamformer in conjunction with different interaction measures and compare it with that of the standard LCMV beamformer and linear imaging methods.
We make the assumption that the approximate locations of neuronal sources of interest have been identified. This can be achieved either by using a standard beamformer or inverse imaging method, where peaks of reconstructed activation maps are potential source locations, or with reference to published neuroscience studies that have identified cortical regions of interest for a particular network. Use of eigenvector constraints, as we describe below, provides some robustness to misspecification of these locations.
Methods
This section is organized as follows: we first describe the nulling beamformer, then extend this methodology to sources covering extended cortical areas using eigenvector constraints. We also review several interaction measures that are used to investigate cortical networks and discuss the non-parametric permutation approach that we use to establish statistical significance.
LCMV beamformer
The LCMV beamforming method is a spatial filtering technique first applied in radar and sonar signal processing (Van Veen and Buckley, 1988 ) that has been widely used in the analysis of EEG and MEG data (Spencer et al., 1992; Van Veen et al., 1997; Robinson and Vrba, 1999; Sekihara et al., 1997; Gross et al., 2001) . It is based on the assumption that the measured signal m at the EEG/MEG sensors is generated by a small number N of focal neural sources s(q i ) at locations q i (i = 1…N):
where the neural signal s(q i ) is a scalar if the source is modeled as orientation constrained with respect to the cortical surface, or a 3 × 1 vector with x, y, and z components if the source is modeled as orientation free. The sensitivity or lead field g(q i ) is a vector in the orientation constrained case, or a 3-column matrix in the orientation free case. An LCMV beamformer constructs a spatial filter whose output ŝ(q i ) at location q i is represented as
The weights of the spatial filter w(q i ) are selected to minimize the variance, or power at the filter output subject to passing signals from a cortical region of interest with unit gain:
where C m denotes the spatial covariance matrix of the measurement data, and I is a 3 × 3 identity matrix in the orientation free case or simply the scalar 1 in the orientation constrained case. This optimization problem can be readily solved using Lagrange multipliers (Van Veen et al., 1997) :
These weights allow the beamformer to adaptively reduce noise and interference, while passing the desired signal through the filter without attenuation. Therefore, the LCMV beamformer can suppress cross-talk from other sources when the sources are non-coherent. However, when signals exhibit coherent behavior, the minimum in Eq.
[3] is achieved by allowing non-zero gain with respect to the interfering sources so they can partially cancel the signal from the source of interest, which in turn reduces the total output power of the beamformer (Van Veen et al., 1997; Van Veen and Buckley, 1988; Brookes et al., 2007) . In that case, the output signals from the beamformer are reduced and not accurate enough for estimating the interactions. Consequently, the beamformer in its standard form is of limited use in investigating interactions where we want to observe correlations between cortical regions.
Nulling beamformer
To suppress signal cancellation and cross-talk effects in the LCMV beamformer, we have to make sure that the filter output at each source location q i will not be affected by signals from the other locations q j (j≠i). This can be achieved by forcing additional nulling constraints, i.e., zero gain conditions at interfering source locations (Hui and Leahy, 2006; Dalal et al., 2006) :
We combine these nulling constraints with the unit gain condition of the traditional LCMV beamformer in Eq. [3] . By combining all the gain vectors for the N sources of interest into a matrix G = [g(q i )···g(q N )], the beamformer design problem can then be written as follows:
aforementioned subspaces should be considered. The estimation of the angle between subspaces is discussed in Bjorck (1973) . In comparing our network results to those in Brovelli et al. (2004) , who used the same LFP data, we see some differences in the locations exhibiting significant interactions. This is due in part to differences in the time window used for analysis. However, in exploring these differences further, we found that PDC and Granger causality can produce interactions with different amplitudes from the same data. After testing for significance, these differing amplitudes can result in differences in the final network model. While the methodological implications of these differences are clearly important, a comparison of different interaction measures is beyond the scope of this article.
Conclusion
We have described a method to detect cortical interaction networks while at the same time controlling for linear mixing among several cortical sources. The method relies on the nulling beamformer and its extension with eigenvector constraints. We demonstrated that the method is superior to other inverse imaging methods, such as minimum-norm imaging and conventional LCMV beamforming, in estimating cortical interactions.
Even though the nulling beamformer method is effective in addressing the cross-talk problem in cases where we approximately know the locations of the interfering sources, the information is not always known in real data experiments. Therefore, the nulling beamformer should be better viewed as a step towards ameliorating the linear mixing problem, rather than a complete solution. Careful interpretation of results and fine tuning of the eigenvector constraints are important for a reliable estimation of the interacting cortical sources.
Interaction measures insensitive to cross-talk, such as the imaginary part of the complex coherence (Nolte et al., 2004) , provide another way of exploring cortical interaction networks. However, they also suffer from considerable limitations. For example, imaginary coherence is sensitive to time delay and, therefore, completely blind to perfectly synchronous signals with zero time lag. Such a limitation does not exist with the nulling beamformer. For this reason, methods such as the nulling beamformer and imaginary coherence are complimentary, because they provide a different view of ongoing cortical networks, and they should both be considered when exploring experimental MEG and EEG data.
