Abstract
Introduction
There is threat for any data in the hands of a port from vessel manifests to vessel traffic positions, particularly if it is used to perform automated tasks such as payroll, electronic alerts, bank deposits or infrastructure operations including locking gates or turning on floodlights. There is also threat for any computer -controlled functions of the port's lifelines such as water, sewer, fire or other emergency reactions. In addition, ports share data with authorities and the private sector. Storing or sending anoth er part's data creates additional threats and have a need of an extra attention. There are no cybersecurity standards for the maritime industry or for enforcement agencies; however, there are some efforts to develop a uniform overall security system for th e multifaceted connection of seaport security subsystems, e. g., [1, 2] .
One of security main issues is encrypting messages in order to pass a financial data [3] . Our aim is showing how such a message can be smuggled in a JPEG image. This smuggling is commonly called Steganography [4, 5] . Hiding a message can be very efficient in a financial or a martial community. A third person, who listens to the transmission, can think that just an innocent picture was transfer. This third person will not even try to break the code, because he will think there is no secret message in this message.
JPEG [ 6, 7] images are saved as sets of frequencies. These frequencies are not accurate. They use to be saved as approximate values. Actually, some numbers divide
Background for JPEG Images
The first step transforms the image color into a suitable color space. There are several methods to transform the image into a color space [11, 12] . The most common methods are the split into YUV components [13] or the split into RGB components [14] . These components are interleaved together within the compressed data. The ratio between these components is usually not one to one. When YUV components are used, usually the Y component will have a four times weight. The human eye is less sensitive to the frequency of chrominance information than to the frequency of luminance information which is represented by the Y component in the YUV format. Hence, the Y component gets a higher weight [15] .
JPEG employs Chroma subsampling which is a technique of encoding images by using less resolution for chrominance information than for luminance information, taking advantage of the human eye's lower sensitiveness for color differences than for luminance differences. JPEG supports the obvious 4:1:1 chroma subsampling which denotes the color resolution is quartered, compared to the luminance information i.e. for each sampled element as in Figure 1 , there is 4 numbers for luminance and just one number for chrominance; however the default chroma subsampling of JPEG is 4:2:0 which denotes the horizontal sampling is doubled compared to 4:1:1, but as the U and V components are only sampled on each alternate line. These biased values are then sent to the next step.
The second step groups the pixels into blocks of 8X8 pixels. The order of the blocks is line by line and each line is read from left to right. After the group into blocks, JPEG transforms each block through a Forward Discrete Cosine Transform (FDCT) [16] . The DCT gives a frequency map, with 8X8 or 64 elements. The transformation keeps the low frequency information which a human eye is sensitive to. In each block the DCT coefficients are composed of: A single Direct Current (DC) coefficient number, which represents the average intensity level value in each block and the remaining 63 are named Alternating Current (AC) coefficients. They reflect the frequency information of their row and column. These coefficients indicate the amplitude of a specific frequency component of the input array. The frequency content of the sample set at each frequency is calculated by taking a weighted sum of the entire set.
These AC values of one row are the results of this formula:
x is the index of value. f(x) is the value itself. u is the index of result.
In reality, the computer, the digital camera or any other device that generate JP EG images do not compute the cosine values over and over again. It would be an unnecessary waste of CPU cycles, so they use this formula:
Where T is the matrix described in Table 1 If f(x) (the intensity of each pixel) is equal in the entire row, each F(u) which holds u>0, will be zero. F(0) will be the sum of the row's values divided by . This explains why JPEG is better pictures which do not have sharp changes. Pictures which have sharp changes like cartoons will have larger values and hence will be compressed not as good as the pictures without the sharp changes [17, 18] .
As was mention above, the blocks are of 8X8, so one-dimensional DCT is enough for only one row. The DCT for an entire block is done by applying one-dimensional DCT separately for each row of eight pixels. The result will be eight rows of frequency coefficients. Then, these 64 coefficients are taken as eight columns. The first column will contain all DC coefficients; the second column will contain the first AC coefficient from each row, and so on. At that time, JPEG apply one-dimensional DCT for each of these columns.
In reality the one-dimensional DCT is not used and the entire calculation is done by one formula that reflects this calculation:
Where: x,y are the indices of value. f(x,y) is the value itself. u,v are the indices of result.
It should be noticed that index 0, 0 contains the DC of the DCs. This value is called the DC of the 8x8 block. The next step is the quantization. The 63 AC coefficients are ordered into a zig-zag sequence. Firstly JPEG puts the coefficient that its row index plus column index is 0, i.e., the DC. Then JPEG puts the coefficients that their row index plus column index is 1. Next, JPEG puts the coefficients that their row index plus column index is 2 and JPEG continues until putting the last coefficient that its row index plus column index is 14. This zig-zag algorithm arranges the coefficients into one dimensional array as described in Figure 2 .
Figure 2. Zig-Zag Order of an 8x8 Block
In each block, each of the 64 coefficients is divided by a separate "quantization coefficient". The quantization coefficients are set according to the desired image quality. In point of fact, the image creator decides about a quality level (which is a number amongst 1 to 100) and according to this number the quantization coefficients are set. There is no standard method how to translate this quality level number into the quantization coefficients, so the quantization coefficients themselves are stored in the compressed image.
The results of the division are rounded to integers. This step loses some information because of the rounding. Furthermore, it can be noted that even if the quantization coefficient is 1, some information will be lost, because typically the DCT coefficients are real numbers.
The last step uses a traditional compression method with the aim of reducing the size of the data. The dictionary methods like the version of Lempel -Ziv methods is more suitable for text compression because it looks for an exact reappearance of s trings which is less likely to occur in pictures, so JPEG encodes the reduced coefficients using either Huffman or Arithmetic coding. Usually a strong correlation appears between DC coefficients of adjacent 8X8 blocks. Therefore, JPEG encodes the differenc e between each pair of adjacent DC coefficient. Baseline JPEG model uses two different Huffman trees to encode any given image, one Huffman tree for the DC coefficients' length and the other Huffman tree for the AC coefficients' length. The tree for the DC values encodes the lengths in bits (1 to 11) of the binary representations of the values in the DC fields.
The second tree encodes information about the sequence of AC coefficients. As many of them are zero, and most of the non-zero values are often concentrated in the upper left part of the 8 × 8 block, the AC coefficients are scanned in the zig-zag order specified by the quantization step, i.e., processing elements on a diagonal close to the upper left corner before those on such diagonals further away from that corner, that is the order is given by (0, 1), (1, 0), (2, 0), (1, 1), (0, 2), (0, 3), (1, 2), etc., The second Huffman tree encodes pairs of the form (n, l), where n (limited to 0 to 15) is the number of elements that are zero, preceding a non-zero element in the given order and l is the length in bits (1 to 10) of the binary representation of the non -zero quantized AC value. The second tree also includes code words for EOB, which is used when no non-zero elements are left in the scanning order and for a sequence of 16 consecutive zeros in the AC sequence (ZRL), necessary to encode zero-runs that are longer than 15. The Huffman trees used in baseline JPEG are well-known and fixed. The trees can be found in [19] . There is also an option to use a specific tree; however this option is only on the odd occasion used.
Each 8X8 block is then encoded by an alternating sequence of Huffman code words and binary integers (except that the codeword for ZRL is not followed by any integer), the first codeword belonging to the first tree and relating to the DC value, the other code words encoding the (n, l) pairs for the AC values, with the last codeword in each block representing EOB.
Steganography System Using JPEG
The DCT-based compression can be viewing the FDCT as harmonic analyzer and the IDCT as harmonic synthesizer. In the case of JPEG format each 8X8 block of the source image samples is effectively a 64-point discrete signal which is a function of the 2D dimensional space x, and y. The FDCT takes such a signal as its input and decomposes it into 64 orthogonal basis signals. The output of the FDCT is the set of unique 64 basis signal amplitudes, which can be regarded as the relative amount of the 2D spatial frequency contained in the 64-point input signal [20, 21] .
As was described in the previous section, the results of these mathematic formulas are treated as integers. Moreover, some numbers divide these integers and the results again are accommodated in integers. Obviously, rounding floating-point numbers to integers causes some loss of data, so the values of JPEG's coefficients are not accurate. The Steganography algorithm exploits the fact that the values are not accurate anyway. It changes the least significant bits of the values so they will not contai n a data of an image. These bits will contain an encrypted message.
The Steganography algorithm takes into account some or all of the following considerations:
 The quality of a picture JPEG standard stipulates that a user can set the quality of the picture when he creates it. More qualitative image consumes more disk space [ 22] . The quality value is a number not less than 100. This value sets the numbers which divide the AC coefficients. When a smaller number divides an AC coefficient, more data will remain, so when reconstructing the image, the data will be more accurate and a better picture will be seen.
When using more qualitative image, the Steganography algorithm can insert more bits [23] . Almost every time a high quality image is used, the added data is redundant [24] . The Steganography algorithm can take advantage of this redundant data. It can replace the redundant data by an encrypted message.
 Coefficients might be changed.
Human's eye is more sensitive to first coefficients. Indeed, smaller numbers wil l divide the first coefficients, when JPEG performs the quantization step. On the other hand, because smaller numbers divide the first coefficients, they may have more data, which can be used by the Steganography algorithm.
The Steganography algorithm must take into account the size of the compressed data. JPEG treats the data as sequences. Each one of these sequences contains a sequence of zeros and another value at the end. When there are just zeros left in the end of a block, JPEG outputs an EOB. It is very common to find a block from a JPEG image with an EOB after about 20 coefficients or so [25, 26] . The rest of the coefficients after the EOB are zeros, so they are not coded. If one of latter coefficients will be chosen and a non - 4 (2014) zero number will be placed in it, a long sequence of zero will be added before this coefficient. The entropy encoder will recognize an irregular situation, which will yield a long code. Obviously, such codes will enlarge the space of an image.
 The number of bits in each coefficient
When using more bits in order to accommodate the encrypted message, fewer bits are left for the original value of the coefficient. The quality of the picture can be harmed. A poor quality picture might be suspicious. Someone might suspect that the picture passed some processing. This is exactly what we do not like to come about.
The Steganography algorithm can be summarized as:
 while there are more bits in the encrypted message o read N bits. o read one JPEG block into B. o decompress B using the entropy decoder. o replace N chosen bits from B by N bits from the encrypted message. o compress B using the entropy encoder. o write block B.
Experiments
The method was tested on an image from a seaport, which is shown in Figure 2 . The first lines of the image have both a uniform color area and an area, which has sharp changes. This image was chosen, in order to check the sensitivity of the picture to both sorts of data. This image has a 75% quality. This quality is very common in use and it used as a default value in many applications.
Figure 2. Original Tested Image
The sequence of bits which was inserted into this image is: The pictures in Figure 3 , were created by insert just one bit into the:
Figure 3. Changing One Bit in Various Coefficients
When trying to change more than one coefficient, this image will loose a significant data. Anyone who sees the last two pictures in Figure 4 can notice that they passed a sort of a treatment. The uniform data is usually more affected. When there are a lot of details, it is hard to notice if something was added or was deleted. When the data is uniform, every addition or deletion is more noticeable. Figure 4 shows changing of 1, 2, 4 and 8 bits in the first AC coefficient.
In order to increase the ability of putting more bits in coefficients, the quality of a picture can be increased. Such an increase gives more bits to each coefficient. Most of these bits are redundant, so changing them might be negligible. Figure 5 shows same picture as was shown in Figure 4 , created with a 90% quality. Again, some bits were replaced in the first AC coefficients in the picture. The disadvantage of using high quality image is a larger size of the picture.
Sizes of compressed images were affected by number of non-zero values that were compressed. When we insert more bits, the chance to have a non -zero value will grow. In addition, small numbers are handled more efficiently by the compression method implemented in JPEG [27] .
We can see in Figure 6 that when a latter coefficient is changed, the size of the compressed data is larger. Usually, when there is a non-zero value in a latter coefficient, a long sequence of zeros will be before this coefficient. A long sequence of zeros before a non-zero value is a very rare case [28, 29] , so unlike dictionary codes [30, 31] the entropy encoder will yield for this data, a long sequence of bits. This will increase the size of the compressed image.
The size of a high quality image will be even larger, because JPEG saves more data for each coefficient. The sizes of the images in Figure 5 are 36970 (4 bits) and 37105 (8 bits) . The size of the original image with 90% quality is 36940. 
Conclusions and Future Work
The task of securing cyberspace has emerged as perhaps the single most important seaport security challenge of the decade [2] . An increasing number of functions are dependent on port computer systems and the Internet whereas security issues become more imperative [32, 33] .
The results of the experiments are promising. JPEG takes off part of the image data, which seems to be redundant. It seems that more data can be removed; yet it will be hard to notice it. This redundant data can be exploited in order to transfer confidential messages.
A further research could be done on what else might be done with this redundant data in JPEG images.
