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a b s t r a c t
Wewant to compute a worst case ε-approximation to the solution
of the Helmholtz equation−1u + qu = f over the unit d-cube Id,
subject to Neumann boundary conditions ∂νu = g on ∂ Id. Wemea-
sure error in the H1(Id)-norm. Let card(ε, d) denote the minimal
number of evaluations of f , g , and q needed to compute an absolute
or normalized ε-approximation, assuming that f , g , and q vary over
balls of weighted reproducing kernel Hilbert spaces. This problem
is said to be weakly tractable if card(ε, d) grows subexponentially
in ε−1 and d. It is said to be polynomially tractable if card(ε, d)
is polynomial in ε−1 and d, and strongly polynomially tractable if
this polynomial is independent of d. We have previously studied
tractability for the homogeneous version g = 0 of this problem. In
this paper, we investigate the tractability of the non-homogeneous
problem, with general g . Using new perturbation estimates hav-
ing explicit constants, we are able to relate the tractability of this
problem to that of the L2(Id)-approximation problem. First, sup-
pose that we use product weights, in which the role of any variable
is moderated by its particular weight. We then find that if the sum
of the weights is sublinearly bounded, then the problem is weakly
tractable; moreover, this condition is more or less necessary. We
then show that the problem is polynomially tractable if the sum of
the weights is logarithmically or uniformly bounded, and we es-
timate the exponents of tractability for these two cases. Next, we
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turn to finite-order weights of fixed order ω, in which a d-variate
function can be decomposed as a sum, each term depending on at
most ω variables. We show that the problem is always polynomi-
ally tractable for finite-order weights, and we give estimates for
the exponents of tractability. Since our results so far have estab-
lished nothing stronger than polynomial tractability, we lookmore
closely at whether strong polynomial tractability is possible. We
show that our problem is never strongly polynomially tractable for
the absolute error criterion. Moreover, we believe that the same is
true for the normalized error criterion, but we have been able to
prove this lack of strong tractability only when certain conditions
hold on the weights. Finally, we use the Korobov and min kernels,
along with product weights, to illustrate our results.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The Helmholtz equation
Lqu := −1u+ qu = f in Id := (0, 1)d, (1)
is an important problem of applied mathematics, physics, and engineering.
The function q ∈ L∞(Id) is bounded frombelow (almost everywhere) by some q0 ≥ 0. This problem
can be solved subject to either Dirichlet boundary conditions
u = g on ∂ Id (2)
or Neumann boundary conditions
∂νu = g on ∂ Id, (3)
where ∂ν is the outward-directed normal derivative.
How hard is it to solve this problem? Suppose that we measure error of an approximation in the
H1(Id)-sense and that we use the worst case setting.We let card(ε, d,Λ) denote theminimal number
of linear functionals of the problem data f , g , and q needed to obtain error of at most ε. The class Λ
of linear functionals that we use in this paper will be either the class Λall of all linear functionals
(continuous linear information) or the classΛstd consisting of function values (standard information).
Let us momentarily consider a restricted version of this problem, in which g = 0 (homogeneous
boundary conditions) and we have complete knowledge of q. For example, q may be fixed, having a
particularly simple form (such as a constant). We also make the more or less standard assumption
that f varies over the unit ball of the Sobolev space Hr(Id). Note that this version of the problem is
linear, and so we can use the standard machinery that information-based complexity (ibc) provides
for such problems; see [1, Section 4.5]. First, suppose thatwe useΛall. From [2, Chapter 5], we find that
card(ε, d,Λall) is proportional to (1/ε)d/(r+1) for the restricted version of our problem. Next, suppose
that we useΛstd. Since the Sobolev embedding theorem tells us that standard information is not well
defined unless r > d/2, we will need to assume that f varies over the continuous functions belonging
to the unit ball of Hr(Id) if r ≤ d/2. Once again using [2, Chapter 5], along with [3], we find that if
r > d/2, then card(ε, d,Λstd) is proportional to (1/ε)d/r , whereas if r ≤ d/2, the ε-complexity is
infinite for sufficiently small ε.
We now return to the original (non-restricted) problem, which is nonlinear because the solution u
of (1) depends nonlinearly on q. Clearly, this problem is at least as hard as the restricted version. For the
classical Sobolev formulation of our problem, the exponent of ε−1 can be arbitrarily large for fixed r
and varying d. This means that our problem is intractable, since (using the terminology of Bellman [4])
it suffers from the curse of dimensionality.
If we want to vanquish the curse of dimensionality, we need to change the problem formulation.
Since we are generally loath to give up the strong assurance of the worst case setting, we will need
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to assume that our problem data lie in spaces other than classical Sobolev spaces. Weighted tensor
product spaces have been successfully used in the past as the source of input data for high-dimensional
problems; see Chapter 5 ff. of [5], as well as the references contained therein.
In [6], we studied tractability for the Helmholtz equation under homogeneous Dirichlet or
Neumann boundary conditions, showing that weighted tensor product spaces could snatch the
Helmholtz problem from the jaws of intractability. It is only natural to ask whether these spaces can
also help us with non-homogeneous boundary value problems. In this paper, we will show that this
is indeed the case for Neumann boundary conditions. Since the non-homogeneous Dirichlet problem
needs techniques different from the non-homogeneous Neumann problem, we will treat the non-
homogeneous Dirichlet problem in a future paper.
Here is a brief overview of this paper’s contents.
The purpose of Section 2 is twofold. First, we precisely define theNeumann problem thatwewill be
studying.Wewill assume that the problem data f , g and q belong to reproducing kernel Hilbert spaces
(RKHSs). Let us make this idea more precise. For ` ∈ {d− 1, d}, let K` be a reproducing kernel defined
over [0, 1]2`, and let H(K`) denote the resulting RKHS. We will let H(K˜d−1) be an RKHS of functions g
defined on the boundary of Id, such that the restriction of g to any face of Id belongs to H(Kd−1). The
function f will vary over the unit ball of H(Kd). We will let q vary over the ρ-ball of H(Kd), with the
additional requirement that q ≥ q0. Finally, g will vary over those elements of the unit ball ofH(K˜d−1).
The second purpose of Section 2 is to precisely definewhatwemean by an ε-approximation, which
will depend on the error criterion used. On the one hand, we can use the absolute error criterion, in
which wewant the error in our solution to be at most ε; on the other hand, we can use the normalized
error criterion, in which we want to reduce the initial error by a factor of ε. Here, the initial error is
the minimal error over all algorithms using no information whatsoever about the problem data f , g ,
and q, which turns out to be the error of the zero algorithm. Although the absolute error criterion
can be influenced (for good or ill) by the scaling of our problem, the normalized error criterion is less
sensitive to such concerns. Obviously, card(ε, d,Λ) depends on the error criterion being used. We
stress that card(ε, dΛ) only determines the information complexity, i.e., the amount of information
needed. Clearly, it is important to study the total complexity, which also includes the combinatory
cost of using information about the problem data to obtain an approximation. Since our problem
is nonlinear, it is not clear whether the total complexity is of the same order as the information
complexity. We hope to investigate this issue in a future paper.
Section 3 gives some a priori inequalities for our problem. Perhaps the most important is a
perturbation estimate for the difference between two solutions corresponding to different problem
data. This estimate relies on the Sobolev trace theorem. Since the usual proofs of this theorem involve
partitions of unity, they suffer from several disadvantages:
• They require more smoothness than that provided by the unit cube.
• They give no clue about how the embedding constant depends on the domain in question.
• They tend to be somewhat complicated.
However, Vilmos Komornik [7] developed a simple, elegant proof of the trace theorem in 2003,
which allows one to explicitly compute the embedding constant for domains (such as the unit cube)
whose boundary is only piecewise C1. Since his result is only available via the World Wide Web,
Prof. Komornik has graciously allowed me to include his proof in this paper.
In Section 4, we show that if we know how to do L2-approximation for functions defined over a
unit cube, then we can approximate the solution of our problem. We show that for a fixed value of d,
the information complexity of our Neumann problem is dominated by the information complexity of
the L2-approximation problem.
In Section 5, we discuss various notions of tractability; see [5] and the references cited therein. Our
problem is said to be:
• weakly tractable if card(ε, d,Λ) grows subexponentially in ε−1 and d,
• polynomially tractable if card(ε, d,Λ) grows polynomially in ε−1 and d, and
• strongly polynomially tractable if card(ε, d,Λ) grows polynomially in ε−1, independently of d.
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Since the information complexity tacitly depends on the error criterion being used, the same is
true about the tractability of the problem. Although generalized (i.e., not necessarily polynomial)
tractability has recently been studied in [8], the vast majority of work on tractability has dealt with
polynomial tractability. Since this paper deals onlywith polynomial tractability and strong polynomial
tractability, we will omit the adjective ‘‘polynomial’’ in the sequel whenever this will cause no
confusion.
So far, the reproducing kernels determining our problemelements have beenmore or less arbitrary.
If we are going to discuss tractability, these kernels must be related to each other in some manner
as d varies. In Section 6, we discuss weighted RKHSs. The idea here is that we start out with a fixed
‘‘master’’ kernel K for the univariate case, such as the Korobov kernel (29) or the min kernel (30). We
introduce a family γ = {γd,u : u ⊆ {1, 2, . . . , d}, d ∈ Z+} of weights. The most well-studied weights
have been:
• product weights (31), in which the role of any given variable is moderated by its particular weight,
and
• finite-order weights (32) of order ω, in which our d-variate functions can be decomposed as sums,
each term being a function of at most ω variables.
Our reproducing kernel Kd is then
Kd(x, y) =
∑
u⊆{1,2,...,d}
γd,u
∏
j∈u
K(xj, yj) ∀ x, y ∈ I¯d.
Hence tractability now depends on the weight sequence γ and master kernel K .
In Section 7, we give tractability results for weighted RKHSs; these results hold for any master
kernel K .
1. First, we look at product weights. We find that if the sum of the weights is sublinearly bounded
in d, then the Neumann problem is weakly tractable for bothΛall andΛstd, under both the absolute
and normalized error criteria. Moreover, if the sum of the weights is not sublinearly bounded in d,
then there is a kernel K such that the problem is not weakly tractable under the absolute error
criterion. We then show that if the sum of the weights is logarithmically bounded in d, then the
problem is tractable for both the absolute and normalized error criteria, giving estimates for the
exponents of tractability.
2. We next look at finite-order weights, assuming that the weights themselves are uniformly
bounded. Under these conditions, we prove that the problem is always tractable for both the
absolute and normalized error criteria, giving estimates for the exponents of tractability.
The results of Section 7 only establish tractability, and not strong tractability. This should be
contrasted with the results of [6], where we were able to show that the homogeneous Dirichlet
and Neumann problems are strongly tractable under certain conditions on the weights. Is our lack
of a strong tractability result for the non-homogeneous Neumann problem an artifact of our proof
techniques, or is it inherently characteristic of our problem? Since Id has 2d faces, one would expect
that any ‘‘good’’ algorithm for this problem will need to sample at each face of Id; this would rule
out the possibility of strong tractability. We make this precise in Section 8. Regardless of whether we
are using continuous linear information or standard information, the non-homogeneous Neumann
problem cannot be strongly tractable for the absolute error criterion. We conjecture that this is
also true for the normalized error criterion, but we have only been able to prove this under certain
hypotheses on the weights.
The results so far have been for a more or less arbitrary master reproducing kernel K . In Section 9,
we look at two specific kernels: the Korobov kernel (29) and the min kernel (30). We restrict our
attention to product weights. The recent paper [9] considers the resulting L2-approximation problem,
giving estimates for the exponents of tractability depending on the kernel and the weights. Using
these results, we derive estimates for the exponents of tractability for the Neumann problem.
This is not thewhole story for the Neumann problem;we have additional results. Since the current
paper is already so lengthy, they will be included in a separate paper. However, let us give the reader
a brief overview of these results.
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The results in the current paper are based on L2-approximation. We can get better results if we
use L2-approximation for f and g , and L∞-approximation for q. The results of [10,9] give conditions
under which L2- and L∞-approximation are related, which are illustrated for the Korobov and min
kernels under product weights. We can use these results to get better estimates for the tractability
exponents of the non-homogeneous Neumann problem. In addition, wewill revisit strong tractability
for this problem. We will show that the non-homogeneous Neumann problem is strongly tractable
for a slightly reformulated definition ofΛall under the normalized error criterion.
2. Problem definition
In this section, we define the Neumann problem to be studied. Having done so, we then recall some
basic concepts of ibc.
Let us establish a few notational conventions. If R is an ordered ring, then R+ and R++ respectively
denote the non-negative andpositive elements ofR. IfX and Y are normed linear spaces, then Lin[X, Y ]
denotes the space of bounded linear transformations of X into Y . Wewrite Lin[X] for Lin[X, X], and X∗
for Lin[X,R]. The unit interval (0, 1) is denoted by I . Finally, we use the standard notation for Sobolev
inner products, seminorms, norms, and spaces, found in, e.g., [11,2].
We first start with a variational formulation of the Helmholtz equation (1) under the Neumann
boundary conditions (3); see (e.g.) [12, pp. 35–40]. Let Lq = −∆+ q, as in (1) and
Bd(v,w; q) =
∫
Id
[∇v · ∇w + qvw] ∀ v,w ∈ H1(Id), q ∈ L∞(Id),
so that
Bd(v,w; q) = 〈Lqv,w〉L2(Id) + 〈∂νv,w〉L2(∂ Id) ∀ v ∈ H2(Id), w ∈ H1(Id). (4)
Let q0 be a positive number, independent of d. Define
Qd = {q ∈ L∞(Id) : q ≥ q0}.
The Lax–Milgram lemma implies that for f ∈ L2(Id), g ∈ L2(∂ Id), and q ∈ Qd, there exists a unique
u = Sd(f , g, q) ∈ H1(Id) such that
Bd(u, w; q) = 〈f , w〉L2(Id) + 〈g, w〉L2(∂ Id) ∀w ∈ H1(Id). (5)
From (4), we see that u is the variational solution to the Neumann problem (1) and (3).
We will want to approximate Sd(f , g, q) for f , g , and q belonging to certain reproducing kernel
Hilbert spaces (RKHSs), which we shall now define.
For d ∈ Z++, let Kd be a reproducing kernel defined over I¯ 2d, with H(Kd) denoting the resulting
RKHS; see (e.g.) [13] for further discussion. The norm and inner product of H(Kd)will be respectively
denoted by 〈·, ·〉H(Kd) and ‖ · ‖H(Kd). In what follows, we assume that
ess sup
x∈Id
|Kd(x, x)| <∞ ∀ d ∈ Z++. (6)
It then follows that H(Kd) is continuously embedded in both L2(Id) and L∞(Id). More precisely, let
Appd,p denote the embedding of H(Kd) into Lp(Id) for p ∈ {2,∞} defined by
Appd,p v = v ∀ v ∈ H(Kd).
(We use Appd,p as the name of this embedding, since we will be discussing the Lp-approximation of
functions from H(Kd) in the sequel.) From the reproducing property of Kd, we find that
‖Appd,2 ‖Lin[H(Kd),L2(Id)] ≤
(∫
Id
Kd(x, x) dx
)1/2
(7)
and
‖Appd,∞ ‖Lin[H(Kd),L∞(Id)] ≤ ess sup
x∈Id
|Kd(x, x)|. (8)
Hence, the embeddings Appd,2 and Appd,∞ are well-defined continuous linear mappings, as claimed.
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We also need a space of boundary value functions. For this purpose, we will use the space H(K˜d−1),
which consists of functions defined over ∂ Id whose restrictions to any face of Id belong to H(Kd−1).
First, we consider the case d ≥ 2. For j ∈ {1, . . . , d} and θ ∈ {0, 1}, let Idj,θ denote the face xj = θ
of the unit d-cube, so that
∂ Id =
⋃
1≤j≤d
θ∈{0,1}
Idj,θ .
Then we define
H(K˜d−1) =
{
∂ Id
v−→ R : v|Idj,θ ∈ H(Kd−1) for j ∈ {1, . . . , d}, θ ∈ {0, 1}
}
,
which is a Hilbert space under the inner product
〈v,w〉H(K˜d−1) :=
∑
1≤j≤d
θ∈{0,1}
〈
v|Idj,θ , w|Idj,θ
〉
H(Kd−1)
∀ v,w ∈ H(K˜d−1).
By our choice of notation, we are hinting that H(K˜d−1) is an RKHS under a reproducing kernel K˜d−1.
We now define this reproducing kernel. Let x, y ∈ ∂ Id, so that x ∈ Idj,θ and y ∈ Idj′,θ ′ for some j, j′ ∈
{1, . . . , d} and θ, θ ′ ∈ {0, 1}. Then
K˜d−1(x, y) = δj,j′δθ,θ ′Kd−1(xˆ[j], yˆ[j′]),
where
xˆ[j] = (x1, . . . , xj−1, xj+1, . . . , xd)
and
yˆ[j′] = (y1, . . . , yj′−1, yj′+1, . . . , yd).
In other words, if x ∈ Idj,θ , then
K˜d−1(x, ·) =
{
Kd−1(xˆ[j], ·) on Idj,θ ,
0 otherwise.
We see that H(K˜d−1) is continuously embedded in both L2(∂ Id) and L∞(∂ Id). More precisely, for
p ∈ {2,∞}, let A˜ppd−1,p denote the embedding of H(K˜d−1) into Lp(∂ Id). Since(
A˜ppd−1,pg
) |Idj,θ = Appd−1,p (g|Idj,θ )
for any g ∈ H(K˜d−1) and any face Idj,θ of Id, we may use (7) and (8) to see that
‖A˜ppd−1,2‖Lin[H(K˜d−1),L2(∂ Id)] = ‖Appd−1,2 ‖Lin[H(Kd−1),L2(Id−1)]
≤
(∫
Id−1
Kd−1(x, x) dx
)1/2
(9)
and
‖A˜ppd−1,∞‖Lin[H(K˜d−1),L∞(∂ Id)] = ‖Appd−1,∞ ‖Lin[H(Kd−1),L∞(Id−1)]
≤ ess sup
x∈Id
|Kd−1(x, x)|.
Up to this point, we have defined the kernel K˜d−1 for the case d ≥ 2. What should we do when
d = 1, i.e., how should we define the kernel K˜0? Since the Neumann boundary conditions can be
recovered exactly, we can take K˜0 to be the identity operator.
Wewant to efficiently compute approximations of Sd(f , g, q) for [f , g, q] ∈ Hd×H˜d−1×(Qd ∩Hd,ρ).
Here, Hd and H˜d−1 are the respective unit balls in H(Kd) and H(K˜d−1), and Hd,ρ is the ball of radius ρ
in H(Kd), where ρ ∈ R++ is independent of d.
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Of course, this problem is well defined if and only if Qd ∩ Hd,ρ is nonempty. In particular, we will
assume that the positive constant function q0 belongs to Hd,ρ .
LetUd,n be an algorithmusing atmost n information evaluations from a classΛ of linear functionals
on H(Kd)∪H(Kd−1). Here,Λ is eitherΛall = [H(Kd)]∗ ∪ [H(Kd−1)]∗ (continuous linear information), or
the classΛstd consisting of function evaluations on I¯d (standard information).
Remark 2.1. How should we count these information evaluations? For standard information, which
has the form
N([f , g, q]) = [f (x1), . . . , f (xn1), g(y1), . . . , g(yn2), q(z1), . . . , q(zn3)]
∀ [f , g, q] ∈ Hd × H˜d−1 × (Qd ∩ Hd,ρ),
the answer is straightforward: the total number of information evaluations is n1+n2+n3. Things get
a bit trickier when we deal with continuous linear information, which has the form
N([f , g, q]) = [N1f ,N2g,N3q] ∀ [f , g, q] ∈ Hd × H˜d−1 × (Qd ∩ Hd,ρ), (10)
where
N1f = [〈f , f1〉H(Kd), . . . , 〈f , fn1〉H(Kd)] ∀ f ∈ Hd,
N2g = [〈g, g1〉H(K˜d−1), . . . , 〈g, gn2〉H(K˜d−1)] ∀ g ∈ H˜d−1,
N3q = [〈q, q1〉H(Kd), . . . , 〈q, qn3〉H(Kd)] ∀ q ∈ Qd ∩ Hd,ρ .
(11)
Clearly the total numbers of information evaluations needed to calculate N1f and N3q are n1 and n3,
respectively. However, we need to be more careful when counting the number of information
evaluations needed to calculate N2g . This is because we are counting H(Kd−1)-inner products as
primitive operations, rather than H(K˜d−1)-inner products. Writing the ith information evaluation
appearing in N2g as
〈g, gi〉H(K˜d−1) =
∑
1≤j≤d
θ∈{0,1}
〈
g|Idj,θ , gi|Idj,θ
〉
H(Kd−1)
,
we see that we can evaluate 〈g, gi〉H(K˜d−1) using ki evaluations of H(Kd−1)-inner products, where ki ∈
{1, . . . , 2d} is the number of Id-faces at which gi is not identically zero. This means that we can
evaluate the information (10)–(11) using
n1 +
n2∑
i=1
ki + n3 ≤ n1 + 2d n2 + n3
information evaluations. 
The worst case error of Ud,n is given by
e(Ud,n, Sd,Λ) = sup
[f ,g,q]∈Hd×H˜d−1×(Qd∩Hd,ρ )
‖Sd(f , g, q)− Ud,n(f , g, q)‖H1(Id)
and the nthminimal error is defined to be
e(n, Sd,Λ) = inf
Ud,n
e(Ud,n, Sd,Λ),
the infimum being over all algorithms using at most n information evaluations from Λ. Since the
zeroth minimal error uses no information evaluations at all, it is independent ofΛ, and so we simply
write it as e(0, Sd), rather than e(0, Sd,Λ).
If ε ∈ (0, 1), we say that the algorithm Ud,n provides an ε-approximation to Sd if
e(Ud,n, Sd,Λ) ≤ ε · ErrCrit(Sd).
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Here, ErrCrit will be one of the two error criteria
ErrCrit(Sd) =
{
1 for absolute error,
e(0, Sd) for normalized error.
(12)
Let
card(ε, Sd,Λ) = min{n ∈ Z+ : e(n, Sd,Λ) ≤ ε · ErrCrit(Sd)}
denote the ε-cardinality number, i.e., the minimal number of information evaluations fromΛ needed
to compute an ε-approximation to Sd. In what follows, we shall denote the ε-cardinality numbers
for the absolute and normalized error criteria by ‘‘cardabs’’ and ‘‘cardnor’’, respectively. We shall write
‘‘card’’ when we are dealing with results that apply to either error criterion. Note that card(ε, Sd,Λ)
was denoted as card(ε, d,Λ) in the Introduction. The reason for writing Sd instead of d is that it will
be helpful to stress the specific problem that we are considering in the sequel.
3. Some a priori estimates
In this section, we establish some a priori estimates that will be useful later. Our main goal is
to establish Lipschitz continuity of our problem. More precisely, we will show that if [f , g, q] ∈
Hd × H˜d−1 × (Qd ∩ Hd,ρ) and [f˜ , g˜, q˜] ∈ Hd × H˜d−1 × Hd,ρ , then∥∥∥Sd(f , g, q)− Sd(f˜ , g˜, φ(q˜))∥∥∥
H1(Id)
≤ Cd,Lip
(
‖f − f˜ ‖L2(Id) + ‖q− q˜‖L2(Id) + ‖g − g˜‖L2(∂ Id)
)
,
with an explicit value for the Lipschitz constant Cd,Lip that depends on the parameters describing our
problem. Here, φ : H(Kd)→ Qd is defined as
φ(v)(x) = max{v(x), q0} ∀ x ∈ Id, v ∈ H(Kd).
We proceed in several steps.
Our first step is to give a trace theorem for the unit cube that gives an explicit value for
the embedding constant. As mentioned in the Introduction, this proof was discovered by Vilmos
Komornik [7], and is presented here with his permission.
First, we give the trace inequality for general regionsΩ .
Theorem 3.1. Let Ω be a bounded open domain of Rd having a piecewise-C1 boundary and outward-
directed unit normal ν. Suppose that there exists a functionh : Ω → Rd that is continuously differentiable
on Ω such that
α := inf
x∈∂Ω h(x) · ν(x) > 0.
Let
Cemb(Ω) =
√‖h‖L∞(Ω) + ‖div h‖L∞(Ω)
α
.
Then H1(Ω) is continuously embedded in L2(∂Ω), with
‖v‖L2(∂Ω) ≤ Cemb(Ω)‖v‖H1(Ω) ∀ v ∈ H1(Ω).
Proof. By the usual density argument, it suffices to establish the estimate for all v ∈ C1(Ω). For
such v, we have
div(v2h) = ∇(v2) · h+ v2(divh) = 2v∇v · h+ v2(divh).
Using the divergence theorem and the definition of α, we now find that
α
∫
∂Ω
v2 ≤
∫
∂Ω
(h · ν)v2 =
∫
∂Ω
(v2h) · ν =
∫
Ω
div(v2h)
= 2
∫
Ω
v (∇v · h)+
∫
Ω
v2(divh).
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Using this inequality, along with the bounds
2
∫
Ω
v (∇v · h) ≤ ‖h‖L∞(Ω) · 2 ‖v‖L2(Ω)‖∇v‖L2(Ω)
≤ ‖h‖L∞(Ω)
(‖v‖2L2(Ω) + ‖∇v‖2L2(Ω))
and ∫
Ω
v2(divh) ≤ ‖div h‖L∞(Ω)‖v‖2L2(Ω),
we obtain the desired result. 
Specializing to the caseΩ = Id, we have the following corollary.
Corollary 3.1. The space H1(Id) is continuously embedded in L2(∂ Id), with
‖v‖L2(∂ Id) ≤
√
2d+ 1 ‖v‖H1(Id) ∀ v ∈ H1(Id).
Proof. Choose h(x) := x− 12 in Theorem 3.1. If we let e1, . . . , ed denote the standard basis vectors of
Rd, we find that
ν|Idj,θ = (−1)
θ+1ej for j ∈ {1, . . . , d}, θ ∈ {0, 1}.
Thus
α = inf
x∈∂Ω h(x) · ν(x) =
1
2
and ‖h‖L∞(Ω) + ‖div h‖L∞(Ω) =
1
2
+ d,
and so Cemb(Id) ≤
√
2d+ 1. 
Our next step is to use a minimum principle to establish an upper bound on the L∞-norm of the
solution.
Lemma 3.1. Let
η0 = 1q0 and η1 =
1+ cosh√q0√
q0 cosh
√
q0
. (13)
For f ∈ L2(Id), g ∈ L2(∂ Id), and q ∈ Qd, we have
‖Sd(f , g, q)‖L∞(Id) ≤ η0‖f ‖L∞(Id) + η1d‖g‖L∞(∂ Id).
Proof. In the proof of this lemma, all pointwise inequalities are to be understood as holding almost
everywhere.
We first claim that for any q ∈ Qd, the minimum principle
v ∈ H1(Id) and [Bd(v,w, q) ≥ 0 for all non-negativew ∈ H1(Id)] =⇒ v ≥ 0 in Id (14)
holds (see [14], aswell as [15], for an analogous inequality over smooth regions inRd). Indeed, suppose
otherwise. Then the set A = {x ∈ Id : v(x) < 0} has positive measure. Let
w(x) = max{−v(x), 0} ∀ x ∈ I¯d.
By [16, Corollary 2.1.8], we have w ∈ H1(Id). As in the proof of [6, Lemma 4.2], we easily see that
|∇w|2 = −∇v · ∇w almost everywhere in Id. Sincew ≥ 0 on I¯d, andw = −v on A, we have
0 ≤
∫
Id
|∇w|2 = −
∫
Id
∇v · ∇w = −Bd(v,w; q)+ 〈qv,w〉L2(Id)
≤ 〈qv,w〉L2(Id) = −〈qv, v〉L2(A) ≤ −q0‖v‖2L2(A) < 0,
a contradiction. Hence A cannot have positive measure, which establishes the claim.
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Next, we claim that Sd(0, g, ·) is antitone for any g ≥ 0, i.e., that we have
[q1, q2 ∈ Qd with q1 ≥ q2] and [g ∈ L2(∂ Id)with g ≥ 0] =⇒ Sd(0, g, q1) ≤ Sd(0, g, q2).
Indeed, let vi = Sd(0, g, qi) for i ∈ {1, 2}, noting that v1 ≥ 0 by (14). Set v = v2 − v1. Now
Bd(v1, ·; q1) = 0 = Bd(v2, ·; q2) on H1(Id).
Thus for any non-negativew ∈ H1(Id), we have
Bd(v,w; q2) = 〈(q1 − q2)v1, w〉L2(Id) ≥ 0.
Using (14), we see that v ≥ 0, as claimed.
Now fix f ∈ L2(Id), g ∈ L2(∂ Id), and q ∈ Qd. Let u = Sd(0, g, q). Using [6, Lemma 4.3], we see that
‖Sd(f , g, q)‖L∞(Id) ≤ ‖Sd(f , ‖g ‖L∞(Id), 0)‖L∞(Id) + ‖u‖L∞(Id)
≤ ‖f ‖L∞(Id)
q0
+ ‖u‖L∞(Id).
Let u0 = Sd(0, ‖g‖L∞(Id), q0). It is easy to check that
u0(x) = ‖g‖L∞(Id)√q0 sinh√q0
d∑
j=1
ψ(xj) ∀ x ∈ Id,
where
ψ(t) = cosh[√q0t] + cosh[√q0(1− t)].
Since
‖u0‖L∞(Id) = η1d‖g‖L∞(Id),
it only remains to show that
‖u‖L∞(Id) ≤ ‖u0‖L∞(Id). (15)
Let u1 = Sd(0, ‖g‖L∞(Id), q), noting that u1 ≥ 0 by (14). Again using (14), we see that
Bd(u1 − u, ·, q) = 0 on H1(Id) and u1 − u = ‖g‖L∞(Id) − g ≥ 0 on ∂ Id =⇒ u1 ≥ u in Id
and that
Bd(u+ u1, ·, q) = 0 on H1(Id) and u+ u1 = g + ‖g‖L∞(Id) ≥ 0 on ∂ Id =⇒ u ≥ −u1 in Id,
and so
|u| ≤ u1 in Id.
Since Sd(0, ‖g‖L∞(Id), ·) is antitone and q ≥ q0, we have
u1 = Sd(0, ‖g‖L∞(Id), q) ≤ Sd(0, ‖g‖L∞(Id), q0) = u0 in Id.
Combining these last two inequalities, we easily find that (15) holds, completing the proof of the
lemma. 
We now have the following perturbation estimate for the Neumann problem.
Theorem 3.2. Let [f , g, q], [f˜ , g˜, q˜] ∈ L2(Id) × L2(∂ Id) × Qd. If we additionally know that f ∈ L∞(Id)
and g ∈ L∞(∂ Id), then
‖Sd(f , g, q)− Sd(f˜ , g˜, q˜)‖H1(Id) ≤
1
min{1, q0}
[
‖f − f˜ ‖L2(Id)+
(η0‖f ‖L∞(Id) + η1d‖g‖L∞(∂ Id))‖q− q˜‖L2(Id) +
√
2d+ 1‖g − g˜‖L2(∂ Id)
]
,
where η0 and η1 are as in (13).
578 A.G. Werschulz / Journal of Complexity 25 (2009) 568–600
Proof. Let u = Sd(f , g, q) and u˜ = Sd(f˜ , g˜, q˜). Settingw = u− u˜, we have
〈f − f˜ , w〉L2(Id) + 〈g − g˜, w〉L2(∂ Id) = Bd(u, w, q)− Bd(u˜, w, q˜)
= Bd(w,w, q)+ 〈(q− q˜)u, w〉L2(Id),
and so
min{1, q0}‖w‖2H1(Id) ≤ Bd(w,w, q)
= 〈f − f˜ , w〉L2(Id) + 〈g − g˜, w〉L2(∂ Id) − 〈(q− q˜)u, w〉L2(Id). (16)
Clearly∣∣∣〈f − f˜ , w〉L2(Id)∣∣∣ ≤ ‖f − f˜ ‖L2(Id)‖w‖L2(Id). (17)
Moreover, Lemma 3.1 yields∣∣〈(q− q˜)u, w〉L2(Id)∣∣ ≤ ‖q− q˜‖L2(Id)‖u‖L∞(Id)‖w‖L2(Id)
≤ (η0‖f ‖L∞(Id) + η1d‖g‖L∞(∂ Id))‖q− q˜‖L2(Id)‖w‖L2(Id). (18)
Finally, we may use Corollary 3.1 to see that∣∣〈g − g˜, w〉L2(∂ Id)∣∣ ≤ ‖g − g˜‖L2(∂ Id)‖w‖L2(∂ Id)
≤ √2d+ 1‖g − g˜‖L2(∂ Id)‖w‖H1(Id). (19)
Substituting (17)–(19) into (16), the desired result follows. 
We now establish our desired error bound.
Corollary 3.2. Let
Cd,Lip = d ·
max
{√
3, (η0 + η1) · C ′d,Lip
}
min{1, q0} ,
where
C ′d,Lip = max
{
‖A˜ppd−1,∞‖Lin[H(K˜d−1),L∞(∂ Id)], ‖Appd,∞ ‖Lin[H(Kd),L∞(Id)]
}
and η0 and η1 are as in (13). If [f , g, q] ∈ Hd × H˜d−1 × (Qd ∩ Hd,ρ) and [f˜ , g˜, q˜] ∈ Hd × H˜d−1 × Hd,ρ ,
then ∥∥∥Sd(f , g, q)− Sd(f˜ , g˜, φ(q˜))∥∥∥
H1(Id)
≤ Cd,Lip
(
‖f − f˜ ‖L2(Id) + ‖q− q˜‖L2(Id) + ‖g − g˜‖L2(∂ Id)
)
.
Proof. For [f , g], [f˜ , g˜] ∈ Hd × H˜d−1, we clearly have
‖f ‖L∞(Id) ≤ ‖Appd,∞ ‖Lin[H(Kd),L∞(Id)]
and
‖g‖L∞(∂ Id) ≤ ‖A˜ppd−1,∞‖Lin[H(K˜d−1),L∞(∂ Id)].
From the proof of [6, Lemma 4.5], we have
‖q− φ(q˜)‖L2(Id) ≤ ‖q− q˜‖L2(Id).
The desired result now follows from Theorem 3.2 and these inequalities, along with the fact that
d ∈ Z++. 
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The form we have chosen for the Lipschitz constant Cd,Lip was dictated by convenience. It is easy
to see that Theorem 3.2 can give us a somewhat better value for Cd,Lip, but the improvement is very
slight.
Having established a value for the Lipschitz constant Cd,Lip, we now establish bounds on the initial
error. In what follows, we let Intd−1 : H(Kd−1)→ R and Intd : H(Kd)→ R and denote the integration
problems defined by
Intd−1 z =
∫
Id−1
z(y) dy ∀ z ∈ H(Kd−1)
and
Intd z =
∫
Id
z(y) dy ∀ z ∈ H(Kd),
respectively.
Theorem 3.3. The initial error e(0, Sd) satisfies the inequality
max
{
‖ Intd ‖[H(Kd)]∗ ,
√
2d ‖ Intd−1 ‖[H(Kd−1)]∗
max{1, q0}
}
≤ e(0, Sd)
≤ ‖Appd,2 ‖Lin[H(Kd),L2(Id)] +
√
2d+ 1 ‖Appd−1,2 ‖Lin[H(Kd−1),L2(Id−1)]
min{1, q0} .
Proof. We first consider the lower bound. Since [6, Lemma 4.10] gives us the relation e(0, Sd) ≥
‖ Intd ‖[H(Kd)]∗ , we only need to prove that
e(0, Sd) ≥
√
2d ‖ Intd−1 ‖[H(Kd−1)]∗
max{1, q0} .
Choose z in the unit ball of H(Kd−1) such that
Intd−1 z = ‖ Intd−1 ‖[H(Kd−1)]∗ .
Define g : ∂ Id → R by
g(x) = (−1)
θ
√
2d
z(xˆ[j]) if x ∈ Idj,θ for some j ∈ {1, . . . , d}, θ ∈ {0, 1}.
Then
‖g‖2H(K˜d−1) =
∑
1≤j≤d
θ∈{0,1}
∥∥∥g|Idj,θ ∥∥∥2H(Kd−1) = 12d ∑1≤j≤d
θ∈{0,1}
‖z‖2H(Kd−1)
= ‖z‖2H(Kd−1) = 1,
and so g ∈ H˜d−1. Now let u = Sd(0, g; q0). Since ‖1‖H1(Id) = 1, we have
max{1, q0}‖u‖H1(Id) ≥ Bd(u, 1; q0) = 〈g, 1〉L2(∂ Id) =
∫
∂ Id
g(x) dx
=
∑
1≤j≤d
θ∈{0,1}
∫
Idj,θ
(−1)θg(x) dx
= 2d · 1√
2d
·
∫
Id−1
z(y) dy = √2d
∫
Id−1
z(y) dy
= √2d ‖ Intd−1 ‖[H(Kd−1)]∗ .
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Hence
e(0, Sd) ≥ ‖u‖H1(Id) ≥
√
2d ‖ Intd−1 ‖[H(Kd−1)]∗
max{1, q0} ,
as required.
We now turn to the upper bound. Choose [f , g, q] ∈ Hd×H˜d−1×(Hd,ρ∩Qd), and let u = Sd(f , g, q).
From (5), we see that
Bd(u, u; q) = 〈f , u〉L2(Id) + 〈g, u〉L2(∂ Id).
By the definition of Bd and Corollary 3.1, we see that
min{1, q0}‖u‖2H1(Id) ≤ ‖f ‖L2(Id)‖u‖L2(Id) + ‖g‖L2(∂ Id)‖w‖L2(∂ Id)
≤ [‖f ‖L2(Id) +
√
2d+ 1 ‖g‖L2(∂ Id)]‖u‖H1(Id),
and so
‖S(f , g, q)‖H1(Id) = ‖u‖H1(Id) ≤
‖f ‖L2(Id) +
√
2d+ 1 ‖g‖L2(∂ Id)
min{1, q0}
≤ 1
min{1, q0}
[
‖Appd,2 ‖Lin[H(Kd),L2(Id)] +
√
2d+ 1 ‖Appd−1,2 ‖Lin[H(Kd−1),L2(Id−1)]
]
.
Since [f , g, q] ∈ Hd × H˜d−1 × (Hd,ρ ∩ Qd) is arbitrary, the result follows immediately. 
Noting the presence of theΘ(
√
d)-factor on both the upper and lower bounds on e(0, Sd), we see
that these bounds are fairly tight, assuming that the norms involved are reasonably close to each other.
4. Reduction to the L2-approximation problem
Suppose thatwe knowhow to do L2-approximation of functions fromH(Kd) andH(Kd−1). From the
latter, it follows that we can do L2-approximation for H(K˜d−1). We can then approximate Sd(f , g, q)
by Sd(f˜ , g˜, q˜), where the tildes denote approximations. Using Corollary 3.2, we can then estimate the
error in this approximation, which allows us to obtain bounds on the ε-cardinality number.
Let us make this more precise. First, letWd = (Appd,2)∗(Appd,2), which is a compact self-adjoint
operator onH(Kd)having finite trace. Let {(λd,j, ed,j)}j∈Z++ denote the eigenpairs ofWd, with {ed,j}j∈Z++
being an orthonormal basis for H(Kd) and with
λd,1 ≥ λd,2 ≥ . . . 0 and lim
j→∞ λd,j = 0.
As in [17], we consider the problem Appd,2 of approximating functions fromHd in the L2-norm.We
first considerΛall. Using results from [1, Chapter 4], we find that the algorithm Ad,n,all defined by
Ad,n,all f =
n∑
j=1
〈f , ed,j,〉H(Kd)ed,j ∀ f ∈ Hd
is an nth minimal error algorithm usingΛall, and that the nth minimal error satisfies
r(n,Appd,2,Λ
all) = e(Ad,n,all,Appd,2,Λall) =
√
λd,n+1.
Moreover, since
∞∑
j=1
λd,j = traceWd =
∫
Id
Kd(x, x)dx <∞,
we see that
r(n,Appd,2,Λ
all) ≤
√
traceWd√
n+ 1 .
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Letting
rd,all = sup
{
r ≥ 0 : lim
j→∞ λd,jn
r = 0
}
,
we see that rd,all ≥ 12 . Note that this result holds for any kernel Kd satisfying (6). For smoother kernels,
the eigenvalues ofWd might decay more quickly to zero, which would give a larger value for rd,all.
Next, we considerΛstd. Again following [17], we can use the result forΛall, along with the fact that
r(n,Appd,2,Λ
std) ≤ min
j∈Z+
(
r2(j,Appd,2,Λ
all)+ traceWd
n
)1/2
,
to see that
r(n,Appd,2,Λ
std) ≤
√
2 traceWd
n1/4
.
More recently, Kuo et al. [9] have shown that
2rd,all
2rd,all + 1 rd,all ≤ rd,std ≤ rd,all.
Furthermore, they have conjectured that if (6) holds, then rd,all = rd,std.
We summarize these observations in the following lemma.
Lemma 4.1. Let k ∈ {all, std}. There exist rd,all ≥ 12 and rd,std ≥ 14 , as well as Cd,k > 0, such that there is
a linear algorithm Ad,n,k for the approximation problem using n evaluations from Λk, whose error satisfies
e(Ad,n,k,Appd,2,Λ
k) ≤ Cd,k
nrd,k
.
For Λall, we may take
rd,all = 12 and Cd,all =
√
traceWd,
whereas for Λstd, we may take
rd,std = 14 and Cd,std =
√
2 traceWd. 
We now are ready to prove a result that tells us that
card(ε, Sd,Λk) = O
(
max{card(ε,Appd,2,Λk), card(ε,Appd−1,2,Λk)}
)
.
Theorem 4.1. The Neumann problem is no harder than the L2-approximation problem. More precisely, for
k ∈ {all, std}, we find that the following hold:
1. For any n ∈ Z+, there exists a linear algorithm Ud,n,k using n evaluations from Λk, such that
e(Ud,n,k, Sd,Λk) ≤
C∗d,k
nr
∗
d,k
, (20)
where (using the notation of Lemma 4.1)
C∗d,k = Cd,Lip[3rd,kCd,k(ρ + 1)+ (6d)rd−1,kCd−1,k]
and
r∗d,k = min{rd,k, rd−1,k}.
Hence,
card(ε, Sd,Λk) ≤
⌈(
C∗d,k
ε ErrCrit(Sd)
)1/r∗d,k⌉
.
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2. Let
rk = inf
`∈Z++
r`,k, (21)
noting that we can always find algorithms such that
rall ≥ 12 and rstd ≥
1
4
.
Then
card(ε, Sd,Λk) ≤
⌈(
C∗d,k
ε ErrCrit(Sd)
)1/rk⌉
,
with
C∗d,k = 6rk(ρ + 1) drk Cd,Lip(Cd,k + Cd−1,k). (22)
Proof. Let k ∈ {all, std}. For n ∈ Z+, define an algorithm A∗d−1,n,k for L2(∂ Id)-approximation of
functions from H(K˜d−1) by(
A∗d−1,n,k g
) |Idj,θ = Ad−1,bn/(2d)c,k (g|Idj,θ )
for g ∈ H(K˜d−1), j ∈ {1, . . . , d}, and θ ∈ {0, 1}. We clearly have
‖g − A∗d−1,n,kg‖L2(∂ Id) ≤
Cd−1,k
bn/(2d)crd−1,k ‖g‖H(K˜d−1) ∀ g ∈ H(K˜d−1).
Now let [f , g, q] ∈ Hd × H˜d−1 × (Qd ∩ Hd,ρ). Pick n ∈ Z+; we assume that (6d)|n without loss of
generality. We then find that
Ud,n,k(f , g, q) = Sd
(
Ad,n/3,kf , A˜d−1,n/3,kg, φ(Ad,n/3q)
)
.
From Corollary 3.2, we see that
‖Sd(f , g, q)− Ud,n,k(f , g, q)‖H(Id)
≤ Cd,Lip[‖f − Ad,n/3,kf ‖L2(Id) + ‖q− Ad,n/3,kq‖L2(Id) + ‖g − A∗d−1,n/3,kg‖L2(∂ Id)]
≤ Cd,Lip
[
Cd,k(‖f ‖H(Kd) + ‖q‖H(Kd))
(n/3)rd,k
+ Cd−1,k‖g‖H(K˜d−1)[n/(6d)]rd−1,k
]
≤ C
∗
d,k
nr
∗
d,k
,
which implies that (20) holds. The remainder of the theorem follows immediately. 
5. Notions of tractability
So far, we have treated the number of variables d as a fixed parameter. In the remainder of this
paper, we consider a sequence S = {Sd}d∈Z++ of Neumann problems, studying the dependence of
card(ε, Sd,Λ) on both ε and d.
First, we describe various levels of tractability for our Neumann problem; see (e.g.) [5] for a
discussion. The problem S is said to be weakly tractable in the classΛ if
lim
ε−1+d→∞
ln card(ε, Sd,Λ)
ε−1 + d = 0.
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A problem is weakly tractable iff the cardinality number grows subexponentially in ε−1 and d. The
problem S is said to be (polynomially) tractable in the classΛ if there exist non-negative numbers C ,
perr, and pdim such that
card(ε, Sd,Λ) ≤ C
(
1
ε
)perr
dpdim ∀ ε ∈ (0, 1), d ∈ Z++. (23)
Numbers perr = perr(Λ) and pdim = pdim(Λ) such that (23) holds are called ε- and d-exponents
of tractability; these need not be uniquely defined. Finally, the problem S is said to be strongly
(polynomially) tractable in the classΛ if pdim = 0 in (23); in this case, there exists C ≥ 0 such that
card(ε, Sd,Λ) ≤ C
(
1
ε
)perr
∀ ε ∈ (0, 1), d ∈ Z++. (24)
When S is strongly tractable, we let pstrong(Λ) denote the exponent of strong tractability, which is
defined as
pstrong(Λ) = inf{perr ≥ 0 : ∃ C ≥ 0 such that (24) holds}.
Using Theorem 4.1, we immediately have the following corollary.
Corollary 5.1. Let k ∈ {all, std}. Suppose that (21) holds. Using the notation of Lemma 4.1, the following
hold:
1. If
lim
d→∞
1
d
ln
Cd,Lip(Cd,k + Cd−1,k)
ErrCrit(Sd)
= 0, (25)
then the Neumann problem is weakly tractable.
2. If there exists pik > 0 such that
C∗d,k
ErrCrit(Sd)
= O(dpik),
then the Neumann problem is tractable, with
perr(Λk) ≤ 1rk and pdim(Λ
k) ≤ pik
rk
.
3. If
lim sup
d→∞
C∗d,k
ErrCrit(Sd)
<∞,
then the Neumann problem is strongly tractable, with
pstrong(Λk) ≤ 1rk . 
Of course, a problem’s weak tractability, tractability, or strong tractability will depend on the error
criterion used. Hencewe let pabserr , p
abs
dim, and p
abs
strong denote the ε- and d-exponents of tractability and the
exponent of strong tractability under the absolute error criterion. When we are using the normalized
error criterion, we shall denote these exponents by pnorerr , p
nor
dim, and p
nor
strong.
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6. Weighted reproducing kernel Hilbert spaces
Up until this point, we have assumed very little about the reproducing kernel Kd. Other than
obeying condition (6), the kernels Kd can be arbitrary. If we want to study tractability, we will need
to say something about how the kernels Kd are related for d ∈ Z++. The standard approach is to use
weighted kernels.
LetH(K) be a separable RKHS of functions defined over I¯ , where the ‘‘master’’ reproducing kernel K
is a measurable non-zero function defined on I¯ × I¯ . We will require that K ∈ L∞(I × I), so that
κ0 := ess sup
t∈I
K(t, t) <∞. (26)
It then follows that
0 ≤ κ2 ≤ κ1 ≤ κ0,
where
κ1 =
∫ 1
0
K(t, t)dt (27)
and
κ2 =
∫ 1
0
∫ 1
0
K(s, t)dtds. (28)
Note that κ0 and κ1 are positive, but that κ2 may be equal to zero. As we shall see, tractability results
will be different for the cases κ2 > 0 and κ2 = 0.
Example. The Korobov and min kernels are defined as follows:
1. Let r ∈ Z++. The rth Korobov kernel KKor,r is defined as
KKor,r(s, t) = (−1)
r+1B2r({s− t})
(2r)! ∀ s, t ∈ [0, 1], (29)
where B2r is the Bernoulli polynomial of order 2r and {s} denotes the fractional part of s ∈ R. For
KKor,r , we find κ0 = κ1 = B2r/(2r)! and κ2 = 0, where B2r is the 2rth Bernoulli number.
2. Themin kernel Kmin is defined as
Kmin(s, t) = min{s, t} ∀ s, t ∈ [0, 1]. (30)
For Kmin, we find that κ0 = 1, κ1 = 12 , and κ2 = 13 .
These kernels have been extensively studied in many papers; see [5] and the references cited
therein. 
We let |u| denote the size of u ⊆ [d], where [d] = {1, . . . , d}. Let
γ = {γd,u : u ⊆ [d], d ∈ Z++}
be a set of non-negative weights γd,u.
Example. What kinds of weights have been most thoroughly studied?
1. Product weights [18]. Here,
γd,u =
∏
j∈u
γd,j with γd,1 ≥ γd,2 ≥ · · · ≥ γd,d ≥ 0. (31)
2. Finite-order weights [19] of order ω ∈ Z++. Here
γd,u 6= 0 only if |u| ≤ ω ∀ u ⊆ [d], d ∈ Z++, (32)
where ω is the smallest positive integer such that (32) holds.
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Other classes of weights (such as finite-diameter weights and order-dependent weights) have been
studied as well; again, see [5]. 
For each d ∈ Z++, the space H(Kd)will be the RKHS whose reproducing kernel is
Kd =
∑
u⊆[d]
γd,uKd,u,
with
Kd,u(x, y) =
∏
j∈u
K(xj, yj) ∀ x, y ∈ I¯d, u ⊆ [d].
Recall that we require q0 ∈ Hd,ρ for all d ∈ Z++. It is known (see, e.g., [17]) that if γd,∅ > 0, then
the constant function 1 belongs to H(Kd), with ‖1‖H(Kd) ≤ γ−1/2d,∅ . Hence we need q0γ−1/2d,∅ ≤ ρ to hold
for all d. Since q0 and ρ are to be independent of d, this latter condition can hold iff
γmin,∅ := inf
d∈Z++
γd,∅ > 0. (33)
Hence we shall assume that condition (33) holds in the rest of this paper, and that q0 and ρ satisfy
q0 ≤ γ 1/2min,∅ ρ. (34)
Since (33) and (34) both hold, we now know that q0 ∈ Hd,ρ for all d ∈ Z++.
Remark 6.1. The intuition behind the definition of H(Kd) is that any function belonging to this space
can be decomposed as a sum of simpler functions. Let us make this precise, under the simplifying
assumption that 1 6∈ H(K), which happens iff κ2 > 0 (see, e.g., [17, Lemma 1]). For u ⊆ [d], let
H(Kd,u) denote the RKHSwhose reproducing kernel is Kd,u, noting that a function belonging toH(Kd,u)
depends only on the variables xi for i ∈ u. Then for any f ∈ H(Kd), there is a unique decomposition of
the form
f =
∑
u⊆[d]
fu,
with fu ∈ H(Kd,u) for all u ⊆ [d], with
‖f ‖2H(Kd) =
∑
u⊆[d]
‖fu‖2H(Kd,u)
γd,u
;
once again see [17]. Note that for this last sum to be finite, then fu must be zero whenever γd,u = 0,
and we must use the notational convention that 0/0 = 0. Thus a function belonging to a weighted
RKHS can be written as a sum of simpler functions. In particular, note that for finite-order weights of
order ω, we have
f =
∑
u⊆[d]
|u|≤ω
fu
with
‖f ‖2H(Kd) =
∑
u⊆[d]
|u|≤ω
‖fu‖2H(Kd,u)
γd,u
.
Thus a function belonging to aweighted RKHS based on a finite-orderweight of orderω can bewritten
as a sum of simpler functions, with each term depending on at most ω variables. 
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For ` ∈ Z++, let us define σ` : R+ → R+ by
σ`(θ) =
(∑
u∈[`]
γd,u θ
|u|
)1/2
∀ θ ∈ R+.
We can use the functions σd−1 and σd to estimate various norms, as well as the Lipschitz constant
for our Neumann problem. Before doing this, it will be useful to letW = (App)∗(App) ∈ Lin[H(K)],
where App ∈ Lin[H(K), L2(I)] is the embedding operator. More explicitly,
Wf =
∫ 1
0
K(·, y)f (y) dy ∀ f ∈ H(K).
Lemma 6.1. The following estimates hold for weighted RKHSs:
1. σd(κ2) ≤ ‖Appd,2 ‖Lin[H(Kd),L2(Id)] ≤ σd(κ1).
2. If κ2 = 0, then
‖Appd,2 ‖Lin[H(Kd),L2(Id)] = maxu⊆[d]
[
γd,u‖W‖uLin[H(K)]
]1/2
.
3. σd−1(κ2) ≤ ‖A˜ppd−1,2‖Lin[H(K˜d−1),L2(∂ Id)] ≤ σd−1(κ1).
4. ‖Appd,∞ ‖Lin[H(Kd),L∞(Id)] ≤ σd(κ0).
5. ‖A˜ppd−1,∞‖Lin[H(K˜d−1),L∞(∂ Id)] ≤ σd−1(κ0).
6. ‖ Intd ‖[H(Kd)]∗ = σd(κ2).
7. ‖ Intd−1 ‖[H(Kd−1)]∗ = σd−1(κ2).
8. Let
η2 = max
{
η0 + η1,
√
3/γmin,∅
}
min{1, q0} , (35)
where η0 and η1 are as in (13). The Lipschitz constant Cd,Lip for our Neumann problem satisfies
Cd,Lip ≤ η2d max{σd(κ0), σd−1(κ0)}. (36)
9. The initial error satisfies the inequality
max
{
σd(κ2),
√
2d σd−1(κ2)
max{1, q0}
}
≤ e(0, Sd) ≤ σd(κ1)+
√
2d+ 1 σd−1(κ1)
min{1, q0} .
Proof. The norm estimates may be found in [17].
Using the norm estimates in parts 4 and 5 of this lemma, along with the fact that σl(θ) ≥ γmin,∅
for any l ∈ Z++ and θ ∈ R+, we get the bound on Cd,Lip.
The bounds on the initial error follow from Theorem 3.3 and the bounds on the various operator
norms can be found in the rest of the lemma. 
7. Tractability results for product and finite-order weights
Suppose that K is any reproducing kernel satisfying (26). What can we say about the tractability
of our Neumann problem? We will be especially interested in knowing whether the tractability of
L2-approximation implies the tractability of our Neumann problem. We remind the reader that the
L2-approximation problem for problem elements Hd and information Λk (where k ∈ {all, std}) is
tractable iff
e(n,Appd,Λk)
ErrCrit(Appd)
≤ Ck,ErrCritd
sk,ErrCrit
nrk
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for any d ∈ Z++ and n ∈ Z+. Here, Ck,ErrCrit > 0, rk,ErrCrit > 0, and sk,ErrCrit ≥ 0 are independent of d
and n. Moreover, the error criterion for approximation is defined to be
ErrCrit(Appd,2) =
{
1 for absolute error,
e(0,Appd,2) for normalized error,
which is analogous to (12) for the Neumann problem.
Note that L2-approximation is tractable iff we may take
rd,k = rk and Cd,k = Ck,ErrCrit ErrCrit(Appd) dsk,ErrCrit (37)
in Lemma 4.1. The following simple lemmawill be helpful in establishing tractability of the Neumann
problem.
Lemma 7.1. If L2-approximation is tractable, then the Neumann problem is tractable. More precisely, let
k ∈ {all, std} and suppose that the following hold:
1. L2-approximation is tractable, and so (37) holds in Lemma 4.1.
2. There exist CLip > 0 and tLip ≥ 0 such that the Lipschitz constant CLip,d for the Neumann problem is
bounded by
Cd,Lip ≤ CLipdtLip
for all d ∈ Z++.
3. There exist CErrCrit > 0 and uErrCrit ≥ 0 such that
max{ErrCrit(Appd,2), ErrCrit(Appd−1,2)}
ErrCrit(Sd)
≤ CErrCritduErrCrit
for all d ∈ Z++.
Then the Neumann problem is tractable, with
perr(Λk) = 1rk and pdim(Λ
k) = 1+ sk,ErrCrit + tLip + uErrCrit
rk
.
Proof. This follows immediately from (22) and Corollary 5.1. 
7.1. Results for product weights
In this subsection, we give tractability results for product weights
γd,u =
∏
j∈u
γd,j, ∀ d ∈ Z++,
where
γd,1 ≥ γd,2 ≥ · · · ≥ γd,d ≥ 0 ∀ d ∈ Z++.
We first consider weak tractability. Let us say that the sum of the weights is sublinearly bounded if
lim
d→∞
1
d
d∑
j=1
γd,j = 0. (38)
Then we have the following result.
Theorem 7.1. Sublinear boundedness is essentially necessary and sufficient for weak tractability. More
precisely:
1. If the sum of the weights is sublinearly bounded, then the Neumann problems (Sd,Λall) and (Sd,Λstd)
are weakly tractable under both the absolute and normalized error criteria.
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2. Suppose that the sum of the weights is not sublinearly bounded. Then there exists a kernel K such that
the Neumann problem (Sd,Λstd) is not weakly tractable under the absolute error criterion.
Proof. For the first part, note that since Λstd ⊆ Λall, we only need to show that the problem is
weakly tractable forΛstd. Also, note that since we are using product weights, Lemma 6.1 implies that
e(0, Sd) ≥ σd(κ2) ≥ 1. So, it suffices to establish weak tractability for standard information under the
absolute error criterion. We use Corollary 5.1, noting that (21) holds with rstd = 14 and
C`,std ≤
√
2 σ`(κ1) for ` ∈ Z++.
Using (36), we find that
Cd,Lip(Cd,std + Cd−1,std) ≤ η2d max{σd(κ0), σd−1(κ0)} ·
√
2[σd(κ1)+ σd−1(κ1)]
≤ 2η2
√
2 dmax{σd(κ0), σd−1(κ0)}.
For ` ∈ Z++, we have
σ`(θ) =
∏`
j=1
(1+ θγ`,j)1/2,
and so
ln σ`(θ) = 12
∑`
j=1
ln(1+ θγ`,j) ≤ 12
(∑`
j=1
γ`,j
)
θ = σˆ`θ,
where
σˆ` = 12
∑`
j=1
γ`,j.
Since we are using product weights, we have σ`(κ1) ≥ 1 for ` ∈ Z++, and so
ln[Cd,Lip(Cd,std + Cd−1,std)] ≤ ln(2η2
√
2)+ ln d+ (σˆd + σˆd−1)κ0.
Since (38) holds, we find that (25) holds, and so the problem is weakly tractable.
To show the second part of the theorem, consider the kernel K : I¯ × I¯ → R as
K(x, y) = 1
2
(∣∣∣∣x− 12
∣∣∣∣+ ∣∣∣∣y− 12
∣∣∣∣+ |x− y|) ∀ x, y ∈ I¯.
Consider the integration problem Intd : H(Kd)→ R defined by
Intd z =
∫
Id
z(x)dx ∀ z ∈ H(Kd),
noting that
‖ Intd ‖[H(Kd)]∗ = σd(κ2) ≥ 1.
From [8, Theorem 7.1], we know that for this kernel K , the problem (Intd,Λstd) is not weakly tractable
under the normalized error criterion, since (38) does not hold. We claim that Intd can be reduced to
Sd(·, 0; 1). To see this, let f ∈ Hd, and let u = Sd(f , 0, ; 1), so that
Intd f = 〈f , 1〉L2(Id) = Bd(u, 1; 1) = Intd u. (39)
For ε > 0, compute an approximation u˜ε of u such that ‖u − u˜ε‖H1(Id) ≤ ε, using cardabs(ε, Sd,Λstd)
evaluations of f . Now define Intd,ε f = Intd u˜ε , noting that this uses no further evaluations of f .
From (39), we see that
| Intd f − Intd,ε f | = | Intd(u− u˜ε)| ≤ ‖u− u˜ε‖H1(Id) ≤ ε ≤ ε‖ Intd ‖[H(Kd)]∗ .
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Since f ∈ Hd is arbitrary, we see that the algorithm Intd,ε produces an ε-approximation to Intd under
the normalized error criterion, using at most cardabs(ε, Sd,Λstd) evaluations of f . Hence
cardnor(ε, Intd,Λstd) ≤ cardabs(ε, Sd,Λstd).
Since (Intd,Λstd) is not weakly tractable under the normalized error criterion, it now follows that
(Sd,Λstd) is not weakly tractable under the absolute error criterion. 
Theorem 7.1 tells us that sublinear boundedness of the sum of the weights (38) is sufficient
for our Neumann problem to be weakly tractable for product weights. Moreover, it also gives us a
master kernel K such that sublinear boundedness is necessary for weak tractability. On the other
hand, there are some kernels for which this condition is not needed for any level of tractability; for
example, if the master kernel K is constant, then H(Kd) is one-dimensional, rendering the Neumann
problem (trivially) strongly tractable. Itwould be useful to characterize thosemaster kernels forwhich
sublinear boundedness of the sum of the weights is necessary and sufficient for weak tractability.
Although we need only assume that the sum of the weights is sublinearly bounded to infer that
our problem is weakly tractable, it is reasonable to expect that a stronger condition on the sum of the
weights would yield a stronger level of tractability.
We first ask what happens when the sum of the weights is logarithmically bounded, which means
that
aγ := lim sup
d→∞
1
ln (d+ 1)
d∑
j=1
γd,j <∞. (40)
Using the notation of (37), we have the following theorem.
Theorem 7.2. Suppose that the sum of the weights is logarithmically bounded. Let k ∈ {all, std}. Then the
Neumann problem is tractable, with
perr(Λk) = 1rk ,
pabsdim(Λ
k) = 1+ sk,abs + 1+
1
2κ0aγ
rk
+ δ,
pnordim(Λ
k) = 1+ sk,nor +
1
2 + 12 (κ0 + κ1)aγ
rk
+ δ
where aγ is as in (40) and δ is any arbitrary positive number.
Proof. Since the sum of the weights is logarithmically bounded, it follows that for any δ > 0, there
exists a positive integer dδ such that
1
ln(d+ 1)
d∑
j=1
γd,j ≤ aγ + δ ∀ d ≥ dδ,
whence
σd(θ) ≤ (d+ 1)θ(aγ+δ)/2 ∀ θ ≥ 0, d ≥ dδ + 1. (41)
Using Lemma 6.1, we now see that
Cd,Lip ≤ η3dmax{σd(κ0), σd−1(κ0)} ≤ η2d(d+ 1)κ0(aγ+δ)/2 ∀ d ≥ dδ + 1,
and so we can take
tLip = 1+ 12κ0aγ + δ ∀ δ > 0.
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For the absolute error criterion,we always haveuabs = 0. For the normalized error criterion, Lemma6.1
and (41) tell us that
e(0,Appd,2) = ‖Appd,2 ‖Lin[H(Kd),L2(Id)] ≤ σd(κ1)
≤ (d+ 1)κ1(aγ+δ)/2 ∀ d ≥ dδ. (42)
Using Lemma 6.1 along with the fact that σd(θ) ≥ 1 for product weights, we find that
e(0, Sd) ≥
√
2d σd−1(κ2)
max{1, q0} ≥
√
2d
max{1, q0} , (43)
and so we can take
unor = 12κ1aγ −
1
2
+ δ ∀ δ > 0.
The theorem follows from Lemma 7.1, along with our values for tLip, uabs, and unor. 
Using this theorem, we easily see that if the sum of the weights is logarithmically bounded, then
the Neumann problem is always tractable.
Corollary 7.1. Suppose that (40) holds. Then the Neumann problem is tractable, and we may take
perr(Λall) = 2,
pabsdim(Λ
all) = 3+ (κ0 + κ1)aγ + δ,
pnordim(Λ
all) = 2+ (κ0 + 2κ1)aγ + δ,
and
perr(Λstd) = 4,
pabsdim(Λ
std) = 5+ 2(κ0 + κ1)aγ + δ,
pnordim(Λ
std) = 3+ 2(κ0 + 2κ1)aγ + δ
for any δ > 0.
Proof. From Lemma 4.1, we see that the hypotheses of Theorem 7.2 hold with rall = 12 , rstd = 14 , and
sall,nor = sstd,nor = 0. Moreover, (42) implies that sall,nor = sstd,nor = 12κ1aγ + δ for any δ > 0. The
results now follow from Theorem 7.2. 
We next ask what happens when the sum of the weights is uniformly bounded, meaning that
a∗γ := sup
d∈Z++
d∑
j=1
γd,j <∞. (44)
Of course, uniform boundedness implies logarithmic boundedness. Hence Theorem 7.2 immediately
tells us that our problem is tractable. However if we use the fact that the sum of the weights is
uniformly bounded, we can get a smaller value for the d-exponent.
Theorem 7.3. Suppose that the sum of the weights is uniformly bounded. Let k ∈ {all, std}. Then the
Neumann problem is tractable, with
perr(Λk) = 1rk ,
pabsdim(Λ
k) = 1+ sk,abs + 1
rk
,
pnordim(Λ
k) = 1+ sk,nor +
1
2
rk
.
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Proof. Since the sum of the weights is uniformly bounded, we see that
σd(θ) = exp
( d∑
j=1
ln(1+ θγd,j)
)1/2
≤ exp
( d∑
j=1
θγd,j
)1/2
≤ ea∗γ θ/2
for θ ≥ 0 and d ∈ Z++. Hence
Cd,Lip ≤ η2dmax{σd(κ0), σd−1(κ0)} ≤ ea∗γ κ0/2η2 d ∀ d ∈ Z++,
and so tLip = 1. For the absolute error criterion, we always have uabs = 0. For the normalized error
criterion, we may use (43) and the fact that
e(0,Appd,2) = ‖Appd,2 ‖Lin[H(Kd),L2(Id)] ≤ σd(κ1) ≤ ea
∗
γ κ1/2 (45)
for d ∈ Z++ to see that unor = − 12 . The results now follow from Lemma 7.1. 
Since uniformboundedness implies logarithmic boundedness, Corollary 7.1 already tells us that the
Neumann problem is tractable. However, we can use Theorem 7.3 to get values for the d-exponents
better than those provided by Corollary 7.1.
Corollary 7.2. Suppose that (44) holds. Then the Neumann problem is tractable, and we may take
perr(Λall) = 2,
pabsdim(Λ
all) = 3,
pnordim(Λ
all) = 2,
and
perr(Λstd) = 4,
pabsdim(Λ
std) = 5,
pnordim(Λ
std) = 3.
Proof. From Lemma 4.1, we see that the hypotheses of Theorem 7.3 hold with rall = 12 , rstd = 14 , and
sall,nor = sstd,nor = 0. Moreover, (45) implies that sall,nor = sstd,nor = 0. The results now follow from
Theorem 7.3. 
Recall that L2-approximation is strongly tractable for productweightswhen the sumof theweights
is uniformly bounded; see [20]. Onemight hope that thiswould also be true for theNeumannproblem.
We shall explore this question further in Section 8.
7.2. Results for finite-order weights
In this section, we give tractability results for finite-order weights of order ω.
We briefly note a useful estimate for Cd,Lip. Suppose that
γmax := sup
d∈Z++
max
u⊆[d]
γd,u <∞. (46)
Let
η4 = 2min{1, κω0 }γmax,
so that
σd(κ1) ≤ σd(κ0) ≤
√
η4dω
592 A.G. Werschulz / Journal of Complexity 25 (2009) 568–600
by [21, Lemma 6] and the monotonicity of σd. Using (36) and the monotonicity of σd, we see that
Cd,Lip ≤ η2√η4 dω/2+1. (47)
We will need no further conditions to prove tractability results for finite-order weights. However,
wewill be able to prove stronger results for the normalized error criterion under the condition κ2 > 0
if we make one further assumption, namely, that there exists c∗ > 0, independent of d, such that
‖Appd ‖[H(Kd)]∗ ≤ c∗‖Appd−1 ‖[H(Kd−1)]∗ . (48)
Remark 7.1. Condition (48) means that L2(Id)-approximation is not much harder than L2(Id−1)-
approximation. Should this not be true, we could ‘‘reduce’’ the L2(Id−1)-approximation problem to
L2(Id)-approximation; this would involve treating a (d− 1)-variate function in H(Kd−1) as a d-variate
function in H(Kd) that happens to not depend on xd. So, condition (48) is fairly natural. Note that from
Lemma 6.1, we see that (48) is equivalent to the condition
σd(κ1) ≤ c∗σd−1(κ1). (49)
In other words, this condition is a statement about the weights γ . Note that (49) clearly holds if
γd,u ≤ c∗γd−1,u ∀ u ∈ [d− 1].
Of course, this latter condition is only a sufficient condition for (49) to hold; it is not necessary. 
Theorem 7.4. Suppose that γ is a family of finite-order weights satisfying (46) and having order ω. Let
k ∈ {all, std}. Then
perr(Λk) = 1rk ,
pabsdim(Λ
k) = 1+ sk,abs +
1
2ω + 1
rk
,
pnordim(Λ
k) =

1+ sk,nor +
1
2 (ω + 1)
rk
if either κ2 = 0 or (48) holds,
1+ sk,nor +
1
2ω + 1
rk
otherwise.
Proof. We once again use the notation of Lemma 7.1. From (47), we see that tLip = 12ω + 1. Since
uabs = 0, we immediately see that the result for pabsdim holds. It remains to determine unor.
1. Suppose that κ2 = 0. From Lemma 6.1, we see that
max{‖Appd,2 ‖Lin[H(Kd),L2(Id)], ‖Appd−1,2 ‖Lin[H(Kd−1),L2(Id−1)]}
e(0, Sd)
≤ γ
1/2
maxmax{1, ‖W‖Lin[H(Kd)]}ω/2max{1, q0}√
2d
,
and so unor = − 12 .
2. Now suppose that κ2 > 0. From [17, Theorem 2] and Lemma 6.1, we see that
e(0,Appd−1,2)
e(0, Sd)
≤ max{1, q0}√
2d
σd−1(κ1)
σd−1(κ2)
≤ max{1, q0}√
2d
(
ω1
ω2
)ω/2
.
If (48) holds, then
e(0,Appd,2)
e(0, Sd)
≤ c
∗‖Appd−1,2 ‖Lin[H(Kd−1),L2(Id−1)]
e(0, Sd)
≤ c
∗max{1, q0}√
2d
(
ω1
ω2
)ω/2
,
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and so unor = 12 . However if (48) does not hold, then we only have
e(0,Appd,2)
e(0, Sd)
≤ σd(κ1)
σd(κ2)
≤
(
ω1
ω2
)ω/2
,
and so unor = 0.
The theorem now follows from Lemma 7.1, along with these values for tLip, uabs, and unor. 
Using this theorem, we easily see that if finite-order weights are used, then the Neumann problem
is always tractable.
Corollary 7.3. Suppose that γ is a family of finite-order weights satisfying (46) and having order ω. Then
the Neumann problem is tractable, and we may take
perr(Λall) = 2,
pabsdim(Λ
all) =
{
3+ ω if κ2 = 0,
3+ 2ω if κ2 > 0,
pnordim(Λ
all) =
{
2+ ω if either κ2 = 0 or (48) holds,
3+ ω otherwise
and
perr(Λstd) = 4,
pabsdim(Λ
all) =
{
5+ 2ω if κ2 = 0,
5+ 4ω if κ2 > 0,
pnordim(Λ
std) =
{
3+ 2ω if either κ2 = 0 or (48) holds,
5+ 2ω otherwise.
Proof. From Lemma 4.1, we see that the hypotheses of Theorem 7.4 hold with rall = 12 , rstd = 14 , and
sall,nor = sstd,nor = 0. We need only determine sall,abs and sstd,abs.
1. If κ2 = 0, then Lemma 6.1 tells us that
e(0,Appd,2) = ‖Appd,2 ‖Lin[H(Kd),L2(Id)] ≤ σd(κ1) ≤
√
η4dω,
and so sall,abs = sstd,abs = 12ω.
2. If κ2 > 0, then Lemma 6.1 tells us that
e(0,Appd,2) = ‖Appd,2 ‖Lin[H(Kd),L2(Id)]
≤ γ 1/2maxmax{1, ‖W‖Lin[H(Kd)]}ω/2,
and so sall,abs = sstd,abs = 0.
The results now follow from Theorem 7.3. 
In [17], the L2-approximation was found to be strongly tractable for finite-order weights when
κ2 > 0; see [17]. As we stated at the end of Section 7.1, one might hope that this would also be true
for the Neumann problem. We shall explore this question further in Section 8.
8. Can the non-homogeneous Neumann problem be strongly tractable?
So far, our best results have established tractability results for the non-homogeneous Neumann
problem, without any strong tractability results. Is this a weakness of our proofs and techniques, or
does the Neumann problem fail to be strongly tractable?
We show that the fault lies not in our proofs, but in (the formulation of) our problem. First, we show
that the problem is never strongly tractable under the absolute error criterion, whether continuous
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linear information or standard information is used. Then, we show that if (48) holds and if there exists
a positive constant c∗∗, independent of d, such that
‖Appd−1 ‖[H(Kd)]∗ ≤ c∗∗‖ Intd−1 ‖[H(Kd−1)]∗ , (50)
then our problem is not strongly tractable under the normalized error criterion.
Theorem 8.1. Whetherwe are using continuous linear information or standard information, the following
hold:
1. The Neumann problem is not strongly tractable for the absolute error criterion.
2. If (48) and (50) hold, then the Neumann problem is not strongly tractable under the normalized error
criterion.
Proof. In what follows, we letΛ denote eitherΛall orΛstd, as appropriate.
First, we claim that
e(n, Sd,Λ) ≥ (2d− n)‖ Intd−1 ‖[H(Kd−1)]
∗
max{1, q0} if n < 2d. (51)
Indeed, let N be the information of cardinality n < 2d, so our sole knowledge about the problem
instance [f , g, q] ∈ Hd × H˜d−1 × (Qd ∩ Hd,ρ) when approximating Sd(f , g, q) is given by N(f , g, q).
There must be at least 2d − n faces Idj1,θ1 , . . . , Idj2d−n,θ2d−n of Id at which N does not sample boundary
data. Let z ∈ Hd−1. Define g : ∂ Id → R as
g(x) =
{
(−1)θ z(xˆ[ji]) if x ∈ Idji,θi for some i ∈ {1, . . . , 2d− n},
0 otherwise.
Then g ∈ Hd and N([0, g, 1]) = 0. Let u = Sd(0, g; q0). Then
max{1, q0}‖u‖H1(Id) ≥ Bd(u, 1; q0) = 〈g, 1〉L2(∂ Id)
= (2d− n)
∫
Id−1
z(y) dy. (52)
Let e(N, Sd,Λ) be the minimal error among all algorithms using the information N . From [1, Sec-
tion 4.5] and (52), we see that
e(N, Sd,Λ) ≥ ‖u‖H1(Id) ≥
(2d− n)
max{1, q0}
∫
Id−1
z(y) dy.
Since this is true for any z ∈ Hd−1, we find that
e(N, Sd,Λ) ≥ (2d− n)‖ Intd−1 ‖[H(Kd−1)]
∗
max{1, q0} .
Finally, sinceN is arbitrary information of cardinality atmost n < 2d, inequality (51) holds, as claimed.
We now consider the absolute error criterion. Recall the definition of γmin,∅ from (33). For d ∈ Z++,
let
ε0 = min
{
γmin,∅
max{1, q0} ,
1
2
}
,
noting that ε0 ∈ (0, 1). By Lemma 6.1 and the definition of σd, we have
‖ Intd−1 ‖[H(Kd−1)]∗ = σd−1(κ2) ≥ γmin,∅.
Letting n = 2d− 1 in (51), we see that
e(2d− 1, Sd,Λ) ≥ γmin,∅max{1, q0} ≥ ε0
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and so
cardabs(ε0, Sd,Λ) ≥ 2d.
As a result, it follows that cardabs(ε, Sd,Λ) cannot be bounded from above by a function of ε for all
ε ∈ (0, 1) and all d ∈ Z++.
Finally, we consider the normalized error criterion under the condition that (48) and (50) hold.
Without loss of generality, we assume that
c∗∗(c∗ +√5) > 2.
Let
ε1 = min{1, q0}max{1, q0}
1
c∗∗(c∗ +√5) ,
noting that ε1 ∈ (0, 1). Let
Cd,App = ‖Appd,2 ‖Lin[H(Kd),L2(Id)] +
√
2d+ 1 ‖Appd−1,2 ‖Lin[H(Kd−1),L2(Id−1)].
From Theorem 3.3 and (51) with n = 2d−
⌈√
2d
⌉
, we find that
e
(
2d−
⌈√
2d
⌉
, Sd,Λ
)
e(0, Sd)
≥ min{1, q0}
max{1, q0}
√
2d ‖ Intd−1 ‖[H(Kd−1)]∗
Cd,App
≥ min{1, q0}
max{1, q0}
√
2d
c∗∗(c∗ +√2d+ 1) ≥ ε1.
Hence
cardnor(ε1, Sd,Λ) ≥ 2d−
⌈√
d
⌉
.
As a result, it follows that cardnor(ε, Sd,Λ) cannot be bounded from above by a function of ε for all
ε ∈ (0, 1) and all d ∈ Z++. 
Remark 8.1. We have already discussed the condition (48) in Remark 7.1. What can we say
about (50)? This condition says that integration is not much easier than approximation. From
Lemma 6.1, we know that (50) holds if
σd−1(κ1) ≤ c∗∗σd−1(κ2). (53)
So when does (53) hold?
1. Suppose we are using product weights. Then
σd−1(κ1)
σd−1(κ2)
=
[d−1∏
j=1
1+ κ1γd−1,j
1+ κ2γd−1,j
]1/2
≤
[d−1∏
j=1
(
1+ (κ1 − κ2)γd−1,j
)]1/2
= σd−1(κ1 − κ2).
Suppose that the bounded-sum condition (44) holds. Then
σd−1(κ1)
σd−1(κ2)
≤ ea∗γ (κ1−κ2)/2,
and so (50) holds with c∗∗ = ea∗γ (κ1−κ2)/2. However if the bounded-sum condition (44) does not
hold, then (53) does not hold.
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2. Suppose we are using finite-order weights of order ω. If κ2 > 0, then [17, Theorem 2] tells us that
σd−1(κ1)
σd−1(κ2)
≤
(
κ1
κ2
)ω/2
,
and so (50) holdswith c∗∗ = (κ1/κ2)ω/2. However if κ2 = 0, then condition (53) does not hold. 
So the Neumann problem is never strongly tractable for the absolute error criterion. Moreover, our
problem is not strongly tractable for the normalized error criterion, provided that the conditions (48)
and (50) hold. We conjecture that our problem is never strongly tractable for the normalized error
criterion.
9. Some illustrations
Up to this point, we have given results that hold for any reproducing kernel K satisfying our
conditions (26)–(28). In this section, we give tractability exponents for two specific kernels: the
Korobov kernel KKor,r and the min kernel Kmin. Our results are based on those found in [9]. We will
only discuss product weights, since these were the only weights that [9] analyzed.
From our general results in Section 7, we know that weak tractability depends on whether or not
the sum of the weights is sublinearly bounded. Since this is a cut-and-dried ‘‘yes-or-no’’ condition,
there is nothing further to add when discussing specific reproducing kernels. From the results in
Section 8, we know that our problem is not strongly tractable. So it only remains to determine the
ε- and d-exponents of tractability.
As in [9], we define the sum exponents
sγ := inf
{
s > 0 : sup
d∈Z++
d∑
j=1
γ sd,j <∞
}
and
tγ := inf
{
t > 0 : sup
d∈Z++
d∑
j=1
γ td,j
ln(d+ 1) <∞
}
,
with the convention that inf∅ = 0. We also define
Rτ := lim sup
d→∞
d∑
j=1
γ τd,j
ln(d+ 1) ∀ τ ∈ (0, 1].
Note that if the sumof theweights is logarithmically bounded, then tγ ≤ 1 andRτ <∞ for τ ∈ [0, tγ ].
Moreover if the sum of the weights is bounded, then sγ ≤ 1. We shall let ζ denote the usual Riemann
zeta function.
We first consider the Korobov kernel.
Theorem 9.1. Suppose that K = KKor,r for some r ∈ Z++.
1. Suppose that the sum of the weights is logarithmically bounded, with aγ as in (40). For tγ = 1, take
τ = 1, and for tγ < 1, let τ be any element of (max{1/(2r), tγ }]. For continuous linear information,
we may take
perr(Λall) = 2τ ,
pabsdim(Λ
all) = 1+ (2+ (κ0 + κ1)aγ )τ + 2ζ (2rτ)+ δ ∀ δ > 0,
pnordim(Λ
all) = 1+ (1+ (κ0 + κ1)aγ )τ + 2ζ (2rτ)+ δ ∀ δ > 0,
and for standard information, we may take
perr(Λstd) = 2τ(1+ τ),
pabsdim(Λ
std) = 1+ [(2+ (κ0 + κ1)aγ )τ + 2ζ (2rτ)](1+ τ)+ δ ∀ δ > 0,
pnordim(Λ
std) = 1+ [(1+ (κ0 + κ1)aγ )τ + 2ζ (2rτ)](1+ τ)+ δ ∀ δ > 0.
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2. Suppose that the sum of the weights is uniformly bounded. For sγ = 1, take τ = 1, and for sγ < 1, let
τ be any element of (max{1/(2r), sγ }]. For continuous linear information, we may take
perr(Λall) = 2τ ,
pabsdim(Λ
all) = 1+ 2τ ,
pnordim(Λ
all) = 1+ τ ,
and for standard information, we may take
perr(Λstd) = 2τ(1+ τ),
pabsdim(Λ
std) = 1+ 2τ(1+ τ)+ δ ∀ δ > 0,
pnordim(Λ
std) = 1+ τ(1+ τ)+ δ ∀ δ > 0.
Proof. We first suppose that the sum of the weights is logarithmically bounded. Since (42) holds, we
see that we may take
sk,abs = sk,nor + 12κ1aγ + δ ∀ δ > 0, k ∈ {all, std}.
From [9, Theorem 5], we have
rall = 12τ and rstd =
1
2τ(1+ τ) + δ ∀ δ > 0
and that
sall,nor = sstd,nor = ζ (2rτ)Rτ
τ
+ δ ∀ δ > 0. (54)
The result now follows from Theorem 7.2.
Now suppose that the sum of the weights is uniformly bounded. Since (45) holds, we may again
use [9, Theorem 5] to see that
sk,abs = sk,nor = 0 for k ∈ {all, std}
and that
rall = 12τ and rstd =
1
2τ(1+ τ) + δ ∀ δ > 0.
The result once again follows from Theorem 7.2. 
It is natural to compare the results of Theorem 9.1 with the results of Section 7. In particular, what
happens if we let τ = 1 in Theorem 9.1?
1. When the sum of the weights is logarithmically bounded, we find
perr(Λall) = 2,
pabsdim(Λ
all) = 3+ (κ0 + κ1)aγ + 2R1ζ (2r)+ δ ∀ δ > 0,
pnordim(Λ
all) = 2+ (κ0 + κ1)aγ + 2R1ζ (2r)+ δ ∀ δ > 0,
and
perr(Λstd) = 4,
pabsdim(Λ
std) = 5+ 2(κ0 + κ1)aγ + 4R1ζ (2r)+ δ ∀ δ > 0,
pnordim(Λ
std) = 3+ 2(κ0 + κ1)aγ + 4R1ζ (2r)+ δ ∀ δ > 0,
which are somewhat worse than the results reported in Corollary 7.1, since these latter results
contain a term involving R1ζ (2r).
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2. When the sum of the weights is uniformly bounded, we find
perr(Λall) = 2,
pabsdim(Λ
all) = 3,
pnordim(Λ
all) = 2,
and
perr(Λstd) = 4,
pabsdim(Λ
std) = 5+ δ ∀ δ > 0,
pnordim(Λ
std) = 3+ δ ∀ δ > 0,
which are comparable to the results contained in Corollary 7.2.
Next, we consider the min kernel. Let
bτ = ζ (2τ)
pi2τ
+ 1
2τ
∀ τ > 0.
Theorem 9.2. Suppose that K = Kmin.
1. Suppose that the sum of the weights is logarithmically bounded, with aγ as in (40). For tγ = 1, take
τ = 1, and for tγ < 1, let τ be any element of (max{ 12 , tγ }]. Then for continuous linear information,
we may take
perr(Λall) = 2τ ,
pabsdim(Λ
all) = 1+ (2+ (κ0 + κ1)aγ )τ + 2bτRτ + δ ∀ δ > 0,
pnordim(Λ
all) = 1+ (1+ (κ0 + κ1)aγ )τ + 2bτRτ + δ ∀ δ > 0,
and for standard information, we may take
perr(Λstd) = 2τ(1+ τ),
pabsdim(Λ
std) = 1+ [(2+ (κ0 + κ1)aγ )τ + 2bτRτ ](1+ τ)+ δ ∀ δ > 0,
pnordim(Λ
std) = 1+ [(1+ (κ0 + κ1)aγ )τ + 2bτRτ ](1+ τ)+ δ ∀ δ > 0.
2. Suppose that the sum of the weights is uniformly bounded. For sγ = 1, take τ = 1, and for sγ < 1, let
τ be any element of (max{1/(2r), sγ }]. Then for continuous linear information, we may take
perr(Λall) = 2τ ,
pabsdim(Λ
all) = 1+ 2τ ,
pnordim(Λ
all) = 1+ τ ,
and for standard information, we may take
perr(Λstd) = 2τ(1+ τ),
pabsdim(Λ
std) = 1+ 2τ(1+ τ)+ δ ∀ δ > 0,
pnordim(Λ
std) = 1+ τ(1+ τ)+ δ ∀ δ > 0.
Proof. The proof is almost the same as that of Theorem 9.1, except that we now use [9, Theorem 7],
rather than [9, Theorem 5]. The only difference between these two results of [9] is that whereas we
had (54) for the Korobov kernel, we have
sall,nor = sstd,nor = bτRτ
τ
+ δ ∀ δ > 0
for the min kernel. 
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Once again, it is natural to compare the results of Theorem 9.2 with the results of Section 7. In
particular, what happens if we let τ = 1 in Theorem 9.2?
1. When the sum of the weights is logarithmically bounded, we find
perr(Λall) = 2,
pabsdim(Λ
all) = 3+ (κ0 + κ1)aγ + 2b1R1 + δ ∀ δ > 0,
pnordim(Λ
all) = 2+ (κ0 + κ1)aγ + 2b1R1 + δ ∀ δ > 0,
and
perr(Λstd) = 4,
pabsdim(Λ
std) = 5+ 2(κ0 + κ1)aγ + 4b1R1 + δ ∀ δ > 0,
pnordim(Λ
std) = 4+ 2(κ0 + κ1)aγ + 4b1R1 + δ ∀ δ > 0,
which are somewhat worse than the results reported in Corollary 7.1, since these latter results
contain a term involving b1R1.
2. When the sum of the weights is uniformly bounded, we find
perr(Λall) = 2,
pabsdim(Λ
all) = 3,
pnordim(Λ
all) = 2,
and
perr(Λstd) = 4,
pabsdim(Λ
std) = 5+ δ ∀ δ > 0,
pnordim(Λ
std) = 3+ δ ∀ δ > 0,
which are comparable to the results contained in Corollary 7.2.
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