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MIXED MULTIFRACTAL SPECTRA OF BIRKHOFF AVERAGES
FOR NON-UNIFORMLY EXPANDING ONE-DIMENSIONAL
MARKOV MAPS WITH COUNTABLY MANY BRANCHES
JOHANNES JAERISCH AND HIROKI TAKAHASI
Abstract. For a Markov map of an interval or the circle with countably many
branches and finitely many neutral periodic points, we establish conditional vari-
ational formulas for the mixed multifractal spectra of Birkhoff averages of count-
ably many observables, in terms of the Hausdorff dimension of invariant proba-
bility measures. Using our results, we are able to exhibit new fractal-geometric
results for backward continued fraction expansions of real numbers, answering in
particular a question of Pollicott. Moreover, we establish formulas for multi-cusp
winding spectra for the Bowen-Series maps associated with finitely generated free
Fuchsian groups with parabolic elements.
1. Introduction
Borel’s normal number theorem states that Lebesgue almost every real number
has the property that the limiting frequency of each digit in the decimal expansion
is 1/10. It is therefore natural to ask for the Hausdorff dimension of the set of
real numbers with a different limiting behavior. This problem was investigated by
Besicovitch [4] and Eggleston [9] in the 30s and 40s, who computed the Hausdorff
dimension of the set of real numbers whose digits have limiting frequency given by
any prescribed probability vector.
This number-theoretic problem can be generalized as follows. Given a dynamical
system on a metric spaceX , a sequence A1, . . . , Ak of pairwise disjoint subsets ofX ,
and a probability vector α = (α1, . . . , αk), is it possible to describe the Hausdorff
dimension of the set of initial points whose orbits visit each Aj with frequency
αj? One can also consider a frequency of visits to a countably infinite number of
subsets, and even more generally, Birkhoff averages of a countably infinite number
of observables. The problem is to describe mixed multifractal spectra of Birkhoff
averages, or simply mixed Birkhoff spectra of countably many observables.
Mixed Birkhoff spectra combine different local characteristics which depend si-
multaneously on families of observables. For certain maps having a Markov struc-
ture, several results are known which describe mixed Birkhoff spectra: Fan and
Feng [10], and Olsen [36, 37] on finite shift spaces; Fan et al. [13] on the Hausdorff
dimension of Besicovitch-Eggleston sets on infinite shift spaces; Fan et al. [11, 12]
on uniformly expanding Markov interval maps with infinitely many branches.
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In this paper, we describe mixed Birkhoff spectra for non-uniformly expand-
ing one-dimensional Markov maps with a countable (finite or infinite) number of
branches. The lack of uniform expansion is due to the existence of neutral periodic
points. Various types of results in different settings on dimension theory for such
parabolic systems (i.e., maps with neutral periodic points) are fairly in abundance.
We refer to [14, 20, 26, 27, 34, 41, 49] for results on Lyapunov spectra, [30, 32, 48]
on the Hausdorff dimension of limit sets, [8, 18, 25] on Birkhoff spectra of observ-
ables not necessarily related to Lyapunov exponents, and [46] on entropy spectra.
However, to our knowledge, there is no known result on the mixed Birkhoff spectra
of parabolic systems, in spite of its potential of broad applications.
1.1. Statement of the main result. Let M = [0, 1] or M = S1, and let S be a
countable set. A Markov map is a map f : ∆→M such that the following holds:
(M0) There exists a family {∆a}a∈S of connected subsets of M with pairwise
disjoint interiors such that ∆ =
⋃
a∈S ∆a and f |∆a = fa for each a ∈ S.
(M1) For each a ∈ S, fa is a C1 diffeomorphism onto its image with bounded
derivative.
(M2) If a, b ∈ S and f∆a ∩∆b has non-empty interior, then f∆a ⊃ ∆b.
The family {∆a}a∈S is called a Markov partition of f . We say a Markov map f is
fully branched f∆a ⊃ ∆b holds for all a ∈ S, b ∈ S. We say f is non-uniformly
expanding if |f ′| > 1 everywhere except for finitely many indices (a, xa), a ∈ S,
for which xa ∈ ∆a and |f ′axa| = 1. Such indices a are called neutral indices,
and xa is called a neutral periodic point if f
nxa = xa holds for some n ≥ 1. All
other indices are called expanding. Let Ω denote the set of all neutral indices. In
the case Ω = ∅, f is called uniformly expanding. All neutral periodic points are
topologically repelling.
Condition (M2) determines a transition matrix over S. We will assume a strong
connectivity of the associated directed graph, called finite irreducibility. Moreover,
we will assume that f has uniform decay of cylinders. We refer to Section 3.1 for
the definitions of these two key properties.
We aim to describe a fractal structure of the maximal invariant set
J =
∞⋂
n=0
f−n∆.
We assume J 6= ∅, and decompose J into level sets defined as follows. Let F denote
the set of R-valued functions on ∆ with suitable bounds on their distortion (see
Section 3.3 for the precise definition). We say f has mild distortion if log |f ′| ∈ F .
Let us introduce the following two infinite-dimensional vector spaces
FN = {φ = (φ1, φ2, . . .) : φi ∈ F ∀i ≥ 1}
and
RN = {α = (α1, α2, . . .) : αi ∈ R ∀i ≥ 1}.
For φ ∈ FN, α ∈ RN and an integer k ≥ 1, put φk = (φ1, . . . , φk), αk =
(α1, . . . , αk) and
‖αk‖ = max
1≤i≤k
|αi|.
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For an integer n ≥ 1 and x ∈ ⋂n−1j=0 f−j∆, we denote the multi-Birkhoff sum by
Snφk(x) = (Snφ1(x), . . . , Snφk(x)) ,
where Snφ =
∑n−1
j=0 φ ◦ f j for φ : ∆→ R. The level sets we consider are given by
B(φ,α) =
∞⋂
k=1
Bk(φ,α)
where we have set
Bk(φ,α) =
{
x ∈ J : lim
n→∞
∥∥∥∥ 1nSnφk(x)−αk
∥∥∥∥ = 0
}
.
Note that B(φ,α) is the set of points in J for which the Birkhoff average of each
φi exists and is equal to αi. We have the multifractal decomposition
J =
( ⋃
α∈RN
B(φ,α)
)
∪ B′(φ),
where B′(φ) denotes the set of points in J for which the Birkhoff average of some
φi does not exist. If f |J is transitive, then each non-empty level set B(φ,α) is
a dense subset of J . Our goal is to describe the mixed multifractal spectrum of
Birkhoff averages
bφ(α) = dimHB(φ,α), α ∈ RN,
where dimH denotes the Hausdorff dimension on M . The metric on M is the
Euclidean metric if M = [0, 1], and the standard Riemannian metric if M = S1.
All measures appearing in this paper are probabilities on appropriate Borel
sigma-fields. For each measure µ which is invariant under the map f |J : J → J ,
denote by h(µ) ∈ [0,∞] the Kolmogorov-Sina˘ı entropy of µ with respect to f |J .
If f is differentiable at µ-almost every point, then define the Lyapunov exponent
of µ by χ(µ) =
∫
log |f ′|dµ ∈ [0,∞]. Let M(f) denote the set of f |J-invariant
measures with finite Lyapunov exponent. The dimension of a measure µ ∈ M(f)
is the number
dim(µ) =


h(µ)
χ(µ)
if χ(µ) > 0;
0 if χ(µ) = 0.
A measure µ ∈ M(f) is called expanding if χ(µ) > 0. For an ergodic expanding
measure µ, dim(µ) is equal to the supremum of the Hausdorff dimensions of sets
with full µ-measure [17, 19, 28, 32].
Our formula for bφ(α) is given in terms of the dimension of measures. Important
quantities are
δ0 = sup{dim(µ) : µ ∈M(f)}
and
β∞ = inf {β ∈ R : sup{Fβ(µ) : µ ∈M(f)} <∞} .
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Here, Fβ : µ ∈ M(f) 7→ h(µ)− βχ(µ) is a free energy with inverse temperature β.
For φ ∈ FN and k ≥ 1, we denote∫
φkdµ =
(∫
φ1dµ, . . . ,
∫
φkdµ
)
,
where we will always assume that φi ∈ L1(µ) for every 1 ≤ i ≤ k, if this notation
is in use. For α ∈ [0,∞] define
L(α) =
{
x ∈ J : lim
n→∞
1
n
log |(fn)′x| = α
}
.
We are now in the position to state our main result. Let us say that f is saturated
by expanding measures, or simply saturated if
(1.1) dimH J = δ0.
Main Theorem (Conditional variational formulas for mixed Birkhoff spectra).
Let f : ∆→M be a finitely irreducible non-uniformly expanding Markov map which
has mild distortion and uniform decay of cylinders. Let φ ∈ FN and α ∈ RN. Then
the following holds:
(a) We have B(φ,α) 6= ∅ if and only if for any integer k ≥ 1 and any ǫ > 0 there
exists a measure µ ∈M(f) such that∥∥∥∥
∫
φkdµ−αk
∥∥∥∥ < ǫ.
(b) Assume f is saturated by expanding measures. If B(φ,α) 6= ∅ then
bφ(α) = lim
k→∞
dimH Bk(φ,α)
= lim
k→∞
lim
ǫ→0
sup
{
dim(µ) : µ ∈M(f),
∥∥∥∥
∫
φkdµ−αk
∥∥∥∥ < ǫ
}
.
If moreover each φi is bounded, then
bφ(α) = lim
k→∞
lim
ǫ→0
sup
{
sup
{
dim(µ) : µ ∈M(f),
∥∥∥∥
∫
φkdµ−αk
∥∥∥∥ < ǫ
}
, β∞
}
.
If moreover f has a neutral periodic point, then
δ0 = dimH L(0) = lim
α→0
dimH L(α).
Note that the two limits in the conditional variational formulas can be exchanged
because of the monotonicity of the supremum in ǫ and k. Further, we may replace
M(f) by the subset of measures with compact support.
Our Main Theorem allows us to investigate a number of important multifractal
spectra which could not be studied before. As a first application we state new
fractal-geometric results for backward continued fractions in Section 1.2. In Section
2 we describe cusp winding spectra for hyperbolic surfaces of finitely generated free
Fuchsian groups with parabolic elements.
Moreover, our Main Theorem extends the results of Fan et al. [11, Theorem
1.1, Theorem 1.2] in which only uniformly expanding fully branched interval maps
were considered. Note that our class F of observables is strictly larger than the
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one considered in [11]. Let us also remark that our proof differs significantly from
that of [11]. We refer to Section 1.3 for further details.
Let us finally comment on the assumptions in our Main Theorem. The saturation
assumption (1.1), which seems very natural for our task, has also been assumed in
[25], and it follows from the assumptions in [11]. We state a sufficient condition
in Section 5.2 via inducing schemes. The uniform decay of cylinders clearly holds
for uniformly expanding maps, and for non-uniformly expanding maps we have to
state it as an assumption. A number of concrete examples has this property, see
[32, Section 8] and Section 5.1 for details.
1.2. Dimension spectra for backward continued fraction expansions. We
describe our results in some number-theoretic problems. Each irrational number
x ∈ (0, 1) \Q has a unique expansion
(1.2) x = 1− 1
b1(x)−
1
b2(x)−
1
. . .
,
where each digit bj(x) is an integer greater than or equal to 2. The digits in this
expansion are generated by iterating the Re´nyi map [42]
f : x ∈ [0, 1) 7→ 1
1− x −
⌊
1
1− x
⌋
∈ [0, 1).
This means that for all x ∈ (0, 1) \Q,
bj(x) =
⌊
1
1− f j−1x
⌋
+ 1 ∀j ≥ 1.
The graph of the Re´nyi map can be obtained from that of the Gauss map by
reflecting the latter in the line x = 1/2. For this reason, (1.2) is called the Backward
Continued Fraction (BCF) expansion of the irrational number x. The Re´nyi map is
a fully branched non-uniformly expanding Markov map having x = 0 as a unique
neutral fixed point. It satisfies all the assumptions in the Main Theorem (see
Section 5 and the proof of Lemma 6.1).
The behavior of the arithmetic mean of the BCF digits is peculiar. Aaronson
[1] proved that the arithmetic mean convergences to 3 in measure as n → ∞.
Aaronson and Nakada [2] proved that
lim inf
n→∞
1
n
n∑
j=1
bj(x) = 2 and lim sup
n→∞
1
n
n∑
j=1
bj(x) =∞
for Lebesgue a.e. x ∈ (0, 1)\Q. Slightly modifying the proof of the Main Theorem
we show that some mixed Birkhoff spectra including the arithmetic mean of the
BCF digits are completely flat.
Theorem 1.1 (Completely flat mixed Birkhoff spectrum). Let f be the Re´nyi
map. For any α ∈ [2,∞] and any φ = (φi)∞i=1 ∈ FN such that φi is bounded for
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every i ≥ 1, we have
dimH


x ∈ (0, 1) \Q : lim
n→∞
1
n
Snφi(x) = φi(0) ∀i ≥ 1,
lim
n→∞
1
n
log |(fn)′x| = 0,
lim
n→∞
1
n
n∑
j=1
bj(x) = α


= 1.
The following proposition is a special case of Theorem 1.1. The Birkhoff spec-
trum of the arithmetic mean of the BCF digits is completely flat, in sharp contrast
to that of the regular continued fraction expansion digits, which is a strictly in-
creasing real-analytic function [21].
Proposition 1.2 (Completely flat Birkhoff spectrum). For any α ∈ [2,∞],
dimH
{
x ∈ (0, 1) \Q : lim
n→∞
1
n
(b1(x) + · · ·+ bn(x)) = α
}
= 1.
For each n ≥ 2 consider the set
E(n) = {x ∈ [0, 1) : bj(x) ≤ n ∀j ≥ 1}.
By a result of Urban´ski ([48, Theorem 4.3]), the Hausdorff dimension of E(n) co-
incides with the first zero tn ∈ [0, 1] of the geometric pressure function associated
with the Markov map generated by n − 1 branches of the Re´nyi map. Since the
Re´nyi map has no invariant Borel probability measure that is absolutely continuous
with respect to the Lebesgue measure, we have tn < 1 by a result of Ledrappier
[29]. Since the Re´nyi map is saturated by expanding measures, and since the
support of any invariant measure with compact support is contained in E(n), for
some n ≥ 2, our Main Theorem proves the following, answering a question of Pol-
licott (private communication in the Fall Program of Low-Dimensional Dynamics,
Shanghai, October 2019).
Proposition 1.3 (Limit of dimension of sets with bounded BCF digits). We have
lim
n→∞
dimH E(n) = 1.
It follows that the set of irrational numbers in (0, 1) with bounded BCF digits
has Hausdorff dimension 1. For the regular continued fraction expansion, Jarn´ık
[24] proved that the set of irrational numbers in (0, 1) whose digits do not exceed
n has Hausdorff dimension 1 − O(1/n). This was later significantly improved by
Hensley [16] to 1− O(1/n2).
To state our next main result let f : ∆→ M be a Markov map with an infinite
Markov partition {∆i}∞i=1. We say that α ∈ RN is a frequency vector if αi ≥ 0
holds for every i ≥ 1 and ∑∞i=1 αi ≤ 1. For each frequency vector α we introduce
the Besicovitch-Eggleston set with frequency α given by
BE(α) =
{
x ∈ J : lim
n→∞
1
n
#{0 ≤ j ≤ n− 1: f jx ∈ ∆i} = αi ∀i ≥ 1
}
.
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For the Re´nyi map we have
BE(α) =
{
x ∈ (0, 1) \Q : lim
n→∞
1
n
#{1 ≤ j ≤ n : bj(x) = i} = αi−1 ∀i ≥ 2
}
.
Theorem 1.4 (Dimension of Besicovitch-Eggleston sets). Let f : [0, 1)→ [0, 1) be
the Re´nyi map. For every frequency vector α we have
dimH BE(α) = lim
k→∞
lim
ǫ→0
max
{
sup
{
dim(µ) : µ ∈M(f), max
1≤i≤k
|µ(∆i)− αi| < ǫ
}
,
1
2
}
.
Moreover, if
∑∞
i=1 αi < 1 then we have
dimH BE(α) =
1
2
.
For fully branched uniformly expanding Markov maps with infinite Markov
partitions, the conditional variational formulas for the Hausdorff dimension of
Besicovitch-Eggleston sets in Theorem 1.4 were established in [11, 12]. See [13] for
analogous results on the countable Markov shift. The second assertion of Theorem
1.4 extends the result [11, Theorem 1.2] on uniformly expanding fully branched
Markov maps. This result is closely related to a result of Good [15] stating that set
of numbers with regular continued fraction digits tending to infinity has Hausdorff
dimension equal to 1/2. For a related result on cutting sequences of geodesics on
hyperbolic surfaces with cusps we refer to Proposition 2.3 in Section 2 and the
remark thereafter. Statements analogous to Theorem 1.4 hold for general non-
uniformly expanding Markov maps with infinite Markov partitions.
1.3. Method of proof and outline of the paper. The proof of the Main The-
orem differs significantly from that of [11, Theorem 1.1, Theorem 1.2] in which
the uniform expansion of the Markov map is essential. As stated in the Main
Theorem(b), the set of points with zero pointwise Lyapunov exponent has a large
Hausdorff dimension, and can therefore intersect many level sets. It is convenient
to restrict to level sets with positive Lyapunov exponents, but many level sets will
be unaccounted for due to this restriction (see e.g. [25, Theorem 2]). To establish
our Main Theorem for the complete multifractal spectra, we take the set with zero
Lyapunov exponent into a direct consideration.
What we will actually prove is the conditional variational formula for any level
set whose Hausdorff dimension does not exceed δ0. The saturation assumption
ensures that the formulas are valid for all level sets. For finitely generated iterated
function systems with neutral fixed points, essentially the same assumption was
made in [25, Theorem 2] in order to describe Birkhoff spectra of single observables.
In Section 2 we will prove related results for the multi-cusp winding process
for the geodesic flow on hyperbolic surfaces with cusps. The rest of this paper
consists of four sections. Section 3 contains preliminary results on non-uniformly
expanding one-dimensional Markov maps. In Section 4 we prove the Main Theo-
rem. For the upper bound of the Hausdorff dimension of the level sets, we modify
Bowen’s covering argument [5], and utilize the thermodynamic formalism for finite
and countable Markov shifts [6, 31, 43] applied to induced systems. We will work
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with infinitely many induced systems which altogether exhaust the whole dynam-
ics. For the lower bound, we construct subsets of the level sets by a Moran-like
geometric construction [38], and relate the Hausdorff dimension of the level sets to
the dimension of expanding measures with prescribed expected values.
In Section 5 we provide sufficient conditions for two of the assumptions in the
Main Theorem: the uniform decay of cylinders, and the saturation by expanding
measures. In Section 6 we show Theorem 1.1 and Theorem 1.4 for the Re´nyi map.
2. Cusp winding spectra for some hyperbolic surfaces
In this section we apply our main results to cusp winding spectra for the geodesic
flow on hyperbolic surfaces modeled by a finitely generated free Fuchsian group
with parabolic elements. The underlying non-uniformly expanding Markov map
is the Bowen-Series map associated with the action of a Fuchsian group on the
boundary of hyperbolic space ([7]). This induces a uniformly expanding Markov
map with infinitely many branches which is not fully branched. This fact has also
been used in [27]. Other cusp winding spectra were treated in [23, 33].
2.1. Bowen-Series maps for free Fuchsian groups. We denote by (D, d) the
Poincare´ disk model of the two-dimensional hyperbolic space, where D ⊂ R2 is the
open unit disk around the origin, and S1 = ∂D its boundary. We denote by
Λ(G) =
⋃
g∈G
g(0) \
⋃
g∈G
g(0) ⊂ S1
the limit set of a Fuchsian group G (see [35] and also [7, Section 1] for further
details), where the closure is taken with respect to the Euclidean topology on R2.
We begin by recalling the definition of the Bowen-Series map from [7]. Let R ⊂ D
denote a Dirichlet fundamental domain for a finitely generated free Fuchsian group
G with parabolic elements. By Poincare´’s polyhedron theorem, each of the finitely
many sides s of R gives rise to a side-pairing transformation gs ∈ G, and the set
G0 = {gs : s side of R} ⊂ G
is a symmetric set of generators of G. Moreover, each vertex pj of R (j = 1, . . . , k)
satisfies pj ∈ S1 and that pj is a parabolic fixed point of some g ∈ G. We will
assume for simplicity that for each pj there exists γj ∈ G0 such that γj(pj) = pj .
We define
Γ0 = {γ±1j ∈ G0 : 1 ≤ j ≤ k} and H0 = G0 \ Γ0.
We will always assume that G is non-elementary, which in our setting means that
#G0 ≥ 4. Each side s of R is contained in the isometric circle of gs, where we
recall that the isometric circle Cg of g ∈ G is given by
Cg =
{
z ∈ R2 : |g′(z)| = 1} .
Here, |g′(z)| denotes the norm of the derivative of g at z with respect to Euclidean
metric on R2. We then define for g ∈ G0,
∆g = S
1 ∩ {z ∈ R2 : |g′(z)| ≥ 1} .
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Figure 1. A Dirichlet fundamental domainR of a finitely generated
free Fuchsian group generated by G0 = H0 ∪ Γ0 with H0 = {h, h−1}
and Γ0 = {γ1, γ−11 , γ2, γ−12 }.
Let ∆ =
⋃
g∈G0 ∆g and define the Bowen-Series map f : ∆→ S1 by
f |∆g = g|∆g , g ∈ G0.
That f is well defined follows from the fact that, for distinct g, h ∈ G0, we have
∆g ∩∆h = ∅ unless h = g−1 ∈ Γ0. In this case, we have ∆g ∩∆g−1 = {pj} where
pj is the parabolic fixed point of g, and thus f(pj) = pj.
Note that f is a Markov map with Markov partition {∆g}g∈G0 . It is not difficult
to verify that f is a finitely irreducible non-uniformly expanding Markov map
satisfying Renyi’s condition and (M3). Hence, f has uniform decay of cylinders by
Lemma 5.1. For the maximal f -invariant set J ⊂ S1 we have
J = Λ(G).
There exists a subset of the set {(ωn)∞n=0 ∈ GN0 : ωnωn+1 6= 1 ∈ G ∀n ≥ 0} of
symbolic sequences which is in one-to-one correspondence with Λ(G) ([7, 44]).
This correspondence is given by the coding map associated with the Markov map
f as defined in Section 3.1. We denote by Λc(G) ⊂ Λ(G) the conical limit set of
G (see [35] for the definition). By a result of Beardon and Maskit [3] we have
(2.1) Λc(G) = Λ(G) \
⋃
g∈G
k⋃
j=1
g−1(pj).
2.2. Multi-cusp winding process. For x ∈ Λc(G) it follows from (2.1) that
the corresponding symbolic sequence (ωn)
∞
n=0 ∈ GN0 does not eventually become
constant to some element of Γ0. For x ∈ Λc(G) we can therefore decompose its
symbolic sequence ω into a sequence of blocks (Bi(x))i≥1 as in [23]. Each hyperbolic
generator in ω forms a block of length one. For parabolic generators in ω we build
maximal blocks of consecutive appearances of the same parabolic generator. We
have either Bi(x) = h for some h ∈ H0, or Bi(x) = γn for some γ ∈ Γ0 and n ≥ 1.
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Motivated by [23], we introduce the multi-cusp winding process (ai,j)i≥1,1≤j≤k, a
family of functions on Λc(G) given by
ai,j(x) =
{
n− 1 if Bi(x) = γ±nj , n ≥ 1
0 otherwise.
This process has an interpretation in terms of the geodesic flow on the associated
hyperbolic surface D/G ([44]). Namely, for a fixed initial value o ∈ D/G, the set
of oriented geodesics γ : [0,∞) → D/G which satisfy γ(0) = o and which return
to some compact set of D/G infinitely often, can be identified with Λc(G). This
identification is obtained by lifting γ to a geodesic γ˜ : [0,∞)→ D with γ˜(0) ∈ R,
and identifying γ with the endpoint x := limt→∞ γ˜(t) ∈ S1. The symbolic sequence
ω is then the cutting sequence which records the sides of R crossed by γ(t) as
t → ∞ ([44, Section 2]). A block Bi(x) = γnj of length n ≥ 2 of some parabolic
generator γj ∈ Γ0 then means that the geodesic γ spirals n − 1 times around the
cusp associated with γj. Here, the ith block refers to the ith return of γ to a
certain compact subset of D/G.
2.3. Mixed Birkhoff spectra for multi-cusp winding process. In order to
apply our theory for mixed Birkhoff spectra to the multi-cusp winding process, we
introduce the induced Markov map f˜ : K → S1 given by
f˜x = f |B1(x)|x,
where |B1(x)| denotes the word length of the block B1(x) and K ⊂ S1 is the
countable union of pairwise disjoint partition elements
K =
⋃
ω∈F
∆ω.
Here, F is the countable set of reduced words in
⋃∞
n=2G
n
0 given by
F =
∞⋃
n=1
{
γng : γ ∈ Γ0, g ∈ G0 \
{
γ±1
}} ∪ {hg : h ∈ H0, g ∈ G0 \ {h−1}} .
By (2.1), the maximal f˜ -invariant set J˜ satisfies
J˜ = Λc(G).
Let
Dk =
{
α = (α1, . . . , αk) ∈ Rk : αj ≥ 0 1 ≤ ∀j ≤ k
}
.
For α ∈ Dk we define
B(α) =
{
x ∈ Λc(G) : lim
n→∞
1
n
(a1,j(x) + · · ·+ an,j(x)) = αj 1 ≤ ∀j ≤ k
}
.
Proposition 2.1 (Birkhoff spectrum of multi-cusp windings). For every α ∈ Dk
we have B(α) 6= ∅ and
dimH B(α) = lim
ǫ→0
sup
{
dim(µ) : µ ∈M(f˜),
∣∣∣∣
∫
a1,j dµ− αj
∣∣∣∣ < ǫ 1 ≤ ∀j ≤ k
}
.
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Proof. For i ≥ 1 and 1 ≤ j ≤ k we have ai,j = a1,j ◦ f˜ i−1. Hence, B(α) is
the set of points in J˜ for which the Birkhoff average of a1,j for f˜ is equal to αj
for each 1 ≤ j ≤ k. Our main task is to verify that f˜ is a finitely irreducible,
non-uniformly expanding Markov map with a Markov partition {∆ω}ω∈F which
has mild distortion and uniform decay of cylinders, and satisfies (1.1). That f˜
is finitely irreducible follows from the fact that f |J is transitive with the finite
Markov partition {∆ω}g∈G0 . Since f has uniform decay of cylinders, so does f˜ .
Since B1 is constant on each element of the Markov partition, f˜ satisfies (1.1) by
Proposition 5.4(b), and f˜ has mild distortion by Proposition 5.4(c). Hence, the
desired conditional variational formula follows from Main Theorem(b) for every
non-empty level set B(α).
For each n ≥ 1 and 1 ≤ j ≤ k we consider the f˜ -invariant probability measure on
the periodic orbit (γnj gγ
n
j g · · · ) of f˜ , where γj ∈ Γ0 and g ∈ G0 \ {γ±1j }. By taking
suitable convex combinations of these measures and applying Main Theorem(a)
we can show that B(α) 6= ∅ for every α ∈ Dk. 
Remark 2.2. In the case k = 1, our conditional variational formula for the cusp
winding spectrum is analogous to the Birkhoff spectrum of the arithmetic mean of
the regular continued fraction digits considered in [21, Corollary 6.6]. Note that
in there the dynamical system is given by the Gauss map.
In order to investigate the frequency of multi-cusp windings, we define for i ≥ 0
and 1 ≤ j ≤ k the sets
Ai,j = {x ∈ Λc(G) : a1,j(x) = i} .
Denote by D the set of frequency vectors α = (αi,j) ∈ RN×{1,...,k}. Then for every
α ∈ D we have
BE(α) =
{
x ∈ Λc(G) : lim
n→∞
1
n
# {1 ≤ ℓ ≤ n : aℓ,j(x) = i} = αi,j, ∀i ≥ 0, 1 ≤ ∀j ≤ k
}
.
Hence, the number αi,j prescribes the asymptotic frequency of precisely i consec-
utive windings around the jth cusp.
Proposition 2.3 (Frequency of multi-cusp windings). For every α ∈ D we have
BE(α) 6= ∅ and
dimH BE(α) =
lim
k→∞
lim
ǫ→0
max
{
sup
{
dim(µ) : µ ∈M(f˜), sup
i≥0, 1≤j≤k
|µ(Ai,j)− αi,j| < ǫ
}
,
1
2
}
.
Moreover, for any α ∈ D satisfying ∑∞i=1∑kj=1 αi,j < 1 we have
dimH BE(α) =
1
2
.
Proof. Recall that f˜ is a finitely irreducible, non-uniformly expanding Markov map
with a Markov partition (∆ω)ω∈F which has mild distortion and uniform decay of
cylinders, and which satisfies (1.1). Further, each Ai,j is a finite union of elements
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of (∆ω)ω∈F . By [23, Lemma 2.4] we have β∞ = 1/2. Finally, that BE(α) 6= ∅ for
every α ∈ D can be shown as in the proof of Proposition 2.1. 
Remark 2.4. In the case k = 1, the last assertion in Proposition 2.3 is related to
[33, Theorem 2] where it is shown that, for a certain Jarn´ık set J ⊂ Λc(G), we
have dimH J = 1/2. Namely, by the definition of J , we have limn→∞ an,1(x) =∞
for every x ∈ J , which implies J ⊂ BE(0).
3. Preliminaries on non-uniformly expanding Markov maps
Throughout this section, let f : ∆→ M be a non-uniformly expanding Markov
map with a Markov partition {∆a}a∈S. In Section 3.1 we introduce a symbolic
coding via the Markov partition, as well as the necessary definitions and conditions
appearing in our main results. In Section 3.2 we introduce a subset J∗ of J of full
Hausdorff dimension which detects weak expansion. In Section 3.3 we define the
set F of admissible observables for our main results. In Section 3.4 we state two
lemmas on approximations of invariant measures, which will be frequently used
later on.
3.1. Symbolic coding. Condition (M2) determines a transition matrix (Tab) over
the countable alphabet S by Tab = 1 if f∆a ⊃ ∆b and Tab = 0 otherwise. A word
of length n ≥ 1 is an n-string of elements of S. A word ω0 · · ·ωn−1 of length n is
admissible if n = 1, or else n ≥ 2 and Tωjωj+1 = 1 holds for every 0 ≤ j ≤ n − 1.
Denote by En the set of n-admissible words and put E∗ =
⋃∞
n=1E
n. For two
words ω = ω0 · · ·ωm−1 and η = η0 · · · ηn−1, denote by ωη the concatenated word
ω0 · · ·ωm−1η0 · · · ηn−1. This notation extends in an obvious way to concatenations
of an arbitrary finite number of words. For convenience, put E0 = {∅}, |∅| = 0,
and η∅ = η = ∅η for every η ∈ E∗. We say f is finitely irreducible if there exists
a finite set Λ ⊂ E∗ such that for any ω, η ∈ E∗ there exists λ ∈ Λ such that
ωλη ∈ E∗. If f is fully branched, i.e., Tab = 1 for all a, b ∈ S, then it is finitely
irreducible with Λ = ∅.
Let N denote the set of non-negative integers. The transition matrix determines
a topological Markov shift
X = {x = (xn)∞n=0 : xn ∈ S, Txnxn+1 = 1 ∀n ∈ N},
endowed with the usual symbolic metric. The left shift acting on X is denoted by
σ: (σx)n = xn+1 for every n ∈ N. For each ω = ω0 · · ·ωn−1 ∈ En, put |ω| = n and
define the n-cylinder
∆ω =
n−1⋂
j=0
f−j∆ωj ,
and put
[ω] = [ω0, . . . , ωn−1] = {x ∈ X : xj = ωj 0 ≤ ∀j ≤ n− 1}.
The length of the cylinder ∆ω is denoted by |∆ω|. We say f has uniform decay of
cylinders if
lim
n→∞
sup
ω∈En
|∆ω| = 0.
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If f has uniform decay of cylinders, then for any (xn)
∞
n=0 ∈ X the set
⋂∞
n=0 f
−n∆xn
is a singleton. The coding map π : X → M given by
π((xn)
∞
n=0) ∈
∞⋂
n=0
f−n∆xn
is well-defined and satisfies J ⊂ π(X). It is measurable, one-to-one except on the
countable set
⋃∞
n=0 f
−n(
⋃
a∈S ∂∆a). Since the set {x ∈ X : π is one-to-one at π(x)}
is σ-invariant and f ◦ π = π ◦ σ holds on this set, for any non-atomic f -invariant
measure µ on π(X), there exists a σ-invariant measure µ′ such that µ = µ′ ◦ π−1
and the entropy of µ′ with respect to σ is equal to h(µ).
3.2. Weak expansion on a set of full dimension. For a neutral index a ∈ Ω
and an integer n ≥ 1, let ∆n(a) denote the union of all n-cylinders containing xa
(there are at least one and at most two such cylinders, see the remark below).
Remark 3.1. Since the elements of the Markov partition may intersect each other
at their boundary points, it may happen that a, b ∈ Ω, a 6= b and xa = xb.
Fix an integer n0 ≥ 1 such that the following holds:
(i) If a, b ∈ Ω and xa 6= xb, then ∆n0(a) ∩∆n0(b) = ∅.
(ii) For each a ∈ Ω, there exists at most one b ∈ Ω such that f(∆n0(a))∩∆n0(b)
has non-empty interior.
Put
V =
⋃
a∈Ω
∆n0(a).
This is a closed neighborhood of the set {xa : a ∈ Ω}. Define
J∗ = J ∩
∞⋂
n=0
∞⋃
k=n
f−k(M \ V ).
Points in J∗ can have zero pointwise Lyapunov exponent. Nevertheless, the fol-
lowing weak expansion estimate holds.
Lemma 3.2. Let x ∈ J∗. For any n′ ≥ 1 there exists an integer n ≥ n′ such that
for every ω ∈ En such that x ∈ ∆ω, we have inf∆ω |(fn)′| ≥ inf∆\V |f ′| > 1.
Proof. Let n > max{n0, n′} be such that fn−n0x /∈ V . For every ω ∈ En such that
x ∈ ∆ω, fn−n0∆ω is a n0-cylinder. Since cylinders of the same word lengths have
disjoint interiors, fn−n0∆ω ⊂ ∆ \ V holds. For every y ∈ ∆ω we have
|(fn)′y| = |(fn0−1)′(fn−n0+1y)||f ′(fn−n0y)||(fn−n0)′y| ≥ |f ′(fn−n0y)| ≥ inf
∆\V
|f ′| > 1,
which yields the claim. 
We restrict ourselves to the set J∗, and use Lemma 3.2 to avoid the effect of
neutral periodic points for the upper estimate of the Hausdorff dimension of the
level sets in our main theorem. That this restriction carries the full Hausdorff
dimension follows from the next lemma.
Lemma 3.3. If f has uniform decay of cylinders, then J \ J∗ is a countable set.
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Proof. Condition (M2) implies that if f(∆n0(a)) ∩∆n0(b) has non-empty interior
then f(∆n0(a)) ⊃ ∆n0(b). From this and the choice of n0, it follows that for each
a ∈ Ω, all points in ∆n0(a) ∩ ⋂∞n=1 f−nV , except possibly a countable number
of points which eventually enter the boundary of some element of the Markov
partition, share the same coding sequence. By the uniform decay of cylinders,
there exists at most one point in M for each given coding sequence. Since Ω
is finite it thus follows that
⋂∞
n=0 f
−nV is countable. Therefore, J \ J∗ = J ∩⋃∞
k=0 f
−k (
⋂∞
n=0 f
−nV ) is a countable set. 
3.3. Class of observables. For a function φ : ∆→ R and an integer n ≥ 1 put
Dn(φ) = sup
ω∈En
sup
x,y∈∆ω
Snφ(x)− Snφ(y),
and define
F = {φ : ∆→ R : D1(φ) <∞ and Dn(φ) = o(n)}.
The first condition is non-trivial only if φ is unbounded. We will only consider
observables which belong to F . If f has uniform decay of cylinders, F contains
the set of bounded uniformly continuous functions.
We say f satisfies Re´nyi’s condition if each branch fa (a ∈ S) is C2 and satisfies
sup
a∈S
sup
∆a
|f ′′a |
|f ′a|2
<∞.
Lemma 3.4. If f has uniform decay of cylinders and satisfies Re´nyi’s condition,
then it has mild distortion, namely log |f ′| ∈ F .
Proof. For every a ∈ S and all x, y ∈ ∆a we have
log
|f ′ax|
|f ′ay|
≤ sup
∆a
|f ′′a |
|f ′a|2
|fx− fy| ≤ sup
∆a
|f ′′a |
|f ′a|2
.
Therefore D1(log |f ′|) <∞. Iterating this argument, for every n ≥ 2, every ω ∈ En
and all x, y ∈ ∆ω we obtain
log
|(fn)′x|
|(fn)′y| ≤ supa∈S sup∆a
|f ′′a |
|f ′a|2
n∑
j=1
|f j∆ω| ≤ sup
a∈S
sup
∆a
|f ′′a |
|f ′a|2
(
n−1∑
j=1
sup
ω∈En−j
|∆ω|+ 1
)
.
The uniform decay of cylinders implies that the last sum is o(n), and therefore f
has mild distortion. 
3.4. Approximations of expanding measures. For a subset F of E∗ we use
the following notation:
[F ] =
⋃
ω∈F
[ω], |F | = sup
ω∈F
|ω|, ∆F =
⋃
w∈F
∆ω.
The lemma below allows us to approximate an ergodic measure with a finite
collection of cylinders under the assumption of finite irreducibility. For a, b ∈ S
and an integer n ≥ 1, let En(a, b) denote the set of elements of En whose first
symbol is a and the last one is b.
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Lemma 3.5. Let f be finitely irreducible and have uniform decay of cylinders. Let
φ ∈ FN, k ≥ 1 and let µ ∈ M(f) be an ergodic expanding measure such that
φi ∈ L1(µ) for every 1 ≤ i ≤ k. For any ǫ > 0 and any integer n ≥ 1, there exist
ℓ ≥ n, a, b ∈ S and a finite subset F ℓ(a, b) of Eℓ(a, b) such that∣∣∣∣1ℓ log#F ℓ(a, b)− h(µ)
∣∣∣∣ < ǫ and sup
∆F ℓ(a,b)
∥∥∥∥1ℓSℓφk −
∫
φkdµ
∥∥∥∥ < ǫ.
Proof. By virtue of the uniform decay of cylinders, f |J is semi-conjugate to a
countable Markov shift via the Markov partition. Then the proof of Lemma 3.5 is
carried out on a symbolic level as in [45, Lemma 2.3]. 
Since the finite irreducibility implies the transitivity, the proof of [45, Main
Theorem] works verbatim to show the next lemma approximating non-ergodic
measures with ergodic ones in a particular sense.
Lemma 3.6. Let f be finitely irreducible and have uniform decay of cylinders. Let
φ ∈ FN, k ≥ 1 and let µ ∈ M(f) be a non-ergodic expanding measure such that
φi ∈ L1(µ) for every 1 ≤ i ≤ k. For any ǫ > 0 there exists an ergodic expanding
measure µ′ ∈M(f) which satisfies
|h(µ)− h(µ′)| < ǫ and
∥∥∥∥
∫
φkdµ−
∫
φkdµ
′
∥∥∥∥ < ǫ.
4. On the proofs of the Main results
This section is dedicated to proofs of the Main Theorem and related results,
including Theorem 1.4. In Section 4.1 we prove an upper bound (Proposition 4.1)
leading to the formula in Main Theorem(b). In Section 4.2 we prove a lower bound
(Proposition 4.5), and we put these together in Section 4.3 to complete the proof
of the Main Theorem. In Section 6.2 we prove Theorem 1.4.
4.1. Upper bound on dimension. Let f : ∆ → M , φ ∈ FN, α ∈ RN be as in
the Main Theorem. For each integer k ≥ 1 and ǫ > 0 put
dk(ǫ) = sup
{
dim(µ) : µ ∈M(f),
∥∥∥∥
∫
φkdµ−αk
∥∥∥∥ < ǫ
}
+ ǫ,
and set
dk = lim
ǫ→0
dk(ǫ).
The next proposition will be used to obtain upper bounds on the Hausdorff di-
mension of level sets.
Proposition 4.1. Let f : ∆ → M be a non-uniformly expanding Markov map
which is finitely irreducible, has mild distortion and uniform decay of cylinders.
Let φ ∈ FN and α ∈ RN, and let k ≥ 1 be such that Bk(φ,α) 6= ∅. Assume
(4.1) dk < δ0.
Then the following holds:
(a) If sup∆ ‖φk‖ =∞, then
dimHBk(φ,α) ≤ dk;
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(b) If sup∆ ‖φk‖ <∞, then
dimHBk(φ,α) ≤ max{dk, β∞}.
Proof. The proofs of (a) and (b) involve the same set of ideas that is outlined as
follows. For a subset G of E∗ and β ∈ R, put
|G|β =
∑
ω∈G
|∆ω|β.
For each a ∈ S and sufficiently small ǫ > 0, we will construct a family {Gn}n of
subsets of E∗ with increasing uniform word lengths such that the corresponding
family of cylinders covers Bk(φ,α) ∩ J∗ ∩∆a, and satisfies limn→∞ |Gn|dk(ǫ) = 0.
We would like to apply the thermodynamic formalism for the induced system
associated with each Gn, to obtain an upper bound of |Gn|dk(ǫ) in terms of the
Lyapunov exponent of a certain expanding measure. The problem is that such a
measure depends on n, and can have arbitrary small Lyapunov exponent due to the
existence of neutral periodic points. Hence, we fix below an expanding measure
with sufficiently large dimension, and use it to construct a family of expanding
measures whose Lyapunov exponents are bounded away from zero.
Lemma 4.2. There exists an expanding measure µ∗ ∈M(f) such that φi ∈ L1(µ∗)
for every 1 ≤ i ≤ k and
dk < dim(µ
∗).
Proof. By virtue of (4.1) and Lemma 3.6, there exists an ergodic expanding mea-
sure µ such that dk < dim(µ). If φi ∈ L1(µ) for every 1 ≤ i ≤ k, then put µ∗ = µ.
Otherwise, we approximate µ with a finite number of cylinders in the sense of
Lemma 3.5, and glue them together using the finite irreducibility to construct an-
other expanding measure µ∗ whose entropy and Lyapunov exponent are arbitrarily
close to those of µ. Since the support of µ∗ is contained in the union of finitely
many cylinders, φi ∈ L1(µ∗) for every 1 ≤ i ≤ k. 
Fix an expanding measure µ∗ as in Lemma 4.2. Put
(4.2) Ak = max
{∥∥∥∥
∫
φkdµ
∗
∥∥∥∥ , 2‖αk‖, 1
}
> 0.
Fix ǫ0 ∈ (0, 7Ak) such that
(4.3) Fdk(ǫ0)(µ
∗) ≥ 0.
Put
ek(ǫ) = max{dk(ǫ), β∞ + ǫ}.
Lemma 4.3. For any ǫ ∈ (0,min{ǫ0, 4/3}) there exists n(ǫ) ≥ 1 such that if
n ≥ n(ǫ), a ∈ S and G is a non-empty subset of En+1(a, a) such that for every
ω ∈ G,
(4.4) inf
∆ω
|(fn)′| > 1 and sup
∆ω
∥∥∥∥ 1nSnφk −αk
∥∥∥∥ < ǫ2 ,
then the following holds:
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(a) If G is a finite set, then
|G|dk(ǫ) ≤ exp
(
−ǫ
2χ(µ∗)n
8Ak
)
.
(b) If sup∆ ‖φk‖ <∞, then
|G|ek(ǫ) ≤ exp
(
−ǫ
2χ(µ∗)n
8Ak
)
.
We finish the proof of Proposition 4.1 assuming the conclusion of Lemma 4.3.
Let ǫ ∈ (0,min{ǫ0, 4/3}) and n ≥ n(ǫ). We assume n is large enough so that
(4.5) Dn(log |f ′|) < ǫ3n and Dn(φi) < ǫn
4
1 ≤ ∀i ≤ k.
Let a ∈ S. Put
Hn =
{
ω ∈ ⋃b∈S En(a, b) : inf∆ω |(fn)′| > 1, inf∆ω
∥∥∥∥ 1nSnφk(z)−αk
∥∥∥∥ < ǫ4
}
.
Proof of Proposition 4.1(a). The next lemma asserts that one can cover the level
set with countably many subsets with ‘finite ranges’.
Lemma 4.4. If sup∆ ‖φk‖ = ∞, then Bk(φ,α) is decomposed into a countable
union of subsets Bk,p(φ,α) (p = 1, 2, . . .) such that for each p ≥ 1 and n ≥ 1 there
exists a finite union Cn,p of 1-cylinders such that f
n(Bk,p(φ,α)) ⊂ Cn,p.
Proof. Let 1 ≤ i ≤ k be such that sup∆ |φi| =∞. For each integer t ≥ 1 put
Bk(φ,α, t) =
{
x ∈ Bk(φ,α) :
∣∣∣∣ 1nSnφi(x)− αi
∣∣∣∣ ≤ 1 ∀n ≥ t
}
.
Note that Bk(φ,α) =
⋃∞
t=1Bk(φ,α, t). The unboundedness of φi implies that if
n ≥ t then fn(Bk(φ,α, t)) is contained in a finite union of 1-cylinders, the number
of which may depend on n. The set I =
⋃∞
t=1{t} × Et is a countably infinite set.
Write I = {ap}∞p=1 and define Bk,p(φ,α) = Bk(φ,α, t) ∩ ∆ω where (t, ω) = ap.
Then {Bk,p(φ,α)}∞p=1 has the desired properties. 
By Lemma 3.2 and Lemma 4.4, for each p ≥ 1 with Bk,p(φ,α) 6= ∅ there exists
a finite set Hnp ⊂ Hn such that
Bk,p(φ,α) ∩ J∗ ∩∆a ⊂
∞⋃
n=N
∆Hnp .
For each ω ∈ Hnp fix λ(ω) ∈ Λ and z(ω) ∈ ∆ω satisfying
(4.6) ωλ(ω)a ∈ E∗ and
∥∥∥∥ 1nSnφk(z(ω))−αk
∥∥∥∥ < ǫ4 .
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Using (4.5) and (4.6) we have
sup
∆ωλ(ω)
∥∥Sn+|λ(ω)|φk − (n + |λ(ω)|)αk∥∥ ≤ sup
∆ωλ(ω)
‖Snφk − Snφk(z(ω))‖
+ ‖Snφk(z(ω))− nαk‖
+ sup
∆ωλ(ω)
∥∥S|λ(ω)|φk ◦ fn − |λ(ω)|αk∥∥
<
ǫn
2
+ sup
∆λ(ω)
∥∥S|λ(ω)|φk∥∥+ |λ(ω)| · ‖αk‖
<ǫ(n + |λ(ω)|),
where the last inequality holds for sufficiently large n since Λ is a finite set by the
finite irreducibility. For 0 ≤ q ≤ |Λ| put
Hnp (q) = {ω ∈ Hnp : |λ(ω)| = q}.
Pick q0 ∈ {0, . . . , |Λ|} which maximizes the quantity |{ωλ(ω)a : ω ∈ Hnp (·)}|dk(ǫ).
Put
Gn = {ωλ(ω)a : ω ∈ Hnp (q0)}.
Put ρ = minλ∈Λ |∆λa| > 0. For each ω ∈ Hnp we have
|∆ωλ(ω)a|
|∆ω| ≥ e
−ǫ3n |fn∆ωλ(ω)a|
|fn∆ω| ≥ e
−ǫ3n|∆λ(ω)a| ≥ e−2ǫ3nρ,
where the first inequality is from (4.5). Hence
|Hnp |dk(ǫ) ≤ Ck,ǫ,n|
{
ωλ(ω)a : ω ∈ Hnp
} |dk(ǫ)
= Ck,ǫ,n
|Λ|∑
q=0
|{ωλ(ω)a : ω ∈ Hnp (q)}|dk(ǫ)
≤ Ck,ǫ,n(|Λ|+ 1)|Gn|dk(ǫ),
where Ck,ǫ,n = (ρ
−1e2ǫ
3n)dk(ǫ). Lemma 4.3(a) applied to the finite set Gn gives
∞∑
n=N
|Hnp |dk(ǫ) ≤ ρ−dk(ǫ)(|Λ|+ 1)
∞∑
n=N
exp
((
2ǫ3dk(ǫ)− ǫ
2χ(µ∗)
8Ak
)
n
)
.
The last sum is summable for ǫ small enough. From the uniform decay of cylinders,
the Hausdorff dk(ǫ)-measure of the set Bk,p(φ,α) ∩ J∗ ∩ ∆a is finite, and so its
Hausdorff dimension does not exceed dk. Since p ≥ 1 is arbitrary, we obtain
dimH(Bk(φ,α) ∩ J∗ ∩∆a) ≤ dk as required. 
Proof of Proposition 4.1(b). Lemma 3.2 implies that for each integer N ≥ 1,
Bk(φ,α) ∩ J∗ ∩∆a ⊂
∞⋃
n=N
∆Hn.
The rest of the proof is a repetition of the previous argument. We make use of
Lemma 4.3(b) instead of Lemma 4.3(a), and replace Bk,p(φ,α) by Bk(φ,α), H
n
p
by Hn, and dk(ǫ) by ek(ǫ). 
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Proof of Lemma 4.3. Let ǫ ∈ (0,min {ǫ0, 4/3}) and a ∈ S. Let n ≥ 1 and let
G be the non-empty subset of En+1(a, a) in the statement of Lemma 4.3. Put
X˜ =
⋂∞
m=0(σ
n)−m[G] ⊂ X , σ˜ = σn|X˜ and K = πX˜ , where π is the coding map
defined in Section 3.1. Then X˜ is topologically conjugate to the full shift on #G-
symbols. The induced map fn|K : K → K is topologically semi-conjugate to this
full shift, namely π|X˜ is one-to-one except on countable number of points where it
is two-to-one, and the following diagram commutes:
X˜
σ˜−−−→ X˜
π|
X˜
y yπ|X˜
K
fn|K−−−→ K.
Define the induced potential ψ˜ : X˜ → R given by
ψ˜ = − log |(fn)′ ◦ π|.
Fix z ∈ K. For β ∈ R we have
∑
x∈σ˜−mz
exp
(
β
m−1∑
j=0
ψ˜(σ˜jx)
)
≥
(
inf
z′∈K
∑
x∈σ˜−1z′
eβψ˜(x)
)m
≥
(
e−βDn(log |f
′|)|G|β
)m
.
Taking logarithms, dividing by m and then letting m→∞, we have
lim inf
m→∞
1
m
log
∑
x∈σ˜−mz
exp
(
β
m−1∑
j=0
ψ˜(σ˜jx)
)
≥ log |G|β − βDn(log |f ′|).
That the lower-limit is actually a limit follows from sub-additivity. We show that
this limit is equal to the pressure P (βψ˜) of the potential βψ˜ with respect to σ˜ as
defined in [31]. For every m ≥ 1 we have
Dm(log |(fn)′|K |) ≤ Dmn(log |f ′|) = o(mn).
Therefore, the Markov map fn|K with Markov partition {∆ω}ω∈G has mild distor-
tion. By a slight modification of the proof of [31, Theorem 1.2] we obtain
(4.7) P (βψ˜) = lim
m→∞
1
m
log
∑
x∈σ˜−mz
exp
(
β
m−1∑
j=0
ψ˜(σ˜jx)
)
.
Moreover, the pressure satisfies the variational principle
(4.8) P (βψ˜) = sup
µ˜∈M(σ˜)
{
h˜(µ˜) + β
∫
ψ˜dµ˜ :
∫
ψ˜dµ˜ > −∞
}
,
where M(σ˜) denotes the space of σ˜-invariant measures endowed with the weak*-
topology, and h˜(µ˜) the entropy of µ˜ ∈M(σ˜) with respect to σ˜.
The rest of the proof consists of two parts. We first prove Lemma 4.3(a). Assume
G is a finite set. For each m ≥ 1 and x ∈ σ˜−mz, we have #(σ˜−mz) = (#G)m and
20 JOHANNES JAERISCH AND HIROKI TAKAHASI∣∣∣∑m−1j=0 ψ˜(σ˜jx)∣∣∣ ≤ m sup∆G log |(fn)′|. Hence for every β ∈ R,
P (βψ˜) ≤ sup
m≥1
1
m
log
∑
x∈σ˜−mz
exp
(
β
m−1∑
j=0
ψ˜(σ˜jx)
)
≤ log#G + sup
∆G
|(fn)′|β <∞.
Substituting β = dk(ǫ) into (4.8) gives
∞ > P (dk(ǫ)ψ˜) ≥ log |G|dk(ǫ) − C ′k,ǫ,n,
where C ′k,ǫ,n = dk(ǫ)Dn(log |f ′|). Pick ν˜ ∈M(σ˜) such that
∫
ψ˜dν˜ > −∞, and
h˜(ν˜) + dk(ǫ)
∫
ψ˜dν˜ ≥ log |G|dk(ǫ) − ǫ− C ′k,ǫ,n.
The measure ν = (1/n)
∑n−1
j=0 f
j
∗ (π|X˜)∗ν˜ is in M(f). Since sup[G] ψ˜ < 0 from the
first inequality in (4.4),
∫
ψ˜dν˜ < 0 and so χ(ν) > 0 holds. The second inequality
in (4.4) gives
(4.9)
∥∥∥∥
∫
φkdν −αk
∥∥∥∥ ≤ ǫ2 .
Hence, by the definition of dk(ǫ) we have
Fdk(ǫ)(ν) ≤ −ǫχ(ν) < 0.
This yields
0 > Fdk(ǫ)(ν)n = h˜(ν˜) + dk(ǫ)
∫
ψ˜dν˜
≥ log |G|dk(ǫ) − ǫ− C ′k,ǫ,n.
(4.10)
The Lyapunov exponent of ν may become arbitrarily close to 0 as n increases. To
circumvent this problem, we introduce another expanding measure
ξ =
(
1− ǫ
7Ak
)
ν +
ǫ
7Ak
µ∗,
which is in M(f) and satisfies∥∥∥∥
∫
φkdξ −αk
∥∥∥∥ ≤
(
1− ǫ
7Ak
)∥∥∥∥
∫
φkdν −αk
∥∥∥∥+ ǫ7Ak
∥∥∥∥
∫
φkdν
∥∥∥∥
+
ǫ
7Ak
∥∥∥∥
∫
φkdµ
∗
∥∥∥∥
≤ ǫ
2
+
ǫ
7Ak
∥∥∥∥
∫
φkdν
∥∥∥∥+ ǫ3 by (4.2) and (4.9)
<
5ǫ
6
+
ǫ
7Ak
(
‖αk‖+ ǫ
2
)
by (4.9)
<
5ǫ
6
+
ǫ
14
+
ǫ2
14
by (4.2)
<ǫ.
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The last inequality holds if ǫ < 4/3. Therefore, dk(ǫ) ≥ 0 and
Fdk(ǫ)(ξ) ≤ −ǫχ(ξ) ≤ −
ǫ2
7Ak
χ(µ∗).
On the other hand, from (4.3) and (4.10),
Fdk(ǫ)(ξ)n =
(
1− ǫ
7Ak
)
Fdk(ǫ)(ν)n +
ǫ
7Ak
Fdk(ǫ)(µ
∗)n
≥ log |G|dk(ǫ) − ǫ− C ′k,ǫ,n,
and therefore
log |G|dk(ǫ) ≤ Fdk(ǫ)(ξ)n+ ǫ+ C ′k,ǫ,n
≤ − ǫ
2
7Ak
χ(µ∗)n+ ǫ+ C ′k,ǫ,n
≤ −ǫ
2χ(µ∗)n
8Ak
.
The last inequality holds for n large enough. This completes the proof of Lemma
4.3(a).
We are left to prove Lemma 4.3(b). If G is a finite set, then the desired inequality
is a consequence of Lemma 4.3(a) and ek(ǫ) ≥ dk(ǫ). If G is a countably infinite
set, then the variational principle does not preclude the case where both numbers
in (4.8) are∞. We claim this is not the case for β = ek(ǫ). Indeed, for any measure
µ˜ ∈M(σ˜) with ∫ ψ˜dµ˜ > −∞, the measure µ = (1/n)∑n−1j=0 f j∗ (π|X˜)∗µ˜ is in M(f)
and satisfies
Fek(ǫ)(µ)n = h˜(µ˜) + ek(ǫ)
∫
ψ˜dµ˜,
by Abramov-Kac’s formula ([39, Theorem 2.3] [50, Theorem 5.1]). This implies
P (ek(ǫ)ψ˜) ≤ n · sup{Fek(ǫ)(µ) : µ ∈M(f)}.
Since ek(ǫ) > β∞, the right-hand side is finite. We repeat the same argument as
before, replacing dk(ǫ) by ek(ǫ). This completes the proof of Lemma 4.3. 
4.2. Lower bound on dimension. The next proposition will be used to obtain
lower bounds on the Hausdorff dimension of level sets.
Proposition 4.5. Let f : ∆ → M be a non-uniformly expanding Markov map
which is finitely irreducible and has uniform decay of cylinders. Let φ ∈ FN,
α ∈ RN and let {µi}∞i=1 be a sequence of ergodic expanding measures such that
lim
i→∞
∥∥∥∥
∫
φidµi −αi
∥∥∥∥ = 0.
Then B(φ,α) 6= ∅ and
bφ(α) ≥ lim sup
i→∞
dim(µi).
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Proof of Proposition 4.5. The proof consists of two steps. We first approximate
each measure µi with a finite collection of cylinders in the sense of Lemma 3.5,
and use the finite irreducibility to glue orbits together to construct a Borel subset
Γ such that dimH Γ ≥ lim supi→∞ dim(µi) in Step 1. Next we show in Step 2 that
Γ is contained in B(φ,α).
Step 1: Construction of a Borel set Γ. We begin by claiming that we may assume
h(µi) > 0 for every i ≥ 1 without any loss of generality. To see this, fix an
expanding measure ν and define a sequence {νi}∞i=1 of expanding measures as
follows: if h(µi) > 0 then νi = µi. If h(µi) = 0, then take δi ∈ (0, 1) and define
νi = (1− δi)µi + δiν so that limi→∞
∥∥∫ φidνi −αi∥∥ = 0 and lim supi→∞ dim(µi) =
lim supi→∞ dim(νi). The claim follows from Lemma 3.6.
Choose a subsequence of {µi}∞i=1 so that {dim(µi)}∞i=1 converges to the maximal
possible limit. Let Λ be the finite subset of E∗ given by the finite irreducibility of
f . By taking a further subsequence and relabeling the indices if necessary, we may
assume the following holds for every i ≥ 1:
(4.11) h(µi) >
1
i
;
(4.12)
∥∥∥∥
∫
φidµi −αi
∥∥∥∥ < 1i .
Put
ci = sup
λ∈Λ
sup
∆λ
∥∥S|λ|φi∥∥ .
Since φ ∈ FN and Λ is finite, ci <∞ holds for every i ≥ 1. Clearly, ci is monotone
increasing in i. In view of Lemma 3.5, fix an integer ℓi ≥ 1, symbols ai, bi ∈ S and
a finite subset F ℓi = F ℓi(ai, bi) of E
ℓi(ai, bi) for which the following holds for every
i ≥ 1:
(4.13) ℓi ≥ i;
(4.14)
ℓi
i
≥ sup
λ∈Λ
sup
∆λ
log |(f |λ|)′|;
(4.15) ici + i|Λ| · ‖αi‖ ≤ ℓi
i
;
(4.16)
∣∣∣∣ 1ℓi log#F ℓi − h(µi)
∣∣∣∣ ≤ 1i ;
(4.17) sup
∆F ℓi
∥∥∥∥ 1ℓiSℓiφi −
∫
φidµi
∥∥∥∥ ≤ 1i ;
(4.18) sup
∆F ℓi
∣∣∣∣ 1ℓi log |(f ℓi)′| − χ(µi)
∣∣∣∣ ≤ 1i .
For each (bi, ai) fix λbiai ∈ Λ such that biλbiaiai ∈ E∗, and for each (bi, ai+1) fix
λbiai+1 ∈ Λ such that biλbiai+1ai+1 ∈ E∗. For each integer t ≥ 0 we define a finite
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subset F ℓi,t of E∗ as follows. Put F ℓi,0 = E0 and F ℓi,1 = F ℓi. For t ≥ 2, F ℓi,t is
the set of elements of E∗ of the form
ω1λbiaiω2λbiai · · ·ωt−1λbiaiωt
with ω1, . . . , ωt ∈ F ℓi. Clearly we have
(4.19) #F ℓi,t =
(
#F ℓi
)t
.
Let {ti}∞i=1 be a sequence of positive integers to be determined later. For integers
N ≥ 2 and s ≥ 0, denote by Et1,...,tN−1,s the set of elements of E∗ of the form
η1λb1a2η2λb2a3 · · ·ηN−1λbN−1aN ηN
with ηi ∈ F ℓi,ti for i = 1, . . . , N−1 and ηN ∈ F ℓN ,s. Clearly, all words in Et1,...,tN−1,s
have the same length and
#Et1,...,tN−1,s =
(
N−1∏
i=1
#F ℓi,ti
)
max{#F ℓN ,s, 1}.(4.20)
For each integer T ≥ t1 there exists a unique N = N(T ) and s = s(T ) such that
(4.21) T = t1 + · · ·+ tN−1 + s, 0 ≤ s ≤ tN − 1.
Set
Γ =
∞⋂
T=t1
∆Et1,...,tN(T )−1,s(T ).
This is an intersection of decreasing closed sets, and so a compact set. For each
ω ∈ Et1,...,tN−1,s fix a point x(ω) ∈ ∆ω ∩ Γ. Let νT denote the uniform distribution
on the finite set
⋃{x(ω) : ω ∈ Et1,...,tN−1,s}. Let ν be an accumulation point of the
sequence {νT}∞T=t1 in the weak*-topology on the space of measures onM . We show
that
(4.22) lim inf
r→0
log ν(B(x, r) ∩∆)
log r
≥ lim
i→∞
dim(µi) ∀x ∈ Γ,
where B(x, r) denotes the connected open subset of M of length 2r centered at x.
From the mass distribution principle and the compactness of Γ it follows that
(4.23) dimHΓ ≥ lim
i→∞
dim(µi).
In order to show (4.22), for each integer T ≥ t1 in (4.21) define
rT = exp
(
−tN−1ℓN−1
(
χ(µN−1) +
3
N − 1
)
− sℓN
(
χ(µN) +
2
N
))
.
Lemma 4.6. One can choose {ti}∞i=1 inductively so that rT ց 0 as T ր∞.
Proof. If s < tN − 1 then N(T + 1) = N(T ) and s(T + 1) = s(T ) + 1, and so
rT+1
rT
= exp
(
−ℓN
(
χ(µN) +
2
N
))
< 1.
If s = tN − 1, then N(T + 1) = N(T ) + 1 and s(T + 1) = 0, and so
rT = exp
(
−tN−1ℓN−1
(
χ(µN−1) +
3
N − 1
)
− (tN − 1)ℓN
(
χ(µN) +
2
N
))
,
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and
rT+1 = exp
(
−tNℓN
(
χ(µN) +
3
N
))
.
Therefore, by choosing {ti}∞i=1 inductively such that ti is large enough compared
to ti−1 one can make sure that rT+1/rT ≤ 1/2 for every T ≥ t1. 
Let r ∈ (0, rt1]. Then there exists T ≥ t1 such that
(4.24) rT+1 < r ≤ rT .
For each ω ∈ Et1,...,tN−1,s we have
sup
∆ω
log |(f |ω|)′| ≤
N−1∑
i=1
tiℓi
(
χ(µi) +
2
i
)
+ sℓN
(
χ(µN) +
2
N
)
≤ tN−1ℓN−1
(
χ(µN−1) +
3
N − 1
)
+ sℓN
(
χ(µN) +
2
N
)
.
(4.25)
The first inequality follows from (4.14) and (4.18). The second one holds provided
each ti is chosen large enough compared to t1, . . . , ti−1.
Lemma 4.7. inf
ω∈E∗
|f |ω|∆ω| > 0.
Proof. The infimum is equal to infa∈S |f∆a|. Let b ∈ E∗. For each a ∈ S
there exists λ ∈ Λ such that aλb ∈ E∗. Take one connected component of
(f |λ|+1|∆a)−1∆b and denote it by A. Since f |λ|(fA) = ∆b, the mean value the-
orem implies sup[λ] |(f |λ|)′||fA| ≥ |∆b|. Since Λ is a finite set, |f∆a| ≥ |fA| ≥
|∆b|/ supλ∈Λ sup[λ] |(f |λ|)′| > 0 as required. 
Let κ > 0 denote the infimum in Lemma 4.7. By the mean value theorem,
Lemma 4.7 and (4.25),
|∆ω| ≥ |f
|ω|∆ω|
sup∆ω |(f |ω|)′|
≥ κ exp
(
−tN−1ℓN−1
(
χ(µN−1) +
3
N − 1
)
− sℓN
(
χ(µN) +
2
N
))
= κrT .
Hence, for any x ∈ Γ we have
#
{
ω ∈ Et1,...,tN−1,s : B(x, r) ∩∆ω 6= ∅
} ≤ 2rT
infω∈Et1,...,tN−1,s |∆ω|
+ 2
≤ 2(κ−1 + 1).
(4.26)
Lemma 4.8. For every ω ∈ Et1,...,tN−1,s we have ν(∂∆ω) = 0.
Proof. By construction, each set at the T -th level contains a finite number of sets
at the (T + 1)-th level, and this number of branches is independent of the sets at
the T -th level. From the positivity of entropy (4.11) and (4.16) with i = N − 1
we have #F ℓN−1 > 1. Hence, the number of branches at the T -th lvel in the case
s < tN − 1 is #F ℓN−1,tN−1 > 1. A similar argument shows that the number of
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branches in the case s = tN − 1 is #F ℓN ,tN > 1. For every ω ∈ Et1,...,tN−1,s and for
every p ≥ T ,
νp(∆ω) =
1
#(F ℓ1)t1 · · ·#(F ℓN−1)tN−1#(F ℓN )s .
Since the number of branches is strictly bigger than 1 and cylinders of fixed length
have pairwise disjoint interiors, the claim follows. 
From Lemma 4.8, the weak*-convergence of measures gives ν(∆ω) = limp→∞ νp(∆ω)
for every ω ∈ Et1,...,tN−1,s. By (4.26) we then have
ν(B(x, r) ∩ Γ) ≤ 2(κ
−1 + 1)
(#F ℓN−1)tN−1(#F ℓN )s
≤2(κ−1 + 1)×
exp
(
−tN−1ℓN−1
(
h(µN−1)− 1
N − 1
)
− sℓN
(
h(µN)− 1
N
))
.
By the definition of rT and (4.24) this yields
log ν(B(x, r) ∩ Γ)
log r
≥ log ν(B(x, r) ∩ Γ)
log rT
≥ tN−1ℓN−1 (h(µN−1)− 1/(N − 1)) + sℓN (h(µN)− 1/N)
tN−1ℓN−1 (χ(µN−1) + 3/(N − 1)) + sℓN (χ(µN) + 2/N)
+
log(2(κ−1 + 1))
log rT
.
We have T →∞ as r → 0, and so N →∞ by (4.21). Hence (4.22) follows.
Step 2: Verification of Γ ⊂ B(φ,α). It remains to fix {ti}∞i=1 so that Γ ⊂ B(φ,α)
holds, namely for all x ∈ Γ,
lim
n→∞
∥∥∥∥ 1nSnφk(x)−αk
∥∥∥∥ = 0 ∀k ≥ 1.
For each i ≥ 2 we choose ti large enough compared to t1, . . . , ti−1 so that the
following holds in addition to all the previously used inequalities:
(4.27)
i∑
j=1
3tjℓj
j
≤ 4tiℓi
i
;
(4.28) ci−1 + sup
1≤p≤ℓi
sup
∆F ℓi
‖Spφi‖+ (|Λ|+ ℓi) ‖αi‖ ≤ ti−1.
Let k ≥ 1. Let T ≥ t1 be such that k ≤ N − 1.
Lemma 4.9. Let i ≥ 1, t ≥ 1 be integers such that ηi ∈ F ℓi,t. Then
sup
∆ηiλbiai+1
‖S|ηiλbiai+1 |φk − |ηiλbiai+1 |αk‖ ≤
2tℓi
i
+ tck + t|Λ| · ‖αk‖.
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Proof. The definition of ck gives
(4.29) sup
∆λbiai+1
‖S|λbiai+1 |φk − |λbiai+1 |αk‖ < ck + |Λ| · ‖αk‖.
The desired inequality for t = 1 is a consequence of (4.12), (4.17) and (4.29). In the
case t ≥ 2, we have ηi = ω1λbiaiω2 · · ·λbiaiωt with ω1, . . . , ωt ∈ F ℓi and λbiai ∈ Λ.
By (4.12) and (4.17), for every 1 ≤ j ≤ t− 1 we have
sup
∆ωjλbiai
‖S|ωjλbiai |φk − |ωjλbiai |αk‖ ≤ sup
∆ωj
‖Sℓiφk − ℓiαk‖+ sup
∆λbiai
‖S|λbiai |φk − |λbiai |αk‖
≤ sup
∆ωj
∥∥∥∥Sℓiφk − ℓi
∫
φkdµi
∥∥∥∥+
∥∥∥∥ℓi
∫
φkdµi − ℓiαk
∥∥∥∥
+ ck + |Λ| · ‖αk‖
≤2ℓi
i
+ ck + |Λ| · ‖αk‖.
Summing this inequality over all 1 ≤ j ≤ t yields the desired inequality. The case
t = 1 is covered by the same argument. 
Recall that each ω ∈ Et1,...,tN−1,s has the form
ω = η1λb1a2 · · · ηk−1λbk−1ak · · · ηN−1λbN−1aNηN ,
with ηi ∈ F ℓi,ti , λbiai+1 ∈ Λ for 1 ≤ i ≤ N − 1 and ηN ∈ F ℓN ,s. Use the triangle
inequality and then split
sup
∆ω
‖S|ω|φk − |ω|αk‖ ≤ I + II,
where
I = sup
∆ωI
‖S|ωI |φk − |ωI |αk‖ and II = sup
∆ωII
‖S|ωII |φk − |ωII |αk‖,
and ωI , ωII ∈ E∗ are given by
ωI = η1λb1a2 · · · ηk−1λbk−1ak and ωII = ηkλbkak+1 · · · ηN−1λbN−1aNηN .
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Applying Lemma 4.9 to ηiλbiai+1 for k ≤ i ≤ N − 1 in ωII and using once more
Lemma 4.9 to deal with the last word ηN yields
II ≤
N−1∑
i=k
(
2tiℓi
i
+ tici + ti|Λ| · ‖αk‖
)
+ s
(
2ℓN
N
+ cN + |Λ| · ‖αk‖
)
=
N−1∑
i=k
2tiℓi
i
+
N−1∑
i=k
ti (ci + |Λ| · ‖αk‖) + s
(
2ℓN
N
+ cN + |Λ| · ‖αk‖
)
≤
N−1∑
i=k
2tiℓi
i
+ tN−1(N − 1) (cN−1 + |Λ| · ‖αk‖) + s
(
2ℓN
N
+ cN + |Λ| · ‖αk‖
)
≤
N−1∑
i=k
2tiℓi
i
+
tN−1ℓN−1
N − 1 +
3sℓN
N
by (4.15)
≤
N−1∑
i=k
3tiℓi
i
+
3sℓN
N
.
(4.30)
The same argument gives
I ≤
k−1∑
i=1
3tiℓi
i
.
Now, let x ∈ Γ. For each integer n ≥ t1ℓ1 there exists an integer T ≥ t1 such that
if ω ∈ Et1,...,tN−1,s and x ∈ ∆ω, then the following holds:
(4.31) 0 ≤ n− |ω| ≤ |Λ|+ ℓN ;
(4.32) ‖Sn−|ω|φk(σ|ω|x)‖ ≤ cN−1 + sup
1≤p≤ℓN
sup
∆F ℓN
‖Spφk‖.
From (4.30), (4.31), (4.32) we have
‖Snφk(x)− nαk‖ ≤‖S|ω|φk(x)− |ω|αk‖+ ‖Sn−|ω|φk(σ|ω|x)− (n− |ω|)αk‖
≤
N−1∑
i=1
3tiℓi
i
+
3sℓN
N
+ cN−1
+ sup
1≤p≤ℓN
sup
∆F ℓN
‖Spφk‖+ (|Λ|+ ℓN)‖αk‖.
On the right-hand side, we use (4.27) to bound the first two terms, and (4.28) to
bound the remaining terms. We have
‖Snφk(x)− nαk‖ ≤
4tN−1ℓN−1
N − 1 +
3sℓN
N
+ tN−1
≤ 4n
N − 1 +
tN−1ℓN−1
N − 1 by (4.13), (4.31)
≤ 5n
N − 1 by (4.31).
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Since N increases as n does, it follows that limn→∞ ‖(1/n)Snφk(x) − αk‖ = 0.
Since k ≥ 1 is arbitrary, this completes the proof of Proposition 4.5. 
4.3. Proof of the Main Theorem. Let f : ∆→ M be a non-uniformly expand-
ing Markov map which is finitely irreducible, has mild distortion and uniform decay
of cylinders. Let φ ∈ FN and α ∈ RN.
Proof of Main Theorem(a). Assume that for any ǫ > 0 and any integer k ≥ 1
there exists a measure µ ∈M(f) such that ∥∥∫ φkdµ−αk∥∥ < ǫ. Then there exists
an expanding measure µ′ ∈ M(f) such that ∥∥∫ φkdµ′ −αk∥∥ < ǫ. By Lemma
3.6, there exists an ergodic expanding measure µ′′ such that
∥∥∫ φkdµ′′ −αk∥∥ < ǫ.
Proposition 4.5 shows B(φ,α) 6= ∅. Conversely, if x ∈ B(φ,α) then using the
finite irreducibility and D1(φi) <∞ for each i ≥ 1, one can find for any ǫ > 0 and
any integer k ≥ 1 a measure µ ∈ M(f) supported on a single periodic orbit such
that
∥∥∫ φkdµ−αk∥∥ < ǫ. 
Proof of Main Theorem(b). Assume (1.1) and B(φ,α) 6= ∅. Put
d∞ = lim
k→∞
dk,
where dk is the constant defined in Proposition 4.1. Below we will verify bφ(α) =
d∞ by showing that the upper bound obtained in Section 4.1 and the lower bound
in Section 4.2 coincide. We then show that if all φi are bounded then the constant
β∞ is a lower bound for bφ(α). Lastly we show the remaining assertions.
We begin by claiming that
(4.33) bφ(α) ≥ d∞.
Indeed, by the definition of d∞, for every c > 0 and every k ≥ 1 there exists µk ∈
M(f) such that dim(µk) > d∞ − c and
∥∥∫ φkdµk −αk∥∥ < 1/k. We may assume
that each µk is expanding and, by Lemma 3.6, also ergodic. Then Proposition 4.5
yields bφ(α) ≥ d∞−c. Since c > 0 was arbitrary, we have thus shown bφ(α) ≥ d∞.
To prove the reverse inequality we distinguish two cases. First, we assume
sup∆ ‖φk0‖ =∞ for some k0 ≥ 1. The saturation (1.1) implies bφ(α) ≤ δ0. If this
inequality is strict, then we have d∞ ≤ bφ(α) < δ0 from (4.33), and Proposition
4.1(a) gives bφ(α) ≤ d∞. We claim that if bφ(α) = δ0 then d∞ = δ0 holds, for
otherwise d∞ < δ0 and so there exists ǫ > 0 such that d∞+ ǫ < δ0. Hence, we have
dk < d∞ + ǫ < δ0 for k ≥ k0 large enough and Proposition 4.1(a) gives the desired
contradiction bφ(α) ≤ d∞ + ǫ < δ0.
Next we assume sup∆ ‖φk‖ <∞ for every k ≥ 1. A slight modification of the ar-
gument in the previous case with Proposition 4.1(b) shows bφ(α) ≤ max{d∞, β∞}.
The reverse inequality and the equalities bφ(α) = max{d∞, β∞} = d∞ are conse-
quences of (4.33) and the next lemma which is an adaptation of [11, Lemma 5.1]
to our setting.
Lemma 4.10. Let k ≥ 1 be an integer, ǫ > 0 and µ ∈ M(f) be an expanding
measure be such that ∥∥∥∥
∫
φkdµ−αk
∥∥∥∥ < ǫ.
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If sup∆ ‖φk‖ <∞, then there exists an expanding measure ν ∈M(f) such that
dim(ν) > β∞ − ǫ and
∥∥∥∥
∫
φkdν −αk
∥∥∥∥ < 2ǫ.
Proof. One can adapt [11, Lemma 2.5] to our setting to show that there exists a
sequence {µn}∞n=1 of expanding measures which are supported on a finite union of
cylinders and such that limn→∞ dim(µn) = β∞ and limn→∞ χ(µn) =∞. Using this
and arguing along the line of the proof of [11, Lemma 5.1] proves the assertion of
the lemma. 
We are almost ready to complete the proof of the Main Theorem(b). For the
proof of the remaining assertions note that, for each fixed k ≥ 1 we have
dimH B(φ,αk) = lim
ǫ→0
sup
{
dim(µ) : µ ∈M(f),
∥∥∥∥
∫
φkdµ−αk
∥∥∥∥ < ǫ
}
.
Therefore bφ(α) = dimH B(φ,α) = limk→∞ dimH B(φ,αk) holds, proving the
second assertion in (b).
Now assume in addition that f has a neutral periodic point. Since f is saturated,
there is an expanding measure with dimension arbitrarily close to δ0. Considering
convex combinations of such measures and measures supported on single neutral
periodic orbits, we obtain an expanding measure with dimension arbitrarily close to
δ0 and Lyapunov exponent arbitrarily close to 0. From this and the first assertion
in (b), the last one in (b) follows. 
5. Verifications of the assumptions in the Main Theorem
In this section we provide sufficient conditions for the uniform decay of cylinders
and the saturation by expanding measures assumed in the Main Theorem.
5.1. Uniform decay of cylinders. Let f : ∆→ M be a non-uniformly expanding
Markov map. Inspired by [32, Section 8], we introduce the following condition:
(M3) there exists s > 1 such that if a1, a2 ∈ S are such that f∆a1 ⊃ ∆a2 and a2
is an expanding index, or else a1 6= a2, then inf∆a1a2 |(f 2)′| ≥ s.
Lemma 5.1. Let f : ∆→M be a non-uniformly expanding Markov map. If (M3)
holds, then f has uniform decay of cylinders.
For a proof of Lemma 5.1 we need the next lemma. For a ∈ S such that aa is
admissible and n ≥ 1, let an ∈ En denote the n-string of a.
Lemma 5.2. Let a ∈ Ω be such that aa is admissible. Then |∆an | → 0 as n→∞.
Proof. Put I =
⋂∞
n=1∆an and assume |I| > 0 by contradiction. Since f(I) = I
and |f ′| ≥ 1 everywhere on I, |f ′| ≡ 1 on I. Since there are only finitely many
neutral points, we obtain a contradiction. 
Proof of Lemma 5.1. We slightly modify the proof of [32, Lemma 8.1.2]. Let
g(n) = max{|∆an | : a ∈ Ω, aa is admissible}.
The finiteness of Ω and Lemma 5.2 give limn→∞ g(n) = 0. Let ω ∈ En. Look
at the longest block of the same index in Ω appearing in ω. If the length of this
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block exceeds
√
n then we have |∆ω| ≤ g(⌊
√
n⌋) by (M2). Otherwise, we have
|∆ω| ≤ s(⌊
√
n⌋−1)/2 by (M3). Hence, f has uniform decay of cylinders. 
Remark 5.3. Condition (M3) is not necessary for the uniform decay of cylinders.
The Farey map f : [0, 1] → [0, 1] given by fx = x
1−x for 0 ≤ x < 12 and fx = 1−xx
elsewhere has a Markov partition {[0, 1
2
), [1
2
, 1]}. It does not satisfy (M3) and has
uniform decay of cylinders by Lemma 5.2.
5.2. Saturation by expanding measures. One sufficient condition for (1.1) is
the existence of an induced Markov map which captures sets of full Hausdorff
dimension, some power of which is uniformly expanding, finitely irreducible and
satisfies Re´nyi’s condition. Then, the thermodynamic formalism for the induced
map and a finite approximation technique provide us with expanding measures of
dimension arbitrarily close to dimH J . However, to verify Re´nyi’s condition for
induced maps usually requires explicit formulas of individual maps (see e.g., [7,
Lemma 2.7 and Lemma 2.8], [27, Lemma 3.4]). Below we provide a convenient suf-
ficient condition for the saturation (1.1), replacing Re´nyi’s condition by conditions
in terms of the Markov partition of the original map.
Proposition 5.4. Let f : ∆→M be a non-uniformly expanding Markov map with
C2 branches satisfying Re´nyi’s condition and (M3). Assume that
(i) if a ∈ Ω, aa is admissible and ∆a contains no neutral fixed point, then ∆a
is closed,
and moreover, there exist a subset F of E∗ and a function τ : {∆ω}ω∈F → N \ {0}
such that the following holds:
(ii) the cylinders {∆ω}ω∈F have disjoint interiors, and for each ω ∈ F and
0 ≤ n ≤ τ(∆ω)− 1, fn∆ω does not contain a neutral fixed point;
(iii) the induced map
f˜ : x ∈ K 7→ f τ(∆(x))x ∈M
where K =
⋃
ω∈F ∆ω and ∆(x) is an element containing x, is a finitely
irreducible non-uniformly expanding Markov map with a Markov partition
{∆ω}ω∈F ;
(iv) we have
dimH J = dimH
( ∞⋂
n=0
f˜−nK
)
.
Then the following holds:
(a) there exists C > 0 such that for every ω ∈ F and all x, y ∈ ∆ω,
log
(f˜)′x
(f˜)′y
≤ C|f˜x− f˜ y|;
(b) there exists an ergodic expanding measure in M(f) with dimension arbi-
trarily close to dimH J . In particular, f is saturated;
(c) f˜ has mild distortion and is saturated, and (f˜)2 is uniformly expanding.
Proof. In order to treat neutral indices we need a couple of lemmas. The next one
controls distortion of a branch whose domain contains a neutral fixed point.
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Lemma 5.5. Let g : [0, 1] → R be a C2 map satisfying g(0) = 0, g′(0) = 1 and
g′ > 1 on (0, 1]. There exists a constant C > 0 such that for any n ≥ 1 and all x,
y ∈ (g−n(1), g−n+1(1)] we have
log
(gn)′(x)
(gn)′(y)
≤ C|gn(x)− gn(y)|.
Proof. Put C0 = sup[0,1] |g′′| and In = (g−n(1), g−n+1(1)]. For x, y ∈ In and 0 ≤
k ≤ n− 1 we have
log
g′(gk(x))
g′(gk(y))
≤ |g′(gk(x))− g′(gk(y))| ≤ C0|In−k|.
Therefore
sup
x,y∈In
log
(gn−k)′(gk(x))
(gn−k)′(gk(y))
≤ C0,
and
log
g′(gk(x))
g′(gk(y))
≤ C0 |g
k(x)− gk(y)|
|In−k| |In−k| ≤
C0e
2C0
|g(I1)| |g
n(x)− gn(y)||In−k|.
Put C = C0e
2C0/|gI1|. Summing this over all 0 ≤ k ≤ n − 1 yields the desired
inequality. 
The next lemma will be used to treat the occurrence of the same neutral index
consecutively which does not correspond to a neutral fixed point.
Lemma 5.6. There exists ρ > 1 such that if a ∈ Ω is such that aa is admissible
and ∆a does not contain a neutral fixed point, then
inf
∆aa
|(f 2)′| ≥ ρ.
Moreover, (f˜)2 is uniformly expanding.
Proof. Since ∆a is closed by the assumption (i) in Proposition 5.4 and |f ′| ≥ 1,
there is a fixed point in ∆a. By the assumption of Lemma 5.6 this fixed point is
not neutral. Further, since |f ′| ≥ 1, there is no other fixed point in ∆a. It follows
that |(f 2)′| is bounded away from 1 on ∆aa for otherwise, since ∆a is closed, there
would exist a neutral periodic point in ∆a of period two. The uniform expansion
of (f˜)2 follows from (M3). 
To prove Proposition 5.4(a), let ω ∈ E∗. We decompose ω into a concatenation
of admissible words ω = ω(0)ω(1) · · ·ω(k) with the following properties:
• each ω(i) (0 ≤ i ≤ k) is one of the following types: (I) a string of expanding
indices; (II) a single neutral index a for which ∆a contains a neutral fixed
point; (III) a single neutral index a for which ∆a does not contain a neutral
fixed point;
• if k′ ≤ k and ω = ω′(1) · · ·ω′(k′) is another decomposition with the first
property, then k = k′ and ω(i) = ω′(i) for every 0 ≤ i ≤ k.
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We claim that there exists a constant C > 0 which is independent of ω such that
the following holds for every 0 ≤ i ≤ k and all x, y ∈ ∆ω(i):
(5.1) log
(f |ω(i)|)′x
(f |ω(i)|)′y
≤ C|f |ω(i)|x− f |ω(i)|y|.
Indeed, an inequality of the form (5.1) in the case (I) applies to ω(i) follows from
Re´nyi’s condition and (M3). For those i such that (II) applies to ω(i), we use
Lemma 5.5. For those i such that (III) applies to ω(i), we use Re´nyi’s condition,
Lemma 5.6 and the finiteness of the number of neutral indices.
Assume k ≥ 1. Condition (M3) implies
(5.2) inf
∆ω(i)ω(i+1)
|(f |ω(i)ω(i+1)|)′| ≥ s 0 ≤ ∀i ≤ k − 1.
Now, let x, y ∈ ∆ω. The chain rule gives
log
(f˜)′x
(f˜)′y
= log
(f |ω(0)|)′x
(f |ω(0)|)′y
+
k∑
i=1
log
(f |ω(i)|)′f |ω(0)···ω(i−1)|x
(f |ω(i)|)′f |ω(0)···ω(i−1)|y
.
Applying (5.1) to the right-hand side, we have
(5.3) log
(f˜)′x
(f˜)′y
≤ C
k+1∑
i=1
|f |ω(0)···ω(i−1)|x− f |ω(0)···ω(i−1)|y|.
We apply the mean value theorem to each term in the series and use the uniform
expansion inf∆ω(i)···ω(k) |(f |ω(i)···ω(k)|)′| ≥ sk−i+1 from (5.2) to deduce that
log
(f˜)′x
(f˜)′y
≤ C
k+1∑
i=1
|f˜x− f˜y|
inf∆ω(i)···ω(k) |(f |ω(i)···ω(k)|)′|
≤ C
(
k∑
i=1
s−k+i + 1
)
|f˜x− f˜y|
≤ C 2s− 1
s− 1 |f˜x− f˜ y|.
The case k = 1 is covered by (5.1). This completes the proof of Proposition 5.4(a).
By Lemma 5.1, f has uniform decay of cylinders. Let X˜ ⊂ FN (X˜ ⊂ X)
denote the topological Markov shift determined by f˜ with alphabet F , and let
π˜ : X˜ → ⋂∞n=0 f˜−nK ⊂ K denote the coding map defined as in Section 3.1, namely
π˜(ω) ∈ ⋂∞n=0 f˜−n∆ωn for ω = (ω˜n)∞n=0 ∈ X˜ . Define the induced potential ψ˜ : X˜ →
R by ψ˜ = − log |Df˜ ◦ π˜|. From Proposition 5.4(a), ψ˜ is Ho¨lder continuous. For
each β ∈ R, denote by P (βψ˜) the pressure of the potential βψ˜ (see (4.7) or [32,
Section 2.1] for the definition). The critical exponent is given by
δ = inf{β ≥ 0: P (βψ˜) ≤ 0}.
We show dimH J ≤ δ. Since (f˜)2 is uniformly expanding by Lemma 5.6, it
follows that β 7→ P (βψ˜) is strictly decreasing. Hence, P ((δ + ǫ)ψ˜) < 0 for any
ǫ > 0. By a standard covering argument we verify that the Hausdorff (δ + ǫ)-
measure of π˜(X˜) is finite. Namely, for sufficiently large n ∈ N, we cover π˜(X˜) by
cylinders ω ∈ F n. Since ψ˜ is Ho¨lder continuous by Proposition 5.4(a) and (f˜)2
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is uniformly expanding, ψ˜ has the bounded distortion property (cf. [32, Lemma
2.3.1]). In particular,
sup
ω∈Fn
|π˜([ω])|δ+ǫ
exp
(
(δ + ǫ) sup
∑n−1
i=0 ψ˜ ◦ σ˜i|[ω]
) <∞,
where σ˜ : X˜ → X˜ is the left shift. Combining this with P ((δ+ ǫ)ψ˜) < 0, it follows
that the Hausdorff (δ + ǫ)-measure of π˜(X˜) is finite. Since ǫ > 0 is arbitrary we
obtain
dimH J = dimH
( ∞⋂
n=0
f˜−nK
)
≤ dimH π˜(X˜) ≤ δ.
Next, we verify that δ0 ≥ δ. To prove this we first make use of the approximation
property of the pressure function β 7→ P (βψ˜) by compact invariant subsystems.
Let X˜n denote the finite subshift of X˜ given by all sequences containing exclusively
the first n symbols of the alphabet of X˜ . Denote by Pn(βψ˜) the corresponding
pressure for the potential βψ˜|X˜n . By [32, Theorem 2.1.6], P (βψ˜) = limn→∞ Pn(βψ˜)
holds. Denote by δn the unique solution of the equation Pn(βψ˜) = 0. It is then
straightforward to verify that δ = limn→∞ δn (see [22, Theorem 1.7]). Let µ˜n
denote the equilibrium state for the potential δnψ˜|X˜n . Since τ is integrable against
µ˜n, the measure
µn =
(∑
ω∈F
τ(∆ω)µ˜n(∆ω)
)−1∑
ω∈F
τ(∆ω)−1∑
j=0
f j∗ π˜∗µ˜n|∆ω
is in M(f), ergodic, expanding and satisfies dim(µn) = δn by Abramov-Kac’s
formula. This proves δ0 ≥ δ, and so Proposition 5.4(b) holds.
The bounded distortion property of ψ˜ implies that f˜ has mild distortion. The
above approximation by finite subsystems implies (1.1) for f˜ . This completes the
proof of Proposition 5.4(c). 
Remark 5.7. The assumption on the smoothness of f in Proposition 5.4 can be
relaxed, so as to accommodate the Manneville-Pomeau type neutral fixed points.
It is enough to assume that a branch containing a neutral fixed point p in its
domain is C1+θ, θ ∈ (0, 1), concave near p, and that there exist A 6= 0, β ∈ (0, θ
1−θ )
such that f ′x = 1 + A(x− p)β + o((x− p)β) (x → p). A control of distortion as
in Lemma 5.5 holds with exponent θ, which one can prove using [47, Lemma 2,
Corollary]. For details, see [34, 48] for example.
6. Mixed Birkhoff spectra associated with the BCF expansion
In this last section, let f : [0, 1)→ [0, 1) be the Re´nyi map with a Markov parti-
tion {∆i}∞i=1, ∆i = [1− 1i , 1− 1i+1). We prove the two theorems in the introduction
on mixed Birkhoff spectra for the Re´nyi map.
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6.1. Proof of Theorem 1.1. We need a couple of lemmas.
Lemma 6.1. There exists an ergodic expanding measure with dimension arbitrarily
close to 1. In particular, f is saturated. Moreover, for every α ∈ (0,∞),
dimH L(α) = lim
ǫ→0
sup {dim(µ) : µ ∈M(f), |χ(µ)− α| < ǫ} .
Proof. Clearly, f satisfies (M3). A direct calculation shows that f satisfies Re´nyi’s
condition, and so log |f ′| ∈ F by Lemma 3.4. It is easy to see that the first return
map to the interval (1/2, 1) is a fully branched Markov map which satisfies all
the assumptions in Proposition 5.4. Hence, the first assertion of Lemma 6.1. The
second one is a consequence of Main Theorem(b). 
Lemma 6.2. There exists a sequence {µp}∞p=1 of expanding measures such that
lim
p→∞
dim(µp) = 1 and lim
p→∞
χ(µp) = 0,∫
b1dµp <∞ for every p ≥ 1 and lim
p→∞
∫
b1dµp =∞.
Proof. By Lemma 6.1, there exists an ergodic expanding measure with dimension
arbitrarily close to 1. Since such measures are approximated by a finite collection
of cylinders in the sense of Lemma 3.5, it is possible to take a sequence {ξp}∞p=1 of
expanding measures such that χ(ξp) ≥ p−1/4 and
∫
b1dξp <∞ hold for every p ≥ 1
and limp→∞ dim(ξp) = 1. Let δp denote the unit point mass at the fixed point of f
in ∆p, and put
µp =
(
1− 1√
p
)
ξp +
1√
p
δp.
Then we have h(δp) = 0, χ(δp) ≤ 2 log(p+ 1) and∫
b1dµp ≥ 1√
p
∫
b1dδp =
p+ 1√
p
→∞, as p→∞.
Moreover, for any c > 1 there exists p0 ≥ 1 such that χ(µp) ≤ cχ(ξp), for every
p ≥ p0. Hence
dim(µp) ≥
(
1− 1√
p
)
h(ξp)
cχ(ξp)
,
which implies lim infp→∞ dim(µp) ≥ 1/c. Letting c→ 1 yields limp→∞ dim(µp) = 1.
If lim supp→∞ χ(µp) > 0, then fromMain Theorem(b) it follows that dimH L(α) =
1 for α = lim supp→∞ χ(µp). This contradicts the fact that the Lyapunov spectrum
α ∈ [0,∞) 7→ dimH L(α) is strictly monotone decreasing [20, Theorem 4.2]. 
Let {µp}∞p=1 be a sequence of expanding measures as in Lemma 6.2. Let α ∈
[2,∞). For each integer j ≥ 1 fix p(j) ≥ 1 such that∫
b1dµp(j) > α + j.
Define tj ∈ (0, 1] implicitly by
tj
∫
b1dµp(j) + (1− tj)
∫
b1dδ1 = α+
1
j
∈ (2, α+ j] ,
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and put
νj = tjµp(j) + (1− tj)δ1.
Then νj is an expanding measure and satisfies
∫
b1dνj = α + 1/j. Note that we
have tj → 0 as j →∞.
Let φ = (φi)
∞
i=1 ∈ FN be such that φi is bounded (not necessarily continuous) for
every i ≥ 1. Put α = (φi(0))∞i=1 ∈ RN. By a diagonal argument, one can choose a
subsequence {νjℓ}∞ℓ=1 of {νj}∞j=1 such that limℓ→∞
∥∥∫ φkdνjℓ − φk(0)∥∥ = 0 for each
k ≥ 1. Since h(δ1) = 0 = χ(δ1), dim(νj) = dim(µp(j)) holds. For each k ≥ 1,
Proposition 4.5 yields
lim
ǫ→0
sup
{
dim(µ) : µ ∈M(f),
∣∣∣∣
∫
φkdµ−αk
∣∣∣∣ < ǫ,
∣∣∣∣
∫
b1dµ− α
∣∣∣∣ < ǫ
}
≥ lim
ℓ→∞
dim(νjℓ) = lim
ℓ→∞
dim(µp(jℓ)) = 1.
Since k ≥ 1 is arbitrary, the Hausdorff dimension of the level set is bounded from
below by 1, and so it is 1. In the case α =∞, for each p ≥ 2 define an expanding
measure νp = (1 − 1p)µp + 1pδ1. From Lemma 6.2, limp→∞
∫
b1dνp = ∞. A slight
modification of the proof of Proposition 4.5 and the same reasoning in the case
where α is finite shows that the Hausdorff dimension of the level set is bounded
from below by limp→∞ dim(νp) = limp→∞ dim(µp) = 1. This completes the proof
of Theorem 1.1. 
6.2. Proof of Theorem 1.4. The dimension formula in the first assertion is a
consequence of Main Theorem(b). We prove the second assertion. From Lemma
6.1 and limα→∞ dimH L(α) = 1/2 as in [20, p.219] we have
(6.1) lim sup
α→∞
sup {dim(µ) : µ ∈M(f), χ(µ) = α} ≤ 1
2
.
Let α ∈ RN be a frequency vector such that∑∞i=1 αi < 1. Fix ǫ0 ∈ (0, 1−∑∞i=1 αi)
and put c = 1 −∑∞i=1 αi − ǫ0 > 0. For each integer k ≥ 1 take ǫ(k) ∈ (0, ǫ0/k).
Then
lim
ǫ→0
sup
{
dim(µ) : µ ∈M(f), max
1≤i≤k
|µ(∆i)− αi| < ǫ
}
≤ sup
{
dim(µ) : µ ∈M(f), max
1≤i≤k
|µ(∆i)− αi| < ǫ(k)
}
≤ sup
{
dim(µ) : µ ∈M(f),
∞∑
i=k+1
µ(∆i) > c
}
,
(6.2)
where the last inequality follows from
1−
k∑
i=1
αi − kǫ(k) > 1−
k∑
i=1
αi − ǫ0 ≥ c > 0.
Since limi→∞ inf∆i |f ′| =∞ we have
(6.3) lim
k→∞
inf
{
χ(µ) : µ ∈M(f),
∞∑
i=k+1
µ(∆i) > c
}
=∞.
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By (6.1) and (6.3), letting k →∞ in (6.2) proves
lim
k→∞
lim
ǫ→0
sup
{
dim(µ) : µ ∈M(f), max
1≤i≤k
|µ(∆i)− αi| < ǫ
}
≤ 1
2
.
This inequality and the dimension formula together imply dimH BE(α) = 1/2. 
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