Abstract-A variant of the popular nonparametric nonuniform intensity normalization (N3) algorithm is proposed for bias field correction. Given the superb performance of N3 and its public availability, it has been the subject of several evaluation studies. These studies have demonstrated the importance of certain parameters associated with the B-spline least-squares fitting. We propose the substitution of a recently developed fast and robust B-spline approximation routine and a modified hierarchical optimization scheme for improved bias field correction over the original N3 algorithm. Similar to the N3 algorithm, we also make the source code, testing, and technical documentation of our contribution, which we denote as "N4ITK," available to the public through the Insight Toolkit of the National Institutes of Health. Performance assessment is demonstrated using simulated data from the publicly available Brainweb database, hyperpolarized 3 He lung image data, and 9.4T postmortem hippocampus data.
I. INTRODUCTION
A potential confounder in various image analysis tasks is the presence of a low frequency intensity nonuniformity present in the image data also known as bias, inhomogeneity, illumination nonuniformity, or gain field (Fig. 1) . For a review of intensity inhomogeneity artifacts and a relatively recent discussion of existing correction methods, see [1] - [3] and the references contained therein.
Amongst the various bias correction algorithms that have been proposed in the research literature, the nonparametric nonuniform normalization (N3) approach formulated in [4] has established itself as a de facto standard in the field. Comparative evaluation studies involving N3 have consistently demonstrated its relatively superb performance for a variety of imaging acquisition strategies applied to a spectrum of imaging subjects (e.g., [5] - [7] ). The wide popularity of N3 is due not only to its performance but also its ease of use and its availability as open source supported by the McConnell Brain Imaging Centre of the Montreal Neurological Institute which has an established track record of availing image analysis and visualization software tools to the research community. 1 Evaluation studies have investigated different aspects of the algorithm. Specifically, in [5] , the investigators evaluated six bias correction algorithms (including N3) for phantom data and subject brains imaged using both 1.5T and 3.0T magnetic resonance imaging (MRI) scanners at two different sites. N3 performed consistently well for all experimental scenarios using the default parameters originally proposed in [4] . In [6] the performance of N3 for 3.0T brain MRI data with variation in the selected mask and the spline distance, i.e., the distance between the knots defining the B-spline mesh. As noted by the authors, greater field strength results in a higher frequency modulation of the corrupting bias field. Thus, it was found that decreasing the spline distance from 200 mm to the range 50-100 mm [see Fig. 2 (b) and (c)] led to statistically significant improved results. It was also found that segmentation strategies isolating distinct tissue classes within the image and using those single-tissue regions as masks for the N3 algorithm improved the bias correction results. Dovetailing this study was the exploration in [7] which found improved 3.0T MRI brain segmentation results derived from the Freesurfer 2 segmentation pipeline using N3 distances in the range 30-50 mm [see Fig. 2 (c) and (d)] with much smaller distances causing N3 to fail.
The authors of a recent review of bias correction methods write of N3 [3] :
A well-known intensity inhomogeneity correction method, known as the N3 (nonparametric nonuniformity normalization), was proposed in [15] . The method is iterative and seeks the smooth multiplicative field that maximizes the high frequency content of the distribution of tissue intensity. The method is fully automatic, requires no a priori knowledge and can be applied to almost any MR image. Interestingly, no improvements have been suggested for this highly popular and successful method.
In this contribution, we attempt to improve the original N3 algorithm by replacing the B-spline smoothing strategy used in the original N3 framework with an advantageous alternative [8] - [10] which addresses major issues explored by previous N3 evaluation studies. In addition, we modify the iterative optimization scheme which, among other things, improves convergence performance. Of most practical significance is that, similar to the original N3 offering (which we denote throughout the remainder of this work as "N3MNI" for clarification purposes), we developed our N3 algorithm within the open source Insight Toolkit of the National Institutes of Health for public dissemination, vetting, and improvement [11] . As such, we denote our N3 variant as "N4ITK" [12] .
II. OVERVIEW OF CONTRIBUTION
The image formation model assumed by N3, which is also common to other bias correction algorithms [3] , is (1) where is the given image, is the uncorrupted image, is the bias field, and is the noise (assumed to be independent and Gaussian). Using the notation and assuming a noise free scenario, the image model becomes (2) From this model, the following iterative solution is derived in [4] for obtaining the corrected image at the th iteration (3) where , (the initial bias field estimate) is typically set to 0, and the smoothing operator, , is a B-spline approximator. The derivation of the expected value of the true image given the current estimate of the corrected image, , is also given in [4] .
The two principal contributions that we make are readily seen by comparing the iterative scheme of N3MNI given by (3) with the scheme we propose for N4ITK, i.e., (4) where is a different B-spline approximator (which we have also made publicly available) and is the estimated residual bias field at the th iteration (in contrast, N3MNI re-estimates the total bias field, , at the th iteration).
Replacing with allows for smaller control point spacing to accommodate greater field strengths without the possibility of algorithmic failure, obviates the need for an artificial regularization parameter, and permits the specification of a weighted regional mask for possible use within an iterative segmentation framework. Additional advantages include faster execution times due to parallelization of our B-spline approximation algorithm and a multiresolution approximation strategy for hierarchical fitting of successively higher levels of frequency modulation of the bias field.
The latter advantage is related to our second contribution which is a modified optimization scheme to accommodate an iterative incremental update of the bias field. We have found that this improves convergence behavior over the N3MNI algorithm.
We provide further details of both contributions in subsequent sections. Specifically, the differences in B-spline approximation approaches are elucidated in Section III and the iterative schema for both algorithms are compared in Section IV.
III. B-SPLINE APPROXIMATION
Given a set of uniformly or nonuniformly distributed data samples, the process of reconstructing a function from those samples finds diverse application in generic quantitative data analysis. Due to many of their salient properties, parameterized reconstruction techniques employing B-splines have continued to find application since Riesenfeld first introduced B-splines to approximation problems in computer-aided design [13] .
B-spline objects are defined by a set of B-splines and a grid of control points. B-splines can be derived recursively by a stable algorithm known as the Cox-de Boor recurrence relation [14] , [15] . After specifying the order of spline (which we denote by ) and a knot vector the B-splines are given by (5) where otherwise.
Uniform B-splines are characterized by knot elements being equally spaced, i.e., for some constant . This constraint simplifies the B-spline calculation. Since uniform B-splines are used in both N3MNI and N4ITK, we restrict our discussion accordingly.
In reconstructing the parameterized object, the B-splines serve as weighted smoothing functions for the set of control points. As an example, a B-spline surface is a bivariate function given by (7) The generalized formulation of a B-spline object of -dimensions is (8) where the set and the distinct parametric functions respectively denote the controls points and B-splines. Given the advantageous properties of B-splines, various approximation and interpolation algorithms have been developed to fit B-spline objects to scattered data.
A. Least Squares B-Spline Data Approximation
An early technique for approximation of scattered data using B-splines is based on the minimization of the sum of the squared residuals between the individual data points and the corresponding function values defined by the B-spline object (commonly referred to as least squares fitting). Such techniques involve the construction of a linear system of equations from a set of data points. Standard matrix transformations are then used to solve for the values of the governing control points. Specifically, given a set of data points specified by and the corresponding parametric values , the values of the control points can be found by minimizing (9) Evaluating the gradient of and setting the result to 0 yields the following linear system (10) where is the observation matrix comprised of the products of B-spline values at the parametric values, . The pseudoinverse solution of this system is given by (11) A drawback to this strategy is that locally insufficient data point placement can lead to ill-conditioned matrices producing undesirable results. 3 Formally, this is described by the Schoenberg-Whitney conditions. These conditions concern the placement of the data within the parametric domain, violation of which causes an underdetermined linear system leading to solution instability. A practical discussion of the Schoenberg-Whitney conditions is given in [16] .
To avoid such instability problems various explicit regularization strategies have been adopted. For example, in N3MNI, a weighted regularization term,
, is added such that the minimization problem becomes (12) where is the thin plate energy of the B-spline object. However, such parameters introduce an artificial stiffness to the fitting solution. This added stiffness, although necessary in areas of insufficient data, negatively affects the fidelity of the B-spline object to the scattered data and are difficult to tune [17] .
B. Fast and Robust Generalized -D B-Spline Data Approximation
Lee et al. proposed a uniform B-spline approximation algorithm in [8] which circumvents the problematic issues associated with conventional least squares fitting for 2-D cubic B-spline scalar objects. The authors also introduce this algorithm within the context of a multilevel framework for hierarchical surface fitting. While they discuss the possibility of extending their algorithm to multiple parametric and data dimensions, both the details of the implementation of their algorithm as well as the applications are restricted to cubic B-spline scalar fields (bivariate functions).
Our contribution, initially discussed in [10] and given to the research community in [9] , comprises a parallelized generalization of Lee's original algorithm. In Section III-BI, we review the basics of the algorithm discussed in [8] while noting the generalizations made in our contribution.
1) Extension to Multivariate B-Spline Objects With Confidence Values:
For a single isolated data point in dimensions to be approximated by a B-spline object, one can solve for the values of the surrounding subset of control points. Due to the underdeterminedness of the corresponding linear system, an infinite number of solutions is possible. However, the solution determined by the pseudoinverse results in a solution which is optimal in a least-squares sense (i.e., the magnitude of the solution vector is minimized). Based on (8), we can write the single data point situation as follows: (13) where is the single data point under consideration and is located in the parametric domain at . Note that the summation indices are only over a subset of the -D grid of control points determined by the order of spline used in each parametric dimension. More specifically, in dimension , indices will be considered. Also, note that discussion of dimensionality concerns both the spatial and parametric domains denoted by and , respectively. For example, a B-spline curve is specified by a function of a single parameter while residing in 3-D space . Rewriting (13) in matrix notation yields (14) where is the single data point vector of size , is the B-spline row matrix of size , and denotes the control point values of size . Similar to the multiple data points scenario in the previous section, the pseudoinverse solution for a single data point is given by (15) or by the equivalent summation notational form (16) However, the facility of solving the single data point problem does not generalize to irregularly placed data where, generally speaking, multiple data points will correspond to overlapping control points. In contrast to isolated data points, such a scenario requires finding a solution which provides an approximation to this subset of data points. The control point value is that which minimizes the sum of the squared difference for each of the proximal data points between the isolated function value, i.e., the function value calculated from (13) assuming the control point is isolated, and the function value calculated from the minimizing control point value. We also add a confidence term, , for each of the data points which produces the minimization criterion (17) Minimization leads to the solution for (18) 2) Extension to Arbitrary Order: The original formulation in [8] restricted discussion to cubic B-splines. Such a restriction is a natural choice since it can be shown that a cubic curve which interpolates a set of data points also minimizes its curvature [18] . Although the default spline order is cubic in both N3MNI and N4ITK, we recognize that exploration of noncubic B-splines might prove useful for a particular application (e.g., [19] ). Therefore, we extended the original cubic implementation to arbitrary order.
3) Multiresolution Approximation: The original multilevel approach is extended to arbitrary dimension and arbitrary spline order where each successive level is characterized as having twice the mesh resolution of the previous level. In ascending to the next higher level of higher resolution, the initial step requires calculating the new control point values which produce the same B-spline object with a higher control point resolution. The description in [8] only provides the coefficients for calculating the higher resolution cubic B-spline surface from the lower resolution surface. Discussion in [20] describes the derivation of the coefficients for both the univariate and bivariate cubic B-spline case. We present a brief discussion of doubling the resolution for multivariate B-spline objects of arbitrary order.
At a given resolution level, the B-splines are simply scaled versions of the B-splines at the previous value such that where is the B-spline at the higher level. Thus, for each polynomial span in 1-D, finding the nodal values entails first formulating the following equality: (19) Grouping the monomials of the separate B-splines on both sides of the equality and setting like groups of terms equal to each other, we obtain the following linear system:
where it is assumed that the B-splines are expressed in polynomial form, i.e., . This relatively small system is easily solved using standard matrix routines. Since each uniform B-spline is simply a parametric translation of a single representative B-spline function and since each B-spline is symmetric with respect to its maximum value, the matrix obtained from multiplying the inverse of the B-spline coefficient matrix on the left side of (20) with the B-spline coefficient matrix on the right side contains consists of "translated" row pairs. Therefore, one can simply use the top two rows of coefficients of the resulting matrix product to calculate the control point values at the given level from the control point values at the previous level. Extending this formulation to the multivariate case is fairly straightforward. One simply calculates the tensor product of the relevant row of coefficients for each dimension. The coefficients for the multivariate ( -D) case are given by the elements of the -tensor (21) where is one of the two rows of coefficients for the th dimension and denotes the outer or tensor product between two vectors. Note that different dimensions might employ different orders of B-splines. Similarly, transcending one level might require refinement in one parametric dimension but not in the other. These two cases are also handled by our algorithm.
C. Comparison of the Two B-Spline Approximation Algorithms With Relevance to N3 Bias Correction
Our proposed B-spline approximation algorithm substitution in N4ITK provides several advantages over the approximation strategy used in N3MNI. Due to potential violation of the Schoenberg-Whitney conditions, the N3MNI approximation scheme requires the use of an artificial smoothing contribution based on penalizing the thin-plate energy of the B-spline object. Although this explicit regularization mitigates ill-conditioning of the resulting linear system, it negatively affects the fidelity of the solution fit to the underlying scattered data and does not guarantee a stable solution. Relevant is the difficulty of tuning the regularization weighting parameter, , simultaneously with the spline distance. Our substitution eliminates this parameter.
Another difference between the two B-spline approximation algorithms is the well-known susceptibility to outliers of the total least-squares approach. Such susceptibility negatively affects the solution particularly for noisy images. In contrast, the approximation algorithm used by N4ITK is more robust to noise since approximation is performed initially at the local level followed by merging of the local solutions [8] as opposed to an initial global fit as with total least-squares. This advantage is demonstrated in the results of the experimental section comparing the two algorithms.
Of related additional interest is the ability to associate data points with confidence values. Instead of simply specifying a binary mask designating the bias field estimation region, with N4ITK one can specify a confidence mask. This could be potentially useful in an iterative soft segmentation framework where, at each iteration, a membership value for a single tissue class is assigned to each voxel. One could then perform N3 bias correction at each iteration using the membership values for a single tissue class. We leave this exploration for future work.
IV. MULTIRESOLUTION OPTIMIZATION WITH INCREMENTAL UPDATE OF THE BIAS FIELD ESTIMATE
The iterative solution employed by N3MNI is given by (3). Thus, the first iteration yields (22) For the second iteration, N3MNI utilizes the corrected log image, , to re-estimate the expected value of the true field, , from which one would then re-estimate the total bias field, . This process continues where the total bias field is re-estimated at each iteration, i.e., . . . (23) We found that improved results can be achieved with N3MNI if the algorithm is run more than once where the input image of the second run is the corrected image of the first run and so on. We realized that this heuristic could lead to a second iterative option which we adopt in N4ITK. Subsequent to the identical first iteration (with replaced by ), we perform a bias correction step on the corrected image from the previous iteration to estimate the residual bias field, , at the current iteration such the iterative scheme of N4ITK becomes . . .
Instead of convergence to the total bias field, our iterative scheme is designed to converge such that where calculation of the total bias field estimate is seen by inspecting the nested nature of (24), i.e., . . . (25) Thus, the total bias field estimate at the th iteration is the sum of the first residual bias fields, i.e., (26) Due to the additive equivalence between the B-spline objects and their control point values, we simply maintain a running summation of the control point lattice values during the optimization.
We have noticed improved convergence with this approach. In detailing the theoretical components of the algorithm [4] , convergence is determined by the coefficient of variation in the ratio between subsequent bias field estimate voxel values. However, in actual implementation, convergence in N3MNI is determined from the standard deviation alone due to the erratic behavior of the coefficient of variation during the course of optimization. In contrast, our implementation actually uses the theoretical convergence criterion. 
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A related feature which takes advantage of our proposed approximation algorithm and the new iterative scheme is the multiresolution fitting component which is similar to other approaches [21] , [22] . As noted in previous studies, greater field strengths result in higher frequency modulation necessitating smaller spline distances (i.e., higher B-spline mesh resolutions) to model such modulation. However, direct fitting using a higher mesh resolution might miss the lower frequency components of the underlying field. This is demonstrated in Fig. 3 where solution values default to 0 in areas of no data. Given the scattered data points in Fig. 3(a) and a relatively high resolution B-spline mesh of 32 32 elements, an accurate, but highly localized, fit to the data can be achieved in Fig. 3(b) . However, a different solution is obtained with the same B-spline mesh of 32 32 elements using hierarchical fitting. This approach captures a range of approximation to the data from global to localized by initially fitting a low-resolution B-spline object to the data followed by approximation with increasing mesh resolutions. In this sense, N4ITK can use a range of spline distances to achieve the "best" fit as opposed to a single spline distance. Such a fit is seen in Fig. 3(c) where we started with a low resolution B-spline mesh (1 1 element) and continued the fitting for five additional levels for a final mesh resolution of 32 32 elements.
Putting both components together, the multiresolution iterative optimization framework is given as pseudocode in Algorithm 1. The control point lattice representing the total bias field estimate is denoted by whereas the control point lattice representing the residual bias field estimate is denoted by .
V. EXPERIMENTAL COMPARISON
Our first set of experiments utilizes the BrainWeb simulated phantom data. Given the public availability of these data and their use in previous N3 evaluations, this set of experiments is used for establishing a benchmark comparison between N3MNI and N4ITK. Experimentation using real data includes hyperpolarized MRI of the lung and labeled hippocampus data acquired at 9.4T [23] . The high field strength characterizing the acquisition of the latter data causes exceptionally strong bias and provides a unique set of test data to compare N3MNI and N4ITK.
For all comparative experiments, we used N3MNI downloaded from the MNI website (version 1.11.0, uploaded 29 July, 2009). N4ITK is available through the online Insight Journal (http://hdl.handle.net/10380/3053). In addition to the spline distance and regularization parameters previously discussed, the remaining defining parameters of N3MNI include the following:
• image mask;
• shrink factor-integer quantity defining the subsampling of the original image used to decrease computational time; • full width at half maximum-quantity characterizing the deconvolution kernel; • convergence threshold-quantity determined by the coefficient of variation of the ratio of the intensity values between subsequent field estimates; • maximum number of iterations. Each of these parameters is also used in N4ITK. Further information regarding the parameters can be found in [12] and [4] .
A. BrainWeb Phantom and Simulated Bias Field Data
A component of the evaluation in [5] involved comparing known bias fields with the extracted bias fields produced by the six bias correction algorithms being studied using the Brainweb database [24] - [26] . 4 Similar to that study, our first experimental 4 http://www.bic.mni.mcgill.ca/brainweb/ comparison used the 20 recently developed Brainweb normal subjects (1 mm isotropic spacing, no added noise, discrete anatomical labeling) in conjunction with the three simulated bias fields, also available from the Brainweb database, labeled "A," "B," "C," [25] , [26] .
From these images, a set of experiments were performed to compare the performance of N3MNI and N4ITK for a set of commonly used spline distances (50, 100, and 200 mm-see Fig. 2 ) in the presence of additive Gaussian noise as assumed by the image formation model [see (1)]. To create the experimental data, each of the 20 images was resampled to the size of the given bias fields. Each resampled image was then rescaled to the range with white matter having the largest intensity value and subsequently multiplied by one of the three bias fields which had been linearly rescaled to the range for a 20% bias field or for a 40% bias field. Each biased image was then corrupted using Gaussian noise characterized by one of three noise levels: , , and . Bias correction was performed for all created image data using both algorithms subjects noise levels bias fields bias field strengths spline distances algorithms total bias corrections . Both N3MNI and N4ITK were employed with the default parameters for both algorithms (except those parameters specific to the respective B-spline approximation algorithms): full width at half maximum , convergence threshold , maximum number of iterations , and shrink factor . The region mask used by both algorithms was defined for each run by the nonzero pixels of the specific subject. The spline distances of 50, 100, and 200 mm were achieved with N4ITK by starting with a single B-spline mesh All bias corrections (including those discussed in later sections) were performed on a computational cluster housed at Penn Image Computing and Science Laboratory (PICSL) which consists of 32 nodes, each node consisting of two quad-core 2.8-GHz Intel processors and 16 GB of memory. Because of this computational setup, threading capabilities are removed limiting the speed-up of N4ITK due to our multithreaded B-spline approximation algorithm. However, despite this constraint, the average time ( standard deviation) for all experiments performed on the BrainWeb data using N4ITK was 23 seconds per bias correction. In contrast, the time statistics for N3MNI were 46 seconds per bias correction.
Agreement of the recovered bias fields with the ground truth bias fields was assessed by calculating the correlation coefficient between the two fields over the masked region. These results are given in the box plots of Fig. 4 (20% bias) and Fig. 5 (40% bias) with the algorithmic results paired according to simulated bias field. The top and bottom box limits are calculated from the 25th and 75th percentiles of the data ( and , respectively) and the median value is denoted by the horizontal dashed line. The extent of the box plot whiskers is given by the range . Any datum outside that range is typically considered an outlier and is denoted by the " " symbol. Although N3MNI achieves better correlation values for the 5% noise level and spline distance of 200 mm, the trend appears to be that increasing the noise (which includes the absolute noise level as well as the noise relative to the bias field strength) and decreasing the spline distance N4ITK consistently outperforms N3MNI.
As a secondary performance assessment, we calculated the coefficient of variation difference between the initial white matter region and the corrected white matter region of each image, i.e., (27) where and are the standard deviation and mean intensity, respectively, and the subscripts "initial" and "corrected" refer to the masked white matter regions before and after bias correction. From the paired sets of calculated from the results of the N4ITK and N3MNI algorithms, we performed a paired -test (single tailed, ) for each of the cases given in Figs. 4 and 5. Except for the cases of mm and 100 mm with 5% noise for both bias field strengths, N4ITK outperformed N3MNI based on with values for the higher noise levels, smaller spline distances, and both bias field strengths.
B. Hyperpolarized Lung MRI
Artifactual intensity variation is present in hyperpolarized noble gas MR due to flip angle variations caused by the inhomogeneity of the RF coil in addition to the anatomical diffusion The second and third columns give the corrected image using N3MNI and the corresponding bias field whereas the results using N4ITK are provided in columns 4 and 5.
gradient [27] and posture-related dependencies [28] . Prospective correction approaches include [29] in which a hybrid pulse sequence is used to map the flip angle inhomogeneity for subsequent intensity correction. Retrospective approaches, such as N3, facilitate inhomogeneity correction and are sufficiently general to apply to various anatomies and modalities including hyperpolarized lung MRI. Whole lung spin-density (ventilation) hyperpolarized MRI datasets of 156 subjects were retrospectively identified for inclusion in this analysis. Axial MRI data were acquired on a 1.5T whole body MRI scanner (Siemens Sonata, Siemens Medical Solutions, Malvern, PA) with broadband capabilities and a flexible chest radiofrequency coil (IGC Medical Advances, Milwaukee, WI; or Clinical MR Solutions, Brookfield, WI.). During a 10-20 s breath hold following the inhalation of approximately 300 mL of hyperpolarized mixed with approximately 700 mL of nitrogen a set of 19-28 contiguous axial sections were collected. Parameters of the fast low angle shot sequence for MR imaging were as follows: repetition time msec/echo time ms, 7/3; flip angle, 10 ; matrix, 80 128; field of view, 26 42 cm; section thickness, 10 mm; and intersection gap, none.
Given the anisotropy of these image data (1.6 mm 1.6 mm 10 mm), N3MNI failed to converge to a nondegenerate solution due to the sparse placement of data in the direction normal to the axial plane. In contrast, our robust B-spline approximation algorithm is capable of handling such data. Sample bias fields generated using N4ITK from two subjects using the original image data are given in Fig. 6 .
For purposes of algorithmic comparison, these image data were resampled to (1.6 mm 1.6 mm 1.6 mm) using linear interpolation. The following parameters were used for both algorithms: full width at half maximum , total number of iterations (the convergence threshold was set to a very small number to force execution of all 200 iterations), and shrink factor . N3MNI was run on all 156 image data using spline distances of 200 mm, 100, 50, and 25 mm. Similarly N4ITK was run using an initial spline distance of 200 mm where we varied the number of levels from 1 to 4 such that the final spline distances were also 200, 100, 50, and 25 mm. The performance of each run was ranked separately for each algorithm according to coefficient of variation difference between the initial masked region and the corrected masked region [see (27) ]. It was found that the best performance achieved by N3MNI was the run of 50 mm (only one image datum of the 156 converged to a nondegenerate solution for the spline distance of 25 mm). The best performance achieved by N4ITK was the run where four multiresolution levels were employed. Performing a pairwise -test (one-tailed, ) on these two sets of results where the null hypothesis is identical means in performance resulted in a rejecting of the null hypothesis with a value of demonstrating superior performance of N4ITK.
C. 9.4T Postmortem Hippocampus Data
Images of five hippocampus samples (three right, two left) were acquired on a 9.4T Varian 31-cm horizontal bore scanner (Varian Inc, Palo Alto, CA) using a 70 mm ID TEM transmit/ receive volume coil (Insight Neuroimaging Systems, Worchester, MA) and a multislice spin echo sequence with s ms and 0.2 mm slice thickness. An oblique slice plane was chosen to cover the hippocampus with as few slices as possible (around 130 slices for most images). The phase encode direction was from left to right and the readout direction followed the long axis of the hippocampus. The field of view was typically 60 mm 90 mm, with matrix size 300 300, yielding 3-D images of 0.2 0.2 0.3 mm resolution. Samples were scanned over 12-16 h with 32-44 averages. One sample was scanned at 0.2 0.2 0.2 mm resolution with 225 averages over 63 h. Further details are provided in [23] .
For both algorithms, the following parameters were used: full width at half maximum , total number of iterations (the convergence threshold was set to a very small number to force execution of all 200 iterations), and shrink factor . Due to the high field strength, N3MNI was run using a spline distance of 50 mm whereas N4ITK was run using a spline distance of 100 mm at the coarsest resolution level with four total levels for a spline distance of 12.5 mm at the final level. These results are provided in Fig. 7 where 2-D sagittal views of the original image and the corrected and bias field images of the two different algorithms are given. Note the increased locality of the resulting bias field using our proposed algorithm.
VI. CONCLUSION
We presented a variant of the well-known N3 algorithm for bias correction of various medical image data. This variation couples a robust B-spline approximation algorithm with a modified optimization strategy which includes a multiresolution option to capture a range of bias modulation. We showcased N4ITK by comparing it with N3MNI using simulated BrainWeb data, hyperpolarized MRI lung data, and postmortem hippocampus data acquired at 9.4T. Furthermore, and of most practical significance, we have made the software publicly available for people to use through the Insight Toolkit of the National Institutes of Health.
