This work investigates the framework and performance issues of the composite neural network, which is composed of a collection of pre-trained and non-instantiated neural network models connected as a rooted directed acyclic graph for solving complicated applications. A pre-trained neural network model is generally well trained, targeted to approximate a specific function. Despite a general belief that a composite neural network may perform better than a single component, the overall performance characteristics are not clear. In this work, we construct the framework of a composite network, and prove that a composite neural network performs better than any of its pre-trained components with a high probability bound. In addition, if an extra pretrained component is added to a composite network, with high probability, the overall performance will not be degraded. In the study, we explore a complicated application-PM2.5 prediction-to illustrate the correctness of the proposed composite network theory. In the empirical evaluations of PM2.5 prediction, the constructed composite neural network models support the proposed theory and perform better than other machine learning models, demonstrate the advantages of the proposed framework.
INTRODUCTION
Deep learning has seen great success in dealing with natural signals such as images and voices as well as artificial signals such as natural language, whereas it is still in the early stages of handling complicated social and natural applications shaped by diverse factors (e.g., stock market prediction [1] ) or that result from complicated natural processes (e.g., PM2.5 pollution level prediction [2] ). Common to these complicated applications is their unbounded applicable data sources, which may not be available all at once, and their processes, which are difficult to learn from limited data. Consequently, their neural network based solutions often require frequent revisions as more relevant data are available or more data is made available, or the understanding of the process is enhanced. Although neural networks can approximate arbitrary functions [3] , competent neural networks for complicated applications are unrealistic for the above reasons, which motivates this study to devise an effective, realistic approach for such applications.
The obvious drawbacks of traditional approaches toward suitable neural network models include a lack of flexibility given new data sources and knowledge, difficulty in improving problem modeling and decomposition, and an inability to employ the proven efforts of others. The main idea of the proposed composite neural network is to compose several neural network models, especially pretrained models (i.e., neural network models with instantiated weights), based on availability of data and domain knowledge, to solve complicated applications.
An emerging trend in deep learning solution development is to employ well-crafted pre-trained neural networks, especially for use as a specific function/component to synthesize a neural network model. Many popular pretrained neural network models are fine-tuned on adequate training data and made available to the public either as open-source or commercial products. In practice, training a large neural network is infeasible due to the limitations of computing resources. Pre-trained components may alleviate the problem by decomposing the problem into several subproblems, each of which can be solved by a neural network component which can be trained separately. The advantages of adopting a pre-trained model in composing a complicated neural network are two-fold. One is benefiting from the intelligence and diligence of domain experts, and the other is saving effort in data acquisition as well as computing resources and time for model training.
During the training phase of a composite network, the weights of pre-trained models are frozen to maintain their original quality, and to save training time for less trainable parameters, whereas the weights of their incoming and outgoing edges are trainable. Note that a user may choose the weights of a pre-trained component trainable for their particular purposes. For instance, in transfer learning, the weights of the pre-trained network may be used as initial values in the training phase of the overall neural network. Ensemble learning [4] , [5] and transfer learning [6] both apply additional data and neural network models to improve accuracy. In deep learning, ensemble learning ( Fig. 1(a) ) employs multiple neural networks together to make decisions whereas transfer learning ( Fig. 1(b) ) applies knowledge learned from other neural networks to assist in solving the original problem. Both ensemble learning and transfer learning are considered special cases of the the proposed composite neural network. PM2.5 (particulate matter with a diameter less than 2.5 µm) has become a great concern due to its proven threat to human health [7] . PM2.5 is a collection of aerosol material primarily composed of ammonium sulfate, ammonium nitrate, organic carbonaceous mass, elemental carbon, and crustal mineral material emitted from sources such as vehicles, power plants and factories, fossil fuel burning, construction, farming activities, sea salt and dust, and remote transportation. Both the constituents and sources of PM2.5 vary from one location to the other, from one season to the other. For instance, for seaside rural areas, dust and sea salt are the major causes, while in industrialized countries, fossil fuel burning is the major source. Therefore, PM2.5 prediction must be temporally and spatially dependent. The life cycle and dispersion of PM2.5 depend on issues such as the types of PM2.5, weather conditions, terrain contexts, and chemical transformations. As a result, predicting the PM2.5 level in the next few hours for a particular area is a great challenge.
In this paper, we answer the challenge of solving complicated applications, and propose a framework and construction algorithms for a composite neural network, and present theories of its performance. Then we use the PM2.5 prediction to demonstrate the efficacy of the composite neural network and its applicability to complicated realworld problems. We suggest algorithms for composite network construction and evaluate their performance on three years of air pollution and weather data. Although we do not set out to design a best-performing neural network for the given data, the resulting composite neural network performs reasonably well.
The contributions in this paper are the following. (1) We propose a framework for the composite neural network, and provide a theoretical analysis. In particular, for given pre-trained components, by considering their outputs as random vectors, we obtain the probabilistic lower bounds of the existence of the composite neural network with strictly lower mean squared errors than these components. (2) We provide two algorithms with alternative design principles to build composite neural networks. (3) We empirically evaluate the algorithms and compare the results with several traditional machine learning methods on PM2.5 prediction data sets; the outcomes support the proposed theories.
The remainder of this paper is organized as follows. We introduce the composite neural network in Section 2, and analyze its performance bounds in Section 3. Section 4 includes several algorithms for composite neural network construction. Section 5 shows intensive evaluations of various composite neural network constructions and traditional machine learning methods, and their comparisons. We discuss related work in Section 6 and issues discovered during this study in Section 7.
CONCEPT OF COMPOSITE NEURAL NETWORK
A typical single-layer neural network can be presented as
, where x is the input vector, W 1 is the matrix of weights, and σ is the activation function. In this work we consider differentiable activation functions σ : R → R such as the the logistic function σ(z) = 1/(1 + e −z ) and the hyperbolic tangent σ(z) = (e z − e −z )/(e z + e −z ). If there is no ambiguity on the activation function, the σ function is skipped to simplify notation and the neural network is denoted as f W (x).
A composite neural network (also termed a composite network) is composed of a set of pre-trained and noninstantiated neural network models that form a directed acyclic graph. For a pre-trained model, its weight matrix W j is fixed after its original training process, denoted as f j to distinguish it from a non-instantiated network. A noninstantiated network is denoted as f Wj ; its weights W j are not determined until the completion of the training process of the whole composite neural network. Both pre-trained and non-instantiated networks are called components of a composite neural network.
For a given set of K components {h j (x j )} K j=1 , each component h j , which can be pre-trained or non-instantiated, has an input vector x j and an output vector y j . Let h 0 be the constant function 1. Then the linear combination with a bias Θ = (θ 0 , θ 1 , . . . , θ K ) is defined as L(Θ; h 1 , ..., h K ) = K j=0 θ j h j (x j ). When Θ is learned in the training phase, the composite network is denoted as L Θ (h 1 , ..., h K ). To extend the notation further, a neural network with h hidden layers is denoted as LΘ (h+1) σ (h+1) · · · σ (1) LΘ (0) (h1, ..., hK )
, illustrated as in Fig. 2(a) , where the braced number in the subscript indicates the layer number. The components can be in any layer and its output can be fed to any components in the upper layers. Example 1 shows an example composite network.
, as depicted in Fig. 2(b) , can be denoted as
We assume that the training algorithm of the composite network is the stochastic gradient descent backpropagation algorithm and the loss function is the L 2 -norm of the difference vector. The loss function for a trained composite neural network g Θ is defined as
where ·, · is the standard inner product and y is the ground truth. E Θ (x; g Θ ) may be shortened to E (g Θ ). Clearly, the total loss depends on the training data x, the components defined by {h j } K j=1 , the output activation σ, and the weight vector W. Define E(x j ; f j ) (shortened to E(f j ), if there is no ambiguity) as the loss function of a single component f j . It is expected that a good composite network design has low L2 loss, in particular lower than all its pre-trained components. Therefore, the goal is to find a feasible Θ such that it meets the "No-Worse" property, i.e., E (g Θ ) < min j∈[K] E(f j ).
In the following section we will prove that in some reasonable conditions, with high probability, a composite network has strictly lower training L2 loss than all of its pre-trained components. The expectation of L2 loss of a composite network is also with high probability lower than the expectation of the loss of all its pre-trained components. Furthermore, we will show a multi-layer composite network of mixed non-instantiated and pre-trained models that also, with high probability, performs better than any of its pretrained models.
THEORETICAL ANALYSIS
In this section, we first analyze the loss functions of a single-layer composite network, and subsequently extend the analysis to a complicated composite network to explore the characteristics of the composite network. Due to limited space, only ideas and sketches of proof are presented in this section. For the complete proofs, please refer to [8] .
A composite network constructed from a given set of pre-trained components {f j } K j=1 forms an acyclic directed graph, which can be represented by postorder tree traversal. For instance, the composite network in Fig. 2 
. Without loss of generality, we assume the dimension of the output vector of all components is 1 in the following proofs. We denote [K] + the set from 0 to K, f 0 = 1, and f j = (f j (x (1) ), · · · , f j (x (N ) )) as the sequence of the status of f j with input data x during the training phase. Similarly, the representation of the ground truth is y := (y (1) , · · · , y (N ) ). Let e j be an unit vector in the standard basis of R K for j ∈ [K], e.g., e 1 = (1, 0, · · · , 0) and B K := { e j } K j=1 . By C 1mapping (function) we mean the mapping is differentiable and its derivative is a continuous function.
The following assumptions are default conditions in the following proofs.
A1. Linearly independent components assumption:
The activation function and its derivative are C 1mappings (i.e., it is differentiable and its differential is continuous) and the derivative is non-zero at some points in the domain. A4. The training process is based on the stochastic gradient descent backpropagation (SGD-BP) algorithm [9] . A5. The number of components, K, is less than 2 √ N −1, where N is the size of the training data set.
Single-Layer Composite Network
The first theorem below states that if a single-layer composite network satisfies the above five assumptions, it meets the "No-Worse" property with high probability.
Theorem 1. Consider a single-layer composite network g(x) = L (1) (σ(L (0) (f 1 , ..., f K )))(x). Then with probability of at least
We discuss two cases of the activation σ. (Case 1) σ is a linear activation such that a singlelayer composite network such as L (1) (σ(L (0) (f 1 , ..., f K ))) can be rewritten as a linear combination with bias, i.e.,
Clearly, the composite network g θ should have a mean squared error equal to or better than any of its components f j , as g θ can always act as its best component. To obtain the minimizer Θ * for the error E Θ (x; g), we must compute the partial differential ∂E Θ /∂θ j for all j ∈ [K] + . After some calculations [10] , we have Eq (2).
Since Assumption A1 holds, the inverse matrix f i , f j −1 i,j∈[K] + exists and can be written down concretely to obtain Θ * as in Eq. (2). Lemma 1 summarizes the above arguments. Lemma 1. Set Θ * as in Eq. (2); then
There is a ≤ constraint on the loss function E(g Θ * ) in Eq. (3) that is replaced by < and a probability bound. If Θ * is not a unit vector, it is obvious that E(g Θ * ) must be less than any E(f j ). Therefore, we proceed to estimate the probability of Θ * = e j * , where j * ∈ [K] + .
Eq. (4) shows the gradient of the error function with respect to θ i conditioned on Θ * = e j * , which is the inner products of the difference between f j * (the output of g Θ * ) and the ground truth y, and the output of each pre-trained component f i . When the minimizer Θ * = e j * , all the differentials ∂E ∂θi must equal zero, i.e., f j * − y, f i = 0, or f j * − y is perpendicular to f i . The following Lemma 2 is an implication from the proof of the Johnson-Lindenstrauss Lemma [11] . Lemma 2. For a large enough N and given u ∈ R N , there is a constant c > 0, s.t. for η = cos −1 (c/ √ N ),
where ∠ u, v is the angle between u and v.
The Johnson-Lindenstrauss Lemma says that a randomly sampled unit vector v is approximately perpendicular to a given vector u with high probability in a high dimensional space. The complement of Eq. (5) is
Note that angles ∠ y, f , ∠ f − y, f , and ∠ f − y,− y are the three inner angles of the triangle such that
From Lemma 2, as ∠ y, f is likely a vertical angle (i.e., π/2), ∠ f − y, f must be less likely to be a vertical angle, which implies Pr{ f − y, f = 0} ≤ Pr{|∠ f − y, f − π/2| < η}; thus, ≤ Pr{|∠ y, f − π/2| > η}. The following Lemma 3 immediately follows Lemma 2 and Eq. (6). Lemma 3. Following Lemma 2, then for given y ∈ R N ,
Lemma 3 shows that the probability of the output of one component is perpendicular to the difference between itself and the ground truth. For K components and a bias, Lemma 4 gives a worst bound.
σ is not a linear function. The idea of the proof is to find an interval in the domain of σ such that the output of L (1) (σ(·)) approximates a linear function as close as possible. This means there is a setting such that the non-linear activation function performs almost as well as the linear one; since the activation L (1) (σ(·)) acts like a linear function, the lemmas of Case 1 are applicable. The conclusion of this case is stated as Lemma 7, while we introduce important properties in Lemmas 5 and 6 for key steps in the proof.
Since σ satisfies Assumption A3, the inverse function theorem of Lemma 5 is applicable.
We also need the following lemma as an important tool. Lemma 6. (Taylor's theorem with Lagrange remainder [13] ) If a function τ (y) has continuous derivatives up to the (l + 1)-th order on a closed interval containing the two points y 0 and y, then
with the remainder R l given by the expression for some c ∈ [0, 1]:
The second-degree term can be used to bound the approximation error. Now we are ready to give more details to sketch the proof of Case 2. Denote Θ * 0 as the minimizer of Case 1, i.e., the corresponding
called the scaled σ function. Lemma 7 below states a clear condition of a linear approximation of a non-linear activation function.
Furthermore, for small enough ,
From the definition of g Θ , finding a proper L (0), (·) and L (1), (·) are the major steps in the proof of Eq. (9). L (0), (·) maps the output range of g Θ * 0 (x) to an interval (−γ +z 0 , γ + z 0 ) ⊂ U 0 for some γ > 0 satisfying σ (z 0 ) = 0. The scaling factors M 0 and L (0), (·) are defined as
It is clear that the range of L (0), (x) falls within U 0 . L (1), (y) intends to map the output range of σ back to g Θ * 0 (·), and is defined as the expansion of τ (·) following Eq. (7) without the error term.
Reversing the scaling and translating, Eq. (13) can be rewritten as
which equals g Θ * 0 (x) plus an error bounded by M 0 M 1 γ 2 , where
The precise setting of γ can be obtained from M 0 M 1 γ 2 < . Then, with γ and the properties of Lemmas 5 and 6, it can be verified that g Θ (x (i) ) = L (1), (σ(L (0), (x (i) ))) fits Eq. (9).
Eq.
where ∆( ) is an increasing function of when the other parameters are fixed. Hence, if is small enough, we have (10) can be inferred from Lemma 4 of Case 1. Example 2 below shows how to construct a scaled activation function that satisfies Eq. (9).
Example 2.
Here we take a logistic function σ(z) = 1 1+e −z in the context of PM2.5 prediction to construct a scaled logistic function. Let notations g Θ * 0 (·), z 0 , U 0 , V 0 , and τ (·) be as previously defined. The assumption that the highest PM2.5 measurement is less than 1000 (i.e., max i∈[N ] {|g Θ * 0 (x (i) )|} < 1000) fits the reality for most countries. Observe that σ (1) 
and hence , y 0 = σ(0) and y = σ(z) ∈ (0.25, 0.75).
The inverse function of σ(z) is τ (y) = ln y 1−y for y ∈ (0, 1), which also can be represented as
which is less than 50 for z ∈ (−γ, γ). From Eq. (14), the scaled logistic function as
Multiply by M 0 on both sides and replace the bracket term with g Θ (x); we have
Hence, setting γ = 10 −5 verifies this claim.
From Lemma 7, we can conclude there exists Θ such that a non-linear single-layer composite network performs at least as well as the linear case with arbitrary small error. Thus, the proof of Case 2 is concluded. The proofs of Cases 1 and 2 above complete the proof of Theorem 1.
Complicated Composite Network
In the previous section we investigated the performance of a single-layer composite network comprising several pretrained components connected by an activation function. Now we consider expanding the composite network in terms of width and depth. Formally, for a given pre-trained component f K and a trained composite network g K−1 of K − 1 components (f 1 , ..., f K−1 ), we study the following two questions in this section. Q1: (Adding width) By adding a new pre-
Q2: (Adding depth) By adding a new pre-trained com-
Lemma 8 answers Q1, and we require Proposition 1 as the base of induction to prove it.
Proposition 1. Consider the case of only two pre-trained models
with a probability of at least 1 − 2 √ N . Proposition 1 can be proved by solving the inequality directly for the case of K = 2, and then generalizing the result to larger K by induction with the help of Lemma 3 to prove Lemma 8. Adding a new component f K to a composite network g K−1 as in Q2, the depth of resulting g K increments by 1. If g K−1 and f K satisfy A1 and A2, consider {g K−1 , f K } as a new set of {f 1 , f 2 } in the same layer. Consequently, we can apply the arguments in Case 2 of Theorem 1 to show Lemma 9 in the following, which answers Q2 and says the resulting g K has a minimizer Θ * such that with high probability the loss decreases.
The proof of Lemma 9 is similar to the proof of Case 2 in the previous sub-section. Lemmas 8 and 9 imply a greedy strategy to build a complicated composite network. Recursively applying both lemmas, we can build a complicated composite network as desired. Theorem 2 gives a formal statement of the constructed complicated composite network with a probability bound. The proof of Theorem 2 is based on mathematical induction on layers and the worst case probability is over-estimated by assuming each layer could have up to K components.
Theorem 2.
For an H-hidden layer composite network with K pre-trained components, there exists Θ * s.t.
COMPOSITE NETWORK CONSTRUCTION
The theoretical analysis in the previous section suggests that with high probability, a trained composite network performs better than any of its pre-trained components. It also encourages users to apply their domain expertise to design and train critical pre-trained components and incorporate them in their composite network. In this section, we propose heuristic algorithms for composite network construction. Ensemble learning is a simple case of the composite network that will be evaluated and compared with the proposed algorithm.
For a given set of components, we define the component whose output gives an answer to the main problem as a base component. If the outputs of a component do not directly answer the main problem, we call this an auxiliary component. For example, in the problem of PM2.5 value prediction, the base components output their PM2.5 predictions, whereas a component predicting weather conditions such as wind speed and precipitation is categorized as an auxiliary component. The Deep Binary Composite Network (DBCN) Algorithm depicted in Algorithm 1 is a greedy method, the main idea of which is to construct a composite network by inserting one component at a time in some particular order. After each insertion, the depth of the network is increased by 1, as described in Lemma 9. We consider the base components first in the insertion order since a base component answers the main problem and it makes sense to use auxiliary components to enhance the performance of base components later. The pre-trained components are considered before the non-instantiated ones, as pre-trained components are commonly well-crafted and performanceproven. Thus, we insert the components such that pretrained components are ahead of non-instantiated components, and for each pre-trained and non-instantiated set, base components are ahead of auxiliary components; finally, the components with lower L2 errors are before those with higher L2 errors.
Algorithm 1: Deep Binary Composite Network
Algorithm 1 takes pre-trained components {f j } K1 1 and non-instantiated components {f Wj } K K1+1 , sorted according to the criteria in the previous paragraph, as inputs, and outputs a deep binary composite network. Line 1 initializes the variables used in this algorithm. The first-level for block (from Lines 2 to 12) computes the composite network g j of depth j, iteratively. The second-level for block from Lines 3 to 9 generates possible composite networks with both linear and modified logistic activation functions σ(·). In Line 10, we use traditional stochastic gradient descent backpropagation to train every composite network in T j . Line 12 finds the composite network with the lowest L2 error. Lines 13 to 20 prune the obtained {g j } to avoid over-fitting. Once the L2 loss gain is larger than a specified pruning threshold ∆, the pruning process stops and the algorithm outputs the current g j ; otherwise, g j−1 is examined in consequence.
Algorithm 2: Balanced Base Composite Network
, a set of activation functions A, the number of base components K 0 , pruning threshold ∆ Output: The second algorithm, Balanced Base Composite Network (BBCN), is presented in Algorithm 2. The first-level for block (from Lines 4 to 16) generates a flat composite network from the base components, in which each iteration constructs a level of the composite network. The for block (Lines 5 to 15) combines a pair of two base components or two subtrees. Line 18 calls Algorithm 1 to complete the execution. In general, Algorithm 1 generates a deep binary composite network, whereas Algorithm 2 constructs a more balanced composite network, as shown in Fig. 4 .
PM2.PREDICTIONS
In this section, we design five pre-trained components and a non-instantiated component and apply composite network construction methods including exhaustive search, ensemble learning [5] , and Algorithm 1 (DBCN) and Algorithm 2 (BBCN) for PM2.5 prediction. Real-world open data was used to numerically compare the performance of different construction methods and to examine the correctness and efficacy of the proposed theory. In addition, we also compared the methods with traditional machine learning methods, namely, SVM [14] and random forests [15] . For the hardware and software environment, each of the three servers used in this evaluation was equipped with two Intel Xeon CPUs, 128GB memory, four NVIDIA 1080 GPUs, the Linux operating system, and Keras and Tensorflow as deep learning platforms.
Datasets
The open data were from two sources: the Environmental Protection Administration (EPA) for air quality data [16] , and the Central Weather Bureau (CWB) for weather data [17] . There are 21 features in the EPA dataset including values such as PM2.5, PM10, SO 2 , CO, NO, and NO x . The EPA air quality data were collected from eighteen monitoring stations recorded hourly. The second dataset, the CWB open data, has one record per six hours, collected from 31 monitoring stations with 26 features, including temperature, dew point, precipitation, and wind speed and direction. In this study, for all evaluations, the data of years 2014 and 2015 were used as training data and those of 2016 as testing data.
We created a grid of 30 × 38 = 1140 km 2 covering the Taipei area, each block of which was 1 × 1 km 2 . The EPA and CWB data were loaded into the corresponding blocks so that both datasets were temporally aligned at the hour scale (i.e., one record per hour). Interpolation was applied to the CWB data to downscale from 6 hours to 1 hour. Note that there were 1140 blocks in the grid, whereas there were only 18 EPA stations and 31 CWB stations; thus more than 1000 blocks were empty, i.e. without EPA or CWB data. We adopted the KNN method (K = 4, i.e., averaging the values of the four nearest neighbors) to initialize the values of the empty blocks, as discussed in [18] .
Pre-trained Component Design
Here we introduce the design rationales of the five pretrained components in this evaluation. As PM2.5 dispersion is highly spatially and temporally dependent, we designed four pre-trained components as base components to model this dependency. Among these, two were convolutional LSTM neural networks (ConvLSTMs [19] ) with the EPA data (denoted as f 1 ) and CWB data (denoted as f 2 ) as input; the other two were fully connected neural networks (FNNs) with the EPA data (denoted as f 3 ) and CWB data (denoted as f 4 ) as input. To model the temporal relationship conveniently using the neural network, the data was fed to the pre-trained components one sequence at a time. We used two pairs of components-f 1 and f 2 , and f 3 and f 4for the same functions to determine whether component redundancy improves performance. The fifth pre-trained component (denoted as f 5 ) was to model the association between time and the PM2.5 value. The first experiment was designed to examine the effect of the grid structure in capturing the spatial relationship by comparing the outcomes of LSTM and ConvLSTM. The LSTM model only used the EPA and CWB data without spatial information about the monitoring stations, whereas the ConvLSTM model used the grid data (i.e., considering the whole 1140 blocks with KNN (K = 4) initialization). The accuracy of both models measured in RMSE is presented in Table 1 , which shows the ConvLSTM performs consistently better for the +24h (next 24 hours), +48h (next 48 hours), and +72h (next 72 hours) predictions. Hence, we selected ConvLSTM as the model for f 1 and f 2 . In the second experiment, we trained the four pretrained components (f 1 , f 2 , f 3 , f 4 ) individually with different configurations. For instance, we trained the ConvLSTM models (f 1 and f 2 ) with a normal configuration, a deeper one (denoted as Dr) with stack of two LSTMs, and a wider one (denoted as W r) with a double-width ConvLSTM. Similarly, FNN models f 3 and f 4 were trained with two or three hidden layers, (denoted as f i , (2or3)). Their performance was measured in RMSE as shown in Table 2 . The best performing configurations were selected for the pre-trained components in the following experiments.
Note that instead of using execution time as a measurement of time complexity, we indicated the complexity using the number of trainable parameters in our study, as shown in the second column of Table 2 , as the execution times varied widely even for the same training configuration due to diverse server execution contexts, randomness incurred from training commands, and hyperparameter tuning setups.
The fifth pre-trained component (f 5 ) is the association between time and PM2.5 value, which is highly temporally dependent. Fig. 3 shows the PM2.5 values resulting from the different frequency filters [20] . The top figure shows the original PM2.5 values of the Taitung EPA station in 2014 and the second figure shows the annual trend, which clearly shows that cold months are prone to high PM2.5 pollution. The third graph shows the PM2.5 trends from May to July, which does not reveal a consistent pattern. The fourth figure shows the trends within a week: we observe lower PM2.5 values during the weekend. The fifth figure is the daily trend: PM2.5 values are lower after midnight. Based on these observations, we generated an embedding [21] of features including the month, the day of the week, and the hour There are five pre-trained components from f 1 to f 5 and one non-instantiated auxiliary component, denoted as f W6 , for the composite network construction. The model of f W6 is a convolutional neural network (CNN) with CWB weather data and forecasts as input to predict upcoming precipitation. The six components are connected by activation functions, either a linear function or a scaled logistic function (S(z) = 2000/(1 + e −z/500 ) − 1000). Note that any activation function that meets all six assumptions in Sec. 3 could be used; for simplicity, we used only the scaled logistic function. The prediction accuracy in RMSE of all five pre-trained components is listed in Table 3 . Note that in this study we did not set out to design an optimized composite network for the best PM2.5 prediction. Rather, our main purpose was to implement and evaluate the proposed composite network theory. Nevertheless, the design of components and composite network follows the advice of domain experts and exhibits reasonably good performance in PM2.5 prediction.
Composite Network

DBCN and BBCN
The step-by-step running of Algorithm 1 (DBCN) and the results are shown in Table 4 for the +24h predictions. First, f 1 is automatically selected as g 1 , after which f 3 is included, as it has the lowest RMSE among the remaining components. In the first column of the table, L(g 1 , f 3 ) has a lower RMSE than SL(g 1 , f 3 ) and is selected as g 2 , as marked in the last column ("Front-runner"). (Note that SL is an abbreviation of the scaled logistic function cascading a linear function.) Continuing, Algorithm 1 generates the composite network L(g 5 , f W6 ) with a testing RMSE of 10.9531 for the +24h prediction. Table 5 shows the +48h and +72h prediction results: the generated models are different from each other and the model for +24h.
The "Trainable/total" column indicates the number of trainable parameters and total parameters during the training phase. The trainable parameters are updated during each backpropagation stochastic gradient descent optimization, and the total parameters are the number of trainable parameters plus the fixed parameters in the pre-trained components. As only the trainable parameters are updated during training, the composite network framework may greatly alleviate many burdens in training a complicated composite network. The processes and results of Algorithm 2 (BBCN) are shown in Table 6 for the +24h PM2.5 predictions and in Table 7 +48h and +72h. Note that Algorithm 2 constructs a composite network by merging the base components in the beginning: the first row of Table 6 combines f 1 and f 2 , and the second row combines f 3 and f 4 . Generally, both DBCN and BBCN methods meet the claim of the proposed composite network theory: combining more pretrained components yields improved RMSE results. The composite networks constructed using Algorithms 1 and 2 for +24h prediction are contrasted in Fig. 4 . In this subsection, an exhaustive search method based on Algorithm 2 is introduced to construct a high-accuracy PM2.5 prediction composite network for use as a high-mark benchmark for comparison. In contrast to the previous approaches, in the exhaustive search approach the parameters inside a pre-trained component can be either fixed or open in order to guarantee the best construction. Hence, instead of the 5 pre-trained and 1 non-instantiated components used by the previous algorithms, we now have five additional pre-trained components with open parameters (i.e., noninstantiated components). The new notation × denotes pretrained components and • denotes non-instantiated components. For instance, f • 1 is component 1 but non-instantiated. Inherently, with exhaustive search the construction takes a substantially longer time to complete (i.e., with time complexity of O(2 K ) ), but has the potential for better performance. A complete exhaustive search example for PM2.5 prediction is conducted to evaluate the performance improvement.
Exhaustive Search Construction
For +24h prediction, the the exhaustive search algorithm employs the same composite network layout as Algorithm 2. The best composition combining f 1 and f 2 is
), as shown in Table 8 , which corresponds to combining non-instantiated f 1 and f 2 and applying the scaled logistic activation function results in the lowest RMSE. In the next step f 3 and f 4 are combined with the front-runner as g 2 = SL(f • 3 , f • 4 )) as shown in Table 9 .
Step 3 considers all possible combinations of g 1 and g 2 to find the best g 3 , as shown in Table 10 . Note that we treat g • i as having all non-instantiated components; for g × i , all components are pre-trained. Now only f 5 and f W6 are not combined. Here we examine different sequences of f 5 and f W6 . In Steps 4a and 5a, f 5 is considered first and then f W6 . The results are shown in Table 11 . Steps 4b and 5b consider the opposite sequence from the results listed in Table 12 . The best models of g 5a and g 5b are illustrated in Fig. 5 . The composite networks for +48h and +72h predictions using exhaustive search were conducted accordingly and their results are used for performance comparisons in the next subsection. In this section, we compare the performance of different composite network algorithms, including DBCN, BBCN, exhaustive search, and ensemble methods, as well as machine learning methods, SVM and random forest. In addition, we use Relu and logistic activation functions to replace the We summarize the results of all methods in Table 13 for RMSE, and in Table 14 for MAE (mean absolute error) and SMAPE (symmetric mean absolute percentage error). For the SVM and random forest experiments we used the tools from scikit-learn [22] with pre-trained components only (i.e., f 1 to f 5 .) Likewise with ensemble learning and with ensemble learning with the scaled logistic function as the activation function (denoted as SL(ensemble)). The four evaluations yielded close testing RMSE values for all predictions, but ensemble learning methods performed slightly better, while the random forest method seems overfitted, as the training RMSE is low. DBCN performs slightly better than DBNN, and the exhaustive search has the best outcome. For the activation functions, it is interesting to discover that the scaled logistic function performs almost better than the regular logistic and Relu functions. Now that f W6 is included in composite network construction, it can be seen that DBCN, DBNN, Exhaustive Search (a), and Exhaustive Search (b), as depicted in Fig. 5 , show improvements over the composite networks without f W6 . The second column of the table gives the number of trainable parameters for each evaluation; this shows that for the composite network the training parameters are moderate. Table 14 shows the MAE measurements of the evaluations in Table 13 . The ordering of the testing MAE results are very similar to that of the RMSE results.
Comparisons of All Methods
RELATED WORK
In this section, we discuss related work in the literature from the perspective of the composite network framework and PM2.5 prediction. For the framework, the composite network is related to the methods such as ensemble learning [5] , transfer learning [23] - [25] and model reuse [26] , [27] . We will also discuss some representative work on air quality prediction.
Ensemble Learning. Typical ensemble learning methods include bagging, boosting, stacking, and linear combination/regression. Since bagging groups data by sampling and boosting tunes the probability of data [28] , these frameworks are not similar to composite neural networks. However, there are fine research results that are instructive for accuracy improvement [28] - [30] . For example, it is known that in the ensemble framework, low diversity between members can be harmful to the accuracy of their ensemble [29] , [30] . In this work, we consider the neural network composition, but not data enrichment.
Among the ensemble methods, stacking is closely related to our framework. The idea of stacked generalization [31] , in Wolpert's terminology, is to combine two levels of generalizers. The original data are taken by several level-0 generalizers, after which their outputs are concatenated as an input vector to the level-1 generalizer. According to the empirical study of Ting and Witten [32] , the probability distribution of the outputs from level 0, instead of their values, is critical to accuracy. Their experimental results also imply that multi-linear regression is the best level-1 generalizer, and a non-negative weight restriction is necessary for regression but not for classification. However, our analysis shows that activation functions that satisfy Assumption A3 have a high probability guarantee of reducing the L2 error. In addition, our empirical evaluations show that the scaled logistic activation usually performs well.
The work of Breiman [33] restricts non-negative combination weights to prevent poor generalization errors and concludes that it is not necessary to restrict the sum of weights to equal 1. In [34] , Hashem shows that linear dependence of components could be, but is not necessarily always, harmful to ensemble accuracy, whereas our work allows a mix of pre-defined and non-instantiated components as well as negative weights to provide flexibility in solution design.
Transfer Learning. In the context of one task with a very small amount of training data with another similar task that has sufficient data, transfer learning can be useful [35] . Typically the two data sets-the source and target domainshave different distributions. A neural network such as an auto-encoder is trained with source-domain data and the corresponding hidden layer weights or output labels are used for the target task. Part of transplanted weights can be kept fixed during the consequent steps, whereas others are trainable for fine-tuning [23] . This is in contrast to the composite neural network, in which the pre-trained weights are always fixed. For multi-source transfer, boosting-based algorithms are studied in [25] . Kandaswamy et al. [24] propose cascading several pre-trained layers to improve performance. Transfer learning can be considered a special case of the composite neural network if the source-domain neural network is fixed during target training.
Model Reuse. In recent years some proposed frameworks emphasize the reuse of fixed models [26] , [27] , [36] , [37] . In this framework, pre-trained models are usually connected with the main (i.e., target) model, and then the dependency is gradually weakened by removing or reducing the connections during the training process. In this way, the knowledge of the fixed model is transferred to the main model; the key point is that model reuse is different from transfer learning as well as the composite neural network.
Pre-trained models are widely applied in applications of natural language processing to improve the generation ability of the main model, such as in BERT [38] and ELMo [39] . Multi-view learning [40] is another method to improve generalization performance. In this approach, a specific task owns several sets of features corresponding to different views, just like an object observed from various perspectives, and separate models are trained accordingly. Then, the trained models for different views are combined using co-training, co-regularization, or transfer learning methods.
Air Quality Forecasting. There are several air quality prediction systems that combine different components, although these components are usually not pre-trained. In [41] , Zheng et al. propose a model combining two components-an artificial neural network as the spatial classifier and a conditional random field as the temporal classifier-to infer air quality indices. Zheng et al. [42] propose a prediction model for +48h forecasting composed of four components: a temporal predictor (linear regression), a spatial predictor (neural network), a dynamic aggregator of both temporal and spatial predictors, and an inflection predictor capturing sudden changes. In [43] , Wei et al. employ transfer learning to address the problem of big cities with a large amount of air quality data along with small cities that have insufficient data to train a model from scratch. According to the data provided by monitoring stations, Hsieh et al. [44] propose a system to predict the air quality class even for locations without monitoring stations. Furthermore, for locations with poor prediction, a location is recommended to install a new monitoring station for best prediction. Their inference model is based on an affinity graph. Yi et al. [2] propose a deep neural network consisting of a spatial transformation component and a deep distributed fusion network to fuse heterogeneous urban data to capture the factors affecting air quality. Using the pretrained components shows strengths in flexibility in design and efficiency in training, the work in [2] presents wellthought component designs, and feature engineering and encoding that are valuable for forthcoming PM2.5 prediction studies.
CONCLUSION AND FUTURE WORK
In this work, we investigate a composite neural network composed of pre-trained components connected by differentiable activation functions. Through theoretical analysis and empirical evaluations we show that if assumptions A1 to A5 are satisfied, especially when training data is sufficient, then a composite network has better performance than all of its components with high probability.
While the proposed theory ensures overall performance improvements, it is still not clear how to decompose a complicated problem into components and how to construct them into a composite network to yield acceptable performance. Another problem worth investigating is when the performance improvements diminish even after adding more components. Note that in real-world applications, the amount of data, the data distribution, and the data quality affect performance considerably.
A natural question arises as to future work: "how to efficiently construct a best or proper composite network, given a collection of pre-trained components and data?" In particular, we are interested in the following issues.
(1) The architecture of the composite network. For a set of given components, what is the best composite network architecture for the main problem? Although this study provides some comparisons among different architectures, there is no decisive answer to this question. Furthermore, can the connections of components be extended to include a layer of more complex neural networks such as RNN instead of a linear combination? (2) The order of pre-trained components. For the same architecture, how does the order of components affect overall performance? (3) Algebraic properties. A composite network can be considered a series of operators and components as operands, as shown in Example 1. Are there algebraic properties so as to rewrite a composite network to optimize the accuracy?
