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Abstract
Neural network training is usually accomplished by solving a non-convex opti-
mization problem using stochastic gradient descent. Although one optimizes over
the networks parameters, the loss function generally only depends on the realiza-
tion of a neural network, i.e. the function it computes. Studying the functional
optimization problem over the space of realizations can open up completely new
ways to understand neural network training. In particular, usual loss functions like
the mean squared error are convex on sets of neural network realizations, which
themselves are non-convex. Note, however, that each realization has many dif-
ferent, possibly degenerate, parametrizations. In particular, a local minimum in
the parametrization space needs not correspond to a local minimum in the realiza-
tion space. To establish such a connection, inverse stability of the realization map
is required, meaning that proximity of realizations must imply proximity of cor-
responding parametrizations. In this paper we present pathologies which prevent
inverse stability in general, and proceed to establish a restricted set of parametriza-
tions on which we have inverse stability w.r.t. to a Sobolev norm. Furthermore, we
show that by optimizing over such restricted sets, it is still possible to learn any
function, which can be learned by optimization over unrestricted sets. While most
of this paper focuses on shallow networks, none of methods used are, in princi-
ple, limited to shallow networks, and it should be possible to extend them to deep
neural networks.
1 Introduction and Motivation
In recent year much effort has been invested into explaining and understanding the overwhelming
success of deep learning based methods. On the theoretical side, impressive approximation capa-
bilities of neural networks have been established [8, 9, 15, 19, 31, 32, 35, 37]. No less important
are recent results on the generalization of neural networks, which deal with the question of how
well networks, trained on limited samples, perform on unseen data [2–6, 16, 28]. Last but not
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least, the optimization error which quantifies how well a neural network can be trained by solving
the optimization problem with stochastic gradient descent, has been analyzed in different scenar-
ios [1, 10, 12, 21, 23, 24, 26, 36]. While there are many interesting approaches to the latter question,
they tend to require very strong assumptions (e.g. (almost) linearity, convexity, or extreme over-
parametrization). Thus a satisfying explanation for the success of stochastic gradient descent for a
non-smooth, non-convex problem remains elusive.
In the present paper we intend to pave the way for a functional perspective on the optimization prob-
lem, which will allow for newmathematical approaches towards understanding the training of neural
networks, see Section 1.2 and Corollary 1.3. To this end we examine degenerate parametrizations
with undesirable properties in Section 2. These can be roughly classified as
C.1 unbalanced magnitudes of the parameters
C.2 weight vectors with the same direction
C.3 weight vectors with directly opposite directions.
Subject to these, Theorem 3.1 establishes inverse stability for shallow ReLU networks. This is
accomplished by a refined analysis of the behavior of neural networks with ReLU activation function
near a discontinuity of their derivative and requires to endow the function space with a Sobolev
norm. Inverse stability connects the loss surface of the parametrized minimization problem to the
loss surface of the functional problem, see Proposition 1.2. Note that this functional approach of
analyzing the loss surface is conceptually different from previous approaches as in [10, 17, 22, 29,
30, 34].
1.1 Inverse Stability of Neural Networks
We will focus on neural networks with the ReLU activation function, and adapt the mathematically
convenient notation from [32], which distinguishes between the parametrization of a neural network
and its realization function. Let N = (N0, . . . , NL) ∈ NL+1 be a network architecture specifying
the number of neurons Ni in each of the L layers. We then define the set PN of parametrizations
with architectureN as
PN :=
L∏
ℓ=1
(
R
Nℓ×Nℓ−1 × RNℓ) (1)
and the realization map
R : PN → C(RN0 ,RNL)
Θ = ((Aℓ, bℓ))
L
ℓ=1 7→ R(Θ) := WL ◦ ρ ◦WL−1 . . . ρ ◦W1,
(2)
whereWℓ(x) := Aℓx+ bℓ and ρ(x) := x+ is applied component-wise.
We refer to Aℓ and bℓ as the weights and biases in the ℓ-th layer. Note that a parametrization Θ
uniquely induces a realization function R(Θ), while in general there can be multiple non-trivially
different parametrizations with the same realization. To put it in mathematical terms, the realization
map is not injective. Consider the basic counterexample
Θ =
(
(A1, b1), . . . , (AL−1, bL−1), (0, 0)
)
and Γ =
(
(B1, c1), . . . , (BL−1, cL−1), (0, 0)
)
(3)
from [33] where regardless of Aℓ, Bℓ, bℓ and cℓ both realization functions coincide with R(Θ) =
R(Γ) = 0. However, it it is well-known that the realization map is Lipschitz continuous, meaning
that close1 parametrizations induce realization functions which are close in the uniform norm on
compact sets, see e.g. [2, Lemma 14.6], [6, Theorem 4.2] and [33, Proposition 5.1].
We will shed light upon the inverse question. Given realizations R(Γ) and R(Θ) that are close (in
some norm ‖ · ‖ on R(PN ), which we will specify later), do the parametrizations Γ and Θ have to
be close? In view of the above counterexample this cannot be true in general and, at least, we need
to allow for a re-parametrization of one of the networks, i.e. we get the following question.
GivenR(Γ) andR(Θ) that are close, does there exist a re-parametrizationΦ with
R(Φ) = R(Θ) such that Γ and Φ are close?
1On the finite dimensional vector space PN all norms are equivalent and we take w.l.o.g. the maximum
norm ‖Φ‖∞ , i.e. the maximum of the absolute values of the entries of the Aℓ and bℓ.
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As we will see in Section 2, this question is fundamentally connected to understanding the redundan-
cies and degeneracies of ReLU network parametrization. By suitable regularization, i.e. considering
a subset Ω ⊆ PN of parametrizations, we can avoid these pathologies and establish a positive an-
swer to the question above. The, to the best of our knowledge, only other research conducted in this
direction coined the term inverse stability of neural networks for this property [33].
Definition 1.1 (Inverse stability). Let s, α > 0, Ω ⊆ PN , and let ‖ · ‖ be a norm onR(PN ). We say
that the realization map is (s, α) inverse stable on Ω w.r.t. ‖ · ‖, if for every Γ ∈ Ω and g ∈ R(Ω)
there exists Φ ∈ Ω with
R(Φ) = g and ‖Φ− Γ‖∞ ≤ s‖g −R(Γ)‖α. (4)
In Section 2 we will see why inverse stability w.r.t. the uniform norm ‖ · ‖L∞(U) (on some open
domain U ⊆ RN0) fails. Therefore, we consider a norm which takes into account not only the
maximum error of the function values but also of the gradients (component-wise). In mathematical
terms, we make use of the Sobolev norm ‖ · ‖W 1,∞(U) defined for every Lipschitz continuous func-
tion g : RN0 → RNL by ‖g‖W 1,∞ := max{‖g‖L∞(U), |g|W 1,∞(U)} with the Sobolev semi-norm
| · |W 1,∞(U) given by
|g|W 1,∞(U) := ‖Dg‖L∞(U) = ess sup
x∈U
‖Dg(x)‖∞. (5)
See [14] for further information on Sobolev norms, and [7] for further information on the derivate
of ReLU networks.
1.2 Implications of inverse stability for neural network optimization
We continue by showing how inverse stability opens up new perspectives on the optimization prob-
lem for neural networks. Specifically, consider a loss function L : C(RN0 ,RNL) → R+ on the
space of continuous functions. For illustration, we take the commonly used mean squared error
(MSE) which, for training data ((xi, yi))ni=1 ∈ (RN0 × RNL)n, is given by
L(g) = 1n
n∑
i=1
‖g(xi)− yi‖22, for g ∈ C(RN0 ,RNL). (6)
Typically, the optimization problem is over some subset of parametrizations Ω ⊆ PN , i.e.
min
Γ∈Ω
L(R(Γ)) = min
Γ∈Ω
1
n
n∑
i=1
‖R(Γ)(xi)− yi‖22. (7)
From an abstract point of view, by writing g = R(Γ) ∈ R(Ω) this is equivalent to the corresponding
optimization problem over the space of realizationsR(Ω), i.e.
min
g∈R(Ω)
L(g) = min
g∈R(Ω)
1
n
n∑
i=1
‖g(xi)− yi‖22. (8)
However, the loss landscape of the former problem is only properly connected to the landscape of
the latter if the realization map is inverse stable on Ω. Otherwise a realization g ∈ R(PN ) can be
arbitrarily close to a global or local minimum in the realization space but every parametrization Φ
with R(Φ) = g is far away from the corresponding minimum in the parameter space (see Exam-
ple A.1). The next proposition shows that, if we have inverse stability, local minima of (7) in the
parameter space are local minima of (8) in the realization space.
Proposition 1.2 (Parameter minimum⇒ realization minimum). Let Ω ⊆ PN and ‖ · ‖ a norm on
R(PN ) such that the realization map is (s, α) inverse stable on Ω w.r.t. ‖ · ‖. Let Γ∗ ∈ Ω be a local
minimum of L ◦ R on Ω with radius r > 0, i.e. for all Θ ∈ Ω with ‖Γ∗ −Θ‖∞ ≤ r it holds that
L(R(Γ∗)) ≤ L(R(Θ)). (9)
Then R(Γ∗) is a local minimum of L on R(Ω) with radius ( rs )1/α, i.e. for all g ∈ R(Ω) with
‖R(Γ∗)− g‖ ≤ ( rs )1/α it holds that
L(R(Γ∗)) ≤ L(g). (10)
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See Appendix A.2 for a proof. Using Proposition 1.2, it is now possible to transfer results, which are
gained by analyzing the optimization problem over the realization space, to the parametrized setting.
Note that on the functional side we consider a problem with convex loss function but non-convex
feasible set, see [33, Section 3.2]. This opens up completely new avenues of investigation using
tools from functional analysis and, e.g., utilizing recent results [18, 33] exploring the topological
properties of neural network realization spaces.
For ease of presentation, we restrict ourselves to two-layer networks, where we present a proof for
(4, 1/2) inverse stability w.r.t. the Sobolev semi-norm on a suitably regularized set of parametriza-
tions. Both the regularizations as well as the stronger norm (compared to the uniform norm) will
shown to be necessary in Section 2. We now present, in an informal way, a collection of our main
results. A short proof making the connection to the formal results can be found in Appendix A.2.
Corollary 1.3 (Inverse stability and implications - colloquial). Suppose we are given data
((xi, yi))ni=1 and want to solve a typical minimization problem for ReLU networks with shallow
architectureN = (N0, N1, 1), i.e.
min
Γ∈PN
1
n
n∑
i=1
|R(Γ)(xi)− yi)|2. (11)
First we augment the architecture to N˜ = (N0+2, N1+1, 1), while omitting the biases, and augment
the samples to x˜i = (xi1, . . . , x
i
N0
, 1,−1). Furthermore, we assume that the parametrizations
((
[a1| . . . |aN1+1]T , 0
)
, (c, 0)
) ∈ Ω ⊆ PN˜ (12)
are regularized such that
C.1 the network is balanced, i.e. ‖ai‖∞ = |ci|
C.2 no non-zero weights in the first layer are redundant, i.e. ai 6‖ aj
C.3 the last two coordinates of each weight vector ai are strictly positive.
Then for the new minimization problem
min
Γ∈Ω
1
n
n∑
i=1
|R(Γ)(x˜i)− yi|2 (13)
it holds that
1. every local minimum in the parametrization space Ω with radius r > 0 is a local minimum
in the realization spaceR(Ω) with radius r216 w.r.t. | · |W 1,∞ .
2. the global minimum is at least as good as the global minimum of (11), i.e.
min
Γ∈Ω
1
n
n∑
i=1
|R(Γ)(x˜i)− yi|2 ≤ min
Γ∈PN
1
n
n∑
i=1
|R(Γ)(xi)− yi|2. (14)
The omission of bias weights is standard in neural network optimization literature [10, 12, 21, 23].
While this severely limits the functions that can be realized with a given architecture, it is sufficient
to augment the problem by one dimension in order to recover the full range of functions that can
be learned [1]. Here we augment by two dimensions, so that the third regularization condition
can be fulfilled without loosing range. This argument is not limited to the MSE loss function but
works for any loss function based on evaluating the realization. Moreover, note that, for simplicity,
the regularization assumptions stated above are stricter than necessary and possible relaxations are
discussed in Section 3.
2 Obstacles to inverse stability - degeneracies of ReLU parametrizations
In the remainder of this paper we will focus on shallow networks without biases and with output
dimension one. We define the set of parametrizations of two-layer networks without biases and
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Figure 1: The figure shows gk for k = 1, 2.
with architecture N = (d,m, 1) by NN := Rm×d × R1×m. The realization map2 R is, for every
Θ = (A, c) =
(
[a1| . . . |am]T , (c1, . . . , cm)
) ∈ NN , given by
R
d ∋ x 7→ R(Θ)(x) = c̺(Ax) =
m∑
i=1
ci̺(〈ai, x 〉). (15)
Note that each function x 7→ ci̺(〈ai, x〉) represents a so-called ridge function which is zero on
the halfspace {x ∈ Rd : 〈ai, x〉 ≤ 0} and linear with gradient ciai on the other halfspace. Thus,
we refer to the weight vectors ai also as the directions of Θ. Moreover, for Θ ∈ NN it holds that
R(Θ)(0) = 0 and, as long as the domain of interest U ⊆ Rd contains the origin, the Sobolev norm
‖ · ‖W 1,∞(U) is equivalent to its semi-norm, since
‖R(Θ)‖L∞(U) ≤ diam(U) ess sup
x∈U
‖DR(Θ)‖2 ≤
√
d diam(U)|R(Θ)|W 1,∞ , (16)
see also inequalities of Poincaré-Friedrichs type [13, Subsection 5.8.1]. Therefore, in the rest of the
paper we will only consider the Sobolev semi-norm3
|R(Θ)|W 1,∞(U) = ess sup
x∈U
∑
i∈[m] : 〈ai,x〉>0
ciai. (17)
In (17) one can see that in our setting | · |W 1,∞(U) is independent of U (as long as U is open and
contains the origin) and will thus be abbreviated by | · |W 1,∞ .
2.1 Failure of inverse stability w.r.t uniform norm
All proofs for this section can be found in Appendix A.3. We start by showing that inverse stability
fails w.r.t. the uniform norm. This example is adapted from [33, Theorem 5.2] and represents, to the
best of our knowledge, the only degeneracy which has already been observed before.
Example 2.1 (Failure due to exploding gradient). Let Γ = (0, 0) ∈ N(2,2,1) and gk ∈ R(N(2,2,1))
be given by (see Figure 1)
gk(x) := kρ(〈(k, 0), x〉) − kρ(〈(k,− 1k2 ), x〉), k ∈ N. (18)
Then for every sequence (Φk)k∈N ⊆ N(2,2,1) with R(Φk) = gk it holds that
lim
k→∞
‖R(Φk)−R(Γ)‖L∞((−1,1)2) = 0 and lim
k→∞
‖Φk − Γ‖∞ =∞. (19)
In particular, note that inverse stability fails here even for a non-degenerate parametrization of the
zero function, and this counterexample could be lifted to any larger network which has a single
(0, 0)weight pair. However, for this type of counterexample the magnitude of the gradient ofR(Θk)
needs to go to infinity, which is our motivation for looking at inverse stability w.r.t. | · |W 1,∞ .
2This is a slight abuse of notation, justified by the the fact that R acts the same on PN with zero biases
b1, b2 and weights A1 = A and A2 = c.
3For m ∈ N we abbreviate [m] := {1, . . . ,m}.
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Figure 2: ShowsR(Γ) (r = 0.5) and g3. Figure 3: ShowsR(Γ) and g2.
2.2 Failure of inverse stability w.r.t. Sobolev norm
In this section we present four degenerate cases where inverse stability fails w.r.t. | · |W 1,∞ . This
collection of counterexamples is complete in the sense that we can establish inverse stability under
assumptions which are designed to exclude these four pathologies.
Example 2.2 (Failure due to complete unbalancedness). Let r > 0, Γ :=
(
(r, 0), 0
) ∈ N(2,1,1) and
gk ∈ R(N(2,1,1)) be given by (see Figure 2)
gk(x) =
1
kρ(〈(0, 1), x〉), k ∈ N. (20)
The only way to parametrize gk is gk(x) = R(Φk)(x) = cρ(〈(0, a), x〉) with a, c > 0, and we have
‖Φk − Γ‖∞ ≥ r and |R(Φk)−R(Γ)|W 1,∞ ≤ 1k . (21)
This is a very simple example of a degenerate parametrization of the zero function, sinceR(Γ) = 0
regardless of choice of r. The issue here is that we can have a weight pair, i.e. ((r, 0), 0), where
the product is independent of the value of one of the parameters. Note that one gets a slightly
more subtle version of this pathology by considering Γk :=
(
(k, 0), 1k2
) ∈ N(2,1,1) instead (see
Example A.2). In this case one could still get an inverse stability estimate for each fixed k; the rate
of inverse stability (s, α) would however get worse with increasing k.
Example 2.3 (Failure due to redundant directions). Let
Γ :=
([
1 0
1 0
]
, (1, 1)
)
∈ N(2,2,1) (22)
and gk ∈ R(N(2,2,1)) be given by (see Figure 3)
gk(x) := 2ρ(〈(1, 0), x〉) + 1kρ(〈(0, 1), x〉), k ∈ N. (23)
We have for every k ∈ N and Φk ∈ N(2,2,1) with R(Φk) = gk that
‖Φk − Γ‖∞ ≥
√
2− 1 and |R(Φk)−R(Γ)|W 1,∞ ≤ 1k . (24)
This example illustrates that redundant directions prevent inverse stability.
The next example shows that not only redundant weight vectors can cause issues, but also weight
vectors of opposite direction, as they would allow for a (balanced) degenerate parametrization of the
zero function.
Example 2.4 (Failure due to opposite weight vectors 1). Let ai ∈ Rd, i ∈ [m], be pairwise linearly
independent with ‖ai‖∞ = 1 and
∑m
i=1 ai = 0. We define
Γ :=
(
[a1| . . . |am| − a1| . . . | − am]T ,
(
1, . . . , 1,−1, . . . ,−1)) ∈ N(d,2m,1) (25)
and note that R(Γ) = 0. Now let v ∈ Rd with ‖v‖∞ = 1 be linearly independent to each ai,
i ∈ [m], and let gk ∈ R(N(d,2m,1)) be given by (see Figure 4)
gk(x) =
1
kρ(〈v, x〉), k ∈ N. (26)
Then there exists a constant C > 0 such that for every k ∈ N and every Φk ∈ N(d,2m,1) with
R(Φk) = gk it holds that
‖Φk − Γ‖∞ ≥ C and |R(Φk)−R(Γ)|W 1,∞ ≤ 1k . (27)
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Figure 4: ShowsR(Γ) and g3 (a1 = (1,− 12 ),
a2 = (−1,− 12 ), a3 = (0, 1), v = (1, 0)).
Figure 5: Shows the weight vectors of Θ2
(grey) and Γ2 (black).
Thus we will need an assumption which prevents each individual Γ from having weight vectors
with opposite directions. This will, however, not be enough as is demonstrated by the next example,
which is similar but more subtle.
Example 2.5 (Failure due to opposite weight vectors 2). We define the weight vectors
ak1 = (k, k,
1
k ), a
k
2 = (−k, k, 1k ), ak3 = (0,−
√
2k, 1√
2k
), ck = (k, k,
√
2k) (28)
and consider the parametrizations (see Figure 5)
Γk :=
([− ak1∣∣− ak2∣∣− ak3]T , ck
)
∈ N(3,3,1), Θk :=
([
ak1
∣∣ak2∣∣ak3]T , ck
)
∈ N(3,3,1). (29)
Then it holds for every k ∈ N and every Φk ∈ N(3,3,1) with R(Φk) = R(Θk) that
‖Φk − Γk‖∞ ≥ k2 and |R(Φk)−R(Γk)|W 1,∞ = 3. (30)
Note that Γ and Θ need to have multiple exactly opposite weight vectors which add to something
small (compared to the size of the individual vectors), but not zero, since otherwise reparametrization
would be possible (see Lemma A.3).
3 Inverse stability for two-layer Neural Networks
We now establish an inverse stability result using assumptions which are designed to exclude the
pathologies from the previous section. First we present a rather technical theorem which considers
a parametrization Γ in the unrestricted parametrization space NN and a function g in the the cor-
responding function space R(NN ). The aim is to use assumptions which are as weak as possible,
while allowing us to find a parametrization Φ of g, whose distance to Γ can be bounded relative to
|g −R(Γ)|W 1,∞ . We then continue by defining a restricted parameter space N ∗N , for which we get
uniform inverse stability (meaning that we get the same estimate for every Γ ∈ N ∗N ).
Theorem 3.1 (Inverse stability at Γ ∈ NN ). Let d,m ∈ N, N := (d,m, 1), β ∈ R+, let Γ =([
aΓ1
∣∣ . . . ∣∣aΓm]T , cΓ
)
∈ NN , g ∈ R(NN ), and let IΓ = {i ∈ [m] : aΓi 6= 0}.
Assume that the following conditions are satisfied:
C.1 It holds for all i ∈ [m] with ‖cΓi aΓi ‖∞ ≤ 2|g −R(Γ)|W 1,∞ that |cΓi |, ‖aΓi ‖∞ ≤ β.
C.2 It holds for all i, j ∈ IΓ with i 6= j that a
Γ
j
‖aΓ
j
‖∞ 6=
aΓi
‖aΓ
i
‖∞ .
C.3 There exists a parametrizationΘ =
([
aΘ1
∣∣ . . . ∣∣aΘm]T , cΘ
)
∈ NN such thatR(Θ) = g and
(a) it holds for all i, j ∈ IΓ with i 6= j that a
Γ
j
‖aΓ
j
‖∞ 6= −
aΓi
‖aΓ
i
‖∞ and for all i, j ∈ IΘ with
i 6= j that a
Θ
j
‖aΘ
j
‖∞ 6= −
aΘi
‖aΘ
i
‖∞ ,
(b) it holds for all i ∈ IΓ, j ∈ IΘ that aΓi‖aΓi ‖∞ 6= −
aΘj
‖aΘj ‖∞
where IΘ := {i ∈ [m] : aΘi 6= 0}.
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Then there exists a parametrization Φ ∈ NN with
R(Φ) = g and ‖Φ− Γ‖∞ ≤ β + 2|g −R(Γ)|
1
2
W 1,∞ . (31)
The proof can be found in Appendix A.1. Note that each of the conditions in the theorem above
corresponds directly to one of the pathologies in Section 2.2. Somewhat curiously, Condition C.1,
which deals with unbalancedness, only imposes an restriction on the weight pairs whose product is
small compared to the distance of R(Γ) and g. As can be glanced from Example 2.2 and seen in
the proof of Theorem 3.1, such a balancedness assumption is in fact only needed to deal with de-
generate cases, where R(Γ) and g have parts with mismatching directions of negligible magnitude.
Otherwise a matching reparametrization is always possible.
Condition C.2 requires Γ to not have any redundant directions, the necessity of which is demon-
strated by Example 2.3. Note that the first two conditions are mild from a theoretical perspective, in
the sense that they only restrict the parameter space and not the corresponding space of realizations.
Specifically we can define the restricted parameter space
N ′(d,m,1) := {Γ ∈ N(d,m,1) : |cΓi | = ‖aΓi ‖∞ for all i ∈ [m] and Γ satisfies Condition C.2} (32)
for which we have
R(N ′N ) = R(NN ). (33)
To see that perfect balancedness (i.e. |cΓi | = ‖aΓi ‖∞) does not restrict the set of realization, observe
that the ReLU is positively homogeneous (i.e. ρ(λx) = λρ(x) for all λ ≥ 0, x ∈ R). Further note
that for a perfectly balanced Γ, Condition C.1 is satisfied with
β = (2|g −R(Γ)|W 1,∞ ) 12 (34)
in (31). It is also possible to relax the balancedness assumption by only requiring |cΓi | and ‖Γi‖∞
to be close to ‖cΓi aΓi ‖1/2∞ , which would still give a similar estimate but with a worse exponent.
In particular this suggests that, in practice, it should be reasonable to enforce balancedness by a
regularizer on the weights.
To see that for any Γ ∈ NN there is a Γ′ ∈ N ′N withR(Γ) = R(Γ′), further note that
c1ρ(〈a1, x〉) + c2ρ(〈a2, x〉) = (c1 + c2‖a2‖∞‖a1‖∞ )ρ(〈a1, x〉), (35)
if a2 is a positive multiple of a1 (i.e.
a1
‖a1‖∞ =
a2
‖a2‖∞ ). This makes Condition C.2 unproblematic
from a theoretical perspective. From a practical point of view, enforcing this condition could be
achieved by a regularization term using a barrier function. Alternatively on could employ a non-
standard approach of combining such redundant neurons by changing one of them according to (35)
and either setting the other one to zero or removing it entirely4. In order to satisfy Conditions C.3a
and C.3b we need to restrict the parameter space in a way which also restricts the corresponding
space of realizations. One possibility to do so is the following approach, which also incorporates the
previous restrictions as well as the transition to networks without biases.
Definition 3.2 (Restricted parameter space). Let d,m ∈ N. We define
N ∗(d,m,1) :=
{
Γ ∈ N ′(d,m,1) : (aΓi )d−1, (aΓi )d > 0 for all i ∈ [m]
}
. (36)
Here we no longer haveR(N ∗N ) = R(NN ). Note, however, that for everyΘ ∈ P(d,m,1) there exists
Γ ∈ N ∗(d+2,m+1,1) such that for all x ∈ Rd it holds (see Lemma A.4) that
R(Γ)(x1, . . . , xd, 1,−1) = R(Θ)(x). (37)
In particular, this means that for any optimization problem over an unrestricted parameter space
P(d,m,1), there is a corresponding optimization problem over the parameter space N ∗(d+2,m+1,1)
whose solution is at least as good (see also Corollary 1.3). Our main result now states that for such a
restricted parameter space we have uniform (4, 1/2) inverse stability (see Appendix A.4 for a proof).
Corollary 3.3 (Inverse stability onN ∗N ). Let d,m ∈ N andN := (d,m, 1). For every Γ ∈ N ∗N and
g ∈ R(N ∗N ) there exists a parametrization Φ ∈ N ∗N with
R(Φ) = g and ‖Φ− Γ‖∞ ≤ 4|g −R(Γ)|
1
2
W 1,∞ . (38)
4This could be of interest in the design of dynamic network architectures [25, 27, 38] and is also closely
related to the co-adaption of neurons, to counteract which, dropout was invented [20].
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4 Outlook
Understanding the pathologies which prevent inverse stability is an important first step towards un-
derstanding the connection of the parametrized and the functional optimization problem for training
deep neural networks. Although our positive inverse stability result, so far, only covers shallow
networks, it is based on conditions which, in principle, are not limited to shallow networks. While
technically challenging it should be very much possible to employ the methods used here in order
to produce inverse stability results for deep neural networks.
Another interesting direction would be to use thisW 1,∞ inverse stability result in order to obtain an
L∞ inverse stability under a bounded angle condition (see Appendix A.5).
Motivated by the necessity of Conditions C.1-C.3, we are highly encouraged to implement corre-
sponding regularizers (penalizing unbalancedness and redundancy in terms of parallel vectors) in
state-of-the-art networks and hope to observe positive impacts on the optimization behavior. Fur-
thermore we want to point out, that there are already approaches, called Sobolev Training, reporting
better generalization and data-efficiency by employing the Sobolev norm as loss [11]. In general, our
results enable the transfer of novel insights from the study of realization spaces of neural networks
to the study of neural network training.
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A Appendix - Proofs and Additional Material
A.1 Proof of the Main Theorem
Proof of Theorem 3.1. Without loss of generality, we can assume that aΘi = 0 implies c
Θ
i = 0 for
all i ∈ [m]. We now need to show that there always exists a way to reparametrize Θ such that
architecture and realization remain the same and it also fulfills (31). For simplicity of notation we
will write r := |g −R(Γ)|W 1,∞ throughout the proof. Let fΓi : Rd → R resp. fΘi : Rd → R be the
part that is contributed by the i-th neuron, i.e.
R(Γ) =
m∑
i=1
fΓi with f
Γ
i (x) := c
Γ
i ρ(〈aΓi , x〉), (39)
g =R(Θ) =
m∑
i=1
fΘi with f
Θ
i (x) := c
Θ
i ρ(〈aΘi , x〉). (40)
Further let
H+Γ,i := {x ∈ Rd : 〈aΓi , x〉 > 0},
H0Γ,i := {x ∈ Rd : 〈aΓi , x〉 = 0},
H−Γ,i := {x ∈ Rd : 〈aΓi , x〉 < 0}.
(41)
By conditions C.2 and C.3a we have for all i ∈ IΓ that
H0Γ,i 6= H0Γ,j for all j ∈ IΓ\{i}. (42)
Further note that we can reparametrizeΘ such that the same holds there. To this end observe that
cρ(〈a, x〉) + c′ρ(〈a′, x〉) = (c+ c′ ‖a′‖∞‖a‖∞ )ρ(〈a, x〉), (43)
given that a′ is a positive multiple of a. Specifically, let (Jk)Kk=1 ⊆ IΘ be a partition of IΘ (i.e.
Jk 6= ∅, ∪Kk=1Jk = IΘ and Jk ∩ Jk′ = ∅ if k 6= k′), such that for all k ∈ [K] it holds that
i, j ∈ Jk =⇒
aΘj
‖aΘj ‖∞
=
aΘi
‖aΘi ‖∞
. (44)
We denote by jk the smallest element in Jk and make the following replacements, for all i ∈ IΘ,
without changing the realization of Θ:
aΘi 7→ aΘi , cΘi 7→
∑
j∈Jk
cΘi
‖cΘi ‖∞
‖cΘjk‖∞
, if i ∈ Jk and i = jk, (45)
aΘi 7→ 0, cΘi 7→ 0, if i ∈ Jk and i 6= jk. (46)
Note that we also update the set IΘ := {i ∈ [m] : aΘi 6= 0} accordingly. Let now
H+Θ,i := {x ∈ Rd : 〈aΘi , x〉 > 0},
H0Θ,i := {x ∈ Rd : 〈aΘi , x〉 = 0},
H−Θ,i := {x ∈ Rd : 〈aΘi , x〉 > 0}.
(47)
By construction, we have for all i ∈ IΘ that
H0Θ,i 6= H0Θ,j for all j ∈ IΘ\{i}. (48)
Next, for s ∈ {−1, 1}[m], let
HsΓ :=
⋂
i∈[m] : si=1
H+Γ,i ∩
⋂
i∈[m] : si=−1
H−Γ,i,
HsΘ :=
⋂
i∈[m] : si=1
H+Θ,i ∩
⋂
i∈[m] : si=−1
H−Θ,i,
(49)
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and
SΓ := {s ∈ {0, 1}[m] : HsΓ 6= ∅}, SΘ := {s ∈ {0, 1}[m] : HsΘ 6= ∅}. (50)
The HsΓ, s ∈ SΓ, and HsΘ, s ∈ SΘ, are the different linear regions of R(Γ) and R(Θ) respectively.
Note, that they have non-empty interior, since they are non-empty intersections of open sets. Next
observe that the derivatives of fΓi , f
Θ
i are (a.e.) given by
DfΓi (x) := c
Γ
i a
Γ
i 1H+
Γ,i
(x), DfΘi (x) := c
Θ
i a
Θ
i 1H+
Θ,i
(x). (51)
Note that for every x ∈ HsΓ, y ∈ HsΘ we have
DR(Γ)(x) =
∑
i∈[m],si=1
cΓi a
Γ
i =: Σ
Γ
s ,
DR(Θ)(y) =
∑
i∈[m],si=1
cΘi a
Θ
i =: Σ
Θ
s .
(52)
Next we use that for s ∈ SΓ, t ∈ SΘ we have |ΣΓs − ΣΘt | ≤ r if HΓs ∩ HΘt 6= ∅, and compare
adjacent linear regions ofR(Γ)−R(Θ). Let now i ∈ IΓ and consider the following cases:
Case 1: We have H0Γ,i 6= H0Θ,j for all j ∈ IΘ. This means that the DfΘk , k ∈ [m], and the DfΓk ,
k ∈ [m]\{i}, are the same on both sides near the hyperplaneH0Γ,i, while the value of DfΓi is 0 on
one side and cΓi a
Γ
i on the other. Specifically, there exist s
+, s− ∈ SΓ and s∗ ∈ SΘ such that s+i = 1,
s−i = −1, s+j = s−j for all j ∈ [m]\{i}, andHs
+
Γ ∩Hs
∗
Θ 6= ∅,Hs
−
Γ ∩Hs
∗
Θ 6= ∅, which implies
‖cΓi aΓi ‖∞ = ‖(ΣΓs+ − ΣΘs∗)− (ΣΓs− − ΣΘs∗)‖∞ ≤ 2r. (53)
Case 2: There exists j ∈ IΘ such that H0Γ,i = H0Θ,j . Note that this implies H+Γ,i = H+Θ,j due
to Condition C.3b. This means that the DfΘk , k ∈ [m]\{j}, and the DfΓk , k ∈ [m]\{i}, are the
same on both sides near the hyperplane H0Γ,i = H
0
Θ,j , while the values of Df
Γ
i and Df
Θ
j change.
Specifically there exist s+, s− ∈ SΓ and t+, t− ∈ SΘ such that s+i = 1, s−i = −10, s+k = s−k for all
k ∈ [m]\{i}, t+j = 1, t−j = −1, t+k = t−k for all k ∈ [m]\{j} andHΓs+ ∩HΘt+ 6= ∅,HΓs− ∩HΘt− 6= ∅,
which implies
‖cΓi aΓi − cΘj aΘj ‖∞ = ‖(ΣΓs+ − ΣΘt+)− (ΣΓs− − ΣΘt−)‖∞ ≤ 2r. (54)
Analogously we get for i ∈ IΘ that H0Θ,i 6= H0Γ,j for all j ∈ IΓ implies ‖cΘi aΘi ‖∞ ≤ 2r, and that
the existence of a j ∈ IΓ such that H0Θ,i = H0Γ,j implies that ‖cΘi aΘi − cΓj aΓj ‖∞ ≤ 2r.
Intuitively that means that each fΓi resp. f
Θ
i either has some matching f
Θ
j resp. f
Γ
j (i.e. case 1), or
the product of its coefficients must be small (i.e. case 2). In particular we can reparametrizeΘ such
that matching indices either correspond to matching functions in the sense above, or both functions
with this index are sufficiently small.
Specifically, let
I1 := {i ∈ [m] : H0Γ,i 6= H0Θ,j for all j ∈ IΘ} ∪ {i ∈ [m] : aΓi = 0} (55)
and
I2 := {i ∈ [m] : ∃ j ∈ IΘ such that H0Γ,i = H0Θ,j}. (56)
Then the above establishes that there exists a permutation π : [m] → [m] such that for every i ∈ I1
it holds that
‖cΘπ(i)aΘπ(i)‖∞, ‖cΓi aΓi ‖∞ ≤ 2r, (57)
and for every i ∈ I2 that
‖cΓπ(i)aΓπ(i) − cΘi aΘi ‖∞ ≤ 2r. (58)
We make the following replacements, for all i ∈ [m], without changing the realization of Θ:
aΘi → aΘπ(i), cΘi → cΘπ(i). (59)
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In order to balance the weights of Θ for I1, we further make the following replacements, for all
i ∈ I1 with aΘi 6= 0, without changing the realization of Θ:
aΘi → aΘi ( |c
Θ
i |
‖aΘ
i
‖∞ )
1/2, cΘi → cΘi (‖a
Θ
i ‖∞
|cΘ
i
| )
1/2. (60)
This implies for every i ∈ I1 that
|cΘi |, ‖aΘi ‖∞ ≤ (2r)1/2. (61)
Moreover, due to Condition C.1, we get for every i ∈ I1 that
|cΓi |, ‖aΓi ‖∞ ≤ β. (62)
Thus we get for every i ∈ I1 that
|cΘi − cΓi |, ‖aΘi − aΓi ‖∞ ≤ β + (2r)1/2. (63)
Let now i ∈ I2. By definition of I2 and Condition C.3b, there exist λΓi , λΘi > 0 and ei ∈ Rd with
‖ei‖∞ = 1 such that aΓi = λΓi ei and aΘi = λΘi ei. In particular we have
‖cΘi aΘi ‖∞ = |cΘi λΘi |,
‖cΓi aΓi ‖∞ = |cΓi λΓi |, and
‖cΘi aΘi − cΓi aΓi ‖∞ = |cΘi λΘi − cΓi λΓi | ≤ 2r.
(64)
Consider the following cases:
Case A: We have |cΓi λΓi | ≤ 2r which means |cΘi λΘi | ≤ 4r.
Case B.1: We have |cΓi λΓi | > 2r and |cΓi | > λΓi . Then it holds that∣∣cΘi λΘi
cΓi
− λΓi
∣∣ = 1|cΓi | |c
Θ
i λ
Θ
i − cΓi λΓi | ≤
2r
|cΓi λΓi |1/2
≤ (2r)1/2. (65)
Case B.2: We have |cΓi λΓi | > 2r and |cΓi | < λΓi . Then it holds that∣∣cΘi λΘi
λΓi
− cΓi
∣∣ = 1|λΓi | |c
Θ
i λ
Θ
i − cΓi λΓi | ≤
2r
|cΓi λΓi |1/2
≤ (2r)1/2. (66)
Case B.3: We have |cΓi λΓi | > 2r and |cΓi | = λΓi . Then it holds that∣∣( λΘi
|cΘi |
)1/2
cΘi − cΓi
∣∣ ≤ (2r)1/2 and ∣∣( |cΘi |
λΘi
)1/2
λΘi − λΓi
∣∣ ≤ (2r)1/2, (67)
since for x, y > 0 it holds that |x− y| ≤ |x2− y2|1/2, and |cΓi λΓi | > 2r implies sgn(cΓi ) = sgn(cΘi ).
This means we can (approximately) match the balancing of (cΘi , a
Θ
i ) to the balancing of (c
Γ
i , a
Γ
i ).
Specifically, we make the following replacements, for all i ∈ I2, without changing the realization of
Θ:
aΘi → aΘi ( |c
Θ
i |
‖aΘ
i
‖∞ )
1/2, cΘi → cΘi (‖a
Θ
i ‖∞
|cΘ
i
| )
1/2, if |cΓi λΓi | ≤ 2r, (68)
aΘi →
cΘi a
Θ
i
cΓi
, cΘi → cΓi , if |cΓi λΓi | > 2r, |cΓi | > λΓi , (69)
aΘi → aΓi , cΘi →
cΘi λ
Θ
i
λΓi
, if |cΓi λΓi | > 2r, |cΓi | < λΓi , (70)
aΘi → aΘi ( |c
Θ
i |
‖aΘ
i
‖∞ )
1/2, cΘi → cΘi (‖a
Θ
i ‖∞
|cΘ
i
| )
1/2, if |cΓi λΓi | > 2r, |cΓi | = λΓi . (71)
Now for every i ∈ I2 with |cΓi λΓi | > 2r, (65), (66), and (67) directly imply that
|cΘi − cΓi |, ‖aΘi − aΓi ‖∞ ≤ (2r)1/2. (72)
For every i ∈ I2 with |cΓi λΓi | ≤ 2r we get, due to Condition C.1, that
|cΘi |, ‖aΘi ‖∞ ≤ 2r1/2,
|cΓi |, ‖aΓi ‖∞ ≤ β
(73)
and consequently
|cΘi − cΓi |, ‖aΘi − aΓi ‖∞ ≤ β + 2r1/2. (74)
Combining (63), (72), and (74) we get that
‖Θ− Γ‖∞ ≤ β + 2r 12 , (75)
which completes the proof.
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A.2 Proofs for Section 1
Proof of Proposition 1.2. By Definition 1.1 for every g ∈ R(Ω) with ‖R(Γ∗)− g‖ ≤ ( rs )1/α there
is Φ ∈ Ω with
RΦ = g and ‖Γ∗ − Φ‖∞ ≤ s‖RΓ∗ − g‖α ≤ r. (76)
Therefore by assumption it holds that
L(R(Γ∗)) ≤ L(R(Φ)) = L(g). (77)
which proves the claim.
Proof of Collorary 1.3. We just need combine the main observations from our paper. First, note that
the assumptions imply that the restricted parametrization space Ω we are optimizing over precisely
equals the space N ∗(N0+2,N1+1,1) from Definition 3.2. Secondly, Corollary 3.3 implies that the
realization map is (4, 1/2) inverse stable onΩ. Thus, Proposition 1.2 directly proves Item 1. For the
proof of Item 2 we make use of Lemma A.4. It implies that for every Θ ∈ P(N0,N1,1) there exists a
Γ ∈ Ω such that it holds that
1
n
n∑
i=1
|R(Γ)(x˜i)− yi|2 = 1n
n∑
i=1
|R(Θ)(xi)− yi|2, (78)
which proves the claim.
A.3 Proofs for Section 2
Proof of Example 2.1. We have for every k ∈ N that
‖gk‖L∞((−1,1)2) ≤ 1k and |gk|W 1,∞ = k2. (79)
Assume that there exists sequence of networks (Φk)k∈N ⊆ N(2,2,1) with R(Φk) = gk and with
bounded parameters, i.e. supk∈N ‖Φk‖ ≤ C. By the Lipschitz continuity of the realization map (see
also [33, Prop. 5.1]) it follows that also |R(Φk)|W 1,∞ is bounded which contradicts (79).
Proof of Example 2.3. Any parametrization of gk must be of the form
Φk :=
([
a1 0
0 a2
]
, (c1, c2)
)
∈ N(2,2,1), k ∈ N (80)
with c1a1 = 2 and c2a2 =
1
k . The proof is completed by direct calculation.
Proof of Example 2.4. Let Φk be an arbitrary parametrization of gk given by
Φk =
(
[a˜1|a˜2| . . . |a˜2m]T , c˜
) ∈ N(d,2m,1) (81)
As gk has two linear regions separated by the hyperplane with normal vector v, there exists i ∈ [2m]
and λi ∈ R \ {0} such that
a˜i = λiv. (82)
The distance of any weight vector ±ai of Γ to the line {λv : λ ∈ R} can be lower bounded by
‖ ± ai − λv‖2∞ ≥ 1d‖ ± ai − λv‖22 ≥ 1d
[‖ai‖22 − 〈ai, v〉2] , i ∈ [m], λ ∈ R. (83)
The Cauchy-Schwarz inequality and the linear independence of v to each ai, i ∈ [m], establishes
thatmini∈[m]
[‖ai‖22 − 〈ai, v〉2] > 0, which completes the proof.
Proof of Example 2.5. Since x = ρ(x) − ρ(−x) for every x ∈ R, the difference of the realizations
is linear, i.e.
R(Θk)−R(Γk) = 〈ck1ak1 + ck2ak2 + ck3ak3 , x〉 = 〈(0, 0, 3), x〉 (84)
and thus the difference of the gradients is constant, i.e.
|R(Θk)−R(Γk)|W 1,∞ = 3, k ∈ N. (85)
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However, regardless of the balancing and reordering of the weight vectors aki , i ∈ [3], we have that
‖Θk − Γk‖∞ ≥ k2 . (86)
Now we show that, up to balancing and reordering, there does not exist any other parametrization of
Θk with the same realization – in other words inverse stability fails for this example. Fix k ∈ N and
assume there exists a network
Φk =
(
[a˜1|a˜2|a˜3]T , c˜
) ∈ N(3,3,1) with R(Φk) = R(Θk). (87)
Note thatR(Θk) has eight distinct gradients on the different linear regions. As the linear regions of
R(Φk) need to match exactly, for every i ∈ [3] it holds that
c˜i 6= 0 (88)
and there exists, up to reordering of the indices, λi 6= 0 with
a˜i = λia
k
i . (89)
We now distinguish three cases.
Case 1 (exactly one flip): Assume that exactly one λi has a negative sign. Then it holds that
0 = R(Θk)((0, 0,−1)) = R(Φk)((0, 0,−1)) = λi c˜i 6= 0. (90)
Case 2 (exactly two flips): Assume that exactly one λi has a positive sign. If i = 1, then
k2 = R(Θk)((−1, 0, 0)) = R(Φk)((−1, 0, 0)) = 0 (91)
and similar for the case i = 2 by considering x = (1, 0, 0). We conclude that i = 3, but then
2k2 = R(Θk)((0, 1, 0)) = R(Φk)((0, 1, 0)) = 0. (92)
Case 3 (exactly three flips): Assume that all λi, i ∈ [3], have a negative sign. Then it holds that
3 = R(Θk)((0, 0, 1)) = R(Φk)((0, 0, 1)) = 0. (93)
As all cases lead to a contradiction, this proves the claim.
A.4 Additional proofs for Section 3
Proof of Corollary 3.3. Since Γ ∈ N ∗N and g ∈ R(N ∗N ), Conditions C.1-C.3 are fulfilled with
β = (2|g −R(Γ)|W 1,∞ ) 12 (94)
by definition of N ∗N . We can choose Θ ∈ N ∗N with g = R(Θ) and none of the reparametrizations
in the proof of Theorem 3.1 take Θ out of N ∗N . In particular the reparametrization in (45) does not
happen, since Θ cannot have redundant directions. This proves the claim.
A.5 Additional material
Example A.1 (Without inverse stability: parameter minimum 6=⇒ realization minimum). Con-
sider the two domains
D1 := {(x1, x2) ∈ (−1, 1)2 : x2 ≥ |x1|}, D2 := {(x1, x2) ∈ (−1, 1)2 : x1 > |x2|}. (95)
For simplicity of presentation, assume we are given two samples x1 ∈ D1, x2 ∈ D2 with labels
y1 = 0, y2 = 1. The corresponding MSE is
L(g) = 12 (g(x1))2 + (g(x2)− 1)2. (96)
for every g ∈ C(R2,R). Let the zero realization function be parametrized by
Γ∗ = (0, (−1, 0)) ∈ N(2,1,1) (97)
with loss L(R(Γ∗)) = 12 . Note that changing each parameter by less than 12 does not decrease the
loss, as this rotates the vector (−1, 0) by at most 45◦. Thus Γ∗ is a local minimum in the parameter
space. However, the sequence of realizations given by
gk(x) =
1
kρ(x1 − x2) = R((1,−1), 1k ) (98)
satisfies that
‖gk −R(Γ∗)‖W 1,∞((−1,1)2) = ‖gk‖W 1,∞((−1,1)2) ≤ 1k (99)
and
L(gk) = 12 (1− 1k )2 ≤ L(R(Γ∗)), (100)
see Figure 6. Accordingly, R(Γ∗) is not a local minimum in the realization space even w.r.t. the
Sobolev norm. The problem occurs, since inverse stability fails due to unbalancedness of Γ∗.
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Figure 6: The figure shows two samples ((xi, yi))i=1,2, the realizationR(Γ∗) of the local parameter
minimum (left) and g3 (right).
Example A.2 (Failure due to unbalancedness). Let
Γk :=
(
(k, 0), 1k2
) ∈ N(2,1,1), k ∈ N, (101)
and gk ∈ R(N(2,1,1)) be given by
gk(x) =
1
kρ(〈(0, 1), x〉), k ∈ N. (102)
The only way to parametrize gk is gk(x) = R(Φk)(x) = cρ(〈(0, a), x〉) with a, c > 0, and we have
‖Φk − Γk‖∞ ≥ k and |R(Φk)−R(Γk)|W 1,∞ ≤ 1k . (103)
Lemma A.3. Let d,m ∈ N and ai ∈ Rd, i ∈ [m], such that
∑
i∈[m] ai = 0. Then it holds for all
x ∈ Rd that ∑
i∈[m]
ρ(〈ai, x〉) =
∑
i∈[m]
ρ(〈−ai, x〉). (104)
Proof. By assumption we have for all x ∈ Rd that∑i∈[m]〈ai, x〉 = 0. This implies for all x ∈ Rd
that ∑
i∈[m] : 〈ai,x〉≥0
〈ai, x〉 −
∑
i∈[m]
〈ai, x〉 =
∑
i∈[m] : 〈ai,x〉≤0
−〈ai, x〉, (105)
which proves the claim.
Lemma A.4. Let d,m ∈ N andΘ ∈ P(d,m,1). Then there exists Γ ∈ N ∗(d+2,m+1,1) such that for all
x ∈ Rd it holds that
R(Γ)(x1, . . . , xd, 1,−1) = R(Θ)(x). (106)
Proof. Since Θ ∈ P(d,m,1) it can be written as
Θ =
((
A, b
)
,
(
c, e
))
with R(Θ)(x) = c̺(Ax + b) + e, x ∈ Rd, (107)
where A ∈ Rm×d, b ∈ Rm, c ∈ R1×m, and e ∈ R. We define for i ∈ [m]
b+i :=
{
bi + 1 : bi ≥ 0
1 : bi < 0
, and b−i :=
{
1 : bi ≥ 0
−bi + 1 : bi < 0 , (108)
for i ∈ [m] let
c∗i :=
{
ci : ci 6= 0
1 : ci = 0
, and a∗i :=
{
(ai,1, . . . , ai,d, b
+
i , b
−
i ) : ci 6= 0
(0, . . . , 0, 1, 1) : ci = 0
, (109)
and for i = m+ 1 let
c∗i :=
{
e : e 6= 0
1 : e = 0
, and a∗i :=
{
(0, . . . , 0, 2, 1) e 6= 0
(0, . . . , 0, 1, 1) : e = 0
. (110)
In order to balance the network, for every i ∈ [m + 1] let aΓi = a∗i ( |c
∗
i |
‖a∗
i
‖∞ )
1/2 and cΓi =
c∗i (
‖a∗i ‖∞
|c∗
i
| )
1/2, then the claim follows by direct computation.
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Lemma A.5. Let d,m ∈ N, B ∈ R+, Θ = ([a1| . . . |am]T , c) ∈ N(d,m,1), and
λ := max
i,j∈[m], ai
‖ai‖∞
6= aj
‖aj‖∞
〈ai, aj〉
‖ai‖‖aj‖ . (111)
Then it holds that
|R(Θ)|W 1,∞ ≤ 2
B
√
1− λ2 ‖R(Θ)‖L∞([−B,B]d). (112)
Proof. Note that, by the condition on the minimum angle between the hyperplanes, elementary
calculus establishes that the minimal perimeter inside each linear region is lower bounded by
B
√
1− λ2. AsR(Θ) is linear on each region, the claim follows.
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