ABSTRACT. The formulation and the evaluation of environmental policy depend upon a general class of latent variable models known as multivariate receptor models. Estimation of the number of major pollution sources, the source composition profiles and the source contributions are the main interests in multivariate receptor modelling. Many different approaches have been proposed both when the number of sources is unknown (explorative factorial analysis) and when the number and the type of sources are known (regression models). The objective of this work is to propose a flexible approach to the multivariate receptor models that incorporates the extra variability due to the spatial dependence. The method is applied to Lombardia air pollution data.
Introduction
In the past few years interest in air quality monitoring has increased, specifically pertaining to the identification of pollution sources and their information needed to implement air pollution control programs. Since observing the quantity of various pollutants emitted from all potential pollution sources is virtually impossible, receptor models are used to analyze concentrations of pollutants or particles measured over time in order to gain insight concerning the unobserved pollution sources. Multivariate receptor modeling aims to identify the pollution sources and assess the amounts of pollution by resolving the measured mixture of chemical species into the contributions from the individual source types. The basic physical model comes from the laws of chemistry. The number of sources is the first problem we encounter. When the number and the composition of pollution sources are unknown, factor analytic approaches have been employed in order to identify pollution sources. As in the factor analysis models, the choice of the number of pollution sources (factors) used in receptor models is crucial.
Generally, the number of sources is chosen using one of many methods (often ad-hoc methods) suggested in the literature. Park, Henry and Spiegelman (1999) provide a review with discussion of several of these methods. However, these methods often are not satisfying and in many papers the number of pollution sources is fixed on the basis of previous studies and/or specific assumptions made by the researcher. Once a model with k sources has been fitted, interest often lies in * Corresponding author: aldo.lamberti@istat.it describing the composition of each pollution source and the amount of pollution emitted from each source. Such information is of great value when formulating and evaluating air quality policy.
To make sound decisions from the data, it is necessary to make inferences about the fitted model; however statistical tools for such data have not received much attention in the literature. Pollution data collected over time and/or space often exhibit dependence which needs to be accounted for in the procedures for inference on model parameters.
The objective of this paper is to present a flexible approach to multivariate receptor models for incorporating the spatial dependence exhibited by the data and then show the usefulness of the procedure using air pollution data from Lombardia area.
The paper is organized as follow: in section 2 we restate the model from a statistical point of view, section 3 contains the methodological issues related to spatial covariance estimation and in section 4 we present the application of the proposed model to the air pollution data.
A flexible multivariate receptor model
Let p be the number of pollutants and k be the number of sources. Based on the chemical mass balance equation and assuming that the relative amounts of the pollutants are approximately the same traveling from sources to receptor, a multivariate receptor model can be written as follow (Park et al., 2002) In vector form, model (1) can be written as:
where 1 ( , ..., )
and Λ is a p × k non-negative source composition matrix and its columns are the source composition profiles.
From a statistical perspective, model (2) can be viewed as a latent variable model (Bartholomew and Knot, 1999) , in particular as a factor analysis model where y is a set of p variables that can be directly observed, f is a set of k latent variables or factors (unobservable), Λ is the unknown p × k factor loading and k is the unknown number of factors.
Two different approaches have been used in the literature depending on the knowledge of the number and the nature of the pollution sources.
When the number and nature of the pollution sources are known (in this case this means that Λ is known), the pollution source contributions can be estimated using regression or measurement error models. Conversely when some of the elements of the source composition matrix Λ are not known, the estimates of the pollution sources contributions can be obtained using linear factor analysis models.
Much of the multivariate receptor modeling studies in the literature use exploratory factor analytic techniques to identify the number of pollution sources, the pollution source compositions and the source contributions. However, this goal cannot be achieved without additional assumptions on the model. The unknown number of sources (factors) k, is the first problem because Λ and f t depend on k in the model (2). Secondly, the parameters in the model (2) are not uniquely defined, even under the assumption that k is known. This means that there may be other parameterizations that produce the same data (rotational indeterminacy of factors plays here a major role).This is called nonidentifiability in latent variable models and additional restrictions on the parameters are required to remove it. Park et al. (2001) discussed a wide range of identifiability conditions for multivariate receptor models when the number of sources k is assumed to be known. In a receptor modelling feasibility study Javitz, Watson, Guertin and Muller (1988) made several recommendations for future developments in receptor modeling. They noted the nonunique nature of exploratory factor analysis fit of the multivariate receptor model (2) when matrix Λ is unknown, and they also noted that it is often impossible to obtain complete and accurate source composition information necessary to fit a chemical mass balance model using regression. These authors noted the need for future development of a physically meaningful hybrid model which could be used with only partial source composition information and pointed out the importance of estimates of uncertainties associated with the model which are necessary for inference. The use of a flexible latent variable model allows the researcher to incorporate physical constraints, past data or other subject matter knowledge in the model and guarantees valid model fits using only limited information about the relationship between the observed ambient species and the pollution sources.
The main difference between the use of multivariate receptor models in the literature and the use of linear factor analysis models is that the observations in a pollution data set are rarely if ever independent. Multivariate receptor models, in fact, are used to model data that exhibit temporal and/or spatial dependence. Several potential hazards arise when factor analysis ignores dependence structure, most of them related to invalidity of inferential techniques.
Spatial covariance estimation
The hazard of ignoring temporal and spatial dependence is implicitly assumed in almost every study involving receptor modelling. One exception was given by Park et al. (2001) who incorporated temporal dependence structure directly into hierarchical model and then estimated the model parameters using Markov Chain Monte Carlo methods.
Spatial dependence can be incorporated in the model finding an appropriate estimate of the spatial covariance matrix that take into account the spatial structure of the data.
In this paper we account for dependence structure using the method proposed by Nott and Dunsmuir (1998) for estimating non stationary spatial covariance structure from space time data. The methods are computationally attractive and can be extended to the assessment of covariance for multivariate processes.
Departing from the estimated spatial covariance structure, we can use the classical multivariate receptor/latent variable model, which can be fit using existing software package, that yield a unique model fit based on only partial source profile information.
An advantage of our approach is that it requires no assumption about distributional form and prior distributions for parameters.
We must introduce some additional notation in order to formulate the general problem of spatial covariance estimation for multivariate space-time data.
be a multivariate spatio-temporal process with 
and we can estimate spatial covariance between pairs of monitored sites by averaging over time.
In this paper, following the approach suggested by Nott and Dunsmuir (1998), we estimate site means by averaging over time. In particular we write y for the spatial mean vector obtained in this way:
with spatial trend estimated by site means, a spatial covariance matrix Γ can be estimated as:
If Γ is partitioned into nxn blocks of size qxq, each block can be interpreted as an empirical spatial covariance or cross-covariance matrix for the components of Y at the monitored sites.
Given an estimate of Γ it is important in many spatial modeling problem to estimate valid (non-negative definite) covariance function of Y based on the information in Γ.
Following the method suggested by Nott and Dunsmuir (1998) , one way of estimating a valid non-negative definite spatial covariance function from Γ is by reproducing Γ at monitored sites and then describing conditional behaviour given monitoring sites values by a stationary process or collection of a stationary processes.
To describe the idea of Nott and Dunsmuir more precisely, we need some more notations. Let 
If we observe values of the process at the monitored sites, W = w say, then for an arbitrary collection of sites we can write down the joint distribution of W at these sites. These are the finite dimensional distributions of a random field which describes the conditional behaviour of W(·) given W = w, and such a random field has a representation:
where δ(s) is a zero mean Gaussian process with covariance function:
One simple way of constructing a valid non-negative definite covariance function which reproduces the empirical spatial covariance matrix Γ at the monitored sites is to replace w in the above representation by a random vector W* which has zero mean and the covariance matrix Γ independent of δ(s).
Intuitively, we are constructing a process with the covariance matrix Γ at the monitored sites but with the conditional distribution given values at monitored sites the same as those of the stationary random field W(s).
It must be emphasized that the covariance function of W(s) is not the model used for the unconditional covariance but is merely a part of a construction to obtain valid, non-negative definite non-stationary spatial covariance function model for Y:
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This covariance function reproduces Γ (that is, evaluating (8) at (s, u) = (s i , s j ) gives Γ ij ) since c(s i ) is simply the i-th column of C. Hence one simple way of constructing a nonnegative definite estimate of spatial covariance is to fit a stationary model to Γ and to then compute (8) with R(u -s), C, c(s) and c(u) evaluated according to the fitted stationary model.
Analysis of Milano-Bergamo air pollution data
We apply the model to air pollution data in the MilanoBergamo districts. In particular we consider the daily average of CO, NO X , NO 2 and SO 2 obtained from 23 monitoring sites during May -June 2000 (Figure 1 ). The monitoring sites are: Zavattari, Verziere, Limito, Melegnano, Corsico, Pero, Legnano S. Magno, Carate Brianza, Vimercate, Arese, Settimo, S.Giuliano, Cormano1, Magenta, Ponte S. Pietro Nembro, Seriate Treviglio, Ciserano, San Giorgio, Costa Volpino, Garibaldi, Goisis (Figure 2) .
The goal of the analysis is to identify major sources of the pollutant variables. Here, the 23 monitoring sites play the role of the variables in our basic multivariate receptor model.
The source profile, consisting of the relative amount of pollutant that are conveyed to the 23 monitoring sites in this case represents the spatial pattern underlying CO, NO X , NO 2 and SO 2 concentration from each source (Figure 3) .
The underlying assumptions for this approach are: 1) there are few underlying spatial patterns and they do not vary over time;
2) the environmental factors such as wind do not interact with Λ, the overall spatial wind flow pattern (on which the spatial source pattern depend) are approximately constant.
After trend removal (Tables 1 and 2 ) and missing data reconstruction, the first step of the analysis was the estimation of the spatial covariance matrix. ing the empirical spatial covariance structure. Figure 4 shows the empirical and the fitted variogram using the exponential model. Departing from the estimated spatial covariance structure we have applied the multivariate receptor models with k = 3 sources (factors) for each variable assuming the 1 st of June as reference day. As we can see in Table 3 the analysis carried out with k = 3 sources is quite satisfying, with cumulative variance explained ranging from 81.5% (NO X ) to 96.5% (SO 2 ).
For this type of data the three major pollution sources are: vehicle exhaust, industrial emissions and non-industrial emissions. In Figure 5 , we can see the plot of the factors for each variable considering the first six loadings in order of importance.
For comparison purposes we applied the model with k = 4 sources (factors) to the same data but the gain in terms of explained variance is negligible. Then, we can say that the model with k = 3 sources is appropriate to describe the data we used for the analysis and this is in accordance with past information about this kind of data. Carrying out the analysis without taking into account the dependence exhibited by the data could be very misleading.
Conclusions
Identification of major pollution sources and their contributions can be assessed by a class of latent variable models known as multivariate receptor models. Using very limited information on the pollution sources, it is possible to fit a multivariate receptor model that is uniquely identified and the model parameter estimates have meaningful interpretations. Air quality data exhibit temporal and/or spatial dependence that is often ignored at the expense of valid inference. In this paper we incorporate dependence structure estimating a non-stationary spatial covariance matrix for multivariate space-time data where a given spatial covariance matrix is reproduced at a collection of monitored sites and conditional behaviour, given monitored site values, is described by a stationary process. Using this spatial covariance estimate in the model gives good results. A possible 
