The second part of the paper continues a discussion on the topic of parallel computations in railway dynamics. The algorithms described in the first part of the paper are applied to parallel simulation on computers with multicore processors of six different models of rail vehicles and trains with the number of degrees of freedom from about one hundred to more than 20 thousands. A considerable simulation speedup is reported. In addition, an example of evaluation of wheel profile wear on multicore processors and comparison of different approaches to multi-variant computations are considered.
INTRODUCTION
A large variety of models is used in the simulation of railway vehicle and train dynamics. The number of degrees of freedom and, accordingly, the level of computational complexity differ considerably depending on the problem to be solved. A single-vehicle model usually has about one hindered DOF; a 3D train model may count several thousands of DOF. Inclusion of flexible parts and rails increases the number of DOF up to dozens of thousands. A speedup factor is the main characteristic of efficiency of the parallel algorithms described in the first part of the paper. The speedup results given below can be used to compare different algorithms and their implementations.
In Section 2, we consider a practical application of parallel algorithms, described in the first part of this paper [1] , and implemented in Universal Mechanism software [2] .
Our goal is to show that the parallel algorithm is efficient not only for models with large numbers of DOF but also for usual models of rail vehicles such as freight, passenger cars, or a locomotive. Both rigid body and hybrid vehicle models as well as vehicle-bridge interaction examples are considered. Three rail models are used for simulation: massless rails [3] , 'moving' rigid body rails [4] , and flexible rails as Timoshenko beams.
Examples of a parallelism in the evaluation of wheel profile wear and in multi-variant computations are considered in Sections 3, 4.
EXAMPLES OF PARALLEL SIMULATION OF RAIL VEHICLE AND TRAIN DYNAMICS
In this section, we consider examples of parallel simulation of rail vehicle dynamics. Results were obtained on two computers with different processors:
-Intel R CoreTM i7 4790 CPU, 4 GHz, 8 GB RAM, four cores, and eight logical processors (Processor 1) -AMD Ryzen 7 2700 8-Core CPU, 3.2 GHz, 32 GB RAM (Processor 2).
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We consider six models of rail vehicles and trains. Some statistical data on the models are collected in Tab. 1. Numbers in brackets correspond to degrees of freedom for the models. [5] . The main feature of the model consists in use of more than one hundred compliant frictional contacts between the bodies. Frictional wedges are modeled by rigid bodies with six DOF each. The model has no joints, and its simulation with the parallel algorithm described in [1] is faster using even one thread in comparison with other solvers available in UM. Simulation in our case corresponds to the vehicle motion in a tangent section of 300 m length with a constant speed of 20 m/s. The massless rail model is used [3] and the FASTSIM algorithm is applied for the computation of creep forces. Model 2. Diesel locomotive TEP70, nickname 'Diesel', Fig. 2 . The model is included in the set of models as a typical example of a locomotive. The passenger locomotive TEP70 runs on two three-axle bogies. In contrast to the freight car models, this model contains 24 rotational joints, which are replaced by force elements according to the Cartesian formulation. In our test, the vehicle runs in a curve R = 400 m with a speed of 18 m/s. The total track length is S = 600m.
For this model, the CPU time for one integration step is approximately equal for the Cartesian formulation without parallelization and for the equations in the minimum number of coordinates. Fig. 4 . The model details are described in [5] . The first wheelset is modeled by a flexible body [7] . The car moves in a curve R = 300 m; the track length is 400 m; and the vehicle speed is 12 m/s. Eight 'moving rails' [4] have 2 DOF each and follow the wheelsets along the track. The model allows us to estimate the influence of the flexible wheelset on CPU costs. The CPU costs correlate with the number of DOF. The 1D LTD model with 52 DOF is the simplest one, and the 3D train model FTrain with 20456 DOF is the most expensive in the computational sense.
It is natural that computation of forces takes the major part (70-80%) of the CPU costs. Nevertheless, a speedup of all other parts of integration process increases the efficiency of parallelization.
The speedup factor for Th versus the number of threads for simulation on a computer with a 4-core Processor 1 is shown in Fig. 7 . As expected, the most efficient use of parallel computations is observed for 3D models of trains with big numbers of bodies, forces, and degrees of freedom. It is important that simulation of single rail vehicles is speeded up considerably as well.
To compare the parallel simulation with different processors, the passenger train (PTrain) model was tested on a computer with an 8-core Processor 2. Speedup factors as well as a ratio of Th values for Processor 1 and Processor 2 are shown in Fig. 8 . Simulation with Processor 1 is faster than with Processor 2 for number of threads lower 4 and slower otherwise. Fully and half-occupied coaches were analyzed. Finally, values 0.25 and 0.4 of the friction coefficient in the wheel/rail contact were used. Consequently, the total number of simulations is 28. The new rail profile R65 is used in the tangent track as well as for the inner rail in the curves. The worn rail profile R65 is assigned to the outer rail in the curves. The track irregularities for all simulations correspond to the track of a good quality according to the UIC standard.
EXAMPLE OF WEAR PREDICTION FOR THE RAILWAY WHEEL PROFILE
The speedup effect of the modeling process versus the number of parallel threads is shown in Fig. 9 . These results are obtained on a computer with an AMD Ryzen 7 2700 8-Core CPU (Processor 2).
EXAMPLE OF MULTI-VARIANT PARALLEL COMPUTATIONS
As discussed in the first part of this paper [1] , there are several possible strategies to compute a series of numerical experiments: (1) to run one solver sequentially with allowed maximum of computing threads in it, (2) to run allowed maximum of solvers with the only computing thread in it, or (3) to run several solvers with several threads in each. In UM software, the maximum number of simultaneously running processes (solvers) and threads in one solver is limited by the number of logical processors of the operating system. Let us analyze which computing strategy is the fastest one. Computing tests were done on the computer with Intel Core i7-4790 CPU, 4 GHz, which has 4 processor cores, and 8 GB RAM (Processor 1). For each processor core that is physically presented, Parallel computations and co-simulation… 37.
the operating system addresses two logical (virtual) cores. Architecturally, a processor with Hyper-Threading Technology by Intel consists of two logical processors per core, each of which has its own processor architectural state. Therefore, the processor has 8 logical processors.
For the computing tests, a model of a freight car with a three-piece bogie was used, Fig. 1 . This model was taken for these tests as a typical model of a railway vehicle. The model is not too simple and not too complex, which makes it suitable for estimation of the effectiveness of computational strategies. A series of numerical experiments included 51 experiments of running in a 500-meter tangent track with different speeds starting from 30 to 80 km/h. Every numerical experiment takes from 30 to 90 seconds of CPU time. This CPU time is long enough to level the CPU time that is required for running process themselves and fluctuations in Windows background process activities. Comparison of the required CPU time for different strategies is reported in Table 3 .
First of all, as shown in Tab. 3, the fastest strategy to finish the series of numerical experiments is using the maximum number of processes with the only thread in every process. The maximum speedup factor using 4 physical cores and 8 logical processors is 3.6.
Second, we can see that the Hyper-Threading Technology that divided 4 physical cores into 8 logical processors does not have a huge effect in these tests. Indeed, the best test case that utilized 8 processes x 1 thread ("8x1 configuration" for brevity) showed just nearly 7% better simulation time than the second fast 4x1 configuration.
Third, 4x8 and 8x8 configurations showed impractically high simulation time more than 10 times higher than the 1x1configuration. So we can see critical extra CPU expenses for managing processes and threads for the 4x8 and 8x8 configurations. 
CONCLUSION
Use of multicore processors for the simulation of dynamics of rail vehicles and trains speeds up the process 2.5-3.5 times in the case of a 4-core processor and up to 5 times for an 8-core one. The maximal effect is achieved for large models of trains running over flexible bridges.
Evaluation of wheel profile wear on a computer with an 8-core processor can be executed about 4.5 times faster than in the case of one-thread computations.
The most efficient method for speeding up multi-variant computations consists of parallelization of simulation processes in one-thread mode each. The maximum speedup factor using 4 physical cores and 8 logical processors is 3.6.
