The prediction of one-nucleon-removal cross sections by the Liège intranuclear-cascade model has been improved using a refined description of the matter and energy densities in the nuclear surface. Hartree-FockBogoliubov calculations with the Skyrme interaction are used to obtain a more realistic description of the radial-density distributions of protons and neutrons, as well as the excitation-energy uncorrelation at the nuclear surface due to quantum effects and short-range correlations. The results are compared with experimental data covering a large range of nuclei, from carbon to uranium, and projectile kinetic energies. We find that the new approach is in good agreement with experimental data of one-nucleon-removal cross sections covering a broad range in nuclei and energies. The new ingredients also improve the description of total reaction cross sections induced by protons at low energies, the production cross sections of heaviest residues close to the projectile, and the triple-differential cross sections for one-proton removal. However, other observables such as quadruple-differential cross sections of coincident protons do not present any sizable sensitivity to the new approach. Finally, the model is also tested for light-ion-induced reactions. It is shown that the new parameters can give a reasonable description of the nucleus-nucleus total reaction cross sections at high energies.
I. INTRODUCTION
Spallation reaction is a process in which a light projectile (proton, neutron, or light nucleus) with the kinetic energy from a few MeVs to several GeVs interacts with a heavy nucleus (e.g., lead) and causes the emission of a large number of hadrons (mostly neutrons) or some light fragments. This kind of reaction is usually described by using hybrid models consisting of an intranuclear-cascade (INC) stage followed by a statistical or dynamical de-excitation stage [1] [2] [3] . Here INC models, or more sophisticated ones based on the Boltzmann-Uehling-Uhlenbeck (BUU) and on VlasovUehling-Uhlenbeck (VUU) transport equations [4] [5] [6] [7] as well as models from the family of quantum molecular dynamics (QMD) [8] [9] [10] , are used to describe the collisions between target and projectile and the time evolution of the nuclear system before its thermalization. These models solve the transport equations numerically and their results are in good agreement with experimental data of spallation reactions at high and intermediate energies [2, [9] [10] [11] [12] . In this sense, INC models can be considered as a Monte Carlo method to solve the transport equations [13] .
The nature of INC models is essentially classical, being typically assumed that nucleons are perfectly localized in phase space and that they are bound by a constant potential. In this approach, the nuclear collision is treated as successive relativistic binary hadron-hadron collisions separated in time and the positions and momenta of nucleons are followed as time evolves. Cross sections are determined from a set of * jose.rodriguez-sanchez@cea.fr collision events taken at different impact parameters and for which nucleon positions and momenta are initially sampled for each participant nucleus.
These models are found to be the best tool to get more realistic descriptions of one-nucleon-removal cross sections for different reasons. On the one hand, we can follow in time all the particles participating in the nuclear collision, determining their multiple-scattering probabilities and final states. In other models, such as the distorted-wave Born approximation (DWBA) or distorted-wave impulse approximation (DWIA) [14, 15] , the evaluation of the multiple scattering at higher energies (>300 MeV) is complicated by the possible production of pions and their propagation, which is not considered [16, 17] . On the other hand, the dynamical models permit us to characterize the remnant in atomic and mass numbers, excitation energy, and angular momentum [18, 19] . Consequently, this characterization allows one to calculate the de-excitation of the remnant that is dominated by the emission of light particles, such as neutrons and protons, and γ emission, obtaining a realistic description of the reaction residues [20, 21] .
During recent decades, it has been demonstrated that INC models coupled to de-excitation ones are able to describe many experimental observables [22] . Recently, some works have pointed that this kind of model describes reasonably inclusive measurements of one-nucleon-removal reactions on light nuclei, such as carbon or oxygen, at projectile energies below 120 MeV [23] [24] [25] where, basically, one-nucleon removal reactions must fulfill two conditions simultaneously: Only one nucleon must be knocked out in the intranuclear-cascade process and the residual excitation energy of the remnant must be below the neutron and proton separation energies. However, these models fail in the description of inclusive measurements of one-nucleon-removal cross sections of medium and heavy nuclei [26, 27] . This disagreement is especially surprising because one-nucleon-removal processes are associated with peripheral quasifree nucleon-nucleon reactions, where INC models should give a good description.
Recently, this discrepancy has been investigated in Ref. [26] using a simple version of the shell model to introduce some structural effects in the initial conditions of the nuclear surface, in particular, the neutron skin and the energy-density uncorrelation from quantum effects. It was demonstrated for two nuclei, 40 Ca and 208 Pb, that this refined description of the nuclear surface improves the description of one-nucleonremoval reactions. The need of structural effects in INC models for a realistic description of experimental observables was already pointed out in other works, for instance, to study photon-nucleus reactions [11, 28, 29] and the Primakoff effect [30] , providing reasonable results for photoproduction yields.
To go further in the investigation of single-nucleonknockout reactions, we have used Hartree-Fock-Bogoliubov calculations [31] instead of the basic shell model to extend the previous work to all existing nuclei between the proton and neutron drip lines. In Sec. II, we describe the models as well as the improvements, and in Sec. III, we compare the model calculations with experimental data of different observables.
II. MODEL DESCRIPTION

A. Liège intranuclear-cascade code
Intranuclear cascade models [10, 11, 28, [32] [33] [34] [35] [36] [37] [38] [39] [40] are commonly used for the description of nucleon-induced reactions at high energy ( 100 MeV). In this context, it is assumed that the first stage of the reaction can be described as an avalanche of independent binary collisions. The INC scheme can be derived from the usual nuclear transport equations under suitable approximations [13] and its numerical solution can be efficiently tackled on today's computers. The INC model is essentially classical, with the addition of a few suitable ingredients that mimic genuine quantum-mechanical features of the initial conditions and of the dynamics: For instance, target nucleons are endowed with Fermi motion, realistic space densities are used, the output of binary collisions is random, and elementary nucleon-nucleon collisions are subject to Pauli blocking.
In this work we use the latest C++ version of the INCL code [41] , which is equivalent to the reference FORTRAN INCL 4.6 version [42] extended to nucleus-nucleus collisions. Hereafter, we will refer to this version as the INCL model, for simplicity. In this model, the hadron-nucleus or nucleus-nucleus reactions are modeled as a sequence of binary collisions between the nucleons (hadrons) present in the system. Hadrons move along straight trajectories until they undergo a collision with another hadron or until they reach the surface, where they eventually escape. During the cascade process, the particles are divided into participants and spectators. Participants are defined as particles that have collided with at least one other participant, while spectators are the other particles. Collisions between spectators are forbidden in order to eliminate the spontaneous boiling of the Fermi sea, which leads to particles that could escape from the target, even if the particle is left alone. This condition is used because the spontaneous boiling is a direct violation of the Pauli-exclusion principle. Strict Pauli blocking is also applied to the first collision to account for surface effects and for effects of the depletion of the Fermi sea according to Ref. [43] . For the subsequent collisions, we apply the Pauli principle according to the usual procedure by means of statistical blocking factors [2] . In addition, a consistent dynamical Pauli blocking is also used to reject unphysical results; see, for instance, Ref. [2] for details. There are some sophisticated models based on the BUU transport equation that also apply the Pauli blocking to the initial ground-state configuration since two nucleons could populate the same phase space [5] . However, we have seen that in our standard target preparation the probability of this kind of event is negligible and for this reason we do not use it. Finally, the latest version of the INCL also includes isospinand energy-dependent nucleus potentials calculated according to optical models [42] and isospin-dependent pion potentials [44] . Cluster emission is also possible via a dynamical phasespace coalescence algorithm [42] .
Target and projectile density profiles are prepared at the first step of the simulation according to the mass number (A) of the nucleus:
for A 6.
(1)
In the literature [45] , these parametrizations are known as the Woods-Saxon, modified-harmonic-oscilator (MHO), and Gaussian density distributions, from top to bottom in Eq. (1) respectively. For the Woods-Saxon density distribution, the radius (R 0 ) and the diffuseness parameter (a) are taken from electron scattering measurements and parametrized according to Ref. [2] . For the other parametrizations, the parameters are taken from Ref. [45] .
Note that in INCL the target and projectile preparations are different. For light projectile nuclei, those treated by INCL (A 18), the nucleon momenta are described with a Gaussian distribution considering the same rms momentum (3/5 p F ) for protons and neutrons, with p F = 270 MeV/c. For target nuclei, the initial nucleon momenta are uniformly distributed in hard Fermi spheres of radii (2Z/A) 1/3 p F for protons and (2N/A) 1/3 p F for neutrons (see Refs. [41] and [26] for more details). Moreover, for target nuclei, the nucleons are sampled in phase space, taking into account the correlations between kinetic energy and radius of the potential well [2] . The relation is such that the space density distribution is given by Eq. (1) . Inspired by the properties of classical particle motion in a potential well, nucleons close to the Fermi energy travel farther out than those with small energies. Therefore, the radius is a function of the kinetic energy of the nucleons inside the potential well, such as R = R(T ) being T the kinetic energy. For projectile nuclei, this kind of correlation is not considered.
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In INCL, each event is fired at a given impact parameter b, ranging from 0 to a distance b max larger than the interaction distance of the two nuclei. Only the nucleons of the target that are outside the overlap region of the projectile and target densities are considered spectators. The other nucleons of the target and all the nucleons of the projectile are considered participants. If two nucleons approach each other at a distance less than a minimum distance, they interact. The minimum distance is calculated from an energy-dependent parametrization of the nucleon-nucleon interaction cross section for pn, pp, and nn collisions [46] .
At the end of the intranuclear cascade, an excited remnant is left. This nucleus typically relaxes by emitting low-energy particles or, if possible, by fissioning. The time scale for the second stage is typically much longer than that for the first one, which justifies the fact that de-excitation is not described by INC but by a different class of models which rely on statistical assumptions about the properties of the excited remnant. It is required to couple INC to a de-excitation model if one wishes to describe the production of reaction residues.
For the de-excitation step, we use the ABLA07 model [47] , which describes the de-excitation of a nucleus emitting γ rays, neutrons, light-charged particles, and intermediate-mass fragments (IMFs) according to Weisskopf's formalism [48] . For a more realistic description of the de-excitation, the separation energies and the emission barriers for charged particles are also considered according to the atomic mass evaluation from 2003 [49] and the Bass potential [50] , respectively. The γ -ray emission is also considered according to Ref. [51] , but note that it is more likely at the end of the de-excitation process when the excitation energy is below the particle separation energies. In addition, de-excitation by fission is described as a diffusion process above the fission barrier according to Refs. [52, 53] .
The coupling of these model calculations has been benchmarked in several works about nucleon-induced reactions on different nuclei between carbon and uranium at incident energies from a few MeVs to 3 GeV, providing a satisfactory description of many observables such as isotopic distributions of evaporation and fission residues [20, 21, 41, [54] [55] [56] [57] [58] [59] , doubledifferential cross sections [2, 21, 41, 42, 60] , total reaction and fission cross sections [2, 41, 42, [61] [62] [63] , and pion production [2, 44, 64, 65] .
B. Mocking up quantum effects in the nuclear surface
As we said previously, in INCL, nucleons have classical motion in a static potential well. Without entering the details, which can be found in Ref. [2] , the most obvious consequence is that a nucleon below the Fermi level has a classical turning point, which is strictly correlated to its energy. However, this picture is not compatible with quantum motion and interaction effects. The simplest way to look at this problem is to consider that a nucleon inside the Fermi sea is in fact described by a wave function. One immediate consequence is that the nucleon my be found beyond its classical turning point. Or to phrase it more illustratively, the turning point is no more a fixed point but may fluctuate around its classical value. This point of view was adopted by the authors of Ref. [26] , who spoke about fuzziness (of the classical turning point). To evaluate the importance of this correction to be brought to the INCL model and to implement it, they proposed to consider a shell model of independent nucleons. The parameters of the shell model were determined such that the space density profile is the same as the one of the INCL model. Looking at the wave functions, one can see the distribution of the nucleons beyond their classical point. Instead of classical points, the distribution of the energy of the nucleons can be analyzed. Without entering into details, it can be seen that, for a given location in the surface, the energy of the nucleons is larger in the shell model than in the INCL model. In addition, a "fuzziness parameter" f was introduced for somehow modulating the effect (for f = 0, the pure INCL model is recovered).
C. Hartree-Fock-Bogoliubov approach
In previous studies using INC approaches, the authors were interested in the isotopic spallation production cross sections from stable nuclei [2, 42] , where the neutron and proton densities were taken as Woods-Saxon profiles with parameters set to reproduce the charge density measured by electron scattering. However, one-nucleon-removal reactions are expected to be more sensitive to the relative densities of neutrons and protons at the surface of the nucleus. Therefore, in the present work, we adopt the same approach as in Ref. [26] , but we use the single-particle wave functions from Hartree-Fock-Bogoliubov calculations performed with the HFBRAD code [31] considering the Skyrme Sly5 interaction [66] . We decided to utilize this approach because it provides a reasonable description of the proton and neutron density radii [27, 67, 68] . The HFBRAD calculations were performed for all nuclei between the proton and neutron drip lines and an example of these calculations is shown in Fig. 1 , where we represent the skin thickness as a function of the atomic and neutron number of the nucleus. As can be seen in the figure, neutron-rich nuclei have larger skin thickness as expected. [31] for nuclei between the proton and neutron drip lines defined according to Ref. [69] . The open squares represent the stable nuclei and the solid contour line indicates the region of known nuclei.
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We would like to use the HFBRAD proton and neutron densities as inputs for our INCL. However, the particle densities cannot be given by an arbitrary function, as explained in Ref. [26] . Following the previous approach (see Ref The HFBRAD model also provides us with a decomposition of the local density as a function of the radial position in terms of the various shells. At each position, we can construct the presence probabilities according to
where the occupation numbers g nj are given for protons (Z) and neutrons (N) by
assuming that the shells are filled from the bottom of the potential well up to the Fermi level (E F ). ρ nj (r) denotes the radial density profile for each shell described as
where R nj (r) are the radial eigenfunctions, and ρ(r) represents the total density
With these simple ingredients, one can estimate the energy density at the surface of the nucleus, assuming that the knockout probability is proportional to the local density of the shell orbital and that the excitation energy of the hole (E * nj ) is given by its depth in the potential well according to
where E nj are the eigenvalues of the holes with quantum numbers n and j . For the characterization of the energy density at the surface of the nucleus, we only need to study the probability that the excitation energy associated with the hole created after the one-nucleon knockout does not surpass the neutron binding energy (S n ) of the remnant nucleus, which reads
where is the Heaviside function.
This method was used in Ref. [26] to constrain the fuzziness parameter f that accounts for the energy fluctuations at the surface of the nucleus. As mentioned in Sec. II A, in INCL the nucleons move in a square-well potential whose radius R(T ) depends on the nucleon kinetic energy. The fuzziness parameter f introduces random fluctuations in R(T ), in such a way that the space and momentum densities are still given by ρ(r) and by a uniform Fermi sphere, respectively, and if f = 0 the fluctuations are suppressed, recovering the standard [26] , where the standard condition corresponds to f = 0. One-nucleon removal is dominated by impact parameters to the right of the vertical dotted line.
sharp correlation of INCL. Therefore, the construction of the fuzzy nucleus is analogous to the standard algorithm [2] .
In Figs. 2 25 Mg, respectively. This comparison confirms that the excitation energy associated with the ejection of one nucleon is underestimated by the standard INCL (solid line), as pointed out previously in Ref. [26] . The HFBRAD calculations also allow us to constrain the fuzziness parameter f , which is taken to be f = 0.5 for protons and f = 0.3 for neutrons. The same calculations were performed for other nuclei (not shown), resulting in the same values obtained for 208 Pb and 25 Mg. Whereas those values could be slightly different from one target to another, in Sec. III, nevertheless, it will be shown that these constraints of the fuzziness parameter allow us to describe one-nucleon-removal cross sections with high precision.
In summary, the fuzziness parameter allows us to overcome the underestimation of the excitation energies at the surface of the nucleus, which is a general failure in INC approaches and other models based on the Glauber picture. The need to increase the excitation energy for one-and multiplenucleon removal was already pointed in many works using fragmentation reactions on stable nuclei at high energies by comparing the experimental data with the abrasion-model predictions of Ref. [70] . In particular, the excitation-energy distributions for one-and multiple-proton-knockout reactions were artificially increased by a factor of two to reproduce the experimental cross sections [70] [71] [72] . Therefore, these phenomenological findings support our constraints.
III. RESULTS
As in Ref. [26] , we have refined the description of the initial conditions of INCL using the parametrizations of the Hartree-Fock-Bogoliubov calculations described above. The neutron and proton density profiles calculated with the HFBRAD model have been introduced in INCL together with the energy density fluctuations at the nuclear surface.
We have checked that as demonstrated in Ref. [26] , some experimental observables, such as the double-differential cross sections for particle production or the isotopic distribution of fragments far from the projectile, are not sensitive to the new refined initial conditions. The new ingredients in INCL should only affect the production of nuclear fragments close to the projectile, in particular, one-nucleon-removal cross sections. Therefore, we compare our calculations with experimental data of one-neutron-and one-proton-removal cross sections and with isotopic cross sections of fragments produced close to the projectile. In addition, to go a step forward with respect to our previous work, we also compare our calculations with triple-and quadruple-differential cross sections of coincident knocked out protons measured in spallation reactions.
After the modifications introduced at the surface of the nucleus, we have to validate the new approach for total reaction cross sections induced by nucleons only to be sure that the new parameters do not affect this observable and also because it was not studied in our previous work [26] . The present work is also utilized to revise the nuclear density parametrization of light-ion projectiles introduced in INCL + + recently for the description of nucleus-nucleus collisions because, as explained in Sec. II A, target and projectile nuclei preparations are different. For the benchmark, we will use the total reaction cross sections measured in carbon-and beryllium-induced reactions on different nuclei.
A. One-nucleon-removal cross sections
A complete analysis of the refined initial conditions in INCL was carried out in Ref. [26] , mimicking the shell model. Here, we do the same using the HFBRAD model and only discuss the most important results. First, the introduction of the neutron skin increases (decreases) the neutron (proton) removal cross sections because it increases the neutron density with respect to the proton one at the surface of the nucleus [73] , favoring the neutron knockout probability. Second, the fluctuations in the energy density at the surface of the nucleus increase the excitation energy of the remnant nuclei, reducing the one-neutron-and proton-removal cross sections.
In Figs [26] . As expected, the standard INCL calculations overestimate the experimental data for both nucleon removal channels. However, the calculations obtained with the shell and Hartree-Fock-Bogoliubov models provide a better description of the experimental data for p + 40 Ca. We could also point out that the shell and Hartree-Fock-Bogoliubov models give very similar results for the cross sections because of two simple reasons. First, in both calculations we are using the same values for the fuzziness parameters (f = 0.5 for protons and f = 0.3 for neutrons). Second, both models provide similar results for the skin thickness as listed in Table I . The shell model predicts for 40 Ca a neutron skin thickness of −0.08 fm and the HFBRAD model gives a value of −0.07 fm.
However, for 208 Pb we can see that the shell model overestimates the cross sections while the new calculations provide a better description. Here, the difference between these calculations is because the shell and Hartree-FockBogoliubov models predict different neutron skin thicknesses: 0.27 and 0.12 fm, respectively. This fact leads to a good description of the neutron-removal cross sections, as shown in Fig. 5(a) . In Fig. 5(b) , one can also notice that the new 054602-5 calculations are a bit closer to the experimental data because the diffuseness parameter predicted by the HFBRAD model for the proton radial density is smaller than the value used with the shell-model calculations (∼0.54 fm), which was taken from the experimental charge density parametrization used in the standard INCL [26] .
In Fig. 6 , we compare our new calculations (dashed lines) and the standard INCL ones (solid lines) with experimental one-neutron-and one-proton-removal cross sections of different stable nuclei from 12 C to 74 Ge (solid circles). The experimental data and the calculations are displayed as a function of the proton kinetic energy. For a better understanding of these results, in the figures we also display calculations considering the proton and neutron density profiles from the Hartree-FockBogoliubov model and the fuzziness parameters set to zero (dotted lines). In the figure, we can see that the neutron skin reduces the one-proton-removal cross sections with respect to standard INCL calculations, while one-neutron-removal cross sections do not suffer big changes. When the two refinements are simultaneously applied, the effect of surface fuzziness decreases the value of the cross sections for both channels, resulting in a better agreement with the experimental data, in particular, for the one-proton-removal cross sections.
Finally, in Fig. 7 one-proton-removal cross sections (solid circles) obtained in proton-induced reactions on stable nuclei from 12 C to 238 U at energies around 1 GeV. Considering only the proton and neutron density profiles from the HFBRAD model, the predictions are globally similar to the standard ones for one neutron removal. For the one-proton-removal channel, the cross section is roughly rescaled by a factor of ∼0.6. When the two refinements are applied, the effect of surface fuzziness reduces both cross sections and brings them in better agreement with the trend shown by the experimental data.
The remarkable agreement between our predictions and the experimental data in Fig. 7 , including the details of the dependence with the mass number, strongly emphasizes the well-foundedness of the Hartree-Fock-Bogoliubov model for describing the details of the nuclear surface properties. This agreement is also derived from the capacity of the INCL model to describe nucleon-nucleon collisions and, more precisely in this case, how the latter are avoided.
B. Quadruple-and triple-differential cross sections for coincident proton emission
The new description of the nuclear surface could also affect the emission of particles from peripheral collisions. In our previous work [26] , we investigated this effect using doubledifferential cross sections for the production of neutrons and protons in spallation reactions at energies around 1 GeV. We observed that the new ingredients only broaden the peak from quasielastic charge-exchange reactions; this fact was attributed to the energy fluctuations increased at the target surface. However, this observable does not permit us to have complete control over the number of knocked out nucleons in the collision. For this reason, in this work we use quadruple-differential cross sections of two coincident protons produced in proton-induced reactions on 40 Ca at 392 [17] , and quadruple-and triple-differential cross sections of two coincident protons produced in proton-induced reactions on 197 Au at 200 MeV [88] . We have selected this set of experimental data taking into account the study of onenucleon-removal cross sections performed in Sec. III A, where one could conclude that the effects from the new approach are more prominent for medium and heavy nuclei at projectile energies above 200 MeV.
In Fig. 8(a) , we compare our calculations with experimental quadruple-differential cross sections obtained for the reaction 40 Ca(p,p p )X. The comparison was carried out while taking into account the experimental selection. The primary proton (p ) was selected at a fixed forward angle of −25.5
• and at a kinetic energy of (220 ± 20) MeV, while the second proton (p ) was chosen according to the angles displayed in the figure. For the reaction 197 Au(p,p p )X [see Fig. 8(b) ], the primary proton was set up at a fixed forward angle of −40
• and at a kinetic energy of (70 ± 8) MeV. In both figures, we can see that standard INCL calculations (solid lines) provide a rather good description of this set of experimental data. One can also observe that the new approach, where the nuclear surface is shaped according to shell-model (dotted lines) and HFBRAD (dashed lines) calculations, does not provide a sizable improvement with respect to the standard INCL. This fact could indicate that this kind of observable, as well the double-differential cross sections, is mostly dominated by the nucleon-nucleon kinematics and by the rescattering of the particles involved in the collision [89] . Therefore, we can conclude that this observable under the experimental conditions explained above does not provide a good constraint to study structural effects at the surface of the nucleus. We can also see that the calculations do not reproduce the peaks found at small angles in the reaction 40 Ca(p,p p )X [see Fig. 8(a) ]. The underestimation of these peaks could be related with proton emission after charge-exchange reactions. This fact was also observed in double-differential cross sections for particle production at small angles [2, 26] .
However, the study of triple-differential cross sections for the reaction 197 Au(p,2p) 196 Pt at 200 MeV [88] , where the final residue is identified in order to select single-proton removal reactions, leads to different conclusions. As shown in Fig. 9 , this observable is sensitive to the approach used to shape the nuclear surface. On the one hand, we can see that standard INCL calculations (solid line) overestimate the cross sections as also observed in Sec. III A for one-proton removal. On the other hand, calculations based on the shell (dotted line) and HFBRAD (dashed line) models improve the description of the experimental cross sections. In this case, one can observe that the nuclear surface description according the HFBRAD model provides a better agreement with the experimental data, especially at kinetic energies around 100 MeV. This fact is attributed to the value of the diffuseness parameter for the 054602-9 proton density (a p ). For the shell model, we are taking values from the experimental parametrization implemented in INCL whose result for 197 Au is a p = 0.54 fm, while HFBRAD calculations predict a value of 0.42 fm. This fact reduces the probability of single-proton-knockout reactions at the nuclear surface and explains the results shown in the figure. Therefore, this observable allows us to demonstrate that the HFBRAD model is better to shape the nuclear surface and also validates our approach.
C. Isotopic distributions
One of the most important benchmarks for model calculations is the comparison with the isotopic distributions of nuclear residues. In the present work, we focus our attention on the cross sections of nuclei produced close, in atomic and mass number, to the projectile because their production is more sensitive to the new refined initial conditions of INCL. The effect of the skin thickness and surface fuzziness is illustrated in Fig. 10 , where we display the isotopic cross sections for the heaviest residues produced in the reaction p + 208 Pb at 1 GeV. For the production of Tl, we can see that the refined initial conditions with the shell model (dotted lines) and the according to the HFBRAD model (dashed lines) provide cross sections closer to the experimental ones.
In Fig. 11 , we also compare our new calculations for the heaviest residues produced in the reaction p + 136 Xe at 1 GeV [81] , where similar results are observed. We can see that the refined treatment according to the HFBRAD calculations (dashed lines) provides a better description of the cross sections for one-proton ( 135 I) and one-neutron removal ( 135 Xe) and also improves the production cross sections of cesium isotopes. In general, the refined treatment of the surface considerably improves the predictions for these cross sections.
D. Total reaction cross sections
This observable is determined by the intranuclear cascade stage and even by the first collision. From the Glauber-model picture, total reaction cross sections depend on the NN total cross sections and on the target and projectile nuclear densities. Different benchmarks were performed with INCL for protonand neutron-induced reactions on various targets from 9 Be to 238 U [42] , resulting in good agreement with experimental data for a large range of energies. However, in the present work, the parameters for the nuclear density distributions have been modified according to the HFBRAD model calculations and thus we have to benchmark the new approach. Moreover, INCL was not still validated completely for light-ion-induced reactions.
In Fig. 12 , we overlap our new approaches and the standard one with experimental total reaction cross sections for protoninduced reactions on 56 Fe [ Fig. 12(a) ], 208 Pb [ Fig. 12(b) ], and 238 U [ Fig. 12(c) ]. We can see that the calculations based on the phenomenological shell model used in our previous work [26] mostly overestimate the reaction cross sections for energies above 50 MeV, whereas standard INCL and HFBRAD calculations give similar results for projectile kinetic energies above 50 MeV. Below this value, the new approach provides lower reaction cross sections. This difference appears because in the new approach the nucleons at the surface of the nucleus could be found deeper in the nuclear potential well [26] and this basic fact decreases the probability of removing nucleons and, consequently, it also reduces the total reaction cross sections. Note that the calculations performed with the new approach are a bit closer to the experimental data for kinetic energies below 20 MeV, improving the INCL predictions.
The good description of total reaction cross sections for nucleon-induced reactions is a clear proof about the correct implementation of NN total cross sections and of target densities in INCL. Now, we will check the projectile preparation, whose details can be found in Ref. [41] .
A simple way to test the preparation of light-ion projectiles is to draw the nuclear density probability as a function of the radius or the distance from origin, as shown in Fig. 13 [45] , respectively. One can note that the HFBRAD density probabilities are in good agreement with the experimental parametrization. Moreover, looking at the average values of the distributions (vertical dotted lines), we can also see that the standard INCL provides a density profile with a larger radius. This fact is observed in general for all light-ion projectiles (not shown). This overestimation of the projectile radius should increase artificially the total reaction cross sections for lightion-induced reactions.
The effect of these parametrizations on the total reaction cross sections is illustrated in Figs. 14 and 15. Reaction cross sections induced in light and medium nuclei by carbon or beryllium ions are displayed as a function of the projectile mass number in Figs. 14(a) and 14(b) , and also as a function of the projectile kinetic energy in Figs. 15(a)-15(d) (solid circles) . We can see that the INCL parametrization (solid lines) provides higher reaction cross sections due to the overestimation of the projectile radius. Note that this overestimation is systematic for all the reactions and there is no dependence on target mass number. Fixing the MHO density distribution improves the total reaction cross sections for light nuclei; however, we know that we should overestimate the light-ion-induced reaction cross section because we are neglecting Pauli blocking in the projectile. It is hard to quantify the effect without actually defining an implementation of Pauli blocking in the projectile, but hand-waving arguments suggest that it should be especially conspicuous in reactions between two light nuclei and at low energy. Inspection of Fig. 15 seems to indicate that this is indeed the case. Further investigations could be performed in this sense to improve the INCL model at low energies.
IV. SUMMARY AND CONCLUSIONS
In our previous work, the initial conditions of the Liège intranuclear-cascade model (INCL) were improved using a refined description of the matter and energy densities at the nuclear surface on the basis of the shell model. This approach was applied to two nuclei, 40 Ca and 208 Pb, demonstrating that the new refined conditions ameliorate the description of one-nucleon-removal cross sections. Following these ideas, in the present work the initial conditions of INCL have been improved within Hartree-Fock-Bogoliubov calculations based on the HFBRAD model instead of the shell model. The initial refined conditions were introduced for all existing nuclei. The proton and neutron density profiles have been calculated with the HFBRAD model for all nuclei between the proton and neutron drip lines. We have also utilized these calculations to constrain the energy fluctuations at the nuclear surface. The new refined initial conditions lead to an increase of excitation energy for peripheral reactions.
We have seen that the one-nucleon-removal cross sections and the production cross sections of the heaviest residues can be reproduced rather well for proton-induced reactions on light, medium, and heavy targets by taking into account the presence of the neutron skin and the surface fuzziness. The use of Hartree-Fock-Bogoliubov calculations to shape the surface of the nucleus together with the capacity of INCL model to describe nucleon-nucleon collisions allow us to reproduce the mass and projectile energy dependencies of the one-nucleon-removal cross sections very well, especially for the one-proton-removal channel. Unfortunately, these benchmarks are performed with experimental data for stable nuclei only because there are no available data for nuclei far from stability.
Our calculations were also benchmarked for the first time with quadruple-differential cross sections for the reactions 40 Ca(p,p p )X and 197 Au(p,p p )X at 392 and 200 MeV, respectively, since the new refined conditions could affect the kinematics of the outgoing particles. However, we have seen that this observable is reproduced rather well by the standard version of INCL and that the new approaches do not introduce sizable differences. Therefore, we conclude that this experimental observable is mostly governed by the nucleonnucleon kinematics and by the rescattering of the particles involved in the collision. On the other hand, triple-differential cross sections for the reaction 197 Au(p,2p) 196 Pt at 200 MeV are more sensitive to the new ingredients included in INCL and allow us to demonstrate that HFBRAD calculations describe the nuclear surface better than the shell model.
Total reaction cross sections induced by protons were also checked for reference nuclei, such as 56 Fe, 208 Pb, and 238 U, because the new improvements could change the nuclear radius. In this case, we have seen that the phenomenological shell model used in our previous work [26] overestimates this observable systematically. Whereas calculations based on the HFBRAD model provide results that are in a better agreement with the experimental data, in particular, it seems to improve the description of the experimental data at energies below 20 MeV.
Finally, the preparation of light-ion projectiles in nucleusnucleus collisions has been also checked. We have found a small deviation in the standard INCL parametrizations with respect to Hartree-Fock-Bogoliubov calculations and experimental findings. The new parameters allow us to get a good agreement with the available experimental data of total reaction cross sections for nucleus-nucleus collisions at energies above 200 MeV. Below this energy, we also ameliorate the description of the experimental data with respect to standard INCL calculations, but more studies are required to get full agreement.
These improvements of INCL were done in the framework of the European nuclear science and application research program (ENSAR2), whose aim is to benchmark, validate, and provide model calculations with a high predictive power of experimental observables. The results presented in this work, together with the possibility of using this model in GEANT4 simulations [94] , will facilitate the design of new experiments in different facilities, such as GSI/FAIR [59, 95, 96] and RIKEN [97, 98] , where kinematically complete measurements of quasifree knockout reactions of a broad range of nuclei impinging on hydrogen targets are proposed to investigate nuclear structure. Future benchmarks of INCL could be performed using experimental data from those experiments in order to provide more knowledge on this reaction.
