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Abstract
In this note we prove that the maximum length of a d-dimensional circuit code
of spread k equals 2d+Ok(log
2
d), with the implied constant depending only on k.
1 Introduction
Let I(d) denote the graph of the d-dimensional hypercube. For k ≥ 1 an integer, a
circuit code of spread k, or a (d, k) circuit code, is a simple cycle C in I(d) satisfying
the distance property dI(d)(x, y) ≥ min{dC(x, y), k},∀x, y ∈ C. Let K(d, k) denote the
maximum length of such a cycle. In this paper we study its asymptotic order
ν(k) := lim
d→∞
log2K(d, k)
d
. (1)
For small k, existing results [1]: K(d, 1) = 2d and K(d, 2) ≥ 3102
d imply ν(1) = ν(2) = 1.
For k ≥ 3, it is not a priori clear that the limit exists or whether it is bounded away
from zero. General estimates ([4] Chapter 17) imply the weaker bound ν(k) ≥ 2/k or
2/(k + 1) (depending on k being even or odd); on the other hand, special constructions
in certain dimensions d = 2n +O(n) lead to especially long codes. In this note we prove
Theorem 1.1. For any k ≥ 1, log2K(d, k) = d+O(log
2 d) as d→∞, with the implied
constant depending on k only. In particular, ν(k) = 1.
2 Previous Results and Technical Lemmas
Our notation follows [2], throughout this note we treat vertices of I(d) and their cor-
responding binary vectors of length d interchangeably. A (d, k) circuit code C =
(x1, . . . , xN ) starting at x1 = ~0 is uniquely determined by its transition sequence T (C) =
(τ1, . . . , τN ), where τi is the single position in which xi and xi+1 (where xN+1 = x1) differ.
Let ω denote a segment (cyclically consecutive subsequence) of T (C), and let K(d, k, s)
denote the maximum length of a (d, k) circuit code whose length is also divisible by s.
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Lemma 2.1. Let k ≥ 2 and d ≥ (k + 2)2, then K(d, k) > 2(d − 1)k.
Proof. If k = 2 the claim follows as K(d, 2) ≥ 3102
d. For k ≥ 3, as K(d, k) ≥ K(d, k+1),
the following lower bound (due to [7])
K(d, k) ≥ (k + 1)2⌊2d/(k+1)⌋−1 ,when k odd and ⌊2d/(k + 1)⌋ ≥ 2 (2)
can be applied to either K(d, k) or K(d, k + 1), yielding the result.
Lemma 2.2. Let k ≥ 2, d ≥ (k+2)2, and s ∈ {k, . . . , d}. Then K(d+1, k, s) ≥ K(d, k).
Proof. Let C be a (d, k) circuit code of maximal length N = K(d, k). If N/2 is divisible
by s, we embed C trivially in dimension d + 1, proving the claim. Otherwise, N/2 =
qs + r where q = ⌊N/2s⌋ and 1 ≤ r ≤ s − 1. Let p = s − r and partition T (C) into
T (C) = (ω1, ω2) where each ωi is a segment of length N/2. For i = 1, 2 we form ω
′
i by
appending the new transition element d + 1 (corresponding to going from dimension d
to dimension d + 1) to the end of the first p segments of length k of ωi (the condition
K(d, k) > 2(d − 1)k ensures there are enough such segments). Then (ω′1, ω
′
2) defines a
(d+ 1, k) circuit code of length N + 2p = 2(q + 1)s, thus proving the claim.
Corollary 2.3. Let k ≥ 2 be even and letm and n be integers such that (k+2)2 ≤ m ≤ n.
Then K(m+ n+ 2, k) ≥ (1/k)K(m,k − 1)K(n, k).
Proof. Theorem 1 of [5] implies that K(m+n+2, k) ≥ (1/k)K(m+1, k− 1, k)K(n, k).
From Lemma 2.2, K(m+ 1, k − 1, k) ≥ K(m,k − 1).
3 Proof of Theorem 1.1
Proposition 3.1. For k even, log2K(d− 3, k) is superadditive (in d) up to a constant.
Proof. For n ≥ m ≥ (k + 2)2 + 3, we have
K(m− 3, k − 1)K(n− 3, k) ≤ K(m− 2, k − 1, k)K(n − 3, k) by Lemma 2.2
≤ kK(m+ n− 3, k) by Corollary 2.3
That is, am + bn ≤ am+n, with an := log2(K(n− 3, k)/k), bn := log2(K(n− 3, k − 1)/k)
nondecreasing sequences satisfying an ≤ bn ≤ n by construction. It follows that am +
an ≤ am+n, hence {an} is superadditive and log2K(d − 3, k) is superadditive up to a
constant.
Corollary 3.2. The limit (1) exists and ν(k − 1) = ν(k).
Proof. Let an and bn be as in Proposition 3.1. It follows from Fekete’s Lemma ([3],
[8]) for superadditive functions that limn
an
n = lim supn
an
n , so (1) exists for even k.
Furthermore, an ≤ bn ≤ a2n − an implies limn
bn
n = limn
an
n , hence ν(k − 1) = ν(k).
Proposition 3.3. The limit (1) equals 1 on a subsequence di → +∞.
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Proof. We rely on the following construction of Preparata and Nievergelt [6]: for i ≥ 1,
di = 2
i +2i+ 5k − 4, there exists a distinguished difference-preserving code P (an open
path in I(d) satisfying the spread k condition dI(d)(x, y) ≥ min{dP (x, y), k} ∀x, y ∈ P ) in
dimension dˆi = di− k, of length N ≥ 2
dˆi−(2+k)i−c, with c a fixed constant. We extend P
to a circuit code as follows: if T (P ) is the transition sequence of P , (T (P ), dˆi+1, . . . , dˆi+
k, T (P ), dˆi + 1, . . . , dˆi + k) is the transition sequence of a (di, k) circuit code of length
2(N + k). This implies K(di, k) ≥ 2(N + k), hence limi→∞ log2K(di, k)/di = 1.
Proof of Theorem 1.1. Corollary 3.2 and Proposition 3.3 yield ν(k) = 1, ∀k ≥ 1. To
obtain the rate of convergence we exploit two particular features of the sequence di =
2i+2i+5k−1: 1) any integer d ≥ 1 can be written as d = p+
∑H
i=1 ǫidi, with 0 ≤ p < d1
and ǫi ∈ {0, 1} (by induction); 2) adi = di +O(log di) with an as in Proposition 3.1
(by Proposition 3.3). If k is even, Proposition 3.1 yields ad ≥
∑H
i=1 ǫiadi + O(1) =∑H
i=1 ǫi(di + O(log di)) + O(1). This in turn equals d + O(
∑H
i=1 log di) + O(1) = d +
O(log2 d), implying log2K(d, k) is of this form as well. For k odd, the claim follows from
K(d, k) ≥ K(d, k + 1).
4 Concluding Remarks
In this note we presented a proof that a maximal (d, k) circuit code has size 2d+Ok(log
2 d).
In [6] the authors construct difference-preserving codes of this same asymptotic order.
However, that construction is based on extending a binary BCH code in dimension 2i−1
having minimum distance 2k+1 and length 22
i−1−ik to a (d, k) difference-preserving code
in dimension d = 2i+O(i), and thus seems limited to a sparse subsequence of dimensions.
Here we prove this result for circuit codes and the full sequence d → ∞ by observing
that available inequalities on maximizing circuit codes translate into the superadditivity
(up to a constant) of the sequence log2K(d− 3, k), when k is even.
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