ABSTRACT Even though a lot of projects fail due to social issues or personality conflicts, only a small number of empirical studies have been conducted to quantitatively assess the impact of individual personality attributes on the software being developed and the team developing that software. The goal of this paper is to quantify the abstract notion of team homogeneity and to measure its impact on software quality and team productivity. A metric called team homogeneity index (THI) is proposed for this purpose. The six-step process of calculating the THI of a software development team is described and illustrated with the help of an example. Finally, the utility of THI is assessed by conducting a controlled experiment in two different phases of the software development life cycle (SDLC), i.e., implementation and testing. The results reveal that, during the implementation phase, teams with greater THI values were noticeably more productive and produced better quality code. Similarly, during the testing phase, teams with higher values of THI tested more features and wrote better quality test cases. Therefore, the evidence obtained so far suggests that the newly proposed metric, THI, appears to be useful in predicting the quality of software and the productivity of software development teams. Future work includes determining the weights of the five traits using input from the software industry and replication of this empirical study on different phases of SDLC with software practitioners to validate our findings.
I. INTRODUCTION
Software development depends not only on technical activities but also on activities that require interpersonal skills e.g. communication, collaboration, negotiation, leadership, etc. [1] . Software engineers must work in teams and a team with the right people delivers high quality software on time and within budget.
Some previous studies [1] - [5] have explored the importance of human aspects in software development. These studies focused on the relationship between individuals and activities performed by them as members of software engineering teams. According to DeMarco and Lister [6] , ''Most software development projects fail because of failures with
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Some models such as MBTI and KTS focus on personality types (i.e. qualitatively distinct categories) while the FFM focuses on personality traits (i.e. characteristics in different dimensions).
MBTI, which is one of the widely used models, uses four bipolar dimensions of personality i.e. Extraversion/Introversion, Sensing/Intuition, Thinking/Feeling and Judging/Perceiving while KTS is based on four temperament types, namely, Artisan, Guardian, Idealist and Rational. FFM measures personality using the following five different dimensions [15] :
Openness: This trait suggests that an individual is interested in exploring new things or loves diverse situations.
Conscientiousness: Individuals with high conscientiousness like planning before anything happens instead of being impulsive. They are organized and have a disciplined nature. They plan their tasks and then stick to them with great responsibility.
Extraversion: These people are energetic, social, cheerful, friendly, talkative, and have great communication skills.
Agreeableness: Individuals showing kindness and warm attitude (who are always ready to help others and are sympathetic) are considered to have a high degree of agreeableness.
Neuroticism: People with high neuroticism are inclined to get depressed, frustrated and anxious very easily and frequently. They get worried about minor things.
Many researchers have concluded that personality traits impact project quality (degree to which project meets the requirements) and team productivity (rate of output per unit of input) [17] , [18] . However, only a couple of studies have used quantitative aggregation based on a measure of central tendency (i.e. mean) to measure the overall team personality. To the best of our knowledge, no research has so far measured the aggregated score based on a measure of spread. Spread is considered a better representation of a dataset as mean just focuses on the central point to represent the dataset while spread focuses on dispersion or variation across the dataset, for example, mean of two datasets (1, 49) and (24, 26) is the same, ignoring the range or dispersion of dataset. In this research, we have proposed a new metric called Team Homogeneity Index (THI) based on a measure of spread rather than central tendency and have evaluated the impact of THI on software quality and team productivity during the implementation and testing phases of the Software Development Life Cycle (SDLC). Our hypotheses are as follows:
H A0 : Greater THI values will have no effect on quality of software.
H A1 : Teams with greater THI values will produce better quality software.
H B0 : Greater THI values will have no effect on team productivity.
H B1 : Teams with greater THI values will be more productive.
These hypotheses are tested by conducting a controlled experiment. The remaining paper is organized as follows. The next section provides a brief review of the relevant literature.
The proposed metric (THI) is described in section three. After this, the details of the assessment criteria are given followed by a description of our experiment. Section six presents the results and discusses our main findings. Thereafter, threats to validity are presented in section seven. The last section summarizes the main conclusions and provides suggestions for future work.
II. LITERATURE REVIEW
Many researchers have focused on studying the impact of personality characteristics on software engineering team performance using MBTI and KTS. Rutherfoord [19] , for instance, proposed a technique for team formation in software engineering class projects using personality inventories. He claimed that a team with heterogeneous personalities has more skills in solving different problems. Gorla and Lam [20] looked at the personality types of small teams with the aim of finding out the relationship between personality types and team performance. Their results revealed that extroverted practitioners communicated better than introverted individuals and were, therefore, preferable for social interaction tasks. Peslak [31] conducted an empirical study to analyze the impact of personality traits and diversity on project success and team processes. The results revealed that personality has no impact on team processes but it has a positive correlation with project success. Personality diversity was found to have no relationship with project success.
Karn and Cowling [21] analyzed the performance of teams of students by comparing team effectiveness on a yearly basis. Their findings indicated that teams with a variety of personalities brought different ideas which improved the team's productivity. Karn et al. [22] evaluated the dynamics of software teams by performing a qualitative analysis for XP projects. Their results indicated that team configuration based on personality types was important for team effectiveness, and teams with high cohesion were found to be more competitive. Capretz [23] conducted a survey on software engineering students by using a personality assessment scale and concluded that variety in personality characteristics leads to better teams and hence improves the quality of products.
A number of researchers have also evaluated the effects of different personality traits on software engineering teams by using the BFI framework. Feldt et al. [24] investigated the relationship between personality characteristics and behavior, viewpoints and work preferences of software engineers. For this purpose, they conducted a survey of 47 practitioners working in 10 different software organizations. Their results revealed that conscientiousness (personality trait) has a positive relationship with task preference, acceptance to change and working style. Openness correlates with taking responsibility for the whole project instead of a single task. A recent survey conducted by Yilmaz et al. [25] shows that effective team structures support teams with higher emotional stability, agreeableness, extraversion, and conscientiousness.
Different researchers conducted empirical studies to analyze the impact of personality on the performance of a pair in pair programming. The research conducted by Sfetsos et al. [26] used a controlled experiment on different pairs. Their results show that pairs with heterogeneous personalities performed better in terms of communication, workability and effectiveness. Walle and Hannay [27] investigated the impact of personality on collaboration in pair programming. Their results revealed that personality correlates positively with collaboration. Diversity in personality traits increases the collaboration and communication between pairs.
Chao and Atli [28] analyzed four personality traits in pair programming. They were not able to find a statistically significant relationship between their selection of personality traits and code quality. Salleh et al. [29] , [30] assessed the correlation between personality factors like conscientiousness, openness to experience, and neuroticism with the performance of software developers who practice pair programming. The results of their study suggested that conscientiousness does not have a significant impact on performance, although this might be due to the fact that the tasks performed throughout the experiment were short. However, openness to experience was found to have a direct positive correlation with pair productivity.
A couple of studies have used the mean (a measure of central tendency) to aggregate the personality data of software teams. Acuña et al. [32] calculated ''Team Personality'' by averaging the scores of each team member for each individual personality factor. They used the mean to aggregate group data. Their results showed that the team with the highest score in agreeableness and conscientiousness personality traits has high job satisfaction. Additionally, they found a positive correlation between extraversion and software product quality. In 2015, Acuña et al. [33] replicated their experiment with a greater number of subjects and measured team personality by taking the average of the personalities of all team members. These results revealed that the teams with the highest aggregated score for the agreeableness personality factor have the highest job satisfaction levels. A positive correlation was also found between the extraversion personality factor and software product quality. The four climate factors (i.e. participative safety, team vision, support for innovation, and task orientation) were also found to be positively correlated with job satisfaction in software development teams.
Different approaches have been proposed to improve software team performance using personality traits. Shameem et al. [34] proposed a framework to improve team performance by using team members' personality and team climate. Their results reveal that team members with extraversion and conscientiousness personality traits make the best personality-climate combination for effective team formation. Gilal et al. [35] suggested a slightly different approach for software team composition. They used three classification techniques e.g. decision tree, logistic regression, and rough sets theory (RST) for software team formation. Based on these techniques, a model was proposed for predicting team performance using three predictors i.e. Very recently, in 2018, Poonam and Yasser [36] conducted an empirical study to evaluate the impact of personality traits on pair programming in two different scenarios: first, when the pairs are working together at the same location and, second, when the pairs are working at different locations. Their results reveal that personality traits affect the performance of pairs in the scenario in which pairs are working at different locations. Table 1 summarizes the past work in this area. So far, to the best of our knowledge, no work has been done to quantify the abstract notion of team homogeneity using a measure of spread. This research attempts to fill this gap.
III. QUANTIFICATION OF TEAM HOMOGENEITY
As shown in Figure 1 , quantification of team homogeneity is the first step of our research methodology. Selection of assessment criteria to assess the quality of software and teams' productivity is the second step. This is followed by an experiment to validate our hypotheses.
The process of team homogeneity quantification consists of the following six steps:
Step 1: The first step of this process is the identification of personality characteristics of team members working on some specific software project. The BFI framework (based on FFM), which is one of the most widely used frameworks, was selected for personality assessment. A 50-item five-factor personality test is conducted by using VOLUME 7, 2019 the International Personality Item Pool (IPIP) [37] on all selected team members. A personality score for all five factors (Openness, Conscientiousness, Agreeableness, Extraversion and Neuroticism) is collected for every team member. To bring all values on a scale of 0-1, we used Min-Max normalization [38] .
Step 2: After getting the scores of each team member for all five personality traits, the heterogeneity between the score of one team member and each of the rest of the team members for each particular trait is calculated using the following formula [38] .
where p = score of selected team member for some specific trait q = score of other team member for that specific trait Figure 2 shows how heterogeneity for one trait (Openness) for all members of a five-member team is calculated. The four arrows from Member 1 to the rest of the four members show that how much Member 1 is different from Member 2, Member 3, Member 4, and Member 5. Similarly, the three arrows from Member 2 to Member 3, Member 4 and Member 5 show that how much Member 2 is different from Member 3, Member 4 and Member 5 (we do not calculate the heterogeneity again with Member 1 to avoid duplication). The same process is repeated for Member 3 and Member 4. Note that for the last member (Member 5) no processing is needed since this member has already been compared with all other members. By repeating this process for each personality trait, we get a set of five matrices depicting the heterogeneity of every member with other members for each trait. The five matrices obtained for our sample five-member team are shown in Figure 3 . Only values below the main diagonal are used to avoid duplications.
Step 3: The next step is the calculation of Overall Heterogeneity for each member-pair (e.g. M1M2, M1M3, M1M4,. . . ,M4M5) using the distance metric (2) [39] . We assign equal weights to each personality trait so the value of W k is considered as 1 (W k = 1) for every trait. Heterogeneity of team members for each personality trait is multiplied by its assigned weight and the aggregated heterogeneity value is divided by the number of traits (i.e. 5).
Overall Heterogeneity
where p = score of a selected team member for some specific trait q = score of other team member for that specific trait n = number of personality traits (i.e. 5) w = weight assigned to each personality trait
Step 4: After getting the value of Overall Heterogeneity, the next step is the calculation of Mean using the following formula:
where x1,x2,. . . ,xm = Overall Heterogeneity of member-pairs (e.g. M1M2, M1M3, M1M4,. . . ,M4M5) [40] ). m = total number of member-pairs (e.g. 10 for above example of a five-member team)
Step 5: Mean Square Error (MSE) is calculated. To calculate the value of MSE, the absolute difference of Overall Heterogeneity (2) with Mean (3) is calculated and then the sum of all differences is divided by the total number of member-pairs.
where x1,x2,. . . ,xm = Overall Heterogeneity of member-pairs (e.g. M1M2, M1M3, M1M4,. . . ,M4M5) m = total number of member-pairs (e.g. 10 for above example of a five-member team)
Step 6: Finally, Team Homogeneity Index (THI) is calculated by subtracting MSE (calculated using (4)) from 1. THI falls in the range of 0-1 where zero means no similarity at all and 1 means 100% similarity.
THI= 1-MSE
(5) Figure 4 shows how to calculate THI for a sample five-member team using the six-step process described above. It can be seen that each member has a different personality which is captured by a unique set of values corresponding to the five personality traits. In the next step, (1) was used to calculate the Heterogeneity of each team member with the rest of the members for all five traits. To calculate Overall Heterogeneity, (2) was used and then the Mean was calculated by putting all member pair values in (3). After that, MSE was calculated using (4) and finally, MSE was subtracted from 1 to get the THI (using (5)).
IV. ASSESSMENT CRITERIA SELECTION
The project quality and team productivity is assessed for implementation and testing phases based on the criteria given below.
A. ASSESSMENT CRITERIA FOR IMPLEMENTATION PHASE
The quality of implemented projects is measured using four different metrics i.e. weighted sum of bugs (assessed by VOLUME 7, 2019 looking at the number and severity level of bugs as shown in Table 2 ), defect density, cyclomatic complexity [41] , and maintainability index [42] . The latter two metrics are calculated automatically using the PhpMetrics tool [43] . The formulas for calculating each of these four metrics are given below:
where A = number of critical bugs B = number of major bugs C = number of moderate bugs D = number of minor bugs E = number of low bugs Defect Density = Weighted Sum of Bugs/LOC
where LOC = (source) lines of code
where E = number of edges in the flow graph N = number of nodes in the flow graph P = number of nodes that have exit points
where MI = maintainability index V = halstead volume G = cyclomatic complexity The productivity of software implementation teams is assessed using metrics calculated using the following formulas The quality of the work done by testing teams is assessed using the following formulas:
Defects Uncovered = Failed Test Cases (13) Architectural Coverage(%) = (Features Tested /Total Features) * 100 (14) Test Case Conformity (% ) = (CTCA/TTCA) * 100 (15) where CTCA = Correct Test Case Attributes = test case attributes conforming to the given template and guidelines TTCA = Total Test Case Attributes = total test case attributes provided by a team Productivity of software testing teams is assessed using the following formula:
where Effort = total Person Hours (P.H.) taken to test the project
C. ANALYSIS OF STATISTICAL SIGNIFICANCE
In order to test the null hypotheses (H A0 and H B0 ), a oneway Analysis Of Variance (ANOVA) [45] test is carried out to analyze the significant difference in the scores of software quality and teams' productivity (dependent variables) verses THI (independent variable) between the teams. The ANOVA produces the significance of F (p-value) which represents the sufficient evidence or level of confidence to accept or reject the null hypotheses. SPSS [46] software is used to conduct this ANOVA test.
V. EXPERIMENT
In order to ascertain the utility of this newly proposed metric-THI-an experiment was designed. Different steps of this experiment are depicted in Figure 1 and described in this section. 
A. SUBJECTS SELECTION
The experiment used 6th and 8th semester BS (Computer Science) students of an emerging private university in Lahore during the academic year 2017-2018. This experiment was conducted in two different phases of the SDLC i.e. implementation and testing. Table 3 summarizes the important details of this experiment. A total of 135 students participated in this experiment. 117 were male and 8 were female students. 90 students studying the ''Web Engineering'' course participated in the implementation phase and 45 students studying the ''Software Testing'' course participated in the testing phase. Given that this experiment was meant to serve as a proof of concept, the choice of an academic environment is justified [47] , [48] . Sjoeberg et al. [49] have reported that conducting experiments in an industrial environment increases realism but at more cost along with different internal and conclusion validity threats which take the study away from its actual goal. According to Hornbaek [50] , ''in itself having students participate in an experiment may not matter to a study'' (page: 27).
B. PROJECT SELECTION
A web-based E-commerce project was selected for the implementation phase since the participants were enrolled in the ''Web Engineering'' course. For the testing phase, this same project (completely implemented by the first author using PHP) was given to the participants enrolled in the ''Software Testing'' course for testing purposes.
C. TEAMS FORMATION
Teams were formed by mixing students belonging to the following three buckets of CGPA: Bucket 1: 3.00 -4.00 Bucket 2: 2.50 -2.99 Bucket 3: 2.00 -2. 49 In each team, one member was selected from bucket 1 and two members each from buckets 2 and 3. These members were selected randomly using the random.org website [51] . The average CGPA for each team was between 2.4 -2.6.
Since there were very few female participants (8 out of 135), it was ensured that no more than one female student is present in a single team. We also ensured that the average grade in previously studied programming courses for each VOLUME 7, 2019 team was at least B. Furthermore, in order to minimize the impact of past experience, we ensured that there was no more than one student having practical experience (in the form of internship or freelancing) in each team.
D. IDENTIFICATION OF PERSONALITY TRAITS BASED ON FIVE FACTOR MODEL (FFM)
A 50-item five-factor personality test based on the International Personality Item Pool (IPIP) [37] was taken by all subjects. A training session of 30 minutes duration was conducted before this test to make students understand the importance and material of this test. The important terms which were to be used in this test were explained in detail during this training session. The personality test was conducted during the lab sessions of the respective course using an online application [52] made by the first author.
E. CALCULATION OF TEAM HOMOGENEITY INDEX
After the collection of all information regarding the personality traits, the Team Homogeneity Index (THI) was automatically calculated (using an online tool [53] made by the first author) for each team using the process discussed in Section 3.
F. TEAMS TRAINING
A total of six training sessions were conducted. As shown in Table 4 , four of these six sessions were used for training the implementation teams: two 30-minutes sessions before conducting personality assessment test and two (3 hours each) training sessions before starting the actual experiment. Since participants were split into two equal groups of 45 members, each group attended only two training sessions-one for personality assessment and one for software implementation. The agenda of software implementation training session was as follows:
• Detailed introduction of SRS document (E-commerce Project)
• Software implementation guidelines • One member will perform the role of Team Lead and the rest will serve as Developers/Unit Testers.
• The Front End of the application needs to be developed using HTML 4/5 and CSS 3 using the Bootstrap framework.
• PHP will be used as the Server End programming language and Javascript will be used as Client End scripting language.
• The database will be built using Mysql.
• Teams will follow the Waterfall process.
• Teams will use the MVC (Model View Controller) architectural pattern to design the project.
• Teams will have four weeks to complete their project.
• Demonstration of ''TimeKeeper'' [54] tool for logging time. Two sessions were used for software testing teams: one 30-minute session before conducting the personality assessment test and a 3-hours session before starting the actual experiment. The agenda of software testing training session was as follows:
• Software testing guidelines • One member will perform the role of Team Lead and the rest will work as team members.
• Teams will perform Black Box [40] testing only.
• Test cases will be written using the provided template [55] .
• Equivalence Class Partitioning [40] approach will be used to create test cases.
• Test cases will be based on the provided SRS document.
• Teams will have two working days to complete their project.
• Demonstration of ''TimeKeeper'' [54] tool for logging time.
G. PROJECT EXECUTION
After the completion of training sessions, the E-commerce Project was assigned to ''Web Engineering'' students for implementation and to ''Software Testing'' students for testing. The maximum time given for implementation of the project was four weeks. For testing this project, only two working days were given.
VI. RESULTS AND DISCUSSION
A. RESULTS OF IMPLEMENTATION PHASE Table 5 shows the details regarding the quality of projects implemented by different teams. Columns 4-8 depict the number of bugs of different severity levels while the ninth column shows the weighted sum of bugs calculated using (6) . The values of Defect Density, Cyclomatic Complexity, and Maintainability Index (MI) are given in the last three columns. Figures 5A and 5B display scatter plots with accompanying trend-lines that show the impact of THI on weighted sum of bugs and defect density of projects implemented. The downward slopping trend-lines make it clear that the teams with greater THI values implemented the project with fewer weighted bugs and lower defect density. The relationships between THI and cyclomatic complexity and THI and maintainability index are shown in Figures 5C and 5D , respectively. Though R 2 values are not very strong, the overall directions of the relationships seem promising. Higher values of THI seem to be associated with lower complexity and better maintainability. Thus, Figure 5 somewhat supports our second hypothesis (H A1 ). Table 6 provides the details of productivity calculations for the software implementation teams. Columns 4-8 contains information related to task completeness i.e. number of requirements that were implemented 100%, 75% and so on. The values for project completeness in column 9 were calculated using (10) . Column 11 shows the productivity of implementation teams which was obtained using (11) . The last column shows the values of FP productivity which were calculated using (12) . Figure 6 shows scatter plots with accompanying trend-lines that depict the relationships between THI and productivity and THI and FP productivity, respectively. These upward sloping trend-lines indicate that teams with higher values of THI are more productive. This lends support to our last hypothesis (H B1 ).
B. RESULTS OF TESTING PHASE
The results of testing phase also appear promising. Table 7 provides the details of all the attributes used for assessing testing teams' quality. Column 4 shows the defects uncovered by each team. Architectural coverage (calculated using (14) ) can be seen in column 5. Columns 6-8 represent correct test case attributes, incorrect test case attributes and total test case attributes, respectively. Column 9 contains the values of conformity to test case template (obtained using (15) ). Figure 7 shows the relationship between THI and quality of work done by testing teams. Figure 7A shows the impact of THI on the number of defects uncovered by testing teams. It is clear from this figure that the teams with higher THI seem to have identified more bugs. Figure 7B depicts the impact of THI on the architectural coverage achieved by testing teams. Teams with greater THI seem to achieve better architectural converge as compared to teams with lower THI. Quality of the test case document was also assessed in terms of conformity VOLUME 7, 2019 FIGURE 6. Impact of THI on productivity of implementation teams. to the given template and provided guidelines. Figure 7C shows that teams with higher values of THI followed the template more strictly.
The positive correlation between each of defects uncovered, architectural coverage and test case conformity and THI supports our second hypothesis (H A1 ) in the testing phase as well. Table 8 provides the details of all the attributes required to calculate the productivity of testing teams. Column four contains the number of test cases written by each team while the total number of tested features appears in column five. Productivity (calculated using (16) ) is shown in the last column. Figure 8 shows the relationship between THI and productivity of testing teams. It is evident from this figure that teams with higher values of THI appear to be more productive during the testing phase as well. In fact, productivity and THI are more strongly correlated (R 2 = 0.654) during the testing phase as compared to the implementation phase (R 2 = 0.603) which goes in favor of our last hypothesis (H B1 ).
C. HYPOTHESES TESTING
The null hypotheses (H A0 and H B0 ) were tested using one-way analysis of variance (ANOVA). A total of 10 ANOVA tests, one for each productivity and quality factor (assessment criterion) were conducted. Table 9 provides a summary of the results of these 10 tests. It can be seen in this table that for the implementation phase, the p values for productivity and FP productivity are less than 0.05. This shows that there is sufficient evidence to reject the null hypothesis H A0 and accept H A1 . Similarly, p values for almost all quality factors (i.e. weighted sum of bugs, defects density, cyclomatic complexity) are less than 0.05. This indicates that there is sufficient evidence to accept H B1 and reject H B0 for these quality factors. The p value for only one quality factor i.e. maintainability index is more than 0.05. Thus, for maintainability index, evidence is not sufficient to reject H B0 .
For the testing phase, the p value for productivity is 0.00824 (< 0.05). This indicates that there is ample evidence to reject the null hypothesis H A0 and accept the H A1 . In case of testing teams' quality factors (i.e. architectural coverage, defects uncovered and test case conformity) also the p values are less than 0.05 for all three factors providing sufficient support to accept H B1 and reject H B0 .
VII. THREATS TO VALIDITY
Although the results of our experiment seem to be in favor of our hypotheses, some factors cannot be ignored while interpreting the results. Firstly, the subjects' learning ability, intelligence, and individual interest in programming can VOLUME 7, 2019 affect the teams' productivity and software quality. Secondly, the degree of friendship can influence the results as the members of a team are class fellows and some may have better bonding. Furthermore, the level of previous experience and understanding of similar real-life projects can be a confounding factor.
We tried to minimize these threats by making three buckets of CGPA and selected members from each bucket randomly. We also made sure that the teams' average CGPA fall in a specific range to produce teams with an equal level of intelligence, learning ability, and competency. This selection process also helped us to avoid the impact of bonding or friendship on teams' performance. Furthermore, we made sure that there would be no more than one member having some previous experience or understanding of projects was the part of a team to produce teams with uniform capabilities.
VIII. CONCLUSIONS AND FUTURE WORK
The primary aim of this research was the quantification of the abstract concept of team homogeneity. For this purpose, the THI metric was introduced. The impact of THI on teams' productivity and software quality during implementation and testing phases was evaluated using a carefully designed controlled experiment. The results of this experiment reveal that birds of a feather do, indeed, gel together i.e. teams with greater THI are more productive and produce better quality software (as compared to teams with lower values of THI) during both SDLC phases. This empirical study is just a first step towards evaluating the impact of THI on team productivity and software quality. Future work includes determining the weights of the five traits using input from software industry. We also need to replicate this empirical study on software practitioners to evaluate whether or not the correlation found between THI and team productivity and software quality in an academic setting holds for the industrial environment as well. Last, but not the least, we also plan to look at other phases of the SDLC such as requirements engineering, analysis, and design.
