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Abstract
We consider the natural generalization of the Schrödinger equation to Markovian open system
dynamics: the so-called the Lindblad equation. We give a quantum algorithm for simulating
the evolution of an n-qubit system for time t within precision . If the Lindbladian consists of
poly(n) operators that can each be expressed as a linear combination of poly(n) tensor products
of Pauli operators then the gate cost of our algorithm is O(t polylog(t/)poly(n)). We also obtain
similar bounds for the cases where the Lindbladian consists of local operators, and where the
Lindbladian consists of sparse operators. This is remarkable in light of evidence that we provide
indicating that the above efficiency is impossible to attain by first expressing Lindblad evolution
as Schrödinger evolution on a larger system and tracing out the ancillary system: the cost of
such a reduction incurs an efficiency overhead of O(t2/) even before the Hamiltonian evolution
simulation begins. Instead, the approach of our algorithm is to use a novel variation of the “linear
combinations of unitaries” construction that pertains to channels.
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Keywords and phrases Quantum algorithms, open quantum systems, Lindblad simulation
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1 Introduction
The problem of simulating the evolution of closed systems (captured by the Schrödinger
equation) was proposed by Feynman [12] in 1982 as a motivation for building quantum
computers. Since then, several quantum algorithms have appeared for this problem (see
section 1.1 for references to these algorithms). However, many quantum systems of interest
are not closed but are well-captured by the Lindblad Master equation [21, 13]. Examples exist
in quantum physics [20, 32], quantum chemistry [25, 27], and quantum biology [11, 14, 26].
Lindblad evolution also arises in quantum computing and quantum information in the
∗ The full version of this paper is available at http://arxiv.org/abs/1612.09512.
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Figure 1 Lindblad evolution for time t approximated by unitary operations. There are N
iterations and δ = t/N . This converges to Lindblad evolution as N →∞.
context of entanglement preparation [19, 16, 29], thermal state preparation [15], quantum
state engineering [31], and studying the noise of quantum circuits [24].
We consider the computational cost of simulating the evolution of an n-qubit quantum
state for time t under the Lindblad Master equation
ρ˙ = −i[H, ρ] +
m∑
j=1
(
LjρL
†
j −
1
2L
†
jLjρ−
1
2ρL
†
jLj
)
, (1)
(representing Markovian open system dynamics), where H is a Hamiltonian and L1, . . . , Lm
are linear operators. By simulate the evolution, we mean: provide a quantum circuit that
computes the quantum channel corresponding to evolution by Eq. (1) for time t within
precision . The quantum circuit must be independent of the input state, which is presumed
to be unknown. When L1 = · · · = Lm = 0, Eq. (1) is the Schrödinger equation.
Eq. (1) can be viewed as an idealization of the frequently occurring physical scenario
where a quantum system evolves jointly with a large external environment in a manner
where information dissipates from the system into the environment. In quantum information
theoretic terms, Lindblad evolution is a continuous-time process that, for any evolution time,
is a quantum channel. Moreover, Lindblad evolution is Markovian in the sense that, for any
δ > 0, the state at time t+ δ is a function of the state at time t alone (i.e., is independent of
the state before time t).
Lindblad evolution can be intuitively thought of as Hamiltonian evolution in a larger
system that includes an ancilla register, but where the ancilla register is being continually
reset to its initial state. To make this more precise, consider a time interval [0, t], and divide
it into N subintervals of length tN each. At the beginning of each subinterval, reset the state
of the ancilla register to its initial state, and then let the joint system-ancilla evolve under a
Hamiltonian J and the system itself evolve under H. Let the evolution time for J be
√
t/N
and the evolution time for H be t/N . This process, illustrated in Fig. 1, converges to true
Lindblad evolution as N approaches ∞.
For the specific evolution described by Eq. (1), it suffices to set the ancilla register to
Cm+1 and the Hamiltonian J to the block matrix
J =

0 L†1 · · · L†m
L1 0 · · · 0
...
... . . .
...
Lm 0 · · · 0
 . (2)
A remarkable property of this way of representing Lindblad evolution is that the rate
at which the Hamiltonian J evolves is effectively infinite: Lindblad evolution for time t/N
is simulated by a process that includes evolution by J for time
√
t/N , so the rate of the
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evolution scales as√
t/N
t/N
=
√
N
t
, (3)
which diverges as N →∞. Moreover, the total Hamiltonian evolution time of J in Fig. 1
is N
√
t/N =
√
Nt, which also diverges. In the Appendix A we prove that, in general, the
above scaling phenomenon is necessary for simulating time-independent Lindblad evolution
in terms of time-independent Hamiltonian evolution along the lines of the overall structure
of Fig. 1. In this sense, exact Lindblad evolution for finite time does not directly correspond
to Hamiltonian evolution for any finite time. On the other hand, it can be shown that if
the scaling of N is at least t3/2 then the final state is an approximation within . Note
that then the corresponding total evolution time for J scales as
√
(t3/2)t = t2/. Therefore,
quantum algorithms that simulate Lindblad evolution by first applying the above reduction
to Hamiltonian evolution and then efficiently simulating the Hamiltonian evolution are likely
to incur scaling that is at least t2/.
Here we are interested in whether much more efficient simulations of Lindblad evolution
are possible, such as O(t polylog(t/)).
1.1 Previous work
Simulating Hamiltonian evolution. Hamiltonian evolution (a.k.a. Schrödinger evolution)
is the special case of Eq. (1) where Lj = 0 for all j. This simulation problem has received
considerable attention since Feynman [12] proposed this as a motivation for building quantum
computers; see for example [22, 1, 8, 2, 3, 5, 4, 18, 23, 28, 6]. Some of the recent methods
obtain a scaling that is O(t polylog(t/)poly(n)), thereby exceeding what can be accomplished
by the longstanding Trotter-Suzuki methods [30].
Simulating Lindblad evolution. The natural generalization from closed systems to Markovian
open systems in terms of the Lindblad equation has received much less attention. Kliesch
et al. [17] give a quantum algorithm for simulating Lindblad evolution in the case where
each of H,L1, . . . , Lm can be expressed as a sum of local operators (i.e., which act on a
constant number of qubits). The cost of this algorithm with respect to t and  (omitting
factors of poly(n)) is O(t2/). Childs and Li [9] improve this to O(t1.5/
√
) and also give an
O((t2/)polylog(t/)) query algorithm for the case where the operators in Eq. (1) are sparse
and represented in terms of an oracle. Another result in [9] is an Ω(t) lower bound for the
query complexity for time t when Eq. (1) has H = 0 and m = 1.
As far as we know, none of the previous algorithms for simulating Lindblad evolution
has cost O(t polylog(t/)poly(n)), which is the performance that we attain. Our results are
summarized precisely in the next subsection (subsection 1.2).
We note that there are simulation algorithms that solve problems that are related to but
different from ours, such as [7], which does not produce the final state; rather it simulates
the expectation of an observable applied to the final state. We do not know how to adapt
these techniques to produce the unmeasured final state instead.
Finally, we note that there are interesting classical algorithmic techniques for simulating
Lindblad evolution that are feasible when the dimension of the Hilbert space (which is 2n, for
n qubits) is not too large—but these do not carry over to the context of quantum algorithms
(where n can be large). In the classical setting, since the state is known (and stored) explicitly,
various “unravellings” of the process that are state-dependent can be simulated. For example,
the random variable corresponding to “the next jump time” (which is highly state-dependent)
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can be simulated. In the context of quantum algorithms, the input state is unknown and
cannot be measured without affecting it.
1.2 New results
Eq. (1) can be written as ρ˙ = L[ρ], where L is a Lindbladian, defined as a mapping of the
form
L[ρ] = −i[H, ρ] +
m∑
j=1
(
LjρL
†
j −
1
2L
†
jLjρ−
1
2ρL
†
jLj
)
, (4)
for operators H,L1, . . . , Lm on the Hilbert space H = C2n (n qubits) with H Hermitian.
Evolution under Eq. (1) for time t corresponds to the quantum map eLt (which is a channel
for any t ≥ 0).
Each of the operators H,L1, . . . , Lm corresponds to a 2n × 2n matrix. The simulation
algorithm is based on a succinct specification of these matrices. Our succinct specification is
as a linear combination of q Paulis, defined as
H =
q−1∑
k=0
β0kV0k (5)
Lj =
q−1∑
k=0
βjkVjk, (6)
where, for each j ∈ {0, . . . ,m} and k ∈ {0, . . . , q − 1}, Vjk is an n-fold tensor product of
Paulis (I, σx, σy, σz) and a scalar phase eiθ (θ ∈ [0, 2pi]), and βjk ≥ 0.
In the evolution eLt, it is possible to scale up L by some factor while reducing t by the
same factor, i.e., eLt[ρ] = e(cL) tc [ρ] for any c > 01. This reduces the simulation time but
transfers the cost into the magnitude of L. To normalize this cost, we define a norm based
on the specification of L.
Define the norm2 of a specification of a Lindbladian L as a linear product of Paulis as
‖L‖pauli =
q−1∑
k=0
β0k +
m∑
j=1
( q−1∑
k=0
βjk
)2
. (7)
Our main result is the following theorem.
I Theorem 1. Let L be a Lindbladian presented as a linear combination of q Paulis. Then,
for any t > 0 and  > 0, there exists a quantum circuit of size
O
(
m2q2τ
(log(mqτ/) + n) log(τ/)
log log(τ/)
)
(8)
that implements a quantum channel N , such that ∥∥N − eLt∥∥ ≤ , where τ = t ‖L‖pauli.
1 cL denotes the mapping obtained from L with H multiplied by c and each Lj multiplied by √c.
2 For simplicity we use the terminology ‖L‖pauli even though the quantity is not directly a function of
the mapping L. However, ‖cL‖pauli = c‖L‖pauli if cL denotes the expression in Eq. (4) with the factor c
multiplied through.
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Remarks
1. The proof of Theorem 1 is sketched in section 4 and is shown in the full version of this
paper [10]. A main novel ingredient of the proof is Lemma 3, concerning a variant of the
“linear combination of unitaries” construction that is suitable for channels (explained in
sections 2 and 3).
2. The factor ‖L‖pauli corresponding to the coefficients of the specification as a linear
combination of Paulis is a natural generalization to the case of Lindbladians of a similar
factor for Hamiltonians that appears in [3].
3. When m, q ∈ poly(n), the gate complexity in Theorem 1 simplifies to
O
(
τ
log(τ/)2
log log(τ/) poly(n)
)
. (9)
4. A Lindbladian L is local if
H =
m′∑
j=1
Hj , (10)
where H1, . . . ,Hm′ and also L1, . . . , Lm are local (i.e., they each act on a constant number
of qubits). A local specification of L is as H1, . . . ,Hm′ , L1, . . . , Lm and we define its norm
as
‖L‖local =
m′∑
j=1
‖Hj‖+
m∑
j=1
‖Lj‖2. (11)
For local Lindbladians, Theorem 1 reduces to the following.
I Corollary 2. If L is a local Lindbladian then the gate complexity for simulating eLt with
precision  is
O
(
(m+m′) τ log((m+m
′)τ/) log(τ/)
log log(τ/)
)
, (12)
where τ = t ‖L‖local.
5. We also consider sparse Lindbladians (see [9] for various definitions, extending definitions
and specifications of sparse Hamiltonians [1]). Here, we define a Lindbladian to have d-
sparse operators if H,L1, . . . , Lm each have at most d non-zero entries in each row/column.
A sparse specification of such a Lindbladian L is as a black-box that provides the positions
and values of the non-zero entries of each row/column of H,L1, . . . , Lm via queries.
Define the norm of any specification of a Lindbladian in terms of operators H,L1, . . . , Lm
as
‖L‖ops = ‖H‖+
m∑
j=1
‖Lj‖2. (13)
The query complexity and gate complexity for simulating d-sparse Lindbladians L are
O
(
τ polylog(mqτ/)poly(d, n)
)
, (14)
where τ = t‖L‖ops. We sketch the analysis in the full version of this paper [10].
6. We expect some of the methodologies in [3, 4, 23, 28] to be adaptable to the Lindblad
evolution simulation problem (in conjunction with our variant of the LCU construction
and oblivious amplitude amplification), but have not investigated this.
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2 Brief summary of novel techniques
As noted in subsection 1.1, for the case of Hamiltonian evolution, a series of recent quantum
algorithms whose scaling is O(t polylog(t/)) have been discovered which improve on what
has been accomplished using the longstanding Trotter-Suzuki decomposition. One of the
main tools that these algorithms employ is a remarkable circuit construction that is based
on a certain decomposition of unitary operations (or near-unitary operations) into a linear
combination of unitaries. We refer to this construction as the standard LCU method.
For the case of Lindblad evolution, the operations that arise are channels that are
not generally unitary. Some channels are mixed unitary, which means that they can be
expressed as a randomly chosen unitary (say with probabilities p0, . . . , pm−1 on the unitaries
U0, . . . , Um−1). For such channels, the standard LCU method can be adapted along the
lines of first randomly sampling j ∈ {0, . . . ,m − 1} and then applying the standard LCU
method to the unitary Uj . However, there exist channels that are not mixed unitary—and
such channels can arise from the Lindblad equation. A different reductionist approach is to
express these channels in the Stinespring form, as unitary operations that act on a larger
system, and then apply the standard LCU method to those unitaries; however, as we explain
in subsection 2.1, this approach performs poorly. We take a different approach that does
not involve a reduction to the unitary case: we have developed a new variant of the LCU
method that is for channels. This is explained in section 3.
Another new technique that we employ is an Oblivious Amplitude Amplification algorithm
for isometries (as opposed to unitaries), which is noteworthy because a reductionist approach
based on extending isometries to unitaries does not work. Roughly speaking, this is because
our LCU construction turns out to produce an isometry (corresponding to a purification of
the channel); however, it does not produce a unitary extension of that isometry.
2.1 The standard LCU method performs poorly on Stinespring dilations
Here we show in some technical detail why the standard LCU method performs poorly
for Stinespring dilations of channels. The standard LCU method (explained in detail
in Sec. 2.1 of [18]) for a unitary V expressible as a linear combination of unitaries as
V = α0U0 + · · ·+ αm−1Um−1 is a circuit construction W that has the property
W |0〉|ψ〉 = √p|0〉V |ψ〉+
√
1− p|Φ⊥〉 (15)
where |Φ⊥〉 has zero amplitude in states with first register |0〉 (i.e., (|0〉〈0| ⊗ I)|Φ⊥〉 = 0) and
p = 1
(
∑m−1
j=0 αj)2
(16)
is the success probability (that arises if the first indicator register is measured).
Consider the amplitude damping channel, which has two Kraus operators with the
following LCU decompositions
A0 =
[
1 0
0
√
1− δ
]
= α00
[
1 0
0 1
]
+ α01
[
1 0
0 −1
]
A1 =
[
0
√
δ
0 0
]
= α10
[
0 1
1 0
]
+ α11
[
0 1
−1 0
]
,
where α00 = 1+
√
1−δ
2 , α01 =
1−√1−δ
2 , α10 =
√
δ
2 , α11 =
√
δ
2 . Evolving an amplitude damping
process for time t yields this channel with δ = 1− e−t. When t 1, δ ≈ t, α00 ≈ 1− t/4,
and α01 ≈ t/4.
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A Stinespring dilation of V and its LCU decomposition can be derived from the above
LCU decompositions of A0 and A1 as
V =

1 0 0 0
0
√
1− δ −√δ 0
0
√
δ
√
1− δ 0
0 0 0 1
 = α00

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
+ α01

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

+ α10

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0
+ α11

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0
 .
Applying the standard LCU method here results in a success probability (computed from
Eq. (16)) of
1(
α00 + α01 + α10 + α11
)2 = 1(1 +√δ)2 = 1− 2√δ + Θ(δ).
For small time evolution t, the failure probability is Θ(
√
t), which is prohibitively expensive.
It means that the process can be repeated at most Θ(1/
√
t) times until the cumulative failure
probability becomes a constant. The amount of evolution time (of the amplitude damping
process) that this corresponds to is
Θ
( 1√
t
)
· t = Θ(√t),
which is subconstant as t→ 0. This creates a problem in the general Lindblad simulation.
Our new LCU method for channels (explained in section 3) achieves the higher success
probability
1(
α00 + α01
)2 + (α10 + α11)2 = 11 + δ = 1− δ + Θ(δ2).
For small time evolution t, the failure probability is Θ(t). Now, the process can be repeated
Θ(1/t) times until the cumulative failure probability becomes a constant, which corresponds
to evolution time
Θ
(1
t
)
· t = Θ(1),
which is constant as t → 0. Since this is consistent with what arises in the algorithm of
simulating Hamiltonian evolution in [2, 3], the methodologies used therein, with various
adjustments, can be used to obtain the simulation bounds.
3 New LCU method for channels and completely positive maps
Let A0, . . . , Am−1, linear operators on C2
n (n-qubit states), be the Kraus operators of a
channel. Suppose that, for each j ∈ {0, . . . ,m − 1}, we have a decomposition of Aj as a
linear combination of unitaries in the form
Aj =
q−1∑
k=0
αjkUjk, (17)
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|0〉 B B†
|µ〉
|ψ〉 U
Figure 2 The circuit W for simulating a channel using the new LCU method.
where, for each j ∈ {0, . . . ,m− 1} and k ∈ {0, . . . , q − 1}, αjk ≥ 0 and Ujk is unitary.
The objective is to implement the channel in terms of the implementations of Ujk’s. We
will describe a circuit W and fixed state |µ〉 such that, for any n-qubit state |ψ〉,
W |0〉|µ〉|ψ〉 = √p|0〉
m−1∑
j=0
|j〉Aj |ψ〉
+√1− p|Φ⊥〉, (18)
where (|0〉〈0| ⊗ I ⊗ I)|Φ⊥〉 = 0 and
p = 1∑m−1
j=0 (
∑q−1
k=0 αjk)2
(19)
is called the success probability parameter (which is realized if the first register is measured).
Note that the isometry |ψ〉 7→∑m−1j=0 |j〉Aj |ψ〉 is the channel in purified form.
The circuit W is in terms of two gates. One gate is a multiplexed-U gate, denoted by
multi-U such that, for all j ∈ {0, . . . ,m− 1} and k ∈ {0, . . . , q − 1},
multi-U |k〉|j〉|ψ〉 = |k〉|j〉Ujk|ψ〉. (20)
The other gate is a multiplexed-B gate, denoted by multi-B, such that, for all j ∈ {0, . . . ,m−
1},
multi-B|0〉|j〉 =
(
1√
sj
q−1∑
k=0
√
αjk|k〉
)
|j〉, (21)
where
sj =
q−1∑
k=0
αjk. (22)
Define the state |µ〉 (in terms of s0, . . . , sm−1 from Eq. (22))
|µ〉 = 1√∑m−1
j=1 s
2
j
m−1∑
j=0
sj |j〉. (23)
Define the circuit W (acting on Cq ⊗ Cm ⊗ C2n) as
W = (multi-B† ⊗ I)multi-U(multi-B ⊗ I). (24)
The LCU construction with the circuit W with its initial state |0〉 ⊗ |µ〉 ⊗ |ψ〉 is illustrated
in Fig. 2.
In this figure, we refer to the first register as the indicator register (as it indicates whether
the computation succeeds at the end of this operation), the second register as the purifier
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register (as it is used to purify the channel when the computation succeeds), and the third
register as the system register (as it contains the state being evolved).
In the following lemma, Eq. (18) is shown to apply where A0, . . . , Am−1 are arbitrary
linear operators (i.e., Kraus operators of a completely positive map that is not necessarily
trace preserving). If the map is also trace preserving then
∑m−1
j=0 |j〉Aj |ψ〉 and |Φ⊥〉 are
normalized states and the success probability parameter p is the actual success probability
realized if the first register is measured; otherwise, these need not be the case. In subsequent
sections, we will apply this lemma in a context where the trace preserving condition is
approximately satisfied.
I Lemma 3. Let A0, . . . , Am−1 be the Kraus operators of a completely positive map. Suppose
that each Aj can be written in the form of Eq. (17). Let multi-U , multi-B, W , and |µ〉 be
defined as above. Then applying the unitary operator W on any state of the form |0〉|µ〉|ψ〉
produces the state
√
p|0〉
m−1∑
j=0
|j〉Aj |ψ〉
+√1− p|Φ⊥〉,
where (|0〉〈0| ⊗ I ⊗ I)|Φ⊥〉 = 0, and
p = 1∑m−1
j=0
(∑q−1
k=0 αjk
)2 .
Proof. First consider the state |0〉|j〉|ψ〉 for any j ∈ {0, . . . ,m − 1}. Applying W on this
state is the standard LCU method [18]:
W |0〉|j〉|ψ〉 =(multi-B† ⊗ I)multi-U(multi-B ⊗ I)|0〉|j〉|ψ〉 (25)
= 1√
sj
(multi-B† ⊗ I)multi-U
(
q−1∑
k=0
√
αjk|k〉
)
|j〉|ψ〉 (26)
= 1√
sj
(multi-B† ⊗ I)
(
q−1∑
k=0
√
αjk|k〉|j〉Ujk|ψ〉
)
(27)
= 1
sj
|0〉|j〉
(
q−1∑
k=0
αjkUjk|ψ〉
)
+√γj |Φ⊥j 〉 (28)
= 1
sj
|0〉|j〉Aj |ψ〉+√γj |Φ⊥j 〉, (29)
where |Φ⊥j 〉 is a state satisfying (|0〉〈0| ⊗ I ⊗ I)|Φ⊥j 〉 = 0 and γj is some normalization factor.
Up to this point, if the indicator register were measured and |0〉 were observed as the
“success” case as in the standard LCU method, then the state of the purifier and the system
register collapses to |j〉Aj |ψ〉. However, this is not a meaningful quantum sate, as it only
captures one Kraus operator of a quantum map. Now we use this specially designed quantum
state |µ〉 to obtain the desired purification state. We use the superposition |µ〉 instead of |j〉
in the second register then, by linearity, we have
W |0〉|µ〉|ψ〉 = √p|0〉
m−1∑
j=0
|j〉Aj |ψ〉
+√1− p|Φ⊥〉, (30)
where (|0〉〈0| ⊗ I ⊗ I)|Φ⊥〉 = 0 and p = 1∑m−1
j=0
s2
j
. J
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4 Overview of the main result, Theorem 1
In this section we briefly sketch how to apply our new LCU method in order to prove our
main result, Theorem 1. The overall structure is similar to that in [2] and [3], with the main
novel ingredient being our variant of the LCU construction (explained in section 3) and
also a variant of oblivious amplitude amplification for isometries. For clarity, the details are
organized into section 4 of the full version of this paper [10], whose content is summarized as:
1. In Sec. 4.1 of [10], we describe a simple mappingMδ in terms of Kraus operators that
are based on the operators in L. For small δ,Mδ is a good approximation of eLδ.
2. In Sec. 4.2 of [10], we show how to simulate the mappingMδ in the sense of Lemma 3,
with success probability parameter 1−O(δ).
3. In Sec. 4.3 of [10], we show how to combine r simulations of MO(1/r) so as to obtain
cumulative success probability parameter 1/4. Conditional on success, this produces a
good approximation of constant-time Lindblad evolution.
4. In Sec. 4.4 of [10], we show how to apply a modified version of oblivious amplitude
amplification to unconditionally simulate an approximation of constant-time Lindblad
evolution.
5. In Sec. 4.5 of [10], we show how to reduce the number of multiplexed Pauli gates by a
concentration bound on the amplitudes associated with nontrivial Pauli gates.
6. In Sec. 4.6 of [10], we bound the total number of gates and combine the simulations for
segments in order to complete the proof of Theorem 1.
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Figure 3 N -stage -precision discretization of the trajectory resulting from L. For each k ∈
{1, . . . , N}, after k stages, the channel should be within  of exp
(
kT
N
L
)
.
A Cost of expressing Lindblad evolution as Hamiltonian evolution
Let L be a Lindbladian acting on an n-qubit register H over a time interval [0, T ]. For each
initial state, L associates a trajectory, consisting of a density operator ρ(t) for each t ∈ [0, T ].
Here we show that if this is simulated by Hamiltonian evolution in a larger system with an
ancillary register that is continually reset (expressed as a limiting case when N →∞ in the
process illustrated in Figure 3) then the total evolution time for this Hamiltonian can be
necessarily infinite.
I Definition 4. Define an N-stage -precision discretization of L for interval [0, T ] as an
ancillary register K, a Hamiltonian H (with ‖H‖ = 1) acting on the joint system K⊗H, and
δ ≥ 0 such that the channel NHδ defined as
NHδ[ρ] = TrK
(
e−iHδ(|0〉〈0| ⊗ ρ)eiHδ) (31)
has the following property. NHδ approximates evolution under L in the sense that, for each
j ∈ {1, . . . , N},∥∥(NHδ)k − exp(kTN L)∥∥ ≤ . (32)
That is, the N points generated by NHδ, (NHδ)2, . . . , (NHδ)N approximate the corresponding
points on the trajectory determined by L.
Our lower bound is for the amplitude damping process on a 1-qubit system is the time-
evolution described by the Lindbladian L, where
L[ρ] = LρL† − 12 (L†Lρ+ ρL†L), (33)
and L =
(
0 1
0 0
)
.
I Theorem 5. Any 14 -precision N-stage approximation of the amplitude damping process
over the time interval [0, ln 2] has the property that the total evolution time of H is Ω(
√
N).
(Note that this lower bound is independent of the dimension of the ancillary system.)
To prove Theorem 5, we first prove the following Local Hamiltonian Approximation lemma.
This concerns a scenario where H is a Hamiltonian acting on a joint system of two registers, a
system register H and an ancillary register K, and where K is traced out after this evolution.
Informally, the lemma states that, if the initial state is a product state and the evolution
time is short, then this process can be approximated by the evolution of another Hamiltonian
G that acts on H alone. This is illustrated in figure 4.
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Figure 4 The Local Hamiltonian Approximation Lemma. The first register is d-dimensional, the
second register contains n qubits, and the approximation is within O(δ2) (independent of d and n).
I Lemma 6 (Local Hamiltonian approximation). Let H be an n-qubit register and K a d-
dimensional register. Let H be a Hamiltonian (with ‖H‖ = 1) acting on the joint system
K ⊗H. Define the n-qubit channel NHδ as
NHδ[ρ] = TrK
(
e−iHδ(|0〉〈0| ⊗ ρ)eiHδ). (34)
Then there exists a Hamiltonian G (with ‖G‖ = 1), acting on H alone, such that NGδ defined
as
NGδ[ρ] = e−iGδρ eiGδ (35)
satisfies ‖NHδ−NGδ‖1 ∈ O(δ2). (The notation ‖ · ‖1 indicates the trace-induced norm, which
is sufficient for our purposes because our application is a lower bound.)
Proof. Viewing H as a d× d block matrix, we have
H =
d−1∑
j=0
d−1∑
k=0
|j〉〈k| ⊗Hjk (36)
and we refer to Hjk as the (j, k) block. Define D as the diagonal blocks of H, namely
D =
d−1∑
j=0
|j〉〈j| ⊗Hjj , (37)
and set J = H − D (the off-diagonal blocks). Note that ‖D‖, ‖J‖ ≤ 1 and ‖e−iHδ −
e−iDδe−iJδ‖ ≤ δ2, for δ > 0, which permits us to consider the effect of J and D separately.
Now consider the state e−iJδ|0〉⊗|ψ〉. We will show that, if the measurement corresponding
to projectors |0〉〈0| and I − |0〉〈0| is performed on register K, then the residual state has
trace distance O(δ2) from |0〉 ⊗ |ψ〉. Since the (0, 0) block of J is 0,
Jδ |0〉 ⊗ |ψ〉 = δ′|Ψ⊥〉, (38)
where |Ψ⊥〉 is a state such that (|0〉〈0| ⊗ I)|Ψ⊥〉 = 0 and 0 ≤ δ′ ≤ δ. Therefore,
e−iJδ|0〉 ⊗ |ψ〉 =
∞∑
r=0
(−iJδ)r
r! |0〉 ⊗ |ψ〉 (39)
= |0〉 ⊗ |ψ〉 − iδ′|Ψ⊥〉+ δ′′|Φ〉, (40)
where 0 ≤ δ′′ ≤ eδ− 1− δ ∈ O(δ2). It follows that, if the above measurement is performed on
register K, then the probability of measurement outcome I − |0〉〈0| is at most (δ′)2 + (δ′′)2 ∈
O(δ2). This implies that the state when register K of e−iJδ|0〉 ⊗ |ψ〉 is traced out, namely
TrK
(
e−iJδ(|0〉〈0| ⊗ |ψ〉〈ψ|)eiJδ), (41)
has trace distance O(δ2) from the original state |ψ〉〈ψ|.
Therefore, for states of the form |0〉 ⊗ |ψ〉, the operation e−iHδ can be approximated
by e−iDδ at the cost of an error of O(δ2) in trace distance. The result follows by setting
G = H00 (the (0, 0) block of D). J
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Proof of Theorem 5. It is straightforward to check that, starting with the initial state |1〉〈1|
and evolving by the amplitude damping process for time T = ln 2 produces the maximally
mixed state.
Consider any 14 -precision N -stage discretization of this process, with Hamiltonian H
and δ > 0. We can apply the Local Hamiltonian Approximation Lemma (Lemma 6) to
approximate each of the N evolutions of H with evolution by a Hamiltonian G that is local
to the qubit. The result is unitary evolution of the qubit that approximates the amplitude
damping process within trace distance error at most O(Nδ2).
Unitary evolution applied to |1〉〈1| results in a pure state, and the trace distance between
any pure state and the maximally mixed state is 12 . Therefore, to avoid a contradiction, we
must have Nδ2 ∈ Ω(1), which implies that δ ∈ Ω(1/√N). Therefore, the total evolution time
of H is Nδ ∈ Ω(√N). J
