given dataset and the idea of using the estimated power as the criterion for test selection. We also propose a fast simulation-based method to calculate p values for the test selection procedure and for any method of combining p values. Our numerical results indicated that the proposed test selection procedure always yielded power close to the most powerful test among the candidate tests at any given situation, and in particular, our proposed test selection performed either better than or as well as the popular combining method of taking the minimum p value of the candidate tests.
Introduction
We consider the problem of testing for association between a phenotype and multiple single nucleotide polymorphisms (SNPs) within a gene or region, though our focus is on a binary phenotype, e.g. disease status, as arising from a genome-wide association study (GWAS) with the case-control design. Because the association between the phenotype and causal SNPs is often quite weak, it is compelling to find and use a statistical test with high power. Although there does not appear to exist any single uniformly most powerful test for multiple SNPs, some may tend to be more powerful than others in some situations. For example, Chapman and Whittaker [2008] found that either a Bayesian test of Goeman et al. [2005] Key Words Fisher's method ؒ Genome-wide association study ؒ Logistic regression ؒ Monte Carlo simulation ؒ Power ؒ Score test ؒ Truncated product method
Abstract
We consider the motivating problem of testing for association between a phenotype and multiple single nucleotide polymorphisms (SNPs) within a candidate gene or region. Various statistical approaches have been proposed, including those based on either (combining univariate) single-locus analyses or (multivariate) multilocus analyses. However, it is known in theory that there is no single uniformly most powerful test to detect association with multiple SNPs. On the other hand, several tests have been shown to be among frequent winners across a range of practical situations, but the identity of the most powerful one changes with the situation in an unknown way. Here we propose a novel test selection procedure to select from five such tests: a so-called UminP test that combines multiple univariate/single-locus score tests by taking the minimum of their p values as its test statistic, a multivariate score test and its two modifications, and a so-called sum test. We also illustrate its application to selecting genotype codings for the sum test since the performance of the sum test depends on its genotype coding in an unknown way. Our major contributions include the methodology of estimating the power of a given test with a or the UminP test that takes the minimum p value of univariate single-locus tests is often most powerful among some popular methods under some practical situations. Pan [2009] proposed two tests that are asymptotically equivalent to Goeman's test when permutation is used to calculate the p value for the latter; unlike Goeman's test, the asymptotic distributions of the former can be derived and used. On the other hand, a popular and standard genotype-based multivariate test is the score test based on joint logistic regression, and it is closely related to the generalized Hotelling's T 2 test [Fan and Knapp 2003; Xiong et al., 2002] . Zhong and Pan [2008] used the GAW16 Rheumatoid Arthritis data [Plenge et al., 2007] to empirically show that, depending on chromosome regions under study, each of the Goeman's test (or its variations as to be considered here), UminP test and the multivariate score test could be more powerful than the others, as to be shown subsequently.
Because there is no uniformly most powerful (unbiased) test for multiple parameters [Cox and Hinkley, 1974] , as expected, several competitive tests (as discussed above) exist, and the answer to the question of which one is most powerful and thus to be used depends on the situation and is in general unknown. Hence, a practical approach is to apply multiple tests, and assess whether the smallest p value is significant after multiple-test adjustment. This strategy of choosing the minimum p value from multiple (dependent) tests, called the MinP method, is only one of several existing methods to combine p values from multiple tests. In this article, we will consider two other popular ones, Fisher's [1932] method and the truncated product method (TPM) [Zaykin et al., 2002] . Note that, although combining p values from multiple independent tests has been well studied [e.g. Loughin, 2004] , this is not the case with multiple dependent tests as in the current context.
As an alternative to combining multiple tests, we propose selecting a most powerful test from a group of the candidate tests by estimating their power based on any given data. Although there is a huge literature on model selection, to our knowledge, there is no previous work on test selection, which we propose studying here. The two topics of test selection and test combination are closely related to each other. First, a test selection criterion as developed here may be incorporated into a more powerful methodology for combining tests, though we do not pursue it here. Second, in some situations, e.g. when it is known most of the tests may have low power, it may be a better idea to conduct test selection than test combination. For example, the performance of sum test is known to depend on the genotype coding in an unknown way, while most of the coding schemes may have low power [Chapman and Whittaker, 2008; Pan, 2009] , it makes more sense to select a coding scheme giving high power than to combine many highly correlated and low powered sum tests. We will illustrate an application of our proposed methodology to select genotype coding schemes for the sum test, in addition to selecting from different types of tests. In general, it may be interesting to establish some analogy to model selection versus model combination [Shen and Huang, 2006; Yang, 2003 ] so that some insights into test selection and test combination can be provided.
An interesting observation as the premise for the application of our methodology is that quite a few tests, including all the five candidate tests to be considered here, are based on a component of or the whole score vector from a logistic regression model. Based on the asymptotic distribution of the score vector, we propose a fast simulation-based method to compute a p value for our test selection procedure and for any method to combine the p values from multiple tests. As an application, we also demonstrate the usefulness of the proposed method to select genotype coding schemes for the sum test, which has been shown to perform well in some situations but not in others due to its dependence on the genotype coding in an unknown way [Pan, 2009] .
Methods
Although the methods may be extended to other study designs, we focus on the case-control study design with a binary phenotype, such as a disease indicator. We have m independent observations ( Y i , X i ), in which subject i has a binary phenotype (e.g. disease status) Y i and genotype X i = ( X i 1 , ..., X ik ). In this article, we consider only the dosage coding of X ij for the additive mode of inheritance: X ij = 0.1 or 2, representing the copy number of one of the two alleles present in SNP j of subject i , though other coding schemes, including a binary coding of X ij = 0 or 1 for a dominant or recessive genetic model, can be equally used. Given the data, we would like to test whether there is any association between the phenotype and genotype.
Power Estimation
We assume that all the tests to be selected are based on a common multivariate statistic, such as the multivariate score statistic from logistic regression, which is true for the five candidate tests studied here (see Appendix A.1). In this way, we can take advantage of the nice property of the score statistic, whose asymptotic null distribution is multivariate normal with mean 0 and covariance matrix that can be consistently estimated. Specifically, we assume that based on a given dataset and a logistic regression model, we have a multivariate score statistic U , whose asymptotic null distribution is N (0, V ); see Appendix A.1 for closed forms of U and V . Now our goal is to estimate the power of any test with test statistic that is a function of U , say T ( U ).
Since the null distribution of U is N (0, V ), in theory, the null distribution of T ( U ), a function of U, is also known, though it may not have a simple or closed form. Similar to Conneely and Boehnke [2007] , numerical method scan be used to calculate the rejec- 
where U (1) , …, U (B 0 ) are iid samples drawn from N (0, V ), the null distribution of the score statistics. The larger the replication number B 0 , the more precise the resulting estimate, but also more time-consuming. We used B 0 = 10 throughout. Finally, the estimated power of the test T is Power , , Power , , max Bias , 0 .
T U T U T ␣ ␣
Note that the bias correction step is technically necessary: the bias of Power , , T U ␣ may depend on the test T ; that is, without a bias correction, it may always favor one of the candidate tests. For example, among the tests based on the multivariate score statistic, say the score test versus one of its modifications called SSU test, if no bias correction is conducted, then we will always choose the score test, because it is known that the score test is the (estimated) most powerful test under the assumption of u 1 = U as being used in our proposed test selection procedure [Cox and Hinkley, 1974; Pan 2009 ], though of course the score test may be less powerful than other tests. argmax Power , , ,
Test Selection
such that T i 0 has the maximum estimated power among the candidate tests with the given data. We use the p value of the test T i 0 , say p i 0 , as the test statistic for the test selection procedure. Such a chosen p value, as in choosing the minimum p value from multiple tests, is no longer a valid p value; a multiple test adjustment has to be made. We propose using a simulation based approach [Seaman and Muller-Myhsok, 2005; Chapman and Whittaker, 2008 ] to make an adjustment, which is faster than a permutation-based approach. Specifically, (i) we simulate some null score statistics
as the observed score statistic, we apply the above test selection procedure to obtain its selected statistic p 0 ( b ) (i.e. the p value from the estimated most powerful test among the candidates as applied to U 0 ( b ) ); (iii) the final p value for the test selection procedure is the sample proportion of p i 0 ! p 0 ( b ) . We used B = 100 throughout.
As the permutation-based method, the above simulationbased method takes account of the dependency among the candidate tests' being applied to the same data. Although the simulation-based method is in general faster than the permutationbased method, both methods are computationally demanding: their permutation or simulation number B, and thus their computational time, is inversely proportional to the largest p value to be significant after some multiple test adjustment. For example, if we would like to test disease association in 1,000 unlinked candidate regions, then, to achieve the statistical significance at 0.05 level, we need a p value for a significant association in a region to be no greater than 0.05/1,000, and hence at least B = 10 5 is needed. To save computing time, we may also use the Bonferroni adjustment, which, however, is known to be conservative. Specifically, with the estimated most powerful test T i 0 with p value p i 0 , the p value for the test selection procedure is min (1, t * p i 0 ).
Selecting Genotype Coding for the Sum Test
As an illustration to a wide range of possible applications of the test selection procedure, we apply it to select the coding scheme for the sum test. A perceived drawback of the sum test is the dependence of its power on the genotype coding as clearly shown by its score statistic ( [Chapman and Whittaker, 2008] ; see Appendix A.4). For any given genotype coding X , we consider a different coding X * : suppose that we partition the loci into two subsets, S 1 and its complement; for any i , X * ij = X ij if j D S 1 , and X * ij = 2 -X ij otherwise. If we replace X ij by new X * ij in the logistic regression model (3), the corresponding score statistic for testing H 0 : ␤ c = 0 is
is the score vector based on the original genotype coding X , and 1 * = (1 * 1 , ..., 1 * k ) with 1 * j = 1 if j D S 1 and 1 * j = -1 otherwise. In summary, the new score statistic U * c is just a known function of the score vector U for the original genotype coding. Furthermore, we have
where Cov ( U ) = V is given in Appendix A.1. Hence, we can simulate U 's from N (0, V ) to obtain the null statistics U * c / ͱ V a r ( U * ) for any new genotype coding X * , from which its p value can be estimated. In this way, our proposed methods can be all equally applied to multiple sum tests with various genotype coding schemes for test selection and test combination (see Appendix B).
Results

Simulated Linkage Disequilibrium (LD) Patterns
We performed a simulation study following the setups given in Wang and Elston [2007] with k = 10 marker SNPs and sample size n = 500 or n = 1,000. The diseasecausing SNP was assumed to be in the center of the marker SNPs, but was removed from the data. First, we generated a latent vector from a multivariate normal distribution with one of three covariance structures: a compound symmetry (CS) with an equal pairwise correlation = 0.4, an AR-1 with the correlation ij = 0.8 ͉ i -j ͉ between components i and j , and a correlation matrix with elements ij randomly between 0.3 and 0.7. Second, the latent vector was dichotomized to yield a haplotype with allele frequencies randomly chosen between 0.2 and 0.8 while the minor allele frequency (MAF) for the diseasecausing SNP was fixed at 0.2, 0.3 or 0.4. Third, we combined two haplotypes and obtained marker genotype data X i = ( X i 1 , ..., X ik ) (and X 0 i for disease-causing SNP) for subject i . Fourth, the disease status Y i of subject i was generated from a logistic regression model:
where we chose ␤ 0 = -log 4 to give a background (i.e. not caused by the casual SNP) disease probability of 0.2, and the odds ratio (OR) ranged from 1 (i.e. no association) to 2. Finally, following the case-control design, we sampled n cases (with Y i = 1) and n controls (with Y i = 0). We excluded the disease-causing SNP, supplying {( Y i , X i ): i = 1, 2, ..., 2 n } as a dataset to various statistical tests. For each set-up, we simulated 1,000 datasets, from which we obtained an empirical size or power for each test as its proportion of correctly or incorrectly rejecting its H 0 ; in particular, the Monte Carlo standard error of an empirical size/power p is ͱ p ˆ (1 -p )/1,000 ^ 0.016. Because a matrix with non-diagonal elements randomly between 0.3 and 0.7 may not be a proper correlation matrix that is positive definite, we generated the latent variables with a random correlation matrix in the following way. First, we generated iid random variates b i , e 0 and e ij for i = 1, ..., 10 and j = 1, ..., 10 from N (0, 1/10). Second, for each j = 1, ..., 10, we generated a random integer j 0 uniformly from U (3, 7). Suppose that the latent variables for the causal SNP and marker SNPs are Z 0 and Z 1 , ..., Z 10 . Then Z 0 = ⌺ The simulation results are summarized in tables 1 and 2 . Across all three correlation structures, the following conclusions can be drawn. First, among the five individual tests, SSU and SSUw had similar performance and were winners along with the sum test, followed by the UminP and then the (multivariate) score test. Second, among the three combining methods, the MinP method was the least powerful, while TPM seemed to have a slight edge over Fisher's method. Note that the power difference between the MinP and TPM could be often as large as 10% in absolute power. Third, in any case, the proposed test selection procedure always yielded power close to the highest one.
Note that, though some Type I error rates of the test selection procedure were slightly larger than the nominal level of 0.05, 0.05 fell within the 95% confidence intervals of the Type I error rates. Because the method depends on the asymptotic normality of the score statistic, the method could perform better with a larger sample size: the Type I error rates for n = 1,000 seemed to be closer to the nominal level than were those for n = 500. Other sources of approximation errors could be due to relatively small values of B 0 and B in the simulation-based method to calculate the p values. When we increased B 0 and B to 1,000 and 200 respectively, the Type I error rate estimates for the three correlation structures in table 1 decreased from 0.059, 0.063 and 0.065 to 0.049, 0.053 and 0.056, respectively. Furthermore, if we increase the number of simulations, we expect to have more accurate Type I error estimates.
HapMap Data for Gene IL21R
As in Chapman and Whittaker [2008] , we also considered the region of gene IL21R, in which LD was low. We Second, among the three combining methods, the MinP and Fisher's methods appeared to be the winners, closely followed by TPM. Third, the test selection procedure had power close to the UminP, the winner among the individual candidate tests, and higher than any of the three combining methods for small ORs.
HapMap Data for a Region on Chromosome 9
Zhong and Pan [2008] found a region on chromosome 9 with the GAW16 RA data for which the power of the SSU or SSUw was low. The region of about 15 Kb contained eight SNPs: rs10985997, rs1891641, rs2491352, rs872863, rs4838057, rs12348586, rs4466467 and rs7865976. For the HapMap CEU samples, after randomly imputing for missing genotypes, we found that the genotype codings of rs1891641, rs12348586 and rs7865976 were perfectly correlated (with pairwise correlation coefficient 1); so were another three SNPs: rs872863, rs4838057 and rs4466467. For each simulated dataset, we randomly selected one of the eight SNPs as disease-causing and removed it from the subsequent analysis. First, among the five individual tests, the score test was the most powerful, followed by the UminP, SSUw and SSU tests sequentially, while the sum test had by far the lowest power ( table 4 ) . Second, among the three combining methods, the MinP method was the winner, closely followed by the TPM and Fisher's method. Third, the test selection procedure had either slightly higher or comparable power than or as the MinP method.
HapMap Data for Gene CHI3L2
We conducted a simulation study based on real LD patterns within the CHI3L2 gene for the 90 CEU samples. As in Wang and Elston [2007] , first, we excluded SNPs with MAF ^ 0.2, leaving 23 SNPs. Second, we did a single imputation for each of the missing genotypes by randomly drawing an observed genotype of the same SNP. Third, we used the dosage coding for the SNPs and tried to minimize the number of negative correlations among them. Fourth, we deleted redundant SNPs that were perfectly correlated with other SNPs, leading to 17 SNPs remaining. Fifth, we repeatedly sampled (with replacement) subjects from the 90 CEU individuals. Finally, as Wang and Elston [2007] , we chose the SNP rs2182114 as diseasecausing. As shown in table 5 , first, among the five individual tests, the SSU and SSUw tests were the winners, followed by the sum and UminP tests, and finally by the score test. Second, among the three combining methods, the TPM and Fisher's methods appeared to be the winners, followed by MinP. Third, the test selection procedure had power that was comparable to that of the most powerful individual test, but slightly higher than any combining method for small ORs. 
Selecting Genotype Coding for the Sum Test
We applied the sum tests with various genotype coding schemes to the HapMap data for gene IL21R as before. For each locus, there are two possible coding schemes by counting the number of either alleles. Thus, there are 2 27 possible genotype coding schemes for gene IL21R with 27 SNPs. Because it was not feasible to consider all possible coding schemes, we randomly chose 256 possible coding schemes, estimated their powers by simulations, and thus chose the ones with power at the maximum, first quartile (Q1), median (Q2), third quartile (Q3) and minimum, respectively, plus the original coding scheme (Ori) obtained from the heuristic algorithm of Pan [2009] that aims to minimize the number of SNP pairs with negative Pearson correlations. We then treated these six sum tests (with the six coding schemes) as the candidate tests and did a simu- lation study as before. The simulation results are shown in table 6 , from which we observe the following. First, among the six candidate sum tests, the power difference could be large and, as explained by Pan [2009] , the coding given by the heuristic algorithm yielded good power, but not necessarily the highest. Second, among the three combining methods, the MinP method was the consistent winner with substantial power improvement over the other two methods. Third, the test selection procedure was always as powerful as the most powerful sum test, and in this case also as powerful as the MinP method.
Discussion
As discussed in Pan [2009] , among the five candidate association tests considered here, the SSU and SSUw perform well across a wide range of scenarios, but under some situations the UminP test (e.g. for gene IL21R as shown in table 3 ) and the multivariate score test (e.g. for a region in chromosome 9 as shown in table 4 ) can be more powerful. The sum test could be powerful if a suitable but unknown coding scheme is used. Hence, in general, the identity of the most powerful test for any given data is unknown, depending on the given situation, e.g. disease-genotype association patterns and LD patterns among the SNPs. The main motivation of this work is to develop a data-adaptive procedure to select the most powerful test from a set of candidate tests for any given data. The concept of the data-adaptivity adopted here is different from a criterion called 'efficiency robustness' (e.g. Freidlin et al., 2002; Zheng and Ng, 2008 , and references therein): among a given set of candidate tests, the latter would select a test that has a high minimum power across various situations, whereas ours selects a test with the highest (estimated) power for a given situation.
For test combination, either the MinP or TPM method, but not both, seemed to work well with the power close to the most powerful candidate test across many situations considered here. However, when one of the two combining methods worked well, there might be a substantial power loss associated with the other. Because there is no uniformly most powerful test for multiple SNPs, as expected, no single combining method is uniformly most powerful either. The situation is similar to that for the individual association tests: which combining method or individual test is most powerful depends on the unknown data distribution. For example, the commonly used MinP method that selects the smallest p value, albeit powerful under many situations, might be less powerful than Fisher's method, and vice versa. Our proposed test selection procedure not only provides a means to estimate the power of a given test, but also to select the most powerful one and yield a valid p value. As shown in our numerical examples, even though the identity of the most powerful individual test or combining method changes with the situation in an unknown way, our proposed test selection procedure performed consistently well with its power always close to the most powerful individual test or combining method. We have proposed and studied a simulation-based method to calculate the p value for the proposed test selection procedure, as for the UminP test and various test combination procedures. The goal is to account for multiple tests after test selection. Although the proposed simulation-based method, without refitting a model and recalculating test statistics, is much faster than a permutation-based method, both methods are computationally intensive: the required simulation or permutation number B has to be large if a highly significant p value is aimed, e.g. after a multiple test adjustment for a GWAS. For our simulations reported in tables 1 and 2 , with B = 100, it took about half a minute for a dataset with either sample size n = 500 or n = 1,000 as implemented in R on a Linux PC. However, to achieve a p value in the order of 10 -6 , we need B = 10 6 , requiring several days for each dataset. Hence, our current implementation can only be applied to candidate genes or regions, not GWASs. If a more efficient implementation (e.g. in C or Fortran) is available with parallel computers, or the Bonferroni adjustment is adopted, it may be applied to GWASs.
We comment on some differences between test selection and model selection. Although there may be a correspondence between a candidate test and a candidate model, it is possible to have multiple tests based on the same model. For example, the multivariate score test, SSU and SSUw tests are all based on the same multiple logistic regression model (model (3) in Appendix A.1), but differing in how their test statistics are constructed. We have also showed how to select various versions of the sum test with different coding schemes on genotypes, all based on the same single logistic regression model (model (5) in Appendix A.4).
Although our proposed methodology is applicable to a large family of score-based tests, independent of the type of the phenotype or study design, extensions to other scenarios are warranted. First, in general, as long as the candidate tests are based on some statistics with known asymptotic distributions and the dependency of these statistics can be modeled or simulated, our methodology may be applicable. Second, even some existing tests are not score-based, a unified formulation of various tests in a general frame work, e.g. as some score-based tests in an expanded logistic regression model [Pan, 2009b] , will largely facilitate the application of our proposed methodology. Further studies to extend the proposed test selection procedure to haplotype-based tests [e.g. Chapman et al., 2003; Schaid et al., 2002; Stephens et al., 2001; Zhao et al., 2003a, b, and To obtain a p value for each combining function, say C ( p 1 , ..., p k ), we can use a permutation method by permuting Y , which however is computationally demanding for its requirement of fitting models many times. Here we propose using a simulation-based approach [Seaman and Muller-Myhsok, 2005; Chapman and Whittaker, 2008] . First, we note that each individual test is based on a component of or the whole score vector U . Second, because of the asymptotic null distribution of U is known as U ϳ N (0, V ), we can simulate B iid copies of Lin [2005] can be equally easily implemented.
We consider combining the p values from five tests: the UminP test, the multivariate score test, the SSU and SSUw tests, and the sum test. A combining function C combines the p values from the above five tests. We also consider combining multiple versions of the sum test with various genotype coding schemes.
