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The qubit is the fundamental building block of a quantum computer. We fabricate a qubit in
a silicon double quantum dot with an integrated micromagnet in which the qubit basis states are
the singlet state and the spin-zero triplet state of two electrons. Because of the micromagnet, the
magnetic field difference ∆B between the two sides of the double dot is large enough to enable the
achievement of coherent rotation of the qubit’s Bloch vector about two different axes of the Bloch
sphere. By measuring the decay of the quantum oscillations, the inhomogeneous spin coherence time
T ∗2 is determined. By measuring T
∗
2 at many different values of the exchange coupling J and at
two different values of ∆B, we provide evidence that the micromagnet does not limit decoherence,
with the dominant limits on T ∗2 arising from charge noise and from coupling to nuclear spins.
Fabricating qubits composed of electrons in semicon-
ductor quantum dots is a promising approach for the de-
velopment of a large-scale quantum computer because of
the approach’s potential for scalability and for integra-
bility with classical electronics. Much recent progress
has been made, and spin manipulation has been demon-
strated in systems of two [1–5], three [6, 7], and four [8]
quantum dots. A great deal of attention has focused
on the singlet-triplet qubit in quantum dots [1, 2, 9–18],
which consists of the Sz = 0 subspace of two electrons,
for which the basis can be chosen to be a singlet and a
triplet state. Full two-axis control on the Bloch sphere is
achieved by electrical gating in the presence of a magnetic
field difference ∆B between the two dots. In previous
experiments [2, 9–14], ∆B arises from coupling to nu-
clear spins in the material, and slow fluctuations in these
nuclear fields lead to inhomogeneous decoherence times
that, without special nuclear state preparation, typically
are shorter than the period of the quantum oscillations.
In III-V materials, ∆B is large, so fast oscillation peri-
ods of order 10 ns are achievable, but the inhomogeneous
dephasing time is also ∼10 ns, so that oscillations from
∆B are overdamped, ending before a complete cycle is
observed [2]. The fluctuations of the nuclear spin bath
can be mitigated to some extent [10], but inhomogeneous
dephasing times in III-V materials are short enough that
high-fidelity control is still very challenging. Coupling to
nuclear spins in silicon is substantially weaker, leading to
longer coherence times, but also smaller field differences
and hence slower quantum oscillations [14, 19].
Here, we report the operation of a singlet-triplet qubit
in which the magnetic field difference ∆B between the
dots is imposed by an external micromagnet [20, 21]. Be-
cause the field from the micromagnet is stable in time,
a large ∆B can be imposed without creating inhomo-
geneous dephasing. We present data demonstrating un-
derdamped quantum oscillations, and, by investigating
a variety of voltage configurations and two ∆B configu-
rations, we show that the micromagnet indeed increases
∆B without significantly increasing inhomogeneous de-
phasing rates induced by coupling to nuclear spins.
A top view of the double quantum dot device, which is
fabricated in a Si/SiGe heterostructure, is shown in Fig.
1(a); fabrication techniques are discussed in the Materials
and Methods, and an optical image of the micromagnet
can be found in the SI Appendix. The charge occupa-
tion of the two sides of the double dot is determined
by measuring the current through a quantum point con-
tact (QPC) next to one of the dots, as shown in Fig.
1(a). Fig. 1(b) shows a charge stability diagram, ob-
tained by measuring the current through the quantum
point contact (QPC) as a function of gate voltages on
LP and RP; the number of electrons on each side of
the dot is labelled. The qubit manipulations are per-
formed in the (1,1) region (detuning ε > 0), while ini-
tialization and readout are carried out in the (0,2) re-
gion (ε < 0). Fig. 1(c) shows the energy level diagram at
small but nonzero magnetic field. The three triplet states
T− = |↓↓〉, T0 = (|↑↓〉+ |↓↑〉)/
√
2, and T+ = |↑↑〉 are split
from each other by the Zeeman energy EZ = gµBBave,
where g is the gyromagnetic ratio, µB is the Bohr mag-
neton, and Bave is the average of the total magnetic field.
A difference in the transverse magnetic fields on the dots,
either from the external micromagnet or from nuclear hy-
perfine fields, mixes the singlet S and triplet T− states
and turns the S-T− crossing into an anti-crossing. This
avoided crossing enables the observation of a spin fun-
nel where the S-T− mixing is fast [2] as well as quantum
oscillations between S and T− [22]. The spin funnel is
shown in Fig. 1(e), and the S-T− oscillations are shown
in Fig. 1(f,g). The applied pulse in Fig. 1(e) is a simple
one-stage pulse along the detuning direction with fixed
amplitude, repeated at a rate of 33 kHz, which is slow
enough for spin relaxation to reinitialize to the singlet
before application of the next pulse [23, 24]. The lever
arm α, the conversion between detuning energy ε and
gate voltage Vε, is 35.4 µeV/mV. See the SI Appendix
for methods used to extract α and convert the measured
QPC current to the probability of being in the S state at
the end of the applied pulse. The spin funnel is obtained
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FIG. 1. (a) Scanning electron micrograph of a device identical to the one used in the experiment before deposition of the
gate dielectric and accumulation gates. An optical image of a complete device showing the micromagnet is included in the
SI Appendix. Gates labelled LS and RS are used for fast pulsing. The curved arrow shows the current path through the
quantum point contact (QPC) used as a charge sensor. (b) IQPC measured as a function of VLP and VRP yields the double-dot
charge stability diagram. Electron numbers in the left and right dot are indicated on the diagram. The red arrow denotes the
direction in gate voltage space Vε =
√
∆V 2LP + ∆V
2
RP that changes the detuning ε between the quantum dots. (c) Schematic
energy diagram near the (0,2)-to-(1,1) charge transition, showing energies of singlet S and triplet T states as functions of ε.
The exchange energy splitting J between S and T0, the Zeeman splitting EZ between T− and T0, and the tunnel coupling tc
are also shown. At large ε, in the presence of a field difference between the two dots, S and T0 mix, and the corresponding
energy eigenstates are |↑↓〉 and |↓↑〉. At small ε, the small transverse field from the micromagnet and the nuclear fields turns
the S-T− crossing into an anti-crossing (zoom in). Pulsing through this anti-crossing with intermediate velocity transforms S
into a superposition of S and T−, leading to Landau-Stu¨ckelberg-Zener oscillations at the frequency corresponding to the S-T−
energy difference [22]. The pulse used to observe the spin funnel and S-T− oscillations shown in (e) is also shown, where the
pulse voltage VP is applied along the detuning axis. (d) Bloch sphere representation of pi rotation of S and T− states with
50% initialization into each state. (e) Spin funnel [2] measurement of the location of the S-T− anti-crossing as a function of
external magnetic field Bext and Vε. The data were acquired by sweeping along the detuning direction with the pulse on, with
the vertical axis reporting the value of the detuning at the base of the pulse. The spin funnel occurs when S-T− mixing is
fast, which locates the relevant anticrossing. (f),(g) S-T− oscillations acquired at different external B fields. The oscillation
frequency increases with increasing Bext. The slower oscillations in (g) with period ∼ 80 ns and labelled with the curly brackets
are S-T0 oscillations, which are investigated in more detail in Fig. 3. The S-T− oscillations in (g) are labelled with arrows. (h)
Singlet probability as a function of pulse duration τs at external magnetic field B = -4 mT and base detuning Vε ' −2.8 mV.
by sweeping along the detuning direction (i.e., sweeping
Vε) with the pulse on, and stepping the external mag-
netic field Bext. When the pulse tip reaches the S-T−
anti-crossing, a strong resonance signal is observed, corre-
sponding to strong mixing of S-T− states. Since right at
the anti-crossing EZ ' J , we can map out J at small ε by
sweeping the magnetic field. The center of the spin funnel
occurs when the applied field cancels out the average field
from the micromagnet, which indicates Bave ' 2.5 mT.
The tunnel coupling tc ∼ 3.4 µeV is estimated from the
dependence of the location of the spin funnel on magnetic
field [2]. The pulse rise time of 10 ns ensures nearly adi-
abatic passage over the S(0,2)-S(1,1) anti-crossing, with
a non-adiabatic transition probability < 0.1%[25].
By increasing the rise time of the pulse, so that it is
slower than that used to observe the spin funnel, the
voltage pulse can be used to cause S to evolve into a su-
perposition of the S and T− states. In this case, the pulse
remains adiabatic with respect to the S(0,2)-S(1,1) anti-
crossing; it is, however, only quasi-adiabatic with respect
to the S-T− anticrossing, enabling use of the Landau-
Zener mechanism to initialize a superposition between
states S and T− (see Fig. 1(c), inset) [22, 26–28]. As
the voltage pulse takes these states to larger detuning,
an energy difference arises between the pair of states,
and there is a relative phase accumulation between them.
The return pulse leads to quantum interference between
these two states and to oscillations in the charge occu-
pation as a function of the acquired phase. Fig. 1(d)
illustrates the ideal case, in which the rising edge of the
pulse transforms S into an equal superposition of S and
T−, followed by accumulation of a relative phase differ-
ence of pi after pulse duration τS . Fig. 1(f) shows S-
T− oscillations at Bext = −4 mT, obtained by applying
a pulse with a rise time of 45 ns. Fig. 1(h) reports a
line scan of the singlet probability for S-T− oscillations
measured at Bext = −4 mT; for this measurement the
tip of the voltage pulse reaches large enough detuning
3that EST− is essentially constant and independent of de-
tuning. From this data we extract a dephasing time of
1.7 µs by fitting the oscillation amplitude to a gaussian
decay function of the pulse duration τS . The S-T− os-
cillations observed here are longer-lived than those ob-
served in GaAs [22], presumably in part because Si has
weaker hyperfine fields [29]. However, the visibility here
is similar to that in GaAs, indicating that decoherence
is still important in limiting the ability to tune the pulse
rise time to achieve equal amplitude in the S and T−
branches of the Landau-Zener beam splitter [22, 26–28].
Fig. 1(g) shows a similar measurement for which we used
a slightly faster (16 ns) rise time for the pulse, the effect
of which is to increase the overlap of the wavefunction
with the singlet state S. As a result, both S-T− oscilla-
tions and S-T0 oscillations are visible in this plot, which
was acquired at Bext = −6 mT. The faster oscillations
with period 10 ns, marked with the small arrows in Fig.
1(g), are the S-T− oscillations. The slower oscillations,
marked with the curly brackets, are the S-T0 oscillations.
As we discuss below, these latter oscillations can be made
dominant by further modifications of the manipulation
pulse, and for these oscillations the micromagnet plays a
critical role in enhancing the rotation rate on the S-T0
Bloch sphere.
We investigate the S-T0 oscillations, which correspond
to a gate rotation of the S-T0 qubit, in more detail by
changing the applied magnetic field Bext to -30 mT, and
by working with faster pulse rise times. Here the S-
T− anticrossing occurs at negative ε, as shown in Fig.
2(a), making it easier to pulse through that anticrossing
quickly enough so that the state remains S. In this situ-
ation, the relevant Hamiltonian H for  > 0, in the S-T0
basis, is
H =
[ −J() h/2
h/2 0
]
. (1)
Here, J is the exchange coupling, and h = gµB∆B is the
energy contribution from the magnetic field difference.
The angle θ between the rotation axis and the z-axis of
the Bloch sphere satisfies tan θ = h/J , and the rotation
angular frequency ω =
√
h2 + J2/~. Both θ and ω de-
pend on ε, because J varies with ε.
Rotations about the x-axis of the Bloch sphere (the
“∆B gate”) are implemented using the simple one stage
pulse shown in Fig. 2(b), starting from point M in the
(0,2) charge state. The pulse rise time of a few ns is slow
enough that the pulse is adiabatic through the S(0,2)-
S(1,1) anticrossing. As ε increases, the eigenstates tran-
sition from S(1,1) and T0 to other combinations of |↑↓〉
and |↓↑〉, and in the limit of ε → ∞, the eigenstates
become |↑↓〉 and |↓↑〉. The voltage pulse applied is sud-
den with respect to this transition in the energy eigen-
states, so that, immediately following the rising edge of
the pulse, the system remains in S(1,1). At large detun-
ing, J ≤ h, and S-T0 oscillations are observed following
the returning edge of the pulse. These oscillations arise
from the x-component of the rotation axis and have a ro-
tation rate that is largely determined by the magnitude
of h. Fig. 2(c) shows the singlet probability PS plotted
as a function of the detuning voltage at the pulse tip, V pε ,
and pulse duration τS . The data in the top 1/3 of the
figure were acquired with a pulse rise time of 2.5 ns, and
the data shown in the bottom 2/3 of the figure were ac-
quired using a 5 ns rise time. As is clear from Fig. 2(c,d),
J decreases as ε increases, so the oscillation angular fre-
quency becomes smaller and approaches h/~ as J → 0.
The visibility of the oscillations is largest at large V pε ,
because in that regime the rotation axis is closest to the
x-axis, as shown in Fig. 2(e). By fitting traces from Fig.
2(c) to the product of a cosine and a gaussian [30], we ex-
tract the inhomogeneous dephasing time T ∗2 as a function
of ε. Based on the rotation period at large ε, we estimate
h ≈ 60.5 neV, which corresponds to an X-rotation rate of
14 MHz. The rotation rate we observe here is much faster
than the X-rotation rate achievable without micromag-
nets in Si, which is 460 kHz [14]; micromagnets closer
to the quantum dots offer the potential for even faster
rotation rates than those reported here. Using feedback
to prepare the nuclear spins in GaAs quantum dots, X-
rotation rates of 30 MHz rates have been reported [18],
comparable but slightly faster than the rates we achieve
here without such preparation.
Fig. 3(a) shows oscillations around the z-axis of the
Bloch sphere, obtained by applying the exchange pulse
sequence pioneered in [2]. Starting from point M in
S(0,2), we first ramp from M to N at a rate that ensures
fast passage through the S(0,2)-T− anticrossing, convert-
ing the state to S(1,1), and then ramp adiabatically from
N to P, which initializes to the ground state in the J < h
region. The pulse from P to E increases J suddenly so
that it is comparable to or bigger than h, so that the rota-
tion axis is close to the z-axis of the Bloch sphere. Read-
out is performed by reversing the ramps, which projects
|↓↑〉 into the S(2,0) state, enabling readout. Fig. 3(c)
shows the singlet probability PS as a function of τS and
the detuning of the exchange pulse V exε (point E in Fig.
3(b)) in a range of ε where J ∼> h. As V exε decreases, the
oscillation frequency increases, because J is increasing.
The oscillation visibility also increases as the rotation
axis moves towards the z-axis, as shown in Fig. 3(d,e).
The inhomogeneous dephasing time T ∗2 , extracted by fit-
ting the time-dependence of PS in Fig. 3(d) to the prod-
uct of a gaussian and a cosine function, decreases as J
increases, which we argue is evidence that charge noise is
limiting coherence in this regime (see below and Fig. 4).
We also implemented both the ∆B and exchange gate
sequences after performing a different cycling of the ex-
ternal magnetic field, which resulted in a different value
of ∆B, corresponding to h ' 32 neV. The results ob-
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FIG. 2. (a) Schematic energy level diagram near the (0,2)-(1,1) charge transition at external field Bext = −30mT. (b) Pulse
sequence used to observe S-T0 oscillations. Starting at point M in the S(0,2) ground state, a fast adiabatic pulse into (1,1)
is applied (it is adiabatic for the S(0,2)-S(1,1) anticrossing and sudden for the S(1,1)-T0 anticrossing), to point P, where the
exchange coupling J is comparable to or less than h, the energy from the magnetic field difference. The speed and axis of the
rotation on the Bloch sphere during the pulse of duration τS depend on both J and h. Readout is performed by reversing the
fast adiabatic pulse, which converts S(1,1) to S(0,2) but does not change the charge configuration of T0. (c) Probability PS of
being in state S as a function of detuning ε and pulse duration τs. Here, the measurement point M in the (0,2) charge state is
fixed and the detuning at the pulse tip, V pε , and pulse duration, τs, are varied. (d) PS as a function of τs, extracted from the
data in (c) at three different values of Vε. Each trace is fit to the product of a cosine and a gaussian [30, 31], with amplitude,
frequency, phase and decay time as free parameters (solid curves). The decay time T ∗2 is listed for each trace. Each trace
is offset by 0.6 for clarity. (e) Bloch spheres showing the rotations corresponding to each trace in (d). The angle θ between
rotation axis and the z-axis is labeled for each case.
tained are qualitatively consistent with those shown in
Figs. 2 and 3 (data shown in the SI Appendix, Fig. S3).
We now present evidence that the inhomogeneous de-
phasing is dominated by detuning noise and by fluc-
tuating nuclear fields, and that it does not depend
on the field from the micromagnet. Following [18],
we write 1/T ∗2 =
√〈(δEtot)2〉/(√2~), where δEtot =
δJ(∂Etot/∂J)+δh(∂Etot/∂h), with δEtot the fluctuation
in Etot, δJ the fluctuation in J , and δh the fluctuation
in h. We assume that the fluctuations in h and J are
uncorrelated. If fluctuations in J are dominated by fluc-
tuations in the detuning, δε, then δJ ≈ δε(dJ/dε), and
if fluctuations in h are dominated by nuclear fields, then
δh is independent of ε, leading to
√
2~T ∗2
−1 =
((
J
Etot
dJ
dε
δεrms
)2
+
(
h
Etot
δhrms
)2) 12
,
(2)
with δεrms and δhrms both independent of Etot as well
as h. We use the measured Etot versus ε to ex-
tract J(ε), which is well-described by an exponential,
J(ε) ' J0exp(−ε/ε0), consistent with Ref. [18] in the
same regime (see SI Appendix). In Fig. 4 we fit T ∗2 us-
ing the experimentally determined dJ/dε, the measured
Etot, and constant values δεrms = 6.4 ± 0.1 µeV and
δhrms = 4.2± 0.1 neV. The fit is good, and the values of
δεrms and δhrms agree well with previous reports of charge
noise and fluctuations in the nuclear field in similar de-
vices and materials [14, 29, 30, 32–34]. The inset to Fig.
4, which shows data obtained at a larger h, demonstrates
that T ∗2 is well-described by Eq. (2) with the same δεrms
and δhrms, providing evidence that changing the magne-
tization of the micromagnet does not significantly affect
the qubit decoherence. Equation 2 and Fig. 4 also make
it clear that T ∗2 is larger for larger detunings, because
charge noise has much less effect away from the primary
anticrossing.
In summary, we have demonstrated coherent rotations
of the quantum state of a singlet-triplet qubit around
two different directions of the Bloch sphere. Measure-
ments of the inhomogeneous dephasing time at a variety
of exchange couplings and two different field differences
demonstrate that using an external micromagnet yields
a large increase the rotation rate about one axis on the
Bloch sphere without inducing significant decoherence.
Because the materials fabrication techniques are simi-
lar for both quantum dot-based qubits and donor-based
qubits in semiconductors [35], it is reasonable to expect
micromagnets also should be applicable to donor-based
spin qubits [36–38]. Micromagnets allow a difference in
magnetic field to be generated between pairs of dots that
does not depend on nuclear spins. They thus offer a
promising path towards fast manipulation in materials
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FIG. 3. (a-b) Pulse sequence used to observe S-T0 oscillations when J > h. We initialize into the S(1,1) state by preparing
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vector rotates around the new axis for a time τs. Reversing the sequence of ramps projects the state into S(0,2) for readout.
(c) Probability PS of observing the singlet as a function of the detuning of the exchange pulse V
ex
ε and pulse duration τs with
the measurement point M fixed in the (0,2) charge state. (d) PS as a function of τs, extracted from the data in (b) at three
different values of V exε . Each trace is offset by 0.7 for clarity. Solid curves are fits to the product of a cosine and a gaussian [30],
with amplitude, frequency, phase and decay time as free parameters. (e) Bloch spheres showing rotations around the axes
corresponding to each trace in (c). The angle θ between the rotation axis and z-axis is labeled for each case.
with small concentrations of nuclear spins, including both
natural Si and isotopically enriched 28Si.
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SUPPLEMENTAL MATERIALS
This supplement presents methods used to calibrate
the detuning energy (lever-arm α) and to convert mea-
surements of time-averaged current through the quantum
point contact (QPC) to probabilities of being in the sin-
glet state just after a given pulse sequence has been ap-
plied, including data used to extract the spin relaxation
time T1 used in the normalization process. Data for the
“∆B” gate and the exchange gate for ∆B = 32 neV are
shown here. We present the results of a simulation of the
X or “∆B” gate performed with two different forms for
the functional dependence of J on detuning. We also de-
scribe the fabrication of the sample and include an image
of the micomagnet.
Calibration of detuning energy
We find the conversion between the detuning volt-
age Vε and the detuning energy ε from measurements
of the charge stability diagram under non-zero source-
drain bias, as shown in Fig S1(a). We apply −200 µV
between the right dot reservoir and the left reservoir,
to raise the Fermi level of the right reservoir 200 µeV
higher than that of the left reservoir. By drawing the
charge transition lines on top of the stability diagram,
as shown in Fig. S1(b), we can measure the shift in gate
voltage of charge transitions arising from the 200 µeV
potential difference between the two reservoirs. Because
of the applied bias, the two triple points turn into trian-
gles. The highlighted points are useful for converting dot
energies to gate voltages. Each point has its energy level
diagram drawn, as shown in Figs. S1(c-f). Moving from
the yellow point to blue point in gate voltage will raise
both dot potentials by 200 µeV. Adjusting gate voltages
from the yellow point (or blue point) to the green point
will create a 200 µeV energy difference between the dots.
The detuning direction we used is labeled with a yel-
low arrow, from the red point to green point, creating
200 µeV energy difference by moving each dot potential
in opposite directions by the same amount. The volt-
age changes measured are 4 mV on LP and −4 mV on
6RP, corresponding to 4
√
2 mV in the detuning direction.
Thus the conversion factor is 4
√
2 mV in detuning volt-
age for each 200 µeV in detuning energy, corresponding
to α = 35.4 µeV/mV.
Method of conversion of the QPC current
measurement to probability of being in the singlet
state
Here we present the methods used to convert measure-
ments of the time-averaged difference in QPC current
(∆IQPC) to probabilities of being in the singlet state
just after a given pulse sequence has been applied. The
method is similar to the one described in the supplemen-
tal material of Ref. [5], except for the pulse sequence used
in the extraction of the ∆IQPC that corresponds to the
one electron change (0,2) to (1,1).
All the pulse sequences are generated by a Tektronix
AFG3250 pulse generator. The reference lockin signal is
400
300
200
100
0
Curve Fit Results
Fit Type: least squares fit
Function: T2
Coefficient values ± one standard deviation
h =0.6582 ± 0
A =0.16764 ± 0.00301
b =0.032 ± 0
c =-0.0042154 ± 6.71e-05
400
300
200
100
0
Curve Fit Results
Fit Type: least squares fit
Function: epsilon_rms2
Coefficient values ± one standard deviation
A =0.14 ± 9.57e+117
b =0.0605 ± 0
c =0.0042 ± 0
h =0.6582 ± 0
T
⇤ 2
(n
s)
40
30
20
1
10050
10070
T
⇤ 2
(n
s)
40
30
20
10
Etot (neV)
Etot (neV)
( h)rms = 4.2 neV
( ")rms = 6.4 µeV
FIG. 4. Dependence of the inhomogeneous dephasing time T ∗2
on rotation energy Etot =
√
J2 + h2, where J is the exchange
coupling and h is the energy corresponding to the magnetic
field difference between the dots. Inset: plot of the extracted
values of T ∗2 for h ' 60.5 neV. Red data points are T ∗2 values
obtained using the exchange pulse sequence (Fig. 3), while
blue data points are T ∗2 values obtained using the ∆B pulse
(Fig. 2). Main panel: T ∗2 plotted vs. Etot for h ' 32 neV,
extracted from data shown in SI Appendix Fig. S3. Red data
points are obtained using the exchange pulse sequence (Fig.
S3(b)), and blue data points are obtained using the ∆B pulse
(Fig. S3(a)). The solid lines in the main panel and in the
inset are plots of Eq. (2) with the same values of δε, the rms
fluctuation in the detuning, and δh, the rms fluctuation of the
magnetic field difference, which were obtained by fitting the
data for T ∗2 as function of Etot at h ' 32neV to Eq. (2). The
good agreement of the same form with both data sets is strong
evidence that the inhomogeneous dephasing is dominated by
charge noise and hyperfine fields and does not depend on the
magnetization of the micromagnet.
a square wave with frequency of either 67 or 111 Hz (red
dashed trace in Fig. S2(a)). During one half of a cycle,
a pulse train is applied to the gates of the quantum dots
(purple trace in Fig. S2(a)). The lockin signal ∆IQPC
measures the change in the average charge occupation
induced by the application of the pulses. The averaging
time for each data point is two seconds. To convert the
measured ∆IQPC to singlet probability PS, we note that
the charge state at the end of the pulse is (1,1) for a spin
triplet, while it is (0,2) for a spin singlet. If the spin state
is a triplet at the end of a pulse, it will relax back to the
singlet in a time T1. Therefore,
PS = 1− ∆IQPC
∆I1
· T1
Tm
·
(
1− exp
(
−Tm
T1
))
, (S1)
where ∆I1 is the value of ∆IQPC that corresponds to a
one electron change from ((0,2) to (1,1)), and T1 is the
relaxation time of T (1, 1) to S(0, 2). We measure ∆I1
by sweeping gate voltage along the detuning direction
while applying the pulses shown in Fig. S2(a). Fig. S2(b)
shows the lockin response as a function of detuning; the
maximum change in ∆IQPC is ∆I1.
The spin relaxation time T1 for the T− state is ex-
tracted by measuring the S-T− oscillation amplitude as
a function of Tm, the time between successive pulses in
the pulse train. Three traces of S-T− oscillations are
shown in Fig. S2(c); they demonstrate that the oscilla-
tion amplitude decays with increasing Tm, as expected.
The oscillation amplitude as a function of Tm satisfies
∆IQPC = A · T1
Tm
·
(
1− exp
(
−Tm
T1
))
, (S2)
where A is a time-independent coefficient. Fig. S2(d)
shows the oscillation amplitude as a function of Tm; a fit
to Eq. (S2) yields T1 = 9.85± 1.19 µs.
To measure the spin relaxation time T1 for the T0 state,
we measure as a function of Tm the value of ∆IQPC when
we pulse into (1,1) for a time τs significantly longer than
the singlet-triplet T ∗2 , so that S and T0 are completely
mixed (τs > 2T
∗
2 ). The relaxation time for the T0 state
again obeys Eq. (S2). Fig. S1(e) and (f) show measure-
ments of ∆IQPC a a function of Tm along with the fit to
Eq. (S2) used to extract this T1.
Data for smaller ∆B than in main text
Fig. S3 reports data showing oscillations in the sin-
glet probability corresponding to the “∆B” gate and the
exchange gate for ∆B = 32 neV. The pulse sequences
used here are the same as those shown in Fig. 2(b) and
Fig. 3(a) in the main text.
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FIG. S1. (a) Charge stability diagram with -200 µV right dot reservoir bias voltage applied. Electron occupation numbers are
labeled. (b) Same charge stability diagram as (a), with charge transition lines superimposed. A 200 µeV potential difference
between left and right dot reservoirs shifts the right dot transitions ∼ −4 mV on gate RP (see arrows). (c)-(f) Energy level
diagrams showing energies for each dot and reservoir correspond to the four positions highlighted in (b). Energy differences
are labeled and listed for each case.
Simulation of the X or “∆B” gate
Fig. S4 reports the results simulations of the “∆B”
gate with two different functional forms for the depen-
dence of J on detuning, with the details described in the
caption. We find that J appears to vary exponentially as
a function of detuning energy, in agreement with previous
observations by Dial et al. [18].
Micromagnet fabrication
An optical micrograph of the device including the mi-
cromagnet is shown in Fig. S5. The micromagnet is
12.64 µm × 1.78 µm × 242 nm. The magnet was pat-
terned via electron-beam lithography on top of the accu-
mulation gates approximately 1.78 µm to the left and 122
nm above the center of the two quantum dots. The mag-
net was deposited via electron-beam evaporation with a
metal film stack of 2 nm Ti / 20 nm Au / 200 nm Co
/ 20 nm Au evaporated at approximately 0.3 A˚/s. The
gold film is intended to help minimize oxidation of the
Co film.
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