1.. Introduction {#s1}
================

Interval-censored data arise when the event or failure of interest is known only to occur within a time interval. Such data are commonly encountered in disease research, where the ascertainment of an asymptomatic event is costly or invasive and so can take place only at a small number of monitoring times. For example, in HIV/AIDS studies, blood samples are periodically drawn from at-risk subjects to look for evidence of HIV sero-conversion. Likewise, biopsies are performed on patients at clinic visits to determine the occurrence or recurrence of cancer.

There are several types of interval-censored data. The simplest and most studied type is called case-1 or current-status data, which involves only one monitoring time per subject and is routinely found in cross-sectional studies. When there are two or $\documentclass[12pt]{minimal}
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}{}$k$\end{document}$ interval censoring ([@ASW013C8]). The most general and common type allows for varying numbers of monitoring times among subjects and is termed mixed-case interval censoring ([@ASW013C12]).

The fact that the failure time is never observed exactly poses theoretical and computational challenges in semiparametric regression analysis of such data. [@ASW013C5], [@ASW013C6]) and [@ASW013C8] studied nonparametric maximum likelihood estimation for the proportional hazards and proportional odds models with case-1 and case-2 data. The estimators are obtained by the iterative convex minorant algorithm, which becomes unstable for large datasets. Sieve maximum likelihood estimation for the proportional odds model was considered by [@ASW013C11] with case-1 data and by [@ASW013C7] and [@ASW013C13] with case-2 data; however, it is difficult to choose an appropriate sieve parameter space and, especially, to choose the number of knots. For the proportional odds model with case-1 and case-2 data, [@ASW013C10] derived an approximate conditional likelihood, which does not perform well in small samples. [@ASW013C4], [@ASW013C14], [@ASW013C24] and [@ASW013C23] constructed rank-based estimators for linear transformation models, but such estimators are computationally demanding and statistically inefficient. None of the existing work accommodates time-dependent covariates or can handle case-$\documentclass[12pt]{minimal}
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In this paper we consider interval censoring in the most general form, that is, mixed-case data. We study nonparametric maximum likelihood estimation for a broad class of transformation models that allows time-dependent covariates and includes the proportional hazards and proportional odds models as special cases. We develop an EM-type algorithm, which is demonstrated to perform satisfactorily in a wide variety of settings, even with time-dependent covariates. Using empirical process theory ([@ASW013C17]; [@ASW013C16]) and semiparametric efficiency theory ([@ASW013C1]), we establish that, under mild conditions, the proposed estimators for the regression parameters are consistent and asymptotically normal and the limiting covariance matrix attains the semiparametric efficiency bound and can be estimated analytically by the profile likelihood method ([@ASW013C9]). The theoretical development requires careful treatment of the time trajectories of covariate processes and the joint distribution for an arbitrary sequence of monitoring times.

2.. Methods {#s2}
===========

2.1.. Transformation models and likelihood construction {#s2a}
-------------------------------------------------------
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We iterate between the E- and M-steps until the sum of the absolute differences of the estimates at two successive iterations is less than, say, $\documentclass[12pt]{minimal}
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2.3.. Variance estimation {#s2c}
-------------------------
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###### 

Summary statistics for the simulation study with time-independent covariates
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Est, empirical average of the parameter estimator; SE, standard error of the parameter estimator; SEE, empirical average of the standard error estimator; CP, empirical coverage percentage of the 95% confidence interval.

###### 

Summary statistics for the simulation study with time-dependent covariates

  ----------------------------------- ------------------------------------------ -- ----------------------------------- ----------------------------------- ----------------------------------- ---- ----------------------------------- ----------------------------------- ----------------------------------- ----------------------------------- ---- -- ----------------------------------- ----------------------------------- ----------------------------------- ----
                                                                                         $\documentclass[12pt]{minimal}                                          $\documentclass[12pt]{minimal}        $\documentclass[12pt]{minimal}                                                                                                                                                                                                                                    
                                                                                                   \usepackage{amsmath}                                                    \usepackage{amsmath}             \usepackage{amsmath}                                                                                                                                                                                                                                         
                                                                                                  \usepackage{wasysym}                                                    \usepackage{wasysym}              \usepackage{wasysym}                                                                                                                                                                                                                                         
                                                                                                 \usepackage{amsfonts}                                                   \usepackage{amsfonts}             \usepackage{amsfonts}                                                                                                                                                                                                                                         
                                                                                                  \usepackage{amssymb}                                                    \usepackage{amssymb}              \usepackage{amssymb}                                                                                                                                                                                                                                         
                                                                                                    \usepackage{amsbsy}                                                     \usepackage{amsbsy}              \usepackage{amsbsy}                                                                                                                                                                                                                                         
                                                                                                   \usepackage{upgreek}                                                    \usepackage{upgreek}             \usepackage{upgreek}                                                                                                                                                                                                                                         
                                                                                                  \usepackage{mathrsfs}                                                   \usepackage{mathrsfs}             \usepackage{mathrsfs}                                                                                                                                                                                                                                        
                                                                                      \setlength{\oddsidemargin}{-69pt}                                       \setlength{\oddsidemargin}{-69pt}       \setlength{\oddsidemargin}{-69pt}                                                                                                                                                                                                                                  
                                                                                                       \begin{document}                                                        \begin{document}               \begin{document}                                                                                                                                                                                                                                           
                                                                                              }{}$n=200$\end{document}$                                               }{}$n=400$\end{document}$           }{}$n=800$\end{document}$                                                                                                                                                                                                                                      
  $\documentclass[12pt]{minimal}                                                                                    Est                                  SE                                 SEE   CP                                                                     Est                                  SE                                 SEE   CP                                    Est                                  SE                                 SEE  CP
  \usepackage{amsmath}                                                                                                                                                                                                                                                                                                                                                                                                                                                   
  \usepackage{wasysym}                                                                                                                                                                                                                                                                                                                                                                                                                                                   
  \usepackage{amsfonts}                                                                                                                                                                                                                                                                                                                                                                                                                                                  
  \usepackage{amssymb}                                                                                                                                                                                                                                                                                                                                                                                                                                                   
  \usepackage{amsbsy}                                                                                                                                                                                                                                                                                                                                                                                                                                                    
  \usepackage{upgreek}                                                                                                                                                                                                                                                                                                                                                                                                                                                   
  \usepackage{mathrsfs}                                                                                                                                                                                                                                                                                                                                                                                                                                                  
  \setlength{\oddsidemargin}{-69pt}                                                                                                                                                                                                                                                                                                                                                                                                                                      
  \begin{document}                                                                                                                                                                                                                                                                                                                                                                                                                                                       
  }{}$r$\end{document}$                                                                                                                                                                                                                                                                                                                                                                                                                                                  
  0                                   $\documentclass[12pt]{minimal}                    0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}   95                                         0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}   95        0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}  95
                                      \usepackage{amsmath}                                         \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath}                                                         \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath}                        \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath} 
                                      \usepackage{wasysym}                                        \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}                                                         \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}                        \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}  
                                      \usepackage{amsfonts}                                      \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}                                                        \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}                       \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}  
                                      \usepackage{amssymb}                                        \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}                                                         \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}                        \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}  
                                      \usepackage{amsbsy}                                           \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy}                                                          \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy}                         \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy} 
                                      \usepackage{upgreek}                                         \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek}                                                         \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek}                        \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek} 
                                      \usepackage{mathrsfs}                                       \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs}                                                        \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs}                       \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs} 
                                      \setlength{\oddsidemargin}{-69pt}               \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}                                            \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}           \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt} 
                                      \begin{document}                                                 \begin{document}                    \begin{document}                    \begin{document}                                                             \begin{document}                    \begin{document}                    \begin{document}                            \begin{document}                    \begin{document}                    \begin{document} 
                                      }{}$\beta _1=0{\cdot }5$\end{document}$             }{}$\cdot $\end{document}$529       }{}$\cdot $\end{document}$241       }{}$\cdot $\end{document}$239                                                }{}$\cdot $\end{document}$518       }{}$\cdot $\end{document}$166       }{}$\cdot $\end{document}$164               }{}$\cdot $\end{document}$509       }{}$\cdot $\end{document}$114       }{}$\cdot $\end{document}$114 
                                      $\documentclass[12pt]{minimal}                     $\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}   95                                          $\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}   94         $\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}  95
                                      \usepackage{amsmath}                                         \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath}                                                         \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath}                        \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath} 
                                      \usepackage{wasysym}                                        \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}                                                         \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}                        \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}  
                                      \usepackage{amsfonts}                                      \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}                                                        \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}                       \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}  
                                      \usepackage{amssymb}                                        \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}                                                         \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}                        \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}  
                                      \usepackage{amsbsy}                                           \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy}                                                          \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy}                         \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy} 
                                      \usepackage{upgreek}                                         \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek}                                                         \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek}                        \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek} 
                                      \usepackage{mathrsfs}                                       \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs}                                                        \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs}                       \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs} 
                                      \setlength{\oddsidemargin}{-69pt}               \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}                                            \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}           \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt} 
                                      \begin{document}                                                 \begin{document}                    \begin{document}                    \begin{document}                                                             \begin{document}                    \begin{document}                    \begin{document}                            \begin{document}                    \begin{document}                    \begin{document} 
                                      }{}$\beta _2=-0{\cdot }5$\end{document}$          }{}$-0\cdot $\end{document}$515       }{}$\cdot $\end{document}$363       }{}$\cdot $\end{document}$353                                              }{}$-0\cdot $\end{document}$511       }{}$\cdot $\end{document}$253       }{}$\cdot $\end{document}$247             }{}$-0\cdot $\end{document}$503       }{}$\cdot $\end{document}$175       }{}$\cdot $\end{document}$173 
  $\documentclass[12pt]{minimal}      $\documentclass[12pt]{minimal}                    0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}   94                                         0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}   94        0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}  94
  \usepackage{amsmath}                \usepackage{amsmath}                                         \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath}                                                         \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath}                        \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath} 
  \usepackage{wasysym}                \usepackage{wasysym}                                        \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}                                                         \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}                        \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}  
  \usepackage{amsfonts}               \usepackage{amsfonts}                                      \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}                                                        \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}                       \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}  
  \usepackage{amssymb}                \usepackage{amssymb}                                        \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}                                                         \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}                        \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}  
  \usepackage{amsbsy}                 \usepackage{amsbsy}                                           \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy}                                                          \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy}                         \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy} 
  \usepackage{upgreek}                \usepackage{upgreek}                                         \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek}                                                         \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek}                        \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek} 
  \usepackage{mathrsfs}               \usepackage{mathrsfs}                                       \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs}                                                        \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs}                       \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs} 
  \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}               \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}                                            \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}           \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt} 
  \begin{document}                    \begin{document}                                                 \begin{document}                    \begin{document}                    \begin{document}                                                             \begin{document}                    \begin{document}                    \begin{document}                            \begin{document}                    \begin{document}                    \begin{document} 
  }{}$0{\cdot }5$\end{document}$      }{}$\beta _1=0{\cdot }5$\end{document}$             }{}$\cdot $\end{document}$533       }{}$\cdot $\end{document}$292       }{}$\cdot $\end{document}$280                                                }{}$\cdot $\end{document}$522       }{}$\cdot $\end{document}$198       }{}$\cdot $\end{document}$193               }{}$\cdot $\end{document}$511       }{}$\cdot $\end{document}$138       }{}$\cdot $\end{document}$134 
                                      $\documentclass[12pt]{minimal}                     $\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}   95                                          $\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}   95         $\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}  95
                                      \usepackage{amsmath}                                         \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath}                                                         \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath}                        \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath} 
                                      \usepackage{wasysym}                                        \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}                                                         \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}                        \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}  
                                      \usepackage{amsfonts}                                      \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}                                                        \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}                       \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}  
                                      \usepackage{amssymb}                                        \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}                                                         \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}                        \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}  
                                      \usepackage{amsbsy}                                           \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy}                                                          \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy}                         \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy} 
                                      \usepackage{upgreek}                                         \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek}                                                         \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek}                        \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek} 
                                      \usepackage{mathrsfs}                                       \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs}                                                        \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs}                       \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs} 
                                      \setlength{\oddsidemargin}{-69pt}               \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}                                            \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}           \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt} 
                                      \begin{document}                                                 \begin{document}                    \begin{document}                    \begin{document}                                                             \begin{document}                    \begin{document}                    \begin{document}                            \begin{document}                    \begin{document}                    \begin{document} 
                                      }{}$\beta _2=-0{\cdot }5$\end{document}$          }{}$-0\cdot $\end{document}$514       }{}$\cdot $\end{document}$441       }{}$\cdot $\end{document}$433                                              }{}$-0\cdot $\end{document}$512       }{}$\cdot $\end{document}$307       }{}$\cdot $\end{document}$302             }{}$-0\cdot $\end{document}$503       }{}$\cdot $\end{document}$214       }{}$\cdot $\end{document}$211 
  1                                   $\documentclass[12pt]{minimal}                    0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}   94                                         0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}   94        0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}  94
                                      \usepackage{amsmath}                                         \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath}                                                         \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath}                        \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath} 
                                      \usepackage{wasysym}                                        \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}                                                         \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}                        \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}  
                                      \usepackage{amsfonts}                                      \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}                                                        \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}                       \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}  
                                      \usepackage{amssymb}                                        \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}                                                         \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}                        \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}  
                                      \usepackage{amsbsy}                                           \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy}                                                          \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy}                         \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy} 
                                      \usepackage{upgreek}                                         \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek}                                                         \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek}                        \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek} 
                                      \usepackage{mathrsfs}                                       \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs}                                                        \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs}                       \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs} 
                                      \setlength{\oddsidemargin}{-69pt}               \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}                                            \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}           \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt} 
                                      \begin{document}                                                 \begin{document}                    \begin{document}                    \begin{document}                                                             \begin{document}                    \begin{document}                    \begin{document}                            \begin{document}                    \begin{document}                    \begin{document} 
                                      }{}$\beta _1=0{\cdot }5$\end{document}$             }{}$\cdot $\end{document}$537       }{}$\cdot $\end{document}$336       }{}$\cdot $\end{document}$317                                                }{}$\cdot $\end{document}$525       }{}$\cdot $\end{document}$228       }{}$\cdot $\end{document}$219               }{}$\cdot $\end{document}$514       }{}$\cdot $\end{document}$157       }{}$\cdot $\end{document}$152 
                                      $\documentclass[12pt]{minimal}                     $\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}   95                                          $\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}   95         $\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}     0$\documentclass[12pt]{minimal}  94
                                      \usepackage{amsmath}                                         \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath}                                                         \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath}                        \usepackage{amsmath}                \usepackage{amsmath}                \usepackage{amsmath} 
                                      \usepackage{wasysym}                                        \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}                                                         \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}                        \usepackage{wasysym}                \usepackage{wasysym}                \usepackage{wasysym}  
                                      \usepackage{amsfonts}                                      \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}                                                        \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}                       \usepackage{amsfonts}               \usepackage{amsfonts}               \usepackage{amsfonts}  
                                      \usepackage{amssymb}                                        \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}                                                         \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}                        \usepackage{amssymb}                \usepackage{amssymb}                \usepackage{amssymb}  
                                      \usepackage{amsbsy}                                           \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy}                                                          \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy}                         \usepackage{amsbsy}                 \usepackage{amsbsy}                 \usepackage{amsbsy} 
                                      \usepackage{upgreek}                                         \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek}                                                         \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek}                        \usepackage{upgreek}                \usepackage{upgreek}                \usepackage{upgreek} 
                                      \usepackage{mathrsfs}                                       \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs}                                                        \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs}                       \usepackage{mathrsfs}               \usepackage{mathrsfs}               \usepackage{mathrsfs} 
                                      \setlength{\oddsidemargin}{-69pt}               \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}                                            \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}           \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt}   \setlength{\oddsidemargin}{-69pt} 
                                      \begin{document}                                                 \begin{document}                    \begin{document}                    \begin{document}                                                             \begin{document}                    \begin{document}                    \begin{document}                            \begin{document}                    \begin{document}                    \begin{document} 
                                      }{}$\beta _2=-0{\cdot }5$\end{document}$          }{}$-0\cdot $\end{document}$518       }{}$\cdot $\end{document}$512       }{}$\cdot $\end{document}$502                                              }{}$-0\cdot $\end{document}$513       }{}$\cdot $\end{document}$358       }{}$\cdot $\end{document}$349             }{}$-0\cdot $\end{document}$505       }{}$\cdot $\end{document}$250       }{}$\cdot $\end{document}$243 
  ----------------------------------- ------------------------------------------ -- ----------------------------------- ----------------------------------- ----------------------------------- ---- ----------------------------------- ----------------------------------- ----------------------------------- ----------------------------------- ---- -- ----------------------------------- ----------------------------------- ----------------------------------- ----

We conducted an additional simulation study with five covariates. We set $\documentclass[12pt]{minimal}
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To evaluate the performance of the EM algorithm in even larger datasets, we set $\documentclass[12pt]{minimal}
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5.. Application {#s5}
===============

The Bangkok Metropolitan Administration conducted a cohort study of 1209 injecting drug users who were initially sero-negative for the HIV-1 virus. Subjects from 15 drug treatment clinics were followed from 1995 to 1998. At study enrolment and approximately every four months thereafter, subjects were assessed for HIV-1 sero-positivity through blood tests. As of December 1998 there were 133 HIV-1 sero-conversions and roughly 2300 person-years of follow-up.
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To select a transformation function, we vary $\documentclass[12pt]{minimal}
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Under either model, ageing reduces the risk of HIV-1 infection, whereas being male increases it. In addition, drug injection increases the risk. Finally, subjects who have recently been imprisoned have an elevated risk of HIV-1 infection.

Figure [2](#ASW013F2){ref-type="fig"}(b) shows the prediction of HIV-1 infection for a low-risk subject versus a high-risk subject. The low-risk subject is a 50-year-old female with no history of needle sharing, no drug injection in jail before recruitment, and no imprisonment during follow-up; the high-risk subject is a 20-year-old male with a history of needle sharing, drug injection in jail before recruitment, and imprisonment over time. The estimated probabilities of infection for the low-risk subject are similar under the proportional odds and proportional hazards models. For the high-risk subject, however, the proportional odds model yields slightly higher risks of infection than the proportional hazards model during the first part of the follow-up period, with the opposite being true during the later part of the follow-up period.

6.. Remarks {#s6}
===========

The presence of time-dependent covariates poses major computational and theoretical challenges. With time-dependent covariates, the parameters $\documentclass[12pt]{minimal}
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}{}$(k=1,\ldots ,m)$\end{document}$ in the likelihood function are entangled. As a result, the diagonal approximation to the Hessian matrix in the iterative convex minorant algorithm ([@ASW013C8]) is inaccurate, and the algorithm becomes unstable. By contrast, each iteration of our EM algorithm only solves a low-dimensional equation for $\documentclass[12pt]{minimal}
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          $\end{document}$ explicitly as weighted sums of Poisson rates. Thus, our algorithm is fast and stable. In extensive numerical studies we have never encountered nonconvergence. Our software is available at http://dlin.web.unc.edu/software.

Our theoretical development requires that the population average of the covariate process be smooth but allows individual covariate trajectories to be discontinuous. We treat $\documentclass[12pt]{minimal}
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            )$\end{document}$ is used repeatedly in the proofs. Besides time-dependent covariates, one major theoretical challenge is dealing with general interval censoring, which allows each subject to have a different number of monitoring times. In particular, the derivation of the least favourable direction for $\documentclass[12pt]{minimal}
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}{}$\beta $\end{document}$ requires careful consideration of the joint distribution for an arbitrary sequence of monitoring times, and the Lax--Milgram theorem is used to prove the existence of a least favourable direction. That theorem greatly simplifies the proof, in contrast to the approach of [@ASW013C8], even for case-2 data.

To apply the transformation model to real data, one must choose a transformation function. In the analysis of the Bangkok Metropolitan Administration HIV-1 data, we used the [aic]{.smallcaps} to select the transformation function, although the likelihood surface is fairly flat. It would be worthwhile to develop formal diagnostic procedures to check the appropriateness of the transformation function and other model assumptions. One possible strategy is to examine the behaviour of the posterior mean of the martingale residuals ([@ASW013C3]) given the observed intervals.

In many applications, the event of interest may occur repeatedly over time. Recurrent events under interval censoring are called panel count data, which have been studied by [@ASW013C15], [@ASW013C22] and [@ASW013C19], among others. There are also studies in which each subject can experience different types of events or where subjects are sampled in clusters such that the failure times with the same cluster are correlated. We are currently developing regression methods to handle such multivariate failure time data.

We are also extending our work to competing risks data. Indeed, the Bangkok Metropolitan Administration HIV-1 study contains information on HIV-1 infection by viral subtypes B and E, which are two competing risks. We propose to formulate the effects of potentially time-dependent covariates on the cumulative incidence functions of competing risks in the form of model ([1](#ASW013M1){ref-type="disp-formula"}). We will modify the EM algorithm to deal with multiple subdistribution functions and establish the asymptotic theory under suitable conditions.
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Now we are ready to prove Theorem 2. Proof of Theorem 2.It is helpful to introduce the following notation: $\documentclass[12pt]{minimal}
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                    \bigl[\mathbb P \{ l_{\beta}(\hat{\beta}, \hat\Lambda)\} -\mathbb P \{
                    l_{\beta}({\beta}_0, \Lambda_0)\}\bigr],\\ \mathbb G_n\{l_{\Lambda}(\hat{\beta},
                    \hat\Lambda)(h)\} &=-n^{1/2} \bigl[ \mathbb P\{l_{\Lambda}(\hat{\beta},
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                    \int_0^{U_k}\exp\{\hat{\beta}^{\rm T} Z(s)\}\,{\rm d}\hat\Lambda(s)-\int_0^{U_k}
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                    & =O\bigl(n^{1/2} |\hat{\beta}-\beta_0|^2+n^{-1/6}\bigr).
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