Abstract. We investigate the inverse spectral problem of recovering pencils of second-order differential operators on the half-line with turning point. Using the asymptotic distribution of the Weyl function, we give a formulation of the inverse problem and prove the uniqueness theorem for the solution of the inverse problem.
INTRODUCTION
We consider the differential equation y 00 ðxÞ þ ðq 2 RðxÞ þ iqq 1 ðxÞ þ q 0 ðxÞÞyðxÞ ¼ 0; x P 0; ð1Þ on the half-line with nonlinear dependence on the spectral parameter q. Let a P 1, and RðxÞ ¼ À1; 0 6 x < a;
x À 1; x P a; & ð2Þ
i.e., the sign of the weight-function changes in an interior point x = a, which is called the turning point. The functions q j (x), j = 0,1, are complex-valued, q 1 (x) is absolutely continuous and ð1 þ xÞq ðlÞ j 2 Lð0; 1Þ for 0 6 l 6 j 6 1. Differential equations with spectral parameter and turning point arise in various problems of mathematics (see, for example, Tamarkin [7] ). The classical SturmLiouville operators with turning points in the finite interval have been studied fairly completely in Freiling and Schneider [2] . Indefinite differential pencils produce significant qualitative modification in the investigation of the inverse problem. Some aspects of the inverse problem theory for differential pencils without turning points were studied in Khruslov and Shepelsky [5] and Yurko [8] . In Freiling and Yurko [3, 4] , the inverse problem was investigated for differential equations with m turning points. Also the inverse problem was investigated for differential pencils with turning point and nonlinear dependence on the spectral parameter in Yurko [11, 12] . Here we investigate the uniqueness solution of the inverse problem with turning point when the weight-function changes in the linear form after turning point. As the main spectral characteristic for the boundary value problem, we introduce the so-called Weyl function.
In this paper, we will study the uniqueness theorem for Eq. (1) with spectral boundary condition. In Section 2, we determine the asymptotic forms of the solutions of Eq. (1) and derive characteristic function. In Section 3, we obtain the Weyl function and establish a formulation of the inverse problem. In Section 4, we prove the uniqueness theorem.
PRIMARY RESULTS
We consider the boundary value problem L for Eq. (1) on the half-line with the boundary condition
where the coefficients b 1 and b 0 are complex numbers and b 1 " ±1. Denote P± :¼{q: ±Imq > 0}, P 0 :¼{q:Imq = 0}. By the well-known method (see, Mennicken and Moller [6] ; Tamarkin [7] and Freiling and Yurko [4] ), we obtain a solution e(x,q) of the Eq. (1) (which is called the Jost-type solution) with the following properties:
Theorem 2.1. Eq. (1) has a unique solution y = e(x,q), q 2 P±, x P a, with the following properties:
1. For each fixed x P a, the functions e (m) (x,q), m = 0,1, are holomorphic for q 2 P + and q 2 P À (i.e., they are piecewise holomorphic).
2.
The functions e (m) (x,q), m = 0,1, are continuous for x P a; q 2 P þ and q 2 P À (we differ the sides of the cut P 0 ). In other words, for real q, there exist the finite limits Moreover, the functions e (m) (x,q), m = 0,1, are continuously differentiable with respect to q 2 P þ n f0g and q 2 P À n f0g. 3. For x ! 1; q 2 P AE n f0g; m ¼ 0; 1; 
Then the properties 1 À 2 remain true for x P 0.Let the functions u(x,q) and S(x,q) be the solutions of Eq. (1) 1 þ iða À 1Þ
QðxÞ ; x P a:
Proof. Denote P 1 AE :¼ fq : AEReq > 0g. It is known (see, Mennicken and Moller [6] and Tamarkin [7] ) that for x P a; m ¼ 0; 1; q 2 P 1 AE ; jqj ! 1; there exists a fundamental system of solutions {Y k (x,q)} k=1,2 of Eq. (1) 
Similarly for x 2 ½0; a; m ¼ 0; 1; q 2 P 1 AE ; jqj ! 1; there exists a fundamental system of solutions {y k (x,q)} k=1,2 of Eq. (1) Taking (8) and the initial conditions u(0,q) = 1, u 0 (0,q) = À (b 1 q + b 0 ) into account, we calculate
Substituting (8) and (11) in (9), we obtain the asymptotic formulae u ðmÞ ðx; qÞ; m ¼ 0; 1, as jqj ! 1, uniformly in x 2 [0,a]. Now using (7), (10) Substituting the coefficients B 1 (q), B 2 (q) and (7) in (10), we obtain u (m) (x,q), m = 0,1, as x P a, jqj ! 1. 
DðzÞ:
Moreover, the function D(q) is continuously differentiable for q 2 P AE n f0g.
Theorem 2.4. For jqj ! 1; q 2 P AE , the following asymptotical formula holds:
Proof. Taking the Birkhoff-type fundamental system of solutions {y k (x,q)} k=1,2 of Eq. (1) 
Using the Cramers rule, we calculate
Now, taking (8), (15) and coefficients H j (q), j = 1,2, we have for jqj ! 1; q 2 P AE ; x 2 ½0; a; e ðmÞ ðx; qÞ ¼ q
Together with (3) and (14) Denote
Theorem 2.6.
(1) For sufficiently large k, the function D(q) has simple zeros of the form
where
(2) The set K 0 coincides with the set of nonzero eigenvalues of L. For q k 2 K 0 , the functions e(x,q k ), u(x,q k ) are eigenfunctions and
(3) For real q " 0, L has no eigenvalues.
Proof. By virtue of Theorem 2.4, we have
DðqÞ ¼ fðqÞ þ gðqÞ;
Whereas for sufficiently large q, OEf(q)OE > OEg(q)OE, applying Rouche's theorem (see, Conway [1] ), the number of zeros of D(q) coincides with the number of zeros of f(q). Now, solving the equation f(q) = 0, we obtain for sufficiently large k,
, we obtain zeros of the form (16). For q k 2 K 0 , by virtue of (5) and (6) we result that lim xfi1 e(x,q k ) = 0. Thus q k is an eigenvalue. Since AEu(x,q),e(x,q)ae = 4(q), we arrive at (17). Overhand, let q k (complex value) be an eigenvalue and y(x,q k ) be a corresponding eigenfunction. Since U(y(x,q k )) = 0, lim xfi1 y(x,q k ) = 0, one gets y(x,q k ) = c k u(x,q k ), and y(x,q k ) = c k e(x,q k ) for c k " 0. Therefore this yields (17) and D(q) = U(e(x,q k )) = 0. To prove part 3, let q 0 " 0 be real, then the function e(x,q) does not vanish at infinity. Thus for real q " 0, BVP(L) has no eigenvalues. h
WEYL SOLUTION AND FUNCTION
We put /ðx; qÞ ¼ eðx; qÞ
that the function /(x,q) be a solution of Eq. (1) 
The function M(q) is regular in P AE n K 0 AE and continuous in P AE n K AE . As jqj ! 1; q 2 P AE ; we have
Using the initial conditions at the point x = 0, we get /ðx; qÞ ¼ Sðx; qÞ þ MðqÞuðx; qÞ; ð22Þ huðx; qÞ; /ðx; qÞi ¼ 1;
where AEy,zae = yz 0 À y 0 z. 
Since OEx ± yOE P OEOExOE À OEyOEOE, we have for
' jqjexpðÀjImqjaÞexpðjReqjaÞ ¼ CjqjexpðÀjImqjaÞexpðjReqjaÞ:
Now, taking (18) and (20), we infer for q 2 G d , j/ ðmÞ ðx; qÞj 6 Cjqj mÀ1 expðÀjReqjaÞexpðÀjImqjðx À aÞÞ; x P a; j/ ðmÞ ðx; qÞj 6 Cjqj mÀ1 expðÀjReqjxÞ; x 2 ½0; a;
Lemma 3.1 is proved. h Now we will study the inverse problem for the boundary value problem L. The inverse problem is formulated as follows:
Inverse Problem 3.2. Given the Weyl function M(q), construct the potentials q 1 (x), q 0 (x) and the coefficients b 1 , b 0 .
UNIQUENESS THEOREM
In this section, we prove the uniqueness theorem for the solution of the inverse problem from the given Weyl function. We agree that together with L = L(q 1 (x),q 0 (x),b 1 ,b 0 ), consider a boundary value problem e L ¼ Lðq 1 ðxÞ;q 0 ðxÞ;b 1 ;b 0 Þ of the same form but with different coefficients. Also if a certain symbol denotes an object related to L, then the corresponding symbol with tilde will denote the analogs' object related to e L. Proof. We consider the matrix P(x,q) (x,q) , k = 1,2, are entire in q for each fixed x P 0. It follows from Corollary 2.3, Lemma 3.1 and (25) that for x P 0, q 2 G d , jP 11 ðx; qÞj 6 C; jP 12 ðx; qÞj 6 Cjqj À1 :
Therefore P 11 (x,q) = P 1 (x) and P 12 (x,q) = 0 for each x P 0. Together with (24), we have for all x and q that [9, 10] ) on the properties of the Weyl function obtained above, one can obtain a procedure for the solution of the inverse problem along with necessary and sufficient conditions for its solvability.
