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Abstract
Recently, there is a growing interest in the study of median-based algorithms for distributed
non-convex optimization. Two prominent such algorithms include signSGD with majority vote,
an effective approach for communication reduction via 1-bit compression on the local gradients,
and medianSGD, an algorithm recently proposed to ensure robustness against Byzantine workers.
The convergence analyses for these algorithms critically rely on the assumption that all the
distributed data are drawn iid from the same distribution. However, in applications such as
Federated Learning, the data across different nodes or machines can be inherently heterogeneous,
which violates such an iid assumption.
This work analyzes signSGD and medianSGD in distributed settings with heterogeneous
data. We show that these algorithms are non-convergent whenever there is some disparity
between the expected median and mean over the local gradients. To overcome this gap, we
provide a novel gradient correction mechanism that perturbs the local gradients with noise,
together with a series results that provable close the gap between mean and median of the
gradients. The proposed methods largely preserve nice properties of these methods, such as the
low per-iteration communication complexity of signSGD, and further enjoy global convergence
to stationary solutions. Our perturbation technique can be of independent interest when one
wishes to estimate mean through a median estimator.
1 Introduction
In the past few years, deep neural networks have achieved great successes in many tasks including
computer vision and natural language processing. For many tasks in these fields, it may take weeks
or even months to train a model due to the size of the model and training data set. One practical
and promising way to reduce the training time of deep neural networks is using distributed training
[Dean et al., 2012]. A popular and practically successful paradigm for distributed training is the
parameter server framework [Li et al., 2014], where most of the computation is offloaded to workers
in parallel and a parameter sever is used for coordinating the training process. Formally, the goal of
such distributed optimization is to minimize the average of M different functions from M nodes,
min
x∈Rd
f(x) , 1
M
M∑
i=1
fi(x), (1)
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where each node i can only access information of its local function fi(·), defined by its local data.
Typically, such local objective takes the form of either an expected loss over local data distribution
(population risk), or an empirical average over loss functions evaluated over finite number of data
points (empirical risk). That is,
fi(x) =
∫
pi(ζ)l(x; ζ)dζ, or fi(x) =
1
K
K∑
k=1
l(x; ζi,k) (2)
where l(x; ζ) (resp. l(x; ζi,k)) is the cost evaluated at a given data point ζ (resp. ζi,k).
Similar to the parameter server paradigm, motivated by the use of machine learning models
on mobile devices, a distributed training framework called Federated Learning has become pop-
ular [Konečny` et al., 2016, McMahan et al., 2017, McMahan and Ramage, 2017]. In Federated
Learning, the training data are distributed across personal devices and one wants to train a model
without transmitting the users’ data due to privacy concerns. While many distributed algorithms
proposed for parameter server are applicable to Federated Learning, Federated Learning posed many
unique challenges, including the presence of heterogeneous data across the nodes, and the need to
accommodate asynchronous updates, as well as very limited message exchange among the nodes
and the servers. By heterogeneous data, we mean that either pi(ζ), or the empirical distribution
formed by {ζi,k}Kk=1 in (2), are significantly different across the local nodes. Clearly, when the data
is heterogeneous, we will have ∇fi(x) 6= ∇fj(x) and if local data are homogeneous, we will have
∇fi(x) = ∇fj(x) or ∇fi(x) ≈ ∇fj(x) when K is large.
Recently, two prominent first-order algorithms under the parameter server framework are
proposed. One is called signSGD (with majority vote) (see Algorithm 1) [Bernstein et al., 2018a],
which updates the parameters based on a majority vote of sign of gradients to reduce communication
overheads. The other one is called medianGD (see its generalized stochastic version in Algorithm
2, which we refer to as medianSGD [Yin et al., 2018]), which aims to ensure robustness against
Byzantine workers by using coordinate-wise median of gradients to evaluate mean of gradients.
Algorithm 1 signSGD (with M nodes)
1: Input: learning rate δ, current point xt
2: gt,i ← ∇fi(xt) + sampling noise
3: xt+1 ← xt − δ sign(∑Mi=1 sign(gt,i))
Algorithm 2 medianSGD (with M nodes)
1: Input: learning rate δ, current point xt
2: gt,i ← ∇fi(xt) + sampling noise
3: xt+1 ← xt − δmedian({gt,i}Mi=1)
At first glance, signSGD and medianSGD seem to be two completely different algorithms with
different update rules, designed for different desiderata (that is, communication-efficiency versus
robustness). Surprisingly, we show that signSGD can be viewed as updating variables along signed
median direction (sign(median({gt,i}Mi=1))), uncovering its hidden connection to medianSGD.
Currently, the analyses of both signSGD and medianSGD rely on the assumption of homoge-
neous data. signSGD is analyzed from the in-sample optimization perspective: it converges to
stationary points if stochastic gradients gt,i sampled from each worker follow the same distribution
[Bernstein et al., 2018a,b]. That is, at each given xt, ∇fi(xt) = ∇fj(xt), and the sampling noises
follow the same distribution. medianSGD is analyzed under the framework of population risk
minimization: it converges with an optimal statistical rate, but again under the assumption that
the data across the workers are iid [Yin et al., 2018].
However, in many modern distributed settings especially Federated Learning, data on different
worker nodes can be inherently heterogeneous. For example, users’ data stored on different worker
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nodes might come from different geographic regions, which induce substantially different data
distributions. In Federated Learning, the stochastic gradient gt,i from each device is effectively the
full gradient ∇fi(xt) evaluated on the user’s data (due to the small size of local data), which violates
the assumption of identical gradient distributions. Therefore, under these heterogeneous data
settings, data aggregation and shuffling are often infeasible, and there is very little understanding
on the behavior of both median-based algorithms.
From the fixed point perspective, median-based algorithms like signSGD, medianSGD, and
medianSGD drive the median of gradients to 0—that is, when median of gradients reaches 0, the
algorithms will not perform updates. When the median is close to the mean of gradients (the latter
is the gradient of the target loss function), it follows that the true gradient is also approximately 0,
and an approximate stationary solution is reached. The reason of assuming homogeneous data in
existing literature [Bernstein et al., 2018a,b, Yin et al., 2018] is exactly to ensure that the median
is close to mean. However, when the data from different workers are not drawn from the same
distribution, the potential gap between the mean and median could prevent these algorithms from
reducing the true gradient.
To illustrate this phenomenon, consider a simple one-dimensional example: 13
∑3
i=1 fi(x) ,
(x − ai)2/2, with a1 = 1, a2 = 2, a3 = 10. If we run signSGD and medianSGD with step size
δ = 0.001 and initial point x0 = 0.0005, both algorithms will produce iterates with large disparity
between the mean and median gradients. See Fig. 1 for the trajectories of gradient norms. Both
algorithms drive the median of gradients to 0 (signSGD finally converges to the level of step size
due to the use of sign in its update rule), while the true gradient remains a constant. In Sec. 5,
we provide further empirical evaluation to demonstrate that such disparity can severely hinder the
training performance.
(a) Trajectory of signSGD (b) Trajectory of medianSGD
Figure 1: Absolute value of mean and median of gradient vs iteration. (a) shows the trajectory of
signSGD (b) shows the trajectory of medianSGD
Our contribution. Motivated by the need to understand median-based algorithms under hetero-
geneous data settings, we investigate two questions: 1) in a distributed training environment, under
what conditions do signSGD and medianSGD work well? and 2) can we provide mechanisms
to close the convergence gap in these algorithms? Specifically, we analyze the convergence rate of
signSGD and medianSGD, with finite number of data samples per worker node, without assuming
the data on different workers are from the same distribution. Our contributions are summarized as
following.
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• signSGD as a median-based algorithm: We show that signSGD actually updates variables
along the direction of signed median of gradients, a fact that is crucial for its analysis, but has
not been recognized by existing literature so far.
• Non-convergence due to the gap between median and mean. We prove that signSGD
and medianSGD usually cannot converge to stationary points in the limit. Instead, they are
only guaranteed to find points whose gradient sizes are not vanishing, but in the order of the
difference between expected median and mean of gradients at different workers. Further, we show
that the non-convergence is not an artifact of analysis by providing examples where signSGD
and medianSGD does not converge due to the gap between median and mean.
• Bridging the gap between median and mean by adding controlled noise. We prove the
following key result: given an arbitrary set of numbers, if one adds unimodal and symmetric
noises with variance σ2, then the expected median of the resulting numbers will approach the
expected mean of the original numbers, with a rate of O(1/σ). In addition, the distribution of
the median will become increasingly symmetric as the variance of noise increases, with a rate of
O(1/σ2). This result could be of independent interest.
• Convergence of noisy signSGD and noisy medianSGD. By using the fact that expected
median converges to mean, and using a sharp analysis on the pdf of the noise on median, we
prove that noisy signSGD and noisy medianSGD can both converge to stationary points.
1.1 Related work
Distributed training and communication efficiency. Distributed training of neural nets has
become popular since the work of Dean et al. [2012], in which distributed SGD was shown to achieve
significant acceleration compared with SGD [Robbins and Monro, 1951]. As an example, Goyal
et al. [2017] showed that distributed training of ResNet-50 [He et al., 2016] can finish within an
hour. There is a recent line of work providing methods for communication reduction in distributed
training, including stochastic quantization [Alistarh et al., 2017, Wen et al., 2017] and 1-bit gradient
compression such as signSGD [Bernstein et al., 2018a,b]
Byzantine robust optimization. Byzantine robust optimization draws increasingly more at-
tention in the past a few years. Its goal is to ensure performance of the optimization algorithms
in the existence of Byzantine failures. Alistarh et al. [2018] developed a variant of SGD based on
detecting Byzantine nodes. Yin et al. [2018] proposed medianGD that is shown to converge with
optimal statistical rate. Blanchard et al. [2017] proposed a robust aggregation rule called Krum.
It is shown in Bernstein et al. [2018b] that signSGD is also robust against certain failures. Most
existing works assume homogeneous data. In addition, Bagdasaryan et al. [2018] showed that many
existing Byzantine robust methods are vulnerable to adversarial attacks.
Federated Learning. Federated Learning was initially introduced in Konečny` et al. [2016],
McMahan and Ramage [2017] for collaborative training of machine learning models without trans-
mitting users’ data. It is featured by high communication cost, requirements for failure tolerance
and privacy protection, as the nodes are likely to be mobile devices such as cell phones. Smith et al.
[2017] proposed a learning framework that incorporates multi-task learning into Federated Learning.
Bonawitz et al. [2019] proposed a system design for large scale Federated Learning.
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Non-convergence of signSGD. It is shown in Reddi et al. [2019] that Adam [Kingma and Ba,
2014] can diverge in some cases. Since signSGD is a special case of Adam, it can suffer the same
issue as Adam in general [Karimireddy et al., 2019]. However, it is shown in Bernstein et al. [2018b]
that when noise is unimodal and symmetric, signSGD can guarantee convergence.
2 Distributed signSGD and medianSGD
In this section, we give convergence analyses of signSGD and medianSGD for the problem defined
in (1), without any assumption on data distribution. All proofs of the results can be found in
Appendix A – C. We first analyze the convergence of the algorithms under the framework of
stochastic optimization. In such a setting, at iteration t, worker i can access a stochastic gradient
estimator gi(xt) (also denoted as gt,i for simplicity). Denote the collection of the stochastic gradients
to be {gt}, we make following assumptions for the analysis.
A1: The stochastic gradients obtained from different nodes are unbiased
E[gi(x)] = ∇fi(x) (3)
A2: The median of gradient estimators have bounded variance on each coordinate, i.e. ∀j ∈ [d],
E[‖median({gt})j − E[median({gt})j |xt]‖2] ≤ σ2m (4)
A3: f has Lipschitz gradient, i.e.
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖ (5)
A4: M is an odd number.
The assumptions A1 and A3 are standard for stochastic optimization. A4 is just to ensure that
signSGD can be rigorously viewed as a median-based algorithm (see Proposition 1). In stochastic
optimization, it is usually also needed to assume the gradient estimators have bounded variance. A2
is a variant of bounded variance for median-based algorithms. It is almost equivalent to assuming
bounded variance on the gradient estimator on each node, since the variance on the median will be
in the same order as the maximum variance on each individual node.
Notations: Given a set of vectors ai, i = 1, ..., n, we denote {ai}ni=1 to be the the set and
median({ai}ni=1) to be the coordinate-wise median of of the vectors. We also use median({a}) to
denote median({ai}ni=1) for simplicity. When v is a vector and b is a constant, v 6= b means none of
the coordinate of v equals b. Finally, (v)j denotes jth coordinate of v, sign(v) denotes the signed
vector of v. We use [N] to denote the set {1, 2, · · · , N}.
2.1 Convergence of signSGD and medianSGD
From the pseudo code of Algorithm 1, it is not straightforward to see how signSGD is related to
median of gradients, since there is no explicit operation for calculating median in the update rule of
signSGD. It turns out that signSGD actually goes along the signed median direction, which is
given by Proposition 1.
Proposition 1. When M is odd and median({gt}) 6= 0, we have
sign(
M∑
i=1
sign(gt,i)) = sign(median({gt})) (6)
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Thus, signSGD updates the variables base on sign of coordinate-wise median of gradients, while
medianSGD updates the variables toward the median direction of gradients. Though these two
algorithms are connected to each other, none of their behavior is well-understood. We provide the
convergence guarantee for these algorithms in Theorem 1 and Theorem 2, respectively.
Theorem 1. Suppose A1-A4 are satisfied, and define Df , f(1)−minx f(x). For signSGD with
δ =
√
Df√
LdT
, the following holds true
1
T
T∑
t=1
E[‖∇f(xt)‖1] ≤ 32
√
dLDf√
T
+ 2 1
T
T∑
t=1
E[‖E[median({gt})]|xt]−∇f(xt)‖1] + 2dσm (7)
One key observation from Theorem 1 is that, as T goes to infinity, the RHS of (7) is dominated
by the difference between median and mean and the standard deviation on the median.
We remark that under the assumption that the gradient estimators from different nodes are
drawn from the same distribution in signSGD, the analysis recovers the bound in Bernstein et al.
[2018a]. This is because when the mean of the gradient esimators are the same, we have:
E[median({gt})|xt] = E[∇f(xt)].
Further, if the noise on each coordinate of local gradients has variance bounded by σ2l , then
σm = O(σl/
√
M) (see Theorem 1.4.1 in Miller [2017]). Thus (7) becomes
1
T
T∑
t=1
E[‖∇f(xt)]‖1 ≤ 32
√
dLDf√
T
+ dO( σl√
M
) (8)
which recovers the convergence rate in Bernstein et al. [2018a]. Under minibatch setting, we can
further set the minibatch size to be O(
√
T ) to make σl proportional to O(1/
√
T ).
Theorem 2. Suppose A1-A4 are satisfied, define Df , f(1)−minx f(x). Assume |E[median({gt})j |xt]−
∇f(xt)j | ≤ C, ∀j ∈ [d], set δ = min( 1√Td ,
1
3L), medianSGD yields
1
T
T∑
t=1
E[‖∇f(xt)‖2] ≤2
√
d√
T
Df + 3L
√
d√
T
(σ
2
m
d
+ C2) + 2
T
T∑
t=1
E[‖∇f(xt)− E[median({gt})|xt]‖2]
+ 2
T
T∑
t=1
E[‖E[median({gt})|xt]‖‖∇f(xt)− E[median({gt})|xt]‖] (9)
As T increases, the RHS of (9) will be dominated by the terms involving the difference between
expected median of gradients and the true gradients. In the case where the gradient from each node
follows the same symmetric and unimodal distribution, the difference vanishes and the algorithm
converges to a stationary point with a rate of
√
d√
T
.
However, when the gap between expected median of gradients and the true gradients is not zero,
our results suggest that both signSGD and medianSGD can only converge to solutions where the
size of the gradient is upper bounded by some constant related to the median-mean gap.
2.2 Tightness of the convergence analysis
Our convergence analysis suggests that it is difficult to make the upper bounds on the average size
of the gradient of signSGD and medianSGD go to zero. However, it is by no means clear whether
this gap is an artifact of our analysis, or it indeed exists in practice.
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We answer this question by providing examples to demonstrate that such convergence gap
indeed exists, thus showing that the gap in the convergence analysis is inevitable unless additional
assumptions are enforced. The proof for the results below are given in Appendix D.
Theorem 3. There exists a problem instance where signSGD converges to a point xˆ∗ with
‖∇f(xˆ∗)‖1 ≥ 1
T
T∑
t=1
E[‖E[median({gt})]]−∇f(xt)‖1] ≥ 1. (10)
and medianSGD converges to
‖∇f(xˆ∗)‖2 ≥ 1
T
T∑
t=1
E[‖E[median({gt})]]−∇f(xt)‖2] ≥ 1. (11)
At this point, it appears to be hopeless to make signSGD and medianSGD converge to
stationary solutions, unless assuming the expected median of gradients is close to the mean, as has
been done in many existing works [Bernstein et al., 2018a,b, Yin et al., 2018]. Unfortunately, this
assumption may not be valid for important applications such as Federated Learning, where the data
located at different workers are not i.i.d. and they cannot be easily shuffled.
3 Convergence of median towards the mean
In the previous section, we saw that there could be a convergence gap depending on the difference
between expected median and mean for either signSGD or medianSGD.
In the following, we present a general result showing that the expected median and the mean
can be closer to each other, if some random noise is properly added. This is the key leading to
our proposed perturbation mechanism, which ensures signSGD and medianSGD can converge
properly.
Theorem 4. Assume we have a set of numbers u1, .., u2n+1. Given a symmetric and unimodal
noise distribution with mean 0, variance 1. Denote the pdf of the distribution to be h0(z) and cdf
to be H0(z). Suppose h′0(z) is uniformly bounded and absolutely integrable. Draw 2n+ 1 samples
ξ1, ..., ξ2n+1 from the distribution h0(z). Define random variable uˆi = ui + bξi,
(a) We have
E[median({uˆi}2n+1i=1 )] =
1
2n+ 1
2n+1∑
i=1
ui +O
(
maxi,j |ui − uj |2
b
)
, (12)
Var(median({uˆi}2n+1i=1 )) = O(b2). (13)
(b) Further assume h′′0(z) is uniformly bounded and absolutely integrable. Denote rb(z) to be the pdf
of the distribution of median({uˆi}2n+1i=1 ) and u¯ , 12n+1
∑2n+1
i=1 ui, we have
rb(u¯+ z) =
1
b
g(z
b
)︸ ︷︷ ︸
symmetric part
+ 1
b
v(z
b
)︸ ︷︷ ︸
asymmetric part
(14)
where g(z) ,
2n+1∑
i=1
h0(z)
∑
S∈Si
∏
j∈S
H0(z)
∏
k∈[n]\{i,S}
H0(−z) (15)
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being the pdf of sample median of 2n+ 1 samples drawn from distribution h0(z) which is symmetric
over 0, and the asymmetric part satisfies∫ ∞
−∞
1
b
|v(z
b
)|dz = O
(
maxi |u¯− ui|2
b2
)
(16)
Eq. (12) is one of the key results of Theorem 4, i.e., the difference between the expected median
and mean shrinks with a rate of O(1/b) as b grows. Another key result of the distribution is (16),
which says the pdf of the expected median becomes increasingly symmetric and the asymmetric
part diminishes with a rate of O(1/b2). On the other hand, Eq (13) is somewhat expected since
the variance on the median should be at the same order as individual variance, which is O(b2).
It is worth mentioning that Gaussian distribution satisfies all the assumptions in Theorem 4.
In addition, although the theorem is based on assumptions on the second order differentiability
of the pdf, we observe empirically that, many commonly used symmetric distribution with non-
differentiable points such as Laplace distribution and uniform distribution can also make the pdf
increasingly symmetric and make the expected median closer to the mean, as b increases.
4 Convergence of Noisy signSGD and Noisy medianSGD
From Sec. 3, we see that the gap between expected median and mean will be reduced if sufficient
noise is added. Meanwhile, from the analysis in Sec. 2, medianSGD and signSGD will finally
converge to some solution whose gradient size is proportional to the above median-mean gap .
Can we combine these results, so that we inject noise to the (stochastic) gradients to improve the
convergence properties of median-based methods? The answer is not immediately clear, since for
this approach to work, the injected noise has to be large enough so that the mean-media gap is
reduced quickly, while it has to be small enough to ensure that the algorithm still converges to a
good solution.
In this section, we propose and analyze the following variants of signSGD and medianSGD,
where symmetric and unimodal noises are injected on the local gradients. By performing a careful
analysis, we identify the correct amount of noise to be injected, so that the algorithm converges
with a suitable rate to any prescribed size of gradient.
Algorithm 3 Noisy signSGD
Input: learning rate δ, current point xt
gt,i = ∇fi(xt) + bξt,i
xt+1 ← xt − δ sign(∑Mi=1 sign(gt,i))
Algorithm 4 Noisy medianSGD
Input: learning rate δ, current point xt
gt,i = ∇fi(xt) + bξt,i
xt+1 ← xt − δmedian({gt,i}Mi=1)
Remark on the source of noise: The above algorithms still follow the update rule of
signSGD and medianSGD, just that the noises on the gradients follows some distributions with
good properties described in Section 3. The easiest way to realize such noise is to let workers
artificially inject the noise on their gradients. In machine learning applications, a more natural way
to inject the noise is through data sub-sampling when evaluating the gradient (signSGD is already
doing this!). It is shown in Bernstein et al. [2018a] that the noise on gradient obtained through
sub-sampling is approximate unimodal and symmetric which is the main assumption in Theorem
4. Intuitively, approximate unimodal and symmetric noise may also help reduce the gap between
expected median and mean of gradients. Though this is not a rigorous argument, we show later
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in Section 5 that sub-sampling indeed help in practice under the situation of heterogeneous data.
Our analysis assumes each worker evaluates the local full gradients ∇fi(xt) for simplicity, and we
provide a discussion on how to prove convergence after combining perturbation with sub-sampling in
Section 6. Note that in our main application of Federated Learning, one usually computes ∇fi(xt)
due to the small size of local data.
Theorem 5 and Theorem 6 provides convergence rates for Noisy signSGD and Noisy medi-
anSGD, when the standard deviation of the noise is chosen to be O(T 1/4).
Theorem 5. Suppose A1, A3, A4 are satisfied and |∇fi(xt)j | ≤ Q,∀t, j. When each ξt,i is sampled
iid from a symmetric and unimodal distribution with mean 0, variance 1 and pdf h(z). If h′(z) and
h′′(z) are uniformly bounded and absolutely integrable. Set b = T 1/4d1/4 and δ = 1/
√
Td. Define σ
to be standard deviation of median of 2n+1 samples drawn from h(z), Wt to be the set of coordinates
j at iteration t with |∇f(xt)j |bσ ≥ 2√3 , we have the following estimate
1
T
T∑
t=1
( ∑
j∈Wt
T 1/4d1/4|∇f(xt)j |+
∑
j∈[d]\Wt
∇f(xt)2j
)
≤ O
(
d3/4
T 1/4
)
(17)
Theorem 5 indicates the large coordinates of the gradient will shrink quite fast with a rate of√
d√
T
, until it is small compared with the variance. Note that the variance of the injected noise will
be quite large if T or d is large enough. In this case, σ is large, Wt will be mostly empty and the
convergence measure of signSGD become the classical squared L2 norm of gradients. It converges
with a rate of O(d3/4/T 1/4) which is O(T 1/4d1/4) slower compared with SGD (which has a rate of
O(
√
d/
√
T ) when assuming coordinate-wise bounded variance).
Theorem 6. Suppose A1, A3, A4 are satisfied and |∇fi(xt)j | ≤ Q,∀t, j. When each coordinate of
ξt,i is sampled iid from a symmetric and unimodal distribution with mean 0, variance 1 and pdf
h(z). If h′(z) is uniformly bounded and absolutely integrable. Set b = T 1/4d1/4 and δ = 1/
√
Td,
pick R uniformly randomly from 1 to T , for medianSGD, we have
E
[‖∇f(xR)‖2] ≤ O( d3/4
T 1/4
)
(18)
Theorem 6 shows that under suitable parameter setting, medianSGD converges with the same
rate as signSGD. This is not surprising since both are median-based algorithms, and the diminishing
speed of the gap between median and mean is controlled by how much noise is added.
Remark on the amount of noise: In Theorem 5 and Theorem 6, the variance of the noise
must depend on T and goes to ∞ with T to guarantee convergence to stationary points in the limit.
This is because a constant variance can only reduce the gap between expected median and mean by
a constant factor, guaranteeing a small but non-zero gradient, which is not strong enough to be
a stationary point. However, in practice, a constant variance is usually enough for problems such
as neural network training. This is due to at least following three reasons. i). The gap usually
shrinks faster than the rates in Theorem 4, since Theorem 4 is a worst case analysis. ii). For
over-parameterized neural nets, the gradients on each data point are usually small at local minima
when every data point is well-classified, implying a small gap between expected median and mean of
gradients around local minima. iii). Early stopping is usually used to prevent overfiting, therefore
optimization algorithms will stop when the gradient is small instead of being exactly zero.
5 Experiments
In this section, we show how noise helps the practical behavior of the algorithm. Since signSGD is
better studied empirically and medianSGD is more of theoretical interest so far, we use signSGD
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to demonstrate the benefit of injecting noise. Our distributed experiments are implemented via
Message Passing Interface (MPI) and related to training two-layer neural networks using the MNIST
data set. The data distribution on each node is heterogeneous, i.e., each node only contains exclusive
data for one or two out of ten categories.
We first study the asymptotic performance of different algorithms, where we use a subset of
MNIST and train neural networks until convergence. We compare Noisy signSGD (Algorithm 3)
with different b (i.e. adding random Gaussian noise with different standard deviation), signSGD
with sub-sampling on data, and signSGD without any noise. We see that signSGD without noise
stuck at some point where gradient is a constant (the median should be oscillating around zero).
At the same time, both Noisy signSGD or signSGD with sub-sampling drive the gradient to be
small. It should be noticed that the signSGD without noise converges to solutions where the sizes
of the gradients are quite large, compared with the amount of noise added by Noisy signSGD
or signSGD with sub-sampling. Thus, the exploration effect of the noise may also contribute to
making the final gradient small, since the noise added is not strong enough to bridge the gap.
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Figure 2: MNIST comparison of signSGD with/without noise. We train a two-layer fully connected neural
network on a small subset of MNIST distributed over 5 machines, each machine has 100 data points.
In the second experiment, we examine the performance of Noisy signSGD in a more realistic
setting, where the full MNSIT dataset is used, and the training/testing accuracies are also compared.
As mentioned in the previous section, early stopping is usually used for preventing over fitting and
the optimization stops when the gradient is a constant. From this perspective, the perturbation
may not be necessary since the gap between median and mean may be tolerable. However, from the
results in Figure 3, we can see that both training accuracy and test accuracy of signSGD without
noise are very poor. The perturbation indeed help improve the classification accuracy in practice.
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Figure 3: MNIST comparison of signSGD with and without noise. We train a two-layer fully connected
neural network on MNIST dataset distributed over 10 machines.
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6 Conclusion and discussion
In this paper, we uncover the connection between signSGD and medianSGD by showing signSGD
is a median-based algorithm. We also show that when the data at different nodes come from different
distributions, the class of median-based algorithms suffers from non-convergence caused by using
median to evaluate mean. To fix the non-convergence issue, We provide a perturbation mechanism to
shrink the gap between expected median and mean. After incorporating the perturbation mechanism
into signSGD and medianSGD, we show that both algorithms can guarantee convergence to
stationary points with a rate of O(d3/4/T 1/4). To the best of our knowledge, this is the first time
that median-based methods, including signSGD and medianSGD, are able to converge with
provable rate for distributed problems with heterogeneous data. The perturbation mechanism can
be approximately realized by sub-sampling of data during gradient evaluation, which partly support
the use of sub-sampling in practice. We also conducted experiments on training neural nets to show
the necessity of the perturbation mechanism and sub-sampling.
After all the analysis in the paper, several open questions remain, as we discuss them below. We
plan to address these questions in our future works.
Combining the perturbation with sub-sampling? We believe that it should be possible to
combine the proposed perturbation technique with the sub-sampling technique used in training, as
the expectation of average of sub-sampled gradients from different workers is the true gradient. If one
dive into the analysis, one may notice that the analysis of medianSGD depends on characterizing
the scaling of variance on median, while that for signSGD depends on bounding the asymmetricity
of pdf of median. For medianSGD, the variance will not change much with sub-sampling, since
sub-sampling creates at most a constant variance. For signSGD, bounding asymmetricity is tricky:
the distribution of noise on the median under the perturbation plus sub-sampling is a convolution
of pdf of median of sub-sampled gradients and the pdf of the noisy median conditioned on the
sub-sampled gradients. When there are a finite number of data to sub-sample, pdf of median
of sub-sampled gradients is a summation of shifted delta distribution. Thus the pdf of median
is actually a shifted sum of the pdf of noisy median conditioned on sub-sampled gradients. One
can use Taylor expansion on pdf to show that if pdf of noisy median conditioned on sub-sampled
gradients is symmetric, the pdf of median will become increasingly symmetric as the variance
grows. Combining with our current results saying that the asymmetric part of pdf of noisy median
conditioned on sub-sampled gradients dimishes as variance grows. It could be proved that pdf of
sample median is symmetric and it will approach mean as variance increases. With symmetricity on
pdf, the convergence of signSGD could be expected. Although more efforts are required to make
the analyses rigorous, one could expect both signSGD and medianSGD work under sub-sampling
plus noise perturbation. Additionally, incorporating geometry of neural nets into the analysis could
also provide more insights on how to set the noise level and sub-sampling adaptively.
Is perturbation mechanism Byzantine robust? We give an intuitive analysis here. First of
all, medianSGD converges to stationary points of the population risk as the number of data grows,
when data are drawn iid. When the data are heterogenous, due to the gap between median and
mean of gradients, it also suffers from a convergence gap on population risk. The perturbation
mechanism and sub-sampling could diminish this gap when there is no Byzantine workers. On the
other hand, the strongest attack that Byzantine nodes can do for median-based algorithms, is to
send gradients with extreme values simultaneously, shifting the median to kth ordered statistic
(k ∈ [2n + 1] depending on number of Byzantine nodes) of the stochastic gradients from good
workers. As the noise increases, the difference between median and kth order statistic will also
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increase which means the algorithms may be more vulnerable to Byzantine workers. Thus, there
may be a trade-off between Byzantine robustness and the performance of the algorithm without
Byzantine workers.
What is the best distribution for perturbation? We found in experiments that Gaussian
distribution, Laplace distribution and uniform distribution all works well, but analyzing the latter
two is more difficult due to the non-differentiable points.
Other applications and connections to dither? As mentioned, our perturbation mechanism
is a general approach to decrease the difference between expected median and mean, it will be
interesting to see more applications of the approach. Further, we found our perturbation mechanism
share some similarity with "dither" [Wannamaker et al., 2000] which aims at reducing artifacts
in quantized signals by adding noise before quantization. It will also be interesting to investigate
deeper connections between dither and our perturbation mechanism.
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A Proof of Proposition 1
Suppose we have a set of numbers ak, k ∈ [M ], ak 6= 0,∀k and M is odd. We show the following
identity
sign
(
M∑
k=1
sign(ak)
)
= sign(median({ak}Mk=1)) (19)
To begin with, define bk, k ∈ [M ] to be a sequence of ak sorted in ascending order. Then we have
median({ak}Mk=1) = median({bk}Mk=1) = b(M+1)/2 (20)
and the following
sign
(
M∑
k=1
sign(ak)
)
=sign
(
M∑
k=1
sign(bk)
)
=sign
 sign(b(M+1)/2) + (M+1)/2−1∑
k=1
sign(bk) +
M∑
k=(M+1)/2+1
sign(bk)
 . (21)
Recall that bk is non-decreasing as it is a sorted sequence of ak with ascending order. If b(M+1)/2 > 0,
we have bk > 0,∀k > (M + 1)/2 and thus
M∑
k=(M+1)/2+1
sign(bk) =
M∑
k=(M+1)/2+1
1 = (M − 1)/2. (22)
Since ∑Mk=(M+1)/2+1 sign(bk) ≥∑Mk=(M+1)/2+1−1 = −(M − 1)/2, we have
sign(b(M+1)/2) +
(M+1)/2−1∑
k=1
sign(bk) +
M∑
k=(M+1)/2+1
sign(bk) ≥ ( sign(bk)) = 1 (23)
which means when median(ak) > 0,
sign
(
M∑
k=1
sign(ak)
)
= 1 (24)
Following the same procedures as above, one can also get when median(ak) < 0,
sign
(
M∑
k=1
sign(ak)
)
= −1 (25)
Thus,
sign
(
M∑
k=1
sign(ak)
)
= sign (median(ak)) (26)
when median(ak) 6= 0.
Applying the result above to each coordinate of the gradient vectors finishes the proof. 
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B Proof of Theorem 1
Let us define:
median({gt}) , median({gt,i}Mi=1). (27)
and
median({∇ft}) , median({∇fi(xt)}Mi=1). (28)
By A3, we have the following standard descent lemma in nonconvex optimization.
f(xt+1) ≤ f(xt) + 〈∇f(xt), xt+1 − xt〉+ L2 ‖xt+1 − xt‖
2 (29)
Substituting the update rule into (29), we have the following series of inequalities
f(xt+1) ≤ f(xt)− δ〈∇f(xt), sign(median({gt}))〉+ L2 δ
2d
= f(xt)− δ〈E[median({gt})], sign(median({gt}))〉
+ δ〈E[median({gt})]−∇f(xt), sign(median({gt}))〉+ L2 δ
2d
≤ f(xt)− δ‖E[median({gt})]‖1 + δ‖E[median({gt})]−∇f(xt)‖1
+ 2δ
d∑
j=1
|E[median({gt})j ]|I[sign(median({gt})j) 6= sign(E[median({gt})j ])]
+ L2 δ
2d (30)
where median({gt})j is jth coodrinate of median({gt}), and I[·] denotes the indicator function.
Taking expectation over all the randomness, we get
δE[‖E[median({gt})]‖1
≤ E[f(xt)]− E[f(xt+1)] + δE[‖E[median({gt})]]−∇f(xt)‖1]
+ 2δE
 d∑
j=1
|E[median({gt})j ]|P [sign(median({gt})j) 6= sign(E[median({gt})j ])]

+ L2 δ
2d (31)
Before we proceed, we analyze the error probability of sign
P [sign(median({gt})j) 6= sign(E[median({gt})j ])] (32)
This follows a similar analysis as in signSGD paper.
By reparameterization, we can have
median({gt})j = E[median({gt})j ] + ζt,j
with E[ζt,j ] = 0.
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By Markov inequality and Jensen’s inequality, we have
P [sign(median({gt})j) 6= sign(E[median({gt})j ])]
≤ P [|ζt,j | ≥ E[median({gt})j ]]
≤ E[|ζt,j |]
E[median({gt})j ]
≤
√
E[ζ2t,j ]
E[median({gt})j ] =
σm
E[median({gt})j ] (33)
where we assumed E[ζ2t,j ] ≤ σ2m.
Substitute (33) into (31), we get
δE[‖E[median({gt})]‖1]
≤ E[f(xt)]− E[f(xt+1)] + δE[‖E[median({gt})]]−∇f(xt)‖1] + 2δdσm + L2 δ
2d. (34)
Now we use standard approach to analyze convergence rate. Summing over t from 1 to T and divide
both sides by Tδ, we get
1
T
T∑
t=1
E[‖E[median({gt})]‖1]
≤ Df
Tδ
+ 1
T
T∑
t=1
E[‖E[median({gt})]]−∇f(xt)‖1] + 2dσm + L2 δd (35)
where here we defined Df , E[f(x1)] minx f(x)
Now set δ =
√
Df√
LdT
, we get
1
T
T∑
t=1
E[‖E[median({gt})]‖1]
≤ 32
√
dLDf√
T
+ 1
T
T∑
t=1
E[‖E[median({gt})]]−∇f(xt)‖1] + 2dσm (36)
Going one step further, and use the triangular inqaulity, we can easily bound the `1 norm of the
gradient as the following
1
T
T∑
t=1
E[‖∇f(xt)‖1] ≤ 32
√
dLDf√
T
+ 2 1
T
T∑
t=1
E[‖E[median({gt})]]−∇f(xt)‖1] + 2dσm (37)
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C Proof of Theorem 2
By the gradient Lipschitz continuity and the update rule, we have
f(xt+1)
≤f(xt)− δ〈∇f(xt),median({gt})〉+ L2 δ
2‖median({gt})‖2
=f(xt)− δ‖∇f(xt)‖2 + δ〈∇f(xt),∇f(xt)−median({gt})〉+ L2 δ
2‖median({gt})‖2
≤f(xt)− δ‖∇f(xt)‖2 + δ〈∇f(xt),∇f(xt)−median({gt})〉
+ 3L2 δ
2(‖median({gt})− E[median({gt})|xt]‖2 + ‖E[median({gt})|xt]−∇f(xt)‖2 + ‖∇f(xt)‖2)
Taking expectation, we have
E[f(xt+1)]− E[f(xt)]
≤− δE[‖∇f(xt)‖2] + δE[〈∇f(xt),∇f(xt)−median({gt})〉]
+ 3L2 δ
2E[‖median({gt})− E[median({gt})|xt]‖2]
+ 3L2 δ
2(E[‖E[median({gt})]−∇f(xt)‖2] + E[‖∇f(xt)‖2]) (38)
In addition, we have
E[〈∇f(xt),∇f(xt)−median({gt})〉]
=Ext [〈∇f(xt),∇f(xt)− E[median({gt})|xt]〉]
=Ext [〈∇f(xt)− E[median({gt})|xt],∇f(xt)− E[median({gt})|xt]〉]
+ 〈E[median({gt})|xt],∇f(xt)− E[median({gt})|xt]
≤E[‖E[median({gt})|xt]‖‖∇f(xt)− E[median({gt})|xt]‖] + E[‖∇f(xt)− E[median({gt})|xt]‖2]
(39)
Substitute (39) into (38), assuming |E[median({gt})j |xt]−∇f(xt)j | ≤ C and E[‖median({gt})j−
E[median({gt})j |xt]‖2] ≤ σ2m, we have
E[f(xt+1)]− E[f(xt)]
≤− (δ − 3L2 δ
2)E[‖∇f(xt)‖2] + δE[‖E[median({gt})|xt]‖‖∇f(xt)− E[median({gt})|xt]‖]
+ δE[‖∇f(xt)− E[median({gt})|xt]‖2]
+ 3L2 δ
2(σ2md+ C2d). (40)
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Setting δ = min( 1√
Td
, 13L), telescope sum and divide both sides by T (δ − 3L2 δ2), we have
1
T
T∑
t=1
E[‖∇f(xt)‖2]
≤2
√
d√
T
(E[f(x1)]− E[f(xT+1)]) + 2
T
T∑
t=1
E[‖E[median({gt})|xt]‖‖∇f(xt)− E[median({gt})|xt]‖]
+ 2
T
T∑
t=1
E[‖∇f(xt)− E[median({gt})|xt]‖2] + 3L
√
d√
T
(σ2m + C2) (41)
This completes the proof. 
D Proof of Theorem 3
In this section, we show that our analysis is tight, in the sense that the constant gap
1
T
T∑
t=1
E[‖E[median({gt})]]−∇f(xt)‖1] (42)
does exist in practice.
Consider the following problem
min
x∈R
f(x) , 13
3∑
i=1
1
2(x− ai)
2 (43)
with a1 < a2 < a3. In particular, fi(x) = 12(x − ai)2, so each local node has only one data point.
Since the entire problem is deterministic, and the local gradient is also deterministic (i.e., no
subsampling is available), we will drop the expectation below.
It is readily seen that the median of gradient is always x − a2. Therefore running signSGD
on the above problem is equivalent to running signSGD to minimize 13
∑3
i=1
1
2(x− a2)2. From the
Theorem 1 in Bernstein et al. [2018a], the signSGD will converge to x = a2 as T goes to ∞ and
δ = O( 1√
T
)).
On the other hand, at the point x = a2, the median of gradients median({gt}) is 0 but the
gradient of f(x) is given by
∇f(a2) = 13
3∑
i=1
(x− ai) = 13((a2 − a3) + (a2 − a1)) (44)
Recall that for this problem, we also have for any xt,
‖E[median({gt})]−∇f(xt)‖1
= ‖median({gt})−∇f(xt)‖1
=
∣∣∣∣∣xt − a2 − 13
3∑
i=1
(xt − ai)
∣∣∣∣∣ =
∣∣∣∣13(2a2 − a1 − a3)
∣∣∣∣ . (45)
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Comparing (44) and (45), we conclude that at a given point x = a2 (for which the signSGD will
converge to), we have
‖∇f(x)‖1 = 1
T
T∑
t=1
E[‖E[median({gt})]]−∇f(xt)‖1] =
∣∣∣∣13(2a2 − a1 − a3)
∣∣∣∣ . (46)
Substituting a1 = 0, a2 = 1, a3 = 5 (which satisfies a1 < a2 < a3 assumed the beginning) into (46)
finishes the proof for signSGD.
The proof for medianSGD uses the same construction as the proof of Theorem 3, i.e. we
consider the problem
min
x∈R
f(x) , 13
3∑
i=1
1
2(x− ai)
2 (47)
with a1 < a2 < a3. Then from the update rule of medianSGD, it reduces to running gradient
descent to minimize 12(x − a2)2. From classical results on convergence of gradient descent, the
algorithm will converge to x = a2 with any stepsize δ < 2/L.
At the point x = a2, the median of gradients is zero but ∇f(x) is
∇f(a2) = 13
3∑
i=1
(x− ai) = 13((a2 − a3) + (a2 − a1)). (48)
In addition, for any xt, the gap between median and mean of gradients satisfy
‖E[median({gt})]−∇f(xt)‖2
=
∣∣∣∣∣xt − a2 − 13
3∑
i=1
(xt − ai)
∣∣∣∣∣
2
=
∣∣∣∣13(2a2 − a1 − a3)
∣∣∣∣2 (49)
Combining all above, we have for x = a2, we get
‖∇f(x)‖2 = 1
T
T∑
t=1
E[‖E[median({gt})]]−∇f(xt)‖2] =
∣∣∣∣13(2a2 − a1 − a3)
∣∣∣∣2 . (50)
Setting a1 = 0, a2 = 1, a3 = 5 we get |13(2a2 − a1 − a3)|2 = 1 and the proof is finished.
E Proof of Theorem 4
E.1 Proof for (a)
Assume we have a set of numbers u1, .., u2n+1. Given a symmetric and unimodal noise distribution
with mean 0 and variance 1, denote its pdf to be h0(z) and its cdf to be H0(z). Draw 2n+ 1 samples
from the distribution ξ1, ..., ξ2n+1.
Given a constant b, define random variable uˆi = ui + bξi. Define u˜ , median({uˆi}2n+1i=1 ) and its
pdf and cdf to be h(z) and H(z), respectively. Define u¯ , 12n+1
∑2n+1
i=1 ui.
Denote the pdf and cdf of uˆi to be hi(z, b) and Hi(z, b). Since uˆi = ui + bξi is a scaled and
shifted version of ξi, given ξi has pdf h0(z) and cdf H0(z), we know hi(z, b) = 1bh0(
z−ui
b ) and
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Hi(z, b) = H0( z−uib ) from basic probability theory. In addition, from symmetricity of h0(z), we also
have 1−H0(z) = H0(−z).
Define pdf of u˜ to be h(z, b), from order statistic, we know
h(z, b) =
2n+1∑
i=1
hi(z, b)
∑
S∈Si
∏
j∈S
Hj(z, b)
∏
k∈[2n+1]\{i,S}
(1−Hk(z, b)) (51)
where Si is the set of all n-combinations of items from the set [2n+ 1] \ i.
To simplify notation, we write the pdf into a more compact form
h(z, b) =
∑
i,{J,K}∈S′i
hi(z, b)
∏
j∈J
Hj(z, b)
∏
k∈K
(1−Hk(z, b)) (52)
where the set S ′i is the set of all possible {J,K} with J being a combination of n items from
[2n+ 1] \ i and K = [2n+ 1] \ {J, i} and i ∈ [2n+ 1] is omitted.
Then the expectation of median can be calculated as
E[u˜]
=
∫ ∞
−∞
z
∑
i,{J,K}∈S′
i
hi(z, b)
∏
j∈J
Hj(z, b)
∏
k∈K
(1−Hk(z, b))dz
=
∑
i,{J,K}∈S′
i
∫ +∞
−∞
(bz + ui)
1
b
h0(z)
∏
j∈J
H0(z +
ui − uj
b
)
∏
k∈K
(1−H0(z + ui − uk
b
))bdz
=
∑
i,{J,K}∈S′
i
∫ +∞
−∞
(bz + ui)h0(z)
∏
j∈J
(
H0(z) +
ui − uj
b
h0(z) +
(ui − uj)2
2b2 h
′
0(z′j)
) ∏
k∈K
(
1−H0(z)− ui − uk
b
h0(z)− (ui − uj)
2
2b2 h
′
0(z′k)
)
dz
where the second inequality is due to a changed of variable from z to z−uib , the last inequality is due
to Taylor expansion and z′j ∈ [zj , zj + ui−ujσ ], z′k ∈ [zk, zk + ui−ukσ ].
Now we consider terms with different order w.r.t b after expanding the Taylor expansion.
First, we start with the terms that is multiplied by b, the summation of coefficients in front of
these terms equals
∑
i,{J,K}∈S′i
∫ +∞
−∞
zh0(z)
∏
j∈J
H0(z)n
∏
k∈K
(1−H0(z))ndz = 0
due to symmetricity of f over 0.
Then we consider the terms that are not multiplied by b, the summation of their coefficients
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equals ∑
i,{J,K}∈S′i
(ui − uj)(
∫ +∞
−∞
zh0(z)
∏
j∈J
H0(z)n−1
∏
k∈K
(1−H0(z))nh0(z)dz)
−
∑
i,{J,K}∈S′i
(ui − uj)(
∫ +∞
−∞
zh0(z)
∏
j∈J
H0(z)n
∏
k∈K
(1−H0(z))n−1h0(z)dz)
+
∑
i,{J,K}∈S′i
ui(
∫ +∞
−∞
h0(z)H0(z)n(1−H0(z))ndz)
=0 + 0 +
2n+1∑
i=1
ui
(
2n
n
)∫ +∞
−∞
H0(z)n(1−H0(z))ndH0(z)
due to the cancelling in the summation (i.e. ∑i,{J,K}∈S′i(ui − uj) = 0).
Further, we have
2n+1∑
i=1
ui
(
2n
n
)∫ +∞
−∞
H0(z)n(1−H0(z))ndH0(z)
(a)=
2n+1∑
i=1
ui
(
2n
n
)∫ 1
0
yn(1− y)ndy
=
2n+1∑
i=1
ui
(
2n
n
)
1
n+ 1
∫ 1
0
(1− y)ndyn+1
=
2n+1∑
i=1
ui
(
2n
n
)
1
n+ 1
(
−
∫ 1
0
yn+1d(1− y)n
)
(b)=
2n+1∑
i=1
ui
(
2n
n
)
n
n+ 1
∫ 1
0
yn+1(1− y)n−1dy
= · · ·
=
2n+1∑
i=1
ui
(
2n
n
)
n(n− 1) · · · 1
(n+ 1)(n+ 2) · · · 2n
∫ 1
0
y2ndy
=
2n∑
i=1
ui
(
2n
n
)
n!n!
(2n+ 1)! =
1
2n+ 1
2n+1∑
i=1
ui
where (a) is due to a change of variable from H0(z) to y and the omitted steps are just repeating
steps from (a) to (b).
In the last step, we consider the rest of the terms (terms multiplied by 1/b or higher order w.r.t.
1/b). Since h0, h′0 are bounded, for any non-negative integer p, q, k, there exists a constant c > 0
such that:∣∣∣∣∫ +∞−∞ zh0(z)(H0(z)ph0(z)qh′0(z′)k)dz
∣∣∣∣ ≤ ∫ +∞−∞ |z||h0(z)||(H0(z)ph0(z)qh′0(z′)k)|dz
≤ c
∫ +∞
−∞
|z|h0(z)dz
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= c(
∫ +1
−1
|z|h0(z)dz +
∫ +∞
1
|z|h0(z)dz +
∫ −1
−∞
|z|h0(z)dz)
≤ c(
∫ +1
−1
h0(z)dz +
∫ +∞
1
z2h0(z)dz +
∫ −1
−∞
z2h0(z)dz)
≤ c(
∫ +1
−1
h0(z)dz +
∫ +∞
−∞
z2h0(z)dz)
≤ c(
∫ +1
−1
h0(z)dz + 1)
≤ c [Here’s another constant still denoted as c]
And also∣∣∣∣∫ +∞−∞ h0(z)(H0(z)ph0(z)qh′0(z′)k)dz
∣∣∣∣ ≤ ∫ +∞−∞ h0(z)|H0(z)ph0(z)qh′0(z′)k|dz ≤ c′
∫ +∞
−∞
h0(z)dz = c′
for some constant c′.
Then the coefficient of rest of the terms are bounded by constant, and the order of them are at
least O(1b ). Therefore |E[median({uˆi}2n+1i=1 )− 12n+1
∑2n+1
i=1 ui]| = O(1b ) which proves (12).
Now we compute the order of the variance of median(uˆi) in terms of b
Var(median(uˆi))
=E[median(uˆi)2]− E[median(uˆi)]2
≤E[median(uˆi)2]
=
∑
i,{J,K}∈S′
i
∫ +∞
−∞
z2hi(z)
∏
j∈J
Hj(z)
∏
k∈K
(1−Hk(z))dz
=
∑
i,{J,K}∈Si
∫ +∞
−∞
(σz + ui)2h0(z)
∏
j∈J
H0(z +
ui − uj
σ
)
∏
k∈K
(1−H0(z + ui − uk
σ
))dz
=
∑
i,{J,K}∈Si
∫ +∞
−∞
(σz + ui)2h0(z)×
∏
j∈J
(
H0(z) +
ui − uj
σ
h0(z) +
(ui − uj)2
2σ2 h
′
0(z′j)
) ∏
k∈K
(
1−H0(z)− ui − uk
σ
h0(z)− (ui − uj)
2
σ2
h′0(z′k)
)
dz
where z′j ∈ [zj , zj + ui−ujσ ], z′k ∈ [zk, zk + ui−ukσ ]. Similar to the analysis in computing order of gap
between median and mean, we consider terms after expanding the multiple formula. Note that we
similarly have:∣∣∣∣∫ +∞−∞ z2h0(z)(H0(z)ph0(z)qh′0(z′)k)dz
∣∣∣∣ ≤ ∫ +∞−∞ z2h0(z)|(H0(z)ph0(z)qh′0(z′)k)|dz
≤ c
∫ +∞
−∞
z2h0(z)dz
= c
Therefore, after expansion and integration, the coefficients of any order of b are also bounded by
constant. Since the order of the terms w.r.t b are less than 2, we can conclude that the variance of
Median(uˆi) is of order O(b2) which proves (13).
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E.2 Proof for (b)
This key idea of the proof in part is similar to that for part (a). We use Taylor expansion to expand
different terms in pdf of sample median and identify the coefficient in front terms with different
order w.r.t. b. The difference is that instead of doing second order Taylor expansion on H0, we
also need to do it for h0, thus requiring h′′0 to be uniformly bounded and absolutely integrable. In
addition, not every higher order term is multiplied by h0(z), thus more efforts are required for
bounding the integration of higher order terms.
First, by a change of variable (change z to z−u¯b ), (51) can be written as
h(u¯+ bz, b) =
2n+1∑
i=1
1
b
h0(
u¯− ui
b
+ z)
∑
S∈Si
∏
j∈S
H0(
u¯− uj
b
+ z)
∏
k∈[2n+1]\{i,S}
H0(− u¯− uk
b
− z) (53)
Using the Taylor expansion on f , we further have
h0(
u¯− ui
b
+ z) = h0(z) + h′0(z)(
u¯− ui
b
) + h
′′
0(z1)
2 (
u¯− ui
b
)2 (54)
with z1 ∈ (z, u¯−uib + z) or z1 ∈ ( u¯−uib + z, z). Similarly, we have
H0(
u¯− uj
b
+ z) = H0(z) + h0(z)(
u¯− uj
b
) + h
′
0(z2)
2 (
u¯− uj
b
)2 (55)
and
H0(− u¯− uk
b
− z) = H0(−z)− h0(−z)(uk − u¯
b
)− h
′
0(−z3)
2 (
uk − u¯
b
)2 (56)
where z2 ∈ (z, u¯−ujb + z) or z2 ∈ (
u¯−uj
b + z, z), z3 ∈ (z, uk−u¯b + z) or z3 ∈ (uk−u¯b + z, z).
Substituting (54), (55), and (56) into (53), following similar argument as one can notice following
facts.
1. Summation of all zeroth order terms multiplied by 1/b is
1
b
2n+1∑
i=1
h0(z)
∑
S∈Si
∏
j∈S
H0(z)
∏
k∈[n]\{i,S}
H0(−z) (57)
2. All the terms multiplied by 1/b2 cancels with each other after summation due to the definition
of u¯. I.e.
2n+1∑
i=1
1
b
h′0(
u¯− ui
b
)
∑
S∈Si
H0(z)nH0(−z)n = 0 (58)
2n+1∑
i=1
1
b
h0(z)
∑
S∈Si
∑
j∈S
h0(z)(
u¯− uj
b
)H0(z)n−1H0(−z)n = 0 (59)
2n+1∑
i=1
1
b
h0(z)
∑
S∈Si
H0(z)n
∑
k∈[n]\{i,S}
h0(−z)( u¯− uk
b
)H0(−z)n−1 = 0 (60)
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3. Excluding the terms above, the rest of the terms are upper bounded by the order of O(1/b3).
Thus by another change of variable (change z to zb ), we have
h(u¯+ z, b) = 1
b
g(z
b
) + 1
b
v(z
b
) (61)
where
g(z) =
2n+1∑
i=1
h0(z)
∑
S∈Si
∏
j∈S
H0(z)
∏
k∈[n]\{i,S}
H0(−z) (62)
which is the pdf of sample median of 2n+ 1 iid draws from h0 and it is symmetric around 0 .
Further, observe that when h0(z), h′0(z), and h′′(z) are all absolutely upper bounded and
absolutely integrable, integration of absolute value of each high order term in v(z) can be upper
bounded in the order of O(maxi |u¯−ui|
2
b2 ). This is because each term in v(z) is at least multiplied
by 1/b2 and one of h0(z), h0(z), h′0(z), h′′0(z1), h′0(z2) and h′0(−z3) (z1, z2, z3 appears through
remainder terms of the Taylor’ theorem). The terms multiplied by h0(z), h0(−z), or h′0(z) absolutely
integrates into a constant. The terms multiplied only by the remainder terms in the integration are
more tricky, one need to rewrite the remainder term into integral form and exchange the order of
integration to prove that the term integrates the order of O(1/b2). We do this process for one term
in the following and the others are omitted.∫ ∞
−∞
h′′0(z1)
2 (
u¯− ui
b
)2H0(z)H0(−z)dx
≤
∫ ∞
−∞
∣∣∣∣h′′0(z1)2 ( u¯− uib )2
∣∣∣∣ ‖H0‖∞‖H0‖∞dx
=‖H0‖∞‖H0‖∞
∫ ∞
−∞
∣∣∣∣∣
∫ x+ u¯−ui
b
x
h′′0(t)(t− x)dt
∣∣∣∣∣ dx (63)
where the equality holds because h
′′
0 (z1)
2 (
u¯−ui
b )2 is the remainder term of the Taylor expansion when
approximating z + u¯−uib at z and we changed the remainder term from the mean-value form to the
integral form.
Without loss of generality, we assume u¯− ui ≥ 0 (the proof is similar when it is less than 0),
then we get ∫ ∞
−∞
∣∣∣∣∣
∫ x+ u¯−ui
b
x
h′′0(t)(t− x)dt
∣∣∣∣∣ dx
≤
∫ ∞
−∞
∫ x+ u¯−ui
b
x
|h′′0(t)||(t− x)|dtdx
=
∫ ∞
−∞
∫ t
t− u¯−ui
b
∣∣h′′0(t)∣∣|(t− x)|dxdt
=
∫ ∞
−∞
∫ t
t− u¯−ui
b
∣∣h′′0(t)∣∣(t− x)dxdt
=
∫ ∞
−∞
∫ t
t− u¯−ui
b
∣∣h′′0(t)∣∣(t− x)dxdt
=( u¯− ui
b
)2
∫ ∞
−∞
∣∣h′′0(t)∣∣ dt (64)
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which is ( u¯−uib )2 times a constant.
Thus, we have ∫ ∞
−∞
1
b
|v(z
b
)|dz =
∫ ∞
−∞
1
b
|v(z)|bdz = O(maxi |u¯− ui|
2
b2
) (65)
which completes this part. 
F Proof of Theorem 5
Use the fact that the noise on median is approximately unimodal and symmetric, one may prove
that signSGD can converge to a stationary point. With symmetric and unimodal noise, the bias in
signSGD can be alternatively viewed as a decrease of effective learning rate, thus slowing down the
optimization instead of leading a constant bias. This proof formalizes this idea by characterizing
the asymmetricity of the noise (O(1/σ2)) and then follow a sharp analysis for signSGD. The key
difference from Theorem 1 is taking care of the bias introduced by the difference between median
and mean.
Let us recall:
median({gt}) , median({(gt,i}Mi=1), (66)
median({∇ft}) , median({∇fi(xt)}Mi=1). (67)
where
gt,i = ∇fi(xt) + bξt,i (68)
where ξt,i is a d dimensional random vector with each element drawn i.i.d. from N(0, 1)
By (29), we have the following series of inequalities
f(xt+1)− f(xt)
≤− δ〈∇f(xt), sign(median({gt}))〉+ L2 δ
2d
=− δ
d∑
j=1
|∇f(xt)j |(I[sign(median({gt})j) = sign(∇f(xt)j)]− I[sign(median({gt})j) 6= sign(∇f(xt)j)])
+ L2 δ
2d (69)
where median({gt})j is jth coodrinate of median({gt}), and I[·] denotes the indicator function.
Taking expectation over all the randomness, we get
E[f(xt+1)]− E[f(xt)]
≤− δE
 d∑
j=1
|∇f(xt)j | (P [sign(median({gt})j) = sign(∇f(xt)j)]− P [sign(median({gt})j) 6= sign(∇f(xt)j)])

+ L2 δ
2d (70)
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Now we need a refined analysis on the error probability. In specific, we need an sharp analysis
on the following quantity
P [sign(median({gt})j) = sign(∇f(xt)j)]− P [sign(median({gt})j) 6= sign(∇f(xt)j)]. (71)
Using reparameterization, we can rewrite median({gt}) as
median({gt}) = ∇f(xt) + ξt (72)
where ξt is created by ξt,i’s added on the local gradients on different nodes.
Then, w.l.o.g., assume ∇f(xt)j ≥ 0 we have
P [sign(median({gt})j) 6= ∇f(xt)j ]
=P [(ξt)j ≤ −∇f(xt)j ]
=
∫ −∇f(xt)j
−∞
ht,j(z) (73)
where ht,j(z) is the pdf of the jth coordinate of ξt .
Similarly, we have
P [sign(median({gt})j) = ∇f(xt)j ]
=P [(ξt)j > −∇f(xt)j ]
=
∫ ∞
−∇f(xt)j
ht,j(z) (74)
From (15) and (16), we can split ht,j(z) into a symmetric part and a non-symmetric part which
can be written as
ht,j(z) = hst,j(z) + hut,j(z) (75)
where hst,j(z) is symmetric around 0 and hut,j(z) is not.
Therefore, from (74) and (73), we know that
P [sign(median({gt})j) = sign(∇f(xt)j)]− P [sign(median({gt})j) 6= sign(∇f(xt)j)]
=
∫ ∞
−∇f(xt)j
ht,j(z)−
∫ −∇f(xt)j
−∞
ht,j(z)
=
∫ ∞
−∇f(xt)j
hst,j(z) + hut,j(z)−
∫ −∇f(xt)j
−∞
hst,j(z) + hut,j(z)
=
∫ ∇f(xt)j
−∇f(xt)j
hst,j(z) +
∫ ∞
−∇f(xt)j
hut,j(z)−
∫ −∇f(xt)j
−∞
hut,j(z) (76)
where the last equality is due to symmetricity of hst,j(z), and the assumption that ∇f(xt)j is positive.
To simplify the notations, define a new variable zt,j with pdf hst,j , then we have∫ ∇f(xt)j
−∇f(xt)j
hst,j(z) = P [|zt,j | ≤ |∇f(xt)j |] (77)
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A similar result can be derived for ∇f(xt)j ≤ 0.
In addition, since the noise on each coordinate of local gradient satisfy Theorem 4, apply (16) to
each coordinate of the stochastic gradient vectors, we know that∫ ∞
−∞
|hut,j(z)| = O
(
maxi |∇fi(xt)j −∇f(xt)j |2
b2
)
(78)
and thus ∫ ∞
−∇f(xt)j
hut,j(z)−
∫ −∇f(xt)j
−∞
hut,j(z) = O
(
maxi |∇fi(xt)j −∇f(xt)j |2
b2
)
. (79)
To continue, we need to introduce some new definitions. Define
Wt,j =
|∇f(xt)j |
bσmid
(80)
where σmid is the variance of the noise with pdf (15), that is
g(z) =
2n+1∑
i=1
h0(z)
∑
S∈Si
∏
j∈S
H0(z)
∏
k∈[n]\{i,S}
H0(−z) (81)
By adapting Lemma 1 from Bernstein et al. [2018b] (which is an application of Gauss’s inequality),
we have
P [|zt,j | < |∇f(xt)j |] ≥
1/3 Wt,j ≥
2√
3
Wt,j√
3 otherwise
(82)
Thus, continuing from (70), we have
E[f(xt+1)]− E[f(xt)]
≤− δE
 d∑
j=1
|∇f(xt)j |(P [sign(median({gt})j) = sign(∇f(xt)j)]− P [sign(median({gt})j) 6= sign(∇f(xt)j)])

+ L2 δ
2d
≤− δE
 d∑
j=1
|∇f(xt)j |(P [|zt,j | < |∇f(xt)j |])

+ δE
 d∑
j=1
|∇f(xt)j |O
(
maxi |∇fi(xt)j −∇f(xt)j |2
b2
)+ L2 δ2d (83)
Define Df , f(x1)−minx f(x), telescope from 1 to T , set δ = 1/
√
Td, b = T 1/4d1/4, divide both
sides by Tδ, we have
1
T
T∑
t=1
E
 d∑
j=1
|∇f(xt)j |(P [|zt,j | < |∇f(xt)j |])

≤
√
d√
T
Df +
1
T
T∑
t=1
E
 d∑
j=1
|∇f(xt)j |O
(
maxi |∇fi(xt)j −∇f(xt)j |2√
Td
)+ L2
√
d√
T
(84)
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where the RHS is decaying with a speed of
√
d√
T
.
Further, substituting (82) and (80) into (84) and multiplying both sides of (84) by 3bσm, we
can get
1
T
T∑
t=1
∑
j∈Wt
T 1/4d1/4|∇f(xt)j |σm +
∑
j∈[d]\Wt
∇f(xt)2j

≤ 3σm d
3/4
T 1/4
Df + 3σm
1
T
T∑
t=1
E
 d∑
j=1
|∇f(xt)j |O
(
maxi |∇fi(xt)j −∇f(xt)j |2
T 1/4d1/4
)+ 3σmL2 d
3/4
T 1/4
= O( d
3/4
T 1/4
) (85)
which implies (17) since σm is a constant.

G Proof of Theorem 6
Following the same procedures as the Theorem 2, we can get
E[f(xt+1)]− E[f(xt)]
≤− (δ − 3L2 δ
2)E[‖∇f(xt)‖2] + δE[‖E[median({gt})|xt]‖‖∇f(xt)− E[median({gt})|xt]‖]
+ δE[‖∇f(xt)− E[median({gt})|xt]‖2] + 3L2 δ
2(σ2md+ C2d) (86)
which is the same as (40).
Sum over t ∈ [T ] and divide both sides by T (δ − 3L2 δ2), assume δ ≤ 13L , we get
1
T
T∑
t=1
E[‖∇f(xt)‖2]
≤ 2
Tδ
(E[f(x1)]− E[f(xT+1)]) + 2
T
T∑
t=1
E[‖E[median({gt})|xt]‖‖∇f(xt)− E[median({gt})|xt]‖]
+ 2
T
T∑
t=1
E[‖∇f(xt)− E[median({gt})|xt]‖2] + 3Ldδ(σ2m + C2) (87)
By (12) in Theorem 4, we know
E[‖∇f(xt)− E[median({gt})|xt]‖ = O(
√
d
b
) (88)
where
√
d is due to L2 norm. In addition, we have σ2m = O(b2) by (13) in Theorem 4. Assume
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E[median({gt})j |xt] ≤ Q and set b = T 1/4d1/4 and δ = T−3/4d−3/4, we get
1
T
T∑
t=1
E[‖∇f(xt)‖2]
≤ 2
Tδ
(E[f(x1)]− E[f(xT+1)]) +O
(
d
b
)
+O
(
d
b2
)
+O
(
δdb2
)
≤O
(
d3/4
T 1/4
+
√
d√
T
)
= O
(
d3/4
T 1/4
)
. (89)
H Details of the Implementation
Our experimentation is mainly implemented using Python 3.6.4 with packages MPI4Py 3.0.0,
NumPy 1.14.2 and TensorFlow 1.10.0. We use the Message Passing Interface (MPI) to implement
the distributed system, and use TensorFlow to implement the neural network. Up to 20 compute
cores of two Intel Haswell E5-2680 CPUs with 64 GB of Memory were used for experiments to
demonstrate the performance of the algorithm.
H.1 Dataset and pre-processing
In the simulation, we use the MNIST dataset1, which contains a training set of 60,000 samples,
and a test set of 10,000 samples, both are 28x28 grayscale images of the 10 handwritten digits. To
facilitate the neural network training, the original feature vector, which contains the integer pixel
value from 0 to 255, has been scaled to a float vector in the range (0, 1). The integer categorical
label is also converted to the binary class matrix (one hot encoding) for use with the categorical
cross-entropy loss.
H.2 Neural Network and Initialization
A two-layer fully connected neural network with 128 and 10 neurons for each layer is used in the
experiment. The initialization parameters are drawn from a truncated normal distribution centered
on zero, with variance scaled with the number of input units in the weight tensor (fan-in).
H.3 Parameter Tuning
We use constant stepsize and tuning the parameter from the set {1, 0.1, 0.01, 0.001}, in which 0.01
is used for Fig. 2 and 0.1 is used for Fig. 3.
1Available at http://yann.lecun.com/exdb/mnist/
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