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Abstract
In this paper we discuss SU(N) Chern-Simons theories at level k with both
fermionic and bosonic vector matter. In particular we present an exact calcu-
lation of the free energy of the N = 2 supersymmetric model (with one chiral
field) for all values of the ’t Hooft coupling in the large N limit. This is done by
using a generalization of the standard Hubbard-Stratanovich method because
the SUSY model contains higher order polynomial interactions.
Contents
1 Introduction 2
2 Chern-Simons theory with fundamental matter in the ’t Hooft limit 4
2.1 Action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Exact effective action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2.1 Gauge fixing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2.2 Method of functional Fourier transform for the large N limit . . . . 6
2.3 Exact solution of the gap equation . . . . . . . . . . . . . . . . . . . . . . 12
3 Finite temperature 13
3.1 Set up . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Exact self energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2.1 Self energy of fermionic field . . . . . . . . . . . . . . . . . . . . . . 14
3.2.2 Self energy of scalar field . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3 Exact free energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.3.1 Contribution from scalar field . . . . . . . . . . . . . . . . . . . . . 19
3.3.2 Contribution from fermionic field . . . . . . . . . . . . . . . . . . . 20
3.3.3 Contribution from interaction piece . . . . . . . . . . . . . . . . . . 21
3.4 Supersymmetric case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4.1 N = 2 case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4.2 N = 1 case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.5 Additional comments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4 Discussion 27
A Conventions 29
B Schwinger-Dyson equation 30
C On regularization 33
D Detailed calculation 33
D.1 ∆SBF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
D.2 Check of the solution of the gap equation . . . . . . . . . . . . . . . . . . . 34
D.3 Integration formulas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
E Diagrammatic analysis 38
F Supersymmetric Chern-Simons matter action 40
F.1 N = 2 case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
F.2 N = 1 case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
1
1 Introduction
Three dimensional conformal field theories are of great interest in the context of AdS/CFT
and dS/CFT correspondence [1], [2]. An important feature is the duality [3] between the
singlet sector of a vector model and a higher spin gravity theory [4–6]. A typical example
is the correspondence between the singlet sector of O(N) (U(N)) free/critical vector model
and Vasiliev theory defined on AdS4 with suitable boundary conditions [3, 7, 8]. Evidence
for this conjecture was provided by computing the correlation functions of the higher spin
gauge theory [9–11].
Subsequently vector matter was gauged along with the addition of a conformally in-
variant Chern-Simons term [12], [13]. This ensures that all operators and states of the
theory are gauge singlets. The corresponding dual higher spin theory also violates parity.
Supersymmetric extensions of parity violating Vasiliev type higher spin theories have been
recently constructed in [14]. Related works are [15, 16].
There are three main results in [12], where SU(N) level k Chern-Simons theory with
a single fermion was discussed in the large N limit: i) calculation of the thermal 2-point
functions and consequently a formula for the free energy as a function of the ’t Hooft
coupling and the temperature, ii) identification of the operator spectrum at large N with
an infinite set of single trace gauge invariant currents of integer spin s and dimension
s + 1 + O(1/N), iii) determination of the equation of the divergence of these currents,
which is schematically given by
∂ · j = 1
N
jj +
1
N2
jjj. (1.1)
Conservation and partial conservation of higher spin currents have been used to derive very
general results about current correlation functions in [17, 18].
The derivation of the thermodynamic results rested on the fact that i) the field theory
was defined on R2×S1 where one could choose the ‘light cone’ gauge1 in the non-thermal
directions and ii) on dimensional regularization working in 2 + 1 − ǫ dimensions. The
choice of the gauge enables a representation of the path-integral in terms of bilocal fields
which at the large N saddle point is the 2-point correlation function that solves the large
N Schwinger-Dyson equations.
This paper is a natural continuation of [12] by including not only a fundamental fermion
but also a fundamental scalar (Chern-Simons-scalar theories were considered in [13]). One
of our main motivations is to study the N = 2 supersymmetric (SUSY) theory with one
chiral field in the fundamental representation, which arises for special values of the param-
eters in this class of theories. In this case, the conformal symmetry is exactly preserved
[19].
The new features in the present study are the double trace Yukawa coupling and the
triple trace (sextic) coupling that appear in the Lagrangian. To deal with them we develop
a general method for carrying out path integrals in the large N limit that goes beyond the
standard Hubbard-Stratanovich method [20], [21] that applies to quartic interactions. This
general method is in fact valid for any polynomial action involving local as well as bilocal
1This gauge is explained in the main text, (2.6).
2
fields and uses two auxiliary conjugate fields of a functional Fourier transform. At the
large N saddle point these conjugate fields have the interpretation of the 2-point function
(at large N) and the corresponding self-energy. The saddle point equations can be shown
to be the Schwinger-Dyson equations at large N .
Our exact result for N = 2 SU(N) level k Chern-Simons theory with a fundamental
chiral multiplet, on R2 at temperature T , in the ’t Hooft limit is the following. The
self-energies of the scalar and fermion are
ΣB(p) = cT
2, ΣF (p) = fps + i
(
T 2c
p2s
− f 2
)
γ+p+, (1.2)
where γ+ = 1√
2
(γ1 + iγ2), p+ =
1√
2
(p1 − ip2), ps =
√
p21 + p
2
2 (p1, p2 are the components of
momentum in R2) and
f =
2λ
βps
(
log(2 cosh(
√
(βps)2 + c
2
))− log(2 sinh(
√
c
2
))
)
,
√
c = 2|λ| ln(coth
√
c
2
). (1.3)
The free energy density is
F = −NT
3
6π
(√
c
3
|λ| + 6
∫ ∞
√
c
dyy log(coth
y
2
)
)
. (1.4)
Note that the thermal mass c remains finite for all finite values of λ and only diverges as
c ∼ ln |λ| as λ → ∞. Similarly, the free energy is also finite and non-vanishing for all
finite values of λ. Its magnitude decreases monotonically from the free field value as |λ|
is increased and vanishes when |λ| → ∞. These results are consistent with the conformal
theory existing for all values of λ. This behavior is also different from that in [12], where
it was shown that for a fundamental fermion coupled to the CS gauge field the free energy
vanishes at |λ| = 1.
The rest of this paper is organized as follows. In Section 2, we present the exact solution
of SU(N) level k Chern-Simon theory coupling to fundamental scalar and fermion matter
in the ’t Hooft limit on R3. In particular, in Section 2.2.2 we present the general method
for doing the large N path integral in the presence of higher order interactions using a
functional Fourier transform. In Section 3, we solve the same system at finite temperature
by analyzing it onR2×S1. Most of the analysis in these sections is carried out for a general
theory consisting of one fermion and one scalar in the fundamental representation of the
gauge group with varying values of the ’t Hooft coupling, the Yukawa and sextic couplings.
In Section 3.4 we specialise to the N = 2 case and present the results explicitly for that
theory. Section 4 is devoted to discussion and future directions. Appendices contain the
conventions, technical details and consistency checks of the results in the main text.
Note added: While preparing this manuscript we became aware of the work of O.Aharony,
G.Gur-Ari and R.Yacoby [22]. We thank the authors for informing us in advance. We also
mention that the thermal partition function involving only the CS plus scalar fields has
also been calculated in [23].
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2 Chern-Simons theory with fundamental matter in
the ’t Hooft limit
2.1 Action
In this section we present the exact solution of Chern-Simons theory coupling to fundamen-
tal bosons and fermions with conformal symmetry in the ’t Hooft limit. For this purpose,
we specifically study SU(N) Chern-Simons gauge theory with level k coupled to a single
fundamental boson φ and fermion ψ on R3. The action is given by
S =
∫
d3x
[
iεµνρ
k
4π
Tr(Aµ∂νAρ − 2i
3
AµAνAρ) +Dµφ¯D
µφ+ ψ¯γµDµψ
+ λ4(ψ¯ψ)(φ¯φ) + λ
′
4(ψ¯φ)(φ¯ψ) + λ
′′
4
(
(ψ¯φ)(ψ¯φ) + (φ¯ψ)(φ¯ψ)
)
+ λ6(φ¯φ)
3
]
. (2.1)
Here Levi-Civita symbol εµνρ is normalized as ε123 = ε
123 = 1. The covariant derivative
acts on fields as follows (See Appendix A for relevant conventions).
Dµφ = ∂µφ− iAaµT aφ, Dµφ¯ = ∂µφ¯+ iAaµφ¯T a, (2.2)
Dµψ = ∂µψ − iAaµT aψ, Dµψ¯ = ∂µψ¯ + iAaµψ¯T a. (2.3)
The ’t Hooft limit is defined by
N, k →∞ with λ := N
k
fixed. (2.4)
Accordingly we define the coupling constants by
λ4 =
x4
κ
, λ′4 =
x′4
2κ
, λ′′4 =
x′′4
4κ
, λ6 =
x6
(2κ)2
, (2.5)
where we have set κ = k
4π
. We keep the coefficients x4, x
′
4, x
′′
4, x6 of order one in the ’t
Hooft limit. Note in advance that the relevant coefficients to the self energy and the free
energy are x4, x6 and the others do not matter in the ’t Hooft limit.
2.2 Exact effective action
2.2.1 Gauge fixing
The first important step to solve the gauge theory is gauge fixing. Since the gauge theory
is being defined in R2 × R1 or R2 × S1 we fix the gauge degrees of freedom by using
the following method. We first work with R1,1 × R1 or R1,1 × S1. R1,1 is a Lorentzian
space-time. Here we fix the light-cone gauge
A− :=
1√
2
(A1 + A2) = 0. (2.6)
4
Note that this gauge preserves Poincare symmetry in R1,1. In this gauge the Chern-Simons
gauge interaction vanishes and the gauge field component A+ =
1√
2
(A1 − A2) is linear in
the action. The action reduces to
S =
∫
d3x
[
k
2π
Aa+∂−A
a
3 − φ¯(∂23 + 2∂+∂−)φ+ ψ¯γµ∂µψ+
+ Aa+J
a
− + A
a
3J
a
3 + A
a
3A
b
3φ¯T
aT bφ
+ λ6(φ¯φ)
3 + λ4(ψ¯ψ)(φ¯φ) + λ
′
4(ψ¯φ)(φ¯ψ) + λ
′′
4
(
(ψ¯φ)(ψ¯φ) + (φ¯ψ)(φ¯ψ)
) ]
(2.7)
where Jaµ = i(φ¯T
a∂µφ − (∂µφ¯)T aφ) − iψ¯γµT aψ. Here and hereafter we omit the total
derivative terms by appropriate boundary conditions. Since A+ is linear, we can integrate
it out leading to the following constraint.
k
2π
∂−Aa3 + J
a
− = 0. (2.8)
To solve this we Fourier transform to momentum space
Aa3(p) =
2πi
kp−
Ja−(p), (2.9)
where p− is understood using the principle value prescription p− → p− + iǫ and
Ja−(p) = −
1
2
∫
d3q
(2π)3
((2q + p)−φ¯(−q)T aφ(q + p) + iψ¯(−q)γ−T aψ(q + p)). (2.10)
Plugging this back we obtain an action with the gauge field integrated out, which is denoted
by S1. At this point we analytically continue back from R
1,1 to R2. In terms of matter
content, the action S1 can be divided into three parts.
S1 = SB + SF + SBF . (2.11)
The first part SB consists only of bosonic fields and is given by
SB =
∫
d3q
(2π)3
(q2s + q
2
3)φ¯(−q)φ(q) +N
∫
d3P
(2π)3
d3q1
(2π)3
d3q2
(2π)3
C1(P, q1, q2)χ(P, q1)χ(−P, q2)
+N
∫
d3P1
(2π)3
d3P2
(2π)3
d3q1
(2π)3
d3q2
(2π)3
d3q3
(2π)3
C2(P1, P2, q1, q2, q3)χ(P1, q1)χ(P2, q2)χ(−P1 − P2, q3).
(2.12)
Here χ(P, q) is a bilinear of the scalar fields with the gauge index contracted
χ(P, q) =
1
N
φ¯(
P
2
− q)φ(P
2
+ q), (2.13)
where P represents the total momentum of the bilinear and q relative momentum. The
coefficients C1(P, q1, q2), C2(P1, P2, q1, q2, q3) are
C1(P, q1, q2) =
2πiN
k
(−P + q1 + q2)3(P + q1 + q2)−
(q1 − q2)− , (2.14)
C2(P1, P2, q1, q2, q3) =
4π2N2
k2
(P1 − P2 + 2q1 + 2q2)−(P1 + 2P2 + 2q2 + 2q3)−
(P1 + P2 + 2q1 − 2q2)−(P1 − 2q2 + 2q3)− +N
2λ6.
(2.15)
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The second part SF is constituted only from the fermionic fields. The action in the leading
order of large N limit is given by
SF =i
∫
d3q
(2π)3
ψ¯(−q)γµqµψ(q)
+
∫
d3p
(2π)3
d3q
(2π)3
d3r
(2π)3
−2πi
kp−
ψ¯(−q)γ−T aψ(q + p)ψ¯(−r)γ3T aψ(r + p)
=i
∫
d3q
(2π)3
ψ¯(−q)γµqµψ(q) +N
∫
d3P
(2π)3
d3q1
(2π)3
d3q2
(2π)3
8πiN
k(q1 − q2)− ξ−(P, q1)ξI(−P, q2),
(2.16)
where we used (A.1) and ξI(P, q), ξ−(P, q) are bilinear of the fermionic field with gauge
and spinor indices contracted.
ξI(P, q) =
1
2N
ψ¯(
P
2
− q)ψ(P
2
+ q), ξ−(P, q) =
1
2N
ψ¯(
P
2
− q)γ−ψ(P
2
+ q). (2.17)
The last term SBF involves both the bosonic and fermionic fields.
SBF = N
∫
d3P
(2π)3
d3q1
(2π)3
d3q2
(2π)3
2λ4Nχ(P, q1)ξI(−P, q2) + ∆SBF (η, η¯), (2.18)
where ∆SBF (η, η¯) includes fermionic bilinear operators η(P, q), η¯(P, q) defined by
η(P, q) =
1
N
φ¯(
P
2
− q)ψ(P
2
+ q), η¯(P, q) =
1
N
ψ¯(
P
2
− q)φ(P
2
+ q). (2.19)
The precise formulas are available in Appendix D.1. For the large N saddle points consid-
ered in this paper, the classical values of these fields η(P, q), η¯(P, q) vanish.
2.2.2 Method of functional Fourier transform for the large N limit
In the previous subsection we have integrated out the gauge fields from the action (2.1)
and obtained the action (2.11) containing bosonic and fermionic bilocal fields. This leads
to the complete elimination of the gauge field and the action is written entirely in terms
of bilocal fields:
N∑
m=1
ψ¯αm(x1)ψ
mβ(x2),
N∑
m=1
φ¯m(x1)φ
m(x2),
N∑
m=1
ψ¯αm(x1)φ
m(x2),
N∑
m=1
φ¯m(x1)ψ
mα(x2),
(2.20)
which are single trace operators, and kinetic parts like ψ¯γµ∂µψ, ∂
µφ¯∂µφ, and some local
terms. The appearance of bilocal fermionic and bosonic operators is a reflection of the fact
that this theory contains higher spin fields.
We now develop a general method for carrying out path integrals in the large N limit
for arbitrary polynomial interaction.2 It is best to illustrate the main idea of the method
2 Our method is an adaptation of a method developed for multi-trace unitary matrix model, see Section
5 of [24].
6
in a notationally simple example of bosonic fields.
Sex =
∫
d3x∂µφ¯∂
µφ+
∫
d3x1d
3x2d
3x3d
3x4K4(x1, x2, x3, x4)(φ¯(x1)φ(x2))(φ¯(x3)φ(x4))
+
∫
d3x1d
3x2 · · · d3x6K6(x1, x2, · · · , x6)(φ¯(x1)φ(x2))(φ¯(x3)φ(x4))(φ¯(x5)φ(x6)) + · · ·
=:
∫
d3x∂µφ¯∂
µφ+ V (φ¯φ). (2.21)
Introduce two conjugate fields α, µ such that
1 =
∫
Dαδ(α(x1, x2)− 1
N
φ¯(x1)φ(x2)) (2.22)
=
∫
DαDµ exp
[
i
∫
d3x1d
3x2µ(x1, x2)(α(x1, x2)− 1
N
φ¯(x1)φ(x2))
]
. (2.23)
We insert this identity into the partition function and integrate out the scalar fields φ and
φ¯
Zex =
∫
Dφ¯Dφ e−Sex (2.24)
=
∫
DαDµ exp
[
i
∫
µ · α− V (Nα)
]
×
∫
Dφ¯Dφ exp
[
i
∫
d3x1d
3x2
(
∂µφ¯∂
µφ− µ(x1, x2) 1
N
φ¯(x1)φ(x2)
)]
(2.25)
=
∫
DαDµ exp
[
N
(
i
∫
µ˜ · α− V˜ (α)−Ntr log(−∂2 + iµ˜)
)]
, (2.26)
where we set3
V (Nα) = NV˜ (α), µ(x1, x2) = Nµ˜(x1, x2). (2.27)
After appropriate scaling by N the action is
Sex = N
(
tr log(−∂2 + iµ˜) + V˜ (α)− i
∫
µ˜ · α
)
(2.28)
and the large N saddle point equations are
δV˜
δα(x, y)
+ iµ˜(y, x) = 0, (2.29)
iα(x, y)− δ
δµ˜(x, y)
tr log(−∂2 + iµ˜) = 0. (2.30)
3 If V (α) is quadratic in α, the path integral with respect to α in Z reduces to Gaussian integral.
This is the Hubbard-Stratanovich method and one is left with a Gaussian integral over µ. If V (α) is not
quadratic, we have to work with both α and µ˜.
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From (2.29), (2.30) we obtain
α(x, y) = 〈x| 1−∂2 + iµ˜ |y〉. (2.31)
We note that at the saddle point α is the propagator and iµ˜ ≡ Σ is the self-energy to
leading order in large N . This equation can be written symbolically as
(−∂2 + iµ˜)α = 1, (2.32)
where the rhs is the identity operator with matrix elements 〈x|1|y〉 = δ(x− y).
By using (2.29) we find (
−∂2 − δV˜
δα(x, y)
)
α = 1. (2.33)
These are precisely the Schwinger-Dyson equations after using large N factorization.∫
Dφ¯Dφ δ
δφ¯(x)m
[
φ¯(y)me
−Sex] = 0. (2.34)
This can be explicitly checked and it emphasizes the intimate relation between the existence
of the saddle point equations and large N factorization.
The free energy Fex = − logZex evaluated at the saddle point is
Fex = N
(
tr log(−∂2 + i 〈µ˜〉) + V˜ (〈α〉)− i
∫
〈µ˜〉 · 〈α〉
)
, (2.35)
where 〈α〉 , 〈µ˜〉 are solutions of the saddle point equations. The above discussion could
have been done as well in momentum space.
It is important to note that the above discussion implicitly assumes the presence of an
infrared cutoff and that the large N limit is taken before this cutoff is removed. In a sense
N is the largest parameter in the theory. This method would fail if the infrared cutoff
(volume of space) itself was of O(N).
Let us apply this method to our case for which the action (2.11) is given by
S1 =
∫
d3q
(2π)3
(q2s + q
2
3)φ¯(−q)φ(q) + i
∫
d3q
(2π)3
ψ¯(−q)γµqµψ(q) +NV˜ (χ, ξI , ξ−, η, η¯),
(2.36)
where
V˜ (χ, ξI , ξ−, η, η¯) =
∫
d3P
(2π)3
d3q1
(2π)3
d3q2
(2π)3
C1(P, q1, q2)χ(P, q1)χ(−P, q2)
+
∫
d3P1
(2π)3
d3P2
(2π)3
d3q1
(2π)3
d3q2
(2π)3
d3q3
(2π)3
C2(P1, P2, q1, q2, q3)χ(P1, q1)χ(P2, q2)χ(−P1 − P2, q3)
+
∫
d3P
(2π)3
d3q1
(2π)3
d3q2
(2π)3
8πiN
k(q1 − q2)− ξ−(P, q1)ξI(−P, q2)
+
∫
d3P
(2π)3
d3q1
(2π)3
d3q2
(2π)3
2λ4Nχ(P, q1)ξI(−P, q2) + 1
N
∆SBF (η, η¯). (2.37)
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The partition function can be written as
Z =
∫
Dψ¯DψDφ¯Dφ exp
[
−(∫ d3q
(2π)3
(q2s + q
2
3)φ¯(−q)φ(q)
+ i
∫
d3q
(2π)3
ψ¯(−q)γµqµψ(q) +NV˜ (χ, ξI , ξ−, η, η¯)
)]
. (2.38)
Now as illustrated above we introduce pairs of conjugate fields (αB, µB),(αF,I , µF,I), (αF,−, µF,+),
(αη, µη) (αη¯, µη¯) such that
1 =
∫
DαBDαF,IDαF,−DαηDαη¯
δ
(
αB − 1
N
φ¯φ
)
δ
(
αF,I − 1
2N
ψ¯ψ
)
δ
(
αF,− − 1
2N
ψ¯γ−ψ
)
δ
(
αη − 1
N
φ¯ψ
)
δ
(
αη¯ − 1
N
ψ¯φ
)
=
∫
DαBDαF,IDαF,−DαηDαη¯DµBDµF,IDµF,−DµηDµη¯
exp
[
i
∫ (
µB · (αB − 1
N
φ¯φ) + 2µF,+ · (αF,− − 1
2N
ψ¯γ−ψ) + 2µF,I · (αF,I − 1
2N
ψ¯ψ)
+ µη · (αη − 1
N
φ¯ψ) + µη¯ · (αη¯ − 1
N
ψ¯φ)
)]
, (2.39)
where the factor 2 is inserted in front of µF due to the fact that ξI , ξ− in (2.17) have the
coefficient 1
2
. Inserting this identity into (2.38) we get
Z =
∫
DαDµ exp
[
i
∫
µ ·α−NV˜ (αB, αF,I, αF,−, αη, αη¯)
]
×
∫
Dψ¯DψDφ¯Dφ e−Sfree,
(2.40)
where∫
DαDµ exp
[
i
∫
µ ·α
]
=
∫
DαBDαF,IDαF,−DαηDαη¯DµBDµF,IDµF,−DµηDµη¯
exp
(
i
∫
(µB · αB + 2µF,+ · αF,− + 2µF,I · αF,I + µη · αη + µη¯ · αη¯)
)
,
(2.41)
and Sfree is given by
Sfree =
∫
d3q
(2π)3
(
(q2s + q
2
3)φ¯(−q)φ(q) + iψ¯(−q)γµqµψ(q) + i
∫
d3P
(2π)3
(−µB(P, q)χ(−P, q)
− 2µF,+(P, q)ξ−(−P, q)− 2µF,I(P, q)ξI(−P, q)− µη(P, q)η(−P, q)− µη¯(P, q)η¯(−P, q)
))
=:
∫
d3P
(2π)3
d3q
(2π)3
(
φ¯(
P
2
− q), ψ¯(P
2
− q))Q(µ)( φ(P2 + q)
ψ(P
2
+ q)
)
, (2.42)
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which is the quadratic in elementary fields. Note that in (2.42) we have used
Q(µ) =
(
(q2s + q
2
3)δ(P ) + iµ˜B iµ˜η
iµ˜η¯ iγ
µqµδ(P ) + γ
+iµ˜F,+ + iµ˜F,I
)
, (2.43)
µB = Nµ˜B, µFI = Nµ˜FI , µF+ = Nµ˜F+, µη = Nµ˜η, µη¯ = Nµ˜η¯. (2.44)
By performing path integral for the elementary fields φ, φ¯, ψ, ψ¯ we obtain4
Z =
∫
DαDµ exp
[
N
(
i
∫
µ˜ ·α− V˜ (αB, αF,I , αF,−, αη, αη¯)− STr logQ(µ)
)]
. (2.45)
Therefore we obtain the effective action as
Seff = N
(
STr logQ(µ) + V˜ (αB, αF,I , αF,−, αη, αη¯)− i
∫
µ˜ ·α
)
. (2.46)
In the rest of this paper we focus on calculations in the large N limit that are entirely
determined by the saddle point values of the singlet fields. We will be interested in saddle
point solutions that preserve both translational invariance and have fermion number zero.
In this case the singlet fields become local5
〈αB(P, q)〉 = (2π)3δ3(P )αB(q),
〈
αF,δ¯(P, q)
〉
= (2π)3δ3(P )αF,δ¯(q), 〈αη(P, q)〉 = 〈αη¯(P, q)〉 = 0,
(2.48)
〈iµB(P, q)〉 = (2π)3δ3(P )ΣB(q), 〈iµF,ν¯(P, q)〉 = (2π)3δ3(P )ΣF,ν¯(q), 〈iµη(P, q)〉 = 〈Ση¯(P, q)〉 = 0,
(2.49)
where δ¯ = I,− and ν¯ = I,+. Using this it is simpler to derive the saddle point equations.
The effective action (2.46) takes a simpler form, as we explain below.
The first term in (2.46) becomes
STr logQ(Σ) = STr log
(
(q2s + q
2
3 + ΣB(q))δ(P ) 0
0 (iγµqµ + γ
+ΣF,+(q) + ΣF,I(q))δ(P )
)
= V
∫
d3q
(2π)3
(
log(q2s + q
2
3 + ΣB(q))− log det(iγµqµ + γ+ΣF,+(q) + ΣF,I(q))
)
,
(2.50)
where we set V = (2π)3δ3(0). The second term in (2.46) reduces to
V˜ = V
{∫
d3q1
(2π)3
d3q2
(2π)3
d3q3
(2π)3
C2(q1, q2, q3)αB(q1)αB(q2)αB(q3)
+
∫
d3q1
(2π)3
d3q2
(2π)3
8πiλ
(q1 − q2)−αF,−(q1)αF,I(q2) +
∫
d3q1
(2π)3
d3q2
(2π)3
8πλx4αB(q1)αF,I(q2)
}
,
(2.51)
4 Since (2.42) is quadratic in fields φ, φ¯, ψ, ψ¯, one can easily do the path integral by using Gaussian
integrals.
5The corresponding formulas for the bilocal fields are
〈χ(P, q)〉 = (2π)3δ3(P )χ(q), 〈ξµ¯(P, q)〉 = (2π)3δ3(P )ξδ¯(q), 〈η¯(P, q)〉 = 〈η(P, q)〉 = 0, (2.47)
where δ¯ = I,−.
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where
C2(q1, q2, q3) = C2(0, 0, q1, q2, q3) = 4π
2λ2
(
(q1 + q3)−(q2 + q3)−
(q1 − q3)−(q2 − q3)− + x6
)
. (2.52)
In order to obtain (2.51) we have used the fact that the first term in (2.37) vanishes due to
antisymmetry of the arguments inside the integral. Also note that the last term in (2.37),
∆SBF (αη, αη¯) vanishes by using (2.48). The third term in (2.46) which is written in (2.41)
becomes
−i
∫
µ˜ ·α = V
∫
d3q
(2π)3
(
−ΣB(q)αB(q)− 2ΣF,+(q)αF,−(q)− 2ΣF,I(q)αF,I(q)
)
. (2.53)
Collecting all the terms we obtain
Seff = NV
{∫
d3q
(2π)3
(
log(q2s + q
2
3 + ΣB(q))− log det(iγµqµ + ΣF (q))
)
+
∫
d3q1
(2π)3
d3q2
(2π)3
d3q3
(2π)3
C2(q1, q2, q3)αB(q1)αB(q2)αB(q3)
+
∫
d3q1
(2π)3
d3q2
(2π)3
8πiλ
(q1 − q2)−αF,−(q1)αF,I(q2) +
∫
d3q1
(2π)3
d3q2
(2π)3
8πλx4αB(q1)αF,I(q2)
+
∫
d3q
(2π)3
(
−ΣB(q)αB(q)− 2ΣF,+(q)αF,−(q)− 2ΣF,I(q)αF,I(q)
)}
, (2.54)
where
ΣF = ΣF,+γ
+ + ΣF,−γ− + ΣF,3γ3 + ΣF,II, with ΣF,− = ΣF,3 = 0. (2.55)
As we noted before (see (2.31)), at the saddle point of (2.54) the singlet α and Σ
fields have a simple interpretation as the propagator and the self energy, respectively. This
follows immediately from the saddle point equations obtained by varying the action (2.54)
with respect to the fields ΣB, ΣF respectively.
6 We obtain
αB(q) =
1
q2 + ΣB(q)
, αF (q) = − 1
iγµqµ + ΣF (q)
, (2.56)
where we have set
αF = αF,+γ
+ + αF,−γ− + αF,3γ3 + αF,II, with αF,+ = αF,3 = 0. (2.57)
Using (2.56) one can rewrite the remaining saddle point equations for αB, αF,I and αF,−
as integral equations for Σ fields in the following way.
ΣF,+(p) = −2πiλ
∫
d3q
(2π)3
1
(p− q)− tr
1
iγµqµ + ΣF (q)
,
ΣF,I(p) = 2πiλ
∫
d3q
(2π)3
1
(p− q)− tr
γ−
iγµqµ + ΣF (q)
+ 4πλx4
∫
d3q
(2π)3
1
q2 + ΣB(q)
,
ΣB(p) =
∫
d3q
(2π)3
d3q′
(2π)3
[
C2(p, q, q
′) + C2(q, p, q′) + C2(q, q′, p)
] 1
q2 + ΣB(q)
1
q′2 + ΣB(q′)
− 4πλx4
∫
d3q
(2π)3
tr
1
iγµqµ + ΣF (q)
. (2.58)
6 The equation 2(ΣF,+αF,− +ΣF,IαF,I) = tr(ΣFαF ) will be useful for deriving the equation.
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We refer to these equations as gap equations.
As a check on our algebra we will rederive the gap equations (2.58) in two different ways.
One is by using large N factorization on Schwinger Dyson equations of the fundamental
fields in Appendix B and the other by summing the planar diagrams contributing to 1PI
self-energy diagrams, which will be studied in Appendix E.
By using the equations of motion (2.56) and (2.58) we can rewrite (2.54) in terms of
ΣB,ΣF as
Seff = NV
[∫
d3q
(2π)3
{
log(q2s + q
2
3 + ΣB(q))− log det(iγµqµ + ΣF (q))
− 2
3
ΣB(q)
q2s + q
2
3 + ΣB(q)
+
1
2
tr
(
ΣF (q)
1
iγµqµ + ΣF (q)
)}
− 4πλx4
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(∫
d3q
(2π)3
1
q2 + ΣB(q)
)(∫
d3p
(2π)3
tr
(
1
iγµpµ + ΣF (p)
))]
. (2.59)
This is our answer of the exact effective action in the ’t Hooft limit. This means the
effective action is exact in all orders of λ. In a diagrammatic point of view, this effective
action should encode the connected vacuum graph consisting of planar diagrams. We will
check this point in Appendix E.
2.3 Exact solution of the gap equation
In this subsection we solve the gap equation (2.58). We note that the right-hand side of
(2.58) does not depend on p3. This means that ΣB(p),ΣF (p) are functions of momenta
p+ and p−. We first concentrate on the bosonic case, which is given by the last equation
in (2.58). Due to rotational invariance the self energy for boson only depends on the
combination ps =
√
2p+p−. One can reach the same conclusion by noting that the bosonic
self-energy ΣB(p) is real. This can be confirmed from the equation〈
φ¯(−q)φ(p)〉 = (2π)3Nδ3(−q + p)α(p) = (2π)3Nδ3(−q + p)
p2 + ΣB(p)
, (2.60)
which follows from (2.56). Now7 let us take the derivative with respect to p+ on both sides
of the last equation in (2.58). By using
∂
∂p+
1
p−
= 2πδ2(p) ,
∂
∂p+
p− = 0 and
∂
∂p+
ps =
p−
ps
, (2.61)
we find that the first term on the right-hand side vanishes. The second term proportional to
λ4 is independent of the external momentum and therefore obviously does not contribute.
Therefore we obtain
∂
∂p+
ΣB(p) = 0. (2.62)
7This method for solving the gap equation was first explained to us in the context of the purely fermionic
theory by S. Giombi. We thank him for discussions.
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As a result ΣB(p) cannot depend on the momentum. Since we do not have any other
dimensionful parameter, we conclude that
ΣB(p) = 0. (2.63)
Now we turn to solving the gap equation for fermionic case. For this purpose, it is
helpful to compare with the purely fermionic case studied in [12]. The difference between
the purely fermionic case and our case is only the term with λ4, which provides a constant
shift independent of the external momentum in the equation for ΣF,I . ΣF,+ remains the
same as that for the purely fermionic case. The term proportional to λ4 evaluates to zero
by dimensional regularization ∫
d3q
(2π)3
1
q2
= 0, (2.64)
where we have used ΣB = 0. Therefore the situation completely reduces to the purely
fermionic case for which the solution was already obtained in [12] to be
ΣF = f0psI + ig0p+γ
+, f0 = λ, g0 = −λ2. (2.65)
We explicitly check that (2.63), (2.65) satisfy the equation of motion (2.58) in Appendix
D.2.
3 Finite temperature
3.1 Set up
In this section we study SU(N) level k Chern-Simons theory with a fundamental matter at
nonzero temperature, T . To this end we study the system on R2 × S1 with circumference
β = 1/T . The boundary conditions are chosen to be periodic for the scalar and anti-
periodic for the fermion.
The important point is that the results for our computation on R3 in the previous
section can be easily adapted to the R2×S1 case by replacing the integration over the 3rd
component of the momentum with a discrete sum determined by boundary condition. For
terms which involved internal scalar propagators we do replacement∫
dp3
(2π)
F (p3)→ 1
β
∑
p3:B
F (p3) :=
1
β
∑
n∈Z
F (
2πn
β
), (3.1)
and for the part coming from an internal fermionic propagator,∫
dp3
(2π)
F (p3)→ 1
β
∑
p3:F
F (p3) :=
1
β
∑
n∈Z
F (
2π(n+ 1
2
)
β
). (3.2)
Note that the volume of space V is now given by V = V2β, where V2 is the volume of
2-plane.
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3.2 Exact self energy
In this subsection, we solve the gap equation at nonzero temperature. Using the replace-
ment rules described above the gap equations become:
ΣF,+(p) = −2πiλ 1
β
∑
q3:F
∫
d2q
(2π)2
1
(p− q)− tr
1
iγµqµ + ΣF (q)
,
ΣF,I(p) = −2πiλ 1
β
∑
q3:F
∫
d2q
(2π)2
1
(p− q)− tr
γ−
iγµqµ + ΣF (q)
+ 4πλx4
1
β
∑
q3:B
∫
d2q
(2π)2
1
q2 + ΣB(q)
,
ΣB(p) =
1
β2
∑
q3:B
∫
d2q
(2π)2
∑
q′3:B
∫
d2q′
(2π)2
[
C2(p, q, q
′) + C2(q, p, q′) + C2(q, q′, p)
] 1
q2 + ΣB(q)
1
q′2 + ΣB(q′)
− 4πλx4 1
β
∑
q3:F
∫
d2q
(2π)2
tr
1
iγµqµ + ΣF (q)
. (3.3)
Our strategy for solving these equations will be similar to that used in the zero temper-
ature case in section 2.3. We start with the third equation in (3.3) which determines ΣB.
The only dependence on the external momentum on the rhs of this equation is through the
coefficients C2(p, q, q
′) which are independent of the third component of the momentum.
An argument similar to that in the zero temperature case shows that the dependence of
the rhs on p+, p− also vanishes. It therefore follows that ΣB must only depend on the
temperature and we can set
ΣB(p) = σT
2, (3.4)
where σ is a constant with a non-trivial dependence on λ which needs to be determined.
Next we turn to the first two equations in (3.3) which determine ΣF,I ,ΣF,+. Once again
the rhs of these two equations do not depend on p3. Rotational invariance in the 1-2 plane
and dimensional analysis then allow us to write
ΣF,I(p) = f(p˜)ps, ΣF,+(p) = ig(p˜)p+, (3.5)
where f(p˜), g(p˜) are undetermined functions of p˜ = ps
T
, which is dimensionless.
3.2.1 Self energy of fermionic field
Using the ansatz in (3.5) the first two equations in (3.3) take the form
g(p˜)p+ = −4πλ 1
β
∑
q3:F
∫
d2q
(2π)2
1
(p− q)−
f(q˜)qs
(1 + g(q˜) + f(q˜)2)q2s + q
2
3
, (3.6)
f(p˜)ps = 4πλ
1
β
∑
q3:F
∫
d2q
(2π)2
1
(p− q)−
q−
(1 + g(q˜) + f(q˜)2)q2s + q
2
3
+ 4πλx4
1
β
∑
q3:B
∫
d2q
(2π)2
1
q2 + σT 2
.
(3.7)
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Now let us take the derivative with respect to p+ on both sides. By using (2.61) we find
∂
∂p+
(g(p˜)p+) = −4πλ 1
β
∑
q3:F
1
(2π)
f(p˜)ps
(1 + g(p˜) + f(p˜)2)p2s + q
2
3
, (3.8)
∂
∂p+
(f(p˜)ps) = 4πλ
1
β
∑
q3:F
1
(2π)
p−
(1 + g(p˜) + f(p˜)2)p2s + q
2
3
. (3.9)
Combining these equations we find
∂
∂p+
(
(f(p˜)ps)
2 + g(p˜)p2s
)
= 0, (3.10)
which implies
f(p˜)2 + g(p˜) =
c
p˜2
, (3.11)
where c is a dimensionless constant with a nontrivial dependence on λ. From this relation,
g can be obtained once we determine f . Therefore, we focus on solving the equation for f .
Plugging (3.11) back, we find
f(p˜)ps = 4πλ
1
β
∑
q3:F
∫
d2q
(2π)2
1
(p− q)−
q−
q2s + q
2
3 + cT
2
+ 4πλx4
1
β
∑
q3:B
∫
d2q
(2π)2
1
q2 + σT 2
.
(3.12)
Let us first calculate the first term. First we do the angular part of the integration by
using ∫ 2π
0
dφ
2π
q−
(p− q)− = −θ(qs − ps), (3.13)
where φ is the angular part of q−, q− = qseiφ, and θ(x) is a step function, θ(x) = 1 for
x > 0, otherwise vanishes. Then we obtain
(1st term in (3.12)) = 4πλ
1
β
∑
q3:F
∫ ∞
ps
qsdqs
(2π)
−1
q2s + q
2
3 + cT
2
. (3.14)
Since this integral includes UV divergence, we regularize this integral as explained in
Appendix C. After the regularization, we find
(1st term in (3.12)) = 4πλ× 1
2πβ
log(2 cosh(
√
p˜2 + c
2
)). (3.15)
Detailed calculation is available in Appendix D.3.
The second term in (3.12) can also be computed in a similar manner. Details of the
calculation can be found in to Appendix D.3 with the result
(2nd term in (3.12)) = 4πλx4 × −1
2πβ
log(2 sinh(
√
σ
2
)). (3.16)
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The function
√
σ which appears in this formula is to be taken as the positive root. Also in
obtaining this formula we are assuming σ ≥ 0. We will see below that this assumption is
met by our solution in the N = 2 case for all values of λ. Summing up these contributions,
we find the solution of f and thus g as follows.
f(p˜) =
2λ
p˜
(
log(2 cosh(
√
p˜2 + c
2
))− x4 log(2 sinh(
√
σ
2
))
)
. (3.17)
g(p˜) =
c
p˜2
− f(p˜)2. (3.18)
Here, again for convenience, we set p˜ = βps.
On determining the constant c in terms of σ The solution for the self energy
obtained above has two constants c and σ. We now argue that the behavior of the integral
equations (3.6), (3.7) give rise to one relation between them. For this purpose, let us study
the behavior of g(p˜) around p ∼ 0. From (3.17), (3.18), we find
g(p˜) =
c−
{
2λ
(
log(2 cosh(
√
c
2
))− x4 log(2 sinh(
√
σ
2
))
)}2
p˜2
+ · · · . (3.19)
On the other hand (3.6), (3.17) imply that g(p˜) ∼ O(1) around p˜ ∼ 0. To see this let us
evaluate (3.6) by performing the summation over q3 and the integral of the angular part
of q.
g(p˜)p+ = −4πλ
∫
d2q
(2π)2
1
(p− q)−
tanh(
β
√
q2s+cT
2
2
)
2
√
q2s + cT
2
f(q˜)qs (3.20)
= −4πλ
∫ ps
0
qsdqs
2π
1
p−
tanh(
β
√
q2s+cT
2
2
)
2
√
q2s + cT
2
f(q˜)qs. (3.21)
Here we used (3.11), (D.23) and∫ 2π
0
dφ
2π
1
(p− q)− =
θ(ps − qs)
p−
. (3.22)
Therefore we obtain
g(p˜) = −4πλ
p2s
∫ ps
0
qsdqs
2π
tanh(
β
√
q2s+cT
2
2
)√
q2s + cT
2
f(q˜)qs. (3.23)
Now (3.17) implies that f(p˜) ∼ 1
p˜
around p ∼ 0, we find that g(p˜) behaves as g(p˜) ∼ O(1)
around p ∼ 0. Therefore, the singular term in terms of momentum in (3.19) has to vanish
and we obtain
c =
{
2λ
(
log(2 cosh(
√
c
2
))− x4 log(2 sinh(
√
σ
2
))
)}2
. (3.24)
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3.2.2 Self energy of scalar field
Next we evaluate the self energy for the scalar field using the third equation of (3.3). Since
this equation does not depend on the external momentum p, we can set p to zero.
σT 2 =
1
β2
∑
q3:B
∫
d2q
(2π)2
∑
q′3:B
∫
d2q′
(2π)2
[
C2(0, q, q
′) + C2(q, 0, q′) + C2(q, q′, 0)
]
× 1
q2 + σT 2
1
q′2 + σT 2
− 4πλx4 1
β
∑
q3:F
∫
d2q
(2π)2
tr
1
iγµqµ + ΣF (q)
. (3.25)
For convenience we denote the first term by Σ1 and the second term by Σ2. First we focus
on Σ1, which takes the form, (2.52),
Σ1 = 4π
2λ2(1 + 3x6)
1
β2
∑
n,m
∫
d2q
(2π)2
d2q′
(2π)2
1
[(2πn
β
)2 + q2s + σT
2]
1
[(2πm
β
)2 + q′2s + σT
2]
− 8π2λ2 1
β2
∑
n,m
∫
d2q
(2π)2
d2q′
(2π)2
(q + q′)−
(q − q′)−
1
[(2πn
β
)2 + q2s + ΣB(q)]
1
[(2πm
β
)2 + q′2s + σT
2]
.
(3.26)
Notice that the second term in Σ1 vanishes due to the fact that the integrand is odd with
respect to q, q′. Therefore, we need only to evaluate the first term, which can be obtained
by applying the formula (D.22) twice, derived in Appendix D.3. Thus we find
Σ1 = 4π
2λ2(1 + 3x6)
(
− 1
2πβ
log(2 sinh(
√
σ
2
))
)2
. (3.27)
Next we evaluate Σ2.
Σ2 = −4πλx4 1
β
∑
n
∫
d2q
(2π)2
2ΣF,I(q)
(
2π(n+ 1
2
)
β
)2 + q2s + cT
2
. (3.28)
Substituting ΣF,I(q) = f(q˜)qs into this we find
Σ2 = −4πλx4 4λ
β
(
I1 − x4 log(2 sinh(
√
σ
2
))I0
)
, (3.29)
where we set
I1 =
1
β
∑
n
∫
d2q
(2π)2
log(2 cosh(
√
(βqs)2+c
2
))
(
2π(n+ 1
2
)
β
)2 + q2s + cT
2
, I0 =
1
β
∑
n
∫
d2q
(2π)2
1
(
2π(n+ 1
2
)
β
)2 + q2s + cT
2
.
(3.30)
These integrals include divergence, so we have to regularize them to obtain finite results.
We perform detailed calculation in Appendix D.3 (see (D.24), (D.22)). The result is
I1 = −
(
log(2 cosh(
√
c
2
))
)2
4πβ
, I0 = − 1
2πβ
log(2 cosh(
√
c
2
)). (3.31)
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Therefore we find
Σ2 = −4λ
2x4
β2
(
−
(
log(2 cosh(
√
c
2
))
)2
+ 2x4 log(2 sinh(
√
σ
2
)) log(2 cosh(
√
c
2
))
)
. (3.32)
Collecting these contributions, we find the solution for σ as
σ = λ2
[
(1 + 3x6)
(
log(2 sinh(
√
σ
2
))
)2
− 8x24 log(2 sinh(
√
σ
2
)) log(2 cosh(
√
c
2
))
+ 4x4
(
log(2 cosh(
√
c
2
))
)2]
. (3.33)
On the rhs the function
√
σ is to be taken as the positive root.
Let us conclude this subsection by summarising the results obtained so far. The self
energy for the boson is given in (3.4) and for the fermion is given in (3.5) with the functions
f, g being given in (3.17) and (3.18). These answers depend on two coefficients c, σ which
are obtained by solving the two equations (3.24), (3.33). These expressions for the self
energies are some of the main results of this paper.
3.3 Exact free energy
In this subsection we compute the free energy of the Chern-Simons-matter system on
R2×S1. For this purpose, we divide the free energy density F into each contribution from
scalar field, fermionic field and their interaction, denoted by FB, FF , FBF , respectively.
They are given by
FB =
S˜B(T )− S˜B(0)
V
, FF =
S˜F (T )− S˜F (0)
V
, FBF =
S˜BF (T )− S˜BF (0)
V
, (3.34)
where S˜B(T ), S˜F (T ), S˜BF (T ) are respectively the contributions to the effective action com-
ing from scalar field, fermionic field and their interaction on R2 × S1
S˜B(T ) = NV
1
β
∑
q3:B
∫
d2q
(2π)2
(
log
(
q2 + ΣB(q)
)− 2
3
ΣB(q)
q2 + ΣB(q)
)
, (3.35)
S˜F (T ) = NV
1
β
∑
q3:F
∫
d2q
(2π)2
tr
(
− ln (iγµqµ + ΣF (q)) + 1
2
ΣF (q)
1
iγµqµ + ΣF (q)
)
, (3.36)
S˜BF (T ) = −4πλx4NV
6
1
β
∑
q3:B
∫
d2q
(2π)2
1
q2 + ΣB(q)
1
β
∑
p3:F
∫
d2p
(2π)2
tr
(
1
iγµpµ + ΣF (p)
)
,
(3.37)
and S˜B(0), S˜F (0), S˜BF (0) are on R
3.
In what follows we compute FB, FF , FBF separately.
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3.3.1 Contribution from scalar field
First we compute FB, which is given by
FB =N
[
1
β
∑
n
∫
d2q
(2π)2
(
ln
(
(
2πn
β
)2 + q2 + σT 2
)
− 2
3
σT 2
(2πn
β
)2 + q2 + σT 2
)
−
∫
d3q
(2π)3
ln
(
q2
)]
. (3.38)
Here we already used the solution ΣB = σT
2 on R2× S1 and ΣB = 0 on R3. We compute
this in the following way.
FB = N
[
1
β
∑
n
∫
d2q
(2π)2
ln
(
(
2πn
β
)2 + q2 + σT 2
)
−
∫
d3q
(2π)3
ln
(
q2 + σT 2
)
+
∫
d3q
(2π)3
log
(q2 + σT 2
q2
)− 1
β
∑
n
∫
d2q
(2π)2
2
3
(
σT 2
(2πn
β
)2 + q2 + σT 2
)]
. (3.39)
Since the first line in the bracket is the same as Casimir energy of free complex scalar
fields with mass squared σT 2, it can be calculated as
2×
∫
d2q
(2π)2
log
(
1− e−(q2+σT 2)
)
=
T 3
π
∫ ∞
√
σ
dy y log
(
1− e−y) . (3.40)
As first term in the second line of (3.39) is linearly divergent, one can regularize it as
explained in Appendix C∫
d3q
(2π)3
log
(q2 + σT 2
q2
)→ lim
m→0
∫
dDqˆ
(2π)D
log
( qˆ2 + σT 2
qˆ2 +m2
). (3.41)
We evaluate this as follows.∫
dDqˆ
(2π)D
log
( qˆ2 + σT 2
qˆ2 +m2
) =
∫
dD−1qˆ
(2π)D−1
(
√
qˆ2 + σT 2 −
√
qˆ2 +m2)
=
1
(4π)
D−1
2
Γ(−1
2
− D−1
2
)
Γ(−1
2
)
(
(σT 2)
D
2 − (m2)D2
)
= − 1
6π
(T 3σ
3
2 −m3) +O(ǫ), (3.42)
where D = 3 − ǫ is negative to make this integral convergent. Analytically continuing
from some positive number ǫ to zero, we evaluate this as − 1
6π
(T 3σ
3
2 −m3), which becomes
− 1
6π
(T 3σ
3
2 ) under m→ 0.
By using the formula (D.21) one can evaluate the second term in the second line of
(3.39), which gives
T 3
3π
σ ln
(
2 sinh
(√
σ
2
))
. (3.43)
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Collecting these terms we obtain
FB =
NT 3
6π
(
−σ 32 + 2σ log(2 sinh(
√
σ
2
)) + 6
∫ ∞
√
σ
dy y ln
(
1− e−y)). (3.44)
Note that the expression (3.44) is the same as the free energy density of Chern-Simons-
scalar theory.
3.3.2 Contribution from fermionic field
Next we concentrate on the contribution to free energy density coming from the fermions,
FF .
FF = N
1
β
∑
q3:F
∫
d2q
(2π)2
tr
(
− ln (iγµqµ + ΣF (q)) + 1
2
ΣF (q)
1
iγµqµ + ΣF (q)
)
−N
∫
d3q
(2π)3
tr
(
− ln
(
iγµqµ + Σ
(0)
F (q)
)
+
1
2
Σ
(0)
F (q)
1
iγµqµ + Σ
(0)
F (q)
)
, (3.45)
where ΣF ,Σ
(0)
F are the self energy of fermions on R
2 × S1, R3, respectively. We compute
this as follows.
FF = N
[
1
β
∑
n
∫
d2q
(2π)2
− log
(
(
2π(n+ 1
2
)
β
)2 + q2s + cT
2
)
+
∫
d3q
(2π)3
log
(
q23 + q
2
s + cT
2
)
−
∫
d3q
(2π)3
log
(
q23 + q
2
s + cT
2
q23 + q
2
s
)
+
1
β
∑
n
∫
d2q
(2π)2
1
2
ΣF,I(q)
2 + cT 2
(
2π(n+ 1
2
)
β
)2 + q2s + cT
2
−
∫
d3q
(2π)3
1
2
Σ
(0)
F,I(q)
2
q23 + q
2
s
]
. (3.46)
The first-line in the bracket describes Casimir energy of free spin half fermions with
mass squared cT 2, and thus it can be evaluated as
−2×
∫
d2q
(2π)2
log
(
1 + e−(q
2+cT 2)
)
=− T
3
π
∫ ∞
√
c
dy y log
(
1 + e−y
)
. (3.47)
The first term in the second line of (3.46) was already evaluated in the scalar case. The
result is T
3c
3
2
6π
.
By substituting the solution of ΣF , the second term in the second-line of (3.46) can be
written as
1
2
(
2λ
β
)2 [
I2 − 2x4 log(2 sinh(
√
σ
2
))I1 +
{(
x4 log(2 sinh(
√
σ
2
))
)2
+ cT 2
}
I0
]
, (3.48)
where Ia (a = 0, 1, 2) are given by
Ia =
1
β
∑
n
∫
d2q
(2π)2
(
log
(
2 cosh(
β
√
q2s+cT
2
2
)
))a
(
2π(n+ 1
2
)
β
)2 + q2s + cT
2
. (3.49)
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These are calculated in Appendix D.3, (D.24). The result is
Ia = −
(
log
(
2 cosh(
√
c
2
)
))a+1
2πβ(a+ 1)
. (3.50)
The final term in (3.46) is given by
− λ
2
2
∫
d3q
(2π)3
q2s
q23 + q
2
s
, (3.51)
which can be computed in a similar manner to (D.12). One finds that this term vanishes
as (D.12) does.
Collecting these contributions we obtain
FF =
NT 3
6π
[√
c
3 − 6
∫ ∞
√
c
dyy log(1 + e−y)− 2λ2
(
log(2 cosh(
√
c
2
))
)3
− 3
2
c log(2 cosh(
√
c
2
)) + 6x4λ
2 log(2 sinh(
√
σ
2
))
(
log(2 cosh(
√
c
2
))
)2
− 6λ2x24
(
log(2 sinh(
√
σ
2
))
)2
log(2 cosh(
√
c
2
))
]
. (3.52)
Note that when x4 = 0 FF reduces to the free energy density of the purely fermionic
system studied in [12].
3.3.3 Contribution from interaction piece
Finally we compute the contribution coming from the interaction between scalars and
fermions.
FBF = −4πλx4N
6
(
1
β
∑
q3:B
∫
d2q
(2π)2
1
q23 + q
2
s + σT
2
1
β
∑
p3:F
∫
d2p
(2π)2
tr
(
1
iγµpµ + ΣF (p)
)
−
∫
d3q
(2π)3
1
q23 + q
2
s
∫
d3p
(2π)3
tr
(
1
iγµpµ + Σ
(0)
F (p)
))
. (3.53)
We first compute the first-line. By using the formula (D.21), we obtain
− 4πλx4N
6
(
− 1
2πβ
log(2 sinh(
√
σ
2
))
)
× 1
β
∑
n
∫
d2p
(2π)2
2ΣF,I(p)
(
2π(n+ 1
2
)
β
)2 + p2s + cT
2
=
N
6
(
− 1
2πβ
log(2 sinh(
√
σ
2
))
)
× Σ2, (3.54)
where we used (3.28) to obtain the second line. Σ2 can be evaluated in a similar way as in
(3.32), so we get the first-line as
− N
12πβ
log(2 sinh(
√
σ
2
))
× 4λ
2x4
β2
((
log(2 cosh(
√
c
2
))
)2
− 2x4 log(2 sinh(
√
σ
2
)) log(2 cosh(
√
c
2
))
)
. (3.55)
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We note that the second line in (3.53) vanishes (see (D.4,D.5) for details). Thus we obtain
FBF =− NT
3x4λ
2
3π
(
log(2 sinh(
√
σ
2
))
(
log(2 cosh(
√
c
2
))
)2
− 2x4
(
log(2 sinh(
√
σ
2
))
)2
log(2 cosh(
√
c
2
))
)
. (3.56)
Summing up all terms and simplifying we obtain the free energy density as follows.
F =
NT 3
6π
[
−√σ3 +√c3 + 2σ log(2 sinh(
√
σ
2
))− 3
2
c log(2 cosh(
√
c
2
))
− 2λ2 log(2 cosh(
√
c
2
))
{
log(2 cosh(
√
c
2
))− x4 log(2 sinh(
√
σ
2
))
}2
+ 6
∫ ∞
√
σ
dyy log(1− e−y)− 6
∫ ∞
√
c
dyy log(1 + e−y)
]
. (3.57)
The functions
√
c and
√
σ which appear on the rhs stand for the positive values of the
square root function.
Th expression for the free energy density in (3.57), which is valid to all orders in the
’t Hooft coupling λ and the other couplings, x4 and x6, is one of the main results of this
paper. Note that the coefficients c, σ which appear in (3.57) can be obtained in terms of
the couplings and the temperature from (3.24) and (3.33).
3.4 Supersymmetric case
3.4.1 N = 2 case
So far our analysis has been carried out for general values of the couplings x4, x6 defined in
(2.5). One of our main motivations is to study the N = 2 SUSY theory in our setup and
we turn to applying our general results to this theory now. For the N = 2 theory x4, x6
satisfy the relation8
x4 = x6 = 1 (3.58)
in the large N limit. More details on the N = 2 theory can be found in appendix F.1.
The self energy of the boson and the fermion was given in (3.4), (3.5), (3.6), (3.7),
in terms of the constants σ and c which are determined by (3.33), (3.24). The equation
(3.33), which determines σ, for the choice of couplings (3.58) reduces to
σ = 4λ2
(
log(2 sinh(
√
σ
2
))− log(2 cosh(
√
c
2
))
)2
. (3.59)
On the other hand (3.24) becomes
c = 4λ2
(
log(2 cosh(
√
c
2
))− log(2 sinh(
√
σ
2
))
)2
. (3.60)
8The N = 2 theory has two additional couplings x′4, x′′4 defined in (2.5) which take values x′4 = 1, x′′4 = 0
in the large N limit. Their effects are suppressed in the large N limit, however.
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Figure 1: In Fig.1(a),
√
c and
√
σ are shown as a function of λ by undotted and dotted
lines, respectively, when N = 2. They are degenerate and finite in all region of λ. In
Fig.1(b), the free energy density normalized by −NT 3 is also finite in all region of λ.
From these we find9 √
σ =
√
c = 2|λ| log(coth
√
c
2
). (3.61)
This implies that the thermal masses of the scalar and fermion become the same in N = 2
supersymmetric case. Correspondingly there is also a simplification in the free energy
density which in this case becomes10
F = −NT
3
6π
(√
c
3
|λ| + 6
∫ ∞
√
c
dyy log(coth
y
2
)
)
(3.62)
= −NT
3
6π
(
21
2
ζ(3) +
√
c
3
|λ| − 6
∫ √c
0
dyy log(coth
y
2
)
)
. (3.63)
As seen from Figure 1(a), 1(b), the parameters
√
c,
√
σ and the free energy density are
all finite in the whole region of |λ| ∈ [0,∞). This is to be contrasted with the case of a
fermion coupled to the CS gauge field [12] where the thermal mass diverges and the free
energy density vanishes at |λ| = 1 We will comment on this difference more in Section 3.5.
The asymptotic behaviors as |λ| → 0,∞ are also worth commenting on. Around |λ| ∼ 0
we see from (3.61) and (3.62) that
√
c and the free energy behaves as
√
c ∼ −2λ log λ(− log λ) 1log λ , (3.64)
F ∼ −NT
3
6π
(
21
2
ζ(3) + 8λ2(− log λ) 3log λ (log λ)2(3 log 2(1 + log λ)− log λ)
)
. (3.65)
9
√
σ,
√
c in the solution stand for the positive root.
10Note that we obtained the same results for c (3.61) and the free energy density (3.62) by momentum
cut-off regularization. We checked that the divergences appearing in the gap equations (3.61) and the free
energy (3.62) in this regularization scheme cancel. See also [25] for cancellation of divergence in N = 2
case.
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Figure 2: In Fig.2(a), we plot the
√
c and
√
σ as a function of λ by undotted and dotted
lines, respectively, when w = 0. They are finite when 0 ≤ λ < 2 and divergent at λ = 2. In
Fig.2(b), the free energy density divided by −NT 3 is shown as a function of λ with w = 0.
−F > 0 when 0 ≤ λ < 2 and F = 0 at λ = 2.
Around |λ| ∼ ∞, √c diverges and the free energy density vanishes as
√
c ∼ log 4λ− log log 4λ+ log log 4λ
log 4λ
, (3.66)
F ∼ −NT
3
6π
(log(4λ))3
λ
. (3.67)
3.4.2 N = 1 case
Another interesting case to consider is that of N = 1 SUSY11. N = 1 supersymmetry is
realized when the coefficients (2.5) are given by
x4 =
1 + w
2
, x′4 = w, x
′′
4 = w − 1, x6 = w2, (3.68)
where w is a constant, which appears as a coefficient of superpotential (F.36). More details
on the Chern-Simons-matter action of this theory can be found in Appendix F.2. The large
N limit of this theory is therefore characterized by two parameters, λ and w.
Let us now briefly consider the behavior for varying values of w ∈ [0, 1].
w = 0 In this case the N = 1 superpotential (F.36) vanishes. The graphs of √c,√σ are
shown in Fig.2(a) and that of free energy density (with some normalization) is in Fig.2(b).
From Fig.2(a), one can read off that
√
c and
√
σ monotonically increase up to λ = 2
and are divergent at that point. Since
√
c and
√
σ correspond to the thermal masses of the
fermion and scalar respectively we see that these masses diverge at λ = 2. Correspondingly
the free energy density with minus sign, which is shown in Fig.2(b), is a monotonically
decreasing function of λ and vanishes at λ = 2. This behavior of the system is consistent
with the following picture. As the coupling constant λ increases in value the thermal
masses grow and the finite temperature correlations become shorter ranged. Finally, at
11 Application to N = 1 is first suggested by S. Kim. We thank him for discussion. Issues related to
conformal invariance in this case will be briefly discussed in Section 4
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Figure 3: In Fig.3(a),
√
c and
√
σ are plotted as a function of λ by undotted and dotted
lines, respectively, when w = 0.5. They are finite when 0 ≤ λ < 4 and divergent at λ = 4.
In Fig.3(b), the free energy density divided by −NT 3 is shown. −F > 0 when 0 ≤ λ < 4
and F = 0 at λ = 4.
λ = 2 the thermal masses diverge causing the effective degrees of freedom to vanish and
thus leading to a vanishing free energy density.
0 ≤ w ≤ 1 In this region, √c, √σ and the free energy behave qualitatively in the same
manner as the w = 0 case. Both
√
c and
√
σ monotonically increase with respect to λ and
blow up at some λ = λcr, and the free energy, with a minus sign, decreases monotonically
in term of λ and vanishes at λ = λcr. We show representative graphs of these functions in
Fig.3(a), 3(b) when w = 1
2
and λcr = 4.
The w = 1 case corresponds to the N = 2 theory. As w approaches this value one find
that λcr goes to larger values eventually becoming infinite when w = 1, in agreement with
our discussion of the N = 2 theory above.
3.5 Additional comments
In this subsection we comment further on the results obtained above for the solution to the
gap equations and the free energy at finite temperature. We saw in the previous subsection
that for the N = 2 case the magnitude of the free energy |F | monotonically decreases from
its free value and vanishes in the limit when λ→∞. The thermal masses for the fermion
and the boson are also well defined for all finite values of |λ| and diverge at |λ| → ∞.
This behavior is different from what was found in the study of a single fundamental
fermion coupled to the CS gauge field [12]. In that case the free energy vanishes at |λ| = 1
with the thermal mass also diverges at that value of |λ|. This behavior suggests that
the conformal theory stops existing beyond |λ| = 1. An explanation was given in [12]
as follows. First, consider a theory in the UV which contains a Yang Mills term in its
Lagrangian besides also containing a CS term. The YM term dominates in the UV and
this theory can be regulated using any standard regulator. Now starting with such a theory
suppose we match in the IR to a theory which only contains the CS term for the gauge field.
The YM coupling, g2YM has dimensions of mass so it would natural to do this sufficiently
below the g2UV mass scale. On carrying out this matching one finds that the level of the
CS term in the IR theory is shifted compared to its value in the UV theory. This shift was
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calculated in [26] and found to be
|kIR| = |kUV |+N. (3.69)
In the UV theory, since the UV behavior is that of a conventional YM theory, kUV can take
all values and therefore |λUV | ∈ [0,∞). From (3.69) it then follows that λ = NkIR satisfies
the relation
|λ| = |λUV |
1 + |λUV | ≤ 1, (3.70)
in agreement with the expectation coming from the free energy calculation that the con-
formal theory does not exist for larger values of |λ|.
In fact an argument along these lines, now for the N = 2 theory leads to the conclusion
that the conformal theory in this case should continue to exist for all values of λ. In the
N = 2 case if one starts in the UV with an additional Yang Mills term for the gauge
field one must also add its supersymmetric completion which involves additional adjoint
fermions. It turns out that when one matches to the IR theory without the SUSY Yang
Mills term now there is no shift in the CS level. The gauge field results in the shift (3.69)
but the two (real) fermions give rise to an exactly opposite shift making the net total shift
in the CS level vanish12. This conclusion is in agreement with our results for the N = 2
theory. As mentioned above in this case the free energy does not vanish for any finite value
of λ (Figure 1(b)) and the thermal mass of the fermion and boson also remain finite for all
finite values of λ (Figure 1(a)).
Another interesting case is one with N = 1 supersymmetry with the parameter w
defined in (3.68) set to vanish. In this case the SUSY completion of the Yang Mills term
requires us to add one real adjoint fermion. Integrating out this fermion results in a shift
k → k −N/2 so that the net shift, after including the effects of the gauge field, are
|kIR| = |kUV |+ N
2
(3.71)
and the resulting value of the ’t Hooft coupling is
|λ| = |λUV |
1 + |λUV |
2
≤ 2. (3.72)
When λUV → ∞ we see that λ → 2 which is exactly the value we found in Figure 2(a),
2(b) where the free energy vanishes and the thermal masses blow up.
These observations serve as consistency checks on the results we have obtained.13
12In addition the supersymmetric multiplet also contains a real scalar. However integrating it out does
not lead to a shift in the CS level.
13 In the purely Bosonic theory kIR and kUV satisfy the same relation as in the purely Fermionic case,
(3.69). This would have suggested that the thermal mass diverges and the Free energy vanishes at λ = 1.
However our results in (3.33) and (3.44) when applied to the purely Bosonic theory show that this does not
happen. For this theory the thermal mass depends on the couplings in the combination λ′ ≡ λ√1 + 3x6,
(3.44), and one finds that the thermal mass is finite and the Free energy is non vanishing for all values of
λ′. Thus the behaviour of the Bosonic theory does not fit within the general discussion given above. We
leave a full understanding of this issue for the future.
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4 Discussion
In this paper we have studied SU(N) level k Chern-Simons gauge theory with matter
consisting of fermions and bosons in the fundamental representation. We calculated the
self-energy for the matter fields and also obtained the free energy at finite temperature,
in the ’t Hooft limit. Our leading large N results, which were obtained using a saddle
point method, are valid to all orders in the ’t Hooft coupling. Although our emphasis in
the study has been on the N = 2 theory with one chiral superfield in the fundamental
representation, much of the analysis is general and would apply to other conformal field
theories in this class as well. Our results show that the free energy, F , of the N = 2 theory
is well behaved for all values of the ’t Hooft coupling. Starting from the free theory, at
λ = 0, the magnitude of the free energy, |F |, monotonically decreases and finally vanishes
at strong coupling, |λ| → ∞. In addition the thermal mass of the boson and fermion, in
the N = 2 theory, also remain finite for all finite λ. The existence of the solution for all
values of λ is consistent with the exact superconformal symmetry of this system for all
values of N and k. We have discussed the relation of our system to UV theory in Section
3.5.
Our analysis for the self energy and the free energy can also be applied to theories with
N = 1 supersymmetry or no supersymmetry, as long as they are conformally invariant. We
have not carried out a detailed analysis of when conformal invariance can be preserved in
this larger class of theories. The results in [25] suggest that conformally invariant theories
with N = 1 or no supersymmetry can indeed exist. We leave a more detailed analysis of
this question for the future.
Lorentz invariance Our calculations were based on the techniques developed in [12] and
were carried out by choosing light cone gauge A− = 0 in the non-thermal directions and by
using dimensional regularisation. The choice of gauge we have made is unconventional in
Euclidean space and more study is needed to ensure that the resulting theory is consistent
and Lorentz invariant. Some evidence was provided for this in [12] especially in the case
of the anomalous dimension of the operator ψ¯ψ which was calculated up to 2-loops in
perturbation theory in various gauge. Our calculations which explore a larger class of
theories add to this evidence. It is worth noting that, in the theories we study, the poles
in the zero temperature propagators occur at p2 = 0, which is Lorentz invariant.
Higher spin currents It is also interesting to study the structure of the higher spin
currents in our theory. The higher spin currents for such theories with vector matter have
been discussed in [17, 18], and it has been shown that the resulting current algebra is a
very powerful tool to determining correlation functions in the theory. These currents are
also important in making a closer connection with dual Vasiliev theories.
It is easy to see that in the theory we are studying, with one fermion and one boson
in the fundamental representation, and with the double trace Yukawa couplings and the
triple trace φ6 coupling, (2.1), there are two currents for every integer spin s ≥ 1 which
are approximately conserved with a conservation law14 schematically of the form (1.1).
14There is an exactly conserved current for spin s = 1, 2.
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These currents can be built as follows. We start with say the current of spin s in the free
fermion case, then replace all ordinary derivatives with covariant derivatives. The effect
of the covariant derivatives, which do not commute, and the Yukawa and φ6 terms in the
Lagrangian results in the current not being traceless in general. After adding appropriate
multi-trace terms traceless can be restored. This traceless spin s current is not conserved,
again because of the non-commutation of the covariant derivatives and the presence of the
Yukawa and φ6 couplings. The resulting terms which violate current conservation are of
double trace and triple trace type and are suppressed by appropriate powers of N as shown
in (1.1). A similar construction can be carried out starting with the spin s current in the
free boson case resulting in the two approximately conserved currents for each integer s ≥ 1
that we mentioned above. In addition, this is important in the analysis of SUSY theories,
there are partner currents which have half-integer spin.
It would be very interesting to explore current equations (analogues of (1.1)) for the
ABJ type theories [14, 27]. For example in the case of M = N and the adjoint repre-
sentation of U(N) the gauge invariant currents of higher spin s ≥ 3 are classically not
conserved. The divergence of the current is not suppressed by powers of O(1/N), as can
be easily deduced by large N power counting. This has the implication that all higher spin
(s ≥ 3) gauge symmetries of the bulk theory are explicitly broken presumably by boundary
conditions.
ABJ duality Adding more flavors and the exploring theories with more supersymmetry
is interesting. Particularly interesting is the case with N = 6 SUSY [27]. It has been
argued that the N = 6 theory has the duality [28] between the theories with gauge groups
U(M + l)k×U(M)−k and U(M)k×U(M +k− l)−k. For the case where M = 1, l = N this
reduces to a duality between a U(N + 1)k ×U(1)−k theory and a U(1)k ×U(1 + k−N)−k
theory. The ’t Hooft coupling of the non-Abelian groups on the two sides of this duality
in the large N limit are λ = N
k
and λ˜ = 1 − λ respectively. The free energy of the two
theories at finite temperature should be equal from this duality, once we also account for
the change N → k −N . The U(1) theory is in the large flavor limit here.
We speculate the following two reasons to explain why the free energy formula presented
in this paper does not have the duality:
i) The presence of an additional U(1) and many flavors in principle leads to modified
gap equations. Even though the saddle point of the SU(N) theory continues to solve
the new gap equations there are in principle other solutions, whose inclusion in the
path integral may restore the duality.
ii) The large N saddle point analysis presented in this paper may be rendered invalid due
to infrared divergences in sub-leading orders in 1/N .15 However this possibility seems
remote because both fermions and bosons have O(1) thermal masses.
iii) The use of manifestly lorentz invariant gauge may also throw light on this issue.
Some other interesting problems to pursue include comparing our calculation with the
high temperature limit of the theory on S2 × S1 where a Gross-Witten-Wadia type phase
15We would like to thank Shiraz Minwalla and Ofer Aharony for drawing our attention to this possibility.
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transition [29, 30] is expected at a (dimensionless temperature) T ∼ N1/2 [12]. It will also
be interesting to calculate the partition function of the SU(N) theory on S3. Other gauge
groups are also interesting to consider, especially in the case with Sp(N) gauge symmetry
in the context of dS/CFT in [2, 31, 32]. This has been independently suggested by [33].
Finally, it would be worth exploring connections with Vasiliev theories in more detail.
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A Conventions
In this appendix, we collect our convention used in this paper.
Normalization on gauge group The SU(N) gauge field Aµ will be expanded by the
generators of the gauge group T a as Aµ =
∑
aA
a
µTa, where a runs from 1 to N
2 − 1. Ta is
normalized so that tr(T aT b) = δab. Note that∑
a
(T a)nm(T
a)qp = δ
q
mδ
n
p −
1
N
δnmδ
p
q . (A.1)
Spinor contraction We contract spinor indices for fermion bilinear in the following way.
ψAχ := ψαA
α
βχ
β = εαγψ
γAαβχ
β, (A.2)
where A is arbitrary two by two matrix and εαβ is ε-invariant tensor.
Gamma matrices (Euclidean) We choose the gamma matrices γµ as Pauli matrices.
γ1 = σ1 =
(
0 1
1 0
)
; γ2 = σ2 =
(
0 −i
i 0
)
; γ3 = σ3 =
(
1 0
0 −1
)
. (A.3)
Coordinates In the main text, we have considered Lorentzian space-time R1,1 from (2.6)
to (2.11). x±, A∓, ∂∓, p∓ represent
x± =
x1 ± x2√
2
, A∓ =
A1 ± A2√
2
, ∂∓ =
∂1 ± ∂2√
2
, p∓ =
p1 ± p2√
2
. (A.4)
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After (2.11), we consider Euclidean space R2 and x±, p∓ represent
x± =
x1 ± ix2√
2
, p∓ =
p1 ± ip2√
2
. (A.5)
We denote the absolute value of 2-plane momentum as ps. That is,
p2s := p
2
1 + p
2
2 = 2p+p−. (A.6)
Fourier expansion For a complex field Φ(x), we can define Φ(p) by Fourier expansion.
On R3, Φ(x) can be expanded as
Φ(x) =
∫
d3p
(2π)3
eipxΦ(p). (A.7)
On R2 × S1, Φ(x) can be expanded as
Φ(x) =
1
β
∑
p3
∫
d2p
(2π)2
eipxΦ(p), (A.8)
where p3 = p3,n is determined by boundary condition of the field Φ with respect to S
1.
Gaussian integration The Gaussian integration in momentum space is done as follows.
For a complex scalar field and a positive function with respect to momentum a(p),∫
DφDφ¯e−
∫
d3p
(2π)3
φ¯(−p)a(p)φ(p)
= (Deta(p))−1 = e−V
∫
d3p
(2π)3
log a(p)
, (A.9)
where we set V = (2π)3δ3(0). For a fermionic field and a positive-definite two by two
matrix M(p),∫
DψDψ¯e−
∫
d3p
(2π)3
ψ¯(−p)M(p)ψ(p)
= DetM(p) = e
V
∫
d3p
(2π)3
log detM(p)
. (A.10)
B Schwinger-Dyson equation
In what follows we shall derive Schwinger-Dyson equations for scalar and fermion field and
confirm that they reproduce the gap equations obtained as a saddle point of the exact
effective action. We will follow [34].
Schwinger-Dyson equation for scalar fields First we derive Schwinger-Dyson equa-
tion for the scalar field. The Schwinger-Dyson equation can be derived via
0 =
∫
DφDφ¯
δ
δφ¯m(−p)
(
e−S1φ¯n(q)
)
, (B.1)
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where S1 is given by (2.11). Since we are interested in gauge singlet sector, we contract
the gauge index.
0 =
1
Z
∫
DφDφ¯
∑
m
δ
δφ¯m(−p)
(
e−S1φ¯m(q)
)
. (B.2)
Here we divide both sides by the total partition function. From direct calculation, the
right-hand side becomes
r.h.s. = Nδ3(q + p)− p
2
(2π)3
N〈χ(q + p, −q + p
2
)〉
− 2
3
(2π)3
N
∫
d3q1
(2π)3
d3q2
(2π)3
(C1(2q1 − 2p, q1, q2) + C1(−2q1 + 2p, q2, q1))×〈
χ(q + 2q1 − p, −q + 2q1 − p
2
)χ(−2q1 + p, q2)
〉
− 2
3
(2π)3
N
∫
d3P
(2π)3
d3q1
(2π)3
d3q2
(2π)3
d3q3
(2π)3[
C2(2q1 − 2p, P, q1, q2, q3) + C2(P, 2q1 − 2p, q2, q1, q3) + C2(2p− 2q1 − P, P, q3, q2, q1)
]
×〈
χ(q + 2q1 − p, −q + 2p− p
2
)χ(P, q2)χ(−2q1 + 2p− P, q3)
〉
− 2λ4N2 2
3
(2π)3
∫
d3q1
(2π)3
d3q2
(2π)3
〈
ξI(−2q2 + p, q1)χ(q + 2q2 − p, −q + 2q2 − p
2
)
〉
.
(B.3)
In the large N limit the leading term is dominated by factorized correlators.
r.h.s. = N
[
δ3(q + p)− p
2
(2π)3
〈χ(q + p, −q + p
2
)〉
− 2
3
(2π)3
∫
d3q1
(2π)3
d3q2
(2π)3
(C1(2q1 − 2p, q1, q2) + C1(−2q1 + 2p, q2, q1))×〈
χ(q + 2q1 − p, −q + 2q1 − p
2
)
〉
〈χ(−2q1 + p, q2)〉
− 2
3
(2π)3
∫
d3P
(2π)3
d3q1
(2π)3
d3q2
(2π)3
d3q3
(2π)3[
C2(2q1 − 2p, P, q1, q2, q3) + C2(P, 2q1 − 2p, q2, q1, q3) + C2(2p− 2q1 − P, P, q3, q2, q1)
]
×〈
χ(q + 2q1 − p, −q + 2p− p
2
)
〉
〈χ(P, q2)〉 〈χ(−2q1 + 2p− P, q3)〉
− 2λ4N2 2
3
(2π)3
∫
d3q1
(2π)3
d3q2
(2π)3
〈ξI(−2q2 + p, q1)〉
〈
χ(q + 2q2 − p, −q + 2q2 − p
2
)
〉
+O( 1
N
)
]
.
(B.4)
From (2.39), (2.47), (2.56), 〈χ(P, q)〉 and 〈ξ(P, q)〉 are given by
〈χ(P, q)〉 = 1
q2 + ΣB(q)
(2π)3δ3(P ), 〈ξ(P, q)〉 = − 1
iγµqµ + ΣF (q)
(2π)3δ3(P ). (B.5)
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Using the above ansatz we can proceed
r.h.s. =
Nδ3(q + p)
q2 + ΣB(q)
[
ΣB(q)−
∫
d3q2
(2π)3
d3q3
(2π)3
[
C2(q, q2, q3) + C2(q2, q, q3) + C2(q3, q2, q)
]
×
1
q22 + ΣB(q2)
1
q23 + ΣB(q3)
+ λ4N
∫
d3q′
(2π)3
tr(
1
iγµq′µ + ΣF (q′)
)
]
. (B.6)
Note that the quadratic term with respect to χ vanishes and C2(p, q, r) is given by (2.52).
Since this was required to vanish we obtain Schwinger-Dyson equation as
ΣB(q) =
∫
d3q2
(2π)3
d3q3
(2π)3
[
C2(q, q2, q3) + C2(q2, q, q3) + C2(q3, q2, q)
] 1
q22 + ΣB(q2)
1
q23 + ΣB(q3)
− λ4N
∫
d3q′
(2π)3
tr(
1
iγµq′µ + ΣF (q′)
). (B.7)
This is the same as the gap equation of the scalar field (2.58).
Schwinger-Dyson equation for fermionic field We repeat the same procedure for
the fermionic field. The starting point is the following identity.
0 =
∫
DψDψ¯
δ
δψ¯m(−p)
(
e−S1ψ¯n(p′)
)
, (B.8)
or by taking contraction for gauge index
0 =
1
Z
∫
DψDψ¯
∑
m
δ
δψ¯m(−p)
(
e−S1ψ¯m(p′)
)
. (B.9)
In purely fermionic case this calculation was already done in [12]. The difference between
their case and our case is one term coming from SBF . The equation (2.27) in [12] is
corrected by a constant.
N(2π)3δ3(p′ + p) = ipµγµ〈ψm(p)ψ¯m(p′)〉
+
2πi
k
∫
d3r
(2π)3
d3q
(2π)3
1
q+
γ+〈ψn(p− q)ψ¯n(−r)γ3ψm(r + q)ψ¯n(p′)〉
− 2πi
k
∫
d3r
(2π)3
d3q
(2π)3
1
q+
γ3〈ψn(p− q)ψ¯n(−r)γ+ψm(r + q)ψ¯n(p′)〉
+ λ4N
∫
d3q
(2π)3
1
ip′µγ
µ + ΣF (p′)
〈
φ¯(p
′
+ p− q)φ(q)
〉
. (B.10)
In the large N limit the factorization leads to
〈ψm(p)ψ¯m(p′)〉 = N
iγµpµ
(2π)3δ3(p′ + p)
− 1
iγµpµ
2πi
k
∫
d3r
(2π)3
d3q
(2π)3
1
q+
γ+〈ψa(p− q)ψ¯a(−r)〉〈γ3ψm(r + q)ψ¯n(p′)〉
+
1
iγµpµ
2πi
k
∫
d3r
(2π)3
d3q
(2π)3
1
q+
γ3〈ψa(p− q)ψ¯a(−r)〉γ+〈ψm(r + q)ψ¯n(p′)〉
− 1
iγµpµ
λ4N
∫
d3q
(2π)3
1
ip′µγ
µ + ΣF (p′)
〈
φ¯(p
′
+ p− q)φ(q)
〉
. (B.11)
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Plugging the fermionic and bosonic propagator into the above gives the fermion self energy
to be
ΣF (p) = −2πiλ
∫
d3q
(2π)3
(
γ3
1
iγµqµ + ΣF
γ+ − γ+ 1
iγµqµ + ΣF
γ3
)
1
(p− q)−
+ λ4N
∫
dp
(2π)3
1
p2 + ΣB(p)
, (B.12)
which is the same as the gap equation for the fermionic field (2.58).
C On regularization
In this appendix we have a comment on the dimensional regularization we used in this
paper. In our analysis, we encounter momentum integrals which includes UV divergence.
They are of the form∫
d3p
(2π)3
F (ps, |p|) or 1
β
∑
p3
∫
d2p
(2π)2
F (ps, |p|), (C.1)
where F (ps, |p|) is a function of ps =
√
p21 + p
2
2 and |p| =
√
p21 + p
2
2 + p
2
3. To regularize UV
divergence, what we do is to change the dimension from 3 to D = 3− ǫ in the integration
and also momentum according to it.∫
dDpˆ
(2π)D
F (ps, |pˆ|) or 1
β
∑
p3
∫
d2−ǫp
(2π)2−ǫ
F (ps, |pˆ|), (C.2)
where |pˆ| = √p21 + p22 + · · ·+ p2D. It is remarkable that we do not touch the part of
2-momentum ps under this process. It is clear that the UV divergence is cured if ǫ is
greater that some positive number. Performing integration, we obtain some function of ǫ.
Analytically continuing from some positive number ǫ to 0, we obtain what we wanted to
evaluate.
In case where the integral includes IR divergence, it can be cured by adding a virtual
mass parameter in 2-plane by changing ps →
√
p2s +m
2 and setting m = 0 after evaluating
the integral.
D Detailed calculation
In this appendix we collect results which will be obtained after detailed calculation. In
this appendix and the main text we will use the following integration formula without
mentioning ∫
dDqˆ
(2π)D
1
(qˆ2 +M2)a
=
1
(4π)
D
2
Γ(a− D
2
)
Γ(a)
1
M2a−D
, (D.1)
which is available in a standard textbook of quantum field theory.
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D.1 ∆SBF
∆SBF (η, η¯) is given by
∆SBF (η, η¯) = N
∫
d3P
(2π)3
d3q1
(2π)3
d3q2
(2π)3
(
2πN
k
(P + q1 + q2)3
(q1 − q2)− {η¯(P, q1)γ−η(−P, q2)− η¯(P, q1)γ3η(−P, q2)}
+Nλ′4η¯(P, q1)η(−P, q2) +Nλ′′4{η(P, q1)η(−P, q2) + η¯(P, q1)η¯(−P, q2)}
)
+N
∫
d3P1
(2π)3
d3P2
(2π)3
d3q1
(2π)3
d3q2
(2π)3
d3q3
(2π)3
2π2N2
k2
×(
tr (ξ(P1, q1)γ−η(P2, q2)η¯(−P1 − P2, q3)γ− − η¯(P1, q1)γ−ξ(P2, q2)γ−η(−P1 − P2, q3))
+ i(P2 − P1 − 2q1 − 2q2 − 4q3)−η¯(P1, q1)γ−η(P2, q2)χ(−P1 − P2, q3)
)
. (D.2)
D.2 Check of the solution of the gap equation
In this appendix we confirm that the solution presented in Section 2.3 satisfies the gap
equation (2.58). That is, the equation we should like to check is
0 = 3N2λ6
∫
d3q
(2π)3
d3q′
(2π)3
1
q2
1
q′2
+ 8π2λ2
∫
d3q
(2π)3
d3q′
(2π)3
[(p+ q′)−(q + q′)−
(p− q′)−(q − q′)−
] 1
q2
1
q′2
+ 4π2λ2
∫
d3q
(2π)3
d3q′
(2π)3
[(p+ q)−(p+ q′)−
(p− q)−(p− q′)−
] 1
q2
1
q′2
− Nλ4
∫
d3q
(2π)3
tr
1
iqµγµ + ΣF (q)
. (D.3)
We compute the integrals by dimensional regularization explained in Appendix C.
First we focus on the first term, which is given by 3N2λ6J
2
1 with M = 0, where
J1 =
∫
dDqˆ
(2π)D
1
qˆ2 +M2
. (D.4)
By using (D.1) we can evaluate this as
J1 =
Γ(1− D
2
)
(4π)
D
2
1
M2−D
= −M
4π
+O(ǫ), (D.5)
where D is greater than two for the integration to be convergent. J1 → −M4π after analytic
continuation with ǫ→ 0. Since J1 vanishes under M = 0, the first term also does.
Next we compute the second and third integrals. We consider the second integral,
8π2λ2J2, where
J2 =
∫
d2q
(2π)2
d2q′
(2π)2
[(p+ q′)−(q + q′)−
(p− q′)−(q − q′)−
] ∫ d(1−ǫ)qˆ3
(2π)1−ǫ
1
q2s + qˆ
2
3
∫
d(1−ǫ)qˆ′3
(2π)1−ǫ
1
q′2s + qˆ
′2
3
. (D.6)
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Here we separate out the two light cone directions and remaining 1 − ǫ directions. Let us
perform the integration in 1− ǫ dimensions.
J2 = A
2
∫
d2q
(2π)2
d2q′
(2π)2
[ (p+ q′)−(q + q′)−
(p− q′)−(q − q′)−
] 1
|qs|1+ǫ
1
|q′s|1+ǫ
, (D.7)
where we set
A :=
Γ(1− 1−ǫ
2
)
(4π)
1−ǫ
2
=
1
2
+O(ǫ). (D.8)
To carry out the remaining integral, we use the following formula∫
d2q
(2π)2
(q + r)−
(q − r)−
1
|qs|a = −
1
π(2− a)|rs|a−2 , (D.9)
where a is suitably greater than a positive number to cut the UV divergence. This can
be obtained in a similar manner to the formulas (2.17-19) derived in [12]. Employing the
formula twice we find
J2 = A
2
∫
d2q′
(2π)2
(p+ q′)−
(p− q′)−
1
|q′s|1+ǫ
×
(
− 1
π(1− ǫ)|q′s|ǫ−1
)
=
(
− A
2
π(1− ǫ)
)∫
d2q′
(2π)2
(p+ q′)−
(p− q′)−
1
|q′s|2ǫ
=
(
− A
2
π(1− ǫ)
)
×
(
1
π(2− 2ǫ)|ps|2ǫ−2
)
= − p
2
s
8π2
+O(ǫ). (D.10)
Similarly we compute the third integral, 4π2λ2J23 , where
J3 =
∫
d2q
(2π)2
(p+ q)−
(p− q)−
∫
d(1−ǫ)qˆ3
(2π)1−ǫ
1
q2s + qˆ
2
3
= A
∫
d2q
(2π)2
(p+ q)−
(p− q)−
1
|qs|1+ǫ
= A×
(
1
π(1− ǫ)|ps|ǫ−1
)
=
p
2π
+O(ǫ). (D.11)
Since 2J2 + J
2
3 = 0 with ǫ → 0 by analytic continuation, the second and third terms in
(D.3) cancel.
Finally we turn to the fourth term. By using the solution (2.65), the fourth term
becomes −2Nλ4f0J4, where
J4 =
∫
d3q
(2π)3
qs
q2s + q
2
3
. (D.12)
Following the prescription in Appendix C we regularize this integral as follows.
J4 =
∫
d2q
(2π)2
∫
d(1−ǫ)qˆ3
(2π)1−ǫ
√
q2s +m
2
q2s +m
2 + qˆ23
, (D.13)
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where we insert a virtual mass in 2-plane to cure IR divergence. Performing integration
we find
J4 = A
∫
d2q
(2π)2
√
q2s +m
2√
q2s +m
2
1+ǫ = −A
m2−ǫ
2π(2− ǫ) = −
m2
8π
+O(ǫ), (D.14)
which vanishes under m→ 0, ǫ→ 0.
As a result we complete checking the equation (D.3).
D.3 Integration formulas
In this appendix we collect detailed calculation used in this paper.
We first show the following integration formula.
1
β
∑
n
∫ ∞
p
qsdqs
(2π)
1
(2πn
β
)2 + q2s +M
2
= − 1
2πβ
log
(
2 sinh(
β
√
p2 +M2
2
)
)
. (D.15)
We regularize the left-hand side such that
(l.h.s. in (D.15)) =
1
β
∑
n
∫ ∞
ps
qsdqs
(2π)
∫
d−ǫqˆ
(2π)−ǫ
1
(2πn
β
)2 + qˆ2 + q2s +M
2
. (D.16)
By using the formula
1
β
∑
n∈Z
1
(2πn
β
)2 + h2
=
coth(βh
2
)
2h
, (D.17)
where h is some positive constant, we can perform the summation.
(l.h.s. in (D.15)) =
∫ ∞
p
qsdqs
(2π)
∫
d−ǫqˆ
(2π)−ǫ
coth(
β
√
qˆ2+q2s+M
2
2
)
2
√
qˆ2 + q2s +M
2
=
∫ ∞
p
qsdqs
(2π)
∫
d−ǫqˆ
(2π)−ǫ
(
coth(
β
√
qˆ2+q2s+M
2
2
)− 1
2
√
qˆ2 + q2s +M
2
+
1
2
√
qˆ2 + q2s +M
2
)
.
(D.18)
In the second equality, we separate the divergent part as the second term so that the
first term is convergent. Therefore the first term can be evaluated without calculating the
integral of extra dimension and results in
∫ ∞
p
qsdqs
(2π)
coth(
β
√
q2s+M
2
2
)− 1
2
√
q2s +M
2
=
−2 log
(
2 sinh(
β
√
p2+M2
2
)
)
+ β
√
p2 +M2
4πβ
. (D.19)
The second term is calculated as∫ ∞
p
qsdqs
(2π)
∫
d−ǫqˆ
(2π)−ǫ
1
2
√
qˆ2 + q2s +M
2
=
1
2
∫ ∞
p
qsdqs
(2π)
1
(4π)
−ǫ
2
Γ(1
2
+ ǫ
2
)
Γ(1
2
)
(q2s +M
2)−
1
2
− ǫ
2
=
1
2
1
(4π)
−ǫ
2
Γ(1
2
+ ǫ
2
)
Γ(1
2
)
(
−(p
2 +M2)
1−ǫ
2
2π(1− ǫ)
)
. (D.20)
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Note that ǫ has to be greater than one to make this integral convergent. By analytic
continuation from some positive number ǫ to zero, we finish evaluating the second term as
−
√
p2+M2
4π
. Summing up these we obtain (D.15).
By setting p = 0 for (D.15) we obtain
1
β
∑
n
∫
d2q
(2π)2
1
(2πn
β
)2 + q2s +M
2
= − 1
2πβ
log
(
2 sinh(
β|M |
2
)
)
. (D.21)
We can obtain a similar formula to (D.21) by changing it from integer sum to half-
integer sum.
1
β
∑
n
∫
d2q
(2π)2
1
(
2π(n+ 1
2
)
β
)2 + q2s +M
2
= − 1
2πβ
log
(
2 cosh(
β|M |
2
)
)
. (D.22)
One can show this formula by repeating the same calculation by exchanging sinhX, cothX
into coshX, tanhX , respectively. This is because the summation formula (D.17) is corre-
spondingly changed by
1
β
∑
n∈Z
1
(
2π(n+ 1
2
)
β
)2 + h2
=
tanh(βh
2
)
2h
. (D.23)
Next we generalize the formula (D.22) in the following manner.
1
β
∑
n
∫
d2q
(2π)2
(
log
(
2 cosh(
β
√
q2s+M
2
2
)
))a
(
2π(n+ 1
2
)
β
)2 + q2s +M
2
= −
(
log
(
2 cosh(βM
2
)
))a+1
2πβ(a+ 1)
. (D.24)
The case with a = 0 is obtained above. The procedure to calculate is the same above. We
regularize the left-hand side such that
(l.h.s. in (D.24)) =
1
β
∑
n
∫
d2q
(2π)2
∫
d−ǫqˆ
(2π)−ǫ
(
log
(
2 cosh(
β
√
q2s+M
2
2
)
))a
(2πn
β
)2 + qˆ2 + q2s +M
2
. (D.25)
Employing the formula (D.17) we can carry out the sum
(l.h.s. in (D.24)) =
∫
d2q
(2π)2
∫
d−ǫqˆ
(2π)−ǫ
(
log
(
2 cosh(
β
√
q2s+M
2
2
)
))a
coth(
β
√
qˆ2+q2s+M
2
2
)
2
√
qˆ2 + q2s +M
2
=
∫
d2q
(2π)2
∫
d−ǫqˆ
(2π)−ǫ
(
log
(
2 cosh(
β
√
q2s+M
2
2
)
))a
coth(
β
√
qˆ2+q2s+M
2
2
)−
(
β
√
q2s+M
2
2
)a
2
√
qˆ2 + q2s +M
2
+
∫
d2q
(2π)2
∫
d−ǫqˆ
(2π)−ǫ
(
β
√
q2s+M
2
2
)a
2
√
qˆ2 + q2s +M
2
. (D.26)
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B = + +
+ + 3 x − .
Figure 4: The bosonic 1PI self energy diagram is drawn. The dotted, undotted and wavy
lines respectively represent scalar, fermion and gauge field. The black and gray bubble
respectively stand for the planar propagators of scalar and fermion.
In the second equality we separate the divergent part. Now the first term is convergent, so
it can be evaluated without taking into account the integral of extra dimension as follows.
∫
d2q
(2π)2
(
log
(
2 cosh(
β
√
q2s+M
2
2
)
))a
coth(
β
√
q2s+M
2
2
)−
(
β
√
q2s+M
2
2
)a
2
√
q2s +M
2
=
− (log (2 cosh(βM
2
)
))a+1
2πβ(a+ 1)
+
1
4π
(
β
2
)a
Ma+1
a + 1
. (D.27)
The second term is calculated as
1
2
(
β
2
)a ∫
d2q
(2π)2
∫
d−ǫqˆ
(2π)−ǫ
(
√
q2s +M
2)a√
qˆ2 + q2s +M
2
=
1
2
(
β
2
)a ∫
d2q
(2π)2
1
(4π)
−ǫ
2
Γ(1
2
+ ǫ
2
)
Γ(1
2
)
(q2s +M
2)
a
2
− 1
2
− ǫ
2
=
1
2
(
β
2
)a
1
(4π)
−ǫ
2
Γ(1
2
+ ǫ
2
)
Γ(1
2
)
(
− M
a+1−ǫ
2π(a + 1− ǫ)
)
.
(D.28)
Note that ǫ has to be greater than a + 1 to make this integral convergent. By analytic
continuation from some positive number ǫ to zero, we finish evaluating the second term as
− 1
4π
(
β
2
)a Ma+1
a+1
. Summing up these we obtain (D.24).
E Diagrammatic analysis
In this appendix we check the gap equations (2.58) and the exact effective action (2.59)
from a diagrammatic point of view.
First we consider the one-particle irreducible (1PI) diagram for bosonic self energy.16
The bosonic 1PI self energy diagram is drawn in Fig.4. Note that gauge self interaction is
not involved in these diagrams due to our gauge choice. This diagram encodes an equation
16Remind that a 1PI diagram is such that it cannot be split into two by cutting any line from it.
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= +F
Figure 5: The fermionic 1PI self energy diagram is drawn.
such that17
−ΣB(p) = N
∫
d3q
(2π)3
(p+ q)µGµν(p− q) 1
q2 + ΣB(q)
(q + p)ν
− 2×N2
∫
d3q
(2π)3
d3q′
(2π)3
1
q′2 + ΣB(q′)
Gµν(q − q′)(q′ + q)ν 1
q2 + ΣB(q)
Gµρ(p− q)(p+ q)ρ
−N2
∫
d3q
(2π)3
d3q′
(2π)3
(p+ q′)ν
1
q′2 + ΣB(q′)
Gνµ(p− q′) 1
q2 + ΣB(q)
Gµρ(p− q)(p+ q)ρ
− 3λ6N2
∫
d3q
(2π)3
d3q′
(2π)3
1
q2 + ΣB(q)
1
q′2 + ΣB(q′)
− λ4N
∫
d3q
(2π)3
(
−tr 1
iγµqµ + ΣF (q)
)
, (E.1)
where Gµν is the relevant coefficient of the gauge propagator
18 given by
Gµν(p) =
2π
kip−
(δµ,+δν,3 − δµ,3δν,+). (E.2)
One can easily reproduce the gap equation of boson in (2.58) from this equation19.
Next the fermionic 1PI self energy diagram is shown in Fig.5. We can read off an
equation from this diagram such that
−ΣF (p) = N
∫
d3q
(2π)3
iγµGµν(p− q) 1
iγµqµ + ΣF (q)
iγν − λ4N
∫
d3q
(2π)3
1
q2 + ΣB(q)
. (E.3)
It turns out that this agrees with the gap equation of fermion in (2.58).
Finally we check that the effective action (2.59) encodes the connected vacuum graph
in a perturbative way. For this purpose, we first expand −Seff (2.59) by −ΣB ,−ΣF , which
is diagrammatically drawn in Fig.6. Plugging (E.1) and (E.3) into the equation expanded
by −ΣB ,−ΣF , we obtain the perturbative expansion in terms of λ, x4, x6. Each term
represents a planar diagram contributing to the vacuum graph. These planar diagrams
are categorized into three classes by matter content: One includes only scalar, another
only fermion, the other both. The first class, which include only scalar and gauge field
propagators, is the following.20
17Note that 1PI self energy diagrams are given by −ΣB,−ΣF in our notation.
18 The gauge propagator is given by
〈
Aaµ(−p′)Abν(p)
〉
= δab(2π)3δ3(p− p′)Gµν (p).
19We note that the first term in (E.1) vanishes.
20If we normalize λ6 → λ63 , then the 6th and 7th terms respectively have the coefficients 13 and 3.
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Figure 6: We draw the perturbative expansion of −Seff in terms of −ΣB ,−ΣF diagram-
matically, which is expected to describe the connected vacuum graph.
+ +2 +2 +1
2
+ +9 + · · · .
The 2nd class, which involves only fermion and gauge propagators, is
− −1
2
−1
2
−1
3
−1
2
+ · · · .
The third class which includes both scalar and fermion lines is given by
− +1
2
−1
2
+ · · · .
These contributions can be explicitly checked by perturbative calculation of the con-
nected vacuum graph by using the original action (2.7) including gauge field. In fact, one
can easily see that each diagram has the correct symmetry and sign factors.21
F Supersymmetric Chern-Simons matter action
In this appendix we present N = 1, 2 Chern-Simons theory coupling to a fundamental
chiral multiplet in our notation.
F.1 N = 2 case
N = 2 Chern-Simons-matter Lagrangian we use consists of N = 2 gauge multiplet
(Aµ, σ, λ, λ¯, D), and a chiral multiplet (φ, ψ, F ). The Lagrangian is [35]
LN=2 = LN=2cs + LN=2matter, (F.1)
21 The graph including nF fermion loops has the sign factor (−1)nF .
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where
LN=2cs = κTr
[
iεµνρ(Aµ∂νAρ − 2i
3
AµAνAρ)− λ¯λ+ 2Dσ
]
, (F.2)
LN=2matter = Dµφ¯Dµφ+ ψ¯( 6D + σ)ψ + ψ¯λ¯φ+ φ¯λψ + φ¯(σ2 −D)φ− F¯F. (F.3)
Here ε123 = 1, 6D = γµDµ. Supersymmetry transformation rule for a vector multipelet is
∆ǫAµ =
i√
2
(ǫ¯γµλ− ǫγµλ¯), (F.4)
∆ǫσ = − 1√
2
(ǫλ¯ + ǫ¯λ), (F.5)
∆ǫλα =
√
2ǫγγρ
γ
α(
i
2
εµνρFµν + [D
ρ, σ])−
√
2ǫαD, (F.6)
∆ǫλ¯α =
√
2ǫ¯γγρ
γ
α(− i
2
εµνρFµν + [D
ρ, σ])−
√
2ǫ¯αD, (F.7)
∆ǫD = − 1√
2
(ǫγ 6Dγβλ¯β + ǫ¯γ 6Dγβλβ + ǫ[λ¯, σ] + ǫ¯[σ, λ]). (F.8)
For a chiral multiplet,
∆ǫφ = −
√
2ǫψ, (F.9)
∆ǫψα =
√
2(ǫ¯β 6Dβαφ+ ǫ¯ασφ− ǫαF ), (F.10)
∆ǫF = −
√
2(ǫ¯ 6Dψ + ǫ¯σψ + ǫ¯λ¯φ), (F.11)
∆ǫφ¯ = −
√
2ǫ¯ψ¯, (F.12)
∆ǫψ¯α =
√
2(ǫβ 6Dβαφ¯+ ǫαφ¯σ − ǫ¯αF¯ ), (F.13)
∆ǫF¯ = −
√
2(ǫ 6Dψ¯ + ǫψ¯σ + φ¯ǫλ). (F.14)
Integrating out D, σ, λ, λ¯, F we obtain N = 2 Chern-Simons action
SN=2 =
∫
d3x
[
iκεµνρTr(Aµ∂νAρ − 2i
3
AµAνAρ) +Dµφ¯D
µφ+ ψ¯ 6Dψ
+
1− 2
N
2κ
(ψ¯φ)(φ¯ψ) +
1− 1
2N
κ
(ψ¯ψ)(φ¯φ) +
(
1− 1
N
2κ
)2
(φ¯φ)3
]
, (F.15)
and supersymmetry transformation rule
∆ǫA
a
µ =
i√
2κ
(φT¯ aǫγµψ¯ − ǫγµψT aφ¯), (F.16)
∆ǫφ = −
√
2ǫψ, (F.17)
∆ǫψα =
√
2(ǫ¯β 6Dβαφ+
1− 1
N
2κ
ǫ¯αφ(φ¯φ)), (F.18)
∆ǫφ¯ = −
√
2ǫ¯ψ¯, (F.19)
∆ǫψ¯α =
√
2(ǫβ 6Dβαφ¯+
1− 1
N
2κ
ǫα(φ¯φ)φ¯). (F.20)
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F.2 N = 1 case
N = 1 Chern-Simons-matter Lagrangian we use consists of N = 1 gauge multiplet (Aµ, λ′),
where λ′ is a majorana fermion, and matter multiplet (φ, ψ), where φ is a complex boson.
The Lagrangian with a general superpotential W (φ¯φ) is given by [36]
LN=1 = LN=1cs + LN=1matter, (F.21)
where
LN=1cs = κTr
[
iεµνρ(Aµ∂νAρ − 2i
3
AµAνAρ)− λ′αλ′α
]
, (F.22)
LN=1matter =
[
Dµφ¯D
µφ+ ψ¯/Dψ + iψ¯λ′φ− iφ¯λ′ψ + (φ¯φ)W ′(φ¯φ)2 − ψ¯ψW ′(φ¯φ)
−
(
1
2
(
(ψ¯φ)(ψ¯φ) + (ψφ¯)(ψφ¯)
)
+ (φ¯ψ)(ψ¯φ)
)
W ′′(φ¯φ)
]
. (F.23)
Here W ′(x) = dW (x)
dx
=:W ′x. Supersymmetry transformation rule is
∆ǫAµ =
√
2ǫγµλ
′, (F.24)
∆ǫλ
′
α = −
1√
2
εµνρǫβγρ
β
αFµν , (F.25)
∆ǫφ = −
√
2ǫψ, (F.26)
∆ǫψα =
√
2(ǫβ 6Dβαφ− ǫαφW ′(φ¯φ)), (F.27)
∆ǫφ¯ = −
√
2ǫψ¯, (F.28)
∆ǫψ¯α =
√
2(ǫβ 6Dβαφ¯− ǫαW ′(φ¯φ)φ¯). (F.29)
Integrating out gaugino λ′ we obtain N = 1 Chern-Simons action
SN=1 =
∫
d3x
[
iκεµνρTr(Aµ∂νAρ − 2i
3
AµAνAρ) +Dµφ¯D
µφ+ ψ¯/Dψ
+ (φ¯φ)W ′2φ¯φ + (ψ¯ψ)
(
−W ′¯φφ +
1
2κ
(φ¯φ)
)
− (φ¯ψ)(ψ¯φ)(W ′′¯φφ +
1
2κN
)
+
(
−1
2
W ′′¯φφ −
1− 1
N
4κ
)
((ψ¯φ)(ψ¯φ) + (φ¯ψ)(φ¯ψ))
]
, (F.30)
and supersymmetry transformation rule as
∆ǫA
a
µ =
i√
2κ
(φT aǫγµψ¯ − ǫγµψT aφ¯), (F.31)
∆ǫφ = −
√
2ǫψ, (F.32)
∆ǫψα =
√
2(ǫβ 6Dβαφ− ǫαφW ′(φ¯φ)), (F.33)
∆ǫφ¯ = −
√
2ǫψ¯, (F.34)
∆ǫψ¯α =
√
2(ǫβ 6Dβαφ¯− ǫαW ′(φ¯φ)φ¯). (F.35)
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Now, let us impose the conformal symmetry on this action, which requires the potential
W (φ¯φ) to be quadratic.
W (φ¯φ) = − w
4κ
(φ¯φ)2, (F.36)
where w is an arbitrary number. Then the above action becomes
SN=1 =
∫
d3x
[
iκεµνρTr(Aµ∂νAρ − 2i
3
AµAνAρ) +Dµφ¯D
µφ+ ψ¯/Dψ
+
( w
2κ
)2
(φ¯φ)3 +
(
1 + w
2κ
)
(ψ¯ψ)(φ¯φ)
+
w − 1
N
2κ
(φ¯ψ)(ψ¯φ) +
(
w − 1 + 1
N
4κ
)
((ψ¯φ)(ψ¯φ) + (φ¯ψ)(φ¯ψ))
]
, (F.37)
and supersymmetry transformation rule
∆ǫA
a
µ =
i√
2κ
(φT aǫγµψ¯ − ǫγµψT aφ¯), (F.38)
∆ǫφ = −
√
2ǫψ, (F.39)
∆ǫψα =
√
2(ǫβ 6Dβαφ+ w
2κ
ǫαφ(φ¯φ)), (F.40)
∆ǫφ¯ = −
√
2ǫψ¯, (F.41)
∆ǫψ¯α =
√
2(ǫβ 6Dβαφ¯+ w
2κ
ǫα(φ¯φ)φ¯). (F.42)
Note that N = 1 SUSY in this theory is enhanced to N = 2 when w = 1 − 1
N
. This
can be explicitly seen by comparing N = 2 SUSY action constructed in Appendix F.1.
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