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Abstract
In previous papers, we studied the asymptotic behaviour of SN(A,X) =
(2N + 1)−d/2
∑
n∈AN
Xn, where X is a centered, stationary and weakly de-
pendent random field, and AN = A ∩ [−N,N ]d, A ⊂ Zd. This leads to
the definition of asymptotically measurable sets, which enjoy the property
that SN(A;X) has a Gaussian weak limit for any X belonging to a cer-
tain class. Here we extend this type of results to the case of weakly de-
pendent triangular arrays and present an application of this technique to
regression models. Indeed, we prove that CLT and related results hold for
XNn = ϕ(ξ
N
n , Y
N
n ), n ∈ Zd, where ϕ satisfies certain regularity conditions, ξ
and Y are independent random fields, ξ is weakly dependent and Y satisfies
some Strong Law of Large Numbers.
Keywords: Central Limit Theorems, weakly dependent random fields, trian-
gular arrays, regression models, asymptotically measurable sets.
AMS subject classifications: 60F05, 60G60.
1 Introduction
The notion of an “asymptotically measurable set” was introduced in [7] and
[8], and it was motivated by some statistical problems concerning random
fields.
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Let us denote Zd the lattice of points of Rd with integer coordinates.
A subset A of Zd is said to be asymptotically measurable (AM), if for each
n ∈ Zd, the limit, as N tends to infinity, of HN(n;A) = card{AN∩(n+AN )}(2N+1)d
exists, where AN = A ∩ [−N,N ]d; furthermore, if we denote H(n;A) this
limit, it satisfies 0 < H(n;A) < 1.
We denote M(Zd) the class of asymptotically measurable sets. Sets with
regular borders (in the sense that their borders are negligible), periodic sets
and certain random sets are examples of elements of M(Zd).
The class of centered, stationary, with finite second moment random
fields which satisfy certain weak dependence conditions is denoted by F,
then SN(A,X) =
1√
(2N+1)d
∑
n∈AN
Xn has a non-trivial weak limit for any
X ∈ F if and only if A ∈ M(Zd), this is the main property of this class of
sets.
For statistical purposes, a generalization of the notion of AM set is needed.
We say that a collection {Ai : i = 1, ..., r} of subsets of Zd is an asymptotically
measurable collection (AMC) if
lim
N
HN(n;A
i, Aj) = H(n;Ai, Aj) ∀n ∈ Zd, i, j = 1, ..., r,
where HN(n;A
i, Aj) =
card{AiN∩(n+A
j
N
)}
(2N+1)d
.
Now consider X = (X1, ..., Xr), a Rr-valued, centered, stationary and
weakly dependent random field, and define
MN(A
1, ..., Ar;X1, ..., Xr) =
(
SN(A
1, X1), ..., SN(A
r, Xr)
)
,
then MN (A
1, ..., Ar;X1, ..., Xr) converges weakly for any X in a suitable
class, if and only if A1, ..., Ar is an AMC.
For instance, to be more precise, take ‖x‖ = max1≤i≤r|xi|, x = (x1, ..., xr) ∈
R
r, and let X = (Xn)n∈Zd ∈ F be a random fields such that the following
conditions hold:
(C1) Let us call rX(k) = E{X0Xk}, then
∑
k∈Zd |rX(k)| <∞.
(C2) Let us define XJ , the truncation by J of the random field X , that is
XJn = Xn1I{‖Xn‖≤J} −E{Xn1I{‖Xn‖≤J}}.
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(i) There exists no negative numbers ρ(1), ρ(2), · · · such that, for all
k ∈ Zd, J ≥ 0, ∑k∈Zd ρ(k) <∞, and |rXJ (k)| < ρ(k).
(ii) There exists a sequence b(J) such that limJ→∞ b(J) = 0 and for
each A ⊂ Zd, we have
E
{
(SN(A,X)− SN(A,XJ))2
} ≤ b(J) card(AN)
(2N + 1)d
.
(C3) For each J > 0, there exists a real number C(X, J) such that for all
N ∈ N, A ⊂ Zd we have E {(SN(A,XJ))4} ≤ C(X, J)( card(AN )(2N+1)d )2 .
(C4) There exists a bounded real function g and a sequence d(J) with
limJ→∞ d(J) = 0 such that∣∣E {exp[it SN(A ∪ B,XJ)]}−E {exp[it SN (A,XJ)]} · E {exp[it SN(B,XJ)]}∣∣
≤ d(J)g(t), t ∈ R,
holds for any A,B ⊂ Zd that satisfy dist (A,B) ≥ J .
Theorem 1.1 If A is an AM set and conditions (C1)-(C4) hold, then
SN(A,X)
w−→N(0, σ2(A,X)),
where σ2(A,X) =
∑
n∈Zd r
X(n)H(n;A).
The proof of this theorem is obtained by Bernshtein “big and small
blocks” method [1], and it is similar to the proof of Proposition 2.2 in [9].
Some final remarks on general notation we use all along this paper:
• The weak convergence of probability measures is denoted by “ w−→”.
• The symbol “0”represents both, the real zero and the zero element of
R
d; the context will make its meaning clear.
• N(µ, σ2) denotes a Gaussian distribution with mean µ and variance σ2.
• card(A) is the cardinal of A.
• [x] is the integer part of the number x.
• X ≈ Y means that X and Y has the same distribution.
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2 The central limit theorem for triangular ar-
rays
Here we shall deal with a special case of random fields, the triangular array.
A triangular array is a double sequence of random variables XNn , n ∈ Zd,
N ∈ N, and the random variables in each row are independent. The purpose
of this paper is to establish a CLT for weakly dependent triangular arrays.
Theorem 2.1 Let XN =
(
XNn
)
n∈Zd
be a triangular array that satisfies
(H1) For all N ∈ N, XN is a stationary, centered, with finite second moment
random fields, that satisfies
∑
k∈Zd
∣∣∣rXN (k)∣∣∣ < ∞, where rXN (k) =
E
{
XN0 X
N
k
}
.
(H2) For all J > 0 we define XN,Jn = X
N
n 1I{‖XNn ‖≤J} − E
{
XNn 1I{‖XNn ‖≤J}
}
and let us suppose that
(i) There exists ρ(k) ≥ 0 such that ∑k∈Zd ρ(k) < ∞ and for any
k ∈ Zd, N ∈ N ∣∣∣rXN,J (k)∣∣∣ ≤ ρ(k).
(ii) There exists a sequence b(J) such that limJ→+∞ b(J) = 0 and for
any B ⊂ Zd, N ∈ N
E
{[
SN
(
B,XN
)− SN (B,XN,J)]2} ≤ b (J) card (BN)
(2N + 1)d
.
(H3) For all J > 0, there exists C(J) < ∞ such that for all B ⊂ Zd, and
for all N ∈ N
E
{
SN
(
B,XN,J
)4} ≤ C (J)
(
card BN
(2N + 1)d
)2
.
(H4) There exists a decreasing real function h : R+ → R+ such that
limx→+∞ h(x) = 0 and a real function g(J, t) such that for all fixed
J > 0, g is bounded on the second variable, supt∈R g (J, t) = gJ < ∞,
such that∣∣E {exp[it SN(A ∪ B,XN,J)]}− E {exp[it SN(A,XN,J)]} E {exp[it SN(B,XN,J)]}∣∣
4
≤ g (J, t) h (dist (A,B)) ,
for any disjoint setsA,B ⊂ Zd, for all N ∈ N, t ∈ R.
(H5) For all k ∈ Zd, J > 0, there exists γJ(k), γ(k) such that
lim
N→+∞
rX
N,J
(k) = γJ(k) and lim
J→+∞
γJ(k) = γ(k).
If A is an AM set, then SN
(
A,XN
) ω→
N
N (0, σ2 (A)), with σ2 (A) =
∑
k∈Zd
γ (k)H (k;A) .
The proof is based on the following steps:
First, constraint the problem to work with a bounded centered field,
with the truncation proposed in (H2).
Then, follow Bernshtein “big and small blocks”methods, so that the
sum of variables over small blocks is negligible, and the sum of variables
in two different large blocks is asymptotically independent.
Proof: We consider two nondecreasing sequences of positive integer pN and
qN such that: limN→∞ pN = limN→∞ qN = 0 limN→∞
qN
pN
= 0, limN→∞
pN
N
=
0 and limN→∞(kN)
d.h (qN) = 0, where kN =
[
2N+1
pN+qN
]
.
We call IN(j) = [−N+j (pN + qN ) ;−N+j (pN + qN )+pN ], 0 ≤ j ≤ kN ;
IN =
kN⋃
j=0
IN(j) and ∆N = I
d
N is the union of (kN)
d disjoints d-cubes of side
pN
∆N =
(kN )
d⋃
ℓ=1
∆N (ℓ), (1)
card (∆N(ℓ)) = (pN + 1)
d, hence card (∆N) = (kN)
d (pN + 1)
d. Even more,
if ℓ 6= ℓ′, dist (∆N(ℓ),∆N(ℓ′)) ≥ qN .
We can decompose SN
(
A,XN,J
)
as follows
SN
(
A,XN,J
)
= SN
(
A ∩∆N , XN,J
)
+ SN
(
A ∩∆CN , XN,J
)
. (2)
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As XN,J is a stationary process, by Lemma 3.1 and H2 (i)
E
{(
SN
(
A ∩∆CN , XN,J
))2} ≤ C card
((
A ∩∆CN
)
N
)
(2N + 1)d
≤ C card
((
∆CN
)
N
)
(2N + 1)d
= C
(2N + 1)d − (kN)d · (pN + 1)d
(2N + 1)d
= C
[
1−
(
pN + 1
pN + qN
)d]
. (3)
By (3), the second term in (2) converges in L2 to 0, therefore it is enough
to prove that SN
(
A ∩∆N , XN,J
)
converges weakly to a Gaussian law.
Let Y N1 , . . . , Y
N
(kN )d
be a sequence of random independent variables such
that Y Nℓ ≈ SN
(
A ∩∆N (ℓ), XN,J
)
for each J > 0. In order to show that
SN
(
A ∩∆N , XN,J
) ≈∑(kN )dℓ=1 Y Nℓ , it is sufficient to prove∣∣∣∣∣∣E

exp

it (kN )
d∑
ℓ=1
SN
(
A ∩∆N (ℓ), XN,J
)

− E

exp

it (kN )
d∑
ℓ=1
Y Nℓ




∣∣∣∣∣∣ −→N→∞ 0.
Applying Lemma 3.2 with Zℓ = exp
(
it SN
(
A ∩∆N (ℓ), XN,J
))
we have∣∣∣∣∣∣E


(kN )
d∏
ℓ=1
exp
(
it SN
(
A ∩∆N (ℓ), XN,J
))−
(kN )
d∏
ℓ=1
E
{
exp
(
it SN
(
A ∩∆N(ℓ), XN,J
))}∣∣∣∣∣∣
≤
(kN )
d−1∑
j=1
∣∣∣∣∣∣E


(kN )
d∏
ℓ=j
exp
(
it SN
(
A ∩∆N(ℓ), XN,J
))
− E {exp (it SN (A ∩∆N (j), XN,J))} E


(kN )
d∏
ℓ=j+1
exp
(
it SN
(
A ∩∆N (ℓ), XN,J
))
∣∣∣∣∣∣
≤
(kN )
d−1∑
j=1
g(J, t) h

dist

A ∩∆N (j), (kN )
d⋃
ℓ=j+1
A ∩∆N(ℓ)




≤ (kN)d gJ h(qN) −→ 0 as N −→∞, (4)
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by (H4) and as the distance between ∆N(ℓ) is larger than qN , hence SN
(
A ∩∆N , XN,J
)
has the same asymptotic distribution of
∑(kN )d
ℓ=1 Y
N
ℓ . These random variables
are a tringular array of independents copies of SN
(
A ∩∆N (ℓ), XN,J
)
, cen-
tered and with finite variance σ2N = E
{
Y Nℓ
}2
= E
{
SN
(
A ∩∆N (ℓ), XN,J
)}2
.
By Lyapunov’s central limit theorem if,
(kN )
dP
ℓ=1
E
h
(Y Nℓ )
2+δ
i
σ2+δ
→
N→∞
0 for some pos-
itive δ, then
(kN )
d∑
ℓ=1
Y Nℓ
ω→
N
N(0, σ2N ). (5)
From (H3)
(kN )
d∑
ℓ=1
E
{
SN
(
A ∩∆N (ℓ), XN,J
)}4 ≤ (kN )
d∑
ℓ=1
C(J)
[
card ((A ∩∆N (ℓ))N)
(2N + 1)d
]2
≤
(kN )
d∑
ℓ=1
C(J)
[
card ((∆N(ℓ))N)
(2N + 1)d
]2
= C(J)(kN)
d
(
pN + 1
2N + 1
)2d
= C(J)
[
(pN + 1)
2
(pN + qN) (2N + 1)
]d
.
The last equation tends to 0 as N →∞, so the Lyapunov’s condition holds,
with δ = 2, so (5) follows.
By Lemma 3.1 we can compute σ2N as
(kN )
d∑
ℓ=1
E
{(
SN
(
A ∩∆N(ℓ), XN,J
))2}
=
(kN )
d∑
ℓ=1
∑
k∈Zd
rX
N,J
(k)HN (k;A ∩∆N (ℓ))
=
∑
k∈Zd
rX
N,J
(k) ·
(kN )
d∑
ℓ=1
HN (k;A ∩∆N (ℓ)) .
(6)
By the other hand
HN (k;A ∩∆N(ℓ)) ≤ card (A ∩∆N(ℓ))
(2N + 1)d
≤ card(∆N(ℓ))
(2N + 1)d
,
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and
0 ≤
(kN )
d∑
ℓ=1
HN (k;A ∩∆N (ℓ)) ≤
(kN )
d∑
ℓ=1
card(∆N(ℓ))
(2N + 1)d
≤ 1.
For each set A we can decompose AN like AN = (A ∩∆N) ∪ (A ∩∆CN ). For
short, set DN = A ∩∆N and CN = A ∩∆CN , then
HN (k;A) =
card (AN ∩ (k + AN ))
(2N + 1)d
=
card (DN ∩ (k +DN ))
(2N + 1)d
+
card (DN ∩ (k + CN))
(2N + 1)d
+
card (CN ∩ (k + CN))
(2N + 1)d
+
card (CN ∩ (k +DN))
(2N + 1)d
. (7)
As the last three terms above are bounded by card (∆N (ℓ)),
HN(k;A) ≤ card (DN ∩ (k +DN ))
(2N + 1)d
+ 3
card(∆CN)
(2N + 1)d
. (8)
The second term in (8) converges to 0 if N → ∞, then asymptotically
HN(k;A) ≃ card(DN∩(k+DN ))(2N+1)d , and
card (DN ∩ (k +DN))
(2N + 1)d
=
(kN )
d∑
ℓ,ℓ′=1
card {(A ∩∆N (ℓ)) ∩ (k + (A ∩∆N(ℓ′)))}
(2N + 1)d
=
(kN )
d∑
ℓ=1
card {(A ∩∆N(ℓ)) ∩ (k + (A ∩∆N(ℓ)))}
(2N + 1)d
+
∑
ℓ 6=ℓ′
card {(A ∩∆N(ℓ)) ∩ (k + (A ∩∆N (ℓ′)))}
(2N + 1)d
.
For N large enough such that qN > ‖k‖ , the second term in (9) is equal to 0,
then
HN(k;A) ≃
(kN )
d∑
ℓ=1
HN(k;A ∩∆N (ℓ)). (9)
Since A is measurable, HN(k;A) −→
N→∞
H(k;A), this holds
(kN )
d∑
ℓ=1
HN (k;A ∩∆N(ℓ)) −→
N→∞
H(k;A). (10)
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Applying (H5) and (10) in (6), we have σ2N −→
N→∞
σ2J (A) =
∑
k∈Zd
γJ(k)H(k;A).
In summary we proved that
SN
(
A,XN,J
) ω→
N
N
(
0, σ2J(A)
)
. (11)
From hypotesis (H2) i),
∣∣∣rXN,J (k)∣∣∣ ≤ ρ (k) , for any k,N, J , therefore,
limN→∞
∣∣∣rXN,J (k)∣∣∣ ≤ ρ (k). So, by (H5) for any k, J
∣∣γJ(k)∣∣ ≤ ρ(k).
As
∑
k∈Zd ρ(k) < ∞ and since 0 ≤ H(k, A) ≤ 1, applying the theorem of
Dominated Convergence, we get that σ2J (A) is finite. Hence,
lim
J→+∞
σ2J (A) = σ
2 (A) . (12)
For arbitraty ǫ > 0, by Tchebyshev inequality and (H2) ii)
P
(∣∣SN (A,XN,J)− SN (A,XN)∣∣ > ǫ) ≤ E
{
SN
(
A,XN,J
)− SN (A,XN)}2
ǫ2
≤ b (J) card (AN)
(2N + 1)dǫ2
≤ b (J)
ǫ2
,
then
lim
J→+∞
lim sup
N→∞
P
(∣∣SN (A,XN,J)− SN (A,XN)∣∣ ≥ ǫ) = 0,
and the theorem is proved. ✷
Corollary 2.1 Let XN =
(
XNn
)
n∈Zd
be a stationary, centered andm-dependent
triangular array that satisfies the following conditions:
C1) For each N ∈ N, E (XN0 )4 < C, C > 0, a constant independent of N .
C2) The covariance function is uniformely bounded, that is∣∣∣rXN (k)∣∣∣ ≤ ρ(k) 0 ≤ ‖k‖ ≤ m, ∀N ∈ N.
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C3) For every k ∈ Zd, J > 0, there exists γJ(k) < ∞ and γ(k) < ∞ such
that
lim
N→+∞
rX
N,J
(k) = γJ(k) and lim
J→+∞
γJ(k) = γ(k).
If A is AM, then SN
(
A,XN
) ω→
N
N (0, σ2 (A)), with σ2(A) =
∑
k ∈ Zd
‖k‖ ≤ m
γ(k)H(k;A).
Proof: We set XN,Jn as in the theorem above, according to this theorem it
is enough to show that conditions (H1), (H2), (H3), and (H4) hold.
The hypothesis (H1) and (H2) i) are direct from the fact that
∣∣∣rXN (k)∣∣∣ = 0
if ‖k‖ ≤ m.
Let us show (H2) ii)
E
{[
SN
(
B,XN
)− SN (B,XN,J)]2} = E



∑
n∈BN
XNn −XN,Jn√
(2N + 1)d


2
 .
Let us call Y N,Jn =
(
XNn −XN,Jn
)
, so
∑
k∈Zd
∣∣∣rY N,J (k)∣∣∣ = ∑
k ∈ Zd
‖k‖ ≤ m
∣∣∣rY N,J (k)∣∣∣ <∞.
Applying Lemma 3.1
E
{[
SN
(
B,XN
)− SN (B,XN,J)]2} = E {SN (B, Y N,J)2}
≤ card (BN)
(2N + 1)d
∑
k ∈ Zd
‖k‖ ≤ m
∣∣∣rY N,J (k)∣∣∣ ,
taking b(J) =
∑
k ∈ Zd
||k|| ≤ m
∣∣∣rY N,J ∣∣∣ to prove the hypothesis (H2) ii) it is enough
to show that
∣∣∣rY N,J ∣∣∣ −→ 0 as J →∞, ∀N ∈ N.
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∣∣∣rY N,J (k)∣∣∣ = ∣∣∣E {Y N,J0 , Y N,J0 }∣∣∣
=
∣∣∣E {XN0 XNk }− E {XN0 XNk 1I{‖XNk ‖≤J}
}
−E
{
XN0 1I{‖XN0 ‖≤J}X
N
k
}
+ rX
N,J
(k)
∣∣∣ .
As applying Cauchy-Schwartz inequality, we have E
∣∣XN0 XNk ∣∣ <∞, then by
Dominate Convergence Theorem
E
{
XN0 X
N
k 1I{‖XNk ‖≤J}
}
−→
J→∞
E
{
XN0 X
N
k
}
,
E
{
XN0 1I{‖XN0 ‖≤J}X
N
k
}
−→
J→∞
E
{
XN0 X
N
k
}
,
and rX
N,J
(k) −→
J→∞
rX
N
(k), so b(J) =
∑
k ∈ Zd
‖k‖ ≤ m
∣∣∣rY N,J (k)∣∣∣ −→
J→∞
0, ∀N ∈ N.
To show (H3), let B ⊆ Zd be an arbitrary set,
E
{
SN
(
B,XN,J
)4}
=
1
(2N + 1)2d


∑
i∈BN
E
(
X
N,J
i
)4
+ 4
∑
i, j ∈ BN
i 6= j
E
{(
X
N,J
i
)3
X
N,J
j
}
+6
∑
i, j ∈ BN
i 6= j
E
{(
X
N,J
i
)2 (
X
N,J
j
)2}
+ 12
∑
i, j, k ∈ BN
i 6= j 6= k
E
{(
X
N,J
i
)2
X
N,J
j X
N,J
k
}
+24
∑
i, j, k, l ∈ BN
i 6= j 6= k 6= l
E
{
X
N,J
i X
N,J
j X
N,J
k X
N,J
l
}

 .
As
(
X
N,J
i
)4
≤ (XNi )4, from C1) we get∑
i∈BN
E
(
X
N,J
i
)4
≤ card (BN) C.
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Applying Cauchy-Schwartz inequality and by the m-dependence, we get
boundes for each term
∑
i, j ∈ BN
i 6= j
E
{(
X
N,J
i
)3
X
N,J
j
}
≤ card (BN) (card (BN)− 1) C,
∑
i, j ∈ BN
i 6= j
E
{(
X
N,J
i
)2 (
X
N,J
j
)2}
≤ card (BN) (card (BN )− 1)
2
C,
∑
i, j, k ∈ BN
i 6= j 6= k
E
{(
X
N,J
i
)2
X
N,J
j X
N,J
k
}
≤ (card (BN))2 2(2m+ 1)dC,
∑
i, j, k, l ∈ BN
i 6= j 6= k 6= l
E
{
X
N,J
i X
N,J
j X
N,J
k X
N,J
l
}
≤ (card (BN ))2 3(2m+ 1)dC.
We conclude that
E
{
SN
(
B,XN,J
)4} ≤ C⋆(card (BN)
(2N + 1)d
)2
∀J > 0.
To prove (H4) let us note that the characteristic function of SN(A,X
N,J)
and the characteristic function of SN(B,X
N,J) are independent random vari-
ables if (A,B) > m, then it is enough to consider h(x) = 0 if x > m. ✷
3 Appendix
Lemma 3.1 If X = (Xn)n∈Zd is a weakly stationary random field such that
for all n, E(Xn) = 0 , E(X
2
n) <∞, then for any B ⊂ Zd,
E
{
SN (B,X)
2} = ∑
k∈Zd
rX (k) ·HN (k;B),
with HN (k;B) =
card (BN∩(k+BN ))
(2N+1)d
.
In particular, if
∑
k∈Zd |rX(k)| <∞ then E
{
SN (B,X)
2} ≤ C card (BN )
(2N+1)d
.
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Lemma 3.2 Let Z1, Z2, · · · , Zn be a sequence of complex-valued random vari-
ables such that |Zi| ≤ 1 , for all i, then∣∣∣∣∣E
{
n∏
i=1
Zi
}
−
n∏
i=1
E {Zi}
∣∣∣∣∣ ≤
n−1∑
j=1
∣∣∣∣∣E
{
n∏
i=j
Zi
}
− E{Zj} E
{
n∏
i=j+1
Zi
}∣∣∣∣∣ .
Proof:
∣∣∣∣∣E
{
n∏
i=1
Zi
}
−
n∏
i=1
E {Zi}
∣∣∣∣∣
≤
∣∣∣∣∣E
{
n∏
i=1
Zi
}
− E{Z1}E
{
n∏
i=2
Zi
}∣∣∣∣∣+
∣∣∣∣∣E{Z1}E
{
n∏
i=2
Zi
}
−
n∏
i=1
E{Zi}
∣∣∣∣∣
≤
∣∣∣∣∣E
{
n∏
i=1
Zi
}
− E{Z1}E
{
n∏
i=2
Zi
}∣∣∣∣∣+
∣∣∣∣∣E
{
n∏
i=2
Zi
}
−
n∏
i=2
E{Zi}
∣∣∣∣∣ .
In the same way, we can bound the second term and finally we obtain
∣∣∣∣∣E
{
n∏
i=1
Zi
}
−
n∏
i=1
E {Zi}
∣∣∣∣∣ ≤
≤
∣∣∣∣∣E
{
n∏
i=1
Zi
}
− E{Z1}E
{
n∏
i=2
Zi
}∣∣∣∣∣+
∣∣∣∣∣E
{
n∏
i=2
Zi
}
−E{Z2}
n∏
i=3
E{Zi}
∣∣∣∣∣+
· · ·+
∣∣∣∣∣E
{
n∏
i=n−1
Zi
}
−
n∏
n−1
E{Zi}
∣∣∣∣∣
≤
n−1∑
j=1
∣∣∣∣∣E
{
n∏
i=j
Zi
}
−E{Zj} E
{
n∏
i=j+1
Zi
}∣∣∣∣∣ .
✷
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