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Short Abstract
This work proposes a methodology for performing a quality assessment on the complete air-
borne hyperspectral system, thus ranging from data acquisition up to land-product generation.
It is compliant with other quality assessment initiatives, such as the European Facility for Air-
borne Research (EUFAR), the Quality Assessment for Earth observation work-group (QA4EO)
and the Joint Committee for Guides in Metrology (JCGM). These are extended into a generic
framework allowing for a flexible but reliable quality assessment strategy. Since airborne hyper-
spectral imagery is usually acquired in several partially overlapping flight-lines, it is proposed to
use this information redundancy to retrieve the imagery’s internal variability. The underlying
method is generic and can be easily introduced in the German Aerospace Center DLR’s hyper-
spectral processing chain. The comparison of two overlapping flight-lines is not straightforward,
should it only be because the presence of geo-location errors present in the data. A first step
consists in retrieving the relative variability of the pixel’s geo-locations, hence providing pairs
of pixels imaging the same areas. Subsequently, these pairs of pixels are used to obtain quality
indicators accounting for the reproducibility of mapping-products, thus extending the EUFAR’s
quality layers up to land-products. The third stage of the analysis consists of using these reli-
ability results to improve the mapping-products: it is proposed to maximise the reliability over
the mapping-methods’ parameters. Finally, the repeatability assessment is back propagated to
the hyperspectral data itself. As a result, an estimator of the reflectance variability (including
model-, and scene-induced uncertainties) is proposed by means of a blind-deconvolution ap-
proach. Altogether, this complements and extends the EUFAR quality layers with estimates
of the data and products repeatability while providing confidence intervals as recommended by
JCGM and QA4EO.
Keywords— Airborne Remote Sensing, Hyperspectral Processing Chain, Imaging Spectro-
scopy, Quality Assessment, Signal Processing, EUFAR, QA4EO
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Zusammenfassung
Im Rahmen dieser Arbeit wird ein Konzept entwickelt und umgesetzt, welches eine um-
fassende Bewertung von Daten flugzeuggetragener hyperspektraler Systeme ermöglicht. Es baut
auf mehreren aktuellen Initiativen zur Erfassung der Datenqualität flugzeuggetragener Sensoren
auf: Der ’European Facility for Airborne Reseach’, der ’Quality Assessment for Earth Obser-
vation Workgroup’ und dem ’Joint Committee for Guides in Metrology’. Bei der Befliegung
eines Gebietes mit hyperspektralen Sensorsystemen werden mehrere, teilweise sich überlap-
pende, Flugstreifen aufgenommen. Es wird vorgeschlagen, die Bildinformationen dieser Über-
lappungsbereiche als redundant anzusehen und so die innere Variabilität der Daten zu erfassen.
Die jeweils zwischen zwei Flugstreifen auftretende Variabilität kann (aufgrund unterschiedlicher
Blickrichtungen) als ungünstigster anzunehmender Fall (’worst-case’) betrachtet werden und er-
gänzt daher existierende Ansätze, die sich auf die Auswertung homogener Flächen konzentrieren.
Das entwickelte Konzept ist auf unterschiedliche Sensorsysteme anwendbar, somit generisch und
kann problemlos in die aktuelle Datenprozessierungskette des Deutschen Zentrums für Luft- und
Raumfahrt e.V. integriert werden. Im ersten Abschnitt der Arbeit wird dargelegt, wie korres-
pondierende Pixelpaare, die in den jeweiligen Streifen an gleicher Geolokation liegen, ermittelt
werden können. Darauf aufbauend erfolgt eine Plausibilitätsüberprüfung der erfaßten Pixelpaare
unter Verwendung von Zuverlässigkeitsmetriken, die auf Basis höherwertigerer Datenprodukte
berechnet werden. In einem weiteren Schritt werden die Ergebnisse genutzt, um die notwendigen
Parameter für eine optimierte Bildauswertung - hier im Sinne der Zuverlässigkeit - abzuleiten.
Abschließend werden die Pixelpaare benutzt, um die globale Variabilität der Reflektanzwerte
abzuschätzen. Insgesamt werden durch diese Arbeit die existierenden Methoden zur Qualität-
skontrolle optischer Bilddaten umfassend ergänzt.
Schlagwörtern — flugzeugetragene Sensorsysteme, Prozessierungskette für hyperspektrale
Bilddaten, spektroskopische Bildaufzeichnung, Qualitätssicherung, Signalverarbeitung, EUFAR,
QA4EO
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Long Abstract
In order to be able to use results derived from hyperspectral imagery, it is necessary to first
validate the corresponding data and products: ’Are they reliable enough for achieving this goal?’,
’What is their quality?’. . . Although some initiatives are currently aiming at addressing these
questions, several issues remain open. The first one regards the exact definition of ’quality’. In
the following the term is restricted to the notion of repeatability. In other words, this corresponds
to answering the question: ’What are the discrepancies between two similar measurements?’
A second issue regards the feasibility of such an assessment. Hyperspectral data allows for
the retrieval of a wide range of - possibly subtle - physical processes. Although this is usually an
advantage, it also implies that any measurement is influenced by many unwanted sources. As a
result, hyperspectral imagery requires a complex pre-processing chain for translating the ’raw’
measurements into valuable information. This involves, in turn, further complex considerations.
To start with, these pre-treatments are based on models - or approximations of the actual process
- they are therefore introducing their own uncertainties into the data, which would in turn also
need to be assessed. Besides these limitations, more classical considerations should be made:
the sensor itself is not perfect and need to be characterised and calibrated. This stage is also
associated with an uncertainty which affects any further step. In order to evaluate the quality of
a product - or even to check wether a dataset is suitable for a specific task - the complete system
should be investigated: the sensor and the associated characterisation & calibration, the data
acquisition, the data pre-processing and the products generation steps. As a result any direct
uncertainty propagation within the complete system is - in practice - illusory.
In order to bypass these limitations, the European Facility for Airborne Research (EUFAR)
has already produced several sets of quality tags. They do not account for the reliability as
such, but only indicate whether such or such aspect of the data is susceptible to affect the
quality. Although useful, this information has only been developed for the data itself - up to
reflectance: due to the wide variety of products (e.g. classification, quantitative analysis. . . ),
mapping applications were left aside. The German Aerospace Center, being part of the EUFAR,
is however interested in extending the existing quality tags toward land-products. This work
aims at addressing this issue.
Its first steps regards the data quality itself: although of interest, the EUFAR quality tags are
not detailed enough for obtaining any quantification of the imagery’s reliability. For practical
applications, this is theoretically by passed by so-called vicarious (or cross-) validation. The
sensor system images a large homogeneous area whose properties are known and compared to
the output of the processing chain. However, the huge majority of the areas of interest are
heterogeneous, hence bringing further uncertainties (e.g. adjacency effects, influence of differing
pixel’s footprints). Homogeneous areas are therefore corresponding to an over-optimistic case.
Thus, another solution had to be introduced in order to account for more plausible cases.
Since airborne hyperspectral imagery is usually acquired in several partially overlapping flight-
lines, it is proposed to use this information redundancy to retrieve the imagery’s internal vari-
ability. This implies a data-driven quality assessment specific to each data-set. This specificity
is however not a limiting factor since this analysis can be performed on virtually every data-set.
A further consequence is however the fact that the repeatability assessment is only accounting
for relative errors. Again, since the goal is here to investigate the repeatability of measurements,
absolute biases are of limited interest - they can actually be assessed by other means. Finally, it
is shown that this assessment is actually corresponding to a pessimistic - or worst case scenario
- quality assessment, hence complementing existing work on homogeneous areas.
iii
In practice, the comparison of two overlapping flight-lines is however not straight-forward,
should it only be because the presence of geo-location errors present in the data. A first step
consists therefore in retrieving the relative variability of the pixel’s geo-locations, hence providing
pairs of pixels imaging the same geo-locations. This stage is performed on atmospherically
corrected (reflectance) geo-rectified data. Subsequently, these pairs of pixels are used to obtain
’quality indicators’ accounting for the reproducibility of mapping-products. It is in particular
advocated to replace the classical Cohen’s κ coefficient used in remote sensing by the more
generic Krippendorff’s α. The latter is indeed more generic: it is not limited to analysis of two
classifications - it can for example be used to analyse more than two quantitative mapping results
(e.g. organic carbon content of the soil) - while being more stable with respect to configuration
changes (e.g. number of investigated pixels). Several other dedicated indicators are also proposed,
as well as means to obtain their confidence intervals, hence extending EUFAR results over land-
products.
The third stage of this analysis consists in studying whether it is possible to use these reli-
ability results to improve the mapping-products. Once the reliability of a mapping-product has
been established, it is logical to to improve it. This work proposes to optimise the reliability
over the mapping-methods’ parameters. Since this approach is only depending on the reliability
retrieved by means of pairs of observations - which can be computed on virtually every data-set
- the approach is quite generic.
Finally, the repeatability assessment is back propagated to the hyperspectral data itself. As
a result, an estimator of the reflectance variability (including models, as well as scene induced
uncertainties) is proposed, hence both complementing the EUFAR quality layers with estimates
of the data repeatability and going beyond them by producing quantitative results. This is
achieved by means of a blind-deconvolution framework used in conjunction with the use of levy
alpha stable distributions.
The proposed approaches are altogether providing generic tools that could be used on almost
any data-set with minimal human interaction, hence opening the way to their incorporation
within the German Aerospace Center processing chain for airborne hyperspectral data. They
are furthermore extensively tested against classical data-sets as well as against a specialised test
study elaborated within this work.
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Chapter 1
Introduction & Objectives
We feel clearly that we are only now beginning to acquire reliable material
for welding together the sum total of all that is known into a whole; but, on
the other hand, it has become next to impossible for a single mind fully to
command more than a small specialized portion of it.
Erwin Schrödinger - Physicist
Chapter Summary
This chapter reviews some considerations about hyperspectral airborne remote sensing. This
includes comments and requirements on data and products quality, as well as a clarification of
this work objectives.
1.1 Hyperspectral Airborne Remote Sensing
The last decades have seen an increasing use of hyperspectral imagery - also called Imaging
Spectroscopy (IS). Applications are now covering a large domain ranging from mineral mapping
up to vegetation monitoring or water analysis [Goetz, 2009]. The explanation for this success
comes likely from several different reasons. To start with, and similarly to most of the remote
sensing sensors, imaging spectroscopy allows for a semi-global coverage of the investigated scene.
It therefore produces a comparably homogeneous coverage. Being a ’remote’ methodology, it
furthermore limits the needs for terrestrial operations, hence greatly facilitating surveys in dan-
gerous or remote areas.
These assets are reinforced by the retrieved amount of data. Imaging spectroscopy is indeed
sampling the surface reflectance over hundreds of small wavelength intervals, hence allowing fine
estimation of its properties. This can, for example, be used to derive mineral mapping and
quantification [Clark, 1999; Ters˘ic˘ et al., 2013b; Z˘ibret et al., 2013] as well as for environment
monitoring [Govender et al., 2007; Thenkabail et al., 2000]. Besides this ability for in-depth
studies, it can also be used when there is only little prior information. In such cases, IS’ high
information-content can be used for retrieving which elements are actually observed, hence open-
ing the way to further analysis - including quantitative ones [Rogge et al., 2007].
Although some spaceborne hyperspectral sensors are planned to be launched (e.g. the EnMAP
Satellite mission [Stuﬄer et al., 2007]), there is currently only few fully operational hyperspectral
1
systems in orbit. As a result, almost every single hyperspectral survey has to make use of airborne
sensor systems. The focus of this work is therefore set on airborne spectroscopy, although several
concepts could easily be extended to spaceborne systems.
1.2 Objectives
The use of IS in many operational applications - including potentially life threatening ones1 -
calls for an in-depth quality assessment of the system. What is the use of stating "You are safe",
if one has to add "But I cannot be sure of it"? In other words, this corresponds to the liability
question from a data - or mapping - producer point of view: How much can this data be trusted?
Am I ready to certify this?
In practice, such questioning is not specific to hyperspectral systems. The Quality Assess-
ment for Earth Observation work-group (QA4EO) from the Committee on Earth Observation
Satellites (CEOS) and the European Facility for Airborne Research (EUFAR) have already is-
sued guidelines and recommendations towards an exhaustive quality assessment. The German
Aerospace Center (DLR) being involved in these groups, as well as being a hyperspectral data
provider, is naturally interested in developing these concepts further.
The corresponding methodologies have to provide not only an accurate quality assessment,
but also to comply with the existing pre-processing chain - as the one developed by DLR. Since
the latter has been developed to be comparably automatic and generic, investigations on quality
should also be able to be performed in an automatic and generic fashion. They would furthermore
have to cover the complete data processing chain: the effects over the complete system have to
be investigated: ranging from sensor calibration up to mapping results.
So stated the issue is quite complex. Indeed, since hyperspectral data provides a large amount
of information, it is necessarily also influenced by a large amount of uncertainties. The latter
are not systematic: they can be scene dependent, hence being hardly addressable in a generic
fashion. A further issue concerns the processing chain itself: since it attempts to correct complex
processes, it is intrinsically complex too. Although globally improving the data, such models
cannot mimic all potential cases and are therefore bringing their own uncertainties [Berk et al.,
1998, 2009; Richter and Schläpfer, 2002].
In practice, existing methodologies used for quality assessment are moreover only providing
rough quality tags (good/bad) or recommendations without proposing practical methodologies
for achieving them (QA4EO). Even these are not covering the complete imaging system. The
EUFAR approach is for example only studying the data-quality up to the geocoded reflectance
(L2) data. Leaving to one side EUFAR, other approaches have been designed to assess the quality
of land-products [Congalton, 2001; Olofsson et al., 2013]: they are however mostly addressing
the specific case where ground-truth is available and where the product itself is a classification.
These underlying methodological gaps have therefore to be addressed.
This work aims at tackling these issues by starting from the proposed quality tags proposed
by EUFAR for the data pre-processing steps. These should firstly be extended toward mapping
products. In a second stage, it would be of interest to use these results to improve the mapping
results. Finally, gaining an understanding of the data quality beyond ’simple’ quality tags is
also wished: this would typically lead to providing confidence intervals. Besides being compliant
with these initiatives, developments should be applicable to the DLR’ hyperspectral processing
chain, hence allowing for their incorporation at a later stage. The next section reviews how this
was achieved in practice.
1E.g. in [Lenart et al., 2011] spectrometry is used in the context of the Kolontár (Hungary) red-mud spill, in
the context of emergency-response situations.
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1.3 Proposed Approach and Outline of the Work
To start with, the main principles and specificness of hyperspectral remote sensing were reviewed
and analysed as done in chapter 2: this includes a survey of the associated processing steps and
common tools and practices. Chapter 3 presents then a review of existing initiatives associated
with quality assessment. This encompasses not only hyperspectral data, but also other related or
more generic methodologies. Based on these results, existing gaps were identified and a suitable
bridging methodology was proposed: namely comparing pairs of observations for retrieving a
relative quality assessment.
Although promising, this approach requires however that a limitation of the data are treated
before being applicable: geo-locations associated with imagery elements are indeed rarely perfect.
In practice, large errors might be observed, hence preventing a direct comparison. Chapter 4
presents a methodology for bypassing this limitation: a relative co-registration step is performed
and validated. Chapter 5 extends these results by proposing an interpolation scheme of these
relative co-registration results over the complete imagery.
Once this initial issue has been addressed, it becomes possible to perform the quality assess-
ment itself. Chapter 6 proposes and reviews several methodologies to assess mapping applications
quality, hence extending the EUFAR quality indicators over mapping-products. Details about
the corresponding results can be found in appendix B.
Chapter 7 proposes then a methodology for improving the reliability of mapping products
based on the methods presented in chapter 6. Finally, chapter 8 introduces an in-depth estimation
and analysis of the hyperspectral per-band uncertainty. Chapter 9 summarises at last this work’s
main outcome, while possible extensions are reviewed in chapter 10.
The link between these steps is outlined in figure 1.1. The notations as well as some definitions
used within this work are provided in appendix A while definitions and acronyms are given in
appendix H and table H.1. Data-sets and sensor systems used for the investigations are described
in appendices F and G respectively. Finally appendices C to E provide an insight of several
methods and tools used within this work: statistics and probabilities, Fourier-transforms and
linear algebra.
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Figure 1.1: Conceptual organisation of this work. Squares indicate data-sets and results, while
ellipses stand for the methods. Red elements correspond to the contribution of this
work, green ones refer to already existing methods from other fields that were intro-
duced in this work. Black elements represent already established steps. Underlined
text stresses the need for a specific acquisition set up.
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Chapter 2
Remote Sensing & Spectroscopy
We have to remember that what we observe is not
nature herself, but nature exposed to our method
of questioning.
Werner Heisenberg - Physicist
Chapter Summary
This chapter reviews some the notions and methods associated with hyperspectral remote sensing.
In a ﬁrst part generalities about remote sensing are summarised before being further developed
in the context of hyperspectral imagery. This is then followed by a review of the hyperspectral
processing chain as developed within the German Aerospace Center. A ﬁnal section presents
classical tools used for the generation of land-products.
2.1 Introduction: Remote Sensing
Remote Sensing, should it be airborne or spaceborne, is a convenient Earth observation method
[Ustin, 2004]. It does indeed allow for the mapping of large areas with only limited cost and time
expense1. When a site accessibility is limited, for example due to security or remoteness reasons,
it might even be the only Earth observation framework available. Besides a few exceptions, such
as mechanical waves analysis (e.g. sonar2 [Moravec and Elfes, 1985], seismic waves propagation
Ben-Menahem and Singh [2000]) or gravimetry (e.g. GRACE satellite mission [Adam, 2002]),
the huge majority of remote sensing techniques used for Earth observation are focusing on elec-
tromagnetic radiation.
From a strict physical point of view, electromagnetic radiations are to be understood as being
made of both a wave and particle (photon) nature: this is the so-called wave-particle duality.
This distinction is however of little interest for the understanding of this work: unless speciﬁed
otherwise, electromagnetic radiations are therefore understood as a wave, hence being deﬁned
by their wavelength in the vacuum, λ0. When propagating through a medium the wavelengths
are slightly changed by the medium refraction index n: λ “ λ0{n. Since air- and spaceborne
1Airborne remote sensing while being actually more expensive than spaceborne, is on the other hand more
ﬂexible.
2Sonar: SOund Navigation And Ranging
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remote sensing usually only deal with propagation in the atmosphere, having a refraction index
very close to one, wavelength are considered as being in practice constant and equal to their
value in the vacuum. An alternate characterisation consists in studying the radiation frequency:
ν “ c0{λ0, where c0 is the speed of light in the vacuum.
Depending on the radiation wavelength several domains are considered (see ﬁgure 2.1). In
the following, focus is set on the so-called optical domain, ranging from the end of the ultraviolet
rays up to the short-wave infra-red (SWIR) where radiation share behaviour of the ’visible light’.
Spectroscopy over the optical domain is then deﬁned as being the ’study of light as a function
of wavelength that has been emitted, reﬂected or scattered from a solid, liquid or gas’ [Clark,
1999].
Figure 2.1: Domains of the electromagnetic spectrum and naming conventions.
In the following, focus is set on passive measurement techniques. Such measurements cor-
respond to systems measuring incoming radiations without being their source. In the optical
domain, the radiation is typically emitted by the Sun; the sensor measuring their refection on
the Earth’s surface. Active techniques on the other hand are emitting their ’own’ radiation be-
fore measuring the returning signal. In the optical domain, this regroups the diﬀerent LiDAR
systems (Light Detection and Ranging).
Section 2.2 is going to summarise the main characteristics of hyperspectral remote sensing,
before reviewing the associated pre-processing chain as performed by DLR in section 2.3. Section
2.4 ﬁnally reviews some of the most commonly used data analysis tools associated with this kind
of measurements.
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2.2 Hyperspectral Remote Sensing
2.2.1 Basic Principles
Hyperspectral remote sensing - also called Imaging Spectroscopy (IS) - aims at sampling the elec-
tromagnetic radiations over many small portions of the optical and sometimes thermal domains,
hence allowing a study of its properties as a function of the wavelength. Multi-spectral sensors are
working similarly but do sample fewer, spectrally-broader bands, which may be non-contiguously
spaced’ [Kramer, 2002].
In airborne and spaceborne hyperspectral remote sensing, the measured radiations are primar-
ily emitted by the Sun before being reﬂected by the Earth’s surface and being collected by the
sensor. Although being the main contributor, the Sun is not the only object emitting radiations.
According to the Planck’s law, an ideal emitter - or black-body - emits radiation as a function
of both its temperature and the wavelength: the corresponding radiance - expressed in Watt per
steradians per cubic meter - is given by equation 2.2.1:
Lpλ, T q “ 2hc
2
0
λ5
ˆ
exp
ˆ
hc0
λkBT
˙
´ 1
˙´1
(2.2.1)
Where T is the kinetic temperature expressed in Kelvins, h « 6.626 10´34J.s is the Planck
constant, kB « 1.380J{K is the Boltzmann’s constant and the wavelength λ is expressed in
meters. Although equation 2.2.1 implies that several other sources might contribute to an ob-
served radiance, the optical domain is mainly inﬂuenced by the Sun [Gupta, 2003].
2.2.2 Interactions with Matter
When travelling through matter - including gases - electromagnetic radiations are transmitted,
absorbed and reﬂected, hence splitting the associated energy according to three coeﬃcients of
proportionality [Gupta, 2003]: the transmittance τ , the absorbency α and the reﬂectance ρ. Due
to energy conservation principle, these three coeﬃcients are summing to one. They do, however,
depend on the material and its state, and on the radiation wavelength.
For the Earth’s atmosphere and in the optical domain, the transmittance is predominant.
Radiance is however aﬀected by scattering due to aerosols and selective absorption due to atmo-
spheric gases (mostly water-vapour: see ﬁgure 2.2).
On the Earth’s surface, the dominant eﬀects are on the other hand reﬂection and absorption.
Since both are antagonist, focus is usually set on reﬂection ρ, the absorption being equal to 1´ρ.
Reﬂection depends on the surface type and its properties, the radiation’s incidence angle and
wavelength and are, in the general, case not homogeneously distributed over all directions: such
behaviour is described by means of bi-directional reﬂectance distribution function or BRDF.
Absorbance corresponds to an absorption of the incoming radiation which is typically conver-
ted into temperature by the material. In the following, the main object of interest is the Earth’s
surface reﬂectance. Radiations measured at the sensor level - at sensor radiance - has therefore
to be corrected for perturbations such as the radiance alteration made by the atmosphere.
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Figure 2.2: Absorptions bands in the optical and thermal domain, in relation with corresponding
gases.
2.2.3 Spectral Analysis
The spectral characteristics of the matter - its transmittance, reflectance and absorbance - are
ruled by the available energy transitions at atomic and molecular level:
• Electronic process impacting mostly the VIS and NIR domain: the incoming energy brought
by the radiation is used to raise the energy level of an electron. The levels are dependant
on the electronic configurations of the atoms constituting the material.
• Vibrational process impacting mostly the thermal domain: the incoming radiation is used
for ’accelerating’ different parts of the molecules consituting the material, hence depending
on the material’s molecules.
The corresponding reflected spectral features are therefore linked to molecular and atomic
configurations of surface materials. Their analysis can therefore be used to gain information
about the surface constituents [Bayer et al., 2012; Clark, 1999; Clark et al., 2007; Gupta, 2003]:
see figure 2.3.
It should, however, be noticed that spectral features are not only dependant on chemical
structures, but also on a wide number of influencing factors such as grain sizes, viewing geo-
metry or mixtures [Clark, 1999; Gupta, 2003; Johnson et al., 1992] as well as physical variability
[Messiah, 1999].
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Figure 2.3: Example of inﬂuence from soil contents on reﬂectance: for soils containing mostly
organic carbons (brown), clays (green) or iron oxides (red). From [Bayer, 2013].
2.2.4 Measurement Devices
In practice, the complete continuous spectra are actually not measured. Instead, incoming light
is split into several small sampling intervals - or spectral bands - and the incoming radiance
is integrated over each of them. This integration is typically performed by means of Charged-
Coupled Devices (CCD) transcribing radiance into voltage. It should be noted that the energy
brought by a single photon is actually proportional to its frequency, ν: E “ hν, with h being the
Planck constant. As a result, light at low frequencies (SWIR) conveys less energy, hence being
more inﬂuenced by noise.
Most airborne sensors - as well as future spaceborne sensors like EnMap [Stuﬄer et al.,
2007] - are whisk- or pushbroom scanning systems [Graham, 2000]. For whiskbroom scanners,
spectra are iteratively scanned across the platform track by means of rotating mirror. Spectra
are therefore collected pixel by pixel [Fernández-Renau et al., 2005]. When a complete image
line has been acquired, the mirror is replaced in its original conﬁguration and the acquisition of
a new line is started. On the other hand pushbroom sensors are acquiring the data line by line
[Baumgartner et al., 2012]. Due to the platform movement, each line acquisition corresponds to
a new area, hence allowing a complete coverage. The principle of a line-by-line acquisition does
however imply having a ﬁxed swath. Since it is typically too small to cover the whole area of
interest, several ﬂight-lines are typically required to cover the complete site [Habermeyer et al.,
2012].
It should be noted that non-imaging spectrometers, acquiring point-wise or continuous pro-
ﬁles of spectra from air or spaceborne platform do also exist (e.g. the Infrared Atmospheric
Sounding Interferometer (IASI) [Aires et al., 2002b]). Although the data-analysis is comparably
similar [Aires et al., 2002a], the data pre-processing steps as well as the applications are usually
diﬀering from hyperspectral imagery. They are therefore left aside. Finally, a few sensor sys-
tems are acquiring frame images for each band. Their use has however only been limited so-far
[Soukkamaki, 2012].
In conjunction with remotely sensed data, it is not uncommon to perform ground and labor-
atory measurements: they are usually achieved by means of portable spectrometer measuring
punctual spectra [Anderson et al., 2011].
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2.3 DLR Processing Chain & Associated Errors
The previous section revealed that although hyperspectral imagery is potentially containing a
large amount of information, it is also contaminated by several other inﬂuences such as atmo-
spheric ones. As a result, an extensive pre-processing has to be applied. The following sections
present the main steps as they are performed within the hyperspectral pre-processing chain de-
veloped withing the German Aerospace Center (Deutsches Zentrum für Luft- und Raumfahrt
e.V. - DLR). Other processing chains are however based on very similar principles and involve
the same concepts [Beekhuizen et al., 2009b; Bachmann et al., 2011a,b].
It should be noted that this processing chain has been certiﬁed with respect to the ISO ´
9001 ´ 2008 norm, hence granting a repeatable pre-processing, the underlying references being
furthermore calibrated with national and international standards. The diﬀerent data is moreover
provided with suitable metadata, hence insuring a complete traceability [Bachmann et al., 2010b;
Habermeyer et al., 2012; Weide et al., 2010] in compliance with European recommendations
[Holzwarth and Freer, 2011; European Parliament, Council, 2013].
Level Description
L0 Raw data
L0` Raw data, registered to IMU
L1 Calibrated, ’at sensor radiance’
L2 ´ geo Geo-rectiﬁed, ’at sensor radiance’
L2 ´ atm Non geo-rectiﬁed reﬂectance
L2 Geo-rectiﬁed reﬂectance
L3 Land product
Table 2.1: Data processing levels and corresponding acronyms (DLR).
2.3.1 Processing Chain Description
The German Aerospace Center is operating a complete hyperspectral processing chain covering
the whole system. It ranges from the sensor calibration-characterisation up to land product
generation and furthermore includes data acquisition itself as well. The diﬀerent steps are sum-
marised in the following paragraphs.
Laboratory Calibration
The ﬁrst step, repeated at regular intervals, is to calibrate the sensor systems. Although called
calibration, this is in practice also a characterisation, where the exact characteristics of the sensor
are estimated. This is achieved by means of the so-called calibration home base located within
the DLR [Baumgartner et al., 2012; Gege et al., 2009; Lenhard, 2012].
The main uncertainties sources are coming from the measurement instruments and standards
used. Besides a careful operation and frequent checks, some uncertainties are likely to inﬂuence
the data [Lenhard, 2012]. A further potential issue is the interpolation: due to the high number
of sensor elements to be investigated, a complete characterisation cannot be performed. As a
result, these are performed on only a few elements and interpolated over the whole sensor [Gege
et al., 2008].
This step is commonly further validated by a vicarious validation where the sensor measure-
ments are compared over well characterised homogeneous surfaces [Secker et al., 2001]. This is
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typically achieved by imaging large homogeneous and well known surfaces for ’re-scaling’ the data
on it. Besides this, the sensor characteristics are monitored during the survey, hence allowing
the detection of potential issues.
Data Registration
The ’raw’ response from the sensor, i.e. a digital signal, is in a second step converted back to
radiance, usually assuming a linear relationship. This assumption is comparably right for the
mid-range signal, but might lead to slight issues for small and high values. In parallel, each
image row is linked with the platform position and attitude, hence opening the way to geometric
correction. This is a comparably uncertainty-free processing step [Beekhuizen et al., 2009b,a].
Geo-referencing
Provided the information from the platform lever-arms as well as its attitude and position, it
is possible to retrieve from where each pixel was acquired. Given an digital elevation model
(DEM) it is then possible to identify the location of each pixel footprint [Müller et al., 2005,
2012; Schläpfer and Richter, 2002; Schläpfer, 2010].
Figure 2.4: Eﬀects of an outdated DEM on ortho-rectiﬁcation. If the gray-object at A is not taken
into-account, the pixels representing it will be geo-localised at B and B1, depending
on the ﬂight-line.
Under nominal conditions and depending on the system and scenery setup, authors mention
that geo-locations accuracies are from less than one pixel’s footprint, the airborne platforms being
slightly less accurate than spaceborne ones [Müller et al., 2005, 2012; Schläpfer and Richter, 2002].
In practice however the underlying elevation model is not always up-to-date, which might lead
to much greater errors [Congalton, 1988; McGwire, 1996; Schläpfer, 2010].
A further source of uncertainty is linked to quick attitude changes of the platform, for example
due to wind. If they are of too wide amplitudes, it might lead to gaps in the data coverage, hence
leading indirectly in radiometric uncertainties. Further uncertainties sources include the accuracy
of the inertial measurement unit (IMU) measuring the aircraft attitude and position. It might
for example be improved in presence of diﬀerential GPS measurements which are not always
available.
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Atmospheric Correction
This is by far one of the most difficult parts of the correction chain. It is performed, at DLR,
by the AtCor software [Richter et al., 2006]. The goal consists in removing all effects induced
by atmospheric transmission. This is typically achieved by iteratively guessing the atmospheric
components by selectively studying spectral domain where they are mutually exclusive or well
defined as well as making use of radiative models [Berk et al., 2009]. As a result, aerosols’ types
and content, clouds-cirrus-haze, shadows, visibility and water vapour content can be estimated,
provided the imagery incorporates suitable bands [Richter and Schläpfer, 2012].
Once this has been done, effects dependant on the viewpoint and view geometry are removed
[Richter, 1997; Richter and Schläpfer, 2002; Richter et al., 2006]. This includes a correction
of the reflectance dependency with respect to the illumination and viewing geometry (so-called
Bi-directional Reflectance Function or BRDF [Phong, 1975]) as well as signal ’pollution’ by non
linear light transmission, for example due to scattering.
The atmospheric correction step is extremely dependant on the sensor characterisation step
and in particular on the band definitions. Even if these inputs were perfectly error-free, the
corrected outputs would contain some uncertainties due to the large amount of models and
approximation involved. For example, the use of look up tables of radiative transfer models used
in the atmospheric correction is only an approximation [Richter, 1997, 2000], not to mention
the accuracy of the radiative models themselves (e.g. 2-5% accuracy within Modtran-4 [Berk
et al., 1998, 2009]). The models used for some corrections such as BRDF effects, are moreover
comparably simple [Richter, 1997; Richter et al., 2006] with respect to actual BRDF effects
[Dorigo, 2008; Peltoniemi et al., 2005]. Finally, most of the correction parameters are linked:
uncertainties do therefore not affect one single aspect of the data, but spread over in a non linear
fashion.
Ground Measurements
The aforementioned methods are generally associated with ground measurement. Punctual spec-
tra can be collected over areas of interests - or on samples brought to a laboratory - and be
compared to the data. Alternatively measurements could be made directly at the level of the
mapping-product [Ustin, 2004]. The collection of ground truth is however a complex issue on
its own and the corresponding accuracy is not straightforward to estimate [Olofsson et al., 2013,
2014; Foody et al., 2013].
The associated sources of uncertainties regroup localisation errors, sampling schemes for
collecting data as well as it representativeness, as well as human error. Besides these issues, the
uncertainties of ground-measurements also have to be considered and tackled [Anderson et al.,
2011].
12
2.3.2 Further Sources of Uncertainties
Besides the aforementioned issues, several further technical uncertainties have to be considered.
Data is saved digitally: this introduces digitisation noise in addition to the various noise sources
of the sensors. The latter can be grouped into the classical noise present in any electrical system
(dark current, interferences. . . ) and the ones speciﬁc to CCD-imaging systems (shot noise, CCD-
readout noise. . . ). Data storage and exchange also introduce potential uncertainties which are
extremely hard to assess. They depend on the type of support, their storage environment (e.g.
magnetic ﬁelds. . . ), the ﬁle system used (e.g. journaling or not. . . ) and the ﬁle format used
(e.g. with or without hash-sum . . . ). For example, a common ﬁle format in the hyperspectral
community is the Envi-ﬁle-format. In its usual form, it stores the data as a raw binary ﬁle
without any parity bit check, therefore making it practically impossible to detect unexpected
alteration of the data [EXELIS, 2014].
A further source of uncertainty relates to the human factor. This includes manipulation errors
as well as software errors in both in-house developed software and external programs. Surveys
revealed that only about 8% of scientiﬁc software were actually independently validated, not to
mention the validation comprehensibility itself [Joppa et al., 2013; Miller, 2006]. This is likely to
be even higher for software developed ’in-house’ by researchers not necessarily trained in software
development standards.
It should be also noted that many issues and errors are not occurring systematically. Digital
elevation model errors, might have little or no impact on a scene presenting a ﬂat terrain. On
the other hand in a mountainous area, it might have a huge impact. As a result, depending on
the scene, uncertainties might have diﬀerent impact [Beekhuizen et al., 2009a].
Finally most of the uncertainties are actually linked together: for example, an error on the
DEM might lead in a false estimation of the adjacency eﬀect [Richter et al., 2006], hence leading to
radiometric uncertainties. It results that a manual tracking of all potential errors and inﬂuences
is technically impossible.
2.4 Common Spectroscopy Tools
Once L2 reﬂectance data has been obtained, the data analysis itself can start. Many tools have
been developed for this purpose, of which this section brieﬂy reviews some of the most commonly
used ones.
2.4.1 Spectral Metrics
Having spectroscopy data is one thing, making good use of it is another. The ﬁrst question to
arise is then ’how can I state whether two spectra are similar?’ - for example when performing a
classiﬁcation. The most straight-forward way to achieve such a task consists in the introduction
of so-called ’spectral metrics’ suitable for the comparison of spectra among themselves.
This section therefore presents diﬀerent metrics that could be used to compare the ’distance’
between two spectra S and R, each represented by their B sampled reﬂectance values, assumed
to take values in R: S “ tskuk and R “ trkuk.
It should be noted that some authors prefer not to work directly on reﬂectance data but to
perform a so-called continuum removal [Clark and Roush, 1984]. The convex hull of the spectra
are computed and each spectra re-normalised in order to obtain a rectangular function. The
main goal is to magnify the absorption features. This process is however hardly justiﬁed by
physical processes and might lead to poorer results [Filippi and Jensen, 2007].
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Note on Norms and Metrics
In its mathematical deﬁnition a function δ : M ˆ M Ñ R on a set M is a metric, or distance
function, if and only if it satisﬁes the following properties for all x, y and z from M :
• Non negativity, or positivity: δ px, yq ě 0
• Coincidence: δ px, yq “ 0 ô x “ y
• Symmetry: δ px, yq “ δ py, xq
• Triangle inequality: δ px, yq ď δ px, zq ` δ pz, yq
If all but the coincidence condition are met, the function is called ’pseudo-metric’. There is
a strong link between the notion of metric and the notion of norm. Indeed, a norm N is deﬁned
as a function from M to R` meeting the following conditions for all x, y and z from M :
• Non negativity, or positivity: Npxq ě 0
• Coincidence: NpXq “ 0 ô x “ 0
• Homogeneity: @λ P C, Npλxq “ |λ|Npxq
• Triangle inequality: Npx ` yq ď Npxq ` Npyq
From both properties, it appears that if N is a norm, then δ : x, y Ñ Npx´yq is a metric. In-
deed, the non-negativity and coincidence properties come directly from the norm properties. The
symmetry corresponds to the homogeneity condition taken for λ “ ´1. At least the triangular
inequalities appear to be equivalent:
δ px, yq “ Npx ´ yq “ Npx ` z ´ z ´ yq ď Npx ´ zq ` Npz ´ yq ď δpx, zq ` δpy, zq
It should however be noticed that for a metric to induce a norm, some additional properties
are required. In particular, if a metric δ veriﬁes for all triplets of points x, y, z:
• δpx, yq “ δpx ` z, y ` zq
• @λ P C, δpλx, λyq “ |λ|δpx, yq
Then N : x Ñ δpx, 0q is a norm. Its non negativity, and coincidence properties are straightfor-
ward to check. The homogeneity arises from the second additional requirement. The triangular
inequality can be retrieved by combining both additional requirements and the metrics’s trian-
gular identity:
Npx ` yq “ δpx ` y, 0q “ δpx,´yq ď δpx, 0q ` δp´y, 0q “ Npxq ` Npyq
Classical Norms
In their simplest form, spectra can be seen as vectors from RB where N is their number of bands.
Such a representation oﬀers a straightforward set of metrics, namely the lp norms.
@p P N‹, }S}p “
˜
Bÿ
k“1
|sk|p
¸1{p
(2.4.1)
For p “ 2, one gets the classical l2 norm, also called euclidean distance, which is commonly
used in hyperspectral data analysis.
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Technically speaking, since RB is a ﬁnite dimensional vector-space, all norms are equivalents.
In other words, if A and B are two norms, then there exists two strictly positive scalars, α and
β such as, for all x in RB ,
αA pxq ď B pxq ď βA pxq
The corollary from this implies that, in spectroscopy, all metrics induced from a norm are
equivalent: the metric derived from the l2 norm is therefore the only one considered in the
following chapters.
Spectral Angle
Beside these classical norms, the so-called spectral angle (SA) [Kruse et al., 1993] is deﬁned as
the arc-cosine of the classical scalar product of two normalised spectra:
SAps, rq “ acos
¨˚
˚˝˚ Břk“1 sk ¨ rk
}s}2 }r}2
‹˛‹‹‚ (2.4.2)
One can note that the spectral angle is not a real metric. For example, if r “ λs, with λ being
a scalar, the spectral angle between r and s is zero even though both vectors are not identical.
The spectral angle is therefore a pseudo-metric.
This mathematical drawback is actually considered as an advantage since changes in illumin-
ation can be interpreted as being ’just’ a renormalisation of the spectra [Robila, 2004]. From a
mathematical point of view, this corresponds to projecting the spectra on the unit length hyper-
sphere centered on zero. The spectral angle can then be understood as the angle deﬁned by the
two half lines r0Sq and r0Rq in the hyperplane including 0, S and R.
It should be furthermore noticed that the spectral angle is not induced by a norm, it is
therefore not necessarily equivalent to other metrics such as the ones derived from lp norms.
This does not prevent the spectral angle to be likely the most commonly used spectral metric in
the hyperspectral community. It is commonly used as a reference ’metric’. At last, it should be
noticed that the spectral angle is not deﬁned for the zero-values spectra.
Spectral Information Divergence
In the previous paragraphs, lp derived metrics can be seen as a topological understanding of the
spectra. On the other hand, the spectral angle could be considered as a geometrical interpretation
of the spectral diﬀerences. Another interpretation can be based on a probabilistic understanding
of the spectra [Chang, 1999].
A spectrum from r0, 1sB , can be understood as being a probability vector. The Kullack-
Leibler information function could then be used to model the loss of information when approx-
imating a spectrum S “ pskqk, by a spectrum R “ prkqk:
DKL pS}Rq “
Bÿ
k“1
sk ln
ˆ
sk
rk
˙
(2.4.3)
A straightforward symmetrisation of the Kullback-Leiber function was introduced as being
the spectral information divergence (SID) [Chang, 1999]:
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SID pS,Rq “ DKL pS}Rq ` DKL pR}Sq
“
Bř
k“1
sk ln
´
sk
rk
¯
` rk ln
´
rk
sk
¯
“ ln
ˆ
Bś
k“1
ssk´rkk r
rk´sk
k
˙ (2.4.4)
The spectral information divergence can be understood as the sum of the information required
additionally from R to obtain S plus the information required to obtain S starting from R. In
practice, although the spectral components, sk are usually already positive (they account for
radiance or reﬂectance), a re-normalisation might be required to obtain spectra from the right
domain, namely:
S :“ S
Bř
k“1
sk
One could note that, just like the spectral angle, the spectral information divergence is not a
real metric either. It is in particular not deﬁned for spectra having bands equals to zero.
In terms of interpretation, and similarly to the spectral angle, the spectral information di-
vergence attempts to get rid of the continuous part of the spectra through the re-normalisation
step. It does therefore not discriminate between spectra diﬀering only by a multiplicative factor,
hence being less sensitive to illumination changes.
At last, one should note that the spectral information divergence is much more computation-
ally intensive as the other metrics. It indeed requires the evaluation of 4N logarithms by call, or
one logarithm and 2N powers. This therefore limits its use for complex comparisons.
Spectral Correlation
Another interpretation of spectral metrics in terms of information contents was proposed by
[De Carvalho and Meneses, 2000]. In its simplest form, the spectral correlation is deﬁned as
being the Pearson’s correlation coeﬃcient of both spectra. Deﬁning s¯ and r¯ as the mean values
of each spectra, the spectral correlation is deﬁned by equation 2.4.6.
PCpS,Rq “
Bř
k“1
psk´s¯q¨prk´r¯qgffe˜ Bř
k“1
psk´s¯q2
¸
¨
˜
Bř
k“1
prk´r¯q2
¸
where s¯ “ 1N
Bř
k“1
sk and r¯ “ 1N
Bř
k“1
rk
(2.4.5)
Using the deﬁnition from equation 2.4.5, the spectral correlation is absolutely not a metric.
In particular PCpS, Sq “ 1 ‰ 0! In [Robila, 2004] a ’metriﬁcation’ of the Pearson’s coeﬃcient
was proposed, the so-called Spectral correlation Angle (SCA, see equation 2.4.6). This approach
does imply that negative correlations imply a greater distance than the absence of correlation.
SCA pS,Rq “ acos
´
PCpS,Rq`1
2
¯
(2.4.6)
Just as the spectral angle and the spectral information divergence, SCA is only a pseudo-
metric. Two spectra similar up to a multiplicative constant have a distance of zero. Furthermore,
and again just SA and SID, the spectral correlation angle is not deﬁned for the zero spectrum.
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Total Variation
Under the assumption that the spectra are derivable, one could also use the total variation for
discriminating spectra (see equation 2.4.7), which is characterising its gradient variations.
TV NpSq “
Bř
k“1
|∇sk|
«
B´1ř
k“1
|sk`1 ´ sk|
(2.4.7)
One can easily show that the total variation is actually a norm and can therefore be used to
deﬁne a new spectral metric, namely TV : S, V Ñ TV NpS ´ Rq. Readers familiar with applied
mathematics might also notice that, so stated, the total variation norm is indirectly related to
the ’classical’ norm on the Sobolev Spaces:
}S}H1 “
d
Bř
k“1
|sk|2 ` |∇sk|2 (2.4.8)
Closely linked to the total variation, the spectral gradient angle (SGA) was deﬁned by [An-
gelopoulou et al., 1999] as being the spectral angle between the spectra’s gradients:
SGApS,Rq “ SAp|∇S|, |∇R|q
« acos
¨˚
˚˝ B´1řk“1 |sk`1´sk|¨|rr`1´rk|gffe˜B´1ř
k“1
psk`1´skq2
¸
¨
˜
B´1ř
k“1
prk`1´rkq2
¸ ‹˛‹‚ (2.4.9)
The SGA is de facto ignoring any constant part of the spectra (through derivation) and any
multiplicative constant (through the normalisation). On the other hand, total variation based
metrics are ’only’ removing the constant part of the spectra. It is therefore also a pseudo-metric.
Just like the spectral angle, the spectral gradient angle is actually a pseudo-metric which is
not deﬁned over the zero spectrum. On the other hand, }‚}H1 is indeed a norm, hence producing
a ’real’ metric. It should be noted that the H1 norm is intrinsically a norm for functions, therefore
on an inﬁnite dimensional space and not equivalent to l2.
Conclusions on Spectral Metrics
Most metrics deﬁned for comparing spectra are actually pseudo-metrics ignoring the coincidence
property. They do indeed ignore multiplicative coeﬃcients (SA, SCA, SID, SGA) or additive
constants (SGA). Another interesting feature is that SA, SID and SGA are not deﬁned for the
spectrum made of zeros only.
It should be noted that the six presented metrics are actually investigating comparably dif-
ferent properties of the data. SA is merely an angle between two spectra coded as vectors, SCA
is directly linked to the correlation of two spectra, SID is based on the information content of
the spectra’s diﬀerences, l2 is the distance between two spectra coded as points in RB , and H1
norm compares the spectra in terms of amplitude and smoothness of their diﬀerence. The SGA
on the other hand has no direct physical interpretation.
Besides these considerations, some remarks on the computational complexity should also be
done. Although all metrics have an overall complexity of O pBq, the corresponding multiplicative
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constants differ considerably. For example while l2 requires only 2B multiplications and 2B
additions (plus a square root evaluation), SID requires 2B logarithms, 2B multiplications and
2B divisions. Table 2.2 summarizes experimental execution times. To be noted is the comparably
bad results for the SGA, probably due to the presence of an absolute value.
Metric Execution Time Comment
SA 71.1 ms Fast
SCA 139.1 ms Medium
SGA 368.4 ms Slow
SID 5116.4 ms Extremely Slow
H1 105.9 ms Medium
l2 61.7 ms Fast
Table 2.2: Spectral metrics complexity: average execution times on 100000 synthetic spectra
made of 2000 bands.
2.4.2 Band Ratios
Section 2.4.1 has presented some metrics aimed at comparing spectra one to one. Although using
such metrics are necessary for performing in-depth classifications, where each pixel is compared
with a reference library of spectra, it is also possible to derive information directly from each
spectrum. A common set of tools are the so-called band-ratios. A summary of the most common
ones is provided in table 2.3.
The underlying goal of band ratios is to approximate spectral features by linear - or almost
linear - relationships between a few spectral bands. Although seemingly crude, they have proved
to be comparably reliable tools. For example, the normalised difference vegetation index (NDVI)
is commonly used to obtain vegetation masks.
In practice, most of the band ratios are designed to be stable by multiplication. For example,
multiplying the reflectance by a constant factor does not change the corresponding NDVI or the
ratio vegetation index values (PRI). A few ones, such as the Cellulose Absorption Index (CAI)
are stable by adding a constant to the reflectance values. In the latter case, they are usually not
stable by multiplicative constants (except for the Leaf Chlorophyll Index - LCI).
Although being simple to use and to port from one sensor to another, it should be stressed
that they are not completely stable. They can for example be affected by changes of viewpoint
[Hilker et al., 2008].
2.4.3 Conclusion
This review of the most basic tools used for producing L3 products from spectroscopy data have
revealed that most of them aim for an independence with respect to multiplicative factors, should
it be due to a re-normalisation step or due to an explicit division. This can in turn be explained
by the presence of BRDF effects: from band to band, the main source of variability is due to the
change of viewpoint, which can in turn be modelled as a multiplication of the reflectance.
It should finally be noted that some higher-level tools can be used, especially when quantit-
ative information has to be retrieved [Bayer et al., 2012; Ehrler, 2014; Rogge et al., 2007]. These
are, however, usually less generic and are typically specialised toward specific case studies.
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Acronym Name -Explanation Deﬁnition Reference
CAI CelluloseAbsorption Index 0.5 pb2000 ` b2200q ´ b2100 [Nagler et al., 2000]
CSI Carter Stress Index b694
b760
[Carter and Miller, 1994]
DWSI-5 Disease WaterStress Index
b800 ´ b550
b1660 ´ b680 [Apan et al., 2004]
GI Greenness Index b554
b677
[Zarco-Tejada et al., 2005]
LCI Leaf ChlorophyllIndex
b850 ´ b710
b850 ´ b680 [Datt, 1999]
mND705
Chlorophyll
Index - 705
b750 ´ b705
b750 ` b705 ´ 2b445 [Sims and Gamon, 2002]
NDVI Normalised DiﬀerenceVegetation Index
b864 ´ b671
b864 ` b671 [Rouse et al., 1973]
NDWI Normalised DiﬀerenceWater Index
b860 ´ b1240
b860 ` b1240 [Gao, 1996]
PRI PhotochemicalReﬂectance Index
b529 ´ b569
b529 ` b569 [Gamon et al., 1992]
REIP Red-EdgeInﬂection Point 700 ` 40
0.5pb670 ` b780q ´ b700
b740 ´ b700 [Guyot et al., 1988]
RVI Ratio VegetationIndex
b864
b671
[Jordan, 1969]
SR705 Chlorophyll Index
b750
b705
[Sims and Gamon, 2002]
Table 2.3: Summary of common band ratios. bλ indicates the reﬂectance value of a band located
at a wavelength of λ nanometers.
2.5 Conclusions
This chapter has presented an insight into hyperspectral data processing, as performed by the
German Aerospace Center. It should, however, be noted that these notions are comparably
standard and are used in a similar manner within most of the other hyperspectral processing
chains [Beekhuizen et al., 2009b]. Although being certiﬁed for its repeatability and making use
of traceable references, the processing chain is nevertheless extremely complex and is likely to
involve many sources of uncertainties occurring at virtually every single step. To make things
worst, uncertainties are linked together and dependant on the correction models themselves.
Chapter 3 is therefore going to review the existing quality assessment methodologies and will
put them in relationship with hyperspectral data, therefore allowing for a clearer statement of
which issues remain to be addressed.
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Chapter 3
Quality Assessment
My company has had a safety program for 150 years. The
program was instituted as a result of a French law requiring
an explosives manufacturer to live on the premises with his
family.
Crawford Greenwalt - DuPont President
Chapter Summary
This chapter reviews current practices about quality assessment. As a first step, generic defin-
itions are set up. This is followed by two sections reviewing generic quality approaches as well
as methods specific to spectroscopy. Finally a conclusion is made by identifying remaining gaps
and issues as well as proposing a methodology to bridge them.
3.1 Introduction
Quality assessment has been an extremely widely studied topic and has therefore lead to many
different definitions and viewpoints tackling different situations and problems. For example, the
Common Assessment framework [Dearing et al., 2006] is aiming at improving public services
performances. On the other end of the applications spectrum, the Federal Aviation Agency is
defining quality as safety with respect to addressing operational risk issues [AFS, 2004] while
the consortium for IT Software quality summarises it as Reliability, Efficiency, Security, and
Maintainability [CISQ, 2012]. This chapter aims at clarifying these notions, as well as presenting
initiatives suitable for performing quality assessments on hyperspectral remote sensing data.
Section 3.2 defines several concepts related to quality assessment. Section 3.3, in a second
stage, reviews generic recommendations for evaluating the quality of a data-set. It is comple-
mented in chapter 3.4 by an review of the non-standard, although widely used, methodologies
suitable for evaluating remote sensing data. Finally section 3.5 summarises the remaining gaps
and limitations of these methods and propose a complementary framework for a data-driven
quality assessment methodology. Appendix H provides the corresponding definitions for the
terms which are used in the following sections.
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3.2 Generic Concepts
This section presents requirements and constraints related to quality assessment. It makes use
of terms and deﬁnitions related to quality assessment, whose exact deﬁnition is provided in
appendix H.
3.2.1 Quality Assessment: Uses and Interest
Before going further, let us consider the case where a temperature, say 37 Celsius, is given. It is
in general an interesting information. However diﬀerent use cases will warrant diﬀerent levels of
tolerance to associated uncertainties:
• An empirical determination of ﬁfths decimal gas-constant according the perfect gas law.
The uncertainty should be at the very least smaller than 10´5 Celsius (see section A.5.2.
• The eﬀects of global warming over the average temperature in term of climate. For being
of signiﬁcance, its uncertainty should be of much lesser amplitude than the actual changes,
which is less than 0.1 Celsius [Tett et al., 1999].
• The human body temperature. The uncertainty should also be comparatively low - say,
less than 0.5 Celsius - for allowing to draw useful statement about the presence or lack of
fever.
• The monitoring of water temperature in shower: an error or bias of up to one or two Celsius
would be fair.
• A stress test of construction materials with respect to ﬁre: up to 10 Celsius of error or bias
would not be important.
The aforementioned examples show that the accuracy statement associated with this tem-
perature is mandatory for being able to use the data at all. The following sections reviews this
requirement in more details.
3.2.2 Quality for Data Processing
Before stepping into the details of the duality between value and accuracy, one should start
by considering an even more generic issue. The German Aerospace Center is to a large extent
processing hyperspectral data up to at least L2 level. Due to the complexity of this processing
chain, it is in turn vital to check whether it produces valid results. How can it be checked whether
the produced data is valid, when no standardised quality assessment technique has been made
available?
On the longer run, it is furthermore interesting to get to know which parts of the processing
chain are contributing to the most uncertainty. This would in turn allow a potential improvement
of the results by selectively improving or removing bottlenecks.
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3.2.3 Quality for Data Provider
The German Aerospace Center is moreover, to some extent, a data provider. The remote sensing
data and eventually the land-products which have been derived from it are not used directly by
the institution. They might be provided to other stakeholders for further processing (e.g. as
inputs for climatological modelling) or be directly used as input for decision making (e.g. by a
government).
If the data is only provided ’as it is’ and without any explicit statement of ﬁtness for any pur-
pose, they are useless for the aforementioned users. It would indeed correspond to the statement:
"Here is some information, we do however not know what they are worth".
On the other hand, under- or overestimating the validity of decision-support data, might
lead, in the worst case, to deaths and eventually to the prosecution of stakeholders. An infamous
example is the catastrophic Aquila earthquake in 2009 and the subsequent prosecution of several
scientists and oﬃcials for failing to give suﬃcient credit to the presaging small tremors [Povoledo
and Fountain, 2012]1. Even if this is deﬁnitively an extreme case, this stresses the fact that the
quality assessment should be not only performed, but also closely checked and rated. This does
in turn discard any manual analysis.
In an ideal world, remote sensing data providers should therefore be able to provide not only
the data, but also an assessment of its quality in order to allow decision makers to judge its ﬁtness
for purpose. This reasoning is inline with resent activities such as the Global Earth Observation
System of Systems (GEOSS) and the quality assessment initiatives from the committee on earth
observation satellites (CEOS) [QA4EO task-team, 2010]:
Data and derived products shall have associated with them an indicator of quality to
enable users to assess their suitability for particular applications, i.e., their ’ﬁtness
for purpose’.
The German Aerospace Center, being a partner of these initiatives, of course aims at achieving
this goal.
3.2.4 Quality as Traceability
Both aforementioned points are leading to a third - almost implicit - one. In order to allow for
a comparison, both measurands should be obtained by the same method, up to the few, well
deﬁned parameters which have been altered. A corollary is that the processing chain should be
always run in the same manner and be based on completely traceable standards.
This can however be achieved relatively easily by setting up a careful process and standards
management system. For the speciﬁc case of the DLR, this has been achieved by means of a
ISO ´ 9001 : 2008 certiﬁcation. This topic is therefore left aside in further considerations.
3.2.5 Quality as Reproducibility
A ﬁnal aspect of quality assessment concerns the reproducibility of the measurement. Although
spaceborne remote sensing might have the ability to image the same spot at regular intervals, air-
borne remote sensing usually provides, in the best case, a few surveys each year. This constitutes
a further interrogation: ’what if the same survey had been performed one week earlier?’
It should be noted that this is not strictly linked to the intrinsic system-uncertainty - or
repeatability. In the latter, only the uncertainty introduced by the system itself is accounted
for. In practice, the observed scene is however likely to change by itself over the time. The
1This is a press article, and was therefore not peer-reviewed.
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atmospheric aerosol content might change from day to day, wind might lay weeds downs. The
platform itself might furthermore fly on a slightly different path, hence imaging the scene under
a different angle.
This uncertainty should also be accounted for since it also impacts what is actually retrievable
from an observation. It has, for example, been shown that vegetation reflectance can change
within hours or days due to internal processes [Grace et al., 2007]: if this variation is greater
than the observed parameter, trying to measure it makes no sense. The quality of a measurement
over smaller period of time should therefore be assessed and would likely differ from the absolute
repeatability.
3.2.6 Profane Requirements and Conclusions
Besides these goals, several unrelated requirements should be stressed. To start with, any quality
assessment should be feasible: this means that it should be compliant with the existing processing
chain. The latter being fully automatic, quality assessment methodologies should also require
little or no human interaction. They should finally be generic enough to be applicable to any
data-set, hence allowing for a simpler traceability.
As a concluding note, it should be noted that it is in general always possible to improve the
quality. However a perfect quality - zero error, zero bias - is never achieved.
The first reason is of a financial nature. Improving the quality is indeed involving a cost in
terms of time and efforts. Quality is therefore limited by these constraints. From a physical
point of view two more constraints have also to be considered.
The first one relies on the fact that the observation - or measurement - is actually modifying
the scene. Without entering into the theoretical details [Schrödinger, 1935], this can be under-
stood as follows. Imagine a ground based spectrometric measurement. An operator has to hold a
field-spectrometer near to the point of observation: he, as well as the spectrometer itself, reflects
and absorb some of the radiations, hence modifying the input radiations of the observed area.
One might of course object that these effects are very small, especially when the field work is
performed by trained operators [Anderson et al., 2011; Brogaard and Ólafsdóttir, 1997]. They
do nevertheless create an absolute minimal value for the uncertainty.
The second issue is the so-called Heisenberg uncertainty principle and is much more prob-
lematic. In physical spectroscopy, it is for example well known that time and energy cannot be
known at the same time with an arbitrary precision: (also called Mandelshtam-Tamm inequality)
[Messiah, 1999]. As at result the standard deviation of the wavelength from a emitted photon
due to decay is infinite, even if most of them are ’close to’ their theoretical values. Having an
ideal spectral band collecting only photons at a specific wavelength would not solve this issue,
hence implying that spectral feature will always have a non-zero uncertainty.
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3.3 Generic Quality Assessment
This section starts by reviewing the existing standard methods or initiatives related to quality
assessment, starting from the most generic ones down to initiatives specialised to hyperspectral
airborne remote sensing. At last, section 3.3.4 reviews some connex initiatives.
3.3.1 Recommendations from JCGM
The main recommendation for uncertainty assessments consist of performing the measurement
several times under the same conditions [JCGM, 2008b] - type A analysis. For airborne remote
sensing, this would however require performing several times the same ﬂight-survey under the
same conditions. Given the costs of a ﬂight survey, it would be unlikely to gain suﬃcient fund-
ing to perform a complete analysis. Furthermore, due to the atmospheric (humidity, aerosols,
wind, clouds,. . . ) and the geometric changes (e.g. rotation of the Earth and therefore the sun-
illumination changes), it is impossible to grant exactly the same acquisition setup over a long
period of time. One would therefore have to move to type B analysis.
Recommendation for type B uncertainty analysis comprise analytical computations and Monte-
Carlo error propagation [JCGM, 2008a; JCGM, 2008b; JCGM, 2009; JCGM, 2011].
Analytical propagation is not well suited to the complete processing chain. Indeed, given an
uncertainty Δx associated with an input value x0, the output of a derivable model M might be
modelled having an uncertainty Δy such as - formally:
Δy “
Nÿ
k“1
1
k!
BkM
Bxk px0qΔx
k (3.3.1)
Where N is the degree of un-linearity to be taken into account in the Taylor expansion. This
Taylor series expansion of the underlying models do however require them to be derivative at
least up to degree N which is not necessarily the case. For example in the atmospheric processing
step some thresholds are made, hence discarding the validity [Richter and Schläpfer, 2002]. Even
when this condition is met, the analytical expression of the N th order model’s derivative can be
extremely cumbersome and lead to impractical equations, especially when x is a multi-component
vector. Finally such a framework does not account for the model-induced errors.
Monte-Carlo error propagation proceeds in a slightly similar fashion. The uncertainty associ-
ated with each input is modelled and several random samples are propagated through the model,
hence leading to an empirical estimation of the outputs’ uncertainty. Again, Monte-Carlo error
propagation are not accounting for modelling issues and are therefore limited as such. Further-
more, due to the large amount of inﬂuencing parameters the computational complexity tends to
explode. In the very simpliﬁed case where a pixel variability would be inﬂuenced by only ten
independent parameters, each being fully deﬁned by 10 random samples, the total number of
scene pre-processing would reach 1010. In the over-optimistic case were each complete processing
could be made in one second, this would mean a computation time of over 300 years. At last,
the linkage and exact interactions of all inputs parameters are complex, hence making the inputs
generation a very complex scientiﬁc task by itself.
Experiments performed on simpliﬁed cases were nevertheless performed within the EUFAR
project. In order to limit the complexity, only a few parameters were supposed to inﬂuence the
outputs [Beekhuizen et al., 2009b,a]. Results were strongly dependent on the start hypothesis,
hence discarding de-facto the methodology. It should however be noted that Monte-Carlo error
propagation does have an interest for characterising the calibration uncertainties of the sensor
system [Lenhard, 2012]. In this case, input parameters are comparably independent as well as
being completely monitored, hence producing reliable results.
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As a conclusion, the methods proposed by GUM seem comparably inapplicable to the case
of the complete hyperspectral processing chain. The generic recommendation from the GUM:
namely that data should be presented with suitable confidence intervals however remains a
valuable concept.
3.3.2 Quality Assessment for Earth Observation (QA4EO)
The quality assessment for Earth observation (QA4EO) from the committee on Earth-observation
satellites (CEOS) aims at bringing a systematic use of quality assessment. Also initially focus-
ing on satellite data, the proposed concepts can be directly used by virtually any community
[QA4EO, 2010]. The core of the initiative is the so-called QA4EO principle:
Data and derived products shall have associated with them a fully traceable indicator
of their quality.
In its documentation, QA4EO focusses on the setup of traceable community agreed reference
standards which is in turn closely related to cross calibration as it is described in section 3.4.3.
It does moreover brush-up the GUM principle, hence being hindered by the same limitations,
the goal of the confidence intervals being nonetheless of interest.
3.3.3 EUFAR Quality Layers
Following the mitigated success of the GUM’s guidelines for the hyperspectral processing chain
[Beekhuizen et al., 2009a], the EUFAR initiative focussed on providing ’only’ quality layers of
quality indicators. Quality Indicators (QI) are tags, indicating whether a specific aspect of the
data can be fully trusted or not. Quality layers are the set of a specific QI defined for each pixel
of a given image (see: figure ??) [Bachmann et al., 2011a,b].
Figure 3.1: Example of a quality layer (right)) representing the ’global quality’ QI along with
the original imagery (left). Red: there might be an issue, black: no issue detected.
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The quality indicators are only providing qualitative information. In their simplest form, they
are only boolean information, indicating whether an aspect of the data can be trusted blindly or
whether additional investigations should be performed. The EUFAR QI/QL were developed up
to L2 data: this is, there is currently no quality indicators for L3 products. The complete list is
provided below.
Sensor Calibration and Data Artefacts
• Aggregated bad pixel mask
• Aggregated interpolated pixel mask
• Saturated pixel / overflow
GPS-IMU Related Errors - Geometry
• Problems with position information and attitude information
• Interpolated position-attitude data
Atmospheric Correction:
• Cloud mask
• Cloud shadow mask (if available)
• Haze mask (if available)
Terrain related:
• Critical local viewing and illumination geometry
Informative layers:
• Water Vapour map
• Aerosol optical thickness (at 550 nm) / Visibility map
• Scan angle file
• DEM (if disposable)
Besides these EUFAR recommendations, DLR has proposed some additional layers:
• Sudden changes in position and attitude
• GPS / DGPS reduced quality
• Land-Water-Shadow mask (apparent reflection or ATCOR)
• Overall quality (Good / Reduced / Low), based on: Saturation, Zero data values, Haze or
Clouds presence, Position attitude Issues, Changes in position-attitude, Number of GPS
satellites, DGPS availability.
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The main advantage of the quality indicators consist in their ability to provide simple in-
formation over most of the processing steps. On the other hand, it cannot be used to provide
in-depth understanding of the phenomena leading to an issue. As an example, the absence of a
DGPS indicates that users might encounter IMU inaccuracies. It does not provide any inform-
ation on whether or not there was actually a problem. As a last limitation, quality indicators
only account for some parameters. Finally, it should be stressed out that quality indicators are
not accounting at all for any potential modelling error. For example, the atmospheric QI are
directly derived from AtCor outputs, which includes their own uncertainties.
Nevertheless, since these QI have become the agreed standards within the hyperspectral
airborne community, they have to be used and is actually extended to the L3 products in chapter
6.
3.3.4 Connex Approaches
Due to the complexity of the processing chain, it could be tempting to divide it into several
unitary steps with well defined inputs and outputs. Each unit could then be independently
tested and validated. Provided some constraints on each of its inputs, it could even be possible
to define carefully the uncertainties associated with its outputs. This would actually correspond
to a classical software architecture design - or system engineering - as described, for example, in
[ECSS, 2013].
The main advantage of this approach consists in its flexibility: changing a specific processing
step would allow to just change the corresponding elementary unit, hence removing the need for
a complete revaluation of the complete chain. Although interesting, this approach is not really
applicable to an already established processing chain: it would involve recreating it from scratch,
hence being extremely costly.
3.4 Quality Assessment in Practice
Besides the aforementioned protocols, a number of practical solutions have been developed over
the years up to an ’almost-standard’ level. This section critically reviews existing methods such
as the expert validation 3.4.1, ground-truthing 3.4.2, cross validation 3.4.3, quality indexes 3.4.4,
Bayesian methods 3.4.5 and noise estimation 3.4.6.
3.4.1 Expert Validation
A common procedure for validating remote sensing data consists in performing a visual inspection
made by one or several experts [Congalton, 2001; Foody, 2010; Foody et al., 2013; Stehman,
2009; Wilkinson, 2005]. This method, besides being time and costs consuming, present the
disadvantage of being subject to operators errors and misjudgements. Studies in the fields of
aviation and complex systems management indicate that from 70% up to 90% of accidents are
due human errors, even in the context of highly trained professionals. This makes humans
the main failure contributors by several orders of magnitude [Grabowski and Roberts, 1996;
Shappel and Wiegmann, 2000]. In remote sensing, the reported uncertainty varies largely from
study to study [Foody, 2010]: [Powell et al., 2004] reported discrepancies of about 30% but with
comparably large differences depending on the land-cover type. [Thompson et al., 2007] reported
discrepancies ranging from 30 to 60%.
In the field of imagery, this poor performance can be explained by the numerous optical il-
lusions humans are prone to (e.g. see figure 3.2) [Walker, 1973]. It has been shown that human
28
vision might react differently to the same gray-level colours [Adelson, 1993], or to lines orient-
ations [von der Heydt et al., 1984], depending on the image context. McGurk and Macdonald
[1976] furthermore showed that stimuli from different senses might interact with each other and
change the perception. Finally, [Segall et al., 1963] indicate that such illusions are likely to be
dependant on cultural background, hence making it even harder to assess or correct it.
At last [Eysel, 2003], suggested that images ’in the brain’ are usually neither completely
fitting to the reality, neither to the perceptions. This brings doubts on the ability of a human
operator to perform regular in-depth validation of the data, especially in the context of critical
systems and in compliance with traceability requirements. In short, Errare Humanum est: error
is a human feature and one should not rely purely on human validation for quality assessment.
Figure 3.2: Example of a radiometric illusion: squares A and B share exactly the same radiometry
although they are perceived differently by humans ( c©1995, Edward H. Adelson, see
[Adelson, 1993] for details).
3.4.2 In-Situ Data
Direct in-situ validation, or ’ground-truth’, is also a common way of getting a better understand-
ing of data-quality [Congalton, 2001; Brogaard and Ólafsdóttir, 1997; Foody, 2010; Olofsson
et al., 2013, 2014; Stehman, 2009]. The principle consists in checking the air- or spaceborne data
versus some measurements performed ’in situ’. This is generally achieved by combining spectro-
metry measurement acquired directly on the field, ideally during the over-flight, and laboratory
measurements performed at a later stage on collected samples. In such a setup, laboratory ac-
quisition, performed in a ’clean’ environment are usually considered as a reference, followed by
the field measurements. These are then used to calibrated the air- or spaceborne measurements.
In practice, ground spectrometry is not necessary as credible as assumed. Ground spectro-
meters are also subject to various uncertainties which are not always fully taken into account by
operators [Anderson et al., 2011]. When dealing with classification ground-truth, the retrieved
ground-truth classes are commonly subject to errors [Foody, 2010; Stehman, 2009] which does
in turn affect any quality assessment based on them [Brannstrom and Filippi, 2008; Carlotto,
2009]. Finally non-scientific constraints such as time, costs, or availability might prevent the
retrieval of reliable data [Liu and Zhou, 2004]. As a conclusion, [Foody, 2010; Shao and Wu,
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2008] reports that ground-truth errors greater than 15% might have to be tolerated. [Johnson
and Ross, 2008] reported up to 40% errors due to ground truth geo-location issues even though
the ground-truth collecting teams were trained professionals.
At last, the number of ground measurement lies, in practice, between 10 to 100 points and up
to a few hundred for extensive studies [Fischer et al., 2014b; Foody et al., 2013; Johnson and Ross,
2008]. These points are usually restricted to homogeneous surfaces. For spectrometric ground
truth, the actually imaged surfaces are of less than 10 ´ 20cm2. On the other hand, study areas
can commonly be made of about 106 pixels, each having a footprint ranging from 0.25 to 16m2
and imaging homogeneous as well as heterogeneous areas. This makes a practical extrapolation
of the ground-truth data to a complete validation of the imaging data a comparably hazardous
task, should it only be from a statistical point of view.
A last argument can be raised on ground-truthing: the whole point of remote sensing consists
in performing remote measurements, hence removing the need for an intensive ground-survey.
Performing an exhaustive ground-truthing campaign would on the other hand remove this ad-
vantage, precisely by performing a ground survey.
Although some vicarious calibration remains deﬁnitively required, relying solely on ground-
truth seems to be a hazardous task, some authors even preferring to avoid using it [Baraldi et al.,
2005; Bruzzone and Marconcini, 2009].
3.4.3 Cross Calibration
The methodologies presented in this section apply primarily to spaceborne sensors. Due to their
ability to revisit the same geo-locations at regular intervals, especially over the polar regions2,
it is indeed possible to compare the imagery acquired under similar conditions, and therefore to
inter-calibrate them [Chander et al., 2013a,b]. Tools such as the CEOS-COVE have furthermore
been developed to help data providers to retrieve data-sets that could be used for cross calibration
[Kessler et al., 2013].
Cross Calibration Methods
The basic principle behind cross calibration methods consists in comparing the results obtained
by one or more sensors with the results obtained by a reference sensor over the same area. This
reference sensor should of course be well characterised and stable over time. For the comparison
to be valid, it should moreover be ensured that the two observations are comparable: that is
acquired under similar atmospheric, temporal and geometric set-up. As a result, it is usually
preferred to perform it over homogeneous areas by a simultaneous nadir overpass, hence imaging
the same area at the same time and with the same geometry and allowing to retrieve the bias
between the cross calibrated sensors [Cao et al., 2008; Heidinger et al., 2002].
A slightly more advanced methodology consists of accumulating several observations over
diﬀerent times and/or regions and comparing the imagery statistics before rescaling one sensor on
the other in order to get homogeneous data. Although this helps producing ’visually’ harmonized
data, the corresponding gain of accuracy is still under discution [Chander et al., 2013b; Shi and
Bates, 2011].
Finally, when simultaneous observations with the same acquisition conditions are not available
or feasible, one can rely on the double diﬀerencing methods. Both observations are compared
by means of an intermediary measurement. In the simplest form, when a sensor A has to be
compared with a reference sensor R this can be achieved by introduction a third intermediary
B. One could then compare A and B before comparing A and R, hence implicitly leading to a
2For the polar orbiting satellites which correspond to the vast majority of Earth observation satellites.
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comparison of A and R. This does however require the intermediary sensor to be stable over the
comparison time. A simpler alternative can be performed similarly to vicarious calibration by
comparing the sensor measurements over a well defined area whose variability can be neglected
or at least compensated [Chander et al., 2013b]. The following paragraph reviews such sites.
Cross Calibration Sites
As seen in the previous paragraph, the scene to be used for cross calibration in case of a double
difference is to be chosen carefully. In order to allow reliable comparisons, these sites are chosen
in order to have high-reflectance as well as being very homogeneous while involving as little
BRDF effects as possible. This does in turn imply that the following approaches are limited to
a very specific setup, hence not encompassing all the potential variability.
CEOS proposed to use eight test sites - so-called instrumented sites or LANDNET - as stand-
ards locations for fields campaign, hence facilitating traceability and inter-comparison [Chander
et al., 2013b; Potts et al., 2013]. It should be noted that other test-sites have been used for
similar purposes without being in the frame of CEOS [Chander et al., 2007].
Besides these sites equipped for field campaigns, several ’pseudo invariant calibration sites’ or
PICS usually corresponding to desert sites [Henry et al., 2013; Lacherade et al., 2013] exhibiting
high reflectance, no vegetation and low aerosols: they can therefore be used to estimate the
stability of an instrument over long periods of time. An alternative to these sites lies in the
deep convective clouds (DCC): since they exhibit almost lambertian surfaces with very bright
reflectance in the visible domain, they can also be used for cross calibration, a further advantage
being their altitude, hence limiting the variability due to atmospheric effects [Doelling et al.,
2013]. The latter method is however dependent on the corresponding atmospheric conditions.
Besides this Earth-based sites, several other celestial bodies offer cross calibration potential.
For example the Moon presents stable and easy to model reflectance [Kieffer, 1997] which are
moreover not influenced by atmospheric effects. Provided that a satellite has enough de-pointing
abilities to image the moon, it can therefore valuably be used to cross calibrate them [Stone
et al., 2013]. Besides the Moon, several different stars are invariant enough to provide valid
calibrations [Dean et al., 2012].
A final class of cross calibration targets consists of variant scenes, but whose variability is
very well understood and can be modelled without much errors. For example, over oceans, the
visible spectrum corresponding to the top of atmosphere radiance consisted of 90% of Rayleigh
scattering due to atmospheric molecules [Vermote et al., 1992]. The latter technique is not
performing as well as the PICS or over deep convective clouds but, since the targets are less
bright as for the PICS/DCC, it might be of advantage for easily saturated sensors [Chander
et al., 2013b]. Alternative methodologies include calibration over liquid water clouds along
with a suitable characterisation of their properties. Although the corresponding modelling is
slightly more complicated, the wide distribution of theses clouds makes the method comparably
advantageous [Ham and Sohn, 2010; Chander et al., 2013b]. Finally the sun-glint method makes
use of the higher percentage of solar reflected radiance and can be used for inter-band calibration
as well as for MIR band calibration [Chander et al., 2013b; Fougnie et al., 2007; Hagolle et al.,
2004].
Conclusion
It should finally be noted that these initiatives are part of an ongoing effort for international
cooperation and are by no means a final status [Chander et al., 2013b]. The cross calibration
induced uncertainties have been reviewed in [Chander et al., 2013a] for the specific example of
Landsat-7 satellite and yielded a total uncertainty of less than 3%. [Thome et al., 2013] performed
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a slightly more general investigation and retrieved a similar order of magnitude of about 4.5%
uncertainties associated with the process.
Finally it should be noted that pure modelling approaches do also allow to cross calibrate
imagery with simulated data [Chander et al., 2013b; Saunders et al., 2013]. This approach is
however limited by the simulation models (resolutions, accuracies,. . . ),
The described methods would theoretically apply not only on satellites but also on airborne
sensors. For the latter, their ability to image the same area at the same time with several sensors
is however comparably limited, the overﬂight of the PICS and LANDNET sites being usually not
feasible due to geographical distance. It is therefore usually preferred to calibrate the data with
respect to ground-measurements (i.e. performing a vicarious calibration). It should however be
noted that a few satellite-airborne cross calibration have taken place, the costs associated with
such a additional ﬂight-campaign on a regular basis been the main drawback of the method [Abel
et al., 1993; Newman et al., 2012; Tobin et al., 2006].
As a conclusion, one should ﬁnally stress one more time that this class of method is typically
addressing a very speciﬁc and optimistic case of uncertainty: namely wide homogeneous bright
surfaces with little or no BRDF eﬀects.
3.4.4 Quality Indexes
Beside the aforementioned methods, several ’image quality metrics’ have been proposed. The
goal is here to provide a ’turn-key solution’ deﬁning the image quality. It usually comes in form
of a mark with an associated scale, each deﬁning whether the data is ’good’ or not. A common
criticism expressed on quality metric aim at their lack of transparency [Miettinen, 2004]: a
comparably ’bad’ mark does indeed not necessarily indicate what are the issues. Furthermore, a
quality metric only accounts for what it has been designed for. For example, a metric designed
on ground sampling distance assessment might be unable to assess eﬀects related to radiometry,
although both information are of equal importance.
The best known index is likely the ’National Image Interpretability Rating Scales’ or NIIRS
which assigns a mark from 0 to 9 to imagery [IRARS, 2012]. The bigger the mark, the more suit-
able for an object analysis the data. The General Image Quality Equation (GIQE) [Leachtenauer
et al., 1997] is an analytical equation allowing to guess the NIIRS score within a standard devi-
ation of 0.3 NIIRS (see: equation 3.4.1).
NIIRS “ 10.251 ´ a log10 GSDGIQE ` b log10 RERGIQE
´0.656 HGIQE ´ 0.344 GGIQESNRGIQE
(3.4.1)
Where GSDGIQE , RERGIQE and SNRGIQE are estimators fo the ground sampling dis-
tance, the relative edge response and the signal to noise ratio respectively, HGIQE and GGIQE
accounting for edge sharpening side eﬀects. At last, parameters a and b are given as a function
of RERGIQE in equation 3.4.2."
a “ 3.320
b “ 1.559 if RERGIQE ě 0.9
"
a “ 3.160
b “ 2.817 else (3.4.2)
Besides focusing mostly on imagery geometry, the NIIRS-GIQE has only little plasticity. In
particular, the ’edge-sharpening’ terms are of no interest in the speciﬁc case of hyperspectral
remote-sensing where no such processing step takes place. It should ﬁnally be noted that the
GIQE is not the only predictor of the NIIRS index. For example the Information Theoretic
Image Quality Equation (ITIQUE) can estimate NIIRS index based on multi-scale evaluations
of the Shannon mutual information [Gerwe et al., 2009].
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Besides NIIRS, dozens of quality metrics have been deﬁned, each corresponding to speciﬁc
data quality aspects. The Phase Quantization Code [Kim and Park, 2010] accounts for im-
age compression and transmissions errors, the image quality metric [Dumic et al., 2010] and
Structural SIMilarity index (SSIM) [Wang et al., 2004] for image comparison, the image quality
criterion [Jahn and Reulke, 2012] for sensor geometry, [Shnayderman et al., 2006] presented a
measure allowing to predict distortions induced by speciﬁc noises while [Chen et al., 2008; Piella
and Heijmans, 2003; Wei and Blum, 2010] focused on image fusion. Finally Zhang and Luo
[2013] proposed an image quality metric based on image comparisons with statistical properties
of natural images.
In the domain of airborne hyperspectral remote sensing, [Brook and Ben Dor, 2011] presents
two indicators related to the assessment of at sensor radiance: Rad/Ref (At-sensor radiance di-
vided by theoretical ground reﬂectance) and RRDF (Radiance to Reﬂectance diﬀerence factors),
each focusing only on sensor calibration and requiring speciﬁc ground truth.
It should at least be noted that ’classical’ image metrics such as the signal to noise ratio
can also be seen as an image quality metric. Nevertheless, image quality metrics - up to a
few exceptions [Jahn and Reulke, 2012; Miettinen, 2004] - are not allowing to link the retrieve
criterion with the error sources, and are in all cases focusing on only a few speciﬁc applications,
hence preventing any generic use.
3.4.5 Bayesian Inference
Bayesian inference and Bayesian networks are based on the so-called Bayes’ rule (see equation
3.4.3). It links together:
• the posterior probability - P pH|Oq: the probability that phenomenon, or hypothesis, H,
did occur given observation O.
• the prior probability - P pHq, the probability of the hypothesis in absence of observation.
• the likelihood - P pE|Hq: the probability that the phenomenon leads to the observation.
• the marginal likelihood - P(E) the probability of the observation, independently from the
phenomenon.
P pH|Eq “ P pE|HqP pHq
P pEq (3.4.3)
Bayesian methods are commonly used in various ﬁelds of data-processing. Setting H as being
a class and E a pixel value, equation 3.4.3 yields a classiﬁcation/segmentation methodology (e.g.
[Morris et al., 1997]). H being land-surface parameter, e.g. temperature, this yields a parameters
estimation framework (e.g. [Morgan, 2005, 2006]). . .
Although not explicitly stated in the GUM, Bayesian inference can be used for evaluating
uncertainty, especially in presence of systematic eﬀects [Lira and Woeger, 2006]. The main
advantage of this approach is its ability to bring information ’from other sources’ by the mean
of the conditional probabilities.
This would however require a complete knowledge of all relationships in the network, which
is very unlikely to happen. A further limitation is related to the computational complexity of
the task: the Bayesian inference is associated with a NP-complexity, hence making it unsuitable
for any high dimensionality system like the hyperspectral processing chain.
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3.4.6 Noise Estimation
A last group of methodologies aims at estimating the noise present in the data. Several sub-
groups can be identified [Buades et al., 2005].
Homogeneous Surfaces
A straight forward method consists in analysing the imagery over homogeneous areas and consid-
ering any variation as being caused by noise, hence corresponding again to a sub-case of vicarious
calibration [Delvit et al., 2002; Pagnutti et al., 2002; Scott et al., 1996]. In practice, such large
homogeneous areas are not always available. As an alternative to this, Gao [1993]; Reulke and
Weichelt [2012] proposed methods for noise estimation on local areas. These methods, besides
being more feasible, allow for a noise estimation over the complete radiometric range instead of
only focusing on dark and bright targets only.
Noise as De-Correlation
Finally several authors have considered the noise present in spectrometry data as corresponding
to the uncorrelated part of the signal variations from bands to bands [Cawse-Nicholson et al.,
2013; Corner et al., 2003; Delvit et al., 2002; Sagar et al., 2014]. Similarly, in [Bachmann
et al., 2011a], the inter-band correlations are used to detected faulty bands - identified as the de-
correlated ones. It should be underlined that - strictly speaking - correlation is usually understood
here as being only linear correlation, typically expressed by means of Pearson’s coefficient.
Noise as High Frequencies
Finally a last class of authors considers that the noise corresponds to the high-frequencies -
or roughness - of the spectra, hence being merely a generalisation of the correlation approach.
Spectral-roughness can be filtered by means of low pass filtering [Corner et al., 2003; Savitzky
and Golay, 1964] or by decomposition of the signal on a Fourier or wavelet basis where high-
frequencies (high details in case of wavelets) are removed [Rasti et al., 2014].
Conclusions
The noise estimation over homogeneous areas is a widely spread methodology whose efficiency
is not to be proved. It does however only account for noise occurring over homogeneous areas,
hence been unable to account for uncertainties associated with heterogeneous scenes.
High-frequencies and correlation based noise estimations are on the other hand making strong
assumptions on the noise and in practice discards the portion of the signal present in this domain.
It should be noted that both methods are linked and are the spectral pendant to the noise
estimation over homogeneous surfaces: some techniques are actually attempting to merge both
approaches [Rasti et al., 2012; Roger and Arnold, 1996].
It should finally be noted that, when a hypothesis is made on the noise shape, it is usually
assumed to be Gaussian [Corner et al., 2003; Farzam and Beheshti, 2011; Sagar et al., 2014].
Under such hypothesis, some authors have proposed methodologies to estimate the noise’s para-
meter. For example [Jalobeanu et al., 2002] proposed a maximum likelihood based method to
estimate a Gaussian white noise in presence of blur. Some authors have however suggested that
the noise might actually be heavy-tailed [Aiazzi et al., 2006].
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3.4.7 Miscellaneous Methods
Besides these classical methods, a few other methodologies have to be cited. In [Cerra et al.,
2013], the noise over some spectral bands is estimated as being the residual signal once an
un-mixing approach provided the amount of signal actually brought by each end-members.
Ground-truth free methods such as DAMA [Baraldi et al., 2005] - as well as similar approaches
for the map updating tasks [Bruzzone and Marconcini, 2009] - based on a circular subjective
quality assessment have been developed for the case of classification based on remote sensing data.
Finally in the field of classification, some authors are bypassing the uncertainty by introducing
classifiers taking the data fuzziness into account, the accuracy being modelled by the way the
class inclusion strength is partitioned between the classes in relationship with ground-truth data
[Foody, 1996; Zhang and Foody, 1998].
3.5 Conclusions and Retained Methodology
From all the techniques presented in the previous sections, two main comments have to be
made. To start with, the existing standards have proved to be virtually impossible to use on the
complete hyperspectral processing chain. As a workaround, the EUFAR initiative proposed to
use ’only’ quality tags targeting specific aspect of the pre-processing. Their main limitation lies
in the fact that they have not been extended up to land-products. One of the reason for this lies
in two subsequent issues:
• How could the large variety of different land products, ranging from pure classification up
to materials quantitative mapping, be addressed?
• On what should the comparison be based? For the processing chain, years of expertise have
been used to identify the parameters of interests. For mapping applications, each scene has
a comparably new setup and would require a new analysis.
Besides this point, one should notice that even though they are not completely standard
methodologies, cross calibration methods present a whole range of possibilities. In particular,
QA4EO is drafting their use as being best practices.
For airborne spectroscopy, access to such calibration sites, or even simultaneous nadir acquis-
itions are however not possible, at least on a regular basis. A further issue lies in their design:
they are typically based on homogeneous areas such as the CEOS Landnet sites. Although this
implies a simpler analysis of the data, this does also discard many potential uncertainties that
might occur in regular imagery (influence of the actual radiometry [Reulke and Weichelt, 2012],
border effects [Richter et al., 2006], . . . ).
On the other hand, due to the sensor design, hyperspectral airborne data is acquired in several
flight-lines. In order to cover the complete area of interest, these are slightly overlapping, hence
providing duplicated information over these areas. The following work proposes to use these
pairs of observation to provide a data-driven quality assessment for the data.
This assessment is of course only a relative one, hence only corresponding to an ’error analysis’
while leaving aside any ’bias assessment’. In practice, this should not be an issue since the biases
can easily be retrieved by most of the aforementioned cross calibration methods. On the other
hand, since the proposed method should work on the L2 data itself, it allows to bypass models,
and therefore to account not only for the uncertainties brought by the inputs, but also for the
ones eventually brought by the models themselves.
From a more practical perspective, two more points should be stressed. To start with, the
proposed methodology is potentially usable on every single data-set presenting an overlap: this
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grants a very high generality to the underlying quality assessment. A second point lies in the
quality assessment itself. Comparing the data directly to itself has two direct consequences:
• It incorporates not only the absolute uncertainty of the measurement system, but also
the uncertainty of the measurand (changes of the scene itself). This is in practice a huge
advantage since it links the variability with the scene uncertainty, hence allowing for stating
whether a phenomenon can actually be mapped or not.
• It is seen in chapter 4 that this approach actually corresponds to a quality assessment
in the worst case scenario, hence complementing vicarious calibration tasks performed on
wide, bright homogeneous surfaces, i.e. performing a best case quality assessment.
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Chapter 4
Corresponding Pixels Automated
Matcher
A man is about thirty-eight before he stockpiles enough socks
to be able to get one matching pair
Merrily Harpur - Writer
Chapter Summary
This chapter reviews how to solve the co-registration issues which might prevent a direct analysis.
In particular, an algorithm - CPAM - is proposed for addressing this issue. Right choices for its
parameters are then discussed in a second step. A formal validation of the algorithm results is
finally proposed before it is illustrated on several examples.
4.1 Introduction
4.1.1 Generic Introduction
As seen in section 3.5, an interesting direction for getting quality assessment consists of assessing
the data quality based on data-comparison in overlapping parts of the flight-lines. This theory
is based on the assumption that, given a geo-location, it is possible to obtain for each flight-line
the pixel that imaged it. Due to the ortho-rectification step, this should not be a problem. In
practice, comparably large spatial discrepancies between flight-lines are however still remaining,
even when a comprehensive ortho-rectification step took place. For example, in the Sokolov 2010
HyMap data-set, discrepancies of more than 10 pixels can frequently be observed (see figure 4.1).
Reasons for these discrepancies might of course depend on several factors such as IMU errors
or lever-arms mis-measurements. The main contributor is however usually the digital elevation
model used for ortho-rectification. It might indeed be outdated, or with a much coarser resolution
than the imagery, hence preventing a good geo-rectification from taking place. The differences
between the elevation model - accounting for the ground surface only - and the actual surfaces
elevation - including tree crowns, buildings, etc - might furthermore lead to further discrepancies
[Schläpfer and Richter, 2002]. Such discrepancies are therefore not easily corrected without
bringing in at least a new surface model, which in turn might be not feasible due to both time
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and cost constraints. For archived data-sets, this is simply impossible. One would therefore have
to live with these geometric discrepancies.
They are, on the other hand, preventing an in-depth analysis of the data. For example,
comparing a pixel representing grassland with a pixel corresponding to concrete would hide the
actual variability within their spectral differences. In practice, this discards any possibility of
further analysis. A better solution would therefore have to be developed. In other words, a
methodology ensuring that pairs of pixels brought to comparison are indeed imaging roughly the
same area has to be used: this implies performing a co-registration before analysing the data.
This co-registration has to be automated and generic, therefore making it usable for the
processing of any data-set. The focus is here more to obtain a pixel-to-pixel registration - this
is, pairs of pixels corresponding to the same footprint - than image to image registration where
the overall images are fitted together. As long as enough pairs of pixels are retrieved to be
statistically meaningful, a complete co-registration of the images is not required.
It should however be kept in mind that a perfect overlap of pixels’ footprints from two flight-
lines is quite unlikely. This is however due to the nature of the raster data and should therefore
be accounted as a contribution to the final uncertainty.
Section 4.1.2 reviews existing methodologies, sections 4.2 and 4.3 presents the selected al-
gorithm and its parameters. Section 4.4 then proposes a formal validation of the method. Finally
section 4.5 presents some case studies.
Figure 4.1: Example of ortho-rectification issues over the Sokolov test site. Please also note the
BRDF effects affecting radiometry between flight-lines
38
4.1.2 Co-Registration: State of the Art
The co-registration of pairs of images has been a widely studied topic and has therefore lead
to several different methodologies [Brown, 1992]. This section presents an overview of the main
frameworks along with an analysis of their suitability in this context.
Basic Principles
The vast majority of co-registration methods involves the four following steps [Zitová and Flusser,
2003].
1. Feature Detection: for each image, distinctive features are retrieved
2. Feature Matching: features from both images are compared and matched.
3. Transform Model Estimation: the ’projection’ required to project both images on the same
reference is computed from the pairs of features.
4. Image Transformation. Images are re-projected and re-sampled using the transformation
from step 3.
In this section, steps 3 and 4 are left aside: re-projecting imagery, along with the underlying
re-sampling likely introduces other uncertainties in the data. Focus is therefore set on only
retrieving pairs of features that could be related to pixels positions.
Zitová and Flusser [2003] consider two main families of methods applicable for performing
steps 1: the ’area-based’ and the ’feature-based’.
Feature Based Methods
Feature-based methods are basing themselves on identifying salient ’objects’ in imagery. Such
objects can be:
• Large homogeneous areas such as water bodies [Goshtasby and Stockman, 1985] or forests
[Sester et al., 1998]. This does however usually require an additional segmentation task for
extracting these areas from the input imagery.
• Linear structures such as coast lines [Maître and Wu, 1987] or roads [Li et al., 1992]. The
lines can be extracted using standard edge detectors such as the Canny or Sobel filters
and/or the Hough transform [Russ, 2002].
• Points or pixel elements. These can be based on local image extrema, corners and curves’
inflections [Stockman et al., 1982], time-frequency features [Zheng and Chellappa, 1992],
etc. Modern algorithms are usually taking advantage of several of these properties, hence
granting a higher discrimination along with a comparable invariance with respect to il-
lumination, rotation or scale changes. Efficient methods are the ’Scale invariant Feature
Transform’ (SIFT) [Lowe, 2004] and ’Speeded Up Robust Features’ (SURF) [Bay et al.,
2008].
When keeping in mind the generality requirement, the homogeneous areas and linear structure
features can directly be left aside. Such elements are indeed not necessarily present in each scene.
It is for example not possible to perform a valid extraction of large water bodies over an arid
scene. Point features, and especially SURF and SIFT are, on the other hand, functioning on
virtually every not completely homogeneous scene.
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Despite being comparably robust to scale, illumination and rotation changes as well as being
fast to compute, these feature descriptors have been designed to only return the ’best’ features.
They therefore only return a comparably small number of highly valuable points. For example,
for a scene made of about 1.5 billions pixels, the SURF feature descriptors retrieved only 4508
feature points, this is less than 0.3% (see figure 4.2).
Figure 4.2: Retrieved feature points using SURF (single band) over a Kaufbeuren scene subset
(see F.1); 1.5 billions pixels, 4508 feature points retrieved by SURF (red squares).
A further issue lies in the design of these feature descriptors. They have mostly been designed
to work on single channel images. Abdel-Hakim and Farag [2006] have proposed an extension of
the SIFT to colour images: CSIFT. It is however based on the colour invariance as defined by
Geusebroek et al. [2001], which is restricted on ’classical’ RGB images and not directly extensible
for wavelength outside the visible domain. Fan et al. [2009] have similarly proposed an extension
of SURF to colour images. It however makes use of the YUV colour space which also restricts
its application to classical RGB colour images.
The two last points are not intrinsic limitations. It should be possible to develop a feature
descriptor which is returning a larger number of feature points while still allowing a comparably
safe matching. It should all the same be possible to create a feature descriptor actually working
not only on RGB images, but also over the complete spectral content. Combining both tasks
however seems comparably hazardous, and the area based methods were preferred.
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Area Based Methods
Area based methods are merely merging the feature detection and feature matching steps. This
is usually done by searching the closest match of each pixel from the ﬁrst image into the second
image.
The classical method consists of deﬁning the goodness of a match as being the maximum of
the local normalised cross-correlation (NCC) [Zitová and Flusser, 2003]. Given a neighbourhood
size, N , two grey-scale images whose pixel values at column x and row y are respectively given
by I px, yq and J px, yq, the NCC between pixels located at column x1 and row y1 in the ﬁrst
image (resp. column x2 and row y2 in the second image) is given by equation 4.1.1. Note that it
corresponds to the case were translation is the only transformation to be investigated. Additional
transformations such as rotation might be brought into the model. The resulting computational
cost increase is however in practice preventing this.
NCCN px1, y1, x2, y2q “
Nÿ
k“´N
Nÿ
l“´N
rI px1 ` k, y1 ` lq ´ xIyN,x1,y1s rJ px2 ` k, y2 ` lq ´ xJyN,x2,y2s
σI,N px1, y1qσJ,N px2, y2q
(4.1.1)
where xIyx,y (resp. σI px, yq) represents the mean (resp. the standard deviation) of image I
around column x and row y on a square window of width 2N ` 1. For each pixel from the ﬁrst
image located at px1, y1q, a pixel from the second image is associated by maximising equation
4.1.1:
px2, y2q “ argmax
v,w
NCCN px1, y1, v, wq (4.1.2)
The normalised cross-correlation, although being the widely used framework, is not the only
discrepancy measure available. For example, Viola and Wells [1995] or Pluim et al. [2003] pro-
posed to take advantage of the mutual information (MI) between both images. This can be seen
as the spatial pendant to SID - which focuses itself on radiometry. The search for the best match
then corresponds to ﬁnding the pixel maximising the mutual information. In order to compare
subsets from two images, the histograms (pI and pJ) and joint histogram (pIJ) of their grey levels
have to be computed: they are used as approximations of their probability distributions. The
mutual information is then deﬁned similarly to the Kullback-Leiber distance between their joint
distribution pIJ and their joint distribution in case of complete independence of both subsets:
pI ˆ pJ :
MI px1, y1, x2, y2q “
ÿ
k
ÿ
l
pIJ pk, lq log pIJ pk, lq
pI pkq pJ plq (4.1.3)
The main advantage of this family of techniques is that they virtually allow a matching of
every single pixel. On the other hand, due to the search around a given ’neighbourhood’, such
methods are also more likely to be sensitive to local image distortions like rotation or warping.
Furthermore, the greatest drawback associated with this kind of area based method is their
very high computational costs. Equation 4.1.2 has indeed to be solved for every pixel from the
ﬁrst ﬂight-line, p, hence leading to a complexity of at least O `pN2˘. This can even increase
when complex methods as the mutual information are used and/or when advanced optimisation
methods are required to solve equation 4.1.2.
An alternative, especially eﬃcient for large images, consist of taking advantage of the Fourier-
transform properties. Consider an image to be a function of two variables - I : x, y Ñ Ipx, yq
41
- associating the grey level value Ipx, yq to the pixel located a column x and row y. It is then
possible to apply a two dimensional Fourier transform to the corresponding function I. When
having two identical images, just diﬀering by a translation of amplitude px0, y0q, I and J , their
cross-power spectrum1 is directly related to the translation by relation 4.1.4. It is then straight
forward to retrieve the translation parameters by applying the inverse Fourier transform to the
result which yields a Dirac located at px0, y0q.
Iˆ pω1, ω2q ¯ˆJ pω1, ω2q
|Iˆ pω1, ω2q ¯ˆJ pω1, ω2q |
“ e2iπpω1x0`ω2y0q (4.1.4)
Besides being very eﬃcient on large data-sets, the method is very stable with respect to
change of illumination. On the other hand, it only accounts for a translational co-registration.
De Castro and Morandi [1987] proposed an extension to allow a retrieval of rotational changes.
Chen et al. [1994] and Reddy and Chatterji [1996] have extended the methodology to the case
of scale changes by means of the Mellin transform.
Due to the uncertainty principle, Fourier transform based methods are however only valid for
performing a global co-registration. When co-registration issues are coming from DEM issues,
they are quite unlikely to be global and vary through the image. Fourier based methods are
therefore of little use in this context: correlation-like methods are therefore preferred.
They have however been mostly deﬁned for single channel imagery. The ﬁrst step therefore
consists of adapting them to hyperspectral imagery, where information is mostly lying in the
spectral content of each pixel. Section 4.2 presents the retained approach.
4.2 Proposed Methodology: CPAM
In the following, and for the sake of simplicity, pixels from the ﬁrst ﬂight-line are noted without
a tilde, while their counterparts from the second ﬂight-line are marked with a tilde.
4.2.1 Principle
The point is, in the following sections, to solve the following issue: Given a pixel from one
ﬂight-line, how can the pixel representing the same spot in another ﬂight-line be identiﬁed?.
Since it is here dealt with hyperspectral remote sensing, one can argue that each spot of the
ground is deﬁned in a unique way by its spectrum. It should therefore be possible to compare
the spectrum from each investigated pixel to the corresponding ones from the second ﬂight-line
and only retain the most similar one.
In practice, complexity associated with this straightforward method is extremely high. For
a pair of images, each having about C columns and R rows, this yields CR comparisons for
dealing with each pixel from the ﬁrst ﬂight-line. This yields a total complexity of O `C2R2˘.
For a comparably common HySpex data-set made of 1600 rows and 7000 columns, this implies
a total of 1.25 1014 comparisons. Assuming each comparision is made in about one microsecond
(see table 2.2), this corresponds to an execution time of about four years.
Another potential issue associated with this approach is its potential for matching together
two pixels having very similar spectral content but lying on two very diﬀerent geo-locations.
In classical stereo-vision, these limitations are usually raised by performing the search along
epipolar lines. In other words, given a speciﬁc pixel from an image, it is known before hand that
the observed point lies ’somewhere’ on the line starting in the camera centre and aiming to the
1The word ’spectrum’ is here to be understood in its ’Fourier transform’ sense.
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pixel: the epipolar line. Provided some information about the imaging system geometry and
its consecutive positions, it is possible to project this line onto any second image [Hartley and
Zisserman, 2004]. If the observed object was actually observed in the second image, it has to lay
on the line’s projection. When trying to identify it on the second image, one can therefore ’just’
search for it along its epipolar line in the second image.
In our case, such detailed information about the system geometry is not available. However,
due to the ortho-rectiﬁcation step, an approximation of each pixel’s geo-location is known. And
this for each ﬂight-line. Although the ortho-rectiﬁcation is not perfect, it is roughly the right one.
In other words the actual geo-location of the pixel lies within a comparably small distance from
its theoretical localisation. This property is used to restrict the number of potential matches
to be investigated. Given a pixel from the ﬁrst ﬂight-line, p, and a spectral metric S p‚, ‚q, the
search for its ’best’ match can be done by means of algorithm 1.
Algorithm 1: Description of the search of best matches: single pass scheme.
Data: A pixel: p
Result: q˜: p’s best match
1 Initialisation:
2 Compute its theoretical geo-location: l
3 Compute the pixel from the second ﬂight-line corresponding to geo-location l: p˜
// We know that the actual match of p has to be in vicinity of p˜
4 begin
// Initialise the ’best match’ of p: q˜
5 q˜ :“ p˜
// Search for pixels not too far from p˜
6 for r˜ close to p˜ do
7 if S pp, r˜q ă S pp, q˜q then
8 q˜ :“ r˜
9 end
10 end
11 end
The deﬁnition of ’not too far ’ is clearly referring to a geometric distance. Its exact value
is however dependent on the accuracy of the ortho-rectiﬁcation. For a scene with an ortho-
rectiﬁcation having less than one pixel error, this distance could be one pixel. For scenes
presenting deep perturbations, it could be much more. In the following, this value is left as
a parameter of the algorithm. Its value is noted w. For the sake of simplicity, the search is not
performed on the circle centred on p˜ and of radius w. It is instead performed over the square
window centred on p˜ and of width 2w ` 1.
In order to further improve the reliability of the method, yet another extension was per-
formed. When just comparing the spectra pixel-to-pixel, a comparably high risk of mismatch is
still present. Due to the presence of noise in the data, locally homogeneous areas could lead to a
comparably high amount of mismatches. This can be avoided by comparing groups-of-pixels to
groups-of-pixels. The retained solution was to perform computations over a square neighbour-
hood. Denoting px,y (resp. p˜x,y) the pixel located at column x and row y in the ﬁrst ﬂight-line
(resp. the second ﬂight-line), the ’spectral metric’ over a neighbouring of size n hence becomes
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MS,n ppw,x, p˜y,zq “
nÿ
k“´n
nÿ
l“´n
S ppw`k,x`l, p˜y`k,z`lq (4.2.1)
In an ideal world, the choice of n would be comparably easy: the greater, the better. In prac-
tice, things are not that simple. First of all, performing computations over a given neighbourhood
implies an increase of spectra comparisons by a factor n2.
Secondly, the computations over the neighbourhood imply that the imagery shares locally
the same geometry on both ﬂight-lines, i.e. that a ’horizontal squared neighbourhood’ in the ﬁrst
ﬂight-line indeed corresponds to a ’horizontal squared neighbourhood’ in the second ﬂight-line.
In other words, this implies that the images’ relative rotations and deformations are negligible
between both ﬂight-lines.
For small neighbourhood sizes this approximation is likely to be valid. Imagery ortho-
rectiﬁcation grants that there is no huge residual distortion. If any still occurs, it is likely
to be hidden in the rasterisation as illustrated in ﬁgure 4.3, green and red objects. On the other
hand, when dealing with wider neighbourhood sizes, even a small uncorrected distortion might
lead to diﬀerent geometry: see for example the blue object in ﬁgure 4.3 in case of an uncorrected
rotation. In practice, such distortions might be present, for example due to the issues of the
DEM errors and should therefore be considered.
Figure 4.3: Eﬀects of rotations when imaging the scene (top) with diﬀerent residual errors (left
and right). Computing MS,n on the red pixel over a small neighbourhood will
produce better results than computing it over a broad neighbourhood that would
include the blue pixel.
A solution to the last issue could of course have consisted in bringing some distortion terms
in equation 4.2.1. The search for the best match could then be performed for each possible
quantiﬁed distortion, hence producing a priori ﬁner results. Such a workaround is however
comparably expensive in terms of computations. For example, in order to account only for ten
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possible rotations, the execution time is multiplied by ten. In the following, the focus is therefore
set on optimising n instead of trying to account for all possible set of distortions.
4.2.2 Validating Found Pixels
Section 4.2.1 has presented a way to compute the best match of a given pixel. The question
that now arises is: How can we be sure that the retrieved pairs do indeed correspond to two
observations of the same geo-location?
Although this task could be done by manual inspection of the results, it remains diﬃcult
to perform an automatic and in-depth statement in the general case. Ortho-rectiﬁcation issues
might indeed be location dependant. A direct outlier removal through threshold is therefore out
of question and more complex approaches have to be used.
The proposed solution consists of performing a dual search. Indeed, if one is able, for any
pixel p from the ﬁrst ﬂight-line, to retrieve its ’best match’ from the second ﬂight-line, q˜, one
should also be able to retrieve the best match of q˜ in the ﬁrst ﬂight-line by using the same
approach: call it r.
If r and p are two diﬀerent pixels, one can safely state that there was at least one issue, no
matter whether it was when getting q˜ from p or r from q˜. In such a case, both pairs pp, q˜q and
pr, q˜q are marked as unreliable and discarded from further computations.
On the other hand, if p and r are indeed the same pixel, two options arise:
• p “ r and q˜ are indeed two observations of the same geo-location.
• p “ r and q˜ are not two observations of the same geo-location: this means not only that
there was an error when getting q˜ from p and another error when getting r from q˜ but also
that these two errors acted as complete opposite.
Since the second case is unlikely to happen, it is neglected. In the event where p “ r, the
pair pp, q˜q is therefore considered as being a reliable pair of corresponding pixels and used in
further computations. This approximation might lead to the introduction of a few outliers in the
obtained pairs but this eﬀect is ignored for now. The corresponding algorithm for the search for
corresponding pixels is given by algorithm 2 while schematic illustrations are provided on ﬁgure
4.4 and 4.5.
45
Figure 4.4: Schematic illustration of the correspondence search in the event of a successful re-
trieval of the corresponding pixels: r2 is actually p2, the pair pp2, q˜2q is therefore
kept.
Algorithm 2: CPAM algorithm
Data: A spectral metric: S p‚, ‚q
Data: A neighbourhood distance: n
Data: A search window size: w
Result: L the list of retrieved pairs
1 Initialisation:
2 L :“ empty list
3 for Each pixel from the ﬁrst ﬂight-line: tpkuk do
4 Compute its theoretical geo-location: lk
5 Get p˜k, the pixel from the second ﬂight-line theoretically located at lk
// Initialise the ’best match’ of pk: q˜k
6 q˜k :“ p˜k
7 for Each pixel t˜ located in the square centered on p˜k and of width 2w ` 1 do
8 if MS,n
`
pk, t˜
˘ ă MS,n ppk, q˜kq then
9 q˜k :“ t˜
10 end
11 end
12 Compute l˜k: the theoretical geo-location of q˜k
13 rk :“ qk
14 for Each pixel t located in the square centered on qk and of width 2w ` 1 do
15 if MS,n pt, q˜kq ă MS,n prk, q˜kq then
16 rk :“ t
17 end
18 end
19 if rk “ pk then
20 insert ppk, q˜kq into L
21 end
22 end
One can easily notice that algorithm 2 is only producing a partial coverage of the imagery.
Due to the discarded pairs there are some pixels having no matches. Such pixels are more likely
to be found in homogeneous areas where the lack of contrast is intensifying the eﬀects spectral
variability. As a result, homogeneous areas are likely to be under-represented in the retrieved
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Figure 4.5: Schematic illustration of the correspondence search in the event of a un-successful
retrieval of the corresponding pixels: r2 is diﬀerent from p2, the pair pp2, q˜2q is
discarded.
pairs of matches. This is barely an issue for several reasons.
To start with, several quality estimation techniques exist over homogeneous areas [Loeb,
1997; Rao and Chen, 1999; Green et al., 2003; Six et al., 2004; Reulke and Weichelt, 2012].
Secondly, heterogeneous areas are the ones that are the most likely to be aﬀected by sampling
errors and adjacency eﬀects [Mekler and Kaufman, 1980; Richter et al., 2006; Schläpfer et al.,
2007]. Investigating a set of pairs where such elements are over-represented therefore implies
retrieving a higher bound for uncertainties, hence producing a lower bound for imagery quality.
4.2.3 Note on Complexity
One could notice that the method remains comparably time consuming. For a window width of
size w and a neighbourhood search distance of size n, each ’best match search’ requires n2w2
spectral metric computations. The search complexity is therefore in O `Nw2n2˘ where N is the
number of pixels of the scene.
For a typical set-up, one gets w “ n “ 7 and N « 106 pixels hence resulting in about 2.4 109
spectral distance evaluations. In the optimistic event, where 106 evaluation could be achieved by
the computer each second, the overall computation time is of a magnitude of about 40 minutes.
This theoretical result corresponds to computation times observed in practice.
In order to partially limit these delays, parallelism was introduced. Each pair of ’best matches’
search is indeed independent from the others. The searches have therefore been paralleled using
the OpenMP framework [OMP, 2012], hence resulting in a ﬁnal complexity of O `Nw2n2{c˘
where c is the number of threads available for computations.
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4.3 Parameters Choice
As presented in the previous section, the algorithm is based on three parameters:
• The neighbourhood size, n.
• The search window width, w.
• The spectral metric used for computations, S
Although the window width is directly linked to the expected geo-location discrepancies
between both ﬂight-lines, the choice of the spectral metric and the optimal neighbourhood size
are to be investigated in more details. This is done in section 4.3.1 and section 4.3.2 respectively.
4.3.1 Spectral Metrics
This sections aims at determining which of the six spectral metrics presented in section 2.4.1 are
the most suitable for performing computations.
In order to ﬁnd out which one is optimal for practical test-cases, the algorithm was run for
the six metrics presented in section 2.4.1. All pixels from the ﬁrst ﬂight-line for which all six
metrics found a match were studied. Since all metrics are investigating diﬀerent aspects of the
spectral discrepancies, it is unlikely that they are biased in the same way. In other words, if for
a given pixel from the ﬁrst ﬂight-line, each metric is retrieving the same pair, then it is highly
plausible that the pair is indeed the ’real’ match. On the other hand, if all metrics but one are
agreeing on a pair, it is likely that the latter is actually wrong.
This was in practice tested by running all six metrics on several data-sets before performing a
majority voting on all pairs in which the pixel from the ﬁrst ﬂight-line got a match according to
all six metrics. The pair getting the most votes is then considered as being the ’right’ match and
the corresponding metrics credited accordingly. Remaining matches are considered as erroneous.
Results are presented in tables 4.1.
Metric Total Validated Errors Time
HySpex Kaufbeuren 2012: ﬂight-lines 4A & 4B: 171897 votes
SA 1032602 142861 29036 2d 14 : 09
SCA 937288 144805 27092 5d 00 : 35
SGA 349734 120434 51463 5d 08 : 31
SID N/A N/A N/A ą 10days
l2 1104184 129915 41982 1d 20 : 24
H1 1115993 130054 41843 2d 23 : 27
HyMap Sokolov 2010: ﬂight-lines 2 & 3: 19997 votes
SA 90648 18473 1524 00 : 59
SCA 92502 18730 1267 04 : 06
SGA 74703 16343 3654 06 : 35
SID 89390 17410 1344 « 2days
l2 37435 12888 7109 00 : 34
H1 38590 12936 7161 01 : 14
Table 4.1: Eﬃciencies of Metrics. w “ 11, n “ 11.
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It should be noted that for ’big’ data-sets, SID took too long for its execution. After ten
days, it was stopped and discarded as being non usable for practical applications and the vote
only took place among the remaining ﬁve metrics.
Besides SID, which is extremely slow compared to all other ﬁve metrics, only subtle diﬀerences
are to be observed. To start with, in all cases, the spectral angle present a comparably good
optimum between time of execution, total number of retrieved matches and amount of false
matches. The classical metrics, namely H1 and l2 are very fast, especially the later. They perform
quite well when the data is acquired using the same geometry (e.g. Kaufbeuren, ﬂight-lines 4A-
4B) but are comparably poor when the viewing angle diﬀer (e.g. Sokolov). SCA and SGA are
not oﬀering tremendous advantages while taking slightly longer to run. SA is comparably good
in all cases and is comparably fast. Since it is furthermore a widely used - if not the reference -
metric within the hyperspectral community [Chang, 2000; Dennison et al., 2004; Garcia-Allende
et al., 2008; Keshava and Mustard, 2002], it is therefore used in all the following computations.
These results are in compliance with ﬁner manual comparisons of the SA and l2 metrics made
over the Sokolov 2010 scene [Müller, 2012].
From a more theoretical point of view, the apparent antagonism between SA and the l2
metric should be noticed. The spectral angle performs better when pixels are imaged from
diﬀerent viewpoints. When both ﬂight-lines are acquired with the same viewing geometry, the
l2 metric performs better. This can be explained as follow.
When both ﬂight-lines are obtained from the same viewpoint, almost without contribution
from the BRDF eﬀects. As a result the variability consists mostly of an additive noise, which is
not especially aﬀecting the l2 metric but has a comparable large inﬂuence on the spectral angle.
On the other hand, when both view angles are diﬀering, the BRDF eﬀect is not negligible.
Over a given neighbourhood, it can be seen as ’just’ a multiplicative constant on the data. The
spectral angle is therefore able do deal with this comparably easily but the l2 metric is slightly
less successful.
4.3.2 Neighbourhood Size
Now that a suitable metric - the spectral angle - has been identiﬁed, the optimum neighbourhood
size has to be investigated. This is a slightly more complicated. As already illustrated on ﬁgure
4.3, a too wide neighbourhood might possibly endanger the retrieval step. On the other hand, a
too small one is likely to lead to unreliable matches.
Assume one is using two consecutive and ’too small’ neighbourhood distance. If both are
failing to retrieve the right match for a given pixel, it is also likely that they fail the same way,
since both are acting on almost the same area. The same remark also applies when working on
’too big’ neighbourhood distances. It is therefore not possible to obtain an estimation of the
corresponding optimal distance by a majority voting approach.
As a result, the focus was set on obtaining the minimum neighbourhood distance needed to
obtain reliable results. Greater distances, even though potentially more stable, are unlikely to
be used due to both the presence of potential distortions and the program execution complexity
increase in O `n2˘.
To achieve this goal a synthetic data was generated. A subset of the Kaufbeuren scene (see
ﬁgure F.2) was perturbed by two sets of independent noise. The CPAM algorithm was then
run between both synthetic scenes: see ﬁgure 4.6. Since this test-scene is actually presenting a
comparably exhaustive list of land-covers (bare-soils, ﬁelds, forests, urban structures, . . . ) it is
assumed that the results are representative of the general case.
Since both perturbed scenes come from the same data-set, the pairs of corresponding pixels
are known beforehand. The algorithm results can therefore be directly checked: in other words
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Figure 4.6: Schematic illustration of the synthetic scene generation steps.
q˜i should actually be p˜i. The pixels not satisfying this condition are necessarily false matches.
The noise was chosen to be Gaussian with a standard deviation of 9% reﬂectance. It should
be noted that this noise perturbation is applied on ’real’ reﬂectance. For the third band in
the visible domain of this data-set, reﬂectance values lie between 0% and 15%. A noise with
a standard deviation of 9% reﬂectance is then equivalent to a noise with a relative standard
deviation of 60%. The actual eﬃciency of the pair retrieval is therefore underestimated.
The search window size was set to w “ 7. Since it is largely overshooting the actual dis-
crepancies - w “ 0 - this leaves room for a comparably wide range of false matches. The
corresponding results are presented on ﬁgure 4.7. Since no geometric distortions were brought
into the imagery, the amount of ’right matches’ should be an ever increasing function of the
neighbourhood distance. The goal is therefore ’only’ to determine the minimum acceptable n,
granting an acceptable ratio of right-matches.
Figure 4.7 reveals that neighbourhood sizes between 7 and 15 are granting a bad/good match
ratio lower than 10%. Furthermore, for neighbourhood sizes greater than 10, more than the half
of the input scenes are getting a valid match. For neighbourhood sizes greater than 15 pixels, only
limited gains are retrieved. This tends to indicate that a suitable range for the neighbourhood
size is rr7; 15ss.
The next step would be to study the eﬀect of such neighbourhood distances in terms of
geometric distortions. To start with, the eﬀect of a potential residual rotation is investigated. If
an uncorrected rotation, θ, is present, it would yield over a displacement of d pixels an error of
d tan θ pixels in the orthogonal direction.
As indicated by table 4.2, choosing n ranging from 7 to 15 pixels are only marginally impacted
by residual rotations - even in the very extreme case where these would reach 3 degrees [Schläpfer,
2010]. The produced oﬀset is indeed always smaller than a pixel, hence limiting its impact on
the matching process.
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Figure 4.7: Eﬀects of the neighbourhood size. Input scene: F.2, w “ 7, with a Gaussian noise of
standard-deviation of 9% reﬂectance.
Distances (Pixels)
d “ 7 d “ 10 d “ 15
A
ng
le
s θ “ 10 0.12 0.17 0.26
θ “ 20 0.24 0.35 0.52
θ “ 30 0.37 0.52 0.79
Table 4.2: Eﬀects of rotations on neighbouring sizes: residual rotations in terms of pixel’s oﬀsets
(δR) as a function of distance - results expressed in pixels units.
The next step consists in checking the inﬂuence of an error associated to the digital elevation
model. Although a global DEM bias does not aﬀect the pixel pairs retrieval, relative errors
within the DEM might in contrary disturb it. In the following, a local DEM relative error,
ΔH, is investigated (see ﬁgure 4.8). The term relative error should be understood as being the
discrepancy between the errors associated with two points from the DEM.
Using the Thales equality, one gets ΔH “ ΔD ¨ H{D. This eﬀect is at its worst at the
ﬂight-lines fringes, D is therefore set to be the half swath of the ﬂight-line. H is set to the
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ﬂight altitude. This yields D{H « tanpFOV {2q. ΔD is of course corresponding to the size of
one single pixel: this provides an estimate of the greatest ΔH which is leaving the matching
process unaﬀected and FOV is the Field Of View of the sensor. It should ﬁnally be noted that,
under nominal operations, the FOV is linked to the Ground Sampling Distance (GSD), this is
the distance between two consecutive pixel footprints. In the following, GSD is considered to be
an approximation of the pixel size.
Figure 4.8: If the height ΔH is not accounted in the DEM, the spectral content of C will be
placed in A. For CPAM results for pixel B to remain unaﬀected, ΔD has to be
smaller than one pixel.
Figure 4.9: An illustration of the relative error inﬂuences for a smooth DEM (Red) on the terrain
(black).
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FOV GSD D{H ΔD(pixels)
ΔH
(pixels) G7 G10 G15
Se
ns
or
AHS (port 4) 900 5m 1.0 1.0 1.0 14% 10% 6.7%
AISA Dual 240 1m 0.21 1.0 4.7 67% 47% 31%
HyMap 61.30 4m 0.59 1.0 2.0 29% 20% 16%
HySpex (VNIR) 170 0.75m 0.15 1.0 6.7 96% 67% 45%
HySpex (SWIR) 140 1.5m 0.12 1.0 8.1 116% 81% 50%
HySpex (VNIR) x2 340 1.5m 0.31 1.0 3.3 47% 33% 22%
HySpex (SWIR) x2 280 3m 0.25 1.0 4.0 57% 40% 26%
Table 4.3: Acceptable local DEM errors for CPAM. Ground sampling distance is purely indicat-
ive. HySpex is also investigated with its ﬁeld of view expander (HySpex x2).
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Table 4.3 presents some estimation of the maximum ΔH acceptable, depending on sensors
typical set-up; grade slopes - as a function of a neighbourhood size n - are written Gn. The
absolute admissible error is however of little use by itself if it is not linked with the distance over
which the perturbations are occurring: see ﬁgure 4.9.
The DEM generation steps are generally including a ’smoothing’ step [Areﬁ et al., 2011]:
brutal local relative errors are therefore only occurring when the surface elevation itself is subject
to brutal, well localised, changes (e.g. tower, . . . ) and are therefore restricted to a tiny subset
of the complete scene. Even then, they have, for the investigated sensors, to be over about 4
metres high to have an impact: they are therefore ignored.
Figure 4.10: Maximum grade slopes of the elevation model errors as a function of the neighbour-
hood size.
On the other hand, gradual relative errors, as displayed on the right of ﬁgure 4.9 might
have a strong eﬀect. ΔH is therefore divided by the neighbourhood size, n, hence providing an
estimation the corresponding maximal grade of slope of the DEM errors: Gn “. Detailed results
are provided on ﬁgure 4.10.
According to Mukherjee et al. [2013], the relative slope errors when comparing a DEM extrac-
ted from Cartosat stereo-imagery with Shuttle Radar Topography Mission (SRTM, [Farr et al.,
2007]) or ASTER based DEM are ranging from 12 to 15%. Dividing the SRTM absolute altitude
error by the SRTM ground resolution at a latitude of 450 yields a similar upper bound: a grade
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slope from about 14% [Farr et al., 2007].
These three estimations are however overshooting the actual relative slope error. The com-
putations are indeed including biases present in the imagery, although such biases should discard
themselves out when actually accessing the relative slope error.
Except for AHS, all investigated sensors are nevertheless tolerating relative DEM errors of
up to 15% grade slope for neighbourhood sizes within 7 and 15 pixels. For AHS, values close to
7 should however be preferred, since these are the only ones accepting relative grade slopes error
of up to 14%.
It should be noted that other geometric distortions might occur in the imagery (e.g. warping).
In practice, they are far from being the predominant ones and do seldom occur: they have
therefore not been investigated.
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4.3.3 Conclusions
In order to retrieve optimum results, CPAM should be run with the spectral angle as a spectral
metric and a neighbourhood size comprised between 7 and 15 pixels.
For sensors with very large field of views, neighbourhood sizes close to 7 should be preferred.
On the other hand, for sensors with very small field of views, neighbourhood sizes greater than
15 could be used, as long as the maximum acceptable relative slope error stays over 15% (refer to
figure 4.10). This does however imply a comparably large increase of the algorithm computational
complexity.
When comparing scenes sharing the same viewing geometry, the l2 metric can be considered
as a slightly faster alternative to the spectral angle. It does however provide poorer results for
’classical’ overlaps where the viewpoint differ. Other metrics are not bringing any noticeable
advantages.
Finally the search window size has to be set-up manually, depending on the expected dis-
crepancies in the scene. Choosing a too wide search distance is unlikely to hinder the matches
retrieval, except if the scene is presenting periodic features. This, on the other hand, increases
the computational time required to perform computations.
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4.4 CPAM Validation
To start with, it should be noted that a first consistency-check step is performed by the algorithm
itself. Indeed, the two steps approach only keeps pairs of pixels that are symmetrically corres-
ponding, keeping only ’self-compliant’ pairs, for which no error occurred or where errors cancelled
themselves. Since the latter option seems unlikely in the event of non systematic uncertainties,
they should correspond to a minority of events.
4.4.1 Illustrative Results
A second inspection can be done by analysing the amplitudes and directions of discrepancies
between theoretical matches based on ortho-rectification and matches retrieved through CPAM:
for example on figure 4.11. Although not properly being a validation step, this provides several
points of information about the results.
First of all, there are comparably fewer matches retrieved over homogeneous areas. Such
parts of imagery indeed present less spectral heterogeneity hence being less likely to retrieve two
corresponding symmetric matches when running CPAM. This is worsened by the presence of the
imagery variability (e.g. noise) which tends to further deprecate the spectral contrast between
pixels, hence worsening the chances to get the right matches.
Secondly and in this particular example, a gradient of increasing discrepancies seems to occur
from the top to the bottom of the subset. A finer analysis of the discrepancy directions reveals
that they are perpendicular to the flight-line direction, hence indicating that these are likely due
to a DEM error (see figure 2.4). Furthermore, when comparing the data - a mining front - with
the digital elevation model used for ortho-rectification, it indicates that the discrepancies are
indeed proportional to the expected DEM error. The latter is slightly outdated: its indicated
’bottom’ is slightly off the actual one which coincides with the coal seams (see figure 4.12).
A few outliers, red pixels on figure 4.11, should at last be noticed. It is comparably hard to
perform any assessment of their validity. They might indeed just be some errors made by CPAM
or might correspond to an actual effect of the imagery such as:
• a moving object, or a vehicle, that got displaced between the two flight-lines acquisitions.
• a feature with a strong local altitude offset, which is not referenced on the DEM used for
ortho-rectification: e.g. a tower. In the latter case the discrepancy should however be
orthogonal to the flight direction.
This manual validation can of course be performed in a slightly more automated fashion, for
example by computing the discrepancies histograms. If most of the discrepancies are located
orthogonally to the flight-line directions, they are likely to be only due to DEM errors. Sections
4.4.2 and 4.4.3 present more qualitative assessment methodologies.
4.4.2 Validation on Synthetic Data
A major difficulty for obtaining an in-depth quantitative validation is however related to the
presence of outliers (red pixels on figure 4.11) which might be due to both physical reasons and
failures of the algorithm. Other issues are related to the heterogeneity of the discrepancies. As
seen on figures 4.11 and 4.12, it might occur that discrepancies are varying over the imagery,
hence making it a priori impossible to know which are the ’right’ matches and which are not.
An approach similar to the estimation of optimum neighbourhood sizes was proposed: degrad-
ing an input image (figure F.2) by two sets of Gaussian noise of varying variances and searching
the matches between both degraded images. The search was performed using the spectral angle
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Figure 4.11: Retrieved pixels using CPAM on Sokolov-2010. Coloured pixels represent the found
matches, their hue changing with the discrepancies between theory and retrieved
matches. Black arrows stands for the discrepancies directions. Grey pixels represent
original no-match pixels.
along with a neighbourhood n “ 7 and a search window w “ 3, hence granting a lower bound
for the validity. Since both images are sharing the same geometry, retrieved matches for both of
them should actually be the same pixel. If not, this indicates that an error occurred.
Results are presented on table 4.4. One can see that the algorithm stays stable until up 10%
of signal-to-noise ratio, with a ratio of true matches by false matches below 10% of the retrieved
matches. Note that, just as explained in section 4.3, this corresponds to a lower bound of the
retrieved quality. These results tend to indicate that CPAM performs well over such land-covers,
this is: a mixture of urban areas, open-ﬁelds, water bodies and forested areas.
Finally, although this computation is straightforward to perform on any single data-set, it only
accounts for the modelled noise - in this case a Normal one. In order to get deeper understanding
another complementary approach is presented in section 4.4.3.
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Figure 4.12: The coal seam - in black on the HyMap imagery, should correspond to the lowest
part of the DEM. The latter is however slightly outdated, showing higher altitudes
for the mining front and therefore leading to ortho-rectiﬁcations diﬀerences between
both ﬂight-lines.
Noise-Std Correct Wrong Unmatched
0% 100% 0% 0%
1% 94.9% 0% 5.1%
2% 82.5% 0% 17.5%
3% 57.8% 0.3% 41.9%
4% 41.9% 0.9% 57.2%
5% 34.6% 1.4% 64.0%
6% 30.4% 1.7% 67.9%
7% 27.4% 1.9% 70.7%
8% 25.2% 2.1% 72.7%
9% 23.4% 2.3% 74.4%
10% 21.8% 2.5% 75.7%
15% 16.7% 3.5% 79.9%
20% 13.4% 5.1% 81.5%
25% 10.9% 6.8% 82.3%
30% 9.0% 8.7% 82.3%
40% 6.3% 13.1% 80.6%
Table 4.4: Percentages of correct and wrong matches found over the scene F.2 as a function of
the noise standard-deviation (expressed in reﬂectance): w “ 3, n “ 7.
4.4.3 Triple Pass Validation
This validation approach is more comprehensive than the one based on synthetic data. On the
other hand, it requires a speciﬁc data-set which might not be available, hence making it less
handy for practical applications.
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Principles
A more detailed validation step was performed using a triple pass validation. Given three ﬂight-
lines, A, B and C, CPAM can be run on each pair: A ´ B, A ´ C and B ´ C. In the following,
it is assumed that A B and C are sharing the same properties, including acquisition setup. If
all retrieved matches are ’good’ matches, then they should be compliant together. Each pixel
from ﬂight-line A (call them PA) for which a match was retrieved in both B (PB) and C (PC) is
investigated. If a match of PB was found in ﬂight-line C (QC), it is compared with PC . If both
are indeed the same pixel, it can be assumed that all three runs of CPAM were indeed successful.
On the other hand, if a discrepancy occurred, there was at least an issue in one match retrieval
(see ﬁgure 4.13).
The deduction that no error occurred as long QC “ PC is of course not completely true. The
case were two or more errors are actually cancelling themselves leads to the same result. This
case is however very unlikely and can therefore be neglected in a ﬁrst order approximation.
If the three ﬂight-lines share the same acquisition conditions, it can be assumed that the
proportion of ’good’ match retrievals, o0, is the same for all three CPAM runs. The same is
valid for the proportion of wrong matches, e0 and the proportion of pixels that did not get any
matches v0.
These quantities can in turn be linked to the global proportions of good, wrong and absence
of matches: respectively O, E and V - at least as long as the proportion of false matches - of -
leading to PC “ QC can be neglected:$&% O “ o
3
0 ` of « o30
E “ e30 ` 3o0e20 ` 3o20e0
V “ v30 ` 3po0 ` e0qv20 ` 3po0 ` e0q2v0
(4.4.1)
Solving for the ﬁrst line is straightforward. This leads to a third order equation in e0 for the
second line. Which can in turn be solved, yielding three potential solutions for e0. The ’right’
solution can then be identiﬁed using requirements for e0 to be a proportion - namely that is has
to be a purely real number comprised between zero and one.
The third line can ﬁnally be transformed by means of the necessary condition O`V `E “ 1,
which leads back to the requirement o0`v0`e0 “ 1 through equation 4.4.2, hence v “ 1´o0´e0,
which could also have been inferred directly form the probabilistic interpretation of o0, e0 and
v0.
1 “ O ` V ` E
“ o30 ` e30 ` v30 ` 3o0e20 ` 3o20e0 ` 3o0v20 ` 3e0v20 ` 3o20v0 ` 3e20v0 ` 6o0e0v0
“ po0 ` e0 ` v0q3
ñ o0 ` e0 ` v0 “ 1
(4.4.2)
When only two ﬂight-lines are sharing the same acquisition set-up, the proportion of right
matches is slightly more diﬃcult to assess. To start with, it is assumed that B and C are the
two ﬂight-lines sharing the same set-up. This means that CPAM runs on A´B and A´C have
the same proportion of ’right’ matches o1, while CPAM runs on B ´ C are associated with a
proportion of rightful matches of o2. This leads to the ill posed problem o21o2 “ O which can
only be solved if an estimation of o2 - or o1 - has already been done. Noting similarly e1 and e2
the error rates and v1 or v2 the non match rates, equation 4.4.1 becomes equation 4.4.3.
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$’’&’’%
O “ o21o2
E “ e21 pe2 ` o2q ` 2e1o1 pe2 ` o2q ` e2o21
V “ pe2 ` o2q
`
2v1 pe1 ` o1q ` v21
˘ ` v2 po1 ` v1 ` e1q2
“ pe2 ` o2q
`
2v1 pe1 ` o1q ` v21
˘ ` v2
(4.4.3)
As long as the the triplet po2, e2, v2q is known - solving for po1, e1, v1q is straight forward using
the above mentioned requirements. In practice, estimation of po2, e2, v2q is based on solutions
from equation 4.4.1: namely po0, e0, v0q.
As before, the ﬁrst line directly provides o1. The second equation is simply a second order
equation in e1, see equation 4.4.4. Since all terms are positive, E ě e0o21 which leads to a
determinant - Δ - not only positive but also greater than the squared ﬁrst order coeﬃcient:
4 po1 pe0 ` o0qq2. Since e1 has to be positive, the only acceptable solution is the one where the
discriminant Δ is added:
e21 pe0 ` o0q ` 2e1o1 pe0 ` o0q ` e0o21 ´ E “ 0
Δ “ 4
”
o21 pe0 ` o0q2 ` pe0 ` o0q
`
E ´ e0o21
˘ı ě 4 ro1 pe0 ` o0qs2 ě 0
ñ
$’&’%
e1 “ 0.5
?
Δ ´o1pe0`o0q
e0`o0 ě 0
or
e1 “ ´
´
o1pe0`o0q`0.5
?
Δ
e0`o0
¯
ď 0
(4.4.4)
Finally, the third equation - providing v1 - can advantageously be replaced by v1 “ 1´o1´e1,
being straight forward to solve.
This theoretical framework requires two adaptations before being put in practice. If one
ﬂight-line, say C, did not cover a speciﬁc location: only matches between A and B can be
retrieved on this speciﬁc spot. This does however not correspond to a lack of match between A
and C or B and C. A ﬁrst pass is therefore made to discard these points from comparison based
on their distance to image boundaries and their theoretical geo-location.
A second issue concerns the slight shifts between the pixels’ footprints of diﬀerent ﬂight-lines.
In practice PA, PB , PC and QC are not exactly overlapping. It might even be the case that PC
and QC are not exactly the same pixel, although all matches retrievals performed perfectly (e.g.
see ﬁgure 4.13). When this is the case, PC and QC do however have to be immediate neighbour
due to the density of matching. The comparison therefore has to take place with a a tolerance
of ˘1 pixel.
Application
The approach was applied on the Kaufbeuren 2012 data-set F.1 (CPAM run with w “ 10,
n “ 10). This scene presents a comparably high variability of land cover (urban, forests, ﬁelds. . . )
presenting both homogeneous and heterogeneous areas. It does moreover have three ﬂight-lines
sharing almost exactly the same acquisition set-up: 4A, 4B and 4C, hence allowing for a complete
analysis.
The ﬁrst case, where all ﬂight-lines are sharing the same acquisition set-up corresponds to
an investigation of ﬂight-lines 4A and 4B, 4A and 4C, 4B and 4C: 4761244 pairs were retrieved
between ﬂight-lines 4A-4B. Amongst them, 3507385 were also corresponding to a match between
4B and 4C:
• 88082 of them being associated with errors.
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Figure 4.13: Illustration of a pathological triple match where due to diﬀerent pixels footprints
oﬀsets PC and QC diﬀer. Green: footprints of pixels from ﬂight-line A, red: pixels
from ﬂight-line B, black: pixels from ﬂight-line C.
• 3419303 of them being compliant together: PC “ QC .
Which yields the following results for the VNIR imagery:
• Proportion of correct matches o0 “ 89.55%
• Proportion of false matches e0 “ 0.76%
• Proportion of absence of matches v0 “ 9.69%
Results for the SWIR detector are slightly less good, especially in terms of numbers of un-
matched pixels. This is due to the lower signal to noise ratio in the SWIR domain.
• Proportion of correct matches o0 “ 74.03%
• Proportion of false matches e0 “ 2.33%
• Proportion of absence of matches v0 “ 23.64%
These results tend to indicate that the ratio of good/wrong matches is largely greater than
30 to 1, hence indicating the method validity. It should on the other hand not be forgotten, that
the exact ﬁgures are scene dependent. For example when taking the extreme case study of a
purely homogeneous surface, one likely gets very diﬀerent results. On the other hand, since this
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Kaufbeuren scene is presenting a comparably wide range of land-cover types, these results would
be considered as being ’average’ values, average being here understood in its qualitative sense
only.
Setting the previous results as being the ﬁrst term, po2 “ o0, e2 “ e0, v2 “ v0q and solving
equation 4.4.3, it is then possible to gain estimates of the matching accuracy between ﬂight-lines
3, 5, 7 and 8 and their 4A, 4B and 4C counterparts in the Kaufbeuren 2012 data-set: these
results are summarised in 4.5 and 4.6.
Triplet of
ﬂight-lines
Triplet
Errors
Triplet
Valid Matches
Triplet
Uncompleted
Total Pixel
Number
4A ´ 4B ´ 4C e0 “ 0.76% o0 “ 89.55% v0 “ 9.69% 4 761 244
3 ´ 4A ´ 4B e1 “ 2.57% o1 “ 73.25% v1 “ 24.18% 927 303
3 ´ 4A ´ 4C e1 “ 2.40% o1 “ 76.49% v1 “ 21.11% 1 216 531
3 ´ 4B ´ 4C e1 “ 3.20% o1 “ 71.51% v1 “ 25.29% 971 228
5 ´ 4A ´ 4B e1 “ 2.65% o1 “ 72.30% v1 “ 25.05% 749 939
5 ´ 4A ´ 4C e1 “ 1.29% o1 “ 76.10% v1 “ 22.61% 645 664
5 ´ 4B ´ 4C e1 “ 2.83% o1 “ 70.67% v1 “ 26.50% 773 077
7 ´ 4A ´ 4B e1 “ 0.82% o1 “ 85.84% v1 “ 13.33% 1 593 269
7 ´ 4A ´ 4C e1 “ 0.91% o1 “ 87.24% v1 “ 11.85% 1 642 237
7 ´ 4B ´ 4C e1 “ 1.46% o1 “ 82.03% v1 “ 16.50% 1 624 031
8 ´ 4A ´ 4B e1 “ 1.57% o1 “ 81.76% v1 “ 16.67% 905 003
8 ´ 4A ´ 4C e1 “ 1.58% o1 “ 82.73% v1 “ 15.69% 955 576
8 ´ 4B ´ 4C e1 “ 2.44% o1 “ 76.06% v1 “ 21.50% 951 154
Table 4.5: Results of the triplet analysis over Kaufbeuren, VNIR detector: n “ 10, w “ 10.
Triplet of
ﬂight-lines
Triplet
Errors
Triplet
Valid Matches
Triplet
Incompleted
Total Pixel
Number
4A ´ 4B ´ 4C e0 “ 2.33% o0 “ 74.03% v0 “ 23.64% 586 522
3 ´ 4A ´ 4B e1 “ 0.19% o1 “ 48.76% v1 “ 51.05% 29 396
3 ´ 4A ´ 4C e1 “ 1.18% o1 “ 61.72% v1 “ 37.09% 23 816
3 ´ 4B ´ 4C e1 “ 0.12% o1 “ 49.23% v1 “ 50.65% 32 296
5 ´ 4A ´ 4B e1 “ 2.29% o1 “ 20.56% v1 “ 77.15% 14 694
5 ´ 4A ´ 4C e1 “ 3.20% o1 “ 52.92% v1 “ 43.88% 54 056
5 ´ 4B ´ 4C e1 “ 2.90% o1 “ 20.07% v1 “ 77.03% 15 460
7 ´ 4A ´ 4B e1 “ 2.85% o1 “ 66.67% v1 “ 30.48% 147 485
7 ´ 4A ´ 4C e1 “ 2.09% o1 “ 73.66% v1 “ 24.25% 158 719
7 ´ 4B ´ 4C e1 “ 3.08% o1 “ 66.74% v1 “ 30.17% 148 735
8 ´ 4A ´ 4B e1 “ 5.46% o1 “ 55.82% v1 “ 38.72% 76 358
8 ´ 4A ´ 4C e1 “ 4.63% o1 “ 60.83% v1 “ 35.54% 81 176
8 ´ 4B ´ 4C e1 “ 5.50% o1 “ 55.80% v1 “ 38.70% 77 458
Table 4.6: Results of the triplet analysis over Kaufbeuren, SWIR detector: n “ 10, w “ 10.
To start with, one can notice that the results over the SWIR detector are slightly worse than
the results obtained with the VNIR detector. Reason for this is likely the higher signal to noise
ratio obtained toward the infra-red part of the spectrum.
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The comparably low score obtained in the SWIR domain between ﬂight-lines 5, 4A and
4B or 5, 4B and 4C can be explained by the comparably low number of pixels present in
the overlapping parts - e.g. less than 150 false matches - which make any exploitation of the
corresponding percentages uncertain.
In all cases the good-to-bad ratio is above 10 and in some occasions, well above 100 which
indicates that the method is suitable for further analysis.
Conclusion
The triple pass validation has shown that - over the Kaufbeuren data-set - CPAM produced valid
results. Since this area contains both urban settlements, forested areas, open-ﬁelds as well as
some water bodies, it can be assumed that these results are representative for areas presenting
similar land-covers.
Furthermore, and due to the comparable high number of large homogeneous ﬁelds in the
southern part of the scene one can consider that the scene is comparably homogeneous, thus
providing for a lower bound of the matching quality. This is further stressed by the use of only
’half’ spectra. Since the data is provided as two subsets, VNIR and SWIR, computations are
not made on the complete spectrum, hence discarding some of its information and leading to a
underestimation of the actual potential.
Finally, it should be noticed that the comparison of any ﬂight-line with respect to ﬂight-lines
4A and 4C is actually better than comparisons between 4A and 4B or 4B and 4C. A closer
examination of the set-up indicates that the ﬂight-line 4B is actually slightly oﬀset to the east
hence modifying slightly the results. This yields, writing as before o0 the rate correct matches
for two similar ﬂight-lines and o1 this rate for two dissimilar ﬂight-lines:
o4AÑ4B “ o4BÑ4C ă o0 ă o4AÑ4C
When solving for o1, this yields in turn under-estimations (resp. over-estimations) for
o1 p4A Ñ 4Cq (resp. e1 p4A Ñ 4Cq and v1 p4A Ñ 4Cq. On the contrary
o1 p4B Ñ 4Cq “ o1 p4A Ñ 4Bq
while the corresponding error-rates and un-match rate are overestimated. The results are there-
fore to be understood as providing boundaries for e1, v1 and o1.
Results obtained when comparing ﬂight-lines 4A´4B and 4B´4C to another one are however
stable which indicates the method validity. In any case, the retrieved quality was usually better
than a 10 to 1 ratio between good and erroneous matches. This conﬁrms the method suitability.
At last, it should be stressed that although this method allows for an in-depth estimation of
the algorithm accuracy, it requires a speciﬁc data-set with three overlapping ﬂight-lines. Such a
set-up is rarely available, hence weighting the method’s practical utility.
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4.5 CPAM Results and Analysis
This section presents several diﬀering applications of the CPAM tool to diﬀerent data-sets along
with an analysis of the corresponding results. For all imagery snapshots, coloured pixels indicate
retrieved matches, black and white ones representing the original data pixels for which no match
could be retrieved. The hue is directly representing the geo-location discrepancies between both
ﬂight-lines. Cyan represent no discrepancies, red discrepancies of
?
2 w pixels.
4.5.1 HyMap
Sokolov 2010
The run of CPAM on each pair of ﬂight-lines from the data-set acquired over Sokolov in 2010
led to the retrieval of a total of 304750 matches with a neighbourhood size of n “ 7 and search
window size of 10.
The distribution of the geometric discrepancies between each pairs of ﬂight lines are given in
ﬁgure 4.15. An interesting feature is the alignment structure they present. Under the approx-
imation that columns are heading south and that rows are heading east, the headings of these
structures were computed and compared to the ﬂight-lines heading (see table 4.7). In most cases
the retrieved heading is roughly orthogonal to the ﬂight-heading, hence indicating that most
discrepancies are indeed due to outdated DEM information. It should however be noted that
this can only be seen as a ’qualitative’ validation.
Given a ﬂight set up made of two perfectly parallel ﬂight-lines, a DEM error produces a
geo-location discrepancy orthogonal to the current headings. On the other hand, the aircraft
headings vary during the ﬂight-line acquisitions and both ﬂight-lines are never completely par-
allel. Aggregating all geometric discrepancies into a histogram therefore mixes them, hence not
necessarily resulting in a pure orthogonal result.
Another point is the line ﬁtting. When the DEM is outdated in a heterogeneous fashion,
discrepancies are indeed spread over the line. This can nicely be illustrated between ﬂight-lines
2 and 3 which encompass the active mining area. On the other hand, if the DEM error is merely
constant over the scene, geometric discrepancies are spread over a single point, hence making
it diﬃcult to retrieve the ’direction’. This is for example the case between ﬂight-lines 4 and 5
encompassing areas with little heterogeneity in the underlying DEM.
Another interesting feature is the accumulation points on the borders when plotting the
discrepancies histogram between ﬂight-lines 2 and 3. Such a behaviour is likely to be linked with
a too small search window. When this is the case, the actual correspondence can not be retrieved.
A ’close’ correspondence however might be retrieved near the actual one: this is near the border.
When relaunching the computation with a larger search window, w “ 20, this eﬀect is indeed
discarded (see ﬁgure 4.14). In the following and unless speciﬁed otherwise, these ﬂight-lines are
processed with these values, when others are processed with n “ 7 and w “ 10.
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Flight-lines Flight-line Heading Discrepancies Heading Diﬀerences
1 38 121 832 38
2 38 128 903 38
3 38 119 814 219
4 219 97 1225 220
5 220 119 1016 220
6 220 103 637 38
Table 4.7: Comparison between the ﬂight-line headings and the main-directions of the discrep-
ancies: example of Sokolov 2010. Heading are expressed as angles (degrees) expressed
clockwise from north.
Figure 4.14: Histogram of geometric discrepancies for the Sokolov 2010 data-set (see F.2.1): new
execution for ﬂight-lines 2 and 3 with n “ 7, w “ 20.
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Figure 4.15: Histograms of geometric discrepancies for the Sokolov 2010 data-set (see F.2.1):
n “ 7, w “ 10.
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4.5.2 HySpex - DLR
Data produced by the dual HySpex instrument as operated by DLR G.4 was tested over two test
sites. To start with, tests performed over the DLR calibration site - Kaufbeuren (see F.1) - are
presented in section 4.5.2, and correspond to the ones used for the validation steps.
Kaufbeuren 2012
The results for the SWIR detector are presented in ﬁgure 4.16, where several properties observed
in the previous sections can be retrieved.
To start with, one can notice the comparably noisy results obtained between ﬂight-lines 5 and
4B which are due to a comparably small amount of matches that were retrieved. Comparisons
between ﬂight-lines 4A, 4B and 4C present almost no dissimilarities: since they share similar
viewpoints, DEM errors have little or no eﬀect on them. This is especially true for the pair
4A ´ 4C which are sharing almost exactly the same acquisition geometry.
Finally comparisons between ﬂight-lines 7 ´ 8 and ﬂight-lines 4A ´ 4B ´ 4C which are not
parallel reveal interesting ﬁne cross patterns. Since each branch is actually orthogonal to one
ﬂight-line, these are likely linked to slight issues within the underlying DEM. Their straightness
however tends to indicate that such issues are not aﬀecting the data very much.
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Figure 4.16: Logarithmic histograms of geometric discrepancies for the Kaufbeuren 2012 data-
set: SWIR detector, w “ 10, n “ 10.
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Sokolov 2013
The HySpex sensor was furthermore used to provide imagery over the Sokolov test site in 2013
(see section F.2.3). CPAM was also successfully run on the data-set providing a dense matching
for both VNIR and SWIR parts of the detector, similar to the results obtained with HyMap.
Figure 4.17: Illustrative result for Sokolov 2013 data-set: subset of matches retrieved between
ﬂight-lines 5 to 6 - VNIR w “ 10, n “ 10.
A particularity of this data-set is its varying pixel sizes. For the VNIR part of the detector,
these are ranging from 2.38 meters to 2.44 meters2. Although the matching is comparably
unaﬀected, this leads to an interesting chessboard pattern: see ﬁgure 4.18. On this speciﬁc
example, pixels from ﬂight-line 9 are 2.427 meters wide, while the ones from ﬂight-line 17 are
2.390 meters wide. This yields that a distance of 65 pixels in ﬂight-line 9 actually corresponds to
66 pixels in ﬂight-line 17. This does in turn imply that over a period of 65 pixels, the matching
has a discontinuity of 1 pixel, hence leading to the observed pattern.
2The reason for this lies in an optimal size computation, obtained from the relative altitude with respect
to ground. Due to terrain variability, the same absolute ﬂight altitude leads to diﬀerent relative altitude, thus
diﬀering pixel’s sizes.
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Figure 4.18: Tiling issues on the Sokolov 2013 data-set: ﬂight-lines 9 to 17 - VNIR w “ 10,
n “ 10.
4.5.3 AISA
Finally the algorithm was run on another hyper-spectral airborne data-set. An AISA data-set
acquired over the Witbank municipality in South Africa. The scene diﬀers in several points to
the Kaufbeuren and Sokolov sites in the following sense:
• It is a semi-arid landscape, slightly diﬀering from the Central-European data-sets.
• It was ﬂown with a high accuracy LiDAR survey which provided an up to date digital
elevation model for ortho-rectiﬁcation.
• There are many subsidence structures (small to large scale) along with natural relief.
This was therefore used to check the algorithm validity under diﬀerent conditions. Since
the DEM and therefore the ortho-rectiﬁcation is up-to-date, only small discrepancies are to be
expected, the search window size was therefore set to a comparably small size of w “ 3. The
neighbourhood was set to 10. The corresponding histograms for the ﬁrst 60 ﬂight-lines.One can
note that the match density is also very high (e.g. between ﬂight-lines 14 and 15: see ﬁgure
4.20). Several remarks should be made.
To start with, the discrepancies are indeed largely spread along an horizontal axis, hence
corresponding to an east-west direction - orthogonal to ﬂight headings. This corresponds to
slight DEM related errors, typically due to the discrepancies between the surface model (including
roofs, canopy, etc) and the elevation model used for rectiﬁcation which is only accounting for the
terrain.
It should however be noted that in some cases the vertical (i.e. along ﬂight-directions)
discrepancies are greater than the search window. This is typically the case between ﬂight-lines
30 and 31: ﬁfth row and last column on ﬁgure 4.19. This corresponds to vertical discrepancies
between both images, likely due to a timer drift in the acquisition system (see ﬁgure 4.21).
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Figure 4.19: Logarithmic histograms of geometric discrepancies for the Witbank 2013 data-set
(see F.3): First 60 ﬂight-lines, w “ 3, n “ 10.
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Figure 4.20: Illustration of the matching density over the Witbank 2013 data-set: example of
ﬂight-lines 14 and 15 with w “ 3, n “ 10. Coloured pixels are the retrieved matches,
their hue changing with discrepancy intensity.
Figure 4.21: Observed vertical discrepancies between ﬂight-lines 30 and 31 of the Witbank 2013
data-set.
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4.5.4 Extension to Satellite Data
Despite having been designed for airborne data-sets, CPAM can also be successfully applied
to spaceborne multi- and hyperspectral sensors. The only requirement applies to the satellite
imaging capacities: it has to allow the acquisition of two overlapping data-sets under almost the
same condition, this is over an interval of time as little as possible.
The simplest way to achieve this is to take advantage of along-track de-pointing capacities of
some satellites. Such satellites are able to acquire image ’in front of them’ and/or ’behind them’.
This makes it possible to obtain data shortly before over-passing the scene as well as shortly after.
The time diﬀerence between both acquisitions is typically of a few minutes, granting similar
acquisition conditions. Such an de-pointing capacity is relatively common among satellites with
stereo-imaging capacities.
One of those is the World-View-II satellite operated by Digital-Globe (see appendix G.5). In
order to validate the concept a pair of stereo images were acquired over the Witbank coal-mining
area (F.3). Acquisition times diﬀered by about one minute and thirty seconds.
Using a window width w “ 5 and a neighbourhood size of 10, about 32.4 millions matches
were retrieved. Their distribution is almost a Dirac centred on zero (see ﬁgure 4.22). This is
compliant with the fact that the ortho-rectiﬁcation was performed on a DEM retrieved from
the panchromatic bands acquired at the same time as the multi-spectral imagery. The DEM is
therefore up-to-date, hence leading to comparably few discrepancies in the mismatches.
The second maximum, located northwards, is likely to correspond to the discrepancies between
the DEM and the actual digital surface model (DSM). In the DEM computation step, ’artiﬁcial’
elevations such a houses or tree crowns are actually removed by means of the fast hybrid grey-
scale reconstruction algorithm [Vincent, 1993; Areﬁ et al., 2011]. Ortho-rectiﬁcation is therefore
really performed using DEM, while imagery is actually acquiring image of surfaces. There is
therefore potential error. Since the satellite is following a Sun-synchronous orbit, this is roughly
ﬂying north-south, the comparably high value at (0,-1) is simply accounting for this error.
Figure 4.22: Histogram of geometric discrepancies for the Witbank 2011, World-View data-set
(see F.3.1): n “ 10, w “ 5.
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4.6 Conclusions
This chapter has presented an algorithm - CPAM - allowing the retrieval of pairs of pixels imaging
roughly the same area from two different flight-lines. The method validation tends to indicate
that at least 90% of the retrieved matches are correct, hence opening the door to further analysis.
The method was furthermore tested on several different data-sets, presenting different spatial,
spectral and land-cover types. All tests led to dominantly successful matches, confirming that this
algorithm is suitable for general use. Experiments have furthermore demonstrated its potential
for dealing with satellite imagery. Besides the results presented here, the algorithm was also
tested on multi-spectral thermal airborne data (AHS), as well as on other HyMap data-sets
acquired over Sokolov in 2009.
In order to retrieve matches with a very small proportion of mismatches, pairs that are unsure
are actually left away. This in turn potentially leads to some ’gaps’ in the matches’ coverage.
Chapter 5 proposes some solution to this issues, while chapter 6 deals with the content extraction
of the pairs retrieved by mean of CPAM.
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Chapter 5
Filling the Gaps
For every credibility gap there is a gullibility fill.
Richard Clapton - Musician
Chapter Summary
This chapter provides methodologies for filling the ’gaps’ present in the results from the previous
section. A first part reviews existing methodologies and select a suitable one which are reviewed
in more detail in a second part. Finally some practical computational issues are tackled and the
resulting methodology is tested on practical examples.
5.1 Introduction
In section 4.1.2 the steps 3 and 4 of image registration, namely "Transform Model Estimation"
and the "Image Transformation" steps - have been left aside: from a practical point of view, they
correspond to an interpolation of the matched pixels over the unmatched ones. In the general
use cases, this is likely to bring new uncertainties in the matching process, hence making further
analysis quite complex, if not impossible. Such a process is indeed never completely error free
[Simonson et al., 2007]. The introduced ’wrong matches’ is in turn affect any further information
extraction attempt.
Besides these pure interpolation errors, some pixels might actually have no matches at all. If
in the first flight-line a certain pixel was representing a car, it is not impossible that the car did
actually leave before the second flight-line occurred. The ’parking’ pixel cannot be physically
compared with the ’parking with car’ pixel from the first flight-line. Performing an interpolation
step however forces both pixels to form a pair. Similarly, over neat altitudes changes, some
pixels might remain ’orphaned’, having no equivalent in the second flight-line (e.g. see figure
5.1). Last but not least, due to fast platform pitch movements, some areas might be skipped in
one flight-line, hence preventing any valid match retrieval over it. These three latter points are
further arguing against an interpolation step when performing an analysis of the discrepancies.
On the other hand, it might occur that none, or too few, of the areas to be investigated are
present in the retrieved pairs of pixels. This might for example be the case if one would like to
include the effects induced by the orphaned pixels when analysing some classification results.
Section 5.2 reviews the existing methods to interpolate the pairs of retrieved pixels over the
complete image. It should be noted that the terms interpolation is sometimes, for the sake
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Figure 5.1: Example of orphaned pixel. This problematic scene imaged from viewpoint A will
only produce two pixels while when imaged from B and additional green pixel will
be retrieved.
of readability, substituted to the term approximation. When interpolating matches over the
complete scene, original matches returned by CPAM are not modiﬁed. On the other hand, when
dealing with an approximation, the original matches are used to provide a global approximation
of the pairing process over the whole image. Once this has been done, they might have been
slightly modiﬁed by the approximation process. This can typically be used to correct wrong
matches.
5.2 Available Methodologies
Once a set of corresponding pixels have been retrieved, several methods can be used to extend
these results over the complete overlapping parts. Given a set of N pixels from the ﬁrst ﬂight-line
- tXk “ pxk, ykqu - which got a match according to CPAM -

X˜k “ px˜k, y˜kq
(
, the goal is to ﬁnd
a mapping F associating to each pixel from the ﬁrst ﬂight-line a match in the second ﬂight-line
under the constraint1 @Xk : F pXkq “ X˜k. It should be noted that, since the matches are not
equally spaced only interpolation methods over irregular grids can be used.
The most widely used interpolation methods for image registration are probably the so-called
global methods.
Given a pixel from the ﬁrst ﬂight line located at column x and row y, its coordinates in the
second ﬂight - x˜ and y˜ - line are provided by means of two P th order polynomials with coeﬃcients:
pak,lqk,l and pbk,lqk,l: see equation 5.2.1. The polynomial coeﬃcients are usually estimated by
least square ﬁtting on pairs of pixels retrieved by CPAM.$’’’’&’’’’%
x˜ “
Př
k“0
Př
l“0
ak,lx
kyl
y˜ “
Př
k“0
Př
l“0
bk,lx
kyl
(5.2.1)
Extensions of this methodology include the projection model making use of ﬁrst degree poly-
nomials along with a ﬁrst order normalisation factor, hence correcting basic perspective eﬀects:
1The equal becomes a ’similar to’ when performing an approximation instead of an interpolation.
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$&%
x˜ “ a0`a1x`a2yc0`c1x`c2y
y˜ “ b0`b1x`b2yc0`c1x`c2y
(5.2.2)
Such global problems are, in general, not able to deal with local deformations such as the
ones coming from outdated elevation information. They are therefore not suitable for this study’s
purposes. An alternative - at the cost of a greater computation intensity - consists of adaptating
the polynomial coeﬃcients to local areas. This can be done by performing a weighted least-
square ﬁtting when estimating the coeﬃcients for a speciﬁc point, the weights decreasing with
the distance to the investigated point [Goshtasby, 1988].
Another methodology for including local distortion in a global model consists in using radial
basis functions or RBF, noted φ, as explained in equation 5.2.3. A radial basis function is a bi-
variate application which is only depending on the distance between the input variables. Many
diﬀerent choices have been proposed such as Gaussian, splines or multi-quadrics. Radial basis
function methods are known to provide very good results at the cost of a high computational
complexity [Zitová and Flusser, 2003].$’’&’’%
x˜ “ c0 ` c1x ` c2y ` ř
k
wkφpX,Xkq
y˜ “ d0 ` d1x ` d2y ` ř
k
zkφpX,Xkq
(5.2.3)
Another class of interpolation schemes are based on interpolation over triangulations. To
start with, the pairs of retrieved control points are triangulated, for example getting a Delaunay
triangulation. Akima [1978] proposed an interpolation based on ﬁtting ﬁfth order bi-variate
polynomials inside each triangle, along with a smoothness constraint on edges. Goshtasby [1987]
proposed a similar approach based on a cubic interpolation. This class of methods are usually
designed to provide smooth solutions.
Another set of local methods are the kernel approximation ones [Myers, 1994]. Given an
interpolation kernel, θ, the interpolation is provided by its convolution with found matches: see
equation 5.2.4.
F pY q “
ÿ
X˜ ‹ θ pY ´ Xq (5.2.4)
Silverman [1984] showed that when the kernel bandwidth is actually depending on the local
density of initial points, this becomes an approximation of the spline interpolation. The main
issue with this set of techniques is the lack of methodology to ﬁnd a kernel suitable for the
investigated data-set, which makes it comparably diﬃcult to use in a generic context.
Finally kriging - also called Kolmogorov-Wiener prediction [Ligas and Kulczycki, 2010] -
tries to interpolate point data based on a linear combination of the adjacent points. The related
weights are then chosen in order to get a unbiased and with minimal variance estimation [Cressie,
1990]. It can be noticed that kriging and radial-basis functions interpolations are actually very
similar and are actually equivalent in some speciﬁc cases [Myers, 1992, 1994].
Wiemker et al. [1996] compared global polynomial methods against Akima’s method and the
radial-basis function interpolation methods in the case of airborne imagery registration. Amongst
diﬀerent investigated radial basis function, the so-called thin-plate-splines, or TPS, lead to the
bests results. Akima’s method is in turn performing better than global polynomial methods while
being faster than RBF interpolation. Since computational complexity is, in our case, a limited
drawback, the radial basis function and more speciﬁcally the thin plate splines interpolation
method are preferred.
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The radial-basis methodologies is therefore preferred. Section 5.3 starts by explaining the
method details, while section 5.4 provides the details about implementation.
5.3 Radial Basis Functions
The thin plate spline interpolation method was ﬁrst introduced by Duchon [1977]. The method
has since been used for image registration, especially in the context of medical imagery [Book-
stein, 1989] and related topics such as haptic rendering [Höver et al., 2009], 3D-rendering [Carr
et al., 2001] or even SONAR data processing [Barrodale et al., 1993]. The reason for such a
broad scope of applications lies not only in their ability to cast both local and global eﬀects, but
also in their inherent design.
5.3.1 Principles
The thin plate spline interpolation method can be seen from a purely mechanical perspective.
Given a thin plate of metal and a set of two and a half dimensional points, what would be the
deformation of the plate allowing it to pass through each point while having a minimum bending
energy?
Answering this question corresponds to solving the minimisation problem, where F is repres-
enting the plate surface:
arg min
F :R2ÑR
ť
R2
ˇˇˇ
B2F
Bx2 px, yq
ˇˇˇ2 ` 2 ˇˇˇ B2FBxBy px, yqˇˇˇ2 ` ˇˇˇ B2FBy2 px, yqˇˇˇ2 dxdy
such as
Nř
k“1
››F pXkq ´ X˜k›› “ 0
(5.3.1)
Duchon [1977] showed that solutions for this problem have to be of the form
Nř
k“1
wkφ pX ´ Xkq,
where φ, are the so-called thin plate spline applied to the Euclidean distance between points and
extended to 0 by continuity: see equation 5.3.2.
φ :
R
2 ˆ R2 Ñ R
pX,Y q Ñ
$&% }X ´ Y }
2 ln }X ´ Y } if X ‰ Y
0 else
(5.3.2)
The N weights - twku - being virtually deﬁned by the N constraints F pXkq “ X˜k. So
stated, the problem is however still ill-posed2. This can be tackled by adding a degree one
polynomial of two variables along with the requirement that the weight coeﬃcients vector is
to be orthogonal to the polynomials of two variables of degree one, restricted to the set of
control points [Buhmann, 2000; Duchon, 1977]. In other words, this corresponds to adding the
requirement that polynomials of degree one of two variables - i.e. an aﬃne transform - shall be
preserved by interpolation.
The latter condition leads in turn to a further requirement. For the problem to be well-posed,
it requires the control points to be non-colinear: this is in practice not an issue.
Thin plate splines are however not the only radial basis function that could be used. Hardy
[1971] proposed to use multi-quadric functions: although not directly corresponding to a physical
2This does actually depend on the radial basis function used. In particular, the problem is well-posed when
dealing with multi-quadrics [Buhmann, 2000].
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interpretation, they are not requiring the polynomial orthogonality condition. Mitás˘ová and
Mitás [1993] introduced an ’anisotropic tension’ term to the thin plate splines in order to take
into account directional deformations. Buhmann [2000] presented several results valid on other
of radial basis functions such as Gaussian kernels: φapX,Y q “ exp´a
`}X ´ Y }2˘.
As stated, the TPS interpolation is ﬁtting a surface on a set of control points: a slight
arrangement has to be performed before being able to use it for interpolating the matched pairs.
The approach proposed by Bookstein [1989] for image registration consisted of considering
it as two semi independent problems. A ﬁrst interpolation considers x˜ px, yq as a ﬁrst ’surface’,
while a second one would obtain y˜ px, yq. Both results are then combined to obtain the ﬁnal
mapping: X˜ “ px˜, y˜q. A corollary is that the ’bending’ which is minimised is the bending of x˜
and y˜ as functions of px, yq.
It could be possible to use diﬀerent RBF as the TPS ones. In the following, only the latter
is investigated. The reason for this lies in their direct physical explanations and exhaustive
documentation. This is furthermore in line with comparisons results made on remote sensing
image co-registration experiments made by Wiemker et al. [1996], which indicated that TPS
performed slightly better than multi-quadrics. Finally and although Mitás˘ová and Mitás [1993]
indicated that an anisotropy term might be proﬁtable when dealing with terrain data, such a
method requires setting the ’tension’ parameter, which has to be done manually.
Stated as such, the interpolation problem becomes, equation 5.3.3, where the wk and ck
(resp. zk, dk) are the unknowns. Section 5.3.2 reviews the practical solving of this interpolation
problem. $’’&’’%
x˜ “ c0 ` c1x ` c2y ` ř
k
wkφpX,Xkq
y˜ “ d0 ` d1x ` d2y ` ř
k
zkφpX,Xkq
(5.3.3)
5.3.2 Solving the Interpolation
Given the requirement @Xk : F pXkq “ X˜k applied on equation 5.3.3, this yields N equations
to be compared to the N ` 3 coeﬃcients required. The three remaining equations are simply
provided by the polynomial preservation condition on wk (resp. zk):$’’’’’’&’’’’’’%
0 “
Nř
k“1
wk
0 “
Nř
k“1
wkxk
0 “
Nř
k“1
wkyk
(5.3.4)
This can be directly expressed in terms of a classical linear system: A ¨ Z “ B where A, X
and B can be subdivided as follow:
„
D P
P t O
j
¨
„
W
C
j
“
»——–
L
0
0
0
ﬁﬃﬃﬂ (5.3.5)
Where O is the three-by-three zero matrix, D a N by N matrix (equation 5.3.7) and P a N
by 3 matrix as stated in equation 5.3.8.
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O “
»– 0 0 00 0 0
0 0 0
ﬁﬂ (5.3.6)
D “
»———–
0 φ pX1, X2q . . . φ pX1, XN q
φ pX2, X1q 0 . . . φ pX2, XN q
...
...
...
φ pXN , X1q φ pXN , X2q . . . 0
ﬁﬃﬃﬃﬂ (5.3.7)
P “
»———–
1 x1 y1
1 x2 y2
...
...
...
1 xN yN
ﬁﬃﬃﬃﬂ (5.3.8)
The weight vector, W simply contains the N wk (resp. zk) coeﬃcients, and L the associated
x˜k (resp. y˜k). C is a three valued vector storing the ck (resp. dk). It should be noted that
using this formulation, two inversions of A have to take place: one for computing the coeﬃcients
wk and ck associated with the columns - x˜k - and one more for obtaining their counterparts
associated with the rows - y˜k.
As stated from equations 5.3.5 to 5.3.2, the system is invertible, provided that the control
points are not colinear. Franke [1982] however reported that the condition number of the matrix
A is actually dependant on the points scaling and that an considerable improvement could be
achieved when points are rescaled on the unit square. The interpolation would therefore be
performed on the normalised positions: see equation 5.3.9.
Xˆ “ pxˆ, yˆq “
¨˝
x ´ min
k
xk
max
k
xk ´ min
k
xk
,
y ´ min
k
yk
max
k
yk ´ min
k
yk
‚˛ (5.3.9)
Once the interpolation has been performed, the points are being re-scaled to their origins by
inverting 5.3.9. This trick allows for a reduction of the condition number of A by a factor 1012
to 1022 [Barrodale et al., 1993].
5.3.3 Dealing with Outliers
As seen in section 4.4, even if the vast majority of retrieved matches are valid ones, it is likely
that some of the retrieved matches are actually outliers, without having a reliable way to identify
them. Due to the continuity of the TPS solution, along with the condition @k, F pXkq “ X˜k, this
might lead to a blending of the issue to its neighbourhood pixels, hence amplifying the issues.
A partial workaround consists in slightly relaxing the interpolation condition, yielding an
approximation instead of an interpolation [Rohr et al., 1996]. The minimisation is then based
on equation 5.3.10, where λ is a positive regularisation parameter.
arg min
F :R2ÑR
˜
λ
ť
R2
ˇˇˇ
B2F
Bx2 px, yq
ˇˇˇ2 ` 2 ˇˇˇ B2FBxBy px, yqˇˇˇ2 ` ˇˇˇ B2FBy2 px, yqˇˇˇ2 dxdy
`
Nř
k“1
››F pXkq ´ X˜k››˙ (5.3.10)
Itcan be seen that, when F is chosen in the form of an sum of thin plate splines as stated in
equation 5.3.3, this corresponds to a generalisation of classical thin plate splines interpolation.
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The bending energy and the choice of the internal form for F playing the role of prior information
about its shape, while the sum of discrepancies can be seen as a data-term. When λ tends to
zero, one comes back to the TPS interpolation. When λ tends to inﬁnity, this corresponds to
ﬁtting only a polynomial of degree one to the data.
An interesting feature of this modelling corresponds to its ability to be solved by only intro-
ducing a slight modiﬁcation of equation 5.3.5: this is setting the diagonal terms of D to λ instead
of 0 [Wahba, 1990]. When λ is non-zero, this yields a slightly better conditioning of matrix A,
by getting a non-zero diagonal.
The introduction of the approximation term however presents two major issues. To start
with, the λ parameter has to be set manually. This typically involves several tries, depending
on the data-set. The second drawback is slightly more problematic. Although the method ﬁlters
the outliers out, it also smoothes the transitions in order to decrease the corresponding x˜ and y˜
bending energy (see ﬁgure 5.2).
Figure 5.2: Analogy with a thin plate ﬁtting with a regularisation parameter λ: the ﬁtting be-
comes ’wrong’ near brutal changes. Diamonds: control points; red line: interpolation
curve; blue curve: approximated smoothed curve.
Both issues constitute an drawback of the method, thus limiting its application to the case
where numerous erroneous outliers have been identiﬁed and where the actual solution is known
to be very smooth.
5.3.4 Note on Complexity
Expressed as it is, the thin plate splines interpolation problem remains extremely computationally
intensive and moreover requires a comparably high storage memory.
Just for storing A, in the general use case and taking into account its symmetry, p3 ` Nq pN ` 4q {2
real values are required. When applied between ﬂight-lines 3 and 4 of the Sokolov 2010 data-set,
where about 5 ¨ 104 pixels were retrieved, this yields a requirement3 for 5 Gb just for storing
A. When applied between ﬂight-lines 4A and 4B of the Kaufbeuren 2012 test-site, N jumps to
about 4 ¨ 106 pixels, leading to a size requirement of 32 Tb which is not acceptable, even for a
high-end desktop station.
Furthermore, besides being symmetric, A does not exhibit any interesting features for its
inversion. This implies that a direct inversion has to be performed. This is typically achieved
by means of a LU decomposition and therefore requires about 2N3{3 ` O `N2˘ ﬂoating point
multiplications and divisions [Allaire, 2005; Buhmann, 2000].
3Using classical four-bytes ﬂoating point numbers.
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Applied again to the ﬂight-lines 4A and 4B of the Kaufbeuren scene, this reaches about
4 ¨ 1019 ﬂoating point operations. On a comparably high end processor being able to make 1011
ﬂoating point operations per second, this yields a computational time of at least 13 years. A
speed up or an alternative therefore have to be examined.
Carr et al. [2001] pointed out that the use of radial basis functions with a compact support
would produce a comparably sparse matrix, hence limiting both inversion and storage costs. The
use of compactly supported RBF has however a drawback. Where there are ’large gaps’ in the
data, the interpolation process is not able to successfully bring information from border points
over the gap centre, thus yielding comparably bad results over these areas. This is a noticeable
drawback in the context of this work. As explained in chapter 4, CPAM is likely to perform
poorly over homogeneous surfaces: this is in turn likely to result in large areas where few or no
matches took place.
Another family of computational and storage speed-ups consists in discarding some of the
input points. Iske [1999] for example proposed to remove points located in areas where the
control points are dense relatively to the complete covered area. Höver et al. [2009] proposed
three similar methods:
• a random selection of a subset of the control points.
• Creating a subset by iteratively adding the control points for which the current subset
accounts the worst.
• Building an ’optimum’ subset by means of bootstrapping.
These approaches are however based on data-sets where the control points are interchange-
able. For this work, each control point however corresponds to a speciﬁc location and it makes
little sense to remove one while keeping its neighbour.
Finally diﬀerent methods based on model approximations have been proposed. Barrodale
et al. [1993] are making use of the thin plate splines properties when applied on large distances
to obtain a tabulation of the values which can then be interpolated. In [Powell, 1993], a similar
approximation of linear combinations of TPS ’away’ from control points was performed using a
single truncated Laurent expansion. This is then further enhanced by transcribing the A into
a N ´ 3 square positive deﬁnite matrix, which can then be eﬃciently inverted by means of a
preconditioned conjugate-gradient method. This leads in practice to a complexity of ’much less’
than O `N3˘ but does not tackle the storage issue.
The Beatson-Goodsell-Powell - or BGP - method [Buhmann, 2000] on the other hand is
based on an iterative update of the coeﬃcients. A proof of convergence has been made by
Faul and Powell [1999]. The underlying idea consists in iteratively updating the thin plate
spline coeﬃcients based on local Lagrange functions. There is however no result on the BGP’s
speed of convergence. Experiments tend to indicate that in optimum cases, 1000 iterations are
enough [Buhmann, 2000; Faul and Powell, 1999]. This approach however does not allow for an
incorporation of the approximation parameter λ.
In the context of registration of remote sensing images, a much simpler workaround can
however be used: image tiling. This is reviewed in section 5.4.
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5.4 Retained Approach
In this speciﬁc case of registration, the notion of smoothness of the interpolation is to be under-
stood in its almost everywhere sense. In other words, the elevation errors and the subsequent
distortions are mostly continuous but faults can occur and are therefore tolerated. Moreover,
the ﬁnal results are pixels positions: this is discrete data, small intensity ’shocks’ are therefore
likely to get hidden when converting the results back to pixels positions.
Both considerations advocate for not requiring the complete interpolation to be ’smooth’ but
to relax this requirement into a ’local smoothness’ requirement. This opens the way to a tiling
of the interpolation process.
The retained method works as follows. The image is tiled in T blocks. For each block, the
interpolation is computed using the M control points that are lying closest to its centre. When
there are not enough control points within the tile, control points outside can be used, but the
interpolation only occurs on the pixels located within the tile.
In order to obtain a quality assessment of the computations 10% of the control points, Xkl
are discarded from the computations and used as an external validation assessment. The cor-
responding validation metric being simply the root mean square error of the distances between
retrieved matches - X˜kl - and the interpolated matches: F pXklq:
QA “
gffeÿ
T
M{10ÿ
l“1
}X˜kl ´ F pXklq }2 (5.4.1)
In practice, M is set at a few hundreds of pixels. T is in turn be chosen in order to keep the
same density of control points in the interpolation area as for a complete interpolation. If the
complete overlapping part accounts S pixels, there are approximately S{T pixels per tile, which
yields T “ NS{SM “ N{M . The complexity associated with the method is then reviewed in
section 5.4.1.
5.4.1 Complexity
Just as in the previous section, N denotes the total number of matches as retrieved by CPAM,
the number of control points used for each interpolation is noted M , while the total number of
tiles to be investigated is noted T and the total number of pixels in the original image is S. This
yields approximately S{T pixels per tile.
Each interpolation, as before, yields a computational complexity in O `M3˘, the global com-
plexity is therefore in the magnitude of O `TM3˘ to be compared with the original O `N3˘.
When adding the requirement that the tiled interpolation has to be based on the same control
points density as the global one, one gets the relationship N{S “ O pMT {Sq, i.e. N “ O pMT q.
This yields an improvement of a factor T 2, up to the scaling constants.
A further interest of the tiling approach consists in its direct transcription into parallel code:
each tile can indeed be independently processed. When C computational threads are available,
this yields a ﬁnal complexity of O `TM3{C˘.
In terms of memory, the gains are also signiﬁcant: each tile required O `M2˘ ﬂoating point.
With M being typically about a few hundreds pixels, this space requirement becomes largely
acceptable.
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5.4.2 Application
This section presents some illustration of the interpolation method to some exemplary data-sets.
Sokolov 2010
As an illustration, the interpolation process was run between ﬂight-lines 2 and 3 of the Sokolov
2010 data-set. As ﬁrst run, with λ “ 0 - pure interpolation - M “ 100 and T « 160000, produced
a root mean square error for the validation pixels of 0.0013 pixel. A subset of the interpolation
results is provided on ﬁgure 5.3. Computation time was of 8 seconds, without parallelism.
Figure 5.3: Exemplary interpolation between ﬂight-lines 2 and 3 of the Sokolov 2010 data-set
with λ “ 0. Left: before interpolation, right: after interpolation. Coloured pixels
represent matches, their hue depending on the observed discrepancies.
A close investigation of the results reveals that, here and there, errors are occurring on the
tiles’ edges. The eﬀect is however comparably rare and are therefore neglected. Another slight
issue are the ’noisy’ interpolation results over areas where, besides outliers, only few matches
were found. The interpolation altogether does however seem reliable.
Kaufbeuren
The method was ﬁnally used to solve the interpolation issue on the Kaufbeuren 2012 data-set
between ﬂight-lines 4A and 4B. The validation pixels provided an estimation of the interpolation
root mean square error of 0.0008 pixels for M “ 100, T « 67000 and λ “ 10. A subset of the
results is presented on ﬁgure 5.4: notice the low amount of matches over the forest, a homogeneous
area - likely to be false ones. Here the use of a smoothing parameter helps limiting the impact
of outliers. Again, the interpolation does not lead to any obvious issue, while the validation root
mean square error score is very low.
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Figure 5.4: Exemplary interpolation result between ﬂight-lines 4A and 4B of the Kaufbeuren
2012 data-set with λ “ 10. Hue represent matches discrepancies between theoretical
match location, and actual match locations. Top: original matches, second: inter-
polated image - no smoothing, third: interpolation with smoothing, bottom, false
colours imagery.
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5.5 Conclusions
A method to interpolate the retrieved matches over the complete overlapping parts of the imagery
has been proposed. It can be operationally run on the different data-sets without inducing too
wide discrepancies in the matches.
It should however be stressed again that pairs of pixels retrieved after an interpolation step
should not be used for performing any in-depths analysis of the radiometric discrepancies. There
is for example absolutely no physical reason to analyse discrepancies between an orphaned pixel
as presented in figure 5.1 and one of its neighbours.
Interpolation of results should therefore be strictly restricted to the following uses:
• global or semi global discrepancy description, for example for providing a statement of
classification discrepancy percentages between both flight-lines. In such cases the final user
is likely to be interested in the overall changes of classification between both flight-lines,
including discrepancies due to the presence of orphaned pixels.
• the area of interest has a too poor coverage in terms of matched pairs of pixels. In such
cases, the area is however likely to be a homogeneous area and some other form of quality
assessment might make more sense.
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Chapter 6
Quality Indicators for Maps
He had bought a large map representing the sea,
Without the least vestige of land:
And the crew were much pleased when they found it to be
A map they could all understand.
"What’s the good of Mercator’s North Poles and Equators,
Tropics, Zones, and Meridian Lines?"
So the Bellman would cry: and the crew would reply
"They are merely conventional signs!"
Lewis Caroll - Mathematician
Chapter Summary
This chapter presents how results derived from CPAM can be used to provide a quality assessment
in terms of reliability. A first part reviews direct assessment techniques as applied to CPAM
outputs. In a second phase, a critical review of existing higher-level methods takes place, focusing
especially on the well-known Cohen’s κ. Finally, the proposition is made to bring Krippendorff’s
α for evaluating remote sensing data. These notions are illustrated with examples.
6.1 Introduction
Chapter 4 has explained how to retrieve pairs of observation of the same geo-location. This
chapter in turn explains how these pairs of information can be used to obtain information about
the quality of so-called land-products - or L3 - products.
A direct approach consists of comparing the mapping application on both flight-lines. This is:
comparing results obtained for pairs of matched pixels. The further apart they are, the worse the
land-product is. Since this comparison takes place between the overlapped parts of flight-lines,
they can be performed on virtually every scene containing more than one flight-line. Moreover,
since comparisons are made over flight-lines fringes this comparison is made in a ’worst case’
variability: the BRDF effects are indeed maximised.
This comparison corresponds, in the generic use case, to a repeatability assessment: paramet-
ers such as the viewpoint are changing between two flight-lines. In some cases however, when two
flight-lines are imaged with the same viewpoint at almost the same time, this can be extended
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to a repeatability assessment technique. The direct link with the Guide to the Expression of un-
certainty however stops here. This assessment is deﬁnitely not a type B uncertainty evaluation,
while on the other hand, it can be seen as a type A assessment of uncertainty associated with
the discrepancies between two ﬂight-lines, not of the mapping uncertainty itself.
On the other hand, such a comparison has two inherent drawbacks. To start with, results
obtained by this means are scene dependant. Comparing discrepancies between diﬀerent mapping
results implies sharing similar land-covers and reﬂectance. In practice, that almost never occurs
due to varying atmosphere properties, soil water content, vegetation health, etc. This drawback
is however overcome by the method ability to be run on both scenes, thus rending null and void
the need to extrapolate the results from one scene to another.
The second drawback consists of the diﬃculty to link discrepancies back to their origins. In
other words, it is only stating ’how good’ the mapping is without explicitly stating what bottle
necks are preventing improvements. This last issue is partially tackled in section 7. Finally, it
should be noted that this cross comparison can only account for errors, bias - being by deﬁnition
present in both ﬂight-lines - remaining hidden when comparing both results.
The rest of this chapter is organised as follows. Section 6.2 presents basic methodologies
along with some examples. Section 6.3 provides an overview of advanced methodologies before
applying them to illustrative mapping results in section 6.5.
6.1.1 Principles
An acceptable quality?
Before going further, one might ask what an acceptable quality - i.e., in this study, reproducibility
- has to be met. Smits et al. [1999], quoting [Lins, 1994], reported quite high discrepancies in
terms of users requirement: see table 6.1. This can easily be understood by comparing diﬀerent
applications. Imagine the following cases:
• It has been reported in public media that remote sensing could be used to map swimming-
pools in order to target tax-audits on potential tax-dodgers [Steinvorth, 2010]. One can
argue that when this mapping is only slightly better than random audits, the objective is
met. Since pure binary random checks correspond to a reproducibility of 25%, a reprodu-
cibility of only 50% would be quite acceptable.
• Lets consider now an early warning system for volcano eruptions. An erroneous alert and
the subsequent evacuations might have drastic economical consequences. On the other
hand, failing to identify an upcoming eruption might lead to fatalities. The correspond-
ing accuracy and reproducibility requirements therefore has to be extremely high. As a
comparison, and since there is no standardised guideline deﬁned for remote sensing, the
requirements deﬁned for civilian aviation is used. The FAA [2014] deﬁned an average per
ﬂight risk of 10´9 for level 4 motorisation events - i.e. events inducing forced landing or
loss of an aircraft or serious injuries or fatalities1. Meeting this requirement does in turn
imply a functional reproducibility being at least better of 99.99999999%. . .
These two examples stress the impossibility to provide a generic reproducibility assessment
threshold value. One could of course argue that ’the more, the better’. In practice, granting a
better reproducibility would however induce other constraints such as greater costs [Smits et al.,
1999]: getting the optimum quality is therefore a trade-oﬀ between users’ need and technical
feasibility and available funding. The ’right’ suitable quality is therefore application dependent
1This rate corresponds to the probability of an average human being dying within the next hour.
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Accuracy Requirement Percentage of Users
95% 31%
90% 57%
85% 10%
80% 3%
75% 1%
Table 6.1: Diﬀerences in terms of quality requirements - in terms of classiﬁcation accuracy -
made among 405 remote sensing data users: [Smits et al., 1999], citing [Lins, 1994].
and the following only focuses on stating the reproducibility, without trying to access whether
it is suitable for a speciﬁc purpose or not [Krippendorﬀ, 2004]. The results are therefore only
linked to a ’standard’ accuracy requirement for remote sensing data - 85% - even if this has no
practical meaning [Smits et al., 1999]. Such a value indeed depends on the actual end-user needs,
while the term ’accuracy’ has to be linked with a speciﬁc quantity.
Data types
At this point, one last issue has to be tackled: the data type returned by the mapping. The
type of data - or level of measurement - provided by the mapping application inﬂuences the
comparisons. Comparing two classiﬁcation types cannot be performed in the same way as when
comparing two numerical values. This section quickly presents the diﬀerent data types along
with suitable metrics.
In general, several mapping data types - or measurement scale types - can be identiﬁed. From
the initial four types proposed by Stevens [1946], Chrisman [1998] derived an extended set of ten
types suitable for geographical data. Krippendorﬀ [2011a] implicitly proposed metrics for six of
them. Three of the remaining led to straight forward extensions of the exiting metrics to their
speciﬁc cases. The last one, the derived ratio data type, corresponding to a product of ratios of
fundamental properties, is set aside since its is only discriminated in terms of its origins, not in
terms of the data it contains.
• Nominal data [Stevens, 1946]: this corresponds to the case where data is actually only a
label. This is typically the type of data associated with a classiﬁcation result. A straight-
forward metric for the relationship of two classes, k and l is the Kronecker function (see
equation 6.1.1 [Krippendorﬀ, 2011a]).
μn pk, lq “ 1 ´ δk,l “
"
0 if k “ l
1 if k ‰ l (6.1.1)
• Graded membership data [Chrisman, 1998]: this correspond to a sort of ’soft’ ordinal data.
Data corresponds to a nominal data along with a degree of membership to the label pro-
totype. This is for example the case when dealing with a classiﬁcation where not only the
class but also the distance to the class description are available. In spectroscopy, this could
for example be the spectral-angle between the class (e.g. the end-member spectrum) and
the investigated pixel. Noting d pk, ckq the corresponding distance between element k and
its class - ck - a straightforward metric can be seen as a weighted Kronecker function:
μg pk, lq “ pd pk, clq ` d pl, ckqq ´ pd pk, ckq ` d pl, clqq2max
k,l
d pck, clq (6.1.2)
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One can see from equation 6.1.2 that when the classiﬁcation is logical - i.e. @ pk, lq , d pk, ckq ď
d pk, clq, equation 6.1.2 always yields positive results.
• Ordinal data [Stevens, 1946]: this type is used when data is encoded as an ordering, i.e.
each element gets a rank, but where no notion of ’degree of diﬀerence’ can be deﬁned. In
remote sensing, this might be used to represent qualitative data (e.g. Low, Medium, High).
Noting nr the number of elements associated with rank r, a suitable metric for evaluating
discrepancies between the kth and lth ranks is given in equation 6.1.3, max and min being
the extremal ranks [Krippendorﬀ, 2011a].
μo pk, lq “
gffe lÿ
r“k
ˆ
nr ´ nk ` nl2
˙2
(6.1.3)
• Interval data [Stevens, 1946]: this type of data can be used to retrieve a degree of diﬀerence
between two values but not a ratio. It is for example associated with Celsius temperatures:
since the deﬁnition of the zero is arbitrary, a ratio of two temperatures would not have any
physical meaning: 20C is not twice as hot as 10C. A suitable metric between two values
is the ’oﬀset’ between two results (see equation 6.1.4 [Krippendorﬀ, 2011a]).
μi pk, lq “ l ´ k (6.1.4)
• Log-Interval data [Chrisman, 1998]: the log-interval data is the counterpart of interval data
when a ratio but no diﬀerence can be retrieved: its classical use corresponds to earthquake
intensity measurement. A straightforward metric can be derived from equation 6.1.4 by
playing on the logarithms:
μl pk, lq “ logplq ´ logpkq “ logpl{kq (6.1.5)
Note that since ratios can be deﬁned, k and l are necessary non zero. Since the diﬀerence
degree is not deﬁned either, they must by sharing the same sign, the logarithm of their
ratio is therefore deﬁned.
• Ratio data [Stevens, 1946]: this is an extension of the interval data when an absolute zero
is deﬁned but no absolute scaling unit can be retrieved. Chrisman [1998] deﬁnes it as
the extensive ratio data. This is typically the data type associated with distances, time
frames, etc. . . A suitable metric between two values is the ’normalised distance’ extended
to 0 when, k “ l “ 0: see equation 6.1.6. Note the analogy with NDVI-like indexes which
are de facto scaling independent.
μr pk, lq “ k ´ l
k ` l (6.1.6)
• Periodic data [Chrisman, 1998]: this corresponds to data exhibiting periodicity and is
typically associated with angles. The discrepancy between two values k and l can then be
deﬁned in terms of the shortest ’distance’ between them given the period T : see equation
6.1.7 [Krippendorﬀ, 2011a].
μp pk, lq “ sin π pk ´ lq
T
(6.1.7)
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• Counts [Chrisman, 1998]: These correspond to numbers of elements. A zero value as well
as a scaling unit are therefore clearly deﬁned but no ratio can be deﬁned. A straightforward
metric is obtained by the diﬀerence count:
μc pk, lq “ l ´ k (6.1.8)
• Absolute data [Chrisman, 1998]: this is an extension of the ratio data where the deﬁnition
domain is bounded, hence setting the unit (scale) in an absolute way. Probabilities and
reﬂectance are typically of the latter type, since both have to be laid in the interval r0; 1s.
A suitable metric can be deﬁned by means of the higher and lower bound, respectively
bmax and bmin: see equation 6.1.9 [Krippendorﬀ, 2011a].
μa pk, lq “
$’’&’’%
0 if k “ l “ bmin or k “ l “ bmax
k ´ lapk ` l ´ 2bminq p2bmax ´ k ´ lq else
(6.1.9)
It should be pointed out that these distinctions might become limited when dealing with a
complete geographical data-set, especially when dealing with relationships instead of properties
[Chrisman, 1995, 1998]. In this work, the focus is however set on ’basic’ L3 products expressed
in form of rasterised imagery, where each pixel is indeed deﬁned by its properties. There is
therefore no need for any more complex framework than the presented one.
Finally, these measurement levels are only studied from their ability to describe diﬀerent types
of data, not from a measurement theory perspective: this is the reason why the ’derived ratio’
type is ignored. One could for example easily argue about the work presented by Chrisman [1998]
by stating that from his perspective of classical mechanics, a energy is a ratio data. However
from a relativistic or quantistic point of view most of these considerations just falls apart: indeed
E “ mc2 implies the energy to be a derived ratio. On the other hand, quantiﬁcation of the energy
levels in an atom would plead for it to be an ordinal data.
Chrisman [1998] moreover stated that the proposed categories were ’by no mean complete’:
experience shows that the huge majority of mapping applications lead to one of these categories
and that there is no need for extending them.
6.1.2 Applications
The concepts presented in this chapter were applied to several case studies. Although they are
usually straightforward to describe, the test case for nominal data is requiring some explanations.
It corresponds to a classiﬁcation based on the Sokolov 2010 data-set (see section F.2.1). The
mapping application was a step wise spectral angle mapper based classiﬁcation, performed by Dr.
Rogge, based on 59 end-members. These were extracted by means of the Spectra-Spatial-End-
members Extraction (SSEE) algorithm [Rogge et al., 2007]: the list of end-members is provided
in table 6.2. It should be stressed that this is by no means an actual ’ﬁnal’ classiﬁcation. In
particular no post-classiﬁcation step has been performed, thus leaving room for improvements.
Furthermore the classes are not homogeneous as they actually are a mixture of feature-classes
(e.g. deep clay 1), land cover classes (e.g. soil) and functional classes (e.g. Urban classes). This
apparent roughness does nevertheless allow for a straightforward interpretation of the classiﬁca-
tion results and is therefore used for applicative examples.
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Class Index Description Class Index Description
(1) (no data) 2 Unclassified
3 Coal type 1 4 Coal type 2
5 Coal with clay 6 Iron oxyde
7 Iron narrow clay 8 Deep clay type 1
9 Deep clay type 2 10 Iron broad clay type 1
11 Iron broad clay type 2 12 Kaolinite type 1
13 Kaolinite type 2 14 Gypsum
15 Soil 16 Brown vegetation type 1
17 Brown vegetation type 2 18 Water with vegetation
19 Vegetation type 1 20 Vegetation type 2
21 Vegetation type 3 22 Vegetation type 4
23 Vegetation type 5 24 Vegetation type 6
25 Vegetation type 7 26 Dark water
27 Green water 28 Red water
29 VNIR-features 1 30 VNIR-features 2
31 VNIR-features 3 32 VNIR-features 4
33 Urban type 1 34 Urban type 2
35 Urban type 3 36 Urban type 4
37 Urban type 5 38 Urban type 6
39 Urban type 7 40 Urban type 8
41 Urban type 9 42 Urban type 10
43 Urban type 11 44 Urban type 12
45 Urban type 13 46 Urban type 14
47 Urban type 15 48 Urban type 16
49 Urban type 17 50 Urban type 18
51 Urban type 19 52 Urban type 20
53 Urban type 21 54 Urban type 22
55 Urban type 23 56 Urban type 24
57 Urban type 25 58 Urban type 26
59 Urban type 27 60 Urban type 28
61 Urban type 29
Table 6.2: Description of end-member classes obtained by SSEE [Rogge et al., 2007] over the
Sokolov 2010 test site.
6.2 Basic Analysis of L3 products
This section reviews some crude but simple to use reproducibility metrics that could be used
to compare matches as retrieved by CPAM. Section 6.2.1 reviews some generic tools along with
means to derive corresponding confidence intervals in section 6.2.2. Section 6.2.3 extends them
to some specific data types. Finally sections 6.2.4 and 6.2.5 presents some applications for these
concepts.
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6.2.1 Generic Analysis
In the most generic case, when N pairs of matched pixels
`
Xk, X˜k
˘(
k
have been retrieved for a
scene S, and when a mapping application, M : X Ñ M pXq, was run on each ﬂight-line, a basic
generic reproducibility assessment is provided by the average discrepancy: equation 6.2.1.
AD pM,Sq “ 1
N
gffe Nÿ
k“1
μM
`
M pXkq ,M
`
X˜k
˘˘2 (6.2.1)
Where μM is a metric suitable for evaluating discrepancies relative to the mapping results.
For example, when the data is interval data, AD becomes the classical root mean square error
equation.
A second quality metric of interest is the maximum discrepancy, MD, as expressed in equation
6.2.2: it provides the greatest discrepancy obtained by running M on scene S. Although it is
strictly speaking accounting for the notion of worst case scenario, it might be of lesser interest
when dealing with nominal data. In such a case, the value can only be zero or one:
MD pM,Sq “ max
k
|μM
`
M pXkq ,M
`
X˜k
˘˘ | (6.2.2)
This leads to the following question: in the general case, what information is actually brought
by a given value of AD. Although 0 is clearly indicating a perfect reproducibility, higher values
seem to be more diﬃcult to assess, except for the usual statement ’the greater, the worse’. This
issue is addressed in further details in chapter 7.
Slightly more advanced but more applicable quality indicators is the cumulative density
distributions of the discrepancies. The cumulative function accounts for the proportions of
discrepancies lower or equal to a certain threshold : it is therefore an increasing function taking
its values in r0; 1s.
CD :
$’’’’&’’’’%
r0;`8r Ñ r0; 1s
 Ñ
ř
k|μpXk,X˜kqď
μ
`
Xk, X˜k
˘
Nř
k“1
μ
`
Xk, X˜k
˘ (6.2.3)
A straightforward application of the cumulative distribution is to obtain a link between
acceptable errors and reproducibility. For example, when one of the mapping requirement was
to grant an reproducibility greater than R0. What minimal error  on the results can to be
tolerated to meet this requirement? An inversion of CD leads directly to an estimate of the
minimal acceptable error (see ﬁgure 6.1). Similarly when given a requirement on the maximal
admissible error 0, the achieved reproducibility is directly given by CD p0q.
At last, one can similarly deﬁne the discrepancies density function accounting for the propor-
tion of matches associated with a speciﬁc interval of discrepancies:
DD :
$’’’’&’’’’%
r0;`8r Ñ r0; 1s
 Ñ
ř
k|μpXk,X˜kqď
μ
`
Xk, X˜k
˘
Nř
k“1
μ
`
Xk, X˜k
˘ (6.2.4)
It can ﬁnally be noted that a by-product of these computations is a discrepancy localisation
map: since each pair of pixels is associated with both a localisation in each ﬂight line and a
mapping discrepancy, a ’discrepancy map’ can be produced (e.g. ﬁgure 6.2).
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Figure 6.1: Example of cumulative distribution: absolute data - NDVI results over the World-
View II scene over Witbank. R0 “ 90% ô 0 “ 0.0017. MD “ 0.37, AD “
5.33e ´ 06.
6.2.2 Conﬁdence Intervals
Chapter 3 has already indicated that several entities such as QA4EO or the GUM have stressed
the need to provide conﬁdence intervals. In general, this can not always be performed on the L3
product itself. For example, in the speciﬁc case of nominal data, a conﬁdence interval has little
meaning when applied to the mapping itself. On the other hand, since AD and MD are both
ratio data, one can retrieve their own conﬁdence intervals which are linked with the data.
Still in general, little if anything is known about the distribution of AS and MD. There is
therefore no analytical expression of the corresponding conﬁdence intervals and one has to rely
on non parametric bootstrapping [Hesterberg et al., 2007; Janssen and Pauls, 2003] as explained
in the next paragraphs.
Principles
When attempting to characterise a property from a population, one usually proceeds by taking
a sample and computing the property value based on this population subset. A direct validation
of this result might be obtained by taking a second sample, computing the property value for
this second subset before comparing both results. In other words, inferring a property from a
population sample should be taking into account the a priori random variation of this sample. In
our case the property to be measured - AD or MD - would all the same be varying depending on
retrieved matches and this variability has to be estimated too. In order to assess this variability,
a straightforward method would consist of looking at what is happening when only a subset of
the retrieved matches were used to compute the parameter of interest. This can be achieved as
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Figure 6.2: Example of a discrepancy map: case of classiﬁcation (nominal data) over Sokolov
2010. Green pixels: no observed discrepancy - red pixels: classiﬁcation discrepancy
- white pixels: no match or no data.
stated in algorithm 3 [Hesterberg et al., 2007].
Algorithm 3: Bootstrapping
Data: A spectral metric: S p‚, ‚q
Data: N pairs of matched pixels,
`
Xk, X˜k
˘
Data: θ a parameter whose statistics should be computed: AD or MD
Data: B a number of iterations
Result: L the list of retrieved pairs
1 Initialisation:
2 Compute θ for the complete data set: θ0
3 for b from 1 to B do
4 Select randomly N pairs with replacing
5 Compute and store θ for this set: θ˜ pbq
6 end
// Compute the bootstrap mean:
7 θ¯ “ 1{B
Bř
b“1
θ˜ pbq
// Compute the bootstrap standard error:
8 σθ “
d
Bř
b“1
`
θ˜ ´ θ¯ pbq˘2{pB ´ 1q
// Compute the bootstrap cumulative distribution:
9 G :“ θ Ñ Card θ˜ pbq |θ˜ pbq ă θ( {B
// Compute the bootstrap density function:
10 g :“ θ Ñ BGBθ pθq
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One can note from algorithm 3 that G is actually not derivable: g has therefore to be
understood - in practice - as a limit case, i.e. as being the

θ˜ pbq( histogram. Similarly G is
often represented as a linear or smooth interpolation between the diﬀerent values taken by θ˜ pbq.
These mathematical nuances however play little role in the following.
It should also be noted that the bootstrap mean and standard error can be very diﬀerent
from the original population mean and standard deviation. In order to illustrate this behaviour,
let imagine a sample presenting a huge outlier whose value is aﬀecting both the population mean
and standard deviation. If bootstrapped, this speciﬁc sample is unlikely to be present in each
re-sampled data-set and does therefore not contribute uniformly to θ¯ and σθ.
This is the reason why, once the bootstrap has been performed, one can deﬁne the bootstrap
bias as being θ¯ ´ θ0. A large bias indicates that the obtained value for θ0 is actually not
representative for the expectancy for θ distribution within the scene.
Finally a last point has to be cleared: what is the suitable value for the number of re-sample
to be evaluated - B. Most sources - [Carpenter and Bithell, 2000; Efron, 1984; Hesterberg et al.,
2007] recommend to take B « 2000. Other authors working on related bootstrapping methods
- e.g. [Davidson and MacKinnon, 2001; Pattengale et al., 2010] - did however point out that
B does actually depend on other factors. Krippendorﬀ [2006] uses for similar bootstrapping
application B “ 20000. From a theoretical taking N samples among N with replacing yields a
large total of possibilities: ˆ
2N ´ 1
N
˙
“ p2N ´ 1q!
N !pN ´ 1q! (6.2.5)
This number quickly explode: for N equals 20, this yields about 7 billion possibilities. A
random sub-sample of only a few thousands seems therefore unsuitable for a practical case where
N is about a few millions - as in most results from CPAM. The number of re-sample to be
performed is therefore adapted from application to application. For most of them, values of B
up to 100000 have proved to be suitable.
Towards Conﬁdence Intervals
When the bias is small, a straightforward way of getting of the P% conﬁdence interval corresponds
to equation 6.2.6 where Qx pBdq is the x% centile of the Bootstrapped distribution Bd [Hesterberg
et al., 2007].
rQ50´P {2 pBdq ;Q50`P {2 pBdqs (6.2.6)
When the bootstrapping bias is not negligible, one has to rely on slightly more complex meth-
ods. The reference methods [Hesterberg et al., 2007] are namely the ’Bias-Corrected accelerated’
BCa being slightly slower but producing more accurate results and the Bootstrap tilting inter-
val (TIL) producing slightly worse results but being faster to run [DiCiccio and Efron, 1996].
[Carpenter and Bithell, 2000] analysed available methodologies - including BCa and TIL and
concluded that BCa is - in all use cases - a very suitable method, while TIL might perform
poorly in some speciﬁc cases. Since computation time is here not a strict requirement, BCa is
preferred.
The principle of BCa consists in correcting the conﬁdence interval as expressed in equation
6.2.6 in order to account for both bias and skewness by means of a so-called bias correction -
z0 - and an acceleration a. Once these two parameters have been computed, the P% conﬁdence
interval is given by rθ˜BCa p0.5 ´ P {200q ; θ˜BCa p0.5 ` P {200qs where θ˜BCa is deﬁned in 6.2.7, Φ
being the standard normal cumulative density function.
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θ˜BCa
$&%
r0; 1s Ñ R
z Ñ G´1
„
Φ
ˆ
z0 ` z0 ` Φ
´1 pzq
1 ´ a pz0 ` Φ´1 pzqq
˙j
(6.2.7)
One can note that when both z0 and a are zero, equation 6.2.7 yields back to 6.2.6. The bias
correction parameter is simply retrieved as in equation 6.2.8.
z0 “ Φ´1
«
Card

θ˜ pbq ă θ0
(
B
ﬀ
“ Φ´1 rG pθ0qs (6.2.8)
The acceleration coeﬃcient is slightly more complicated to obtain. In its simplest form2, it
can be computed by means of equation 6.2.9 [DiCiccio and Efron, 1996].
a “ 16
Nř
k“1
U3kˆ
Nř
k“1
U2k
˙3{2 (6.2.9)
Where the Uk are the so-called jackknife inﬂuence functions as stated in equation 6.2.10: θk0
being the value obtained for θ0 when the kth pair is discarded from computations.
Uk “ pN ´ 1q
`
θ0 ´ θk0
˘
(6.2.10)
The coverage error when using this method is extremely small: O p1{Nq, hence making BCa a
very eﬃcient method [Carpenter and Bithell, 2000], especially for this work, where N is typically
very high.
6.2.3 Specialised ’Basic’ Analysis
Several generic tools have been presented for analysis L3 products in the general case. However,
even if they can be applicable to each type of data, the possibilities oﬀered by their results
analysis remain quite basic. The following sections therefore review some more speciﬁc but also
more adapted tools.
Nominal Data: Relative Cross-Confusion Matrices
When dealing with nominal data, typically the outcome of a classiﬁcation, several analysis tools
have already been widely documented and used.
Confusion matrices, also called error matrices, have been a widely used method for comparing
diﬀerent sets of data. Given a set of C classes tciuiPrr1;Css and two diﬀerent classiﬁcations of a
same set of objects, the error matrix is noted A “ pai,jqi,jPrr1;Css. Element ai,j represents the
number of objects that were assigned to class ci by the ﬁrst classiﬁer and to class cj by the
second.
If both classiﬁcations are perfectly agreeing, all but the diagonal elements would be 0. From
a qualitative point of view, a good classiﬁcation agreement would correspond to an ’nearly’
diagonal matrix. Having comparably high coeﬃcients ai,j‰i means that there is a comparably
high confusion between classes ci and cj .
2More sophisticated or accurate methods have also been presented, at the cost of a much higher theoretical
complexity [Efron, 1984; DiCiccio and Efron, 1991, 1996] and are limited to speciﬁc cases.
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When validating maps obtained by remote sensing data, error matrices are commonly used
to compare classiﬁcation results with ground truth [Congalton, 1991, 2001; Foody, 2002; Smits
et al., 1999; Stehman and Czaplewski, 1998]. The classical ’standard-way’ consists of associating
lines with classiﬁcation results while columns code stands for the ground-truth data.
For the comparison of consecutive ﬂight lines, this convention is not applicable anymore: the
rows and columns accounts for the classiﬁcation results for each ﬂight-line. If they are parallel,
it is proposed to place the classiﬁcation of the south-eastern-most ﬂight-line as the matrix-
columns and the north-western most as the rows. This allows to preserve potential eﬀects of
the acquisition geometry when analysing several sets of overlaps. In case of crossed ﬂight-lines,
such a diﬀerentiation is not feasible anymore: the representation of the error matrix should be
discussed on a case by case basis.
Once an error matrix has been established, several coeﬃcients can be retrieved [Stehman,
1997]. As before, the total number of pairs of pixels is noted N :
N “
Cÿ
i“1
Cÿ
j“1
ai,j
The overall proportion of agreement, also called total accuracy, po “
Cř
i“1
ai,i{N , is likely the
simplest and most widely used quality assessment inferred from an error matrix.
Congalton [1991] as well as subsequent authors Foody et al. [2013]; Shao and Wu [2008];
Stehman [1997] make use of the so-called user’s and producer’s accuracy of class ci: respectively
pupciq and pppciq (see equation 6.2.11). When comparing an imagery-based classiﬁcation with
ground-truthing data, the user’s accuracy is the probability of a pixel classiﬁed as ci does indeed
correspond to a class ci in the ground-truthing data. On the other hand, the producer’s accuracy
accounts for the probability of a ground-truth pixel of class ci to be correctly classiﬁed [Congalton,
2001].
pupciq “ ai,i{
Cř
j“1
ai,j
pppciq “ ai,i{
Cř
j“1
aj,i
(6.2.11)
Although the distinction between producer’s and user’s accuracy makes sense when compar-
ing an imagery-based classiﬁcation with ground-truthing data, this is less understandable when
dealing with a cross-comparison of two ﬂight-lines as performed here: there is no a priori dis-
tinction between each ﬂight-line. On the other hand, asymmetries in the cross-confusion matrix
indicate classiﬁcation biases and should be explicitly described. It is therefore proposed to make
use of the relative symmetric accuracy pspciq and the relative asymmetric accuracy, papciq as
deﬁned in equation 6.2.12.
pspciq “ pupciq ` pppciq
papciq “ pupciq ´ pppciq (6.2.12)
The relative symmetric accuracy accounts for the overall ’average’ agreement of both ﬂight-
lines regarding class ci. If classiﬁcation was achieved in perfect agreement, it would be 2. On the
other hand, in case of ’perfect’ disagreement, it would be 0. The asymmetric accuracy accounts
for the discrepancies between both ﬂight lines. If there is no asymmetry, it should be zero, while
values close to one (resp. minus one) indicate that there are strong disagreement between the
eastward and the westward ﬂight-line classiﬁcations.
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It has been recommended that, besides a classical error matrix analysis, an error matrix
standardisation should take place [Congalton, 1991]. Such a matrix scaling - also called matrix
ranking - basically scales the error matrix so that the sums of its rows (rows marginals) and the
sums of its columns (columns marginals) are all equal to one. This is typically done by applying
the iterative proportional ﬁtting procedure (IPF) [Pukelsheim and Simeone, 2009]. Stehman
[2004] has however presented several empirical and theoretical arguments against and strongly
advocates against its use in remote sensing. One of the main reasons consists of the choice of
the marginals. Setting all marginals to one assumes a uniform homogeneous distribution of all
classes which is, in practice, almost never the case. Adjusting the marginals to an actual a priori
distribution requires on the other hand an exhaustive prior knowledge of the mapped area. Such
a knowledge would make the interest of a mapping task comparably null and void except for a
very few speciﬁc cases.
Continuous Variables
For data types accepting computations of mean and variances, hypothesis testing methodologies
can be used to test whether mapping results are agreeing between both ﬂight-lines. This is
typically done by means of a paired t-test on the mapping results means [NIST, 2013].
The null hypothesis is the equality of the mapping means obtained for each ﬂight-line. Writing
pmk, m˜kq the mapping associated with pairs of observations, let the empirical mean and standard
deviation of the discrepancies be deﬁned as follows:$’’’&’’’%
m¯ “ 1N
Nř
k“1
mk ´ m˜k
σ¯ “
d
1
N´1
Nř
k“1
pm¯ ´ mk ` m˜kq2
(6.2.13)
The test statistics can then be deﬁned as being t “ ?N m¯{σ¯. The degree of freedom is then
ν “ N ´ 1. Once a signiﬁcance level, α or a conﬁdence coeﬃcient 1 ´ α and the associated
100 p1 ´ α{2qth percentile of the t-distribution - Q1´α{2 pTνq - have been computed, the null
hypothesis will be rejected if [NIST, 2013]:
|t| ě Q1´α{2 pTνq (6.2.14)
The test’s actual result should be stressed [Nuzzo, 2014]. A rejection of the null-hypothesis -
the mean equality - with a signiﬁcance level α does state that there is a risk of α that the means
are actually equal. On the other hand, accepting the null-hypothesis, ’only’ states that there is no
evidence against it. In other words, rejecting it means that the probability of observing a given
data-set, given the hypothesis, is suﬃciently low to be neglected. It does in particular not assess
the probability of the null-hypothesis given the data [Falk and Greenbaum, 1995]. Furthermore,
a tiny diﬀerence of the means might lead to a rejection, although it is not signiﬁcant in an
engineering sense.
These limitations and the overrating of the hypothesis testing methodologies are frequently
stressed [Anderson et al., 2000; Falk and Greenbaum, 1995; Gigerenzer, 2004; Nuzzo, 2014]
although hypothesis testing remains a valuable tool [Morey et al., 2014].
Nuzzo [2014], in particular, recommends providing the conﬁdence interval which corresponds
to the recommendations from QA4EO. For nominal data however, conﬁdence intervals make
little sense, all the same for ordinal data. In such cases, one has to rely solely on AD and MD,
along with the bootstrap of their sampled distributions.
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Class pu pp pa ps Class pu pp pa ps
2 0.727 0.414 0.313 1.141 3 0.547 0.779 ´0.232 1.326
4 0.496 0.521 ´0.024 1.017 5 0.569 0.451 0.118 1.020
6 0.795 0.751 0.044 1.547 7 0.576 0.661 ´0.085 1.238
8 0.611 0.709 ´0.098 1.320 9 0.504 0.738 ´0.233 1.242
10 0.856 0.906 ´0.049 1.762 11 0.109 0.250 ´0.141 0.359
12 0.608 0.679 ´0.071 1.287 13 0.639 0.609 0.030 1.247
14 0.245 0.122 0.123 0.366 15 0.587 0.701 ´0.114 1.288
16 0.364 0.173 0.191 0.536 17 0.435 0.196 0.239 0.631
19 0.794 0.560 0.234 1.354 20 0.762 0.772 ´0.010 1.534
21 0.356 0.604 ´0.249 0.960 22 0.312 0.033 0.280 0.345
23 0.427 0.331 0.097 0.758 24 0.145 0.206 ´0.061 0.350
25 0.510 0.594 ´0.084 1.104 29 0.250 0.333 ´0.083 0.583
30 0.000 0.000 0.000 0.000 31 0.257 0.541 ´0.284 0.798
32 0.214 0.188 0.027 0.402 34 0.562 0.617 ´0.055 1.179
35 0.451 0.266 0.185 0.717 36 0.170 0.193 ´0.023 0.363
38 0.000 0.000 0.000 0.000 41 0.107 0.273 ´0.166 0.380
42 0.303 0.186 0.118 0.489 43 0.148 0.121 0.027 0.269
44 0.000 0.000 0.000 0.000 45 0.350 0.370 ´0.020 0.719
47 0.387 0.857 ´0.470 1.244 48 0.000 N{A N{A N{A
49 N{A 0.000 N{A N{A 51 0.295 0.358 ´0.063 0.653
52 0.042 0.167 ´0.125 0.208 53 0.204 0.115 0.089 0.319
54 0.588 0.526 0.062 1.115 55 0.400 0.667 ´0.267 1.067
56 0.430 0.352 0.078 0.782 57 0.397 0.346 0.051 0.743
59 0.460 0.504 ´0.044 0.964 60 0.286 0.133 0.152 0.419
Table 6.3: Symmetric and asymmetric accuracies: ps and pa along with so-called producer’s and
user’s accuracies pp and pu for classiﬁcation results between all ﬂight-lines: Sokolov
2010 data-set. Classes with absolutely no matches were removed from the table.
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6.2.4 Case Study: Nominal Data
This section reviews illustrative results based on nominal data, namely the classiﬁcation of the
Sokolov 2010 data-set as described in section 6.1.2.
Raw Results
In order to facilitate an interpretation, and due to the large amount of classes, a graphical
representation of the global relative error matrix for the Sokolov 2010 classiﬁcation is provided on
ﬁgure 6.3. It makes uses of a logarithmic scale, where a number N of occurrences, is represented
by log pN ` 1q. Detailed relative cross-confusion matrices are provided in appendix B in tables
B.1 to B.6. The total matrix over the six overlaps is provided in tables B.7 and B.8.
The detailed symmetric and anti-symmetric proportions are listed in tables B.9 and B.14.
Aggregated results for all ﬂight-lines are listed in table 6.3.
Analysis
Several comments have to be made. To start with, some classes are not present in the overlapping
areas. This is for example the case of the ’vegetated water’ (index 18) which can therefore not
be analysed. This is one of the main drawbacks of the cross-comparison methodology.
The overall proportion of agreement between two ﬂight-lines is 69%. The mapping was
however designed to discriminate between diﬀerent minerals and little attention was paid for ve-
getation discrimination, hence a higher failure rate for these classes. When discarding vegetation
classes from the computations, the overall agreement increases up to 86%, corresponding to the
classical 85% accuracy requirement.
A closer look at ﬁgure 6.3 reveals several other features. Most of the greatest mis-classiﬁcations
are actually occurring between diﬀerent ’generic’ (or back-ground) land-covers. For example
classes 15 (soils) or 20 (vegetation type 2) correspond to a large proportion of pixels: each of
them corresponds to more than 105 pairs of compliant pixels, thus covering more than 1.6 km2 of
the overlapping parts of the ﬂight-lines. They can therefore be seen as background - ’by default’
- land-covers.
Since they correspond to the background classes, they are also more prone to include ’border-
line’ pixels containing a mixture of land-covers. On the other hand, pairs of pixels, although
’mostly’ corresponding one to another, are unlikely to cover perfectly overlapping areas. These
footprint discrepancies in turn leads to diﬀerent percentages of land-cover types within each pair
of border pixels, hence potentially leading to diﬀerent classiﬁcations. This explains the high
mismatches observed for these generic land-classes.
Despite being a quite straightforward explanation for many mis-classiﬁcations - e.g. ’coal type
1’ (index 3) with ’soil’ (index 15), the previous analysis fails to account for observed asymmetries
which especially occurs on some vegetation classes. For example class ’vegetation type 1’ (index
19) and ’vegetation type 3’ (index 21) both have asymmetries above 0.23 in absolute value. This
corresponds in both cases to a diﬀerence of factor two between the so-called producer’s and
user’s accuracies. This asymmetry can be explained by the fact that vegetation is very prone
to exhibiting strong BRDF eﬀects, thus making its spectral analysis in presence of consequent
changes of viewpoints diﬃcult [Asner et al., 1998; Bousquet et al., 2005; Comar et al., 2012;
Dorigo, 2008; Peltoniemi et al., 2005; Solheim et al., 2000].
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Figure 6.3: Relative confusion matrix: end-members from table 6.2). Columns: eastern flight-
lines, Rows: western flight-lines - logarithmic scale, white: no occurrence.
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Opening
A preliminary summary can start by examining results obtained for AD as displayed on table 6.4.
Summarised results are quite close to 0, indicating a good reliability of the classiﬁcation. The
’vegetation-BRDF-issue’ is furthermore also indicated by AD: the best score is indeed achieved
between ﬂight-lines 2 and 3, which are also the ones exhibiting the more open soils and areas
with fewer vegetation.
Flight-Lines AD AD 99% CI
# 1 vs. # 2 1.768 10´3 1.768 10´3 r1.759; 1.777s 10´3
# 2 vs. # 3 1.638 10´3 1.638 10´3 r1.624; 1.652s 10´3
# 3 vs. # 4 2.395 10´3 2.395 10´3 r2.373; 2.416s 10´3
# 4 vs. # 5 4.649 10´3 4.649 10´3 r4.578; 4.721s 10´3
# 5 vs. # 6 9.442 10´3 9.440 10´3 r9.102; 9.769s 10´3
# 6 vs. # 7 2.242 10´2 2.241 10´2 r1.968; 2.496s 10´2
Table 6.4: Example of AD values (raw and bootstrap) along with conﬁdence intervals for the
Sokolov 2010 data-set (classiﬁcation).
One can therefore notice that the produced results are concordant with the expected qualit-
ative variability of the observed data. It should however be noted that, for nominal data, MD
would only take the value 1 - provided there is at least one single classiﬁcation discrepancy. It is
- in this case - therefore not really worth investigating.
The presented results however require a lot of investigation: values obtained for AD as well
as pa and ps are only usable when further manual analysis is performed.
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6.2.5 Case Study: Absolute Data
As a second example, one analyses the NDVI distribution between ﬂight-lines 1 to 4 of the
Witbank 2013 data-set. Since NDVI corresponds to absolute data, the means of a basic analysis
are more restricted. Section 6.2.1 has already shown how the cumulative distribution could be
used to retrieve a maximal admissible error, the following therefore focuses on the remaining
parameters.
To start with, a survey of the retrieved AD and MD coeﬃcients are displayed on table 6.5.
It can be noticed that the retrieved MD is always equal or greater to its bootstrap conﬁdence
interval: this is a logical behaviour since it is taken as being the maximum discrepancy. All
bootstrap re-samples are therefore smaller.
Flight-Lines AD AD AD: 99% CI MD MD MD: 99% CI
# 1 vs. # 2 5.31 10´5 5.31 10´5 r5.27; 5.36s 10´5 0.194 0.0.190 r0.172; 0.194s
# 2 vs. # 3 6.31 10´5 6.31 10´5 r6.23; 6.38s 10´5 0.340 0.332 r0.300; 0.340s
# 3 vs. # 4 5.92 10´5 5.92 10´5 r5.85; 5.98s 10´5 0.532 0.523 r0.482; 0.532s
Table 6.5: Example of AD and MD values (raw and bootstrap) along with conﬁdence intervals
for NDVI over the Witbank 2013 data-set.
As a further test, the mean NDVI discrepancy between each ﬂight-line was tested for equality:
the corresponding t values and quantiles are provided on table 6.6. As one can see, the hypothesis
of an NDVI equality for both ﬂight-lines can be rejected. This is qualitatively visible when
looking at the distribution DD (see ﬁgure 6.4) and observing that the distributions are indeed
not centered on zero, hence a manual validation of the automated test results.
Flight-Lines t Q0.995 pTN´1q Result
# 1 vs. # 2 250.5 2.576 Failed
# 2 vs. # 3 176.9 2.576 Failed
# 3 vs. # 4 174.0 2.576 Failed
Table 6.6: Example of testing for NDVI values equalities: Witbank 2013 data-set.
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Figure 6.4: Example of DD plots for the NDVI computations: Witbank 2013 data-set.
6.2.6 Conclusion
Although it requires extensive interpretation, the basic indicators presented in this section allow
a ’data-near’ investigation of the results. These, except for AD, are however dependent on the
data type used within the mapping application. The latter, along with the similar MD and
CD, is therefore preferred as being more generic. Section 6.3 presents some more standardised
upper-level quality indicators.
These indicators can - and should - finally be linked with other potential quality indicators.
When ground truth data is available, even in limited number, it can be used to estimate the
bias of the L3 product. On the other hand AD, MD and CD account for the errors present
in the product, hence complementing the latter assessment. They can however be computed on
virtually any land-product, while ground-truth might be unavailable.
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6.3 In-depth Analysis: Cohen’s Kappa Coeﬃcient
The previous sections provided several tools to analyse the results based on cross comparisons
of mappings from both ﬂight-lines. These are however quite crude in the sense that they re-
quire further analysis before being of any use. This section presents some higher-level quality
indicators, allowing for a more direct evaluation of their results. These are called reliability or
inter-rater agreement coeﬃcients. Strictly speaking and following Krippendorﬀ [2004] deﬁnitions,
the agreement is what is observed, while reliability is what is inferred from these observations.
This semantic nuance has however little importance for this work: In the following sections, both
words being used in an interchangeable fashion, the actual discrepancy between both notions be-
ing explicitely addressed.
To start with, section 6.3.1 reviews the main properties of the well known and almost stand-
ard Cohen’s κ coeﬃcient. Section 6.3.2 in turn reviews other coeﬃcients, some of which were
seemingly neglected in the ﬁelds of geosciences. At last, section 6.3.3 presents the corresponding
limitations.
6.3.1 Inter-Rater Reliability: the Kappa Coeﬃcient
A classical alternative to the ’raw’ error matrix analysis consists in the computation of the so-
called κ coeﬃcient. Its use has often been been considered as a must to assess the quality of a
mapping product [Congalton, 1991, 2001; Foody, 2002, 2010; Foody et al., 2013; Lu et al., 2008;
Næsset, 1996; Smits et al., 1999; Stehman, 1996; Schiewe and Kinkeldey, 2013; Wilkinson, 2005]
and others.
In order to understand the underlying principle, imagine a 2-class classiﬁcation scheme, that
would randomly associate a class to each pixel with the probability 99% for the ﬁrst one, and
1% for the second. The overall agreement of two consecutive runs would then be 0.99 ˚ 0.99 `
0.01 ˚ 0.01 « 0.98. A naive interpretation would conclude that this is the proof of the method’s
reliability. In practice, however, this result has nothing to do with the actual classiﬁcation
reliability. Cohen’s kappa coeﬃcient, noted κ, aims at tackling this issue by accounting for the
’by chance’ agreement.
The κ coeﬃcient was ﬁrst formalised by Cohen [1960] in the ﬁeld of medical diagnostics, the
goal being to compare diagnostics made by two physicians. It has since been commonly used for
validating remote sensing data [Congalton, 1991, 2001; Næsset, 1996; Stehman, 1996].
The main idea consists of analysing the proportion of mismatches, just as for an error matrices,
but taking into account the number of agreements occurring by chance. Given two methods
of evaluation, and noting po the proportion of measures where both are agreeing, and pc the
proportion where the agreement occurs by chance, the kappa coeﬃcient is deﬁned as equation
6.3.1.
κ “ po ´ pc1 ´ pc (6.3.1)
It can be directly derived from equation 6.3.1 that if both methods strictly agree, then κ “ 1.
On the other hand, if agreement is lower than the by chance agreement, κ will be negative.
Cohen [1960] considers the probability of by chance agreement as being the joint probability of
the marginal proportions for each class. Given C classes and N elements to be classiﬁed, the
corresponding error matrix is written, A “ pai,jqi,jPrr1,Css. The po and pc are therefore deﬁned as
in equation 6.3.2. $’’&’’%
po “ 1N
Cř
k“1
ak,k
pc “ 1N2
Cř
k“1
ˆˆ
Cř
l“1
al,k
˙
¨
ˆ
Cř
l“1
ak,l
˙˙ (6.3.2)
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Its variance can be estimated using equation 6.3.3 [Rossiter, 2004; Fleiss et al., 2003] or, for
N " 100 the corresponding approximation [Cohen, 1960].
σ˜2κ “ 1N
ˆ
pop1´poq
p1´pcq2 `
2p1´poqp2popc´φ1q
p1´pcq3 `
p1´poq2pφ2´4p2eq
p1´pcq4
˙
« 1N
´
pop1´poq
p1´pcq2
¯
with
φ1 “ 1N2
Cř
k“1
ak,k
ˆ
Cř
l“1
ak,l ` al,k
˙
φ2 “ 1N3
Nř
k“1
Cř
l“1
ak,l
ˆ
Cř
m“1
am,k ` al,m
˙2
(6.3.3)
Under the Gaussian assumption, the following ’classical’ conﬁdence limits can be retrieved
from equation 6.3.3:
• 95% conﬁdence limits: κ ˘ 1.96σ˜κ
• 99% conﬁdence limits: κ ˘ 2.58σ˜κ
Cohen [1960] also proposes to test for signiﬁcance by referring the critical ratio κ{σ˜κ to the
normal curve, the null hypothesis to hopefully be rejected being κ “ 0.
Finally, Cohen [1960] provides an estimation of the ’maximum’ κ: κm. The term maximum is
here to be understood as maximum given the marginals. In other words, 1´κm is the proportion
of agreement that cannot be achieved due to diﬀering marginals when chance agreements are
excluded.
κm can therefore be obtained by replacing, in equation 6.3.1, po by pm:
pm “ 1
N
Cÿ
k“1
min
˜
Cÿ
l“1
ak,l,
Cÿ
l“1
al,k
¸
(6.3.4)
Several drawbacks are however associated with the κ values. First of all, values taken by κ
are not scaled: given a κ value, it is not possible to state whether it is a good or bad agreement.
Although Landis and Koch [1977] have proposed such an interpretation scale, most authors agree
that it is not valid in the generic case [Artstein and Poesio, 2008; Gwet, 2002; Hsu and Field, 2003;
Sim and Wright, 2005; Uebersax, 1987; Viera and Garrett, 2005; Wongpakaran et al., 2013]. The
main argument is based on the fact that κ is actually aﬀected by prevalence of the observations,
hence preventing its comparison between two consecutive studies. Consider for example the two
ﬁctional cross confusion matrices presented in table 6.7: in terms of reproducibility, a higher score
would have been expected in the ﬁrst case while the opposite actually occurs. These reasons leads
to reconsider the adequacy of the use of κ as a standard coeﬃcient for comparing classiﬁcation
results. Section 6.3.2 presents some alternatives.
Case 1 Case 2
A B A B
A 18 8 A 18 16
B 8 20 B 0 20
κ « 0.41 κ « 0.46
Table 6.7: Example of a ’failure’ of κ caused by asymmetry.
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6.3.2 Other Coeﬃcients
Although κ is the reference inter-rater agreement metric for geographical applications, several
alternatives or enhancements have been proposed.
An Extension of κ: the Weighted κ
Although not as commonly spread as the classical κ coeﬃcient, the weighted kappa, or κw
coeﬃcient enables to account for the relative importance of discrepancies [Cohen, 1968; Fleiss
et al., 2003]. This allows, for example, to consider that a mis-classiﬁcation between two vegetation
classes is less problematic than a mis-classiﬁcation between vegetation and urban classes. This
can be achieved by associating a weight matrix W “ pwk,lq to the error matrix A such as for all
pk, lq from rr1;Css:
• wk,l P r0; 1s
• wk,k “ 1
• if k ‰ l, then wk,l ă 1
If such properties are met, popκwq and pcpκwq can be deﬁned as in equation 6.3.5. When W
is the identity matrix, this yields the usual κ back. If both raters are considered as equivalent,
W has to be symmetric. On the other hand, asymmetry between raters could be modelled by
introducing asymmetries in W .$’’’’&’’’’%
popκwq “ 1N
Cř
k“1
Cř
l“1
wk,lak,l
pcpκwq “ 1N2
Cř
k“1
Cř
l“1
wk,l
ˆ
Cř
m“1
ak,m
˙ˆ
Cř
m“1
am,l
˙ (6.3.5)
Just as for κ, Cohen [1968] and Fleiss et al. [2003] provide an estimator of the variance of κw
for large sample sizes:
σ˜2κw «
1
N p1 ´ pcq2
Cÿ
k“1
Cÿ
l“1
«
Cÿ
m“1
am,l
ﬀ«
Cÿ
m“1
ak,m
ﬀ„
wk,l ´ wˆk ´ wˇl
N
j2
´ p2c (6.3.6)
Where pc is the chance rate as deﬁned in equation 6.3.5 and
wˆk “
Cÿ
l“1
wk,l
N
Cÿ
m“0
am,l and wˇk “
Cÿ
l“1
wl,k
N
Cÿ
m“0
al,m
As for the classical κ, the critical ratio κw{σ˜κw can be used to test results for signiﬁcance.
Fleiss and Cohen [1973] showed that κw is actually a generalisation of the well-known intra-
class correlation coeﬃcient. The latter does indeed correspond to the case where weights are
given by
wk,l “ 1 ´
ˆ
k ´ l
C ´ 1
˙2
Despite being considered as more suitable than the simple κ coeﬃcient [Artstein and Poesio,
2008], the weighted κ requires setting up the weight matrix, which requires some in-depth in-
formation not necessarily available.
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Other Kappa-like Coeﬃcients
Deﬁnitions other than the one from equation 6.3.2 can of course be chosen for computing the
by chance agreement proportion pc. That could in turn be used within equation 6.3.1. To start
with, the Scott’s π coeﬃcient is strictly identical to the κ coeﬃcient, except for the computations
of pc. Scott’s π does assume that the distribution of classiﬁcations by both methods is the same
and therefore estimates pc using the sum of marginal proportions: see equation 6.3.7 [Scott,
1955].
pcpπq “
Cř
k“1
ˆ
Cř
l“1
ak,l ` al,k
˙2
4N2 (6.3.7)
Scott’s π has actually been extended to the use case where more than 2 observers are com-
pared, leading to the so-called Fleiss K [Fleiss, 1971]. Given M observers, or raters, and noting
pck,lqkPrr1,Nss,lPrr1,Css the number of raters that classiﬁed the kth element as being from class l,
popKq and pcpKq are deﬁned as in equation 6.3.8.$’’’’&’’’’%
popKq “ 1NMpM´1q
Nř
k“1
Cř
l“1
´
c2k,l ´ NM
¯
pcpKq “ 1NM
Cř
k“1
ˆ
Nř
l“1
cl,k
˙2 (6.3.8)
This family aside, the S coeﬃcients initially introduced by Bennett et al. [1954] and re-
invented by several other authors [Artstein and Poesio, 2008; Hsu and Field, 2003] consider that
chance agreement is uniformly distributed among all raters and all classes. This yields pc “ 1{C.
In remote sensing, another commonly used choice for the pc term consists of introducing
a priori probabilities to the category memberships: pk for class k. The κ coeﬃcient is then
renamed as τ -index [Ma and Redmond, 1995; Næsset, 1996]. In practice, this knowledge is
however usually not available: the prior probabilities may then be assumed to be uniformly
distributed: @k, pk “ 1{N [Rossiter, 2004]. In the latter case, τ becomes an asymmetric mixture
between π and S coeﬃcients.
pcpτq “
Cÿ
k“0
˜
pk
Cÿ
l“0
al,k
¸
{N (6.3.9)
Both S and π are making stronger assumptions on the distributions and the relationships
of by chance classiﬁcations than the κ coeﬃcient. For example, Scott’s π assumes that both
by chance classiﬁcations are made using the same underlying probability distribution. When
comparing a ground-based classiﬁcation and an image-based one, this might seem a quite con-
straining hypothesis, thus leading to a preferred use of κ. On the other hand, when comparing
classiﬁcations performed over two consecutive ﬂight-lines, this hypothesis makes more sense.
111
Beyond Nominal Data
All the coefficients presented so far are only dealing with nominal data. Several other types of
coefficients have however been developed for different data types. Kendall rank coefficient, also
called ’Kendall’s τ can be used on ordinal data: it compares the correlation between the orderings
of the data. In a similar manner, Kendall’s W accounts in a slightly more refined manner for
the case where more than two observations have to be compared [Kendall and Smith, 1939]. The
Goodman and Kruskal λ for nominal data and their γ for ordinal data take into account prob-
abilistic models for activity [Goodman and Kruskal, 1954, 1959].The Pearson product moment
correlation coefficient, also called Pearson correlation - or ρ - is likely the best known two-rater
agreement. It accounts for a linear relationship when both variables are normally distributed.
Pearson’s correlation can be computed from interval data up to absolute data.
The Spearman’s r, or Spearman’s rank correlation coefficient can be used to assess dependence
between two populations in terms of a monotonic function. It can be used from ordinal data up to
absolute data. It actually consists of a translation of pairs of values into ranks before computing
the Pearson’s correlation coefficient between these. The Cronbach’s α has been designed for
ratio data and quantifies the consistency by which observation units are judged by observers. It
however does not account for how many observations actually agree [Hayes and Krippendorff,
2007].
6.3.3 Limitations
However, among all these coefficients - including the Cohen’s κ, none is able to cover indistinctly
all data types: they are therefore lacking generality. Furthermore, several of them, including the
κ coefficient, are not able to tackle cases where data is rated by more than two observers or when
some ratings are missing. Although the later case could potentially be tacked by adding a ’no
data’ class or category, this would however be likely to introduce some bias in the computations
and should therefore be avoided.
In practice both cases are likely to happen when working on Earth observation data. For
example, when dealing with two overlapping flight-lines, it might happen that some ’ground-
truth’ data is actually available within the overlap areas. In such cases, it would be annoying to
discard it from computations, just because one cannot deal with it.
One can consider the case where the mapping application includes a ’cannot-judge’ decision
step. This is for example the case of the classification scheme presented in section 6.1.2. A
potential solution to both issues might reside in the so-called Krippendorff’s α coefficient [Artstein
and Poesio, 2008].
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6.4 A Uniﬁed Framework: Krippendorﬀ’s α
This section introduces a more generic inter-rater reliability coeﬃcient, Krippendorﬀ’s α, which
overcomes many limitations of the aforementioned coeﬃcients while being generic a the same
time [Krippendorﬀ, 1970, 2004; Hayes and Krippendorﬀ, 2007]. Although its use has been re-
commended in various ﬁelds such as social sciences [Krippendorﬀ, 2004], medicine [Wongpakaran
et al., 2013] or linguistics [Artstein and Poesio, 2008], it does not seem to have ever been in-
troduced in geosciences where the use of κ and κ-like coeﬃcient does not appear to have been
questioned except on few occasions [Olofsson et al., 2013] where no alternative was proposed.
Section 6.4.1 reviews some of the properties one could expect from a reliability coeﬃcient.
Sections 6.4.2 to 6.4.4 then presents the main computational aspects before making the link with
other coeﬃcients in section 6.4.5.
6.4.1 Motivations
Instead of producing yet another reliability coeﬃcient, this section starts by reviewing what a
reliability coeﬃcient should account as explicated in [Hayes and Krippendorﬀ, 2007; Krippendorﬀ,
2004, 2011b]:
1. It should be able to account for the amount of agreement between at least two observers.
This also implies that the amount of observers and their permutation should not aﬀect the
data. One could note that this is in slight disagreement with more classical frameworks
applied to Earth-observation, where observers are not interchangeable (τ -index, etc). Ob-
servers are supposed to be independent.
2. It should be based solely on the actual observation, not on the expected categories.
3. It should be scaled with at least two points of deﬁned reliability.
4. It should be able to handle diﬀerent data types3 and be modiﬁed only by changes to the
subsequent metrics.
5. It should have a computable or, ideally, a well known sampling behaviour.
Bearing this ﬁve requirements in mind, the principles of Krippendorﬀ’s α coeﬃcient can be
explained. One should also note that the previously stated coeﬃcients are violating one or several
of these conditions, if only be because they can usually only apply to speciﬁc cases. Moreover,
remote sensing coeﬃcients derived from κ are typically un-compliant with condition one.
6.4.2 Principles
Krippendorﬀ’s α general expression is given in equation 6.4.1, where Do is the observed dis-
agreement among values, and De is the disagreement expected by chance instead of by intrinsic
properties of the data [Krippendorﬀ, 2011a]. The strength of the approach, however lies within
the computation of the two last terms:
α “ 1 ´ Do
De
(6.4.1)
The computations of Do and De are presented here in the generic case. Speciﬁc cases where
α can be computed in a simpler manner are explained in Krippendorﬀ [2011a].
3In Hayes and Krippendorﬀ [2007] vocabulary: these are called level of measurement.
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As before, the amount of observation units is noted N . Observation of unit n leads to J
ratings - trn,juj - corresponding to the judgement issued by the jth observer. It should be
noted that rn,j can potentially take the value ’no judgement issued’. The number of diﬀering
observation values diﬀerent from the latter - potentially JN - is noted K, tvkuk being the set of
obtained values, still excepting the ’no judgement issued’ one.
To start with, the K by N ’units-by-values’ matrix, M “ pmk,uq, with mk,n being the number
of judgements equals to vk obtained for the nth observation:
mk,n “ Card
´
trn,j | rn,j “ vkujPrr1;Jss
¯
Finally, using the notations:
• cn “
Kř
k“1
mk,n, the number of judgements actually issued for the observation unit n.
• dk “ ř
n|cną1
mk,n, the number of values vk, omitting observation units with one or no
judgement values.
• C “ ř
n|cną1
cn, the total number of values, omitting observation units with one or no
judgement values.
Do and De can ﬁnally be deﬁned as follows, μ being the metric from section 6.1.1 adapted
to the current type of data:$’’’’&’’’’%
Do “
Nř
n“1
1
cn ´ 1
Kř
k“1
Kř
l“k`1
mk,nml,nμ pvk, vlq2
De “ 1
C ´ 1
Kř
k“1
Kř
l“k`1
dkdlμ pvk, vlq2
(6.4.2)
It can be observed that the ﬁrst four requirements stated in section 6.4.1 are met in a straight-
forward manner. In particular, α is scaled from 0 - the categories are unrelated to the described
units - to 1 for a perfect reliability. The coeﬃcient can also be negative, which corresponds to
systematic disagreements.
6.4.3 Conﬁdence Intervals
Beside its computational complexity, Krippendorﬀ’s α suﬀers from another drawback: there is no
general expression for its conﬁdence interval, thus making it necessary to rely on bootstrapping
[Krippendorﬀ, 2006]. This, as seen in section 6.2.2, is not intrinsically complex but would require
a large amount of re-computations of the α coeﬃcient: typically B “ 20000 or more. This would
in turn increase the computational cost by as many runs.
On the other hand, relying on bootstrapping discards the need for any assumption on the α’s
distribution, leading to potentially more accurate information [Hayes and Krippendorﬀ, 2007].
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6.4.4 Note on Complexity
Once M has been computed, Do requires in its basic implementation O
`
NK2
˘
evaluations of the
metric μ, while De can be assessed in only O
`
K2
˘
evaluations. Accounting for bootstrapping,
this yields a complexity of O `NBK2˘. Storing M requires on the other hand O pNKq space: it
can however be computed only once for each bootstrap iteration.
In practice, the main unknown is K. For a classiﬁcation of ordinal data, it is typically smaller
than 100 and can even be smaller than 10. On the other hand, when dealing with continuous
data, the amount of encountered values can virtually explode: 1 and 0.9999999999999 are two
diﬀerent values, which leads to very high computational times, K having a polynomial impact.
The last issue can however be partially left aside by ’sub-sampling’ the results to quantiﬁed
categories, at the cost of a loss of information.
One can also note that, in comparison to the Cohen’s κ, the α coeﬃcient involves slightly
more abstract equations as well as a much higher computational complexity.
6.4.5 Relationships Between Krippendorﬀ’s Alpha and Other Coeﬃ-
cients
Despite having a more complex form, Krippendorﬀ’s α can be simpliﬁed in some speciﬁc cases.
When dealing with nominal data and when all observation units lead to a statement (i.e. no ’no
judgement issued’ class), Scott’s π and Fleiss’ K are approximations of Krippendorﬀ’s α as long
as N is large. The coeﬃcients are actually asymptotically equal when the number of observations
tends to inﬁnity.
For ordinal data and in the absence of ties and as long as all observation units lead to a
statement, Spearman’s ρ is also an approximation of α, provided that N is large: this becomes
an equality when N tends to inﬁnity.
Finally one should stress the diﬀerences between κ and α. Besides its much wider scope, α
can be related to Scott’s π, assuming a similarity between both coders. This is in accordance
with point one from section 6.4.1 and achieved by analysing the coincidences of observations. On
the other hand, Cohen’s κ fails to account for the unequal classes uses made by the two judges
[Krippendorﬀ, 2004].
6.4.6 Conclusions on Theoretical Background
It should be noted that most of the rater agreements usually consider each set of observations
as being equivalent. This is interchangeable: taking At instead of A would not alter the results.
This is in compliance with the study areas where most of the research on the topic was done.
This encompasses medical diagnostics, where diagnostics of two or more physicians are compared
(e.g. [Wongpakaran et al., 2013]), poll-surveying and marketing where the contribution of dif-
ferent interviews are compared (e.g. [Feng, 2012]), content analysis where diﬀerent interpreters
transcribe information into nominal categories (e.g. [Artstein and Poesio, 2008]), and many other
cases.
In remote sensing, however, this symmetry has been left aside, one observation being usually
considered as ’the truth’ (usually the ’ground-truth’) and the second one being the data to
be validated (usually, mapping derived from the remote-sensing data) [Congalton, 2001; Foody,
2002; Smits et al., 1999]. This culminates with the τ -coeﬃcient which is intrinsically asymmetric.
In the following, this asymmetry is ignored. Comparison, is indeed made between two consecutive
ﬂight-lines, neither of which is intrinsically better than the other. This leads back to the roots
of inter-rater evaluation.
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Despite being considered as almost a standard, the κ coeﬃcient is arguable [Gwet, 2002].
One of the most direct criticisms regards its inability to assess non-nominal data. This is in
practice quite a limitation since classiﬁcation only represents a subset of the available information
extraction methods. For example, band ratios such as the widely used NDVI (see section 2.4.2)
as well as quantitative analysis [Bayer et al., 2012; Ehrler, 2014] are producing continuous, real
valued results: κ coeﬃcient is not applicable in such use case.
In order to address this issue, the use of the Krippendorﬀ’s α coeﬃcient is proposed not only
for this relative assessment, but also as a replacement for Cohen’s κ. Krippendorﬀ’s α does indeed
tackle several ﬂaws inherant to the κ coeﬃcient while being at the same time extremely versatile.
This does of course involve a greater computational cost - especially due to the requirement of
a bootstrap to obtain its conﬁdence interval. In the context of this study, where processing
durations are of little importance, this drawback is however of little importance.
Notwithstanding criticisms, results based on Cohen’s κ coeﬃcient are also presented, hence
making the link with this common quality assessment tools. Their meaning and should however
not be over-rated.
6.5 Experimental Results
To start with, a look back at the classiﬁcation results from section 6.1.2 has to be done: the kappa
coeﬃcient was computed for each pair of ﬂight-lines, as well as for the combinations of overlaps
(see table 6.8). As one can see, the results are not self-compliant: κ coeﬃcients obtained for each
ﬂight-line should actually have been included within the conﬁdence intervals obtained for the
global data-set. This issue might actually be linked to a violation of the normality hypothesis
issued for estimating κ’s conﬁdence interval (see section section 6.3.1)4.
Another explanation can be retrieved from the data itself. One shall remember that the
evaluated classiﬁcation was primarily designed for mineral mapping, little care being paid to
the classiﬁcation of vegetation types. It follows, as can be already seen in ﬁgure 6.3, that the
vegetation classes are less accurately mapped than the mineral ones. The corresponding κ should
therefore also vary depending on the ground-cover type. Although this trend can be qualitatively
observed - κ is indeed higher for ﬂight-lines 2 and 3, which corresponds to the overlap with the
more open soils - this seems unlikely to be the only valid explanation. Indeed, ﬂight-lines 5, 6
and 7 are sharing the same land-covers, and should therefore exhibit a similar κ, which is in
practice not the case.
Flight-Lines κ coeﬃcients 99% conﬁdence
#1 vs. #2 0.59 ˘4.4 10´3
#2 vs. #3 0.69 ˘4.1 10´3
#3 vs. #4 0.66 ˘6.2 10´3
#4 vs. #5 0.55 ˘1.4 10´2
#5 vs. #6 0.60 ˘2.8 10´2
#6 vs. #7 0.65 ˘8.0 10´2
global 0.63 ˘5.3 10´3
Table 6.8: κ scores obtained over scene Sokolov 2010 (see section F.2): w “ 10, n “ 7.
4Another possibility is that each ﬂight-line was out of the 99% interval: this is however quite unlikely: the
corresponding probability being 0.016 “ 10´12. . .
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In opposition to the κ, the Krippendorﬀ’s α coeﬃcient provides much more plausible results
(see table 6.9). To start with, although producing quite diﬀerent results for the ﬂight-lines 5 to 7,
the corresponding conﬁdence intervals are widely overlapping, thus indicating similar properties.
There are similarly sound overlaps of the conﬁdence interval obtained for the complete scene
and the ones obtained for one to one comparison of the ﬂight-lines. A noticeable exception is -
as expected - results obtained for ﬂight-lines 2 and 3. Corresponding mostly to open-soils, the
classiﬁcation performed in a much better way, thus leading to a higher α.
It should however be noticed that these outputs indicate quite ’bad’ results, most results
being lower than 2{3 - the limit for allowing tentative conclusions in social sciences according
to [Krippendorﬀ, 2006]. This can be - again - explained by the large proportion of vegetation
present within the imagery.
Flight-Lines α coeﬃcients 99% conﬁdence
#1 vs. #2 0.62 r0.60; 0.63s
#2 vs. #3 0.71 r0.70; 0.73s
#3 vs. #4 0.65 r0.63; 0.67s
#4 vs. #5 0.58 r0.55; 0.61s
#5 vs. #6 0.63 r0.59; 0.67s
#6 vs. #7 0.53 r0.39; 0.66s
Global 0.63 r0.62; 0.65s
Table 6.9: α scores obtained over scene Sokolov 2010 F.2: w “ 10, n “ 7.
When computed on mineral classes only (i.e. the ﬁrst 16 classes), the Krippendorﬀ’s α
coeﬃcient does in practice lead to much more compliant results. It should however be noted,
that the overlap between ﬂight-lines 5, 6 and 7 was discarded, due to the absence of a suﬃcient
number of mineral pixels:
• Between ﬂight-lines 5 and 6, only two mineral classes are present. which is not enough to
provide a reliable comparison with other ﬂight-lines overlaps. The α coeﬃcient can however
be computed as being equal to 0.95 with a 99% conﬁdence interval of r0.88; 0.99s. which
indicates a very good agreement for these two speciﬁc classes.
• Between ﬂight-lines 6 and 7 no mineral class was detected, thus making it impossible to
compute the reliability coeﬃcients.
One can ﬁnally note that the overlap between ﬂight-lines 4 and 5 was included in the compar-
isons, although they represent only a subset of the scene’s mineral classes corresponding to the
overburden soils. In particular, the coal classes are absent. Results are summarised in table 6.10.
It can be seen that both coeﬃcients indicate a qualitative increase of reliability. However, κ is
still not compliant with itself: the conﬁdence intervals are not overlapping either when comparing
ﬂight-line to ﬂight-line, or when comparing with the global score.
On the other hand, Krippendorﬀ’s α coeﬃcient provides results compliant with their own
conﬁdence intervals. A slight exception should however be noted for the overlap between ﬂight-
lines 5 and 6 which presents signiﬁcantly higher scores. As already presented, this is due to the
presence of only a subset of the mineral classes found in other ﬂight lines. In particular most
of the similar classes (e.g. coals type 1 and type 2) are not present, thus limiting the risk of
mis-classiﬁcations and increasing the reliability.
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Flight-Lines α α: 99% conﬁdence κ κ: 99% conﬁdence
#1 vs. #2 0.74 r0.71; 0.77s 0.741 ˘8.5 10´3
#2 vs. #3 0.74 r0.68; 0.79s 0.758 ˘1.1 10´2
#3 vs. #4 0.77 r0.74; 0.80s 0.819 ˘9.9 10´3
#4 vs. #5 0.78 r0.73; 0.82s 0.761 ˘4.2 10´2
global 0.78 r0.75; 0.81s 0.795 ˘5.0 10´3
Table 6.10: α and κ obtained over scene Sokolov 2010 (see section F.2): w “ 10, n “ 7. Overlaps
between ﬂight-lines 5 to 7 were discarded due the absence of mineral pixels.
6.6 Conclusions
This chapter has shown how pairs of pixels, as retrieved in chapter 4, can be used to gain a
generic quality assessment over rasterised land-products. Diﬀerent quality indicators have been
proposed, allowing an evaluation of the mapping results reliability. Among these, the AD and
MD coeﬃcients allow a basic but quick evaluation, independently from the data type used. On
the other hand, it has been proposed to use Krippendorﬀ’s α as a higher-level coeﬃcient in
place of the limited but widely-used κ coeﬃcient. Both coeﬃcients, eventually along with the
presented reﬁned tools for sub-cases, allow a rating of the mapping reproducibility.
It has also been shown how to combine results from diﬀerent pairs of ﬂight-lines. This latter
ability is however limited by several factors. For an in-depth analysis, each ﬂight-line should
present similar land-covers, or at least lead to similar mapping results. Furthermore, while
Krippendorﬀ’s α is quite stable to scale changes, this is not necessarily the case for simpler
coeﬃcients. For example, a classiﬁcation scheme that has 20 matches with 3 errors for a ﬁrst
overlap and 10 matches with 1 error on a second overlap leads to: AD1 “
?
3 {20 “ 0.087,
AD2 “
?
1 {10 “ 0.1 but for the global overlap of AD “ ?3 ` 1 {p20 ` 10q “ 0.067 where no
direct link to AD1 or AD2 could be retrieved. This can be seen as a further argument toward
the use of Krippendorﬀ’s α.
It should ﬁnally be stressed one more time that the proposed assessment is a relative one: in
other words, it accounts for errors, not for biases. A systematic disagreement between the ’reality’
and the mapping application can indeed not be observed when comparing results from ﬂight-
line to ﬂight-line. The corresponding bias can therefore not be accounted for by the proposed
methodology. In practice, such a limitation however has a limited impact. Systematic bias can
indeed be assessed by a comparison with diﬀerent measurements such as ground-truth and has
already been widely assessed - for example, and among many other approaches in [Olofsson et al.,
2013, 2014]. This is therefore left aside in the forthcoming developments.
Nevertheless, the proposed indicators AD, MD or even α can be used as generic extensions
to the EUFAR quality indicators. Even if they are more than ’just tags’ their results are simple
enough to interpret for justifying their use on land-products.
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Chapter 7
Improving Land-Products
If you can not measure it, you can not improve it.
Lord Kelvin - Scientist
Chapter Summary
The previous chapter has presented how generic quality indicators could be retrieved from results
of CPAM. This chapter uses these results to improve the land-product reliability by optimising
these reliability indexes over the land-product model’s coeﬃcients. After explaining the underlying
model and limitations, comments and recommendations on suitable optimisation methods are
made. Finally this framework is applied to an example.
7.1 Introduction
Chapters 4 and 6 have explained how overlapping parts of hyperspectral ﬂight-lines could be
used to retrieve an assessment of the reproducibility of a mapping product. Given a speciﬁc
case-study, getting such a rating leads in turn to several practical questions.
• Is the achieved quality enough for our application?
• Is it the best that could be achieved?
As seen in sections 3 and 6.1.1, the ﬁrst question can only be answered by the end-user of
the results. However, when it is answered with a negative answer, it is quite likely that the data
provider will be asked: ’Is it possible to improve this result?’, which is, in essence, similar to the
second question.
Since quality assessment as presented in sections 4 and 6 can be performed on a regular basis,
it can theoretically be used to tune the inputs used in computations in order to get an optimum
result. These inputs are threefold:
• The input data itself - e.g. the hyperspectral data, and some ground-truth: D
• The parameters used for running the models: λ
• The models used for processing the data: M : λ,D Ñ Mλ pDq “ R
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Formally, if  pRq denotes the quality criterion - typically AD or Krippendorﬀ’s α - associated
to the result R, the goal becomes about ﬁnding the inputs minimising the quality criterion:
arg min
M,λ,D
 rMλ pDqs (7.1.1)
Section 7.2 summarises and stresses the degrees of freedom available to improve the data. The
retained methodology is then summarised in section 7.3 before being applied to an illustrative
application in section 7.5.
7.2 Framework & Constraints
7.2.1 Constraints
To start with, some constraints on equation 7.1.1 have to be mentioned. First of all, since the
quality indicators derived on chapter 6 are based empirically on the data, they can only be
computed once the data has been acquired and pre-processed.
A direct corollary, given the practical cost of a ﬂight survey in terms of time and money, is
the fact that the ’raw data’ cannot be changed. Redoing the same survey several times is - in
almost all cases - not an option. From this point, it might seem that end-users are doomed to
live with the retrieved quality.
Looking back into the processing chain, there are however two remaining degrees of freedom:
the models and their parameters. Assuming that the processing was performed using state of the
art methodologies, it seems quite unlikely that the models could be improved or even changed
on the short term. For example, many models are actually based on physical considerations.
Swapping them would therefore make very little sense except for a few speciﬁc cases which are
usually well identiﬁed.
There might of course be some speciﬁc cases where several alternative models are available,
for example diﬀerent classiﬁcation methodologies. Even in such a case there would usually only
be a handful of available methodologies. One could therefore perform the analysis for each of
them, then compare each quality criterion and their conﬁdence intervals to retrieve the most
suitable one [Ehrler, 2014].
In general, the only ’true’ degree of freedom which remains is therefore the set of parameters
used for processing models. Section 7.2.2 reviews the details of their set-up and origins.
7.2.2 Model’s Parameters: Origins and Analysis
Before trying to adjust the model’s parameters, one should pay attention to their origins, and
therefore to the extent they can be tuned. One can indeed identify several cases. Although these
categories do not correspond to strict boundaries, they could be divided in the following rough
types.
• Empirical parameters set by the users. They can be tuned without limitations, provided
one stays within their deﬁnition domain. This type does for example encompasses the
’proportion parameter’ in most of the applications where results are based on a weighted
sum of a ’prior’ term - including information about expected behaviour - and a ’data’ term
accounting for what is actually observed in the data [Rochery et al., 2006; Descamps et al.,
2008]. For example an asphalt road can be deﬁned by the prior statement ’its shape should
be close to linear ’ and the data term: ’it has the spectral response of asphalt’. The relative
importance of these two statements is a model parameter not a priori known.
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• Measured parameters. These parameters should be measured along with a conﬁdence
interval. It is possible, provided they are not of purely statistical nature, to tune them but
this has to be done in conjunction with their measurement uncertainties. This category for
example encompasses calibration parameters [Baumgartner et al., 2012; Lenhard, 2012].
• Physical parameters. They are actually ﬁxed by underlying physical laws and cannot be
directly tuned. This is for example the case of the absorptions bands induced by a speciﬁc
mineral [Bayer et al., 2012].
It should be stressed again that these categories are not always strict ones: most parameters
are in practice more likely to be a mixture of these. For example, there is a relationship between
an amount of atmospheric water vapour and the corresponding absorption. The absorption is
however quite likely to be a measured parameter, thus not strictly deﬁning the water vapour
content. From a qualitative point of view, one would prefer to optimise parameters ’close to’
being empirical, while physical parameters should be left aside.
7.3 Methodology: Improving Results
As seen in section 7.2.1, the original model from equation 7.1.1 can already be restricted to
equation 7.3.1, where λ is the set of ’tunable’ parameters, while λ0 is the set of physical, non-
tunable parameters:
argmin
λ
 rMλ0,λ pDqs (7.3.1)
Even in this simpliﬁed case, several points remain to be discussed. Section 7.3.1 reviews some
further limitations to the choice of the parameters to be tuned. Section 7.3.2 and 7.3.3, in turn,
reviews some limitations of this optimisation process as well as workarounds.
In the following, the set of non-tuned parameters are omitted from the notations and is
considered as part of the data.
7.3.1 Which ’Empirical’ Parameters?
Before going any further, a ﬁrst issue has to be addressed. In section 3.3.1, the Monte-Carlo error
propagation framework, was dealing with a similar issue: given a probability density function of
the input data and parameters, what would the output probability density function look like?
The retained solution consisted in randomly sample tuplets of these inputs before propagating
them into the system in order to obtain the output distribution. One of the main limitations of the
approach was its computational complexity. Given P parameters, the corresponding simulation
would involve getting a dense parsing of a P -dimensional space which yields an exponential
complexity.
When tuning the parameters to obtain the best achievable result, the search is about looking
for a minimum on a P -dimensional space, which is having an exponential complexity in P too.
It is therefore leading, in almost all cases to non feasible computation times. A selection of a
subset of the parameters should therefore be done.
A second issue is the retrieval of the matches: as seen in chapter 4, the algorithm is actually
based on L2 data. This means that changing the parameters used for atmospheric or ortho-
rectiﬁcation parameters would potentially lead to a new set of matches, hence preventing an
optimisation to take place on them. Optimising the L2-data by comparing pairs of matches is
therefore a very complex - if not impossible - task. The parameter tuning therefore only takes
place for processing steps of a higher level than L2: namely L3.
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Both arguments lead to the conclusion that the optimisation should take place on land-
product generation models only, hence limiting the amount of parameters to be optimised while
maintaining the validity of the approach.
7.3.2 Optimisation Constraints
A further issue to be considered is the parameter definition domain. Since the optimisation aims
at decreasing the amount of discrepancies between both flight-lines, there is a risk to over tune
the parameters to produce an artificial result. For example, a classification might be optimised
to allocate to each pixel the same class - independently of its spectral content. The similarity
between each flight-line would then be extremely high, although its intrinsic validity would be
null and void.
This implies, in practice, that the parameters have to be kept in a plausibility range. For
measured parameters, this should be comparably straightforward. On the other hand, empirical
parameters might require some analysis before their admissibility domain can be derived. This
leads to nothing more than a set of constraints on the parameters’ domain.
Alternatively or in conjunction with the aforementioned constraints, a few external constraints
might of course be added. These could for example be some ’ground-truth’ information such as
’this specific pixel has to be from class ’C’ ’.
7.3.3 Over-fitting
A potential issue has finally to be addressed. Depending on the model, the optimisation result
might yield a perfect agreement while that the agreement is completely out of bounds when
outside of the set of control points. A well-known example of such phenomenon is the so-called
Runge effect when performing an interpolation by means of polynomials: even if a polynomial
- e.g. a Lagrange interpolation polynomial1 - is exactly fitting on every control points, it might
still be extremely different from the actual data (see figure 7.1).
In order to account for this potential issue, the set of control points has to be split into two
subsets. The first one is used solely to retrieve the optimum parameters, the second one being
solely used to control the results and ensure that the minimisation process went well. If it has
not, some further constraints - depending on the model - would have to be included. From a more
generic point of view, the use of a test subset unused for computations is a classical validation
method in machine-learning techniques.
The selection of the validation subset is here achieved using the so-called random sub-sampling
validation. Due to the large number of retrieved matches, exhaustive cross-validation is indeed
not feasible. On the other hand, taking a few percent of the retrieved matches as a valida-
tion group should encompasses enough points to grant a statistically valid representation of the
complete set.
1For Lagrange polynomials, see appendix A.4.5.
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Figure 7.1: Example of over-fitting: when provided with too many control points, a Lagrange
interpolation might be subject to the Runge effect: although perfectly fitting to the
control points, the interpolation has little to do with the original data.
7.4 Optimisation Method
7.4.1 Generic Considerations
In general, very little is know about the behaviour of the error term with respect to the model’s
parameters. It might be a non-convex relationship or a non-derivative function. There is fur-
thermore no information about potential local minima. The selected methodology however has
to be able to retrieve the global minimum. In order to achieve such goals, the optimisation
has to rely on stochastic methods, whose two main classes are simulated annealing and genetic
methodologies [Allaire, 2005].
The simulated annealing method was introduced by [Kirkpatrick et al., 1983] and [C˘erný,
1985]. It consists in randomly exploring the parameter space by moving to a new set of parameters
if:
• it leads to a higher reliability.
• or is randomly accepted using an always decreasing probability.
Genetic algorithms on the other hand generate a population of possible sets parameters. It
then mutates and mixes these sets iteratively, keeping them with a probability that increases
with the reliability they induce, thus mimicking genetic evolution.
The comparison of simulated annealing and genetic algorithm methods have lead to numerous
publications about their relative speed and approximations of the optimum. Ross and Corne
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[1995] presented empirical experiments on the timetable allocation problem with the outcome
that simulated annealing performed better than genetic algorithms. This result was backed up
with experiments made on graph optimisation problems which indicated that simulated annealing
was both faster and more accurate than genetic algorithms [Lahtinen et al., 1996].
On the other hand, Manikas and Cain [1996] applied both approaches on circuit design issues
and obtained the opposite conclusion in terms of accuracy. They however did not mention
execution times. Finally, Hosny [2011]; Garg [2009] empirically retrieved similar accuracies for
both methods in the ﬁelds of pick-up/delivery and crypto-analysis. Hosny [2011] indicates an
advantage for the simulated annealing in terms of execution speed. [Arostegui Jr. et al., 2006]
indicated similar ﬁndings in the ﬁeld of facilities location: depending on the case study, simulated
annealing and genetic algorithms are alternatively better than the other one.
From these studies, it appears that the simulated annealing seems to be at least equivalent
to the genetic algorithm when taking into account both execution times and ﬁnal accuracies.
Since it also requires less tuning than the genetic algorithms (for example, no cross-over of the
population), simulated annealing is preferred over the latter. This should not hide the fact that
there is no intrinsic hierarchy between both methods.
7.4.2 Other Methodologies
It should be stressed again, that, as soon as the parameters have a nicer relationship to the
reliability function, other optimisations methodologies - usually much more eﬃcient - should be
preferred. The potential variety of speciﬁc cases is however too wide to be addressed exhaustively
in the general case. As potential particular cases, one could cite [Allaire, 2005; Weise, 2009]:
• If D pλq is convex and diﬀerentiable, gradient descent methods could be used.
• Linear programming methods could be used when the reliability function and associ-
ated constraints can be expressed as a linear combination of the model’s parameters:
D pλ1, . . . , λkq “ a1λ1 ` . . . ` akλk.
• Local optimisation methods could be used when a solution ’near’ the global optimum is
known.
When D is derivable, direct retrieval of the optimum parameters might be obtained by
computing the λ meeting the optimality conditions:$’’’&’’’%
BD
Bλ pλq “ 0
B2D
Bλ2 pλq ě 0
(7.4.1)
Except for trivial models, these cases are however quite unlikely to occur and one has to rely
on simulated annealing.
7.4.3 Simulated Annealing
Now that the simulated annealing has been proposed as the standard optimisation method for
this work, its background is reviewed in more detail. The next paragraphs presents the details
of the algorithm before reviewing its convergence.
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Algorithm
The main idea of the algorithm is inspired by the annealing method used in metallurgy [Kirk-
patrick et al., 1983]: a material is slowly cooled in order to allow its internal crystals to grow to an
optimum size, ensuring better mechanical properties. In simulated annealing this slow decrease
of the system’s energy is translated into an iterative modiﬁcation of the system - here the para-
meters to be tuned - along with a slow decrease of the acceptance rate for getting into a ’worse
state that the current one’. The possibility to decrease the quality of the current parameters-set
enables to avoid been trapped in local minima, thus getting an optimum.
In practice, each conﬁguration - p - of the material leads to a speciﬁc energy - E. The
probability for the material in conﬁguration p, when at thermal equilibrium at temperature is
T , can be expressed as being proportional to the Boltzmann distribution (also called Gibbs
distribution):
P ppq9 exp
ˆ
´Eppq
kBT
˙
(7.4.2)
kB being the Boltzmann’s constant. This yields that the ratio of probabilities corresponding
to two states is given by the so-called Boltzmann factor, depending solely on each state energy
and on the temperature.
P pp1q
P pp2q “ exp
ˆ
´Epp1q ´ Epp2q
kBT
˙
(7.4.3)
This property can then be linked to the Metropolis-Hasting algorithm to obtain random
samples of the conﬁguration according to the corresponding distribution at each given temper-
ature [Hastings, 1970]. For high temperatures, the actual energy for each conﬁguration plays
little role, thus allowing to explore their whole set without being stuck at a local minimum. At
low temperatures, the conﬁgurations corresponding to lower energy is preferred, thus ensuring a
convergence to the minimum.
In the following, the material conﬁguration - or state - is simply the set parameters to be tuned
λ, the energy corresponding to the score of the AD coeﬃcient obtained for λ, given a speciﬁc
data-set D: AD pλq. The formal method is given in algorithm 4. The proposed implementation
corresponds to a piecewise constant geometrical cooling [Brooks et al., 2003; Ortner et al., 2007].
Other equivalent alternatives however exist but lead to greater computation times [Ortner et al.,
2007; Weise, 2009].
As stated, there are ﬁves parameters for the algorithms to be determined.
• The initial state: in practice this does not play a role, provided the initial temperature is
high enough to allow an almost random parsing of the initial conﬁgurations.
• The decrease parameter, c, it is typically set to 0.995.
• The start and end temperatures Ts and Te as well as the step length m are set empirically
(see section 7.5).
Convergence
The previous sections have presented the simulated annealing as a method which allows to obtain
the minimum of a mapping2 with almost no external hypothesis. This strength however has a
cost: the computational complexity of the algorithm.
2Here ’mapping’ is to be understood in its mathematical sense.
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Algorithm 4: Simulated Annealing
Data: λ0: an initial state
Data: Ts: an initial temperature
Data: Te: a ﬁnal temperature, close to 0K
Data: c: the decrease rate for the temperature: 0 ă c ă 1
Data: m: the iso-temperature step length
Result: λi: optimised set of parameters
1 Initialisation:
2 Ti “ Ts
3 λi :“ λ0
4 Ei “ AD pλiq
5 while Ti ą Te do
6 for k from 1 to m do
7 Draw a new set of parameters λnew close to λi
8 Enew “ AD pλnewq
// Compute λnew’s reliability
9 Draw a random number p
10 if p ă expr´ pEnew ´ Eiq {Tis then
11 λi :“ λnew
12 Ei :“ Enew
13 end
14 end
// Update temperature:
15 Ti :“ cTi
16 end
Various proofs of the algorithm convergence to a global minimum as well as for its sub-cases
have been proposed [Anily and Federgruen, 1987; Gidas, 1985; Granville et al., 1994; Hajek, 1988;
Ingber, 1993; Nolte and Schrader, 2000] etc. As stressed by [Nolte and Schrader, 2000; Weise,
2009], these proofs are however theoretical: the convergence rate for ﬁnite sets of conﬁgurations
is slower than a systematic enumeration of all conﬁgurations. Empirical results however show
that the algorithm converges faster to good approximations of the global optimum although no
proof exists in the general use case [Nolte and Schrader, 2000; Weise, 2009]. A workaround for
this drawback consists of running several instances of the algorithm, and comparing the end
results: thus checking for their consistency.
In practice, given a start and an end temperatures, Ts and Te, the choice of a geometric
decrease of the temperature by a factor c (i.e. Ti`1 “ cTi) yields a total number of iterations, I,
equals to:
cITs “ Te ñ I “ logpTeq ´ logpTsqlogpcq (7.4.4)
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7.5 Application
The previous sections have proposed a generic and quite abstract methodology that can be
used to compute the mapping model’s parameters that would lead to an optimal reliability. This
chapter applies the methodology to a case study: namely the classification applied to the Sokolov
2010 data-set (see section 6.1.2). The optimisation focuses on the overlap between flight-lines
2 and 3 where most of the mining activities are taking place: performing it over the complete
scene, thus including a higher percentage of vegetation pixels, would work in exactly the same
way, but would produce slightly different results, paying more attention to vegetated classes.
To start with, section 7.5.1 reviews the details of the classification approach, and the potential
parameters to be tuned. Section 7.5.2 reviews the simulated annealing approach used for this
specific case. Finally section 7.5.3 presents a summary of the results.
7.5.1 Classification Model
Background
As already summarised in section 6.1.2, the classification was performed on 59 end-members.
’Dark pixels’ from the imagery, containing too low reflectance values, were first masked out.
Each pixel was then compared by means of a weighted spectral angle to each of the end-member
classes, the closest one being considered as being the ’right’ class. By weighted spectral angle, it
is meant a weighted sum of the spectral angles obtained for the visible part of the spectra, the
near-infra-red part and the short-wave infra-red part.
In this general form, the classification approach yields a total of 8 parameters:
• The ’too-low-reflectance-value’ threshold. Since it is a depending directly on the sensor
signal-to-noise ratio, it was left out of the optimisation.
• The choice of the spectral metric: here the spectral angle. This actually is an empirical
parameter. However, section 4.3.1 leads to the conclusion that a change of spectral metric
does not bring any gain. This parameter is therefore left aside too.
• The three weighting coefficients: these are purely empirical parameters and can therefore
be tuned.
• The limits defining the weighted domain: in practice, this is the index of two bands defining
the limits between VIS and NIR and between NIR and SWIR. These are, in general, also
empirical and can therefore be tuned.
• The number of sub-portions in each spectra should be subdivided in (here: 3). Again this
is a quite empirical decision, its only justification being the fact that minerals are mostly
identified by features in the SWIR part of the spectrum, vegetation influencing more the
NIR part. Allowing a variability of this parameter would however drastically increase the
dimensionality and therefore the search space for the weighting domains and coefficients.
It was therefore left aside.
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Modelling
The considerations presented in the previous paragraphs yield a total of ﬁve parameters that
could potentially be optimised:
• The last band of the ﬁrst part of the spectra: b1.
• The ﬁrst band of the last part of the spectra: b2.
• The weighted coeﬃcient for the spectral angle mapper applied to the ﬁrst part of the
spectra: λ1.
• The weighted coeﬃcient for the spectral angle mapper applied to the second part of the
spectra: λ2.
• The weighted coeﬃcient for the spectral angle mapper applied to the third part of the
spectra: λ3.
A direct constraint that could be used to limit the search space is to demand that the
weighting coeﬃcients are positive and normalised, each coeﬃcient being greater than 0.1.
λ1 ` λ2 ` λ3 “ 1 (7.5.1)
The former constraint implies that at least one part of the spectra has an inﬂuence on the
classiﬁcation. In order to complement this a ﬁnal requirement insures that each domain of
the spectra is non empty and wide enough to imply an inﬂuence on the classiﬁcation. A further
constraint was therefore added, imposing that there are at least 20 bands in each spectral domain
(see equation 7.5.2, B being the total number of bands).$&% b1 ě 20b2 ´ b1 ě 20
b2 ` 20 ď B
(7.5.2)
These constraints enforce that the optimisation leads to plausible results. There is therefore
no need for any further constraint. Finally, 10% of the retrieved matches were randomly selected
to be left aside from the computations, and were used as a validation subset.
7.5.2 Obtaining Optimisation Parameters
Once the problem has been set up as explained in section 7.5.1, the optimisation task should be
started. As already stated in section 7.4.3, the simulated annealing parameters have to be set
up before being able to run the optimisation.
The ﬁrst annealing parameter to be searched was the start temperature: Ts. In order to be
able to browse the whole set of conﬁgurations, it has to be high enough to balance the actual
reliability. On the other hand, if it is set to a too high value, this yields useless computations.
In order to obtain an estimate, step 6 from algorithm 4 was performed for large m and several
temperatures. For each step, the evolution of the parameters was recorded and the smallest
temperature allowing a seemingly random conﬁguration evolution was chosen as being Ts “ 20.
The end temperature, Te, was set to be close to 0: Te “ 0.045 as it was observed that little or
no changes were occurring for smaller temperatures. The decrease rate of the temperature was
arbitrarily set to be c “ 0.995. The initial state was randomly set - due to the suﬃciently high
temperature chosen for Ts, as well as 1000 initial blank iterations to ensure proper initialisation
of the system, this does however not play a role.
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Finally, the iso-temperature step lengths were also obtained empirically. Step 6 from al-
gorithm 4 was once again run for several temperatures within Te and Ts, m being set to the
maximum number of iterations required to obtain a thermodynamic equilibrium: m “ 50.
One can note that this implies a total of mI iterations:
mI “ m logpTeq ´ logpTsqlogpcq “ 50 ˚
logp0.045q ´ logp20q
logp0.995q « 61000
Accounting for about half a second per iteration, this yields a computation time of about
8 : 30 hours per run. Finally, the optimisation was run 10 times to ensure the global convergence,
which yielded a total computation time of about 3 days and a half.
7.5.3 Results and Analysis
All optimisation results are displayed on table 7.1. The optimisation evolution for a typical
case - run #6 - is displayed on ﬁgure 7.2, while the evolutions for the remaining executions are
displayed on appendix B.2. Please note that scores are represented in a nominal data fashion
with p0, although computations were made on the more general but slightly less intuitive AD.
Run b1 b2 λ1 λ2 λ3 1 ´ po 1 ´ po validation
1 40 61 0.1143 0.7856 0.1001 11.29% 15.34%
2 41 61 0.1156 0.7854 0.1000 10.80% 14.72%
3 41 61 0.1222 0.7774 0.1004 11.05% 14.07%
4 38 69 0.2284 0.6641 0.1075 22.82% 27.84%
5 38 69 0.2211 0.6789 0.1000 22.79% 28.45%
6 41 61 0.1272 0.7728 0.1000 10.83% 13.15%
7 38 69 0.2153 0.6767 0.1080 22.80% 28.78%
8 38 69 0.2358 0.6492 0.1150 22.67% 29.06%
9 41 61 0.1059 0.7941 0.1000 10.87% 14.69%
10 41 61 0.1128 0.7889 0.1000 10.79% 15.64%
Table 7.1: Optimisation results for all the ten runs.
To start with, it can be noticed that the actual reliability optimum was achieved for λ1 « 0.12,
λ2 « 0.78, λ3 « 0.11, b1 “ 41 and b2 “ 61, yielding a ﬁnal p0 of about 86% (validation score).
As it can be seen on table 7.1, some runs did not completely converge and stayed stuck at
a local minima (e.g. runs 4 or 5, ﬁgures B.4, B.5). The other runs did converge to around
b1 “ 41, b2 “ 61, pλ1, λ2, λ3q “ p0.12, 0.78, 0.10q. Although it is deﬁnitively not the exact
global optimum, any further optimisation seems futile since the discrepancies of p0 between the
computations and the validation subsets are much greater than the variations observed for p0.
Any further optimisation would therefore be ’lost in over-ﬁtting’ and the aforementioned result
is considered as the optimum.
A further interesting feature is the brutal score jump observed for the runs which did indeed
converge to the global optimum. It likely corresponds to an energy pit corresponding to a narrow
parameter domain. This speciﬁcity is likely the reason why some non-optimum runs ignored it:
simply because no set of parameters in the right-domain were drawn. For example on the fourth
run (see ﬁgure B.4), a ’right’ parameter set was drawn around the 20000th iteration before being
rejected due to the still too high temperature. At a lower temperature, the annealing did not
come back at these points of the parameter space. Although this is theoretically an indicator of
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a ’too quick’ temperature decrease, it is in practice only a practical example of the limitations
explained in the paragraph about convergence.
It can furthermore be observed that small perturbations of the three weighting coefficients
have little or no impact on the final score although the band selection is important. One can
furthermore note the low score obtained for the SWIR-coefficient - λ3. It can easily be explained
by the higher amount of noise with respect to the NIR and VIS domain. Since the spectral angle
is sensitive to noise [Robila, 2004], it is logical that the SWIR domain is given less credit than
its counterpart at low wavelengths.
The score obtained for the validation set should finally be compared to the raw scores obtained
without parameter optimisation in section 6.2.4: the original p0 for all classes was 69%, the one
for mineral classes only being about 86%. After the optimisation of the parameters, the final
p0 is also about 86% for not only the mineral classes but also the vegetation ones3, yielding
an increase of about 17%. Despite being only valid for this specific example, this improvement
indicates the potential of such a parameter optimisation methodology.
3Based on the validation score only.
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Figure 7.2: Simulated annealing, evolution of the sixth run.
7.6 Conclusions
This chapter has presented a methodology allowing for an improvement of mapping results,
provided they were obtained by parameter dependent models. It should be noted that this
remains a quite slow method, which moreover scales very badly when the number of parameters
increase: each new parameter adds a new dimension to the search space, thus leading to an
exponential complexity in terms of the number of parameters.
A further drawback consists of the optimisation method by itself. Since it works on the
models parameters, it would not be usable on parameter-free models. For example, it cannot be
used on a pure NDVI computation. On the other hand, it could be used to optimise a threshold
on NDVI-scores, for example to determine which minimum NDVI corresponds to vegetation and
which does not. Besides, the parameters leading to the actual data-set cannot be tuned by these
means: this therefore addresses only the land-product generation step.
The method nevertheless allows for an automatic optimisation, thus possibly allowing for an
improvement of the products’ quality. In the presented example, the initial p0 was increased from
69% up to 86%. This might be especially useful when dealing with non-linear models, which can
hardly be optimised by hand.
Readers might wonder why the retained optimisation took place on AD. Chapter 6 indeed
indicated that Krippendorﬀ’s α coeﬃcient was actually a better and more acute alternative.
The reason for this choice is actually lying in the corresponding complexity. Computing AD is
comparably fast - O pNq - and has almost no memory requirement. Krippendorﬀ’s α on the other
hand requires a much higher number of operations and memory allocations (see section 6.4.4).
Since the simulated annealing optimisation is in turn requiring a huge amount of iterations, it
does make more sense to rely on quick-to-compute though slightly less advanced coeﬃcients. A
further justiﬁcation lies in the criticisms expressed against AD: its main drawback was its lack of
invariance with respect to the number of evaluation points. However, in the case of a simulated
annealing approach, the amount of evaluation points remains the same, thus discarding this
drawback and allowing a direct comparison of diﬀerent AD.
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Chapter 8
In Depth Analysis of the
Variability
Some people are always critical of vague statements. I tend
rather to be critical of precise statements; they are the only
ones which can correctly be labeled ’wrong’.
Raymond Smullyan - Logician
Chapter Summary
This chapter presents how results derived from CPAM in the specific case of two overlapping
flight-lines can be used to derive an estimation of the variability of the reflectance. A first sec-
tion introduces the methodology before conducting in-depth analysis in a second step. Theoretical
background about the modelling is then summarised before proposing a algorithm suitable to es-
timating individual variability. In a final part, it is applied to illustrative data.
8.1 Introduction
Chapter 6 has shown how pairs of pixels as obtained by means of the CPAM algorithm could
be used to evaluate mapping results. Similarly, chapter 7 presented a methodology to improve
these mapping results given a data-set. However, none of these chapters have provided a fully
generic quality assessment.
To start with, one can notice that the achieved reliability assessment cannot be linked at all
with any issue from the pre-processing chain. It is in particular absolutely impossible to retrieve
any information about bottle-necks limiting the accuracy of a Krippendorff’s α coefficient. Al-
though this goal seems to be extremely difficult to achieve, a first step would be to gain a better
understanding of the reflectance variability.
A second illustration can be the model’s parameter optimisation steps, as presented in chapter
7. The proposed method is clearly only valid for a specific data-set: even if the method is
generic enough to be run on virtually every problem, this has to be done on each new issue,
hence requiring a very high computational load over time. An alternative approach would be to
analyse the variability present in the L2 data and try to reduce it directly, thus directly providing
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the ’best’ L2 data, instead of trying to adapt the L3 mapping to faulty reﬂectance. This could
however only be performed once this L2 radiometric variability would become assessable.
Finally, indicators presented in chapter 6 can be computed on each new result, but do not
allow any prior guess about another new mapping application result. Gaining an understanding
of the radiometric variability present at the L2 level would, again, open the way for an a priori
assessment of this variability.
This chapter presents elements aiming at bridging this gap. To start with, section 8.2 lists
the underlying theoretical principles of the proposed approach. Section 8.3 then reviews the
information that could be retrieved about the data: these results are then linked to some the-
oretical considerations in section 8.4. Finally, section 8.5 presents an approach for estimating
the radiometric variability associated with spectral bands before applying them to an illustrative
data-set in section 8.6.
8.2 Retained Modelling
Unless speciﬁed otherwise, this chapter only deals with pairs of ﬂight-lines sharing the same
setup and in particular the same viewing geometry. Notions presented here do furthermore
strictly apply on L2 data, i.e. on reﬂectance.
Section 8.2.1 starts by stating the problem and proposing a modelling while section 8.2.2
reviews existing approaches for solving it. Finally section 8.2.3 deals with some limitations of
the approach.
8.2.1 Principles
The following is based on the results returned by the CPAM method and would only apply to
the case of parallel ﬂight-lines sharing the same viewpoint. Under these conditions, it is widely
accepted that the observed noise is, at least as a ﬁrst approximation, of additive nature [Atkinson
et al., 2003; Chang and Du, 2004; Farzam and Beheshti, 2011; Green et al., 1988; Letexier and
Bourennane, 2008; Parra et al., 2000; Sagar et al., 2014]. It follows that each pixel signal - s -
can be decomposed as the ’true/real’ reﬂectance - r - plus some noise or variability - v. In the
following, the noise is considered to also encompass the image variability caused by slight scene
changes between two consecutive acquisitions - e.g. changes of pixels’ footprints, which could
also be modelled by additive eﬀects induced by change of the pixels’ end-members [Rogge et al.,
2006].
When disposing of CPAM outputs there are not one, but two observations of the variability
available, even though there are three unknowns: the underlying purely theoretical ’truth’ r, and
two types of ’variability’ associated with it. In order to get rid of the actual ’real’ term, r - the
diﬀerence between both observations are computed:
o ´ o˜ “ pr ` vq ´ pr˜ ` v˜q
“ pr ` vq ´ pr ` v˜q
“ v ´ v˜
(8.2.1)
Since o and o˜ are known - they are the pixel’s values - an estimation of v ´ v˜ is directly
available. By constructing its histogram, it is furthermore possible to gain an estimate of the
probability density function corresponding to this diﬀerence: fd - computed for each spectral
channel.
Noting fv (resp. f˜v) the probability density function from which v (resp. v˜) is drawn and
writing f˜v´ the reversed distribution of f˜v - f˜v´ pxq : x Ñ f˜vp´xq - this yields the convolution
relationship displayed on equation 8.2.2.
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fd pxq “
8ş´
8
fv ptq f˜v´ px ´ tqdt
fd ” fv ‹ f˜v´
(8.2.2)
Equation 8.2.2 however implies a few limitations. First of all, the equivalence is only an
approximation. The histograms are indeed only approximations of the actual probability density
functions. fd is furthermore computed on the matches retrieved as explained in chapter 4, which
includes a few outliers (see section 4.4.3), thus slightly altering the estimation of fd. Finally a
last technical argument has to be investigated.
The sum of two independent random samples is deﬁned by the convolution of the two cor-
responding density functions. In practice, this independence condition is only met ’on average’.
For example, both ﬂight-lines cannot be acquired at exactly the same time: in practice they
are acquired a few minutes appart. It can, in turn, occur that over one ﬁeld, the grass was
cut. The pixel’s pair retrieval would then likely produce a pixel representing ’cut grass’ versus
a pixel corresponding to ’normal grass’. The discrepancies between both classes are deﬁnitely
not independent. It could however be argued that such cases are only aﬀecting very few pixels.
Out of these, these discrepancies are likely to impact CPAM results, thus discarding most of
the aﬀected pairs. Nevertheless, a small subset might remain in the ﬁnal set of pairs, slightly
aﬀecting fd.
The ﬁnal model is therefore the one stated on equation 8.2.3. fd, the distribution of the
diﬀerences of the variability is the only parameter known. fv and f˜v´ are both unknowns to be
estimated, while η is simply summarising the aforementioned unknown nuisances. This yields a
clearly ill-posed problem.
fd ” fv ‹ f˜v´ ` η (8.2.3)
Section 8.2.2 reviews some techniques developed to address this issue.
8.2.2 Existing Approaches
As stated in equation 8.2.3, the problem is basically becoming a so-called blind deconvolution
problem which has received a large interest in the ﬁeld of image processing. Although this implies
dealing with bi-dimensional data for fd, fv and f˜v, the problem remains basically the same as in
eq. 8.2.3, where fv would represent the ’true’ image, while f˜v´ would be analogue to a blurring
kernel [Kundur and Hatzinakos, 1996; Starck et al., 2002; Wipf and Zhang, 2013]. In general,
the solutions are searched in the form of minimisers of equation 8.2.4.
arg min
fv,f˜v´
}fd ´ fv ‹ f˜v´ }2 (8.2.4)
Several authors have tried to raise the ill-posedness of the problem by introducing smoothness
constraints on the functions to be retrieved. The method proposed by Tikhonov consists of adding
new terms to be minimised. Given two high pass ﬁlters H and H˜, and two weighting parameters
λ and λ˜, this typically leads to minimising equation 8.2.5.
arg min
fv,f˜v´
}fd ´ fv ‹ f˜v´ }22 ` λ}H pfvq }22 ` λ˜}H˜
`
f˜v´
˘ }22 (8.2.5)
Reﬁnements proposed by You and Kaveh [1996] imposed that the H1-norm of the two convo-
luted functions should be minimised too. Similarly, Chan and Wong [1998] proposed to retrieve
the solution minimising the total variation of the solutions:
ş |∇fvptq| dt`ş ˇˇ∇f˜v´ ptqˇˇ dt. Krishnan
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et al. [2011] on the other hand based the retrieval on a minimisation of the ratio from the l1 and
l2 norms as a measure of sparsity in order to retrieve the ’true sharp’ image.
Beside these variational methods, a set of deconvolution algorithms based on maximum like-
lihood have been proposed for deconvolution by means of Bayesian analysis such as expectation
maximisation [Dempster et al., 1977] and maximum likelihood of the retrieved image with re-
spect to the observed data [Kundur and Hatzinakos, 1996; Levin et al., 2009; Pankajakshan
et al., 2008]. The best example of a Bayesian methodology is probably the Richardson-Lucy
algorithm applied to the case where noise - η - can be modelled by a Poisson process (photon
noise) [Richardson, 1972; Lucy, 1974]. Although several diﬀerent methods and algorithms classes
have been proposed (e.g. maximum a posteriori [Shan et al., 2008] or variational Bayesian [Levin
et al., 2011]), the ill posedness is always tackled by an introduction of smoothness condition
or other arbitrary prior hypothesis on the convoluted terms such as a Gaussianity of the noise
[Jalobeanu et al., 2002].
The main drawback of these families of approaches lies in their underlying hypothesis: con-
voluted terms retrieval is based on smoothness and sharpness arguments - or at least piece-wise
smoothness. Although this actually makes sense in the case of natural images aﬀected by a
blurring kernel, there is no element that allows foreseeing such a property of the reﬂectance’s
variability in a quantitative way.
On the other hand, since in this case fd, fv and f˜v are probability density functions, other
hypotheses can be exhibited. This is done in section 8.3 where an analysis and review of fd
properties takes place.
8.2.3 Diﬀering Viewpoints
Before analysing further the details of fd, a last point should be discussed: what about ﬂight-
lines with diﬀering viewpoints, thus including the BRDF eﬀect? Such an eﬀect can be modelled
in most cases by a multiplicative factor largely overwhelming the additive noise [Dorigo, 2008;
Robila, 2004]. The underlying model from equation 8.2.1 could then be retrieved by working on
the logarithm of the reﬂectance and making use of its limited development:
logpoq “ logprv ` o prvqq “ log rrv p1 ` op1qqs
“ logprq ` logpvq ` log pp1 ` op1qq
« logprq ` logpvq ` op1q
« logprq ` logpvq
(8.2.6)
Although it is possible to perform the computations, this leads - from a physical point of view
- to several issues. To start with, the BRDF is dependent of the viewing angles. Retrieving pairs
of independent variability pv, v˜q could theoretically be done by spitting pairs of observations into
several groups, each group corresponding to a speciﬁc view-angle domain.
A second issue to be addressed is the dependency of the BRDF with the land-cover classes
[Peltoniemi et al., 2005; Los et al., 2005]. Again one could think about splitting one more time
pairs of observations depending on a pre-classiﬁcation, thus discarding this dependence. This
would however imply removing from any further computations all pairs of pixels corresponding
to a mixture of land-covers. In practice, most scenes moreover present an overwhelming majority
of vegetation pixels. There would then likely be too few pairs of observations corresponding to
other classes to perform any valid assessment.
Finally one could think about performing these computations on vegetation pixels only. The
BRDF for such classes is however dependent not only on land-cover and acquisition geometry,
but also on the physiological status of the vegetation [Hilker et al., 2008]. This makes it almost
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impossible to perform such an analysis in presence of BRDF eﬀects. The following therefore
focuses on pairs of ﬂight-lines sharing the same acquisition geometry.
8.3 Analysis of Deviations
The ﬁrst step was to check whether fd corresponds to a known distribution, from which in-
formation about fv and f˜v could be inferred. Section 8.3.1 presents results based on classical
distributions, while section 8.3.2 reviews some more advanced results.
8.3.1 Classical Distributions
To start with, classical distributions were ﬁtted on fd in terms of maximum likelihood: the cor-
responding details of the estimators are provided in appendix C.2. For some distributions, which
were deﬁned over only a subset of the real domain, rescaling and translations were performed
on the data to ﬁt the admissible domain for fd. Being a diﬀerence of reﬂectance, fd is indeed
deﬁned over r´1; 1s. Finally and in order to avoid numerical issues for values too close to zero,
a rescaling of the observations took place from r´1; 1s to r´10; 10s.
Fitted distributions were the Gaussian, the Student’s t, the logistic, the Laplace, the Cauchy,
the exponential-power, the log-normal, the gamma, the Levy, the Rayleigh, the Beta and the
χ2 distributions. Tests were performed on the only data-set containing perfectly overlapping
ﬂight-lines: this is ﬂight-lines 4A and 4C from the Kaufbeuren 2012 data-set.
As an example, results for bands 10 are presented on ﬁgure 8.1. As it can be easily seen,
none of these classical distributions could ﬁt eﬃciently to the data. Results for other bands yield
similar issues.
8.3.2 Which Distribution?
The failure of a modelling by means of classical distributions leads to a reconsideration of the
problem. According to the modelling explained in equation 8.2.1, fd has to represent a sum of
two random distributions. Furthermore, the variability represented by fv and f˜v are likely to be
due to a large number of small inﬂuences.
If all these inﬂuences were independent identical terms with ﬁnite variances, the classical
central limit theorem states that fv and f˜v should tend to be Gaussian as the number of in-
ﬂuences tend to be inﬁnite. In practice, this might however be a quite extreme hypothesis. A
generalisation of this classical central limit theorem however exists [Janicki and Weron, 1994;
Nolan, 2013]:
Property 1. Generalised central limit theorem: Given a sequence of identical independently
distributed variables Yn and two sequences of real positive numbers tan, bnu, then Zn converges
to a stable distribution in law (the reciprocity being true), where:
Zn “ an `
˜
nÿ
k“1
Yk
¸
{bn
The exact deﬁnition of a stable distribution - also called levy alpha stable (LAS) or paretian
distribution - is given in section 8.4.
It should be noted that this is a generalised version of the central limit theorem, hence
encompassing it. It does however remove the requirement for having ﬁnite variances, hence
allowing the use of a heavy tailed distribution. This in turn meets the results presented in [Aiazzi
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Figure 8.1: Probability density functions obtained by maximum likelihood fitting for classical
distributions: example of band 10 at 448 nm (Kaufbeuren 2012, flight-lines 4A and
4C).
et al., 2006] who reported that the noise they observed in hyperspectral data was actually heavy
tailed.
In practice, LAS distributions are not a purely theoretical tool and have been widely used
for modelling financial data [Mittnik et al., 1999b; Nolan, 2014], noise (of metallic films) [Janicki
and Weron, 1994], traffic [Bates and McLaughlin, 2000]. For this work, when fitted to fd, a
stable distribution indeed corresponds to the data: see for example figure 8.2 for band 10; other
bands lead to similar results.
Beside these considerations, the LAS distribution presents some other interesting features.
For example the sum of two random variables taken from a stable distribution is also a stable
distribution, hence providing further determination for fv and f˜v in relationship with fd. The
following section reviews some of the properties of the LAS distribution.
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Figure 8.2: Fitting of the stable distribution of fd: example of band 10 at 448 nm (Kaufbeuren
2012, ﬂight-lines 4A and 4C).
8.4 Stable Distribution
This section reviews some of the main properties of the stable distribution. To start with, section
8.4.1 reviews the notations and parametrisation used. Sections 8.4.2 and 8.4.3 present some of
its main properties, while section 8.4.4 reviews how it can be ﬁtted on a data-set.
8.4.1 Notions and Deﬁnitions
The main limitation of the stable distribution is the fact that they do not have an analytical
representation. They are instead deﬁned by means of their characteristic function as deﬁned in
equation 8.4.1.
­Sα,β,γ,δ pωq “ exp r´|γω|α ` i pωδ ` β|γω|αsgnpωqΨα pωqqs (8.4.1)
Where sgn is the sign function (see section A.4.7) and Ψα is deﬁned in equation 8.4.2. When
α equals one, sgnp0qΨ1 p0q is set to zero [Nolan, 2013].
Ψα :
$&% R Ñ Rω Ñ " tan pπα{2q if α ‰ 1´2{π log p|ω|q else (8.4.2)
Its probability density function can, by deﬁnition, be obtained by applying a Fourier trans-
formation to its characteristic function (see equation 8.4.3). This however does not lead to any
analytical, closed form expression and has to be estimated numerically.
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Sα,β,γ,δ ptq “
8ż
´8
e´2iπωt exp r´|γω|α ` i pωδ ` β|γω|αsgnpωqΨα pωqqs dω (8.4.3)
The parameters can be understood from equation 8.4.1 as being:
• α Ps0; 2s rules the ’spread’ of the distribution. It is however called the stability parameter,
due to its role in the distribution properties.
• β P r´1; 1s breaks the symmetry around δ and is called skewness parameter.
• γ Ps0;8r is merely just a scaling parameter, hence designed as the scale parameter.
• δ Ps ´ 8;8r, by bringing a phase in the characteristic function, is actually shifting the
distribution over the real axis. It is therefore commonly called location parameter.
One familiar with stable-distributions might notice that the presented parametrisation corres-
ponds to the S1 parametrisation as deﬁned in [Nolan, 2013]. It is probably the most widely used
form in literature [Bates and McLaughlin, 2000; Kogon and Williams, 1995; Koutrouvelis, 1981;
Kuruoğlu, 2001; McCulloch, 1986; Nolan, 1998, 2013] although some other parametrisations have
been introduced. The so-called S0 [Nolan, 1997] (or M-like [Laha, 1989]) parametrisation have
also been often used (see equation 8.4.4).# |Mα‰1,β,γ,δ pωq “ exp “´|γω|α `1 ` iβ tan `πα2 ˘ sgn pωq `|γω|1´α ´ 1˘˘ ` iδω‰|Mα“1,β,γ,δ pωq “ exp “´|γω| `1 ` iβ 2π sgn pωq plog p|ω|q ` logpγqq˘ ` iδω‰ (8.4.4)
The two formulations are of course equivalent, provided the correspondences explained in
table 8.1. The main advantage of the latter is however its continuity with respects to its paramet-
ers at α “ 1 [Nolan, 1998]. Indeed, for α in the neighbourhood of 1, using classical developments
one retrieves Mα“1 as the limit case of the general M expression (see: appendix C.3.3).
Parameter S0 / M S1
Stability α α
Skewness β β
Shape γ γ
Localisation δ ´ βγ tan pπα{2q if α ‰ 1
δ ´ 2βγ log pγq {π else δ
Table 8.1: Correspondence between S0/M and S1 parametrisations.
In the following, the M parametrisation is preferred over the S1, unless when dealing with
authors explicitly referring to the latter.
8.4.2 Sum of Stable Distributions
For this study, one of the main advantages of the stable distribution is its stability with re-
spect to the summation. When summing two random variables from two stable distributions -
pα, β1, γ1, δ1q and pα, β2, γ2, δ2q - with the same stability parameter, the resulting random vari-
able is also a stable distribution with parameters pα, β0, γ0, δ0q as stated in equation 8.4.5. This
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can be directly checked by multiplying both characteristic functions and associating the result
with the distribution deﬁned by pα0, β0, γ0, δ0q.$’’&’’%
α0 “ α1 “ α2
β0 “ pβ1γα01 ` β2γα02 q {γα00
γ0 “ pγα01 ` γα02 q1{α0
δ0 “ δ1 ` δ2
(8.4.5)
In practice, this means that when fd is approximated by a stable distribution, fv and f˜v
could also be represented by stable distributions.
8.4.3 Link with Other Distributions
Finally, one remarkable property of the stable distribution is its ability to encompass the Normal
(see section C.2.10) and the Cauchy (see section C.2.2) distributions as some of its special cases
(see section C.3.1 for details). When α is set to two, one retrieves a normal distribution with
mean δ{2π and a standard deviation of γ{?2 π, no matter what value β takes. When α is set
to 1 and β to 0, one retrieves the Cauchy distribution of location parameter μ “ δ{p2πq and of
shape parameter γ “ α{ p2{πq.
The fact that it is a generalisation of the Gaussian already is by itself an interesting result.
Besides being compliant with the fact that it is a generalisation of the central limit theorem,
it does indeed link with the already existing work which modelled noise or variability as being
Gaussian [Farzam and Beheshti, 2011; Jalobeanu et al., 2002; Sagar et al., 2014].
The link with the Cauchy distribution is however not as straightforward. It is for example well
known that spectral lines under homogeneous broadening in emission spectroscopy have a line-
width following a Cauchy distribution [Ott et al., 2013]. Despite being an interesting similarity,
there does not seem to be a direct link between radiometric variability and such broadening
eﬀects.
One should note the 2π coeﬃcients in the aforementioned equivalences. They are coming
from the fact that most of the stable parametrisation consider a Fourier transform deﬁned asş
e´iνx ‚ dx. On the other hand, this document makes uses of ş e´2iπωx ‚ dx. In order to ensure
correspondence with previous citations, the characteristic function deﬁnitions 8.4.1 and 8.4.4
were not altered accordingly. This would theoretically imply a scaling, 2πω “ ν, factor when
comparing |M with other characteristic functions. However, in this speciﬁc case, this corresponds
to a rescaling of the localisation and scale parameters by 2π, hence the presence of such factors
when comparing these parameters with Normal and Cauchy distributions.
8.4.4 Parameter Estimation
Due to the absence of explicit representations of the probability density function of stable dis-
tributions, the parameter estimation step is not as straightforward as for usual distributions.
From the seventies up to the nineties, several numerical parameter estimation methods have
been developed. They can be divided in three main families [Nolan, 2013]:
• Quantile based methods
• Characteristic based methods
• Maximum likelihood methods applied to approximations of the distribution.
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The following only provides information about the characteristic function based methods as
it can be considered as optimal [C˘íz˘ek et al., 2005] and was therefore the only one used within
this work. For more information about the other methodologies, please refer to appendix C.3.2.
The characteristic function method were initiated by [Koutrouvelis, 1981] and largely exten-
ded by [Kogon and Williams, 1995]. Instead of attempting to ﬁt the stable distribution on the
actual distribution, it aims at performing this ﬁtting on the characteristic function. Writing the
inverse Fourier transform of fd, fˇd pωq “ exp rR pωq ` iI pωqs, one can note that comparing the
real part of the logarithm from |M and assuming equality with fˇd yields equation 8.4.6 which
depends only on α and γ:
R
”
log
´ |M pωq¯ı “ ´|γω|α “ R ”log´fˇd pωq¯ı (8.4.6)
Equation 8.4.6 can be transcribed as a linear relationship by means of the logarithm: log pωq.
log
´
´R
”
log
´
fˇd pωq
¯ı¯
“ α log pγq ` α log pωq (8.4.7)
A linear ﬁtting of log´R
´
log fˇd
¯
over logpωq then yields estimates of both α and γ. Similar
manipulations on the argument of |M yields to equations 8.4.8 or 8.4.9 - depending on retrieved
value for α - which can be solved for β and δ according to least squares ﬁtting.
I
”
log
´ ­Mα‰1 pωq¯ı “ ω `δ ´ βγ tan `πα2 ˘˘ ` β tan `πα2 ˘ sgn pωq |γω|α
“ arg
”
fˇd pωq
ı (8.4.8)
I
”
log
´ ­Mα“1 pωq¯ı “ ω ˆδ ´ βγ 2
π
log γ
˙
´ ω logω
ˆ
β
2
π
γ
˙
“ arg
”
fˇd pωq
ı
(8.4.9)
According to [C˘íz˘ek et al., 2005], this kind of estimator is preferable for large sample sizes -
which is the case here - where it is both fast and eﬃcient.
It should ﬁnally be noted that the method presented here slightly diﬀers from the method
proposed by [Kogon and Williams, 1995]. To start with, the input samples here are not rescaled
through a pre-estimation of the parameters through the quantile based method [McCulloch,
1986]. As a consequence, the number and values of frequencies - ω - used for both regressions is
not arbitrarily set up as in [Kogon and Williams, 1995] but on considerations about the validity
of log pωq and arg
”
fˇd pωq
ı
in terms of numerical computations.
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8.5 Retrieving Individual Variability
From the considerations made in previous sections, an algorithm suitable for estimating fv and
f˜v from fd was developed: section 8.5.1 presents the proposed deconvolution model. Section 8.5.2
reviews the corresponding algorithm, while section 8.5.3 summarises the computation steps.
8.5.1 Retained Model
Since fd appears to be very similar to a LAS distribution, and since this type of distribution
is stable by convolution, fv and f˜v should also be close to being stable convolutions. The
smoothness conditions presented in section 8.2.2 could therefore be replaced by ’similarity to a
LAS distribution’ condition. This yields the deconvolution model presented on equation 8.5.1
where s0 is the LAS distribution which is the closest to fd, while s1 and s˜1 represent two
’plausible’ LAS distributions such as s1 ‹ s˜1 “ s0.
arg min
fv,f˜v´
J
`
fv, f˜v´
˘ “ p1 ´ λq }fd ´ fv ‹ f˜v´ }22 ` λ `}fv ´ s1}22 ` }f˜v´ ´ s˜1}22˘ (8.5.1)
As expressed in equation 8.5.1, the deconvolution problem aims at ﬁnding fv and f˜v´ which
are close to fd when convoluted together, while being similar to the LAS s1 and s˜1.
Even in its ﬁnal form as in equation 8.5.1, the deconvolution problem is not completely setup.
First of all, one has to account for the weighting parameter - λ - ruling the relative inﬂuence
of the data-term
“
fd ´ fv ‹ f˜v´
‰
against the prior-term
“}fv ´ s1}22 ` }f˜v´ ´ s˜1}22‰. A logical set-
up would be to relate it to the actual similarity between fd and s0. When both are actually
perfectly matching, one could indeed consider that there is no noise at all, thus that the prior
term could be omitted. Taking advantage of the fact that fd and s0 are actually probability
density functions, hence normalised with respect to the L1 norm, yields λ to be expressed as in
equation 8.5.2.
λ “ 12
8ż
´8
|fdptq ´ s0ptq|dt (8.5.2)
The last point to be considered is the choice of s1 and s˜1. Since this modelling assumes that
both ﬂight-lines should be perfectly overlapping, mostly sharing their acquisition conditions (see
section 8.2), the variability between both should be quite similar, hence fv « f˜v. This in turn
yields a further hypothesis on s1 and s˜1, namely that both should be similar. Writing α0, β0,
γ0 and δ0 the four parameters deﬁning s0 and pα1, β1, γ1, δ1q (resp.
`
α˜1, β˜1, γ˜1, δ˜1
˘
) the ones
deﬁning s1 (resp. s˜1), this yields the relation explained in equation 8.5.3.$’’&’’%
α1 “ α0
β1 “ β0
γ1 “ γ0{21{α0
δ1 “ 0
and
$’’&’’%
α˜1 “ α0
β˜1 “ β0
γ˜1 “ γ0{21{α0
δ˜1 “ δ0
(8.5.3)
It should be noticed that, although the choices of the α and γ parameters are straightforward
given the aforementioned arguments and equation 8.4.5, the choice of β and δ parameters is
slightly more arbitrary.
The location parameter can indeed be understood as being a measure of the relative bias
between both ﬂight-lines. For the sake of simplicity, it was chosen to place it entirely on the δ˜1,
although other choices would have been just as justiﬁed.
Similarly for β, since s1 should correspond to the reversion of s˜1, one should theoretically
have β1 “ ´β˜1 which would imply that β0 “ 0. In practice, β0 is indeed very close to zero. Since
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there is no ground to assume that fv or f˜v should be skewed, they are also assumed to be zero,
the slight residual skewness being equally distributed among them.
8.5.2 Getting the Optimum
The previous points having been settled, the next question concerns the optimisation of equation
8.5.1 itself. To start with, it can be remarked that J , although not jointly convex, is convex for
both its components taken independently. Such a consideration leads to an alternate minimisa-
tion type of solvers, where J is iteratively minimised for fv, - f˜v´ being ﬁxed - before minimising
over f˜v´ , fv being ﬁxed. Due to this convexity, the minimum of J given f˜v´ corresponds to the
ﬁrst order optimality condition:
BJ
Bfv
ˇˇˇˇ
f˜v´
pfvq ” p1 ´ λq
“
f˜v ‹
`
fv ‹ f˜v´ ´ fd
˘‰ ` λ pfv ´ s1q ” 0 (8.5.4)
Similarly, given fv, the minimum of J for f˜v´ is also obtained by setting the functional
derivative to zero:
BJ
Bf˜v´
ˇˇˇˇ
fv
`
f˜v´
˘ ” p1 ´ λq “fv´ ‹ `fv ‹ f˜v´ ´ fd˘‰ ` λ `f˜v´ ´ s˜1˘ ” 0 (8.5.5)
Solving for equations 8.5.4 and 8.5.5 is however not straightforward. A naive approach could
consist in solving it in as expressed above. For example, using transitivity and commutativity
properties of the convolution, equation 8.5.4 could be rewritten as equation 8.5.6. Notice that
the δ here accounts for the Dirac function, not for the location parameter of a stable distribution.“p1 ´ λq `f˜v ‹ f˜v´ ˘ ` λδ‰ ‹ fv ” p1 ´ λq `f˜v ‹ fd˘ ` λs1 (8.5.6)
Sampling fv at regular intervals and using a ﬁnite diﬀerence scheme for the solver yields
back a classical linear equation: A ¨ X “ B. The main issue with the aforementioned method
is its complexity. Writing K the number of sampling points for fv, the inversion step for A
yields a complexity of O `K3˘. In addition, two convolutions have to be evaluated, but are in
comparison very fast since they can be evaluated in O pK logKq. A secondary issue regards the
conditioning of A which is hard to assess due to its dependency on f˜v. Equation 8.5.5 can of
course be interpreted similarly and leads to similar issues.
Due to these reasons, an alternative solver was preferred. Applying the inverse Fourier trans-
form to equation 8.5.6 allows to replace convolutions by multiplications, thus yielding a straight-
forward solver. The most computationally expensive steps are now the Fourier transforms, hence
implying a complexity of O pK logKq. The approach furthermore has the advantage of removing
the requirement to estimate s1 and s˜1 from their characteristic functions [C˘íz˘ek et al., 2005;
Mittnik et al., 1999a]. The approach then simply summarises as alternatively solving equation
8.5.7 and 8.5.8:
qfv pωq “ p1 ´ λq
´ q˜fv pωq qfd pωq¯ ` λ qs1 pωq
p1 ´ λq
ˆ q˜fv pωq |˜fv´ pωq˙ ` λ (8.5.7)
|˜
fv´ pωq “
p1 ´ λq
´|fv´ pωq qfd pωq¯ ` λ q˜s1 pωq
p1 ´ λq
´|fv´ pωq qfv pωq¯ ` λ (8.5.8)
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In order to guarantee that the retrieved fv and f˜v indeed represents probability density func-
tions, one last issue should be tackled. The prior-information term, i.e. λ
`}fv ´ s1}22 ` }f˜v´ ´ s˜1}22˘,
do indeed ensures that both are close to a stable distribution, thus close to representing a prob-
ability density function. This is however not a strict requirement and the data-term might lead
to negative values or non-normalisation for fv and f˜v. At each step, a re-normalisation procedure
therefore takes place for fv (respectively f˜v) as stated in equation 8.5.9.$’’’’&’’’’%
@x{fv pxq ă 0, fvpxq :“ 0
fv :“ fv8ş´
8
fvptqdt
(8.5.9)
8.5.3 Summary: Final Algorithm
According to the considerations given in previous sections, the ﬁnal blind deconvolution method
was deﬁned as in algorithm 5. Although experience shows that the algorithm usually converges
within a few iterations, it should however be stated that there is no formal proof of a convergence
to a global optimum. Discussion on the convergence of such alternate minimisation schemes
applied to blind deconvolution are however presented in [Chan and Wong, 2000] in the slightly
less constrained case where the prior information term is based on smoothness (total variation)
instead of a similarity argument.
The main conclusion was that the optimisation does empirically converge, although this
depends on the initialisation. In this case, the initialisation is strictly deﬁned by section 8.5.1
and the prior term involves a stricter constraint. These encouraging arguments are conﬁrmed by
practice: the algorithm converges within a few iterations.
Algorithm 5: Blind deconvolution algorithm.
Data: A convergence threshold: 
Data: An estimate of fd
Result: fv and f˜v
1 Initialisation:
2 Compute s0 by means of the characteristic function method (section 8.4.4) Compute the
pixel from the second ﬂight-line corresponding to geo-location l: p˜
3 Initialise s1 and s˜1 from s0 as in equation 8.5.3
4 fv :“ s1
5 f˜v´ :“ s˜1
6 begin
7 while
››››› BJBfv
ˇˇˇˇ
f˜v´
pfvq
›››››
2
`
››››› BJBf˜v´
ˇˇˇˇ
fv
`
f˜v´
˘›››››
2
ą  do
8 Solve equation 8.5.7 for fv
9 Re-normalise fv as in equation 8.5.9
10 Solve equation 8.5.8 for f˜v´
11 Re-normalise fv´ as in equation 8.5.9
12 end
13 end
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8.6 Application
The concepts observed in the previous section were ﬁnally applied to the Kaufbeuren data-
set, between ﬂight-lines 4A and 4C which were the only two perfectly overlapping ﬂight-lines.
Illustrative results for band 10, 20 and 130 are displayed on ﬁgures 8.3 to 8.5. The convergence
of these three examples was ranging from two to ten iterations, for a convergence threshold of
 “ 10´3.
To start with, one should notice the quite small retrieved values for λ - respectively 0.030,
0.022 and 0.027. This indicates that the ﬁtting to s0 to fd is indeed a valid choice as already
seen in section 8.3.2. As a result, the convolution of fv with f˜v´ indeed mimics fd quite well.
A closer investigation of the results however reveals a slight artefact: fv ‹ f˜v´ always slightly
underestimates fd near 0. This is in fact a result of the retained model. Stable distributions
have a probability density functions deﬁned on R. On the other hand, fd being a diﬀerence of
reﬂectance, its probability density function is only ranging from ´1 to 1. In other words, a stable
distribution has a PDF which is more ’spread’ than the actual fd. Due to the fact that PDF are
normalised, it is then logical that fd is slightly greater than a stable distribution over r´1, 1s and
therefore greater than fv ‹ f˜v´ which incorporates stable distributions into their constructions:
1ż
´1
fdptqdt “ 1 “
8ż
8
rfv ‹ f˜v´ sptqdt ą
1ż
´1
rfv ‹ f˜v´ sptqdt (8.6.1)
A further point of interest regards the spread - and therefore the maximum value of fv and f˜v.
When both diﬀer (e.g. ﬁgures 8.3 and 8.4), fv exhibits a greater maximum and a smaller spread
than f˜v. This can be explained by the already mentioned domain-deﬁnition issue in conjunction
with the order of estimation used for fv and f˜v. Both functions are indeed initialised as stable
distributions, hence with an inﬁnite support. During the ﬁrst iteration, fv is updated ﬁrst as
a function of fd which is compactly supported. It does therefore get a ’smaller’ support size1.
When f˜v is in turn estimated, fv already accounts for the ’smaller’ support and is therefore left
with a wider spread, hence leading to the observed eﬀect.
A workaround for both eﬀects might be to work with censored LAS distribution (also called
truncated LAS) [Mantegna and Stanley, 1994; Matacz, 2000]. The small amplitude of discrep-
ancies however does not argue in favour of an increase of complexity.
8.7 Conclusions
This section has presented a methodology to estimate the uncertainty of the reﬂectance of each
band. In practice, once fv and f˜v have been retrieved, they can be directly used for two purposes.
The most straightforward application is to use them to compute the corresponding conﬁdence
intervals for the L2 reﬂectance, the diﬀerence of their median values2 accounting for the relative
biases.
A second use would be to use the corresponding distributions as input for any further Monte-
Carlo error propagation. Since fv is an estimation of the relative variability - i.e. the error
distribution, it can be used to draw random reﬂectance samples before propagating them through
any land-product model and collecting the output distribution. The latter would correspond to
an uncertainty assessment as performed using a type-B Monte-Carlo method from the GUM - it
1The support size is actually inﬁnite due to s1: the density of fv is however more grouped.
2Since they are close to stable distributions, their mean might be not deﬁned.
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Figure 8.3: Retrieval of fv and f˜v for the band 10 at 448 nm (Kaufbeuren 2012, flight-lines 4A
and 4C).
would therefore only account for the variability introduced by the input data, not for the model
induced one.
Another use could consist of using these estimates for an in-depth analysis of the variability
itself. Having the distribution of the variability associated with the reflectance values, it is
virtually possible to retrieve a rough estimate of the different contribution sources. This does
however corresponds to a completely new issue - namely a blind-source separation problem
[Mallat, 2009] - and is reviewed in the opening chapter of 10.
Finally, these estimates can be used to retrieve the effects produced by the pre-processing
chain on the data. Since fd is a global statistical representation, slight changes of input reflectance
only slightly affects the matches retrieved by CPAM and should not affect fd in other ways than
by changing the actual reflectance. The retrieval of fv and f˜v would then allow to study the
pre-processing chain by means of a closed-loop transfer function.
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Figure 8.4: Retrieval of fv and f˜v for the band 20 at 484 nm (Kaufbeuren 2012, flight-lines 4A
and 4C).
Figure 8.5: Retrieval of fv and f˜v for the band 130 at 883 nm (Kaufbeuren 2012, flight-lines 4A
and 4C).
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Chapter 9
Summary
The game of science is, in principle, without end. He
who decides one day that scientiﬁc statements do not
call for any further test, and that they can be regarded
as ﬁnally veriﬁed, retires from the game.
Karl Popper - Philosopher
Chapter Summary
This chapter critically reviews the main achievements of the work described in previous chapters
in relationship to the issue statement.
9.1 Reminder: Problem Statement
Quality assessment should come along with any scientiﬁc data. In remote sensing this statement
is not only driven by scientiﬁc integrity requirements, but also by several international initiat-
ives such as QA4EO and - more speciﬁcally to hyperspectral data - by EUFAR. The German
Aerospace Center, being an active member of both organisations, is naturally also striving to-
wards this goal. Such quality assessment is usually understood to be twofold. The ﬁrst aspect
consists of providing data and products traceable to international standards. The second is
related to providing quality indicators and conﬁdence intervals with the data, thus improving
knowledge about the reliability of data and products.
This works focuses on these issues in relation to the hyperspectral processing chain. Although
the ﬁrst issue has already been addressed by introducing suitable meta-data information and
compliance with ISO ´ 9001 : 2008 guidelines, the second one is more open. The EUFAR
initiative did propose several quality tags suitable for gaining a rough - theoretical - idea about
the pre-processing quality. Such tags are, however, yet to be extended toward land-products.
Furthermore, and even if they provide easy-to-interpret information, these remain quite limited,
especially when compared with the recommendation for providing conﬁdence intervals [QA4EO].
On the other hand, the complexity of the hyperspectral processing chain prevents any quality
assessment based on errors propagation (e.g. Monte-Carlo error propagation). In addition, the
involved pre-processing and correction models (atmospheric eﬀects,. . . ) are furthermore not
completely error-free and need to be assessed too, thus preventing the investigations from being
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solely conducted on the inputs’ variability. Cross-validation methodologies allow for bypassing
these limitations but are limited to the over optimistic case, where areas of interest are bright
homogeneous lambertian surfaces. From this perspective, the goals of this work are threefold
(see section 1.2):
• The EUFAR quality indicators have to be extended toward thematic land-products based
on remote sensing data.
• The processing chain should be improved to limit the corresponding uncertainties associated
with mapping results.
• Data from L2-level and higher should be provided with confidence intervals.
Besides these requirements, operational issues should be considered too. To start with, the
corresponding quality assessment has to be included within the DLR hyperspectral processing
chain. It therefore has to be both generic enough to be run on any data-set as well as automated
enough to limit human interactions to a minimum.
9.2 Review of Proposed Solutions
From the needs and constraints stated in the previous section, it appears that the common
uncertainty propagation methods cannot be used as such, should it only be due to the complexity
of the processing chain. On the other hand, due to the design of hyperspectral sensor systems,
data is usually acquired as several partially overlapping flight-lines, hence producing information
redundancy. This redundancy and the underlying discrepancies can in turn be used to assess the
measurement’s repeatability.
Such an assessment is, by essence, specific of the investigated scene and therefore tuned
to it. Besides, the retrieved discrepancies are relative ones (i.e errors), hence complementing
existing approaches retrieving biases instead of errors. This approach can finally be performed
on virtually any scene, thus providing a generic tool for error assessment.
Although appealing, this approach is linked to a data limitation which had to be raised.
Two consecutive flight-lines are in practice never completely co-registered, hence preventing a
direct comparison of their results. As a first step, a semi-automatic co-registration algorithm was
therefore proposed to overcome this limitation. It retrieves pairs of pixels corresponding to the
same ground footprint based on local spectral similarities. To start with, for each pixel from the
first flight-line, the most similar one from the second flight-line is searched for. Once it has been
obtained, the inverse procedure takes place: the first flight-line is searched for its most similar
correspondence. If the start pixel is indeed retrieved, the pair is kept as being two observations
of the same footprint. On the other hand, if the second step does not lead to the start pixel,
the pair is considered as unsafe and discarded. Finally, the spectral similarity is not computed
on a pixel to pixel basis, but on a local basis, thus limiting the impact of the noise. As a result,
retrieved pairs of pixels are mostly valid. The validation step indicated that, in the worst case,
less than 10% of the retrieved pairs are doubtful. In most cases, it is less than 2%.
This quite harsh rejection of untrusted pairs has several advantages. Over large homogeneous
surfaces, where the lack of contrast leads to a higher sensitivity to noise, the proposed algorithm
is likely to retrieve fewer matches. As a result, matches are denser over heterogeneous areas,
hence providing an estimation of the variability in the worst case. In particular, neighbouring
effects and differences in the pixels footprints have their effects maximised. Since other empirical
quality assessment techniques are usually focusing on homogeneous areas, this property helps to
complement them.
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On the other hand, it might occur that an area of interest is left aside: this is, that too few
matches could be retrieved to allow any further analysis. In order to tackle this potential draw-
back, a thin-plate-splines interpolation methodology has been proposed. The presented approach
consists of an interpolation based on physical considerations while maintaining a reasonable al-
gorithmic complexity.
Once pairs of corresponding pixels have been retrieved, it is proposed to use them for per-
forming a data-driven quality assessment. It is in particular possible to assess any land-product
computed on a pixel-wise basis. This is achieved by comparing results obtained for each pair of
pixels, hence translating the quality assessment issue into an inter-rater reliability assessment.
In order to tackle the wide range of possible land-product types (classification, quantitative ana-
lysis) it is proposed to use the Krippendorff’s α reliability coefficient, thus extending the EUFAR
quality indicators up to land-products. Furthermore, and since in practice large amount of pixels
pairs are retrieved, it becomes possible to provide confidence intervals of these criteria based on
bootstrapping. Besides being more stable with respect to data, this approach is generic in terms
of both the type of data which can be handled (nominal, absolute, . . . ) and in terms of its flex-
ibility with respect to the number of observations which can be compared. Using this approach,
EUFAR quality tags are therefore not only extended towards land-products, but also towards
recommendations from QA4EO. Last but not least, these results are based and therefore tailored
on the data itself.
In a second step these reliability coefficients can be used to improve land-products generation.
The mapping applications indeed depend on one or more parameters. Maximising the retrieved
reliability over the set of admissible parameters therefore leads to an improvement of the land-
product. For the presented exemplary data-set, this yields a reliability improvement of up to
24%.
At this stage, one final gap remains: there is no confidence interval available for the reflectance
data itself. In order to address this, a blind-deconvolution framework was proposed to retrieve
individual uncertainties from the discrepancies between two perfectly overlapping flight-lines.
The ill-posedness of the problem is raised based on both theoretical and empirical considerations,
leading to the modelling of uncertainties as being similar to the levy alpha stable distribution.
As a result, an estimator of the errors’ probability density function is obtained.
9.3 Critical Review of the Achievements
Section 9.2 has reviewed how the proposed approach solves the issues faced when assessing the
quality of hyperspectral systems, thus allowing a complete quality assessment including thematic
products. However, this approach should not be considered as a strictly standalone solution. The
next paragraphs review its underlying hypotheses and limitations.
This work analysed the data and product quality in terms of reproducibility. As a result,
no statement over the systematic biases is made: focus is set on relative errors in the worst
case scenario. The approach therefore fills a gap in quality assessment methodologies but does
not provide a complete framework on its own: it would therefore be used in conjunction with
other techniques such as cross-calibration (or vicarious calibration) over homogeneous areas. A
second element of interest is the actual uncertainty retrieved. Except for the estimation of the
reflectance, the comparison of two flight-lines does not only account for the system uncertainties:
it also accounts for the scene variability (e.g. with respect to viewpoint changes). This is a
valuable property when trying to state whether a specific parameter could be mapped with a
specific accuracy. On the other hand, it also ’hides’ the uncertainty of the system into this
more global term. Depending on the final users needs, this might be both an advantage or a
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disadvantage.
A further point regards the improvement of mapping results based on a data-driven optim-
isation of the parameters for land-product generators. Even though the results have improved,
the reflectance data is not - and cannot - be made more reliable. This remains an open point
which may be addressed in further work, for example by making use of blind source separation
algorithms.
The blind-deconvolution approach for reflectance uncertainty estimation induces slightly dif-
ferent limitations. To start with, the main contributor to scene changes - the change of viewpoint
- has been discarded. Even if some scene-induced uncertainty is involved in the computations,
they are negligible and can moreover be linked to the sensor’s system limitations. For example,
the slight changes of pixels’ footprints from flight-line to flight-line can be seen as a limitation
due to the sampling performed by the sensor. The retrieved information is therefore slightly
more precise, the drawback being a stronger requirement in terms of data availability: namely
two completely overlapping flight-lines.
Beside these points, the proposed approached can be used in a quite automated fashion on
virtually any data-set. Since it is data-driven and therefore independent from the details of the
processing chain, it can be easily incorporated in the existing processing chain and is unlikely to
be affected by further changes or improvement. Finally, it does not require any additional data1
and can therefore be used for reprocessing archived data, thus ensuring a backward compatibility.
These properties ensure a complete compliance with the aforementioned operational constraints.
9.4 Outlook
As final words, it should be underlined that a complete quality assessment of the hyperspectral
system is by no mean fully achieved. The following points are treated in more details in Chapter
10.
To start with, it should be stressed that results presented in chapter 8 are only computed on a
band-wise basis: the reflectance’s variability is therefore not addressed over the full spectrum. In
particular, relationships amongst the variability of different bands can not be retrieved. In order
to account for such effects, higher-level frameworks should be brought in: section 10.2 reviews
this issue in more details.
A second step would consist in extending the analysis of the variability: getting an estimate of
the probability density function of the reflectance’s variability is a useful outcome. On the other
hand, once it has been made available, the next step would consist in retrieving the uncertainty
sources and in particular which ones are contributing the most. Getting such information would
indeed allow, on the longer run, to identify the bottle necks of the system, hence leading to
potential improvements. This is further discussed in section 10.3.
Besides these long-term scientific tasks, a further short-term technical task should also be
made. This work has indeed developed a complete range of theoretical methodologies. These
have, in a second stage, already been implemented and tested on several data-sets. The next step
would then consist of inserting them into the DLR’s processing chain in order to systematically
test them on data-sets from upcoming flight-campaigns.
1Except for the reflectance uncertainty estimation.
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Chapter 10
Possible Extensions
I have discovered a truly marvellous proof for this,
but this margin is too small to contain it.
Pierre de Fermat - Scientist
Chapter Summary
This chapter proposes several potential extensions of the work presented in the previous sections.
To start with, considerations about the representation of spectral variability are discussed. In a
second stage, possible extensions of a deeper analysis of the uncertainties sources are reviewed.
10.1 Introduction
Although several problematic issues have been addressed within this work, the topic of quality
assessment for hyperspectral systems is far from been closed, even when considering parallel
works. This chapter reviews some possible future research directions addressing some of the
remaining aspects.
Section 10.2 presents some considerations on the statistical representation of the spectra and
their variability. Section 10.3 then reviews some possibilities for a ﬁner decomposition of the
uncertainty sources. Finally, section 10.4 presents concluding remarks on this work.
10.2 Better Description of a Spectral-Shape Variability
Readers may have noticed that most of the analysis of the spectral content is performed on a
’per band’ basis, thus discarding any information contained in the spectral shape. To take a
single example, the spectral angle mapper compares two spectra in terms of a scalar product -
the arc-cosines being just a diﬀeomorphism providing a non-linear scaling. This scalar product
removes a quite large portion of the information contained in the spectra: namely all potential
correlations between neighbouring bands.
From a mathematical point of view, this can be seen as an issue from the spectral repres-
entation itself. As seen in section 2.4.1, spectra are usually considered as being vectors from
R
B , B being the number of sampled bands. However, only a tiny subset of this B dimensional
space is used. Since it physically corresponds to reﬂectance, the actual space is r0; 1sB . Fur-
thermore, signal from adjacent channels are correlated in practice: un-correlated spectral bands
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are actually considered as being faulty [Bachmann et al., 2010a, 2011a]. This yields - among
other considerations - that two consecutive bands should not be considered as being orthogonal
in terms of information content. This is however the implication done when considering spectra
as elements from RB .
Furthermore, the variability of a spectrum is known to not be strictly band dependent. For
example, vegetation exhibits shifts of its features from band to band when subjected to stress
(see: figure 10.1). Performing an analysis of the full spectral variability would therefore make
much more sense than just analysing each band independently. In terms of pure noise, and not
physically induced variability, such phenomena do not seem to have been well studied. Some
authors do however hint that there is at least a slight correlation between the noise from band
to band [Aiazzi et al., 2006, 2010; Farzam and Beheshti, 2011].
Figure 10.1: Spectral variability of vegetation when submitted to stress (yellow) or drought
(brown) as opposed to typical spectra of healthy vegetation (green).
From a practical point of view this lack of modelling has an actual impact. The ’shape’
of each spectrum - defined by the relationship between different spectral channels - is valuable
when retrieving quantitative information about the surface materials (e.g. [Bayer et al., 2012;
Ehrler, 2014]). The current modelling of spectra as vectors from RB is therefore too limited and
alternatives have to be retrieved. The following sections reviews some alternative views that
could be used for further analysis.
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10.2.1 Spectra as Vectors: Principal Component Analysis
The principal component analysis - or PCA - is also called single-value-decomposition or Karhunen-
Loéve transform. It aims at translating a vector set from RB into a new basis where the cor-
responding components are not linearly correlated. Given a set of vectors from RB , a PCA is
simply performing a single value decomposition of the associated covariance matrix. The associ-
ated eigenvectors then form a new basis where the vectors can be decomposed with non linearly
correlated components. In general, the components associated with very low eigenvalues are con-
sidered to represent measurement noise and are therefore discarded, the remaining eigenvalues
can be seen as representing the ’amount of standard deviation’ associated with the direction of
their related eigenvector. In hyperspectral remote sensing, PCA is a commonly used tool, for
example when retrieving end-members of a data-set [Rogge et al., 2007].
A straightforward alternative to the ’per-band’ analysis presented in section 8 could be to
perform a classiﬁcation for a set of ’broad’ classes (bare soil, concrete, vegetation,. . . ). A PCA
could then be performed on the discrepancy spectra - i.e. fd computed over the whole spectrum
instead of over a single band. A deconvolution process could then take place on the coeﬃcients
from the basis retrieved by PCA, thus taking into account linear correlations within the data.
Although straightforward to compute and analyse, PCA has several drawbacks. As already
stated, it only accounts for linear correlations. The correlations are furthermore purely based on
the data: it is unlikely that the new basis computed by PCA over a vegetated area would corres-
pond to the one computed over a concrete area, hence the need to perform a pre-classiﬁcation.
Such a work-around would in turn involve further issues such as the choice of the rightful classes,
how to deal with mixed pixels, etc. As a result, this method is unlikely to be really useful.
10.2.2 Spectra as Functions: Wavelet Analysis
An alternative to PCA would be to consider each spectra as what it actually is: a function of
the wavelength whose value is sampled over each band. It should be noted that such a viewpoint
is not uncommon. For example, the well known Savitzky-Golay ﬁltering commonly applied to
ﬁeld spectra [Bayer et al., 2012; Ehrler, 2014] actually considers the input spectra as a function
sampled on a regular grid before ﬁtting it to local polynomials [Savitzky and Golay, 1964].
In general, the whole point in considering spectra as functions consists of taking advantage of
an ad hoc orthonormal functional basis. In this case, the following only focuses on the principles
of such an analysis without stepping into the mathematical details as in [Allaire, 2005; Mallat,
2009; Tarantola, 2005]. A convenient basis for such an analysis is the wavelets analysis: most
of the following originate from [Mallat, 2009]. In the following, each spectra are deﬁned as a
function from L2 pRq and are written f : λ Ñ fpλq.
Principles
The basic idea behind the use of a wavelet basis consists of decomposing each spectrum as the
sum of an approximation element taken in a subset V Ă L2 pRq and increasing levels of details
taken from elements from L2 pRq: tWku, each of these subsets being mutually orthogonal.
Given a basis of V : tφnu and basis for Wh: tψk,nu, f can be decomposed by means of the
classical scalar production on L2 pRq:
f pλq “
ÿ
n
xf, φnyφn pλq `
8ÿ
k“0
ÿ
n
xf, ψk,nyψk,n pλq (10.2.1)
The φn is here an integer shift of a compactly supported function φ, also called scaling
function. It can be shown that such a decomposition actually exists and that, for each pk, nq, a
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valid choice for ψk,npxq is 1{
?
2k ψ
``
x ´ 2kn˘ {2k˘, where ψ is the so-called mother wavelet and
is linked to φ which is in turn further constrained by some other considerations [Mallat, 2009].
Neglecting details that are too small to be actually retrieved by the spectral measurement,
and up to a rescaling to ’optimise’ the approximation representation under the assumption that
f is also compactly supported, equation 10.2.1 can be simpliﬁed into equation 10.2.2:
f pλq “ xf, φyφ pλq `
Kř
k“0
ř
n
xf, ψk,nyψk,n pλq
“ aφ pλq `
Kř
k“0
ř
n
dk,nψk,n pλq
(10.2.2)
In general, f is however only known on a ﬁnite number of irregular sampling points, thus prac-
tically preventing the direct estimation of the aforementioned scalar products. If the sampling
had been performed on a regular grid, some fast algorithms could be used to estimate the coeﬃ-
cients dk,n and a: the so-called fast wavelet transform (also called discrete wavelet transform of
DWT).
Wavelet interpolation
In spectroscopy, the use of DWT is however prevented due to the irregularity of the sampling
bands: the spectral channels are typically not equally spaced. SWIR bands are typically wider
and further apart than the VIS ones. Furthermore, bands located in the atmospheric absorption
domain are discarded once the atmospheric correction step has been performed. This implies
that eﬃcient computation methods such as the discrete wavelet transform can not be used.
In [Bernard et al., 1998; Bernard, 1999], an alternative to this limitation was proposed by
iteratively selecting the wavelets ψk,n close enough to a sampling point to get their coeﬃcient
retrieved. The more compact a set of sampling points is, the more detailed information can be
retrieved. The spectral bands are iteratively parsed, and increasing levels of details associated
with their locations are iteratively added. Given B bands, located at wavelengths tλbu, a total of
B ´ 1 locations and levels of detail can be retrieved: tpkb, nbqu. Since the values of f are known
at each λb, this yields a system of B linear equations with B unknowns - a and tdkb,nbu - which
can then be solved through a linear system inversion.$’’’’&’’’’%
f pλ1q “ aφ pλ1q ` dk1,n1ψk1,n1 pλ1q ` ¨ ¨ ¨ ` dkB ,nBψkB ,nB pλ1q
. . . “ . . .
f pλbq “ aφ pλbq ` dk1,n1ψk1,n1 pλbq ` ¨ ¨ ¨ ` dkB ,nBψkB ,nB pλbq
. . . “ . . .
f pλBq “ aφ pλBq ` dk1,n1ψk1,n1 pλBq ` ¨ ¨ ¨ ` dkB ,nBψkB ,nB pλBq
(10.2.3)
As a concluding remark, it should be noted that given the coeﬃcients, an estimate of f is
then available over the complete set of admissible wavelengths, not only on the bands it was
sampled on. Considerations about the corresponding error are discussed in several diﬀerent
cases in [Bernard, 1999; Daubechies et al., 1999; Deslauriers and Dubuc, 1989; Feichtinger and
Gröchenig, 1994].
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Wavelet choice
Once this projection setup has been deﬁned, a ﬁnal step would be to chose carefully which
approximation and mother wavelet should be used for this task. As stressed out in [Mallat,
2009], two main properties should be considered: the wavelets’ support size and their number of
vanishing moments1 which are antithetic.
The support size is in our case a determining factor: spectra are likely to exhibit singularities:
in order to avoid having them pollute a large amount of neighbouring wavelets, wavelets should
have an as small as possible support. On the other hand, the number of vanishing moments is
’only’ indicative of how well summarised the information is. In this study, this is actually only
a secondary concern.
In [Daubechies, 1988], a family of wavelets of minimum support size given a number of
vanishing moments has been proposed. Their main issue lies in the fact that they do not have an
analytical expression2 except for a number of vanishing moments equal to zero (also called Haar
wavelet, see equations 10.2.4). Luckily, this also corresponds to the most compactly supported
orthogonal wavelet. On the other hand, it has no vanishing moments, hence it does not perform
well when approximating smooth spectra.
φ :
$&% R Ñ Rλ Ñ ˇˇˇˇ 1 if λ P r0; 1s0 else ψ :
$’’&’’%
R Ñ R
λ Ñ
ˇˇˇˇ
ˇˇ ´1 if λ P r0; 1{2r1 if λ P r1{2; 1r
0 else
(10.2.4)
Practical Use
By combining equations 10.2.3 and 10.2.4, it is possible to retrieve coeﬃcients for every single
spectrum. This would in turn allow several new investigations, as in chapter 8, but working on
wavelet coeﬃcients instead of bands values. Working on such wavelet coeﬃcients however allows
a quite diﬀerent viewpoint on the issue.
To start with, the wavelet coeﬃcients are modelling not only the bands themselves but also
their relationships with a given neighbourhood. In other words, they are not only representing
their values, but also the underlying frequencies. The last compromise is furthermore done in
the limit case of the uncertainty principle: this includes the smallest frequency uncertainty given
a location uncertainty [Mallat, 2009]. These properties in turn allow for studying uncertainties
in terms of ’band-to-band’ interactions. This would be especially interesting in terms of their
eﬀects on band ratios.
A slightly more practical implication would be to allow the comparison of sensors sharing
similar designs but not necessarily the same exact spectral bands. Provided some of the retrieved
wavelets are the same for both sensors, the variability of their coeﬃcients retrieved for both
sensors could theoretically be compared, thus opening the way to an objective comparison of
sensors.
Finally, in terms of conﬁdence intervals representation, as recommended by [QA4EO, 2010],
presenting the variability in terms of wavelet coeﬃcients permits to depict the variability of the
spectra as a function, thus making it usable in practice. For example, as illustrated in table 10.1,
investigating only the variability from band to band would lead to a conﬁdence interval for both
1Having p vanishing moments means that the wavelet is orthogonal to any polynomial of degree p ´ 1.
2It is however possible to use them easily in case of a DWT. It should also be noted that more complex
reﬁnement of the methodology allow for more ﬂexibility: so-called multiwavelets [Geronimo et al., 1994; Strang
and Strela, 1995].
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bands of about ˘7, thus implicitly stating that the discrepancy of 2 between each pair is lost in
the variability. However, when working on wavelet coeﬃcients, it can be directly retrieved that
there is only a global amplitude variability associated with the projection on φ, thus allowing us
to retrieve the actual usability of the data.
Run fpλ1q fpλ2q a d0,0
A 1 3 2 1
B 8 10 9 1
C 15 17 16 1
CI ˘7 ˘7 ˘7 ˘0
Table 10.1: Illustration of the advantages of representing the variability between the runs A, B
and C in terms of wavelet coeﬃcients when dealing with conﬁdence intervals.
In terms of drawbacks, it should be pointed out that the additive model as stated in 8.2, can-
not directly be used any more. For example, the approximation coeﬃcient a might be modelled
as being aﬀected by an additive variability. On the other hand, the most detailed coeﬃcients’
variability should be modelled by means of higher-level models since they might represent intra-
spectra variability (i.e. when comparing two spectra f and f˜) as well as the spectrum intra-
variability (i.e. the amount of noise occurring from band to band). Although not impossible, this
is likely to yield a high load of work, when it comes to analysing and modelling the corresponding
uncertainties.
10.2.3 Spectra as Shapes: Q-Functions
A higher level research direction might be to directly depict spectra as shapes - such as for
example the Q-function framework. Although this implies an even more complex background
and computations than the wavelet-based analysis, the main advantage would be to allow a full
shape variability description that would likely be more adequate to describe uncertainties, as
well as eﬀects displayed on ﬁgure 10.1.
This section quickly reviews the main concepts involved in the Q-functions framework (more
detailed information, especially about the mathematical concepts can be found in [Joshi et al.,
2007; Klassen et al., 2004; Mani et al., 2010; Srivastava et al., 2005, 2011]). The following
paragraphs are also referring to several mathematical concepts whose exact deﬁnitions can be
found in mathematics text books. For readers lacking this understanding, ’with the hands’
deﬁnitions are given below, the exact deﬁnitions requiring the introduction of advanced concepts
and notions. The relevant explanations are:
• Hilbert space: this is a generalisation of the classical three-dimensional Euclidean space to
spaces having a larger or even inﬁnite dimensionality.
• Manifold: it can be seen as a generalisation of the notion of surface for larger or inﬁnite
dimensions, where local properties can be similar to ones encountered on a Euclidean space.
• Tangent space of a Manifold: this can again be seen as the generalisation of a tangent.
• Riemanian metric (on a diﬀerentiable manifold): this is a bi-linear symmetric mapping
deﬁned on the the tangent space. A Riemanian manifold is a manifold for which a
Riemanian metric could be deﬁned.
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• Geodesic path between two points of a Riemanian manifold: this is the generalisation of
the notion of ’straight line’ to the non ﬂat surface deﬁned by the manifold.
To start with, the spectra are now considered as a bi-dimensional parametric curve as stated
in equation 10.2.5. One could note that - even if this is of little use in terms of spectrometry -
this representation is more generic than the pure functional description from section 10.2.2.
γ
$&% R Ñ R
2
t Ñ γptq “
ˆ
fptq
λptq
˙
(10.2.5)
In its basic form, Q-functions are based on the square root velocity function of the curve,
where } ‚ } is the Euclidean distance: see equation 10.2.6.
q¯ptq “
$’&’%
Bγ
Bt ptq {
d››››BγBt ptq
›››› if ››››BγBt ptq
›››› ‰ 0
0 else
(10.2.6)
Beside several interesting properties, such functions are well deﬁned and continuous, even on
singular points, and are iso-metric to the original curve, given the classical scalar product in L2.
This function is ﬁnally rescaled to obtain the ’ﬁnal’ Q-function: q “ q¯{ ş }γptq}dt. It can now be
proved that the corresponding curves are elements of a hypersphere from the Hilbert manifold
of bi-dimensional parametric functions which is a Hilbert sub-manifold: it is called pre-shape
space and noted C0. The ﬁnal step consists of removing the inﬂuence of re-parametrisation and
rotation by forming the quotient space of C0 modulo re-parametrization and rotations. The
resulting space being called shape space or S. It is ﬁnally possible to show that S is a Riemanian
manifold, hence representing a ’shape space’.
Once this shape space has been deﬁned, and given a set of spectra, one can obtain their
correspondence in S, thus compare them in terms of their geodesic path. It is in particular
possible to compute the Karcher mean of a set of shapes tqku as being the manifold point
minimising the sum of its distances3 to each qk. Given this ’mean-shape’ - μ - one can then
project each qk to the tangent space to the manifold taken at μ. As it is linear, usual statistics
can then be performed there, before being re-projected back.
As a conclusion, this Q-function framework allows for the deﬁnition of statistic and distances
on shapes. Applying it on the shapes deﬁned by spectra would lead the way to reliably perform
statistics susceptible to model the spectral variability. It should in particular be able to model
shifts in both depth and wavelength of the spectral features. Although this could have been
partially done using the wavelets basis, Q-functions allow for a much more precise modelling.
One example could consist of its ability to smoothly merge two absorption features into one,
where the wavelet analysis would model it as two small details disappearance to the proﬁt of the
appearance of one larger detail (see ﬁgure 10.2). On the other hand, such a model is much more
computationally intensive.
Both proposed frameworks are however not completely disjoint. Statistics in the tangent
space also require a suitable basis in the corresponding functional space. This is usually done
numerically, but one could think about introducing the use of a wavelet basis instead.
As stated, the methodology is not directly adapted to spectroscopy. For example, the in-
variance to rotation is discussable when applied to the spectral analysis. Two linear spectra,
one oblique and one horizontal, have diﬀerent meanings. All the same, the implicit translation
3In terms of the corresponding Riemanian metric.
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Figure 10.2: Deformation between three pairs of shapes according to the geodesic paths between
them. Bumps are only created where needed, existing ones being shifted and ex-
panded.
invariance due to the derivation in equation 10.2.6 might be discussable when comparing a lin-
ear spectrum with low reflectance (e.g. coal) to a spectrum with linear high reflectance (e.g.
spectralon R©).
A final remark should be made about the spectral angle. When spectra are normalised, thus
being represented as elements in hypersphere in RB , the spectral angle, expressed in radians, is
nothing less than a geodesic distance between two spectra on this sphere. This property is likely
the explanation of its success, although there does not seem to have been any work done towards
taking advantage of the underlying tangent planes.
10.2.4 Conclusions
This first set of extensions aim at providing a more suitable framework for the analysis of spectral
variability. It is indeed believed that a necessary condition for performing a reliable analysis of
the hyperspectral data consists of choosing a data-representation framework in compliance with
the meaning of the data itself. Should it only be for the sake of presenting the variability of
the data in a usable fashion instead of performing a quality assessment for the sake of quality
assessment (see table 10.1).
The proposed methodologies have been presented from a theoretical point of view. They are
however linked to a quite heavy background and would require a large amount of work before
being fully operational. The wavelet analysis would, in general, be the more straightforward in
both theoretical and computational complexity. The Q-function framework, on the other hand,
is more detailed but also much more complex.
A final practical aspect lies in the community background. The modelling of spectra as
elements from RB is widely spread and several specific methods have been developed to ad-
dress the underlying issues when applied to specific applications (classifications, end-member
extractions,. . . ). It seems unlikely that this whole know-how could be sacrificed for the sake of
an ad-hoc quality assessment. Just as for the use of a ’hidden’ notion of geodesic path in the
spectral-angle, it might however happen that these methodologies could be incorporated within
a wider scope.
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10.3 Blind Source Separation
Independently from the chosen spectral representation, results from chapter 4 could lead to
another direction of analysis. The basic idea consists of representing the measured uncertainty
as the sum of contributions from diﬀerent inﬂuences. Under a linear additively assumption4,
this yields equation 10.3.1 for each pair of pixels retrieved by CPAM. Here f is the observed
variability, fs is the contribution of the source s, S being the total number of sources. Finally η
is an estimation noise, while us is the mixing parameter associated with source s .
f “ v ´ v˜ “
Sÿ
s“1
usfs ` η (10.3.1)
In general, this is an extremely ill-posed problem, both tfsu and tusu as well as η being
unknown. Under such conditions, it is very unlikely that all diﬀerent sources could be identiﬁed.
In fact, only independent sources or at least sources having approximation supports which are
not overlapping can be retrieved [Mallat, 2009]. In practice there are luckily several broad groups
of inﬂuences which might be partially discriminated (see ﬁgure 10.3):
• BRDF eﬀects, inducing multiplicative factors
• Pure noise aﬀecting all bands, independently from the observed signal
• Diﬀerences in pixels’ footprints between two ﬂight-lines
Under the assumption of statistical independence of the sources, several methods have been
elaborated based on the so-called independent components analysis. It aims at decomposing the
signal as the sum of the most independent sources [Cardoso, 1999; Nguyen and Zheng, 2011;
Zarzoso et al., 2010]. This independence condition, as already discussed in chapter 8, section
8.2.3, is however not always met.
Alternatives might reside in attempting to use some prior modelling to build a dictionary
where each source would have a ’sparse’ representation [Boﬁll and Zibulevsky, 2001; Mallat,
2009; Zibulevsky and Pearlmutter, 2001]. Several methods have already been developed in the
ﬁelds of sound analysis [Yilmaz and Rickard, 2004] and wireless communications [Jourjine et al.,
2000]. These approaches are linked with decompositions on wavelet basis, and are linked to some
un-mixing approaches in hyperspectral remote sensing [Bioucas-Dias et al., 2012].
Intensive research however remains to be done as to the feasibility of theses results with
respect to practical uses.
10.4 Conclusions
The two previous sections have pointed out that the current status is still quite far from reaching
a complete quality assessment, even though several steps have been made toward this.
In particular, the issue of the description of a spectrum - as well as the associated uncertainty
- is assumed to be one of the major bottle necks. Further work should therefore be done in
order to develop a suitable description, thus allowing an in-depth analysis of the uncertainties.
From the three proposed alternatives, the raw PCA analysis seems to be comparatively crude
and limited. The wavelet-based framework would be comparably fast and reliable alternative.
On the other-hand, a dedicated shape analysis framework is likely to produce better results, at
the cost of a much higher complexity.
4Note the analogy with the general central limit theorem, as expressed in section 8.3.2.
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Figure 10.3: Illustration of BRDF eﬀects with respect to variability on the Kaufbeuren 2012 data-
set (band 10). Variability induced by diﬀering viewing angles (4A ´ 5 or 4A ´ 7
& 4A ´ 8) is diﬀerent from the variability obtained when the same viewpoints are
used (4A ´ 4B & 4A ´ 4C) and should therefore be discriminative.
Another research direction would be to aim towards a more detailed description of the un-
certainty sources. Although it is very unlikely that a solution leading to a detailed description
could be achieved, it might be possible to retrieve a rough estimator. Such information could in
turn be used to allow a more targeted processing chain improvement.
Finally it might be interesting to get a ﬁner understanding of the relationship between sensor
and scene induced variability. For example [Reulke and Weichelt, 2012] have shown that the
noise equivalent radiance actually depends on the radiance. A better understanding of such a
link is likely to open new doors.
Beside these technical considerations, it should be noted that the proposed methods are not
limited to multi- and hyperspectral data. It is indeed virtually possible to extend it towards
mono-band data (e.g. gray-scale imagery, elevation models). As presented in chapter 4 several
methods exist to search for correspondence on single-band imagery. The remaining chapters stay
unchanged when limiting the number of bands to one. In particular, chapters 6 and 7 are valid
for any type of rasterised geographical-data, provided an overlap indeed exits. Finally, results
presented in chapter 8 could be used for modelling any additive variability - eventually at the cost
of altering the ’a priori similarity to stable distribution’ in order to take into account diﬀerent
types of variability.
Finally, as already stated in section 8.7, outputs from chapter 8 could be used as a feed-back
loop for analysing impacts of changes of the pre-processing chain in terms of reﬂectance.
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Appendix A
Notations
Mathematics is a game played according to certain
simple rules with meaningless marks on paper.
David Hilbert - Mathematician
The following notations are given to facilitate the understanding of readers not familiar with
mathematics. The goal is therefore not to provide sound mathematical deﬁnitions of these terms,
but only to give an insight into the notations and involved concepts.
A.1 Notations for Sets
Symbol Explanation Example
N Set of positive integers e.g. 0, 1, 2,...
Z Set of all integers e.g. ´2, ´1, 0, 1, 2
R Set of real numbers e.g. 0.123, 1{3, π
C Set of complex numbers e.g. i “ ?´1
L
p pSq Set of functions whose power of p is integrable over S e.g. x Ñ exp´x2 P L2 pRq
S
‹ All elements from S except 0 e.g. N‹ “ t1, 2, 3, . . .u
S
` All S except its negative elements e.g. Z` “ N
S
´ All S except its positive elements e.g. Z´ “ t0,´1,´2, . . .u
SzT Elements from S but not in T e.g. ZzN “ t´1,´2, . . .u
rra; bss Integers between a and b rr0, 2ss “ t0, 1, 2u
ra; bs Real numbers between a and b r3, 4s “ t3, . . . π, . . . 4u
Table A.1: Notations associated with sets.
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A.2 Notations for Numbers
Symbol Explanation Illustration
i Imaginary unit i2 “ ´1
e Exponential number e “ ř
nPN
1
n! « 2.7182 . . .
π Pi, half perimeter of a circle of radius 1 π « 3.1415 . . .
|x| Absolute Value or Modulus of x | ´ 1| “ 1, |3 ` 4i| “ 5
argpcq Phase of c argp4iq “ π2
c Complex conjugate of c 3 ` 4i “ 3 ´ 4i
R pcq Real part of c R p3 ` 4iq “ 3
I pcq Imaginary part of c I p3 ` 4iq “ 4
tXu Floor of X t4.5u “ 4
rXs Ceiling of X r4.5s “ 5
Table A.2: Notations associated with numbers.
A.3 Miscellaneous Notations
Symbol Explanation Illustration
Xt Transposition of matrix X e.g. p1, 2qt “
ˆ
1
2
˙
∇ Gradient of a function e.g. ∇f px, yq “
˜ Bf
Bx px, yqBf
By px, yq
¸
! Factorial operator n! “ 1 ˆ 2 ˆ . . . ˆ pn ´ 1q ˆ n
P pX|Y q The probability to observe X given Y P plong-hair|womenq ą P plong-hair|manq
fˆ and fˇ Fourier and inverse Fourier transform of f see appendix D
f ‹ g Convolution of f and g pf ‹ gq pxq “
8ş
8
fptqgpx ´ tqdt
Table A.3: Miscellaneous notations.
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A.4 Special Functions
This section reviews some speciﬁc functions used within this work. They are presented by
alphabetic order.
A.4.1 Beta Function
The expression of the beta function, also called Euler integral, is given in equation A.4.1.
B :
"
R
`‹ ˆ R`‹ Ñ R`
px, yq Ñ ş10 tx´1 p1 ´ tqy´1 dt (A.4.1)
A.4.2 Complementary Error Function
The complementary error function is deﬁned in equation A.4.2.
erfc :
#
R Ñ r0; 2s
x Ñ 2?
π
ş`8
x
e´t2dt (A.4.2)
A.4.3 Di-Gamma Function
The di-gamma function is commonly denoted by Ψ, it correspond to the logarithmic derivative
of the gamma function (see section A.4.4).
Ψ :
"
RzZ´ Ñ R
x Ñ 1Γpxq dΓdx pxq (A.4.3)
Beside many interesting properties, it can be shown that for positive x, Ψpxq P rlogpx ´
1q; logpxqs, thus yielding the approximation equation A.4.4.
Ψpxq « lnpx ´ 0.5q (A.4.4)
A.4.4 Gamma Function
The gamma function is deﬁned as an extension of the factorial: Γpnq “ pn´1q!. Although it can
be extended to complex and negative real numbers, its expression is only given for positive real
numbers.
Γ :
"
R
`‹ Ñ R
x Ñ ş80 tx´1e´tdt (A.4.5)
A.4.5 Lagrange Polynomial
The Lagrange polynomials are a family of interpolating polynomials. Given a set of N control
points, tpxk, ykquk, the Lagrange polynomial is the polynomial of least degree (i.e. N ´ 1) being
equal to yk at each xk:
L :
$’&’%
R Ñ R
x Ñ
Nř
k“1
yk
˜
k´1ś
j“1
x ´ xj
xk ´ xj
¸˜
Nś
j“k`1,
x ´ xj
xk ´ xj
¸
(A.4.6)
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A.4.6 Kronecker Function
This function merely indicates whether two elements are equals or not, thus its alternate name
’indicator function’. It is given in equation A.4.7.
δ :
$&% R ˆ R Ñ t0, 1upx, yq Ñ " 0 if x ‰ y1 if x “ y (A.4.7)
It is usually applied to a subset of R, typically N. In order to simplify notations, the symbol
δxy is used instead of δ px, yq.
A.4.7 Sign Function
The sign function simply accounts for the sign of a real number. Its formal deﬁnition is given by
equation A.4.8.
sgn :
$’’&’’%
R Ñ t´1, 0, 1u
x Ñ
$&% ´1 if x ă 00 if x “ 01 if x ą 0 (A.4.8)
A.4.8 Tri-Gamma Function
The tri-gamma function corresponds to the second logarithmic derivative of the gamma function:
ψ1pxq “ B
2
Bx2 logpΓqpxq (A.4.9)
It can be deﬁned and extended by means of series (see equation A.4.10).
ψ1 :
$&%
C Ñ R
x Ñ
8ř
k“0
1
px ` nq2
(A.4.10)
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A.5 Physical Constants
Notation Name Value Units (ISU)
c0 Speed of light in vacuum 299792458 « 3 ¨ 108 m ¨ s´1
n0 Refraction index of the air « 1.0003 « 1 N/A
kB Boltzmann’s constant 1.38065052 ¨ 10´23 J ¨ K´1
h Planck’s constant 6.626069 ¨ 10´34 Js
R Gas constant 8.314462 J ¨ K´1mol´1
Table A.4: Summary of physical constants used in this work. Please note that their ’values’
might depend on several parameters: only typical ranges are provided here.
A.5.1 Note on Refraction Index
The refraction index of an optical medium is a dimensionless number. It is deﬁned as the ratio
between the speed of light in the medium, c, and the speed of light in vacuum c0 (see equation
A.5.1). It depends of the radiation wavelength. The refractive index of air and atmosphere is
commonly approximated by 1, thus ’granting’ a similar behaviour as in a vacuum.
n pλq “ c0
c
(A.5.1)
A.5.2 Ideal Gas Law
The ideal gas law links the pressure (P ) and volume V of a gas to its absolute temperature (T )
and its amount of substance (n) by means of the gas constant R: see equation A.5.2.
PV “ nRT (A.5.2)
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Appendix B
Detailed results
The Beaver brought paper, portfolio, pens,
And ink in unfailing supplies:
While strange creepy creatures came out of their dens,
And watched them with wondering eyes.
So engrossed was the Butcher, he heeded them not,
As he wrote with a pen in each hand,
And explained all the while in a popular style
Which the Beaver could well understand.
"Taking Three as the subject to reason about -
A convenient number to state -
We add Seven, and Ten, and then multiply out
By One Thousand diminished by Eight.
"The result we proceed to divide, as you see,
By Nine Hundred and Ninety Two:
Then subtract Seventeen, and the answer must be
Exactly and perfectly true.
"The method employed I would gladly explain,
While I have it so clear in my head,
If I had but the time and you had but the brain-
But much yet remains to be said."
Lewis Caroll - Mathematician
B.1 Sokolov 2010 Classification
B.1.1 Cross-Confusion Matrixes
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Classes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 2208 0 0 0 1 0 4 1 184 0 38 29 1 46 0 0 0 69 224 183 0 10 16 202 0 0 0 2 2 6 0 0 68 1 0 0 2 0 0 6 32 0 1 13 0 0 0 0 0 9 0 0 60 0 0 32 0 11 0 0
3 0 0 237 31 4 0 0 3 0 0 0 0 0 0 143 13 0 0 0 0 0 0 1 0 2 0 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0
4 0 0 14 114 0 0 0 0 0 0 0 0 0 0 51 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0 0 0
5 0 0 2 1 327 0 0 0 14 0 0 0 0 0 115 2 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 5 0 0 0 0 0 0 2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
7 0 0 0 0 0 0 192 51 0 2 0 1 65 0 15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 14 0 1 3 0 75 2336 79 532 0 63 321 5 178 0 0 0 2 0 0 0 0 0 3 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 170 0 0 0 0 0 0 0
9 0 1 0 0 199 0 2 19 430 0 0 0 8 0 175 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0
10 0 396 0 0 0 0 2 440 0 10674 0 21 103 2 652 0 0 0 2 35 53 0 2 0 735 0 0 0 0 0 0 0 0 70 3 5 0 5 0 0 1 99 2 0 7 0 0 0 0 0 9 0 0 971 0 4 10 0 22 3 0
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 38 0 0 0 0 0 64 0 18 2 484 46 0 2 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0
13 0 53 0 0 1 4 7 91 7 71 0 21 1263 0 263 0 0 0 0 1 9 0 1 0 37 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 45 0 1 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 97 41 51 163 3 10 60 31 423 0 2 113 1 7452 473 3 0 1 101 26 1 802 0 1937 0 0 0 0 0 0 0 0 3 38 3 0 1 0 0 0 1 1 0 1 0 0 0 0 0 0 1 1 327 0 5 165 0 16 0 0
16 0 2 9 1 3 0 0 0 0 0 0 0 1 0 51 87 1 0 0 18 0 0 124 0 17 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 0 654 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 7880 1153 154 1 1 57 36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
20 0 1489 0 0 0 0 0 0 0 23 0 1 2 0 34 3 0 0 4402 23526 499 41 307 66 793 0 0 0 0 0 0 0 0 5 2 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 10 0 1 16 0 0 0 0
21 0 433 0 0 0 0 0 0 0 61 0 3 3 0 18 0 0 0 2156 1717 3263 0 5 14 706 0 0 0 0 0 0 0 0 2 3 2 0 0 0 0 0 1 1 2 0 0 0 0 0 0 1 0 0 18 0 1 12 0 3 0 0
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7 0 5 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
23 0 31 0 0 1 0 0 0 0 2 0 0 1 0 38 21 1 0 2 974 4 14 974 2 118 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0
24 0 284 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 54 23 1 0 0 59 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
25 0 629 0 0 0 0 1 0 0 390 0 1 23 0 728 21 0 0 107 2565 971 1 1075 4 7953 0 0 0 0 0 0 0 0 5 57 5 0 1 0 0 0 10 1 0 2 0 0 0 1 0 3 0 1 321 0 10 120 0 22 0 0
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
29 0 2 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
30 0 3 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 3 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
31 0 18 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 2 0 0 0 1 0 0 0 0 1 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
32 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 63 0 0 0 0 0 2 0 105 0 2 2 1 2 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 324 0 0 0 0 0 0 1 11 0 0 1 0 0 0 1 0 7 0 0 37 0 0 0 0 0 0 0
35 0 5 3 0 0 0 0 0 0 0 0 0 1 0 18 3 0 0 0 2 2 0 3 0 37 0 0 0 0 0 0 0 0 0 69 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 1 0 0
36 0 6 0 0 0 0 0 0 0 2 0 0 2 0 5 0 0 0 0 2 2 0 0 0 3 0 0 0 0 0 0 0 0 1 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 2 0 0
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
38 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 1 2 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 17 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 2 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
42 0 17 0 0 0 0 0 0 0 29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 40 0 0 2 0 0 0 0 0 0 0 0 26 0 0 0 0 0 0 0
43 0 0 0 0 0 0 0 1 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0
44 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
45 0 5 0 0 0 0 0 0 0 2 0 0 0 0 1 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 1 0 0 9 0 0 0 0 0 0 0 0 10 0 0 0 0 0 0 0
46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
47 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 2 14 0 0 0 0 0 0
48 0 2 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
51 0 8 0 0 0 0 0 0 0 20 0 0 1 0 1 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 10 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 18 0 0 4 0 1 0 0 6 0 0
52 0 2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
53 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 2 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
54 0 72 5 7 0 0 0 48 0 291 0 0 5 0 330 0 0 0 1 8 10 0 1 0 318 0 0 0 0 0 0 0 0 5 12 0 0 2 0 0 0 13 1 0 4 0 0 0 1 0 0 0 0 1998 0 0 2 0 0 9 0
55 0 0 0 0 0 0 0 4 0 10 0 0 0 0 0 0 0 0 0 0 0 0 1 0 2 0 0 0 0 0 0 0 0 10 0 0 0 0 0 0 0 0 5 0 0 0 2 0 0 0 0 1 0 12 32 0 0 0 0 0 0
56 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 21 0 0 7 0 0
57 0 29 0 0 0 0 0 0 0 7 0 1 10 0 56 3 0 0 0 29 23 0 17 0 130 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 223 0 0 0 0
58 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
59 0 26 0 0 0 0 0 0 0 21 0 0 2 0 20 0 0 0 2 3 1 0 0 1 22 0 0 0 0 0 0 0 0 0 2 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 4 6 0 11 0 0 89 0 0
60 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0
61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table B.1: Sokolov 2010, confusion matrix between ﬂight-lines 1 and 2. Total matches: 112235, κ “ 0.59, σˆκ “ 0.0017. See table 6.2 for classes index deﬁnitions.
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Classes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 2968 1 2 0 2 0 1 0 336 0 58 7 3 24 0 0 0 65 160 70 0 5 8 125 0 0 0 0 0 0 7 0 22 1 0 0 4 0 0 0 5 0 0 1 0 0 0 0 0 2 0 1 43 0 1 7 0 6 0 0
3 0 6 968 101 37 0 1 26 0 16 0 2 0 0 279 155 0 0 0 0 0 0 16 0 4 0 0 0 0 0 0 0 0 0 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 78 0 0 0 0 0 0 0
4 0 11 37 111 0 0 0 15 0 10 0 0 0 0 68 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 31 0 0 0 0 0 0 0
5 0 0 57 1 20 0 0 0 0 0 0 0 0 0 98 28 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 2 0 0 0 45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0
7 0 0 0 0 0 0 1 5 0 1 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 2 0 0
8 0 14 2 0 0 0 1 639 2 344 1 7 14 2 57 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 53 0 0 0 0 2 0 0
9 0 0 0 0 0 0 0 1 5 0 0 0 2 0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 607 2 0 0 0 0 249 0 43715 16 178 41 43 685 0 0 0 2 35 34 0 3 0 728 0 0 0 0 0 0 2 0 46 17 0 0 6 0 0 0 4 2 0 8 0 0 0 0 0 39 0 0 711 1 12 2 0 63 0 0
11 0 13 0 0 0 0 0 0 0 39 7 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 77 0 0 0 0 0 5 0 405 0 274 0 3 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0
13 0 18 0 0 0 0 0 0 0 24 0 0 28 0 42 0 0 0 0 2 3 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 9 0 0 2 0 0 3 0 3 0 0
14 0 4 0 0 0 0 0 0 0 16 0 2 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
15 0 88 102 12 30 0 0 59 0 277 0 2 11 3 3323 544 5 0 1 96 10 1 533 0 1348 0 0 0 0 0 0 0 0 0 133 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 11 158 1 3 51 0 10 0 0
16 0 3 34 0 1 0 0 0 0 0 0 0 0 0 31 234 1 0 0 9 1 0 118 0 16 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 0 613 0 0 0 0 0 0 0 2 0 0 0 0 1 0 0 0 8493 1300 59 2 2 103 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
20 0 1294 0 0 0 0 0 0 0 7 0 0 1 0 14 6 0 0 3995 21602 131 119 221 136 474 0 0 0 0 0 0 0 0 0 4 1 0 3 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 7 0 0 1 0 1 0 0
21 0 455 0 0 0 0 0 0 0 27 0 0 0 0 3 1 0 0 863 1304 677 0 5 42 376 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 0 0 1 0 2 0 0
22 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
23 0 18 8 0 0 0 0 0 0 0 0 0 0 0 10 40 3 0 9 1548 0 15 988 0 76 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 3 0 0 0 0
24 0 119 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 39 22 0 0 0 40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
25 0 562 3 0 0 0 0 0 0 205 0 0 2 0 273 59 0 0 135 2687 369 0 939 5 4493 0 0 0 0 0 0 0 0 0 30 2 0 17 0 0 0 5 0 0 1 0 0 0 0 0 3 0 1 235 0 5 25 0 33 0 0
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
32 0 6 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 23 0 2 0 0 0 0 0 63 0 0 0 1 3 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 86 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 12 0 0 0 0 0 0 0
35 0 1 12 0 5 0 0 0 0 2 0 0 0 0 36 25 0 0 0 1 0 0 8 0 25 0 0 0 0 0 0 0 0 0 94 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0 2 0 0 0 0 0
36 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
42 0 14 0 0 0 0 0 0 0 11 0 0 0 0 0 0 0 0 0 0 0 0 1 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 2 0 0 0 0 0 0 0 0 10 0 0 0 0 0 0 0
43 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0
44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
45 0 5 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 4 0 0 31 0 0 0 0 0 0 0 0 26 0 0 0 0 0 0 0
46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
51 0 15 0 0 0 0 0 0 0 24 0 0 6 0 6 0 0 0 0 1 2 0 0 0 7 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 47 1 0 4 0 0 0 0 6 0 0
52 0 2 0 0 0 0 0 0 0 0 0 0 1 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
53 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
54 0 153 14 10 0 0 2 68 0 251 0 5 8 0 522 0 0 0 1 33 13 0 7 0 566 0 0 0 0 0 0 1 0 2 60 1 0 8 0 0 0 13 1 0 5 0 0 0 0 0 7 0 1 1844 1 7 1 0 8 0 0
55 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
56 0 4 0 0 0 0 0 0 0 2 0 0 3 0 4 0 0 0 0 2 0 0 0 0 5 0 0 0 0 0 0 0 0 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 2 1 0 14 0 0 8 0 0
57 0 3 0 0 0 11 0 0 0 1 0 0 0 0 4 3 0 0 0 7 7 0 0 0 29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 31 0 0 0 0
58 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
59 0 27 0 0 0 0 0 0 0 11 0 0 9 0 18 1 0 0 0 4 2 0 0 0 24 0 0 0 0 0 0 0 0 0 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 18 0 5 0 0 147 0 0
60 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0
61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table B.2: Sokolov 2010, confusion matrix between ﬂight-lines 2 and 3. Total matches: 124352, κ “ 0.67, σˆκ “ 0.0016. See table 6.2 for classes index deﬁnitions.
Classes from Flight-line 3
C
la
ss
es
fr
om
Fl
ig
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4
Classes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 4872 0 0 0 19 0 10 0 83 0 30 3 1 24 0 0 0 16 71 33 0 6 0 69 0 0 0 0 4 2 0 0 5 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 4 0 0 9 0 0 2 0 3 0 0
3 0 0 120 0 21 0 0 0 0 0 0 0 0 0 32 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 2 5 0 36 0 0 0 0 0 0 0 1 0 40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
6 0 35 0 0 0 168 1 0 0 0 0 0 0 0 6 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
7 0 0 0 0 0 0 42 19 4 0 0 0 4 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 26 0 0 0 0 9 633 28 176 0 6 24 1 22 0 0 0 0 1 0 0 0 0 3 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7 0 0 31 0 0 0 0 0 0 0
9 0 6 0 0 1 0 1 67 151 1 0 0 13 0 73 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 20 0 0 0 0 0 0 0
10 0 123 0 0 0 0 3 142 1 4185 0 131 17 10 138 1 0 0 0 2 7 0 0 0 82 0 0 0 0 0 0 0 0 24 4 0 0 0 0 0 0 8 0 0 5 0 0 0 0 0 6 0 0 140 1 0 1 0 4 3 0
11 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 29 0 0 0 0 0 1 0 82 0 325 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 26 0 0 0 0 3 86 15 36 0 2 126 0 68 0 0 0 0 1 1 0 0 0 6 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 1 0 0 0 0
14 0 14 0 0 0 0 0 0 0 2 0 3 4 11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 86 3 0 20 1 0 111 72 203 0 0 100 2 4380 86 1 0 0 32 5 0 357 0 703 0 0 0 0 1 0 0 0 1 2 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 321 0 3 23 0 6 0 0
16 0 1 0 0 0 0 0 0 0 0 0 0 0 0 25 18 1 0 0 3 0 0 46 0 21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 0 111 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1233 251 98 0 0 15 6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
20 0 712 0 0 0 1 0 1 0 10 0 0 1 0 25 2 0 0 1192 11606 265 75 188 27 539 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 7 0 0 3 0 0 0 0
21 0 75 0 0 0 0 0 0 0 5 0 0 0 0 4 0 0 0 73 160 648 0 1 0 111 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 4 0 0 0 0
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
23 0 23 1 0 0 3 0 0 0 1 0 0 0 0 45 9 0 0 2 740 4 5 1122 0 255 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 7 0 0 0 0
24 0 80 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 30 22 3 0 0 16 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
25 0 209 0 0 0 0 1 2 0 136 0 0 5 0 550 9 0 0 11 933 216 0 628 2 3313 0 0 0 0 1 0 0 0 4 6 4 0 1 0 0 0 0 0 0 0 0 0 0 0 0 3 0 4 90 0 0 32 0 6 1 0
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
30 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 1 0 0 0 0 0 12 0 18 0 2 0 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 71 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0
35 0 2 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 1 0 7 0 0 0 0 0 0 0 0 0 19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0
36 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
38 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
42 0 1 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0
43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0
46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
51 0 2 0 0 0 0 1 7 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0
52 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
53 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0 0
54 0 50 0 0 0 0 0 144 16 258 0 0 10 0 212 0 0 0 0 9 3 0 2 0 124 0 0 0 0 0 0 0 0 3 25 0 0 0 0 0 0 14 0 0 8 0 0 0 0 0 0 0 0 1205 1 2 0 0 11 0 0
55 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
56 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 8 0 0 1 0 0
57 0 34 0 0 0 8 0 0 0 5 0 0 1 0 60 0 1 0 0 4 6 0 11 0 81 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 71 0 0 0 0
58 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
59 0 12 0 0 0 0 0 0 0 5 0 0 1 0 5 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 12 0 10 0 0 45 0 0
60 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0
61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table B.3: Sokolov 2010, confusion matrix between ﬂight-lines 3 and 4. Total matches: 49885, κ “ 0.66, σˆκ “ 0.0024. See table 6.2 for classes index deﬁnitions.
Classes from Flight-line 4
C
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Classes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 83 0 0 0 0 0 0 0 10 0 1 1 0 0 1 0 0 8 26 2 0 4 2 23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 1 0 0 0 0 2 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 31 1 10 0 0 7 0 6 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 1 0 17 0 0 0 10 0 4 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 18 0 0 0 0 0 8 1 901 0 5 1 0 33 0 0 0 1 0 1 0 0 0 51 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 4 0 0 0 0 0 0 0 2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 3 0 0 0 0 0 6 1 1 0 0 32 0 21 0 0 0 0 7 0 0 1 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 7 0 0 0 0 0 2 2 44 0 0 12 0 386 6 0 0 0 22 0 0 92 0 305 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 47 0 0 0 0
16 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 5 0 5 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 0 57 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 738 123 0 0 0 6 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
20 0 242 0 0 0 0 0 0 0 4 0 0 3 0 0 0 0 0 1122 5961 40 4 77 20 83 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
21 0 9 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 67 193 196 0 0 4 35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
23 0 4 0 0 0 0 0 0 0 0 0 0 1 0 5 2 0 0 1 472 0 1 490 0 32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0
24 0 33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 15 6 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
25 0 37 0 0 0 0 0 0 0 19 0 0 1 0 48 1 0 0 4 498 99 0 317 0 1100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 24 0 0 0 0
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
51 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
52 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
53 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
54 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0
55 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
56 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
57 0 2 0 0 0 0 0 0 0 2 0 0 0 0 3 0 0 0 0 5 0 0 9 0 22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 43 0 0 0 0
58 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
59 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
60 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table B.4: Sokolov 2010, confusion matrix between ﬂight-lines 4 and 5. Total matches: 14580, κ “ 0.55, σˆκ “ 0.0054. See table 6.2 for classes index
deﬁnitions.
Classes from Flight-line 5
C
la
ss
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fr
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6
Classes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 2 0 0 0 0 0 0 0 76 0 0 0 0 4 0 0 0 0 2 3 0 0 0 22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 2 0 0 0 0 0 0 0 3 0 0 0 0 764 18 0 0 0 3 1 0 33 0 25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 0 20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 189 47 1 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
20 0 61 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 218 1030 5 0 6 11 24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
21 0 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 13 37 8 0 0 0 13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
23 0 1 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 30 0 0 26 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
24 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
25 0 13 0 0 0 0 0 0 0 6 0 0 0 0 8 0 0 0 7 131 11 0 68 0 105 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
51 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
52 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
53 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
54 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0
55 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
56 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
57 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
58 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
59 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
60 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table B.5: Sokolov 2010, confusion matrix between ﬂight-lines 5 and 6. Total matches: 3261, κ “ 0.60, σˆκ “ 0.0110. See table 6.2 for classes index
deﬁnitions.
Classes from Flight-line 6
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Classes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 63 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 46 8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
20 0 12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 30 148 0 1 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
25 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 2 0 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
51 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
52 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
53 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
54 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
55 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
56 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
57 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
58 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
59 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
60 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table B.6: Sokolov 2010, confusion matrix between ﬂight-lines 6 and 7. Total matches: 437, κ “ 0.65 σˆκ “ 0.0313. See table 6.2 for classes index deﬁnitions.
South-Eastern Classiﬁcation
N
or
th
-E
as
te
rn
C
la
ss
iﬁ
ca
tio
n
Classes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 1.6E5 16 32 0 216 0 224 32 1.2E4 0 2388 1068 88 2048 4 0 0 3408 1.0E4 7254 0 464 648 9112 0 0 0 64 96 208
3 0 96 2.4E4 2608 888 0 16 512 0 256 0 32 0 0 9296 2896 0 0 0 0 0 0 288 0 136 0 0 0 0 0 0
4 0 176 1040 5424 0 0 0 240 0 160 0 0 0 0 2720 64 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 16 1016 48 1.1E4 0 0 0 448 0 0 0 8 0 5568 512 0 0 0 0 0 0 128 0 0 0 0 0 0 0 0
6 0 312 0 0 0 2224 8 0 0 0 0 0 68 0 80 0 0 0 0 8 0 0 8 0 0 0 0 0 0 0 0
7 0 4 0 0 0 0 6504 1864 32 80 0 32 2120 0 568 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 880 32 32 96 0 2488 9.0E4 2788 2.4E4 16 2176 1.1E4 200 6808 0 0 0 64 12 0 0 4 0 188 0 0 0 0 0 0
9 0 80 0 0 6376 0 76 1160 1.5E4 8 0 0 432 0 6328 0 0 0 0 0 0 0 0 0 140 0 0 0 0 0 0
10 0 2.3E4 32 0 0 0 88 1.9E4 12 1.1E6 256 4588 4092 832 3.3E4 8 0 0 100 1700 2306 0 112 0 3.6E4 0 0 0 0 0 0
11 0 208 0 0 0 0 8 8 8 624 112 64 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 0 2696 0 0 0 0 0 2136 0 7720 64 2.2E4 1472 56 72 0 0 0 0 32 16 0 0 0 48 0 0 0 0 0 36
13 0 2204 0 0 32 128 248 3624 348 2948 0 688 4.2E4 0 9720 0 0 0 0 100 344 0 36 0 1456 0 0 0 0 0 0
14 0 176 0 0 0 0 0 0 0 272 0 56 32 184 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
15 0 5232 2968 1824 5856 104 320 3760 1576 1.1E4 0 96 4640 96 3.3E5 2.5E4 184 0 48 5118 1034 48 3.7E4 0 9.0E4 0 0 0 0 8 0
16 0 124 832 32 112 0 0 0 0 0 0 0 32 0 2328 6686 56 0 0 744 16 0 6244 0 990 0 0 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8 0 80 0 0 0 0 0 96 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 0 3.2E4 0 0 0 0 0 0 0 40 0 0 0 0 48 0 0 0 4.0E5 6.0E4 6658 64 64 3626 1524 0 0 0 0 0 0
20 0 7.5E4 0 0 0 8 0 8 0 944 0 32 100 0 1514 208 0 0 2.2E5 1.2E6 2.0E4 3833 1.5E4 4611 3.8E4 0 0 0 0 0 0
21 0 2.2E4 0 0 0 0 0 0 0 2424 0 96 96 0 660 16 0 0 8.4E4 7.8E4 1.2E5 0 248 1136 2.10E4 0 0 0 0 0 0
22 0 32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 288 0 160 32 0 0 0 0 0 0 0 0
23 0 1482 136 0 32 24 0 0 0 72 0 0 36 0 1760 1392 80 0 228 6.4E4 160 732 5.8E4 64 7164 0 0 0 0 0 0
24 0 1.2E4 0 0 0 0 0 0 0 0 0 0 0 0 8 0 0 0 2655 1292 56 0 0 2677 48 0 0 0 0 0 0
25 0 3.1E4 48 0 0 0 40 16 0 1.7E4 0 32 812 0 3.2E4 1692 0 0 5702 1.3E5 3.9E4 32 5.6E4 224 3.6E5 0 0 0 0 8 0
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
29 0 64 0 0 0 0 0 0 0 0 0 32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 32 0 0
30 0 120 0 0 0 0 0 0 0 32 0 0 0 0 0 0 0 0 0 0 96 0 0 0 40 0 0 0 0 0 0
31 0 576 0 0 0 0 0 0 0 0 0 128 0 0 0 0 0 0 0 0 64 0 0 0 32 0 0 0 0 32 288
32 0 160 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 2392 0 32 0 0 0 160 0 4512 0 80 64 56 128 0 0 0 0 0 0 0 0 0 80 0 0 0 0 0 0
35 0 192 288 0 80 0 0 0 0 32 0 0 32 0 1200 496 0 0 0 80 64 0 232 0 1640 0 0 0 0 0 0
36 0 288 0 0 0 16 0 0 0 64 0 0 64 0 160 0 0 0 0 64 64 0 0 0 192 0 0 0 0 0 0
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
38 0 8 0 0 0 0 0 0 0 64 0 0 0 0 0 0 0 0 0 32 64 0 0 0 144 0 0 0 0 0 0
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 544 0 0 0 0 0 0 0 32 0 0 0 0 0 0 0 0 0 32 64 0 0 0 0 0 0 0 0 0 0
42 0 776 0 0 0 0 0 0 0 1136 0 0 0 0 0 0 0 0 0 0 0 0 16 0 64 0 0 0 0 0 0
43 0 0 16 0 0 0 0 32 0 128 0 0 0 0 0 0 0 0 0 0 0 0 0 0 32 0 0 0 0 0 0
44 0 96 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 32 0 0 0 0 0 0 0 0 0 0
45 0 240 0 0 0 0 0 0 0 128 0 0 0 0 32 0 0 0 0 0 0 0 0 0 144 0 0 0 0 0 0
46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
47 0 64 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 32 0 0 0 0 0 0 0 0
48 0 64 0 0 0 0 0 0 0 64 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
51 0 512 0 0 0 0 8 56 0 1040 0 0 128 0 128 0 0 0 0 16 32 0 0 0 408 0 0 0 0 0 0
52 0 96 0 0 0 0 0 0 0 32 0 0 16 0 32 0 0 0 0 0 64 0 0 0 0 0 0 0 0 0 0
53 0 24 0 0 0 0 0 0 0 0 0 0 0 0 64 0 0 0 0 64 8 0 0 0 120 0 0 0 0 0 0
54 0 5152 384 384 0 0 32 3776 128 1.5E4 0 80 368 0 2.1E4 0 0 0 48 858 552 0 160 0 2.0E4 0 0 0 0 0 0
55 0 16 0 0 0 0 0 128 0 320 0 0 0 0 0 0 0 0 0 8 8 0 32 0 64 0 0 0 0 0 0
56 0 64 0 0 0 0 0 0 0 32 0 0 48 0 96 0 0 0 0 32 0 0 0 0 272 0 0 0 0 0 0
57 0 1256 0 0 0 240 0 0 0 288 0 32 328 0 2348 144 8 0 0 1092 896 0 668 0 5360 0 0 0 0 0 0
58 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
59 0 1360 0 0 0 0 0 0 0 888 0 0 216 0 968 16 0 0 64 160 64 0 0 32 1104 0 0 0 0 0 0
60 0 48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 32 0 0 0 0 0 0
61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table B.7: Sokolov 2010, confusion matrix between south-east and north-west ﬂight lines - ﬁrst part. Total matches: 608756, κ “ 0.63 σˆκ “ 5.8 10´4. See table
6.2 for classes index deﬁnitions.
South-Eastern Classiﬁcation
N
or
th
-E
as
te
rn
C
la
ss
iﬁ
ca
tio
n
Classes 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 112 0 2568 48 8 0 128 0 0 192 1104 0 32 444 0 0 0 0 0 352 0 16 2680 0 16 1156 0 472 0 0
3 0 0 0 1472 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1408 0 0 0 0 0 0 0
4 0 0 0 96 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1008 0 0 0 0 0 0 0
5 0 0 0 640 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 88 0 0 0 0
7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 48 0 0 0 0 32 0 0
8 32 0 160 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 152 0 0 6536 0 0 0 0 32 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 256 0 0 0 0 0 0 0
10 32 0 3168 400 160 0 256 0 0 32 3296 96 0 392 0 0 0 0 0 960 0 0 4.4E4 24 320 362 0 1744 120 0
11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
12 16 0 32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 32 0 0 64 0 0 0 0
13 0 0 8 0 32 0 0 0 0 0 16 0 0 0 0 0 0 0 0 144 0 0 104 0 0 1508 0 80 0 0
14 0 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0 0 0 0 0 0
15 0 0 104 3360 120 0 32 0 0 0 48 32 0 48 0 0 0 0 0 16 32 224 1.6E4 16 232 6472 0 720 0 0
16 0 0 0 84 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 72 32 0 0 8 0 0 0 0
17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 0 0 0 0 0 0 0
20 0 0 160 128 16 0 80 0 0 0 0 0 0 0 0 0 0 0 0 16 0 16 492 0 32 552 0 16 0 0
21 0 0 64 96 64 0 48 0 0 0 32 32 64 0 0 0 0 0 0 32 0 0 868 0 32 434 0 128 0 0
22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
23 0 0 0 0 0 0 0 0 0 0 0 64 0 0 0 0 0 0 0 0 0 0 24 0 0 504 0 0 0 0
24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
25 0 0 192 2352 224 0 312 0 0 0 400 32 0 80 0 0 0 32 0 168 0 80 1.5E4 0 400 4596 0 1280 8 0
26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
32 48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
34 0 0 1.2E4 0 0 0 0 0 0 32 352 0 0 32 0 0 0 32 0 280 0 0 1376 0 0 0 0 0 0 0
35 0 0 0 3868 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 312 0 32 0 0 32 0 0
36 0 0 32 0 224 0 0 0 0 0 0 0 0 0 0 0 0 0 0 16 0 0 64 0 0 0 0 72 0 0
37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 152 0 0 0 0 0 0 0
39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
41 0 0 64 0 0 0 0 0 0 96 0 0 0 0 0 0 0 0 0 64 0 0 0 0 0 0 0 0 0 0
42 0 0 0 0 0 0 0 0 0 0 1392 0 0 96 0 0 0 0 0 0 0 0 1112 0 0 0 0 0 0 0
43 0 0 0 0 0 0 0 0 0 0 0 64 0 0 0 0 0 0 0 0 0 0 160 0 0 0 0 0 0 0
44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
45 0 0 0 96 0 0 0 0 0 0 96 0 0 800 0 0 0 0 0 0 0 0 752 0 0 0 0 0 0 0
46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 384 0 0 0 0 0 0 64 448 0 0 0 0 0 0
48 0 0 32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
51 0 0 424 32 32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1400 16 0 192 0 32 0 0 288 0 0
52 0 0 64 0 0 0 0 0 0 0 32 0 0 0 0 0 0 0 0 32 16 0 0 0 0 0 0 0 0 0
53 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 80 0 0 32 0 0 0 0 0
54 16 0 216 1544 16 0 192 0 0 0 736 48 0 272 0 0 0 32 0 112 0 16 1.0E5 24 128 80 0 216 288 0
55 0 0 320 0 0 0 0 0 0 0 0 160 0 0 0 64 0 0 0 0 32 0 384 1024 0 0 0 0 0 0
56 0 0 0 200 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 64 0 64 40 0 960 0 0 360 0 0
57 0 0 0 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 48 0 0 8372 0 0 0 0
58 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
59 0 0 0 112 248 0 0 0 0 0 0 0 0 0 0 0 0 0 0 88 0 128 576 0 512 0 0 5560 0 0
60 0 0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 64 0 0 0 0 0 64 0
61 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Table B.8: Sokolov 2010, confusion matrix between south-east and north-west ﬂight lines - second part. Total matches: 608756, κ “ 0.63 σˆκ “ 5.8 10´4.
See table 6.2 for classes index deﬁnitions.
B.1.2 Proportions of Asymmetries and Symmetries
Flight-Lines 1 & 2
Class pu pp pa ps Class pu pp pa ps
1 0.638 0.334 0.304 0.972 2 0.530 0.762 ´0.232 1.292
3 0.579 0.553 0.025 1.132 4 0.705 0.466 0.238 1.171
5 0.556 0.385 0.171 0.940 6 0.589 0.664 ´0.075 1.253
7 0.617 0.748 ´0.131 1.365 8 0.512 0.765 ´0.253 1.277
9 0.745 0.829 ´0.084 1.574 10 N{A 0.000 N{A N{A
11 0.734 0.753 ´0.018 1.487 12 0.673 0.631 0.042 1.303
13 N{A 0.000 N{A N{A 14 0.603 0.717 ´0.113 1.320
15 0.274 0.139 0.135 0.413 16 0.500 0.167 0.333 0.667
18 0.793 0.537 0.256 1.330 19 0.754 0.774 ´0.021 1.528
20 0.387 0.626 ´0.239 1.013 21 0.385 0.079 0.305 0.464
22 0.443 0.292 0.151 0.736 23 0.140 0.269 ´0.130 0.409
24 0.529 0.608 ´0.078 1.137 28 0.250 0.333 ´0.083 0.583
29 0.000 0.000 0.000 0.000 30 0.257 0.562 ´0.305 0.820
31 0.000 N{A N{A N{A 33 0.578 0.634 ´0.057 1.212
34 0.466 0.343 0.123 0.809 35 0.182 0.200 ´0.018 0.382
37 0.000 0.000 0.000 0.000 40 0.107 0.273 ´0.166 0.380
41 0.348 0.191 0.156 0.539 42 0.167 0.133 0.033 0.300
43 0.000 0.000 0.000 0.000 44 0.265 0.231 0.034 0.495
46 0.387 0.857 ´0.470 1.244 47 0.000 N{A N{A N{A
48 N{A 0.000 N{A N{A 50 0.225 0.333 ´0.108 0.558
51 0.000 0.000 0.000 0.000 52 0.000 0.000 0.000 0.000
53 0.636 0.498 0.138 1.134 54 0.405 0.696 ´0.291 1.101
55 0.583 0.382 0.202 0.965 56 0.422 0.348 0.073 0.770
58 0.408 0.494 ´0.086 0.903 59 0.500 0.143 0.357 0.643
Table B.9: Symmetric and asymmetric accuracies: ps and pa along with so-called producer’s and
user’s accuracies (respectively pp and pu) for classiﬁcations results between ﬂight-lines
1 and 2: Sokolov 2010 dataset. Classes with absolutely no matches were removed from
the table.
210
Flight-Lines 2 & 3
Class pu pp pa ps Class pu pp pa ps
1 0.754 0.416 0.338 1.170 2 0.548 0.780 ´0.232 1.328
3 0.384 0.464 ´0.080 0.849 4 0.081 0.215 ´0.134 0.296
5 0.900 0.776 0.124 1.676 6 0.062 0.200 ´0.138 0.263
7 0.559 0.598 ´0.040 1.157 8 0.312 0.714 ´0.402 1.027
9 0.925 0.955 ´0.029 1.880 10 0.111 0.292 ´0.181 0.403
11 0.356 0.514 ´0.158 0.870 12 0.189 0.211 ´0.021 0.400
13 0.207 0.098 0.109 0.305 14 0.488 0.603 ´0.115 1.090
15 0.517 0.213 0.304 0.729 16 0.429 0.250 0.179 0.679
18 0.802 0.624 0.177 1.426 19 0.771 0.750 0.021 1.521
20 0.179 0.491 ´0.312 0.670 21 0.000 0.000 0.000 0.000
22 0.363 0.346 0.017 0.710 23 0.182 0.120 0.062 0.302
24 0.445 0.538 ´0.093 0.984 31 0.300 0.188 0.112 0.487
33 0.448 0.541 ´0.093 0.989 34 0.427 0.197 0.230 0.625
35 0.143 0.286 ´0.143 0.429 37 0.000 0.000 0.000 0.000
41 0.091 0.108 ´0.017 0.199 42 0.000 0.000 0.000 0.000
44 0.425 0.633 ´0.208 1.057 50 0.388 0.398 ´0.010 0.787
51 0.167 0.500 ´0.333 0.667 52 0.500 0.056 0.444 0.556
53 0.510 0.563 ´0.053 1.074 54 0.000 0.000 0.000 0.000
55 0.230 0.286 ´0.056 0.515 56 0.320 0.242 0.077 0.562
58 0.542 0.505 0.037 1.048 59 0.000 N{A N{A N{A
Table B.10: Symmetric and asymmetric accuracies: ps and pa along with the so-called producer’s
and user’s accuracies (respectively pp and pu) for classiﬁcation results between ﬂight-
lines 2 and 3: Sokolov 2010 data-set. Classes with absolutely no matches were
removed from the table.
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Flight-Lines 3 & 4
Class pu pp pa ps Class pu pp pa ps
1 0.925 0.745 0.180 1.670 2 0.690 0.930 ´0.241 1.620
4 0.424 0.462 ´0.038 0.885 5 0.789 0.832 ´0.043 1.620
6 0.583 0.677 ´0.094 1.261 7 0.649 0.513 0.137 1.162
8 0.448 0.524 ´0.076 0.972 9 0.831 0.803 0.028 1.633
10 0.000 N{A N{A N{A 11 0.734 0.651 0.082 1.385
12 0.334 0.406 ´0.072 0.741 13 0.306 0.407 ´0.102 0.713
14 0.671 0.765 ´0.094 1.437 15 0.154 0.144 0.010 0.298
16 0.000 0.000 0.000 0.000 18 0.719 0.482 0.237 1.201
19 0.792 0.839 ´0.047 1.631 20 0.597 0.502 0.095 1.099
21 0.000 0.000 0.000 0.000 22 0.506 0.475 0.031 0.981
23 0.104 0.267 ´0.163 0.371 24 0.537 0.621 ´0.084 1.158
29 0.000 0.000 0.000 0.000 30 N{A 0.000 N{A N{A
33 0.634 0.538 0.096 1.172 34 0.475 0.322 0.153 0.797
35 0.000 0.000 0.000 0.000 37 0.000 0.000 0.000 0.000
41 0.231 0.214 0.016 0.445 44 0.500 0.125 0.375 0.625
50 0.290 0.243 0.047 0.534 52 0.615 0.533 0.082 1.149
53 0.575 0.642 ´0.068 1.217 54 0.000 0.000 0.000 0.000
55 0.615 0.348 0.268 0.963 56 0.250 0.486 ´0.236 0.736
58 0.459 0.584 ´0.125 1.044 59 0.000 0.000 0.000 0.000
Table B.11: Symmetric and asymmetric accuracies: ps and pa along with the so-called producer’s
and user’s accuracies (respectively pp and pu) for classiﬁcation results between ﬂight-
lines 3 and 4: Sokolov 2010 data-set. Classes with absolutely no matches were
removed from the table.
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Flight-lines 4 & 5
Class pu pp pa ps Class pu pp pa ps
1 0.509 0.166 0.344 0.675 5 0.000 N{A N{A N{A
6 0.400 0.667 ´0.267 1.067 7 0.534 0.633 ´0.098 1.167
8 0.486 0.773 ´0.287 1.258 9 0.879 0.906 ´0.027 1.785
11 0.222 0.250 ´0.028 0.472 12 0.405 0.451 ´0.046 0.856
14 0.416 0.761 ´0.345 1.177 15 0.143 0.167 ´0.024 0.310
18 0.798 0.377 0.421 1.175 19 0.789 0.815 ´0.026 1.604
20 0.387 0.580 ´0.193 0.967 21 N{A 0.000 N{A N{A
22 0.484 0.492 ´0.008 0.976 23 0.085 0.135 ´0.050 0.220
24 0.512 0.658 ´0.146 1.170 30 N{A 0.000 N{A N{A
34 1.000 0.500 0.500 1.500 37 0.000 N{A N{A N{A
44 N{A 0.000 N{A N{A 53 0.286 0.154 0.132 0.440
56 0.500 0.352 0.148 0.852
Table B.12: Symmetric and asymmetric accuracies: ps and pa along with the so-called producer’s
and user’s accuracies (respectively pp and pu) for classiﬁcation results between ﬂight-
lines 4 and 5: Sokolov 2010 data-set. Classes with absolutely no matches were
removed from the table.
Flight-lines 5 & 6
Class pu pp pa ps Class pu pp pa ps
1 0.375 0.027 0.348 0.402 9 0.685 0.894 ´0.209 1.579
12 0.000 N{A N{A N{A 14 0.898 0.978 ´0.080 1.876
15 0.750 0.143 0.607 0.893 18 0.721 0.442 0.280 1.163
19 0.760 0.803 ´0.043 1.562 20 0.101 0.250 ´0.149 0.351
22 0.426 0.195 0.231 0.622 23 0.000 0.000 0.000 0.000
24 0.299 0.522 ´0.223 0.822 53 0.529 0.900 ´0.371 1.429
56 N{A 0.000 N{A N{A
Table B.13: Symmetric and asymmetric accuracies: ps and pa along with the so-called producer’s
and user’s accuracies (respectively pp and pu) for classiﬁcation results between ﬂight-
lines 5 and 6: Sokolov 2010 data-set. Classes with absolutely no matches were
removed from the table.
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Fligth-lines 6 & 7
Class pu pp pa ps Class pu pp pa ps
1 1.000 0.759 0.241 1.759 14 0.000 N{A N{A N{A
18 0.780 0.597 0.182 1.377 19 0.755 0.925 ´0.170 1.680
21 N{A 0.000 N{A N{A 22 N{A 0.000 N{A N{A
23 0.500 0.167 0.333 0.667 24 0.476 0.714 ´0.238 1.190
53 0.250 0.250 0.000 0.500
Table B.14: Symmetric and asymmetric accuracies: ps and pa along with the so-called producer’s
and user’s accuracies (respectively pp and pu) for classiﬁcation results between ﬂight-
lines 6 and 7: Sokolov 2010 data-set. Classes with absolutely no matches were
removed from the table.
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B.2 Parameter Optimisation
Figure B.1: Simulated annealing, evolution of the first run.
Figure B.2: Simulated annealing, evolution of the second run.
Figure B.3: Simulated annealing, evolution of the third run.
Figure B.4: Simulated annealing, evolution of the fourth run.
Figure B.5: Simulated annealing, evolution of the fifth run.
Figure B.6: Simulated annealing, evolution of the sixth run.
Figure B.7: Simulated annealing, evolution of the seventh run.
Figure B.8: Simulated annealing, evolution of the eigthth run.
Figure B.9: Simulated annealing, evolution of the nineth run.
Figure B.10: Simulated annealing, evolution of the tenth run.
Appendix C
Elements of Statistics
The most important questions of life are indeed, for the most
part, really only problems of probability.
Pierre-Simon Laplace - Scientist
C.1 Basic Statistics
C.1.1 Deﬁnitions
This section reviews some basic deﬁnitions related to probabilities and density of probabilities.
Again, main ideas and concepts are presented but without focusing on the underlying mathem-
atical details.
The probability density function, or PDF, can be seen as the limit case of a histogram. It is
a positive function such as the probability that a random variable is taking values between a and
b is equal to the integral of the PDF between both values. As a result, a PDF has a normalised
integral equal to one.
The probability density function is strongly bound with the characteristic function obtained
by an inverse Fourier transform of the PDF. A similar function is the cumulative density function
corresponding to the integral. In practice the value of the cumulative distribution at x represents
the probability that a random variable is smaller than x.
C.1.2 Maximum Likelihood Estimation
The maximum likelihood estimation aims at guessing the parameters deﬁning a statistical model,
given a set of N samples: txkuk. The underlying idea consists of making use of the Bayes relation
for obtaining the parameters that that are the most likely given the N observed samples.
Writing θ the model’s parameter, the goal is to maximise: P pθ| txkukq. Inverting this rela-
tionship by means of the Bayes relation, this yields equation C.1.1.
LE pθq “ P pθ| txkukq “ P ptxkuk |θqP pθq{P ptxkukq9P ptxkuk |θqP pθq (C.1.1)
Assuming that the parameters are equiprobable ﬁnally removes the dependency on P pθq, thus
allowing to perform the maximisation on P ptxkuk |θq directly. This can furthermore be rewritten
as
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argmax
θ
LE pθq “ argmax
θ
Nź
k“1
P pxk|θq
Since the statistical model is known, P pxk|θq can be estimated for any given value of θ, thus
leading the path to an estimation of the parameters.
C.2 Probability Distributions
This section quickly summarises some of the probability distributions used within this work.
When analytically expressible, the maximum likelihood estimators of the parameters are given
as a function of a random sample of size N : txkukPrr1;Nss assumed to be compatible with the
investigated distribution.
Please also note that there might exist some other equivalent parametrisation of these distri-
butions. They have been omitted for the sake of simplicity. In particular, some distributions do
not natively introduce any location parameter and could therefore be extended using a transla-
tion operator. For example, the exponential distribution should be generalised by extending its
probability density function by equation (C.2.1).
Eλ,μ :
" rμ;8r Ñ R`
x Ñ λe´λpx´μq (C.2.1)
C.2.1 Beta distribution
The Beta distribution has been widely used to model statistics with a ﬁnite support. Its prob-
ability density function is given in equation C.2.2.
Ba,b :
# ry1, y2s Ñ R`
x Ñ px´y1qa´1py2´xqb´1py2´y1qa`b´1Bpa,bq
(C.2.2)
The maximum likelihood estimator of the Beta distribution can be expressed by mean of the
di-gamma function resulting in system (C.2.3) [Beckman and Tiet jen, 1978].$’’&’’%
Ψ pa˜q ´ Ψ `a˜ ` b˜˘ “ lnˆ Nś
k“1
´
xk´y1
y2´y1
¯1{N˙ “ lnG1
Ψ
`
b˜
˘ ´ Ψ `a˜ ` b˜˘ “ lnˆ Nś
k“1
´
y2´xk
y2´y1
¯1{N˙ “ lnG2 (C.2.3)
On the hypothesis that both shape parameters are strictly greater than one, the approxima-
tion of the bi-gamma function by the logarithm (see A.4.4) can be used to obtain an approximate
solution. $’&’%
a˜0 « 12 ` G12p1´G1´G2q
b˜0 « 12 ` G22p1´G1´G2q
(C.2.4)
In order to reﬁne these solutions, a zero crossing of (C.2.3) is iteratively searched around`
a˜0, b˜0
˘
and the solution is reﬁned using dichotomy.
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C.2.2 Cauchy Distribution
This distribution is also sometimes called Lorentz or Lorentzian distribution. It is fully deﬁned
through two parameters. A strictly positive real number, γ, also called shape parameter, and a
real number, μ or location parameter, are enough to fully deﬁne the distribution.
Cμ,γ :
#
R Ñ R`
x Ñ 1
πγ
´
1`p x´μγ q2
¯ (C.2.5)
The Cauchy distribution can be interpreted as the distribution of a ratio of two independent
normal random variables. In its general form, it has various applications in the ﬁeld of physics
such as describing shapes of spectral lines subjects to homogeneous broadening [Ott et al., 2013].
The maximum likelihood estimators of the parameters are not directly accessible but can be
expressed through the system (C.2.6) which can be solved numerically [Ferguson, 1978].$’’’’&’’’’%
Nř
k“1
xk´μ
γ2`pxk´μq2 “ 0
Nř
k“1
γ2
γ2`pxk´μq2 “ 0
(C.2.6)
C.2.3 Chi-Squared Distribution
This distribution is deﬁned through one unique positive integer, k, called degrees of freedom of
the χ2 distribution. χ2k can indeed be understood as being the distribution of the sum of square
values from k independent Gaussian distributions whose mean are 0 and variance equal to 1.
k P N
χ2k :
#
R
` Ñ R`
x Ñ 1
2
k
2 Γp k2 qx
k
2 ´1e´ x2 (C.2.7)
The degree of freedom is here computed on its ﬁrst moments: k being equal to the expectancy.
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C.2.4 Gamma Distribution
The Gamma distribution is deﬁned by two strictly positive real parameters, θ, the scale para-
meter and k, its shape parameter. The corresponding probability density function is given by
equation (C.2.8). When k is an integer, the Gamma distribution is sometimes called the Erlang
distribution. It can then be interpreted as representing the sum of k independent and identically
distributed exponential random variables with rates equal to θ´1.
γk,θ :
#
R
` Ñ R`
x Ñ xk´1Γpkqθk e´
x
θ
(C.2.8)
The maximum likelihood estimator leads to the system (C.2.9) [Harter and Moore, 1965].$’’&’’%
θ˜k˜ “ 1N
Nř
k“1
xk
ln
`
θ˜
˘ ` Ψ `k˜˘ “ 1N Nř
k“1
ln pxkq
(C.2.9)
An iterative solver based on the the Newton-Raphson method has been proposed by [Choi
and Wette, 1969]. Expressing θ˜ as a function of k˜ yields equation (C.2.10), where Ψ is the
di-gamma function.$’’’’&’’’’%
θ˜ “ 1
Nk˜
Nř
k“1
xk
0 “ ln `k˜˘ ´ Ψ `k˜˘ ´ lnˆ 1N Nř
k“1
xk
˙
` 1N
Nř
k“1
ln xk
“ ln `k˜˘ ´ Ψ `k˜˘ ´ M
(C.2.10)
The second term of equation (C.2.10) can then be solved iteratively by iterating on k˜n:
k˜n`1 “ k˜n ´ ln k˜n ´ Ψ
`
k˜n
˘ ´ M`
k˜n
˘´1 ´ Ψ1 `k˜n˘
A possible initialisation can be based on the approximation of k proposed by [Thom, 1958]:
k˜0 “
1 `
b
1 ` 43M
4M
With
M “ ln
˜
1
N
Nÿ
k“1
xk
¸
´ 1
N
Nÿ
k“1
ln xk
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C.2.5 Exponential Distribution
This distribution is deﬁned through a strictly positive real number, λ, usually called rate para-
meter. The exponential distribution can be interpreted as the time between two consecutive
events of a Poisson process. It is commonly used to modell the life expectancy of electrical
components. Its probability density function is given by equation (C.2.11).
Eλ :
"
R
` Ñ R`
x Ñ λe´λx (C.2.11)
The maximum likelihood estimator of the rate parameter is given by equation (C.2.12).
λ˜ “ N
Nř
k“1
xk
(C.2.12)
C.2.6 Exponential-Power Distribution
The exponential power distribution, also called generalised normal distribution, is deﬁned by
three parameters:
• μ P R, the location parameter.
• α P R`˚, the scale parameter.
• β P R`˚, the shape parameter.
This is a generalisation of both the normal (i.e. β “ 2) and the Laplace (i.e. β “ 1)
distributions. Its probability density function is given in equation (C.2.13).
Epμ,α,β :
#
R Ñ R`
x Ñ β2αΓ
´
1
β
¯´1
e´
|x´μ|β
αβ
(C.2.13)
The ’raw’ maximum likelihood estimators of the generalised normal distribution are provided
in equation (C.2.14), where Ψ is the di-gamma function.$’’’’’’’’’’&’’’’’’’’’’%
μ˜ “ argmin
μ
ˆ
Nř
k“1
|xk ´ μ|β˜
˙
α˜ “
ˆ
β˜
N
Nř
k“1
|xk|β˜
˙1{β˜
0 “ 1 ` Ψp1{β˜q
β˜
´
Nř
k“1
|xk|β˜ ln pxkq
Nř
k“1
|xk|β˜
`
ln
˜
β˜
N
Nř
k“1
|xk|β˜
¸
β˜
“ g `β˜˘
(C.2.14)
Since the equation g
`
β˜
˘ “ 0 is not directly invertible, [Do and Vetterli, 2002] proposes an
iterative method based on the Newton-Raphson algorithm. Given an approximation of a root of
g at step l, it can be updated using the recurrence equation (C.2.15).
β˜l`1 “ β˜l ´ g
`
β˜l
˘
g1
`
β˜l
˘ (C.2.15)
With g1 being the ﬁrst derivative of g: its expression is provided in (C.2.16) where Ψ1 is the
tri-gamma function as described in section A.4.8.
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g1
`
β˜
˘ “ 1
β˜2
´ Ψp1{β˜q
β˜2
´ Ψ1p1{β˜q
β˜3
´
Nř
k“1
|xk|β˜pln pxk|q2
Nř
k“1
|xk|β˜
`
¨˚
˝
Nř
k“1
|xk|β˜ ln |xk|
Nř
k“1
|xk|β˜
‹˛‚
2
`
Nř
k“1
|xk|β˜ ln |xk|
β˜
Nř
k“1
|xk|β˜
´
ln
˜
β˜{N
Nř
k“1
|xk|β˜
¸
β˜2
(C.2.16)
An initial guess of the shape parameter can be obtained using the inverse of the so-called
generalised Gaussian ratio function (C.2.17) whose solution can be approximated by mean of a
look-up table [Shariﬁ and Leon-Garcia, 1995; Do and Vetterli, 2002].
r
`
β˜0
˘´1 “ `Γ `2{β˜0˘˘2
Γ
`
1{β˜0
˘
Γ
`
3{β˜0
˘ “
Nř
k“1
|xk|
Nř
k“1
pxkq2
(C.2.17)
Once the maximum likelihood estimator of the shape parameter has been retrieved, the
location and scale parameters are straightforward to obtain.
C.2.7 Landau Distribution
The Landau distribution is a speciﬁc case of the levy alpha stable distribution. It can be expressed
through equation (C.2.18), where r is any positive real number. It was initially introduced to
model energy loses due to ionisation for charged particles going through thin layers of materials
[Kölbig and Schorr, 1984]. Since it is not parameter dependant, this distribution has no maximum
likelihood estimator.
L :
"
R Ñ R`
x Ñ 12πi
şr`i8
r`i8 e
t ln t`xtdt (C.2.18)
C.2.8 Laplace Distribution
This distribution is deﬁned through a real parameter, μ or the location parameter and a purely
positive real number a, its scale parameter. Its probability density function is given by equation
(C.2.19). The distribution resulting from two independent and identically distributed exponential
random variables is a Laplace distribution.
Lμ,a :
#
R Ñ R`
x Ñ 12a exp
´
´´|x´μ|a
¯ (C.2.19)
The maximum likelihood for the location parameter, μ˜, is simply the empirical median of the
sample, while the estimator for the scale parameter is given by equation (C.2.20).
a˜ “ 1
N
Nÿ
k“1
|xk ´ μ˜| (C.2.20)
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C.2.9 Log-normal Distribution
The log-normal distribution is deﬁned through two parameters. A strictly positive real number,
σ or shape parameter and a real number, μ, called log-scale parameter. The corresponding
probability density function is provided in equation (C.2.21).
LNμ,σ :
#
R
` Ñ R`
x Ñ 1
xσ
?
2π e
´ pln x´μq22σ2 (C.2.21)
The log-normal distribution can be interpreted as being the limit distribution corresponding to
the multiplication of a large amount of independent (positive) random variables. In other words,
this corresponds to the central limit theorem expressed through logarithms. The maximum
likelihood of its parameters can be expressed analytically through system (C.2.22).$’’’&’’’%
μ˜ “ 1N
Nř
k“1
lnpxkq
σ˜ “
d
1
N
Nř
k“1
plnpxkq ´ μ˜q2
(C.2.22)
C.2.10 Normal Distribution
This is probably the best know and most widely used distribution. It is sometimes called the
’Gaussian’ distribution. It is fully deﬁned by its mean, μ, and its standard deviation, σ, which
is of course a strictly positive real number. Its probability density function is given by equation
(C.2.23). When μ “ 0 and σ “, this distribution is referred as the ’standard normal distribution’.
Nμ,σ :
#
R Ñ R`
x Ñ 1
σ
?
2π e
´ px´μq2
σ2
(C.2.23)
Due to its relation to the central-limit theorem (see section 8.3.2), the normal distribution is
widely used to model physical properties. It is moreover a stable distribution, i.e. the sum of
two independent normal random variables follows a normal distribution too. It can therefore be
seen as a special case of the α-stable distribution. Another extension of the normal distribution
is the exponential power distribution.
The maximum likelihood estimators of its parameters are given in by the system (C.2.24).$’’’&’’’%
μ˜ “
Nř
k“1
xk
σ˜ “
d
Nř
k“1
pxk ´ μ˜q2
(C.2.24)
231
C.2.11 Rayleigh Distribution
The Raleigh distribution is characterised by a strictly positive real number, σ, called scale para-
meter. This distribution can be used to model the norm of a vector, whose components are
following independent and identically distributed normal distributions. Its probability density
function can be expressed by equation (C.2.25).
Rσ :
#
R
` Ñ R`
x Ñ xσ2 e´
x2
σ2
(C.2.25)
The maximum likelihood estimator of the scale parameter is given by equation (C.2.26).
σ˜ “
gffe 1
2N
Nÿ
k“1
x2k (C.2.26)
C.2.12 Student’s t-Distribution
The t-distribution is fully deﬁned through a single parameter: a strictly positive real number, ν
or degree of freedom.
Tν :
$&% R Ñ R
`
x Ñ Γp0.5pν`1qq?
νπ Γp0.5νq
´
1 ` x2ν
¯´ ν`12 (C.2.27)
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C.3 About Stable Distribution
In the following, exclusive use of the S0 parametrisation as explained in equation 8.4.4 is made.
C.3.1 Special Cases
Cauchy Distribution
Property 2. @ pγ, δq P pR`‹ ˆ Rq, @x P R,
M1,0,γ,δ pxq “ Cδ{2π,γ{2πpxq (C.3.1)
Proof. The complete proof is somewhat long and makes uses of notions about holomorphic
functions (e.g. the Cauchy integration theorem) which would be too long to introduce here. We
therefore admit that the characteristic function of the Cauchy distribution is given by:qCμ,γpωq “ e2iπωμ´2πγ|ω|
Setting α “ 1 and β “ 0 in 8.4.4 directly gives the correspondence between both characteristic
functions, with δ “ μ{ p2πq and γ “ α{ p2πq
Normal Distribution
As stated in section 8.4.1, the alpha stable distribution with α set to two is just a Gaussian
distribution [Nolan, 2013].
Property 3. @ pβ, γ, δq P pr´1; 1s ˆ R`‹ ˆ Rq, @x P R,
M2,β,γ,δ pxq “ Nδ{2π,γ{ ?2 πpxq (C.3.2)
Proof. To start with, the β term of the characteristic function can be ignored since tanαπ{2 “
tan π “ 0. In other words, the characteristic function becomes
|M2,β,γ,δ pωq “ eiδω´γ2ω2
To obtain the probability density function from the characteristic function, one has to apply a
Fourier transformation. The term e´γ2ω2 is a Gaussian-shaped function, whose Fourier transform
is
?
π
γ e
´π2x2{γ2 (see section D.1.2, with a “ γ2). The phase introduced by eiδω only induces an
oﬀset of δ{2π on the ﬁnal result (see section D.2). This yields the following probability density
function:
M2,β,γ,δ “
?
π
γ
e
´π2 px´δ{2πq2
γ2
By setting μ “ δ{ p2πq and σ “ γ{ `?2 π˘ this can be rewritten in a more obviously Gaussian
form:
M2,β,γ,δ “ 1?2π σ e
´ px´μq22σ2 “ Nμ,σpxq
C.3.2 Parameter Estimations
This section presents some additional information to the details provided in section 8.4.4. The
following paragraphs summarise the parameter estimations methods along with their main pros
and cons.
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Quantile-Based Methods
The following methods base their parameter estimations on evaluations of quantiles, in the
context of the S1 parametrisation. In the following, Qp denotes the pth quantile. Given N
samples tXkukPrr1;Nss, sorted in increasing order: Qp can be approximated by XpN . When pN
is not an integer, Qf can be approximated by a linear interpolation between the pN ﬂoor (i.e
tpN u) and ceiling (i.e. rpN s) :
Qf “ ppN ´ tpN uqXtpNu ` prpN s ´ pNqXrpNs
The basics of these methods started with the seminal work of Fama and Roll: [Fama and
Roll, 1968, 1971]. They developed a method to estimate the stability and shape parameters,
provided that the skewness parameter, β, is zero, based on simple quantile based estimators.
The scale parameter is ﬁrst estimated by
γ “ Q0.72 ´ Q0.281.654
The stability parameter could then be estimated by comparing, for p typically ranging around
0.96 ˘ 0.01, the ratio Eα with tabulated values computed with diﬀerent values of α.
Eα “ Qp ´ Q1´p2γ
This method however suﬀers from several drawback. To start with, it is restricted to the
symmetrical case (i.e. β “ 0) and when the stability parameter is greater than one (α P r1; 2s).
It furthermore presents a slight bias on the estimators of the stability and scale parameters.
An improvement of the algorithm was presented in [McCulloch, 1986]. It, in particular,
discards estimation biases and allows all parameter ranges, except for the stability parameter
which has to be greater than 0.5. His methods start by estimating α and β (see equations C.3.3
C.3.4) which are only dependant on the stability and skewness parameters. Interpolating over
look-up tables yields their estimations.
να “ Q0.95 ´ Q0.05
Q0.75 ´ Q0.25 (C.3.3)
νβ “ Q0.95 ` Q0.05 ´ 2Q0.5
Q0.95 ´ Q0.05 (C.3.4)
Once α and β have been computed it is possible to retrieve an estimation of the scale para-
meter using a function of α, β: φ, whose values are tabulated.
γ “ Q0.75 ´ Q0.25
φ pα, βq (C.3.5)
The estimation of the location parameter is limited by its discontinuity around α “ 1. This
issue is addressed by switching implicitly to the M parametrisation and solving equation C.3.6,
where φ2 is obtained through another look-up table as a function of α and β.
δ “ Q0.5 ` γφ2 pα, βq ´ βγ tan pπα{2q (C.3.6)
The McCulloch method being mostly based on interpolation over look-up tables, it is in
practice very fast. On the other hand, its precision is comparably low [Bates and McLaughlin,
1997; C˘íz˘ek et al., 2005; McCulloch, 1986; Nolan, 2013], especially for α close to one.
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Maximum Likelihood Estimation
The main issue in performing any maximum likelihood estimation of the parameters of a stable
distribution is its lack of analytical expression. This diﬃculty can be by-passed in two ways. An
estimation of the actual PDF can be retrieved from the characteristic function by means of Fast
Fourier Transforms (FFT) [Mittnik et al., 1999a,b] or by means of a direct computation [C˘íz˘ek
et al., 2005; Nolan, 2013]. Both methods are comparable in terms of eﬃciency: they provide
very accurate results at the cost of an extremely long computational time (about four orders of
magnitude with respect to the [Kogon and Williams, 1995] method [C˘íz˘ek et al., 2005].
Although slightly more precise than the characteristic function methods, the main draw-
back of the maximum likelihood method is their huge complexity which only yields negligible
improvements of the results.
C.3.3 Continuity of Parameters
This section reviews the limit cases of the parameters in the case of the S0 parametrisation, when
α Ñ 1 and in particular for the β-term:
tanpπα{2q `x1´α ´ 1˘ “ sinpπα{2qcospπα{2q `ep1´αq lnpxq ´ 1˘
“ cospπ{2´πα{2qsinpπ{2´πα{2q
`
ep1´αq lnpxq ´ 1˘
“
´
1
p1´αqπ{2 ` o p1 ´ αq
¯´
1 ` p1 ´ αq lnpxq ` o
´
p1 ´ αq2
¯
´ 1
¯
„ 2π lnpxq
(C.3.7)
therefore the limit of the β-term in Mα‰1,β,γ,δ when α Ñ 1 exists and is equal to
limαÑ1
“
iβsgnpωq tan pπα{2q `|γω|1´α˘‰ “ iβsgnpωq 2π log |γω|
“ i 2πβsgnpωq plog γ ` log |ω|q
(C.3.8)
The continuity for the other parameters and/or for the other terms is straightforward.
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Appendix D
Fourier Transform
Mathematical analysis is as extensive as nature itself; it
deﬁnes all perceptible relations, measures times, spaces,
forces, temperatures ; this diﬃcult science is formed slowly,
but it preserves every principle which it has once acquired; it
grows and strengthens itself incessantly in the midst of the
many variations and errors of the human mind.
Joseph Fourier - Scientist
D.1 Principles & Deﬁnitions
D.1.1 Deﬁnition
In the following, a function f : R Ñ C is considered. Its Fourier transform is written fˆ (see
equation D.1.1), while its inverse Fourier transform is noted fˇ (see equation D.1.2).
fˆ
$&%
R Ñ C
ω Ñ
8ş´
8
fptqe´2iπωtdt (D.1.1)
fˇ
$&%
R Ñ C
t Ñ
8ş´
8
fpωqe2iπωtdω (D.1.2)
The Fourier transform of a function taken at ω can be understood as the function projection
on the ω frequency. One can also note that the Fourier transform is not deﬁned for every
function: it is however well deﬁned for functions from L1 pRq X L2 pRq which correspond to the
vast majority of physics-based functions.
Similarly to the Fourier transform, the Mellin transform of f - written F - , can be deﬁned
in terms of the Fourier transform of the composition Fo exp:
F
$&%
R Ñ C
ω Ñ {fpexpxq pωq “ 8ş
0
fpxqxω´1dx (D.1.3)
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D.1.2 Example: Gaussian
Property 4. The Fourier transform of a Gaussian-shaped function is another Gaussian shaped
function. For all strictly positive constant a, if f : x P R Ñ e´ax2 , then
fˆ pωq “
c
π
a
e´π
2ω2{a (D.1.4)
Proof. f is derivable and f 1pxq “ ´2axfpxq. Applying a Fourier transform to both side of the
equation leads to fˆ 1 pωq “ 2iπω and fˆ 1 pωq “ 2afˆ 1 pωq { p2iπq. Combining the two equations leads
to a ﬁrst order diﬀerential equation in fˆ , fˆpωq`2π2{aωfˆpωq “ 0 which admits a unique solution:
fˆpωq “ fˆp0qe´π2ω2{a
The constant coeﬃcient fˆp0q is straightforward to obtain by using the well known Euler-
Poisson integral:
fˆp0q “
8ż
´8
e´ax
2
dx “
c
π
a
This yields the ﬁnal result:
fˆ pωq “
c
π
a
e´π
2ω2{a
D.1.3 Fast Fourier Transform
One of the main advantages of the Fourier transform resides in its potential for eﬃcient numerical
implementations, especially for sample sizes which are power of two. The main idea behind this
class is to divide a discrete Fourier transform into two sub-problems of equal sizes. The corres-
ponding algorithms - called FFT (or Fast Fourier Transform) have a complexity in O pN logpNqq,
N being the number of sample points in the function to be transformed.
D.2 Properties
The practical interest of the Fourier transform lies in its many interesting properties.
To start with, the Fourier transform is actually reversible: f “ ˆˇf “ ˇˆf . A further advantage
of the Fourier transform is its linearity: given two scalars a and b as well as two functions f and
g, {af ` bg “ afˆ ` bgˆ, thus allowing straightforward computations in most of the cases.
Furthermore, the Fourier transform is quite unaﬀected by scaling and translation, given a
scalar a and two functions f and g:
• If gpxq “ fpx ´ aq then gˆpωq “ expp´2iπωaq.fˆpωq.
• If gpxq “ fpaxq then gˆpωq “ fˆpω{aq{|a|.
Finally, the Fourier transform of the convolution of two terms is the product of both Fourier
transforms: if hpxq “ pf ‹ gq pxq, then
hˆ “ fˆ ¨ gˆ (D.2.1)
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Appendix E
Linear Systems
You must always invert!
Carl G.J. Jacobi - Mathematician
E.1 Foreword
This appendix explicates some of the notions related to solving the system A¨X “ B for X, when
A is a known N by N matrix and B a known vector. Again, the focus is set on the underlying
ideas and concepts, technical mathematical subtleties being left aside.
In the following, MN pRq (resp. MN pCq) denotes the set of square matrices of order N with
values in R (resp. C). It should be noted that RN Ă CN . As a consequence, and since in some
cases the use of C is required, deﬁnitions and examples are only made on C.
E.2 Conditioning
Before going further in the topic, a few deﬁnitions have to be provided
Deﬁnition E.2.1 (Surrogate Matricial Norm). Given a vectorial norm, } ‚ } deﬁned on CN , its
surrogate matricial norm in MN pCq is deﬁned for a matrix A by equation E.2.1:
}A} “ sup
XPCN ,X‰0
}A ¨ X}
}X} (E.2.1)
Surrogate matricial norms are usually deﬁned by means on one of the three classical norms
on CN : given a vector X “ px1, x2, . . . xN q:
• }X}1 “
Nř
k“1
|xk|
• }X}2 “
d
Nř
k“1
|xk|2
• }X}8 “ max
kPrr1;Nss
|xk|
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The corresponding surrogate norms on matrix is, by extension, noted similarly (respectively
}A}1, }A}2 and }A}8) and called matricial norms.
Once a matricial norm has been deﬁned, it is possible to express its condition number:
cond pAq as in deﬁnition E.2.2.
Deﬁnition E.2.2. [Condition Number] Given a invertible matrix A from MN pCq and a sur-
rogate norm } ‚ }, the condition number is deﬁned as:
cond pAq “ }A} ¨ }A´1} (E.2.2)
It can then be shown [Allaire, 2005], that if X0 and X0 ` ΔX are respectively solutions of
the systems A ¨ X “ B and A ¨ X “ B ` ΔB then equation E.2.3 is valid.
}ΔX0}
}X0} ď condpAq
}ΔB}
}B} (E.2.3)
Similarly if X0 and X0 ` ΔX are respectively solutions of the systems A ¨ X “ B and
pA ` ΔAq ¨ pX ` ΔXq “ B then equation E.2.4 is valid too.
}ΔX0}
}X0 ` ΔX0} ď condpAq
}ΔA}
}A} (E.2.4)
It results that, when A has a high condition number, small uncertainties and approximations
in A or B can potentially lead to high changes in X, thus limiting or preventing a solver to
converge properly. It should furthermore be added that since solvers are typically numerical,
they are working on approximations of real numbers, thus leading in any case to small rounding
errors in both A and B.
When A has a bad conditioning, it is sometimes possible to lower its condition number by
means of a pre-conditioning invertible matrix P and solving the equivalent system P´1AX “
P´1B. The choice of the right P is however a diﬃcult task.
E.3 LU-Decomposition
Although not the only numerical method for solving a linear system, the LU decomposition
relies on few requirements to converge and is therefore widely used. For matrices that have more
properties (symmetry, diagonally dominant) some faster methods can be used.
The idea behind the LU decomposition is to decompose A as the product of a lower triangular
matrix (L) and an upper triangular matrix (U) (equation E.3.1) where the matrix coeﬃcient of
U and L can be iteratively computed by means of equation E.3.2.
»———–
a1,1 a1,2 . . . a1,n
a2,1 a2,2 . . . a2,n
...
... . . .
...
an,1 an,2 . . . an,n
ﬁﬃﬃﬃﬂ “
»———–
1 0 . . . 0
l2,1 1 . . . 0
...
... . . .
...
ln,1 ln,2 . . . 1
ﬁﬃﬃﬃﬂ ¨
»———–
u1,1 u1,2 . . . u1,n
0 u2,2 . . . u2,n
...
... . . .
...
0 0 . . . un,n
ﬁﬃﬃﬃﬂ (E.3.1)
$’’’’&’’’’%
uk,p “ ak,p ´
k´1ř
m“1
lk,mum,p for k ď l
lk,p “
ak,p ´
p´1ř
m“1
lk,mum,p
up,p
for p ` 1 ď k
(E.3.2)
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Once U and L have been computed, solving A ¨ X “ B can be simply decomposed into the
successive solving of two diagonal systems: LY “ B and UX “ Y . The solver itself requires
O `n2˘ operations. However, it needs to have already performed the decomposition of A into L
and U as in equation E.3.2 which has a complexity in O `n3˘.
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Appendix F
Data-Sets Used
If you torture the data enough,
Nature will always confess.
Ronald Coase - Economist
F.1 Kaufbeuren 2012
The Kaufbeuren site, a former military airfield, is used as a calibration and test site for airborne
sensors by the German Aerospace Center. In 2012, the opportunity to propose a specific set-up
over the area was given, thus allowing to obtain a ’tuned’ data-set. The retained set-up consisted
of a total of 10 flight-lines:
• Three flight-lines, 4A, 4B and 4C were acquired using the same acquisition set-up, hence
leading to three overlapping flight-lines.
• Eight flight-lines, 1, 2, 3, 4A, 4B, 4C, 5 and 6 were acquired with parallel orientations and
fringes overlaps, hence being similar to a real case survey.
• Two flight-lines, 7 and 8 were acquired with different orientations, hence allowing a better
representativeness of the view-angle changes.
The test site corresponds to a relatively flat area with a broad variety of land covers including
large concrete areas (e.g. runway), forested areas, short vegetation areas (e.g. fields) as well as
urban structures and some geometric targets (e.g. solar panel arrays). The acquisition took
place on the first of August 2012 around eleven in the morning (local time).
The data-set itself was acquired by means of the HySpex sensor, and is therefore divided into
two sub-images, the first containing the visible and near infra-red part of the imagery, the second
one including the short-wave infra-red of the spectra. Since both were acquired with different
swath and ground resolutions, they were dealt with as if they were two separate data-sets. A
quick look for the visible and near infra-red part is presented on figure F.1 (Red: band #75 at
684 nm - Green: band #45 at 575 nm - Blue: band #10 at 448 nm).
A subset of the flight-line 4A was used to perform experiments described in chapter 4. The
corresponding imagery is displayed on figure F.2 (Red: band #75 at 684 nm - Green: band #45
at 575 nm - Blue: band #10 at 448 nm).
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Figure F.1: Quicklook of the Kaufbeuren test site (Germany) - Sensor: HySpex, GSD for VIS-
NIR 0.75m, for SWIR: 1.5m - arrowed numbers indicate the flight-line positions and
heading.
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Figure F.2: Subset of flight-line 4A from the Kaufbeuren scene used in chapter 4.
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F.2 Sokolov
The Sokolov test site corresponds to a lignite open-pit mining area located around the town
of Sokolov in the Czech Republic. The scene corresponds to a hilly area, with some strong
relief contrasts within the open-pits, making the retrieval of an accurate digital elevation model
difficult. This does in turn lead to quite large errors during the ortho-rectification step. As for
the land-cover, this scene also presents a large variability. The open-pits and dump sites exhibit
bare soils profiles, making mineral mapping possible. Remaining areas consist of of small forests,
open fields, water bodies (mostly former pits, rehabilitated into lakes), cultivated fields as well
as some urban areas. As for the Kaufbeuren site, the Sokolov site was investigated during many
field campaigns ranging from 2006 to 2011 (FP-7 project EO-Miners: [EO-Miners, 2014]).
F.2.1 HyMap - 2010
The first data-set to be used was acquired with the HyMap sensor (see section G.3) on the 21th
of August 2010 around noon (local time). The data includes seven parallel flight-lines, acquired
with a ground resolution of four meters. The oblique North-East to South-West acquisition
pattern was chosen in order to place the flight-lines parallel to the solar-plane, thus minimising
the changes due to relative orientation with respect to the sun. A quicklook is provided on figure
F.3 (red: band #15 at 666 nm - green: band #10 at 589 nm - blue: band #3 at 483 nm).
F.2.2 AHS - 2011
Beside classical hyperspectral data in the optical domain, a further data-set was acquired in the
thermal domain. This was achieved by means of the AHS multispectral scanner (see section
G.2). The corresponding data-set was acquired during a night acquisition on the 22nd of July
2011, around 23 : 30 local time.
A quicklook of the imagery is displayed on figure F.4 (at-sensor radiance: band #75 at 10143
nm, pixel size: 5 m). Please note that, since the imagery was made in the thermal domain,
displayed data does not correspond to ground reflectance but only to ’at sensor radiance’. For
more information about the pre-processing of this specific data-set, please refer to [Fischer and
Ehrler, 2012; Ehrler, 2014]. The data-set itself is made of nine parallel flight-lines following a
north-south axis, with one cross-line following an east-west axis.
F.2.3 HySpex - 2013
A final data-set was acquired over Sokolov by means of the HySpex sensor on the second of
August 2013 around 13 : 00 (local time). As for every HySpex data-set, the imagery is actually
divided into two parts. The first corresponds to the visible to near infra-red part of the spectra
and was acquired with a ground resolution of about 2.40 meters. The second corresponds to the
short-wave infra-red detector and corresponds to a ground resolution of about 4.80 meters. The
data-set consists of a total of 17 flight-lines, two of them having been flown on an east-west axis,
the remaining ones having been acquired over a north-south axis. A quicklook is provided on
figure F.5 (Red: band #75 at 684 nm - Green: band #45 at 575 nm - Blue: band #10 at 448
nm).
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Figure F.3: Quicklook of the HyMap - Sokolov 2010 data-set. Arrowed numbers indicate flight-
line as well as their flight direction.
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Figure F.4: Quicklook of the AHS - Sokolov 2011 data-set. Arrowed numbers indicate flight-line
as well as their flight direction.
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Figure F.5: Quicklook of the HySpex - Sokolov 2013 data-set. Arrowed numbers indicate flight-
line as well as their flight direction.
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F.3 Witbank
The Witbank test site is located in the Mpumalanga province of the Republic of South Africa.
The scene corresponds to a mixture of formal and informal settlements, industrial areas (smelter),
water bodies (river, reservoirs), raw material dumps and semi-arid grass land. Due to former
underground coal mining activities subsidence is to be observed in many areas, thus resulting in
a complex terrain geometry. Several other environmental issues, such as underground coal fires
and acid mine drainage can be observed.
This work is based on two data-sets acquired over this test site: a satellite stereo-view ac-
quisition described in section F.3.1 and an airborne hyperspectral data-set described in section
F.3.2.
F.3.1 World-View-II - 2011
This data-set is made of a stereo-pair of multi-spectral spaceborne imagery acquired by means
of the World-View-II satellite (see appendix G.5). Imagery was acquired on the 7th of December
2011 around 10 : 40 (local time). Both acquisitions were distant of about one and a half minutes
on a descending orbit. A snapshot of the second image is provided on figure F.6 - Red: Band
#2 at 659 nm, Green: Band #3 at 546 nm, Blue: Band #4 at 478 nm.
Figure F.6: Quicklook of the World-View II multi-spectral stereo-pair acquired over Witbank
(2011): second acquisition.
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F.3.2 Aisa Dual - 2012
The AISA Dual data-set acquired over Witbank is quite complex. The data was not acquired
on a single date but over three days: October the 19th and November the 12th and 13th, 2012,
acquisition times ranging from 9 : 00 to 15 : 00 totalling 68 flight-lines. An overview is provided
on figure F.7 - Red: band # 50 at 621 nm, Green: band #34 at 547 nm, Blue: band #13 at 450
nm. For the sake of readability, the flight-line numbering was not displayed on the figure. Line
numbering is made based on longitude: 1 is the western-most line, 68 being the eastern most.
Flight-lines 1 to 27, 37 to 40, 64 and 68 were acquired in October, lines 28, 29, 41 to 43, 53 and
63 were acquired on the 12th of November. The remaining ones were acquired on November the
13th. Flight-lines 1 to 12, 37 to 42, 44 to 56, 64 to 65 and 67 were flown from south to north.
The remaining ones were flown from north to south.
Figure F.7: Quicklook of the AISA-Dual - Witbank 2012 data-set.
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Appendix G
Sensors
Pictures produced by camera can resemble paintings or
drawings in presenting recognizable images of physical
objects. But they have also characteristics of their own, of
which the following two are relevant here: ﬁrst the
photograph acquires some of its unique visual properties
through the technique of mechanical recording; and second, it
supplies the viewer with a speciﬁc kind of experience, which
depends on his being aware of the picture’s mechanical origin.
To put it more simply: (1) the picture is coproduced by
nature and man and in some ways looks strikingly like nature,
and (2) the picture is viewed as something being by nature.
Rudolf Arnheim - Film Theorist
This appendix summarises the main characteristics of the diﬀerent sensor systems used within
this work. They are listed by alphabetical order and their characteristics are given under nominal
conditions of operations.
G.1 AISA Dual
The AISA Dual sensor was used to acquire a single data-set over Witbank: see section F.3.2. Its
characteristics are given in table G.1 [Specim, 2012].
AISA Dual
Number of Bands 360
Spectral Coverage 396 to 2454 nm
Spectral sampling 2.3 to 23.2 nm
Bands FWHM 4.4 to 10.7 nm
FOV 240
Pixel size 1x1 m2
Table G.1: AISA Dual sensor data-sheet (nominal operations).
253
G.2 AHS
The AHS sensor system was used to acquire a single data-set over Sokolov (see section F.2.2).
Since only the 4th port of the sensor - corresponding to the long-wave infra-red - was used, it is
the only one described on table G.2 [Fernández-Renau et al., 2005].
AHS (4th port)
Number of Bands 10
Spectral Coverage 8310 to 12952 nm
Spectral sampling 443 to 606 nm
Bands FWHM 412 to 566 nm
FOV 900
Pixel size 2.5x2.5 m2
Table G.2: AHS sensor data-sheet (nominal operations).
G.3 HyMap
The HyMap sensor system was the main sensor-system to be used by DLR until the acquisition
of the new generation HySpex. Its characteristics are summarised in table G.3 [Cocks et al.,
1998].
HyMap
Number of Bands 128
Spectral Coverage 454 to 2485 nm
Spectral sampling 13 to 17 nm
Bands FWHM 15 to 20 nm
FOV 61.30
Pixel size 4x4 m2
Table G.3: HyMap sensor data-sheet (nominal operations).
G.4 HySpex as operated by DLR
The current sensor system operated by DLR is made of two HySpex The HySpex sensor operated
by DLR is actually made of two HySpex cameras [Norsk Elektro Optikk (NEO), 2009; Baumgart-
ner et al., 2012]: namely a V NIR-1600 - imaging spectra in the visible an near infra-red - in
conjunction with a SWIR-320m-e for the short wave infra-red. For the sake of simplicity, the
complete system is however only referred to as HySpex. The system can furthermore be operated
with a ﬁeld of view expander which allows a multiplication for the FOV by a factor two. Details
of the sensors are given in table G.4.
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HySpex VNIR-1600
Number of Bands 160
Spectral Coverage 456 to 992 nm
Spectral sampling 3.7 nm
Bands FWHM 3.5 nm
FOV 170
Pixel size 0.75x0.75 m2
HySpex SWIR-320m-e
Number of Bands 256
Spectral Coverage 1000 to 2497 nm
Spectral sampling 6 nm
Bands FWHM 5.6 to 6.0 nm
FOV 140
Pixel size 1.5x1.5 m2
Table G.4: HySpex sensor data-sheet (nominal operations, as performed by DLR - without FOV
expander).
G.5 World-View-II
World-View-II is a commercial optical satellite owned and operated by DigitalGlobe since 2009.
It oﬀers panchromatic imagery at a resolution of less than 50 centimetres and eight band multi-
spectral imagery (see table G.5) [Kramer, 2014].
World-View-II (Multi-spectral)
Bands
Violet 420 to 450 nm
Blue 450 to 510 nm
Green 510 to 580 nm
Yellow 580 to 620 nm
Red 630 to 690 nm
Red-Edge 700 to 744 nm
NIR 1 770 to 900 nm
NIR 2 860 to 1040 nm
FOV 1.280
Pixel size 1.8x1.8 m2 (Nadir)
Swath 16.4 km
Data Quantisation 11 bits
Revisit-time 1 to 3 days
Table G.5: Overview of the World-View-II sensor characteristics (multi-spectral camera only).
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Appendix H
Vocabulary and Acronyms
This appendix presents the main definitions and notions related to quality assessment. Unless
specified otherwise, they are coming from the international vocabulary of metrology (VIM) as
defined by the Joint Committee for Guides in Metrology (JCGM)1 [JCGM, 2012]. When not
explicitly stated otherwise, all these definitions are relating to measurements: e.g. ’Accuracy’
refers implicitly to the accuracy of a measurement.
Accuracy
Closeness of agreement between a measured quantity value and a true quantity value of a meas-
urand (see figure: H.1).
Bias
Estimate of the component of measurement error that in replicate measurements remains con-
stant or varies in a predictable manner (see figure: H.1).
Error
Measured quantity value a reference quantity value (see figure H.1).
Precision
Closeness of agreement between indications or measured quantity values obtained by replicate
measurements on the same or similar objects under specified conditions (see figure: H.1).
Processing Chain
Set of processing steps applied to the data in order to make it usable in terms of information
extraction, see section 2.3. Note that this notion is closely related to the International Vocabulary
of Metrology (VIM) definition of measuring chain series of elements of a measuring system
constituting a single path of the signal from a sensor to an output element. The remote sensing
1The JCGM is made up of representative of the Bureau International des poids et mesures (BIPM), the Inter-
national Electrotechnical Commission (IEC), the International Federation of Clinical Chemistry and Laboratory
Medicine (IFCC), International Laboratory Accreditation Cooperation (ILAC), the International Organization
for Standardization (ISO), the International Union of Pure and Applied Chemistry (IUPAC), the International
Union of Pure and Applied Physics (IUPAP), and the International Organization of Legal Metrology (OIML).
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Figure H.1: Uncertainty and accuracy, as defined in Guide to the Expression of Measurement
(GUM) [JCGM, 2008a].
community do however almost uniquely use the terms ’processing chain’ or ’pre-processing of the
data’.
Quality Indicator (QI)
Additional information providing sufficient information to allow all users to readily evaluate the
’fitness for purpose’ of the data or derived product [QA4EO, 2010].
Reference Data
Data related to a property of a phenomenon, body, or substance, or to a system of components
of known composition or structure, obtained from an identified source, critically evaluated, and
verified for accuracy. It is not limited only to a measurement.
Repeatability
Closeness of the agreement between the results of successive measurements of the same measurand
carried out under the same conditions of measurement.
Reproducibility
Closeness of the agreement between the results of measurements of the same measurand carried
out under changed conditions of measurement.
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Stability of a measuring instrument
Property of a measuring instrument, whereby its metrological properties remain constant in time.
Traceability of a data-set
A documented and quantifiable assessment of evidence demonstrating the level of traceability
to internationally agreed (where possible SI) reference standards [QA4EO, 2010]. This notion
is related the metrological traceability as defined in the VIM: ’property of a measurement res-
ult whereby the result can be related to a reference through a documented unbroken chain of
calibrations, each contributing to the measurement uncertainty.’
Trueness
Closeness of agreement between the average of an infinite number of replicate measured quantity
values and a reference quantity value (see figure: H.1).
Types of Uncertainty Evaluation Methods
The JCGM identifies two different types of uncertainty evaluation:
• Type A evaluation of measurement uncertainty evaluation of a component of measurement
uncertainty by a statistical analysis of measured quantity values obtained under defined
measurement conditions.
• Type B evaluation of measurement uncertainty evaluation of a component of measurement
uncertainty determined by means other than a Type A evaluation of measurement uncer-
tainty.
Uncertainty
Non-negative parameter characterizing the dispersion of the quantity values being attributed to
a measurand, based on the information used (see figure: H.1).
Worse Case Scenario of a measurement or data processing
This denotes situations where the uncertainty is the greater. In other words, this is an estimation
of the lower bound of the data quality. This is an internal definition.
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Acronyms Signification
AHS Airborne Hyperspectral Scanner [Fernández-Renau et al., 2005]
BRDF Bi-Directional Reflectance Function
CCD Charged-Coupled Devices
CEOS Committee on Earth Observation Satellites
CI Confidence Interval
CPAM Corresponding Pixels Automated Matcher
DLR Deutsches Zentrum für Luft- und Raumfahrt
DCC Dense Convective Clouds
DEM Digital Elevation Model
DSM Digital Surface Model
DWT Discrete Wavelet Transform
EUFAR European Facility for Airborne Research
FAA Federal Aviation Authority
FFT Fast-Fourier Transform
FLOPS Floating Point Operation Per Second
FOV Field of View
FWHM Full Width at Half-Maximum
GFLOPS 109 Floating Point Operation Per Second
GIQE General Image Quality Equation
GPS Global Positioning System
GSD Ground Sampling Distance
GUM Guide to the expression of Uncertainty in Measurements
HyMap Hyperspectral Mapper [Cocks et al., 1998]
HySpex (DLR): Two NEO Cameras: VNIR-1600 & SWIR-320m-e
IMU Inertial Measurement Unit
IS Imaging Spectroscopy
ISU International System Units
JCGM Joint Committee for Guides in Metrology
LAS Levy Alpha Stable (see section 8.4)
LiDAR Light Detection and Ranging
MCEP Monte Carlo Error Propagation
NCC Normalised Cross Correlation
NDVI Normalised Difference Vegetation Index
NIIRS National Image Interpretability Rating Scales
NIR Near Infra-Red
PCA Principal Component Analysis
PDF Probability Density Function
PICS Pseudo Invariant Calibration Site
QA4EO Quality Assessment for Earth Observation
QI-QL Quality Indicator / Quality Layer
RADAR RAdio Detection And Ranging
RBF Radial Basis Function
RMSE Root Mean Square Error
SA Spectral Angle (see section 2.4.1)
SCA Spectral Correlation Angle (see section 2.4.1)
SGA Spectral Gradient Angle (see section 2.4.1)
SID Spectral Information Divergence (see section 2.4.1)
SIFT Scale Invariant Feature Transform [Lowe, 2004]
SURF Speeded Up Robust Features [Bay et al., 2008]
SWIR Short Wave Infra-Red
TPS Thin Plate Splines
VIM International Vocabulary of Metrology
VIS Visible (part of the spectra)
Table H.1: Terms and Acronyms.
Notes on Implementations
Unless speciﬁed otherwise, all execution times relate to a Gnu ´ 99 C implementation of the
algorithms. These were computed with version 4.4 of the Gnu-C-Compiler (GCC) with the
optimisation tags ’-O3 -march=native -m64’. Execution platform was a CentOS-6 Linux Work-
station (64bits) equipped with Intel R©Xeon R©E5-2630 CPU at 2.3GHz.
The OpenMP API was used to perform parallelism [OMP, 2012], while the Gnu-Scientiﬁc-
Library (GSL) version 1.16 was used for most scientiﬁc functions calls [Galassi and et al, 2012]).
Non-linear optimisations were performed using the NLopt library version 2.4 [Johnson, 2012].
Finally, fast-Fourier transforms were computed by means of the Fastest Fourier Transform in the
West (FFTW) version 3.3 [Frigo and Johnson, 2005].
Publications
A paper was submitted to the ’Computer & Geosciences’ journal and is currently under re-
view. It summarises results from chapter 4 under the title ’A Data-Driven Approach to Quality
Assessment for Hyperspectral Systems’.
A reviewed conference paper was published during the IEEE-WHISPER conference [Kerr
and Fisher, 2013]. Other conference contributions on a non-full-paper review or on a non-ﬁrst
author basis include [Kerr et al., 2011b; Chevrel et al., 2012; Jordan et al., 2013].
Miscellaneous scientiﬁc communications include poster presentations at the ’QA4EO Work-
shop on Providing Harmonised Quality Information in Earth Observation Data by 2015’ at the
RAL Space in Harwell in October 2011: Kerr et al. [2011a]; Bachmann et al. [2011c] as well as
the booklets for the demonstration sites elaborated during the EO-Miners project:
• Sokolov (Czech Republic) test site [Z˘ibret et al., 2013].
• Witbank (South Africa) test site [Ters˘ic˘ et al., 2013b].
• Kazarman (Kyrgyzstan) test site [Ters˘ic˘ et al., 2013a].
Finally, contributions were made to a number of technical reports within the EUFAR project
[Kerr et al., 2012], TET-1 satellite mission [Kerr et al., 2014] and EO-Miners [Ben-Dor et al.,
2011], [Ben-Dor et al., 2014a], [Ben-Dor et al., 2014b], [Ehrler et al., 2013], [Falck et al., 2013],
[Fischer et al., 2014a], [Fischer et al., 2014b], [Fischer et al., 2014c].
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