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Abstract 
Tutors have only limited time to support the learning process. In this paper we introduce a model that 
helps to answer the questions of students. It invokes the knowledge and skills of fellow-students, who 
jointly form an ad hoc transient community. The paper situates the model within the context of a 
Learning Network, a self-organized, distributed system, designed to facilitate lifelong learning in a 
particular knowledge domain. We will discuss the design of the model and explain how we select and 
support capable peers. Finally, we will examine the calibration of the model and a simulation, which is 
intended to verify if the model is fit for use in experiments with students. The results indicate that this 
is the case: it is possible to identify and support capable peers efficiently and effectively. 
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Introduction 
In modern learning settings students typically spend a significant amount of time learning online. In 
this respect, these settings diverge from the classroom-based, face-to-face learning situations that we 
are all so familiar with. But they differ in more significant ways too. The advent of the knowledge 
economy and the individualisation of our society are two leading factors that underpin the increasing 
demand for flexibility: students want to be able to study at the place, time and pace of their own 
choosing (logistic flexibility); also, students are unwilling to submit themselves to pre-planned, rigid 
programmes but want their prior competences honoured and their specific study plans catered for 
(subject matter flexibility).  
 
Networks for Lifelong Learning ('Learning Networks') embody these changes and at the same time 
seek to address the challenges they pose. A Learning Network (Koper et al, 2005) is a self-organized, 
distributed system, designed to facilitate lifelong learning in a particular knowledge domain. A 
Learning Network is specific for a certain domain of knowledge (eg, an occupation) and consists of 
three entities: 
a) Users (lifelong learners): people with the intent to learn and the willingness to share their 
knowledge in the specified domain. 
b) Activity Nodes ie, a collection of learning activities that are created and shared in order to 
exchange knowledge and experience or to develop competences in the domain. 
c) A set of defined learning outcomes, or 'goals' (eg, competence levels). 
 
Learning and teaching in a Learning Network may have some unfortunate side-effects, though : 
• Users likely do not arrive in groups, nor have the same objectives or background. Missing the 
social structure of a class, students easily become socially isolated, ‘lone’ learners (Kester et al, 2006). 
• The heterogeneity of the users and the lack of a readily available social structure to give mutual 
support make large demands on the tutors (Bartolic-Zlomislic & Bates, 1999; Bacsich & Ash, 2000; 
Koper, 2004). Tutors in an online learning context (Anderson, 2004) are no longer restricted to well-
defined and pre-planned tasks but have to adopt to student needs on the fly. The tutor has to make 
provisions for negotiation of activities to meet unique learning needs and equally well has to stimulate, 
guide and support the learning in a way that responds to common and unique student needs. 
 
Moreover and of particular relevance in the context of the present paper, there is the additional 
challenge that Learning Networks are not meant merely to serve formal learning but also want to cater 
for informal learners. For informal learning, there may not be any staff at all. However, also informal 
learners will have questions on where to start, how to proceed, how to understand and apply the 
available Activity Nodes, or will want to have their contributions assessed. As a consequence, there is 
a need to organize and support both formal and informal learning.  
 
In this paper, we will concentrate on one element of this challenge, ie, answering questions related to 
the content studied. For a tutor this is considered a time consuming and very disruptive task (De Vries 
et al, 2005). Yet, learning may improve if learners can ask questions and receive timely and relevant 
feedback (Howell, 2003). A number of models exist that address this particular problem. Expertfinder 
(Vivacqua & Lieberman, 2000) is an agent that classifies novice and expert knowledge by analyzing 
documents created while working in the domain of Java programming. The model tries to distribute 
the question load evenly when more experts are available. It also prioritizes not the best expert but 
someone whose knowledge level is close to the questioner’s level. This way, it is more likely to bring 
together people who share a similar mental model of the problem discussed. Interestingly, 50% of the 
cases in which an answer was supplied were delayed successfully. This means the expert was able to 
give an answer, however not directly but by looking it up. Yenta (Foner, 1997) a multi-agent, 
matchmaker system has been designed to find people with similar interests and introduce them to each 
other. The similarity of interest is based on the assumption that two users have similar interest if both 
possess similar documents (emails, newsgroup-articles, files). FAQO (Caron, 2000) relies on the use 
of Latent Semantic Analysis (LSA) (Landauer et al, 1998; Van Bruggen et al, 2004), a technology 
with a relatively wide-spread use in educational settings (Haley et al, 2005). LSA connects related 
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words in a number of steps (eg, in documents in Computer Science the words human, computer and 
interface are related). In this way, although the actual keywords in the documents might differ, if there 
is sufficient similarity, documents are associated. FAQO allows the users to query questions in natural 
language in order to find relevant documents to solve their problems for specific technical problems. 
 
In our model we combine a number of the characteristics of the above mentioned models. Crucially, 
we seek to solve content related questions by involving peers in answering them (peer tutoring). To 
that end, we identify appropriate and available persons as well as documents and bring these together 
in a so called ad hoc transient community. Such a community is ad hoc in that its only purpose is to 
solve a particular question; it is transient in that it vanishes the moment the question has been solved. 
In our view, ad hoc transient communities are particularly well suited to assist peer tutoring (Kester et 
al, 2006; Sloep et al, in press). Obviously, they will have to listen to the lessons learned on community 
building and peer tutoring.  
 
First, for a social space to emerge, one should establish continuity of contact, recognisability of 
members, and a historical record of actions (Kollock, 1998). Furthermore, to assure the liveliness of a 
community, it should be populated with a heterogeneous group consisting of veterans and newbies; 
connectors, mavens, and salesmen; lurkers and posters (Preece, Nonneke & Andrews, 2004). Also, to 
facilitate cooperation in a community, clear boundaries and a clear set of rules that can be monitored 
and sanctioned within the community are required (Kollock & Schmidt, 1996). With respect to peer 
tutoring, we found out, among other things, that peer tutoring enhances the social embedding of 
students in a learning environment that facilitates social processes as engagement, commitment and a 
sense of belonging, and that peer tutoring does indeed help tutors and tutees to achieve higher learning 
outcomes (Fantuzzo et al,1989).  
 
At this point in time, we do not test any of these community formation conditions, but provisionally 
assume that we can sufficiently support the community with the help of e-portfolios, the expected 
heterogeneity of a Learning Network and by setting clear guidelines for the tasks supported. Similarly, 
although we will have to validate in future experiments that the expected benefits for students and 
tutors will appear, we provisionally assume them to be present. In the remainder of this paper, we 
concentrate on the main assumptions underlying our model, ie, to what extent we can identify the 
appropriate and available peers and documents.  
 
We will now explain our model by depicting the context of our model, a Learning 
Network, and describing its current implementation. In the sections to follow we will discuss the 
calibration of our model and the results of a simulation. The simulation will show how well we can 
map a set of pre-designed students’ questions onto the Activity Nodes in a selected Learning Network. 
With this information we can identify capable peers and relevant textual resources in the Network. 
 
Model implementation 
A Learning Network 
In order to clearly describe the context of our model implementation, we introduce a Learning 
Network example (Figure 1). Suppose we have a Learning Network (LN) in domain D, eg, 
psychology, with a set of Activity Nodes (AN) A1-A10. Moreover, we have a Learning Network User P 
(LNU-P) who has formulated a goal that can be achieved by studying A1, A2, A3, A6, A7, A9 and A10. 
Next, we know that LNU-P given her working experience and prior studies has exemptions for A5 and 
A6 and has already successfully finished A7. Finally, let’s assume that LNU-P while studying A1 runs 
into problems. She has a problem understanding the relations between a number of concepts and as a 
consequence she is not able to complete an assignment. She studies some additional literature and 
searches the web, to no avail though. LNU-P studying on her own and thus out of touch with any peer 
students decides to pose a question to the 'on-line tutor'; she describes the general problem and her 
question. 
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Figure 1: A Learning Network for domain D 
 
The 'on-line tutor' in our model consists of an ad-hoc, transient community populated with peer LNUs 
who have, complementary content expertise. The goal of this community is to share knowledge and 
together come to an answer to the question in point. The central aim of our model is to set up and 
support the ad hoc transient community that will help to answer the question within an agreed 
timeframe (eg, two days) and to a mutually agreed quality (ie, the students decide together). 
 
 
Figure 2: The main modules of the model 
 
The prototype of the model (Figure 2) consists of five modules. For the LNUs we have an LN, its ANs 
and a question-interface. They are implemented in Moodle (www.moodle.org). Additionally, each 
time a question is posed, there is a wiki that includes the question and three suggestions selected from 
the LN-material. The wiki is populated with a selection of LNUs who are invited to help. For the 
designer and for the runtime system we have three modules: GTP (Giles, Wo & Berry, 2001), GUP 
(De Jong et al, 2006) and ATL (Brouwers et al, 2006). We use GTP, an LSA implementation, to map 
the questions on the documents in the LN. GTP returns correlations between the question and 
documents. The correlations are used to determine the AN to which a question fits best and to select 
the text suggestions. The application of LSA, however, is not straight-forward. It depends on the 
corpus (the documents in the LN) and its application. To assure an optimal use, one has to calibrate a 
set of parameters. GUP has been build to ease the calibration. Finally, ATL takes care of the selection 
of the peer LNUs who will assist. The selection is based on a weighted sum of four criteria that are 
derived from the LNUs’ background and performance. The designer can adjust the weightings. 
 
The model covers three phases. In the first phase the working context is defined. The model is 
connected to the LN. All text of this LN is captured and put into a corpus for further analysis. This 
includes the calibration of a suitable set of parameters for LSA. The next phase starts when an LNU 
poses a question (Figure 3). First, the AN(s) is (are) identified to which the question fits best. This is 
done by mapping the question with LSA on the documents of the corpus and to look for the three 
documents with the highest correlations. Later, the same three documents are given to the ad hoc 
community to help the LNUs get a quick overview of relevant documents in relation to the question. 
We chose three documents because it should be sufficient to distinguish and not too much to be read 
by the supporting peers. However, this number may be altered if experience suggests so. Next, 
knowing to which AN the question fits best, the ATL module can identify peers who are competent in 
the pertinent AN(s). ATL selects three to five LNUs who, according to four different criteria, are most 
equipped to answer the question (Kester, 2006). The suitability ranking is a weighted sum of tutor 
competency, content competency availability and eligibility: 
• The tutor competency is the ability of an LNU to act as a tutor. The tutor competency is derived 
from a combination of data logging, ie, from the frequency and size of the contributions, and ratings 
on answers given previously. 
• The content competency indicates if an LNU has successfully completed the ANs related to the 
question. 
• Availability is based on the actual availability as derived from the personal calendar of the LNUs 
and on their past workload. Someone who has recently answered no or only a few questions should be 
preferred over someone who has answered many. 
• Finally, eligibility measures the similarity of the LNUs. It can be used to favour the selection of 
LNUs with an almost identical competence level. 
 
With all information available, ATL now attempts to form an ad hoc community. It creates a wiki and 
invites the selected LNUs. The invitation includes the question, guidelines and a small set of 
documents that have been identified as being relevant to drafting an answer. 
Finally, in the last phase the LNUs jointly draft an answer to the question. After some time, the peer 
tutoring process ends and a response becomes available. Ideally, the process ends because the question 
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asking LNU (tutee) is satisfied with the answer. However, if this is not the case, it may also end 
because a predefined amount of time has elapsed or because the participants agree to end it. Whatever 
the reason, the LNU should rate the performance of the involved peer-tutors. If necessary, these data 
are used, to alert the institution-bound tutor that there is an unresolved question or (in combination 
with other logging data) that some LNUs perform sub-optimally. 
 
Method 
Before actual experiments with the model, involving real people, can be carried out, one has to prepare 
the required data structures (the text corpus) and calibrate the model, ie, determine a default setting for 
the LSA-parameters and for the weights of the peer selection criteria. In this paper we will concentrate 
on the corpus preparation and the LSA-parameters. The selection of the weights will be done later in 
an experiment with students. We will do a partial simulation of the model to ensure that the model 
operates according to its design. For a set of pre-designed questions we will look how well we can 
map them to the ANs of LN. This is of key importance for the selection of peer-tutors. Moreover, we 
will have the designers of the LN rate the text fragments that are selected for the LNUs.  
 
The corpus of the Learning Network 
Fortunately, at the start of the work described, we had a Learning Network at our disposal developed 
for a study on navigation (Janssen et al, in press). The domain of this Learning Network is ‘Internet 
Basics’, a collection of texts, links and tasks which aim to instigate a basic understanding of the 
Internet. It contains 11 ANs, each of which introduces a different aspect of the Internet, ranging from 
'Web searching', 'Chatting' to 'Worms and Horses'. The ANs consist of an introduction, exercises, 
references to external web pages for further study and an assessment. The LN matches our two start 
requirements ie, (1) an accessible text corpus, a combination of Moodle and external web pages, and 
(2) the LNUs’ progress could be traced by the data available from the AN-assessments. The corpus 
was manually extracted. It contains the Moodle pages and external web pages; assessment questions 
are left out, however. These questions are used to calibrate the model. The AN of an assessment 
question is obvious and thus can be compared to verify the AN determined with the help of LSA. The 
language of the corpus is Dutch – references to documents in English were ignored - be it with a 
considerable amount of English Internet vocabulary. The documents were saved as ‘text only’, a quick 
way to get rid of all non-textual elements. The documents were used as raw input, this means no 
further corrections were applied such as removing irrelevant documents, diacritical sign or 
misspellings. The final corpus is relatively small. It consists of 327 documents in size ranging from 50 
to 23,534 bytes (41 documents smaller than 250 bytes; 50 documents above 3,000 bytes). The corpus 
contains a total of 82986 words divided over 10601 terms, 4440 of which occur in at least 2 
documents. 
 
The calibration of the LSA-parameters 
Having created the corpus, our first action is to calibrate the LSA-parameters. A calibration is 
primarily focused on finding an optimal combination of parameters connected to a model. However, in 
our case it is equally important to find a way to define the parameters with a predefined, limited 
number of steps which can be easily repeated and automated at a later stage. In this way we ensure we 
can apply our model in real practice. An overview of applications with LSA (Haley et al, 2005) 
reveals that there is no straight-forward procedure to determine the LSA-parameters. The parameters 
are influenced by the corpus and the way LSA is applied. We selected the five steps (Giles, Wo & 
Berry, 2001; Wild et al, 2005) that should be the most important: the definition of a correlation 
measure and method, corpus pre-processing, normalisation, weighting and dimensionality. We will, 
however, not do an exhaustive test with different combinations of parameters. Instead, we started with 
an initial combination of parameters based on results reported (Van Bruggen et al, submitted; Wild et 
al, 2005) and in each step we tested one parameter in a limited number of test runs. Each time we 
continued to the next step with the best result(s) only. 
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Correlation measure and method 
For our correlation measure we used cosine similarity. Our method directly follows from our model. 
We use LSA in two closely related ways. First, we use LSA to identify to which AN(s) the question 
posed fits best. This information is used to identify peers that are competent in the pertinent topic. 
Second, we want to select the three text fragments in the corpus most suited to assist the peers in 
answering the question. We combine the two by selecting the three best correlating documents and by 
assigning one point to each AN a document originates from. This results in a maximum of three ANs 
the question relates to. We use the result of the mapping on the ANs to select the parameter 
combination with which to continue. In our case the questions, 16 in total, are chosen from the original 
assessment questions of the LN. Therefore - in principle - each question should map to one known 
AN. 
 
Pre-processing the corpus can consist of stopping (removing ‘meaningless’ words) and stemming 
(reducing terms to their semantic stem). Since we did not have access to a stemming application for 
Dutch, we only considered stopping. Moreover, given the size of our corpus, we decided to follow a 
recommendation by Van Bruggen (Van Bruggen et al, submitted) to create our own stop lists based on 
the term frequency in the corpus. The stop list consisted of the terms that covered 33% (22 terms) 
respectively 50% (91 terms) of the overall term frequencies with exception of terms that were judged 
corpus specific. By way of comparison, we also used a ‘general’ Dutch stop list (Oracle Text 
Reference: Release 9.2). For our corpus this leads to a reduction with 188 terms. Finally, before we 
made our first test run, we chose in each run (until the actual dimensionality step) to limit the number 
of singular values (ie, the number of dimensions) to 40% of the sum of the singular values (Wild et al, 
2005). Next, as reported above, our corpus showed quite a spread in document lengths, where, at the 
same time the number of documents per AN proved limited. Therefore it was decided to use 
normalisation. It makes the norm of each document vector equal to one. This has the effect that 
documents with the same semantic content are ranked equal in the question query. Next, we applied 
the three available types of Global Weighting and finally, in the last step we determined the best value 
for the dimensionality by comparing the initial value of 40% of the sum of the singular values with 
30% en 50%. 
 
A simulation of the model 
After having studied the LN and with a view to the simulation, we formulated a new set of 16 
questions, each connected to one AN. The questions were once again mapped on the ANs and the 
results compared with their known ANs. Please note, this time only the parameter combination that 
performed best in the calibration was applied. Next, we asked two of the designers of the LN to rate, 
on a five point scale (Figure 3), the suitability of the text fragments selected automatically. Obviously, 
a question may go beyond the content discussed in the ANs. In these cases the text selections proposed 
only serve to start off a discussion. Therefore, we instructed the designers to assess the suitability of 
the proposed text relative to the available text. This means that also a text that only starts off the 
discussion of a question, should be rated high in case there is no better alternative available. In 
addition, in case of a low rating we asked the designers to indicate a better alternative from within the 
corpus.  
 
 
Figure 3: An example of a question and the way to asses the proposed text 
Results 
The first part of our study aimed to determine the LSA-parameters in a fixed, limited number of steps 
and a limited number of test runs. We achieved the following results. First, (Figure 4) we compared 
three stopping approaches: 33%, 50% and a general Dutch stop list (runs 1, 2 and 3). We were able 
correctly to identify the ANs of 5, 11, 11 questions, respectively. Second, as a result of this, we 
continued with normalisation for the 50% and the Dutch stop list (runs 4 and 5). The number of 
correctly recognised ANs remained 11. However, the questions with a single match increased, in 
particular in run 5 (Dutch stop list). We kept normalisation and continued with the Dutch stop list and 
compared global weights ‘inverse document frequency’, ‘logarithm’ and ‘entropy’ (runs 6, 7 and 8). 
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This time the results improved to 12, 14, 15. For the last step, the dimensionality, we continued with 
the setting of runs 8 to run 9 (30% singular values) and run 10 (50% singular values). The overall 
results remained the same. The number of 100% recognitions increased with one. Finally, we carried 
out one additional run, which we had not planned beforehand; we made one more run with the 50% 
stop list in order to check if this would improve our results. The other parameters followed the settings 
of run 9. The result was good (15 out of 16) but not an improvement. 
 
Overall, the results are encouraging. First of all, - at least for this corpus - it seems possible to 
determine such a combination of parameters that an important requirement of our model can be 
fulfilled: the mapping of a question to the appropriate AN and, on the basis of this information, the 
ability to select appropriate peers. Second, the results suggest that the approach taken, to calibrate the 
parameters in a fixed setting with a limited number of test runs, is sound. Nevertheless, one should be 
open to retrace one’s steps, in particular if the results are very close (as in our normalisation step) and 
improvements develop insufficiently. Since runs 9 and 10 had identical results, both were kept for the 
simulation. 
 
 
Figure 4: The mapping of the questions on the ANs: (left) the assessment questions in the 
calibration runs; (right) the final questions 
 
Having completed the calibration, the second part of our study we devoted to simulating part of the 
model. We created 16 questions that we felt students may well have asked, mapped them on the LN 
and invited two of the designers of the LN to rate the suitability of the proposed text fragments with 
respect to the questions. First, the model identified the correct AN for 12 out of the 16 questions 
(Figure 4). Case one (30%) did slightly better in the 100% recognition category. For this case (Figure 
5), subsequently, the designers rated the supplied text fragments. Of the 16 questions: 
• 6 (38%) respectively 4 (25%) had at least 1 relevant text fragment (rating 4 or 5), 
• 1 (6%) respectively 2 (13%) had a text fragment that was of some use, and 
• 9 (56%) respectively 10 (62%) had no suitable text fragments connected to them. 
 
 
Figure 5: The rating by designer 1 and 2 of the suggested text fragments 
 
The results of the mapping are worse than in the calibration, but still quite accurate with a recognition 
of 75%. The suitability of the text fragments, approximately 40% of the questions receives one or 
more fragments rated 3 or above, looks far less accurate. However, they do answer - given the 
conditions we work with - our expectations very well: 
• We chose to only forward the first three fragments in order not to overload the students. 
Obviously, we thus run the risk that relevant fragments are left out. FAQO (cf. Introduction) for 
instance returns a top ten and, indeed, answers 4-10 do give a relevant contribution. 
• The corpus is relatively small, this lowers the likelihood to find a relevant text for each question. 
Designer 2 confirmed that for 6 out of 10 questions (with a text rating of only 1 or 2) he could not 
identify a better alternative. In a real implementation, one can stepwise improve the likelihood of 
finding a relevant text by adding the answers of solved questions to the corpus. 
• Finally, as with Expertfinder and Yenta (cf. Introduction) our intention is not just to identify the 
answer. Our focus is on questions that are not readily answered by simply looking up the LN-contents. 
But we do want to give the ad hoc communities a solid starting point to the extent that the corpus 
makes that feasible. 
 
Conclusion 
In this paper we described a model that intends to alleviate the support task of tutors. The model does 
so by invoking the knowledge and skills of fellow-students, who jointly form an ad hoc transient 
community. We described how we calibrated the applied language technology for an existing Learning 
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Network. Subsequently and for the same Learning Network, we checked with a simulation whether the 
model is fit for use for experiments with students. In our opinion, the results are promising. For 75% 
of the questions, we were able to identify to which AN they belonged; for approximately 40% of the 
questions we could suggest one or more text fragments that could be useful when formulating an 
answer. Moreover, we were able to arrive at our results in a systematic way. Important characteristics 
of the procedure followed are that (1) it is relatively straightforward, there are no experts needed to 
apply it; and (2) it can be automated to a very large extent. Furthermore, the requirements to use the 
model are limited. They are restricted to having an accessible text corpus and accessible learner 
progress information. In a final system the first requirement, for instance, can be realised by adopting 
the widely accepted IMS-CP standard (IMS-CP 2003). 
 
Obviously, there are a number of issues to be considered. First, the model has only been applied to 
questions that exactly match one AN. It is fair to expect that, in real practice, some of the questions 
will cover not just one but more ANs. This may complicate the recognition and thus the results. Next, 
as shown by some of the results, the approach is sensitive to the size (and content) of the available 
corpus. We do not know (yet) what the minimum size of a corpus should be. We also still have to 
determine a working combination of weights of the suitability ranking (tutor competency, content 
competency availability and eligibility). These issues, however, do not lend themselves to simulation 
and had better be addressed in real experiments. 
 
The results indicate that the model is ready for use in experiments with students. This will constitute 
our next step. Here we will also investigate and optimise the community formation conditions 
discussed in the introduction. Ultimately, the experiment is meant to investigate our main hypothesis, 
to show that the task of staff in answering questions can be significantly alleviated by following our 
peer-tutoring model. 
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Figure 1: A Learning Network for domain D 
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Figure 2: The main modules of the model 
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Figure 3: An example of a question and the way to asses the proposed text 
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Figure 4: The mapping of the questions on the ANs: (left) the assessment questions in the 
calibration runs; (right) the final questions 
 
 
 
 
 
 
Set 1: LN assesment questions
0
2
4
6
8
10
12
14
16
1 2 3 4 5 6 7 8 9 10 11
no-match
match-33%
match-67%
match-100%
Set 2: Student Questions
0
2
4
6
8
10
12
14
16
Dutch-30 Dutch-50
14 
PREPRINT: Please ask author for reference 
 
Figure 5: The rating by designer 1 and 2 of the suggested text fragments 
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