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iΔήλωση Πνευματικών Δικαιωμάτων
Εγώ, η Μυρσίνη Καραφύλλη, δηλώνω οτι σε αυτή τη διpiλωματική, “Αναγνώρ-
ιση κινήσεων χεριού με 3D-CNN” και το έργο piου piαρουσιάζεται είναι δικό μου
και αpiοτελεί piνευματική ιδιοκτησία. Αpiαγορεύεται η αντιγραφή, αpiοθήκευση και
διανομή της piαρούσας εργασίας, εξ’ ολοκλήρου ή τμήματος αυτής, για εμpiορικό
σκοpiό. Εpiιτρέpiεται η ανατύpiωση, αpiοθήκευση και διανομή για σκοpiό μη κερ-
δοσκοpiικό, εκpiαιδευτικής ή ερευνητικής φύσης, υpiό την piροϋpiόθεση να αναφέρε-
ται η piηγή piροέλευσης και να διατηρείται το piαρόν μήνυμα. Εpiιβεβαιώνω ότι:
• ΄Οpiου έχω συμβουλευθεί δημοσιευμένη δουλειά άλλων γίνεται piάντα αναφορά.











Η αναγνώριση χειρονομιών αpiοτελεί ένα αρκετά διαδεδομένο θέμα σε έρευνες
των τελευταίων χρόνων. Οι δυναμικές χειρονομίες έχουν piροκαλέσει piολλούς
συγγραφείς να εξερευνούν νέες μεθόδους για να piετύχουν υψηλά αpiοτελέσματα.
Αρκετοί αpiό αυτούς piροτείνουν λύσεις χρησιμοpiοιώντας βαθιά νευρωνικά δίκτυα.
Ο μεγάλος αριθμός piαραμέτρων, τα είδη και η piοσότητα εpiιpiέδων, η αρχικοpiοίηση
των βαρών και piολλά αλλά piου θα αναλύσουμε στην διpiλωματική αυτή piαίζουν
piολύ σημαντικό ρόλο στον εντοpiισμό της κίνησης και την αναγνώριση χειρονομίας.
Η διpiλωματική αυτή piαρουσιάζει ένα συνδυασμό μεθόδων βαθιάς μάθησης για
το δίκτυο αναγνώρισης χειρονομίας piου αpiοτελείται αpiό ένα μεταpiοιημένο C3D,
ένα κομμάτι αpiό το MobileNet και μια ειδική έκδοση των συνελικτικών LSTM. Ο
συνδυασμός των αρχιτεκτονικών συμβάλλει στην εκμάθηση διαφορετικών χαρακ-
τηριστικών αpiό τις ακολουθίες. Για το δίκτυο ανίχνευσης κίνησης έχουμε ως
βάση το μοντέλο C3D piου έχει δημιουργηθεί για τον σκοpiό αυτό και βελτιώ-
νουμε τα αpiοτελέσματά του σε διάφορα σύνολα δεδομένων συγκρίνοντάς τα με
άλλες αρχιτεκτονικές. Ακόμη, για το δίκτυο ανίχνευσης κίνησης αξιοpiοιούμε όλες
τις εικόνες αpiό τα σύνολα δεδομένων μας και piεριγράφουμε εκτενώς την μέθοδο
piου τις εισάγουμε στο δίκτυο συγκρίνοντάς την με τη στρατηγική "jitter". ΄Οσο
αναφορά την αpiεικόνιση των αpiοτελεσμάτων για το μοντέλο χρονικής κατάτμησης
piαρουσιάζουμε την piορεία της εκpiαίδευσής του και για το μοντέλο αναγνώρισης
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Gesture recognition is a very popular subject over recent years. Dynamic
gestures have prompted many writers to explore new methods to achieve high
results. Some of them offer solutions using deep neural networks. The issue of
large number of parameters, types and number of layers, weight initialization,
and many others that we will analyze in this diploma play an important role in
locating movement and in gesture recognition.
This diploma thesis presents a combination of deep learning methods for
the gesture recognition network consisting of a different version of C3D, a piece
of MobileNet and a special version of a convolutional LSTM convolutive. The
combination of the architectures contributes to the learning of different fea-
tures from the sequences. For the motion detection network, we change the
C3D model which was made for this purpose and improve its results in different
datasets by comparing it to other architectures. In addition, for the motion
detection network, we take advantage of all the images from our datasets and
describe extensively the method we use to insert them in the network by com-
paring it with the "jitter" strategy. About the representation of the results for
the time division model we present the course of its training and for the gesture
recognition model we have implemented the confusion matrix.
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Οι χειρονομίες αpiοτελούν σημαντικό μέρος της εpiικοινωνίας μας. Χρησιμοpiοιούμε
κινήσεις για να εκφραστούμε (γλώσσα του σώματος), να δώσουμε οδηγίες, να
εpiικοινωνήσουμε με τους κωφάλαλους και τους κωφούς χρησιμοpiοιώντας τη νοημα-
τική, να μετρήσουμε αριθμούς κλpi. Αυτό είναι αpiολύτως φυσικό για τον άνθρωpiο,
θα ήταν όμως και piολύ χρήσιμο να μpiορούσαμε να αλληλεpiιδράσουμε με μια έξυpiνη
συσκευή μέσω μιας χειρονομίας (για piαράδειγμα μέσω μιας κάμερας, ενός μικροφώ-
νου ή ακόμα και ενός αισθητήρα όpiως το "Project Soli" piου δημιουργήθηκε αpiό
τη Google). Η Amazon Echo είναι μια κατηγορία συσκευών σχεδιασμένων για
να ελέγχεται αpiό τη φωνή ανθρώpiων και piροσφέρει piολλές δυνατότητες στους
αγοραστές της, μουσική, τηλεχειρισμό, έξυpiνο σpiίτι και ψηφιακό βοηθό. Οι
ίδιες δυνατότητες θα μpiορούσαν να piαρέχονται αpiο μια έξυpiνη συσκευή piου θα
μpiορούσε να αναγνωρίσει χειρονομίες για τα ίδια ή και piερισσότερα καθήκοντα.
Δεν υpiάρχει αμφιβολία οτι η αναγνώριση χειρονομίας είναι ενα piολύ δύσκολο
θέμα έρευνας στον τομέα της τεχνητής νοημοσύνης λόγω του μικρού μεγέθους
των χεριών και των δακτύλων, το μήκος και τα όρια κάθε χειρονομίας. Η αναγνώρ-
ιση χειρονομίας μpiορεί να χωριστεί σε δυο τμήματα: συνεχής και μεμονωμένη. Η
piρώτη piεριλαμβάνει μια ακολουθία δεδομένων με άγνωστα όρια, μήκος και αριθμό
χειρονομιών. Η δεύτερη αpiοτελείται αpiο μια κίνηση σε κάθε ακολουθία δεδομένων
και μια σε κάθε δεδομένο μήκος ορίων. Για την piρώτη κατηγορία έχουν γίνει piολ-
λές μελέτες διότι εντάσσεται piερισσότερο στην καθημερινότητά μας σε σχέση με
την piρώτη.
Η αναγνώριση χειρονομίας σε συνεχείς ακολουθίες έχει μια ακόμη δυσκολία
σε σχέση με τις μεμονωμένες διότι piεριέχει και την αναγνώριση της κίνησης. Υpi-
άρχει διαφορά στην αναγνώριση κίνησης με αυτή της χειρονομίας στη δομή και την
αρχιτεκτονική των μοντέλων piου χρησιμοpiοιούμε. Μpiορούμε να καταλάβουμε
αpiο μια εικόνα της ακολουθίας εαν το άτομο εκτελεί κάpiοια κίνηση ή είναι σε
αδράνεια χωρίς να χρειαζόμαστε κάpiοιο ιστορικό στιγμιοτύpiων ενώ δεν μpiορούμε
να καταλάβουμε piοιά χειρονομία εκτελεί εαν δεν εpiεξεργαστούμε κάpiοιες εικόνες
piριν αpiο αυτή piου εξετάζεται. Φυσικά υpiάρχουν και χειρονομίες piου είναι στατικές
των οpiοίων η αναγνώρισή τους δε χρειάζεται ιστορικό εικόνων. Σε αυτή τη διpiλω-
ματική εξετάζονται κυρίως δυναμικές εικόνες των οpiοίων είναι σημαντικός ο συν-
δυασμός της θέσης των χεριών μαζί με την κίνηση piου εκτελούν. Το φόντο και
τα αντικείμενα γύρω αpiο ένα άτομο piου εκτελεί μια κίνηση είναι το piεριβάλλον
piου βρίσκεται και αpiοτελούν piληροφορίες piου δε συνδράμουν σε καμία αpiο τις
δυο κατηγορίες piου εξετάζουμε. Για αυτό το λόγο χρησιμοpiοιούμε ενα μεγάλο
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σύνολο δεδομένων το οpiοίο έχει ως σκοpiό να εκpiαιδευτεί σε ένα δίκτυο στη
μετακίνηση των χεριών σε σχέση με το χρόνο.
Το piρώτο νευρωνικό δίκτυο είναι αυτό της χρονικής κατάτμησης. Αpiοτελεί το
μοντέλο piου κατηγοριοpiοιεί κάθε στιγμιότυpiο μιας ακολουθίας ως piρώτη κατη-
γορία την "οριακή" εικόνα, με την έννοια ότι το άτομο piρόκειται να εκτελέσει ή
έχει εκτελέσει ήδη μία χειρονομία και ως δεύτερη κατηγορία τη "μη-οριακή" εικόνα
δηλαδή οτι το άτομο εκτελεί μια χειρονομία είτε αυτή ανήκει στις κλάσεις του
συνόλου δεδομένου μας είτε όχι. Αρκετές υλοpiοιήσεις του μοντέλου αυτού έχουν
γίνει και με δισδιάστατα εpiίpiεδα piου έχουν ικανοpiοιητικά αpiοτελέσματα στην εκ-
piαίδευση χωρικών χαρακτηριστικών. Εντούτοις η διάσταση του χρόνου piρέpiει να
συμpiεριληφθεί στην εκμάθηση των χαρακτηριστικών για καλύτερα αpiοτελέσματα.
Τα τρισδιάστατα συνελικτικά εpiίpiεδα (3DCNN) piλέον χρησιμοpiοιούνται σε piολ-
λές αρχιτεκτονικές για την αναγνώριση κίνησης και είναι μεγάλη piρόκληση για
piολλούς ερευνητές ο ορθός εντοpiισμός κίνησης ώστε να μη χαθούν δεδομένα στη
χρονική διάσταση στην έξοδο του μοντέλου. Θα αναλύσουμε αρκετές μεθόδους
για τη διατήρηση αυτών των δεδομένων στα piαρακάτω Κεφάλαια.
Φυσικά, το δεύτερο νευρωνικό δίκτυο δε θα μpiορούσε να είναι άλλο αpiό το
δίκτυο αναγνώρισης χειρονομίας. Μετά την εφαρμογή της χρονικής κατάτμησης
στα βίντεο, οι συνεχείς αλληλουχίες μετατρέpiονται σε αpiομονωμένες ακολουθίες
χειρονομίας piου piρέpiει να εpiισημανθούν. Υpiάρχουν piολλοί τρόpiοι ανίχνευσης
μιας χειρονομίας αpiο μια ακολουθία βίντεο όpiως το 3DCNN, το οpiοίο piέτυχε
σpiουδαία αpiοτελέσματα στις piροκλήσεις αναγνώρισης χειρονομίας μεγάλης κλί-
μακας μεμονωμένων κινήσεων. Ωστόσο το μήκος piοικίλει αpiο τη μία ακολουθία
στην άλλη. Αυτός είναι ο λόγος για τον οpiοίο τα είδη ανατροφοδοτούμενων
νευρωνικών δικτύων (ΑΝΔ) piροωθούνται για τον έλεγχο των χρονικών χαρακ-
τηριστικών. Εντούτοις είναι δύσκολο να εκpiαιδεύονται τα βασικά ΑΝΔ για την
εpiίλυση piροβλημάτων piου αpiαιτούν μακρόχρονη εξάρτηση.
Το LSTM είναι μια έκδοση των ΑΝΔ piου χρησιμοpiοιεί ειδικές μονάδες και όχι
τις βασικές piου χρησιμοpiοιεί το ΑΝΔ. Μια εpiέκταση του LSTM piου piεριλαμβάνει
συνελικτικές δομές και στις μεταβάσεις εισόδου-κατάστασης και στις εσωτερικές
καταστάσεις ονομάζεται ConvLSTM. Αυτή η αρχιτεκτονική χρησιμοpiοιείται για
την αναγνώριση δράσης, αναγνώριση χειρονομίας αλλά και σε άλλους τομείς. Η
είσοδος του ConvLSTM piοικίλλει. Μpiορεί να είναι μια εικόνα, χάρτες χαρακ-
τηριστικών αpiο δισδιάστατο συνελικτικό νευρωνικό δίκτυο ή ακόμα και χάρτες
χαρακτηριστικών αpiο τρισδιάστατο συνελικτικό νευρωνικό δίκτυο. Σε αυτή τη δι-
ατριβή, ο τρίτος τύpiος χρσιμοpiοιείται ως είσοδος στο δίκτυο. Λόγω του γεγονό-
τος οτι το μέγεθος piαραμέτρων του ConvLSTM είναι μεγάλο, εφαρμόζεται μια
μέθοδος piροκειμένου να μειωθεί ο αριθμός piαραμέτρων και να εpiικεντρωθεί σε
ένα σημαντικό μέρος της εξαγωγής χαρακτηριστικών.
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1.2 Δομή και συνεισφορά της Διpiλωματικής
Το piαρόν έγγραφο αναλύει 2 νευρωνικά δίκτυα:
• Για το δίκτυο ανίχνευσης κίνησης εμpiνευστήκαμε αρχικά αpiο την δομή
του άρθρου [16]. Τα αpiοτελέσματα δεν ήταν καθόλου ικανοpiοιητικά για
τα σύνολα δεδομένων piου χρησιμοpiοιούμε οpiότε αλλάξαμε τις τιμές των
piαραμέτρων, κάpiοια αpiο τα είδη και την piοσότητα των εpiιpiέδων με βάση το
άρθρο [5].
• Για το δίκτυο αναγνώρισης χειρονομίας χρησιμοpiοιήσαμε ένα τμήμα αpiο το
δίκτυο ανίχνευσης κίνησης, μια τροpiοpiοίηση της αρχιτεκτονικής "ConvL-
STM" piου piροτείνει το άρθρο [6] και ενα κομμάτι του "MobileNet".
Η δομή της Διpiλωματικής είναι η ακόλουθη:
Στο Κεφάλαιο 2 αναλύουμε την εσωτερική λειτουργία του νεύρωνα και τις
συναρτήσεις ενεργοpiοίησής του piου χρησιμοpiοιούμε στον κώδικα αυτής της διpiλω-
ματικής. Ακόμη ορίζεται ο αλγόριθμος οpiισθοδιάδοσης σφάλματος των εpiιpiέδων
piου χρησιμοpiοιεί η στοχαστική μέθοδος καθοδικής κλίσης για να ανανεώσει τα
βάρη του δικτύου.
Στο Κεφάλαιο 3 ορίζεται η αρχιτεκτονική δομή των συνελικτικών νευρωνικών
δικτύων και των διασταλμένων συνελίξεων. Εpiίσης εξηγούμε την ισορροpiημένη
τετραγωνική συνάρτηση σφάλματος Hinge piου piαρουσιάστηκε στο άρθρο [5] και
χρησιμοpiοιείται στο δίκτυο χρονικής κατάτμησης του οpiοίου η piοσότητα και το
είδος των εpiιpiέδων ορίζεται σε Πίνακα.
Στο Κεφάλαιο 4 αναλύουμε την εξέλιξη των ανατροφοδοτούμενων νευρωνικών
δικτύων. Οι τροpiοpiοιήσεις piου έχουν γίνει piάνω στην αρχιτεκτονική τους είναι
αρκετές και σε αυτό το Κεφάλαιο τονίζουμε τις piεριpiτώσεις piου χρησιμοpiοιείται
η κάθε έκδοσή τους. Ακόμη, αναλύουμε τα piλεονεκτήματα των διαχωρίσιμων
συνελίξεων στη διάσταση του βάθους σε σχέση με τις βασικές piράξεις συνέλιξης.
Στο Κεφάλαιο 5 εpiικεντρωνόμαστε στα piλεονεκτήματα των MobileNets και
γιατί χρησιμοpiοιούμε κομμάτι αpiο αυτά στο δίκτυο αναγνώρισης χειρονομίας μας.
Στην συνέχεια αναλύεται η δομή του δικτύου αναγνώρισης χειρονομίας και piαρου-
σιάζεται αναλυτικά σε Πίνακες.
Στο Κεφάλαιο 6 piαρουσιάζουμε τη δομή του συνόλου δεδομένων piου θα
χρησιμοpiοιήσουμε για το δίκτυο χρονικής κατάτμησης. Το σύνολο αυτό piεριέχει
μεγάλες σε διάρκεια ακολουθίες με αpiοτέλεσμα να piρέpiει να τις εpiεξεργαστούμε
χωρίζοντάς τες κατάλληλα. ΄Ετσι piαρουσιάζουμε μέσω ενος piαραδείγματος το
αpiοτέλεσμα της στρατηγικής "jitter" και της δικιάς μας μεθόδου για την εpiεξερ-
γασία των ακολουθιών αυτών.
Στο Κεφάλαιο 7 αναλύουμε κάpiοια ανεpiιθύμητα φαινόμενα piου piροκύpiτουν
κατά τη διάρκεια ή μετά την εκpiαίδευση. Ακόμη piαρουσιάζουμε την εpiεξεργασία
του piίνακα αληθείας των δύο δικτύων για εκpiαίδευση και τα αpiοτελέσματά της
συγκρίνοντάς την με άλλες κορυφαίες αρχιτεκτονικές.
Στο Κεφάλαιο 8 piαρουσιάζουμε τα συμpiεράσματα της Διpiλωματικής αυτής




2.1 Εσωτερική λειτουργία του νευρώνα
Τα Νευρωνικά Δίκτυα (Neural Networks ή ΝΔ) χωρίζονται σε δυο ομάδες: στα
βιολογικά piου αναφέρονται στο νευρικό σύστημα του ανθρώpiου και στα τεχνητά
(ΤΝΔ) piου αναφέρονται σε ένα μαθηματικό μοντέλο εμpiνευσμένο αpiό τη δομή
του ανθρώpiινου εγκεφάλου. Η εκpiαίδευση των ΤΝΔ είναι ίδια με αυτή των βι-
ολογικών, δηλαδή μέσα αpiο ένα σύνολο δεδομένων piροσpiαθούν να αναλύσουν
εpiαναληpiτικά το piεριβάλλον τους. Οι δύο αυτές ομάδες αpiαρτίζονται αpiο ένα
σύνολο νευρώνων (units) το οpiοίο εpiεξεργάζεται και αpiοθηκεύει piληροφορίες. Οι
νευρώνες αpiοτελούνται αpiο έναν αριθμό δομών διάδοσης σήματος, έναν αθροιστή
και μια δομή ενεργοpiοίησής τους. Ο κάθε νευρώνας έχει τη δυνατότητα να δέχεται
piολλές εισόδους αλλά η έξοδός του θα είναι μοναδική. Συνεpiακόλουθα, piολλές
μοναδικές έξοδοι είναι είσοδοι σε άλλους νευρώνες κι έτσι σχηματίζεται ένα δίκ-
τυο.
Σχήμα 2.1: Σχηματική αναpiαράσταση του νευρώνα. Εικόνα αpiο
την ιστοσελίδα [1]
Μεταξύ του στρώματος εισόδου και εξόδου ενος ΝΔ, διακρίνουμε τα κρυφά
εpiίpiεδα (hidden layers) τα οpiοία αpiαρτίζονται αpiο ένα σύνολο εpiιpiέδων με νευρώ-
νες piου έχουν κοινά χαρακτηριστικά. Οι δομές διάδοσης σήματος αpiοτελούν τα
βάρη (weights) του ΝΔ και ανάλογα με τη σημαντικότητά τους διαφέρουν σε κάθε
νευρώνα. Με βάση τις piληροφορίες piου δέχεται το στρώμα εισόδου (input layer)
και τα αντίστοιχα βάρη του νευρώνα, η συνάρτηση ενεργοpiοίησης (activation
function) υpiολογίζει το στρώμα εξόδου (output layer).
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Αφού εξηγήσαμε γενικά τη δομή του νευρώνα, οφείλουμε να αναλύσουμε και
την εσωτερική λειτουργία του. Το σύνολο των βαρών όpiως βλέpiουμε και στο
Σχήμα 2.1 αναpiαριστάται αpiο τις μεταβλητές w1, w2, ... wm και piολλαpiλασιάζεται
με τις εισόδους x0, x1, x2, ... xm piου αντιστοιχούν σε κάθε ένα αpiο τα βάρη.
Ειδικότερα, τα βάρη αντικατοpiτρίζουν την piροσpiάθεια του ΝΔ να συνδέσει την
piροβλεpiόμενη τιμή με την τιμή αληθείας. Αρχικά ξεκινούν με τυχαίες τιμές και
στη συνέχεια με τη διαδικασία piου θα εξηγήσουμε piαρακάτω τις ανανεώνουν με
βάση τη συνάρτηση σφάλματος σε σχέση με τις τιμές αληθείας.
Ο αθροιστής piου piεριγράφεται ως "Net input function" στο Σχήμα 2.1 piροσθέ-
τει τα m γινόμενα των βαρών με τις εισόδους και piροσθέτει ακόμα έναν όρο piου
ονομάζεται bias. Ο όρος αυτός βοηθάει στη μετακίνηση της καμpiύλης εκμάθησης
ανάλογα με την τιμή του. Ο κάθε νευρώνας έχει αpiό ένα σταθερό όρο bias ο
οpiοίος δεν εpiηρεάζεται αpiό το στρώμα εισόδου εpiειδή piάντα αυξάνει το άθροισμα
γινομένου κατά μία μονάδα και στο Σχήμα 2.1 είναι ο w0 όρος. Ο μαθηματικός




wixi + b (2.1)
Στο Σχήμα 2.2 διακρίνουμε τρία εpiίpiεδα όpiου L1, L2, L3 το εpiίpiεδο εισόδου,
το κρυφό εpiίpiεδο και το εpiίpiεδο εξόδου αντίστοιχα. Εpiιpiροσθέτως, έχουμε τρεις
νευρώνες εισόδου, τρεις κρυφούς νευρώνες και δύο νευρώνες εξόδου χωρίς να
συμpiεριλάβουμε τις τιμές bias.
Σχήμα 2.2: Βασικό τεχνητό νευρωνικό δίκτυο με ένα κρυφό
εpiίpiεδο. Εικόνα αpiο την ιστοσελίδα [2]
Κάθε εpiίpiεδο συμβολίζεται με Li όpiου i ∈ (1, 3). Οι piαράμετροι του ΝΔ
μας είναι το σύνολο των (W, b) = (W (1), b(1),W (2), b(2),W (3), b(3)), και αντισ-
τοιχούν δύο piίνακες σε κάθε εpiίpiεδο. Ακόμη, ο συμβολισμός W (l)21 piεριγράφει την









. Παρακάτω φαίνεται η συνάρτηση ενεργοpiοίησης για
τον υpiολογισμό του δεύτερου νευρώνα και δεύτερου εpiιpiέδου του Σχήματος 2.2







32 x3 + b
(1)
2 ) (2.2)
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2.2 Συναρτήσεις ενεργοpiοίησης
΄Οpiως είδαμε στο Σχήμα 2.1 κάθε νευρώνας piεριέχει μια συνάρτηση ενεργοpiοίησης
η οpiοία υpiολογίζεται στην έξοδό του με ένα μη-γραμμικό μετασχηματισμό. Γενικό-
τερα, οι γραμμικές συναρτήσεις ειναι piολύ piεριορισμένες σε δυνατότητες σε σχέση
με τις μη-γραμμικές διότι είναι piιο εύκολο για ένα μοντέλο να piροσαρμόσει δι-
αφόρων ειδών δεδομένα σε μία piιο ευέλικτη συνάρτηση. Κάpiοια ευρέως γνωστά
piαραδείγματα τέτοιων συναρτήσεων είναι η σιγμοειδής, η υpiερβολικής εφαpiτομένης
και η τόξου εφαpiτομένης. Σε αυτή την ενότητα θα αναλύσουμε τη σιγμοειδή, τη
μονάδα γραμμικής ανόρθωσης και την τυpiοpiοιημένη εκθετική συνάρτηση.
2.2.1 Σιγμοειδής συνάρτηση ενεργοpiοίησης
Η σιγμοειδής συνάρτηση ενεργοpiοίησης (sigmoid activation function) έχει μια
μορφή S-σχήματος. Ο κύριος λόγος piου εφαρμόζουμε τη συνάρτηση αυτή στα





Εpiομένως, χρησιμοpiοιείται κυρίως σε αρχιτεκτονικές όpiως αυτής της διpiλωματικής,
piου αφορά αναγνώριση κίνησης. Τέτοια μοντέλα χρειάζονται ως έξοδο μία piι-
θανότητα σχετικά με το κατά piόσο μία εικόνα piεριέχει ένα άτομο piου εκτελεί
μια κίνηση ή βρίσκεται σε αδράνεια. Με άλλα λόγια είναι μία συνάρτηση με δύο
κλάσεις. Αpiοτελεί λοιpiόν τη συνάρτηση ενεργοpiοίησης του piρώτου ΝΔ αυτής
της διpiλωματικής εpiειδή η piιθανότητα για την piρόβλεψη μιας κλάσης ορίζεται στα
όρια εξόδου της σιγμοειδούς. Ακόμη, η συνάρτηση είναι διαφορίσιμη, piου σημαίνει
οτι μpiορεί να βρεθεί η κλίση μέσω δύο δεδομένων σημείων. Ο μαθηματικός τύpiος
της σιγμοειδούς συνάρτησης είναι ο (2.3) και εικονίζεται στο Σχήμα 2.3 .






2.2.2 Μονάδες γραμμικής ανόρθωσης
Η μονάδα γραμμικής ανόρθωσης (rectified linear unit ή ReLU) αpiοτελεί την piιο
διαδεδομένη συνάρτηση ενεργοpiοίησης για βαθιά ΝΔ. Αρχικά θεωρείται και αυτή
ως μη-γραμμική συνάρτηση όpiως διακρίνουμε και αpiο το Σχήμα 2.4 και η έξοδος
της συνάρτησης αυτής κυμαίνεται στο διάστημα
(
0,∞). Με την piρώτη ματιά
φαίνεται οτι η ReLU δεν είναι τόσο εύελικτη και αυτό piροκαλεί σύγχυση σχετικά
με αυτά piου αναφέραμε στην εισαγωγή της ενότητας αυτής.
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Σε ένα βαθύ ΝΔ υpiάρχουν νευρώνες piολλαpiλών εpiιpiέδων. Χρησιμοpiοιών-
τας μια άλλη μη-γραμμική συνάρτηση ενεργοpiοίησης οpiως η σιγμοειδής, piροκαλεί
σε όλους σχεδόν τους νευρώνες μία ανάλογη ενεργοpiοίηση. Αυτό σημαίνει ότι
το μοντέλο θα εpiεξεργαστεί όλες αυτές τις ενεργοpiοιήσεις με αpiοτέλεσμα μία
ανώφελη και χρονοβόρα διαδικασία. Εδώ είναι piου χρησιμεύει η ReLU καθώς
λόγω της ιδιομορφίας της έχει μηδενική έξοδο για αρνητικές τιμές εισόδου με
αpiοτέλεσμα λιγότερες piράξεις όpiως αναφέρει και το άρθρο [4]. Ο μαθηματικός
τύpiος της συνάρτησης είναι στην σχέση (2.4).







2.2.3 Τυpiοpiοιημένη Εκθετική Συνάρτηση
Η τυpiοpiοιημένη εκθετική συνάρτηση (softmax function ή normalized exponen-
tial function) δέχεται ως είσοδο ένα διάνυσμα K piραγματικών αριθμών και το
ομαλοpiοιεί σε μια κατανομή piιθανοτήτων piου αpiοτελείται αpiο K τιμές piου αθροί-
ζονται στη μονάδα. Ειδικότερα, η έξοδός της αντιpiροσωpiεύει την piιθανότητα
κάθε κλάσης να είναι αληθής και piροφανώς είναι χρήσιμη για μοντέλα piου κάνουν
piροβλέψεις για piολλές κλάσεις όpiως το μοντέλο της διpiλωματικής αυτής για την
αναγνώριση χειρονομίας. Ο μαθηματικός τύpiος της softmax piαρουσιάζεται στην
piαρακάτω εξίσωση όpiου z το διάνυσμα των εισόδων στο στρώμα εξόδου και όpiου
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2.3 Αλγόριθμος οpiισθοδιάδοσης σφάλματος
Στην ενότητα αυτή θα αναλύσουμε τον αλγόριθμο οpiισθοδιάδοσης σφάλματος
(backpropagation algorithm). Γενικότερα, η ροή των δεδομένων έχει μία κατεύ-
θυνση, αpiό το εpiίpiεδο εισόδου piρος το εpiίpiεδο εξόδου. Στην piερίpiτωση της
εpiιβλεpiόμενης μάθησης, κατά τη διάρκεια της εκpiαίδευσης συγκρίνουμε τις τιμές
αληθείας με τις piροβλεpiόμενες τιμές και με βάση τη συνάρτηση σφάλματος υpi-
ολογίζουμε την piοινή της αpiόκλισης των δύο αυτών τιμών. Συγκεκριμένα, η
ελαχιστοpiοίηση της αpiόκλισης των δύο τιμών δηλαδή της συνάρτησης λάθους
είναι ίδια με την εύρεση της μικρότερης δυνατής τιμής της συνάρτησης σφάλματος.
Η κλίση της συνάρτησης αpiώλειας μpiορεί να υpiολογιστεί εάν την piαραγωγί-
σουμε λαμβάνοντας υpiόψιν τα βάρη και τα biases. Με αυτή την ενέργεια εpiιδιώκ-
ουμε να υpiολογίσουμε piόσο εpiηρεάζει η κάθε μεταβλητή το ολικό λάθος. Παρόλα
αυτά οι τιμές τους αλλάζουν συνεχώς στα διάφορα στρώματα και είναι δύσκολο
να υpiολογίζονται. Το φαινόμενο αυτό piροσpiαθεί να εξομαλύνει ο αλγόριθμος
οpiισθοδιάδοσης σφάλματος.
Ο αλγόριθμος αυτός αpiοτελεί το εργαλείο piου χρησιμοpiοιεί η μέθοδος piου
θα αναλύσουμε στην εpiόμενη ενότητα για να αλλάξει τις τιμές των βαρών. Το
κύριο χαρακτηριστικό του είναι η εpiαναληpiτικότητα, αναδρομικότητα και αpiοτε-
λεσματικότητά του στον υpiολογισμό της ενημέρωσης των βαρών με σκοpiό να
βελτιστοpiοιήσει το δίκτυο έως ότου είναι σε θέση να εκτελέσει το έργο για το
οpiοίο εκpiαιδεύεται. Ακόμη, είναι στενά συνδεδεμέμενος με τον αλγόριθμο Gauss-
Newton.
Στις εpiόμενες piαραγράφους θα αναλύσουμε την εύρεση της piαραγώγου του




, όpiου t είναι η τιμή στόχος ή
αλλιώς η τιμή piρόβλεψης και y είναι η τιμή αληθείας. Οpiως βλέpiουμε και αpiο
το Σχήμα 2.1 piέρα αpiο τις εισόδους και τα βάρη, έχουμε τον αθροιστή και την
συνάρτηση ενεργοpiοίησης. Θέτουμε σε αυτή την ενότητα την έξοδο του αθροιστή
ως netj και wij ως το i-στό βάρος στο j-οστό νευρώνα. ΄Ετσι, με τον κανόνα της


























Στο άθροισμα piου piαραγωγίσαμε όλοι οι όροι μηδενίζονται εκτός αpiο τον

















είναι η έξοδος αpiο τη συνάρτηση ενεργοpiοίησης κάθε
νευρώνα. Αpiο την εξίσωση (2.7), εξετάζουμε τις piεριpiτώσεις piου ο νευρώνας
είναι στην έξοδο ή σε κάpiοιο κρυφό εpiίpiεδο και piαρουσιάζουμε τις δύο αυτές
piεριpiτώσεις στην (2.8).
















Για να ανανεώσουμε την τιμή ενός βάρους χρησιμοpiοιώντας τη μέθοδο της
εpiόμενης ενότητας, piρέpiει να εpiιλέξουμε μια τιμή ρυθμού εκμάθησης η και υpiοθέ-
τουμε οτι είναι μεγαλύτερη του μηδενός. Η αλλαγή στα βάρη piρέpiει να εpiηρεάζει
την τιμή της συνάρτησης σφάλματος. Με την piαρακάτω εξίσωση εpiιβεβαιώνουμε
ότι κάθε αλλαγή στα βάρη μειώνει τη συνάρτηση σφάλματος.
∆wij = −η ∂E
∂wij
= −ηoiδj (2.9)
2.4 Στοχαστική μέθοδος καθοδικής κλίσης
Υpiάρχουν piολλοί αλγόριθμοι piου βελτιστοpiοιούν συναρτήσεις. Χωρίζονται σε
κατηγορίες αναλόγα με το εάν βασίζονται σε κλίση ή οχι, με την έννοια οτι αντ-
λούν piληροφορίες όχι μόνο αpiο τα αpiοτελέσματα των συναρτήσεων αλλα και
αpiό την κλίση τους. Οpiως αναφέρει και η ονομασία, η στοχαστική μέθοδος κα-
θοδικής κλίσης (stochastic gradient descent) αpiοτελεί μια μέθοδο ενημέρωσης του
συνόλου των piαραμέτρων του νευρωνικού δικτύου και με ένα εpiαναληpiτικό τρόpiο
ελαχιστοpiοιεί τη συνάρτηση σφάλματος και κατά συνέpiεια ανήκει στην κατηγορία
των αλγορίθμων piου βασίζονται στην κλίση της συνάρτησης.
Παρόμοια είναι και η μέθοδος καθοδικής κλίσης (gradient descent). Η διαφορά
τους είναι οτι η μέθοδος SGD piου θα ακολουθήσουμε αλλάζει τα βάρη σε κάθε
εpiανάληψη. Αντιθέτως, η δεύτερη μέθοδος ανανεώνει τα βάρη σε κάθε κύκλο
εκpiαίδευσης, με την έννοια ότι piερνάει όλα τα δείγματα εκpiαίδευσης μια φορά για
να ανανεώσει τα βάρη. Συνήθως όταν το σύνολο δεδομένων είναι τόσο μεγάλο
όσο αυτών της διpiλωματικής αυτής, χρησιμοpiοιούμε την piρώτη μέθοδο διότι θα
χρειαστεί piολύς χρόνος για να ολοκληρωθεί ένας κύκλος. Η μέθοδος καθοδικής
κλίσης piεριγράφεται αναλυτικά στο άρθρο [18] .
Τα βάρη ανανεώνονται με την piαρακάτω εpiαναληpiτική διαδικασία και Qi(w)
είναι η τιμή της συνάρτησης σφάλματος στο i-οστό δείγμα δεδομένων:




Τα βήματα piου αναφέραμε είναι : αρχικά εκτελείται η διαδικασία διάδοσης (for-
ward propagation) και βάσει της εισόδου έχουμε την έξοδο piου έδωσε το νευρ-
ωνικό δίκτυο. Με βάση αυτή την έξοδο υpiολογίζουμε το σφάλμα της και τώρα
η SGD αρχίζει να ανανεώνει τα βάρη με τη βοήθεια του αλγορίθμου οpiισθοδιά-
δοσης σφάλματος ο οpiοίος εpiαναληpiτικά υpiολογίζει τη σχέση (2.10). Φυσικά
στη διαδικασία piου μόλις αναφέραμε piροκύpiτουν αρκετά piροβλήματα σχετικά με




Σε αυτό το Κεφάλαιο θα αναλύσουμε το νευρωνικό δίκτυο piου αφορά την εpiεξερ-
γασία ενος βίντεο με άγνωστο αριθμό χειρονομιών αpiο το σύνολο δεδομένων piου
θα αναφέρουμε στο Κεφάλαιο 5. Στην ενότητα 3.1 piαρουσιάζουμε την εξήγηση
των εpiίpiεδων piου χρησιμοpiοιούμε στο δίκτυο αυτού του Κεφαλάιου. Στην ενότητα
3.2 piεριγράφουμε μια διαφορετική εκδοχή των βασικών συνελίξεων οpiου με την
βοήθεια μίας piαραμέτρου μεγαλώνει τη δεκτική ζώνη των φίλτρων. Στην ενότητα
3.3 αναλύουμε αρκετές μεθόδους αpiο διάφορα άρθρα σχετικά με την συντήρηση
piληροφοριών στον χρόνο διότι οι piράξεις συνέλιξης μειώνουν και την χρονική
διάσταση piέρα αpiο τη χωρική. Τέλος, στην ενότητα 3.4 εξηγούμε τη συνάρτηση
κόστους piου θα χρησιμοpiοιήσουμε μόνο για το δίκτυο χρονικής κατάτμησης.
3.1 Συνελικτικά Νευρωνικά Δίκτυα
Τα ΣΝΔ (Convolutional Neural Networks) είναι αντίληpiτρο (perceptron) piολ-
λαpiλών στρώσεων και αpiοτελεί τον αλγόριθμο βαθιάς μάθησης (deep learning)
piου δέχεται ως είσοδο μια εικόνα ή ένα βίντεο και piροσpiαθεί να piροβλέψει αυτό piου
αpiεικονίζει με βάση τα δεδομένα piου έχει εκpiαιδευτεί. ΄Οpiως αναφέραμε και piρο-
ηγουμένως η αρχιτεκτονική τους είναι ανάλογη με αυτή των βιολογικών νευρώνων
και piαρακάτω θα αναλύσουμε κάpiοια στοιχεία αυτής της διαδικασίας, κυρίως αυτά
piου χρησιμοpiοιούμε σε αυτή τη διpiλωματική.
Γενικά, η συνήθης είσοδος στο piρώτο συνελικτικό εpiίpiεδο (convolutional
layer) μιας δισδιάστατης συνέλιξης είναι ένας τρισδιάστατος όγκος δεδομένων piου
οι διαστάσεις του ορίζονται αpiο το ύψος, το piλάτος και το βάθος της εικόνας.
Ως βάθος θεωρούμε τα 3 κανάλια της εικόνας piου αpiοτελούνται αpiο το κόκκινο,
piράσινο και μpiλέ κανάλι (RGB). Η συνέλιξη ονομάζεται δισδιάστατη διότι piαρότι
η εικόνα εισόδου έχει τρία κανάλια, το αpiοτέλεσμα της συνέλιξης είναι ένας δισ-
διάστατος χάρτης χαρακτηριστικών. Η τρισδιάστατη συνέλιξη χρησιμοpiοιείται για
να δώσουμε ως είσοδο στο ΝΔ ένα βίντεο και η έξοδος του εpiιpiέδου συνέλιξης
piεριλαμβάνει και τη διάσταση του χρόνου. Στις εpiόμενες ενότητες αυτού του κε-
φαλαίου αφού η διάσταση του χρόνου είναι ένας piολύ σημαντικός piαράγοντας για
την piρόβλεψη κίνησης σε ένα βίντεο θα αναλύσουμε piεραιτέρω την εpiεξεργασία
της διάστασης αυτής.
Ως δεκτική ζώνη (receptive field) ορίζουμε ένα κομμάτι της εισόδου piου
κοιτάζει ένα συγκεκριμένο χαρακτηριστικό συνελικτικού νευρωνικού δικτύου και
ορίζεται αpiό τις διαστάσεις του και το κεντρικό σημείο του μεγέθους του. Εpiι-
piλέον δεν είναι όλα τα εικονοστοιχεία σε μία δεκτική ζώνη το ίδιο σημαντικά
σχετικά με το χαρακτηριστικό piου αναφέρονται. Συγκεκριμένα, σε μια δεκτική
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ζώνη, όσο piιο κοντά είναι ένα εικονοστοιχείο στο κέντρο της τόσο piιο piολύ
συμβάλει στον υpiολογισμό του εξαγώγιμου χαρακτηριστικού. Η διαδικασία της
συνέλιξης ξεκινά με ένα τρισδιάστατο φίλτρο το οpiοίο σαρώνει την εικόνα εισό-
δου μέσω της δεκτικής ζώνης. Κατά τη διάρκεια της σάρωσης, piραγματοpiοιούνται
τρισδιάστατα εσωτερικά γινόμενα και εξάγουν ένα δισδιάστατο χάρτη χαρακτηρισ-
τικών. Στη συνέχεια ο χάρτης αυτός μέσω ενος μη-γραμμικού μετασχηματισμού,
δηλαδή της συνάρτησης ενεργοpiοίησης εξάγει τις ενεργοpiοιήσεις ανάλογα με τις
τιμές εξόδου της.
Δυο σημαντικές piαράμετροι είναι το βήμα (stride) και το γέμισμα (padding).
Το piρώτο καθορίζει piόσα εικονοστοιχεία θα piαραλείψει τo φίλτρο σε κάθε βήμα
της σάρωσης της εικόνας ή αλλιώς piόσο θα μετακινηθεί το δεκτικό piεδίο σε ύψος
και σε piλάτος. Οι τιμές piου θέτουμε κυρίως για το βήμα συνέλιξης είναι δύο με
τρία, ανάλογα με την αρχιτεκτονική και τις διαστάσεις της εισόδου. Γενικά όσο
piιο μεγάλο είναι το βήμα τόσο piιο μικρή σε διαστάσεις θα είναι και η έξοδος του
συνελικτικού εpiιpiέδου. Εκτός αpiό το μέγεθος του φίλτρου, η έξοδος του εpiιpiέδου
εpiηρεάζεται και αpiό το βήμα όταν είναι ίσο με τη μονάδα, με αpiοτέλεσμα να
είναι μεγαλύτερη σε διαστάσεις καθώς δεν piαραλείpiεται ούτε μία χωρική μονάδα.
Το γέμισμα αpiοτελεί την piαράμετρο piου γεμίζει με μηδενικά το piερίγραμμα της
εισόδου. ΄Ενας αpiό τους λόγους piου εφαρμόζουμε το γέμισμα είναι η διατήρηση
των χωρικών διαστάσεων.
Η piαρακάτω σχέση piεριγράφει τη διάσταση εξόδου (O) με βάση το βήμα (S),
το γέμισμα (P), την είσοδο (I) και το φίλτρο (F).
Ow,h =
Iw,h + 2Pw,h − Fw,h
Sw,h
+ 1 (3.1)
Ακόμη εκτός αpiο τα συνελικτικά εpiίpiεδα υpiάρχουν και τα εpiίpiεδα εξαγωγής
τοpiικής μέγιστης τιμής (max pooling layers) piου χρησιμοpiοιούνται εpiίσης σε βα-
θιά νευρωνικά δίκτυα. Τα εpiίpiεδα αυτά όpiως piεριγράφει και η ονομασία τους
στηρίζονται στην εξαγωγή του στοιχείου με τη μεγαλύτερη τιμή. Εpiίσης βοηθάει
στην αpiοφυγή της υpiερ-μάθησης και μειώνει το υpiολογιστικό κόστος, μειώνον-
τας τον αριθμό των piαραμέτρων piου χρησιμοpiοιούνται για την εκpiαίδευση. Αν-
τίστοιχα είναι και τα εpiίpiεδα υpiοδειγματοληψίας εξαγωγής τοpiικής μέσης τιμής
(average pooling layers) αλλά αντί για τη μέγιστη τιμή του δεκτικού piεδίου piου
εξετάζεται τοpiικά, υpiολογίζεται η μέση τιμή των τιμών piου piεριέχονται στο piεδίο.
Τέλος, piεριγράφουμε τα piλήρως συνδεδεμένα εpiίpiεδα (fully connected lay-
ers) piου χρησιμοpiοιούνται ως τελευταία εpiίpiεδα σε ένα ΝΔ και το τελικό εpiίpiεδο
εξάγει την κλάση piου piροέβλεψε το ΝΔ.Αpiοτελούνται αpiο μία σύνθεση εσωτερικών
γινομένων και μία συνάρτηση ενεργοpiοίησης.
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3.2 Διασταλμένες Συνελίξεις
Οι διασταλμένες συνελίξεις (dilated convolutions) piροτείνουν μια ακόμη piαράμετρο
στις piράξεις συνέλιξης piου ονομάζεται ρυθμός διαστολής (dilation rate). Η
piαράμετρος αυτή καθορίζει την αpiόσταση μεταξύ των τιμών των φίλτρων piου
σαρώνουν μία εικόνα. Στην ουσία είναι σαν την αpiλή συνέλιξη, αpiλά με κάpiοια
κενά piου καθορίζει ο ρυθμός διαστολής ανάμεσα στη δεκτική ζώνη των φίλτρων.
Οι piράξεις με διασταλμένες συνελίξεις υλοpiοιoύνται και σε piεδία piέρα αpiο δισ-
διάστατες εικόνες. Για piαράδειγμα, εφαρμόζονται σε piροβλήματα αναγνώρισης
αpiό κείμενο σε ομιλία όpiως αναφέρει και το άρθρο [20] και έχουν τρία κύρια
piλεονεκτήματα.
Πρώτον, χρησιμοpiοιούνται για την ανίχνευση λεpiτομερειών στα δεδομένα εpiειδή
εpiεξεργάζονται τις εισόδους σε υψηλότερες αναλύσεις. Αυτό είναι piολύ χρήσιμο
για τη μελέτη μας και ιδιαίτερα στο σύνολο των δεδομένων μας διότι η κίνηση με
τα χέρια δεν αpiοτελεί τεράστιο τμήμα της εικόνας μας εpiειδή οι άνθρωpiοι είναι
piολύ μακριά αpiό την κάμερα. Αντιθέτως στο σύνολο δεδομένων με την ονομασία
"Jester" piου βρίσκεται στην ιστοσελίδα [33], τα άτομα βρίσκονται piολύ κοντά
στην κάμερα και είναι piιο ευδιάκριτη η κίνηση. Δεύτερον, μειώνονται οι piαράμετροι
βαρών με αpiοτέλεσμα το δίκτυο να χρειάζεται λιγότερη μνήμη. Τρίτο και τελευ-
ταίο, η δεκτική ζώνη των εpiιpiέδων αυξάνεται λόγω της ευρύτερης piροβολής στην
είσοδο.
Στο Σχήμα 3.1(a) μpiορούμε να δούμε την δεκτική ζώνη της βασικής συνέλιξης,
στο (b) έχουμε διασταλμένη συνέλιξη με ρυθμό διαστολής ίσο με 2 και τέλος στο
(c) έχουμε διασταλμένη συνέλίξη με ρυθμό διαστολής ίσο με 4.
Σχήμα 3.1: Διασταλμένες συνελίξεις. Εικόνα αpiο την ιστοσελίδα
[21]
3.3 Εντοpiισμός Κίνησης
Τα τελευταία χρόνια το θέμα piάνω στην ανίχνευση κίνησης στο χρόνο, αpiοτελεί
ένα κρίσιμο κομμάτι στον τομέα της μηχανικής μάθησης. ΄Εχουν γίνει piολλές
piροσpiάθειες για την εξεύρεση αλγορίθμων piου εpiιτυγχάνουν ακριβή αpiοτελέσ-
ματα. Τις piερισσότερες φορές δουλεύουμε με βίντεο piου δεν έχει υpiοστεί εpiεξερ-
γασία όσον αφορά τον αριθμό χειρονομιών και την διάρκειά τους, διότι piροκειμέ-
νου να εξάγουμε μεμονωμένες χειρονομίες, piρέpiει piρώτα να μετατρέψουμε τα
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βιντεο χειροκίνητα ή μέσω ενός νευρωνικού δικτύου. Με βάση τα piαραpiάνω, δε-
δομένου ενός μεγάλου βίντεο piου piεριλαμβάνει διάφορα piαραδείγματα κίνησης και
piολύpiλοκα piεριεχόμενα στο φόντο του, δεν piρέpiει μόνο να αναγνωρίσουμε τις
κατηγορίες χειρονομίας αλλά και να ορίσουμε την έναρξη και τη λήξη τους.
Για να ανιχνεύσουμε τα όρια χειρονομίας σε μια ακολουθία δεδομένων υpi-
άρχουν τρεις μέθοδοι piου χρησιμοpiοιούνται piερισσότερο. Ο piρώτος είναι ένας
"ολισθαίνων όγκος" ή "piαράθυρο piολλαpiλών κλιμάκων" για χρονική κατάτμηση.
Ωστόσο, αpiαιτεί τεράστια υpiολογιστική ισχύ και δεν συνιστάται για την αναγνώρ-
ιση χειρονομίας σε βίντεο με ασταθή διάρκεια. Ο δεύτερος αpiοτελείται αpiό ένα
δυαδικό ταξινομητή piου αναγνωρίζει αν ένας αριθμός piλαισίων είναι εpiισημασμένος
ως θέση ανάpiαυσης ή δράσης, υpiοθέτοντας ότι τα piλαίσια έναρξης και λήξης είναι
piαρόμοια. Παρόλα αυτά, στην ενότητα 3.4 αναλύουμε τον λόγο piου ο δυαδικός
ταξινομητής δεν είναι η κατάλληλη μέθοδος στο δικό μας σύνολο δεδομένων. Το
τρίτο χρησιμοpiοιεί έναν ταξινομητή νευρωνικών δικτύων για να διακρίνει κάθε
εικόνα εάν piρόκειται για όριο ή για μέρος μιας χειρονομίας. Σε αυτή τη διpiλω-
ματική, η τρίτη μέθοδος χρησιμοpiοιείται ως το piρώτο νευρωνικό δίκτυο για να
ταξινομεί τα όρια χειρονομίας.
΄Ενας σημαντικός κανόνας για τον ορθό εντοpiισμό κίνησης είναι να μη χαθούν
δεδομένα στη χρονική διάσταση. Παρόλο piου οι αρχιτεκτονικές τρισδιάστατων
συνελικτικών νευρωνικών δικτύων στα άρθρα [8] και [9] αpiοδείχτηκε ότι μαθαί-
νουν χωρικά και χρονικά χαρακτηριστικά αpiευθείας αpiό ακατέργαστα βίντεο, δεν
καταφέρνουν να χειριστούν την αpiώλεια λεpiτομερειών στο χρόνο. Για piαράδειγμα,
αpiό την ευρέως γνωστή αρχιτεκτονική C3D piου αναλύεται στο άρθρο [8], τα
εpiίpiεδα αpiό "conv1a" εως "conv5b" μειώνουν το χρονικό μήκος ενός βίντεο εισό-
δου κατά 8 φορές. ΄Εγινε μια piροσpiάθεια αpiό το άρθρο [12] για να ξεpiεραστεί αυτή
τη δυσκολία με αναδειγματοληψία στην χρονική διάσταση και υpiοδειγματοληψία
στη χωρική διάσταση. Η piροτεινόμενη μέθοδος ονομάζεται Convolutional-De-
Convolutional (CDC), και είναι ένα φίλτρο το οpiοίο piραγματοpiοιεί ταυτόχρονα
συνέλιξη στην χωρική διάσταση και αpiο-συνέλιξη στο χρόνο. Ωστόσο, τα άρ-
θρα [9] και [5] αναφέρουν ότι αυτή η μέθοδος δεν είναι τόσο αpiοτελεσματική εpiειδή
κατά τη διάρκεια της χρονικής δειγματοληψίας (piριν αpiό την αναδειγματοληψία με
τα φίλτρα CDC), τα χρονικά δεδομένα συμpiιέζονται αpiό τα φίλτρα piου piεριλαμβά-
νουν δύο αντίγραφα των εpiιpiέδων εσωτερικού γινομένου (fully connected layers)
της αρχιτεκτονικής C3D και συνεpiακόλουθα piροκαλείται μεγαλύτερη piιθανότητα
υpiερ-εκpiαίδευσης (overfitting).
Συνεpiώς, το ερώτημα piου piροκύpiτει είναι piώς θα μpiορούσαμε να διατηρή-
σουμε τις αρχικές piληροφορίες της σύνδεσης του χρόνου με το χώρο, μειώνον-
τας piαράλληλα το μέγεθος στο δισδιάστατο χώρο. Ο piιο piροφανής τρόpiος είναι
να διατηρήσουμε το βήμα της χρονικής υpiοδειγματοληψίας (pooling stride) στην
τιμή ένα μόνο στη χρονική διάσταση. Παρ’ όλα αυτά με τη μέθοδο αυτή, το
χρονικό piεριεχόμενο κάθε μονάδας για την piρόβλεψη κατηγορίας μειώνεται όpiως
αναφέρουν και τα άρθρα [13], [9]. Αυτό συμβαίνει διότι καθώς αυξάνεται η έξ-
οδος στην χρονική διάσταση του συνελικτικού εpiιpiέδου piαράλληλα μειώνεται το
μέγεθος του δεκτικού piεδίου κάθε μονάδας στην έξοδο. Εpiομένως, το άρθρο [16]
piροτείνει τα Temporal Preservation Convolutional (TPC) φίλτρα, ή αλλιώς τα
συνελικτικά φίλτρα για την διατήρηση στο χρόνο για να αντικαταστήσουν τα αρ-
χικά τρισδιάστατα συνελικτικά φίλτρα. Εpiίσης υpiόσχεται μια μεγάλη αναβάθμιση
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του "C3D" με αυτή τη μέθοδο αφήνοντας να χαθούν ελάχιστες piληροφορίες στη
διάσταση του χρόνου για τον εντοpiισμό της κίνησης. Αυτό εpiιτυγχάνεται με την
piροσθήκη του ρυθμού διαστολής στα εpiίpiεδα σε συνδυασμό με τη διατήρηση του
βήματος της χρονικής υpiοδειγματοληψίας στην τιμή ένα. Ο χρονικός ρυθμός δι-
αστολής αναφέρεται στο άρθρο ως temporal atrous rate και αυξάνεται εκθετικά
μέσα στα εpiίpiεδα αpiό το δύο εώς και το οκτώ.
Αν και το άρθρο [5] είναι εμpiνευσμένο αpiό το άρθρο [16] έχει κάpiοιες διαφωνίες
σχετικά με την τιμή του ρυθμού διαστολής στο τελευταίο εpiίpiεδο. ΄Ετσι, αλλάζει
την τιμή του στο "conv5" σε ένα, καθοδηγούμενο αpiό το άρθρο [13] και το άρ-
θρο [14] για την ορθότερη λειτουργία του. Χρησιμοpiοιεί εpiίσης το "Res3D" αpiό
το άρθρο [15] σε συνδυασμό με το χρονικό ρυθμό διαστολής και το ονομάζει "Tem-
poral Dilated Res3D". Σε αυτή τη διpiλωματική εργασία θα χρησιμοpiοιήσουμε το
"C3D" αpiό το άρθρο [9] και εμpiνευσμένοι αpiο τα piαραpiάνω θα μεταpiοιήσουμε
κάpiοια μεγέθη των φίλτρων και του ρυθμού διαστολής διαμορφώνοντας ένα άλλο
"C3D" μοντέλο piου piαρουσιάζεται στον Πίνακα 3.1.
3.4 Ισορροpiημένη Τετραγωνική Συνάρτηση
Σφάλματος Hinge
Στα νευρωνικά δίκτυα, δυαδική ταξινόμιση (binary classification) ορίζεται η μέθο-
δος ταξινόμησης των δεδομένων σε δύο κατηγορίες. Συνήθως εφαρμόζεται σε
piροβλήματα όpiως για piαράδειγμα εάν ένα άτομο έχει piεράσει ένα test, ένα email
είναι μια αpiάτη, κλpi. Αν και φαίνεται να είναι ιδανικό για ένα piρόβλημα όpiως η ταξ-
ινόμηση των στιγμιοτύpiων σε κατηγορίες piου θεωρούνται η αρχή ή το τέλος μίας
χειρονομίας (δυαδική ταξινόμηση), υpiάρχουν δυσκολίες. Στο σύνολο δεδομένων
μας, κάθε ακολουθία χειρονομιών αpiοτελείται αpiό στιγμιότυpiα piου piεριλαμβάνουν
κάpiοιες οριακές εικόνες της χειρονομίας και φυσικά την ίδια. Μόνο δύο ή τρία
στιγμιότυpiα μpiορούν να θεωρηθούν ώς όρια της κίνησης και αυτός είναι ο λόγος
για τον οpiοίο η δυαδική ταξινόμιση δεν είναι η ιδανική εpiιλογή. Συγκεκριμένα,
τα piερισσότερα στιγμιότυpiα δε θα κατηγοριοpiοιηθούν ως όρια αpiο την δυαδική
ταξινόμηση και το μοντέλο θα τα θεωρεί αρνητικά, έτσι η ακρίβεια του μοντέλου
θα είναι υψηλή εpiειδή θα έχει υpiολογίσει τα piερισσότερα σωστά, ακόμα κι αν ορισ-
μένα αpiό τα οριακά δείγματα δεν έχουν piροβλεφθεί σωστά. Αυτό είναι ανώφελο
για το piρόβλημά μας, εpiειδή αυτός είναι ο κύριος σκοpiός του δικτύου αναγνώρ-
ισης κίνησης, να δίνει διαφορετικό βάρος στις εικόνες piου piροβλέpiει ορθά ως μή
οριακές, και διαφορετικό σε αυτές piου υpiοδηλώνουν την αρχή και το τέλος μιας
χειρονομίας.
Εpiομένως, χρειαζόμαστε μια συνάρτηση piου θα εpiικεντρωθεί στα λάθος ταξ-
ινομημένα στιγμιότυpiα και δε θα εpiηρεαστεί αpiό την piλειοψηφία των σωστά ταξι-
νομημένων. Μια τέτοια συνάρτηση σφάλματος θα μpiορούσε να είναι η "Hinge" piου
συμpiεριφέρεται ως μια μηχανή διανυσμάτων υpiοστήριξης (SVM). Η συνάρτηση
αυτή για μία piροβλεpiόμενη τιμή y′ ορίζεται αpiο τη μαθηματική εξίσωση (3.2) και
piαρατηρούμε οτι αν η piροβλεpiόμενη τιμή έχει το ίδιο piρόσημο με την piραγματική
τιμή, τότε η τιμή της συνάρτησης σφάλματος αpiλώς piαραμένει μηδενική. Με άλλα
λόγια, εάν είμαστε σωστά ταξινομημένοι εκτός piεριθωρίου τότε δεν έχει σημασία
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piόσο μακριά είμαστε αpiό τη σωστή μεριά. Αpiό την άλλη piλευρά, εάν η piροβλεpiό-
μενη και η piραγματική τιμή έχουν διαφορετική ένδειξη τότε η μέγιστη συνάρτηση
άρα και η συνάρτηση κόστους θα έχουν ως έξοδο τη λάθος piροβλεpiόμενη τιμή συν
ένα. ΄Ητοι, εάν είμαστε μέσα στο piεριθώριο ή στην εσφαλμένη piλευρά, piαίρνουμε







0, 1− y ∗ y′) (3.2)
Σχήμα 3.2: Ισορροpiημένη Τετραγωνική Συνάρτηση Σφάλματος
Hinge. Εικόνα αpiο το άρθρο [22]
Η συνάρτηση σφάλματος στην εξίσωση (3.2) ορίζεται για μία piρόβλεψη. Για
μία ακολουθία εικόνων piου piεριέχει piολλές piροβλέψεις σε κάθε μία αpiο αυτές,
ο μαθηματικός τύpiος για τη συνάρτηση σφάλματος "Hinge" ορίζεται αpiό την










0, 1− y′ ∗ y))2 (3.3)
Εpiιpiρόσθετα, ο αριθμός των μη-οριακών στιγμιοτύpiων είναι piολύ μεγαλύτερος
αpiό τα οριακά στιγμιότυpiα. ΄Ετσι, το άρθρο [5] piρότεινε μια νέα συνάρτηση κόσ-
τους piου ονομάζεται "Ισορροpiημένη Τετραγωνική Συνάρτηση Σφάλματος Hinge"
(Balanced Squared Hinge Loss) και piεριλαμβάνει συντελεστές αναλογίας για να
διαχωρίζει με τη σωστή αναλογία τις δύο κλάσεις των στιγμιοτύpiων. Η εξίσωση
(3.4) piεριγράφει με τον piρώτο όρο του αθροίσματος το μέσο σφάλμα για τις
εικόνες piου θεωρούνται όρια για την ακολουθία της χειρονομίας και με το δεύτερο
όρο το μέσο σφάλμα για τις εικόνες piου δε θεωρούνται όρια. Εpiιpiλέον, rb και rn
είναι οι συντελεστές αναλογίας για τα οριακά και μη-οριακά στιγμιότυpiα αντίσ-
τοιχα.




















1− y) ∗ y′))2
(3.4)
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Πίνακας 3.1: C3D μοντέλο διpiλωματικής και άρθρου [16]
Το μέγεθος εξόδου είναι της μορφής (αριθμός καναλιών x χρονικό
μήκος x ύψος x μήκος). Τα φίλτρα χρησιμοpiοιούν τη μορφή (χρονικό
μήκος x ύψος x μήκος, ρυθμός διαστολής) για τα εpiίpiεδα συνέλιξης και
(χρονικό μήκος x ύψος x μήκος, stride(χρονική εpiικάλυψη των φίλτρων
, εpiικάλυψη των φίλτρων σε ύψος, εpiικάλυψη των φίλτρων σε μήκος))
για τα εpiίpiεδα υpiοδειγματοληψίας.
Μοντέλο αpiο το άρθρο [16] C3D διpiλωματικής
Μέγεθος εισόδου 3 x L x 112 x 112
Εpiίpiεδα
Παράμετροι Μέγεθος Παράμετροι Μέγεθος
Εισόδου εξόδου Εισόδου εξόδου
conv1 3x3x3,1 64xLx112x112 3x7x7,1 64xLx56x56stride(1,2,2)
pool1 3x2x2 64xLx56x56 1x2x2 64xLx28x28stride(1,2,2) stride(1,2,2)
conv2 3x3x3,1 128xLx56x56 1x1x1,1 128xLx28x283x3x3,2












pool4 3x2x2 512xLx7x7 1x2x2 512xLx2x2stride(1,2,2) stride(1,2,2)
conv5 3x3x3,8 512xLx7x7 3x3x3,1 512xLx2x23x3x3,8 3x3x3,1
pool5 3x3x2 512xLx4x4 1x2x2 512xLx1x1stride(1,2,2) stride(1,2,2)
avgpool - - 1x7x7 512xLx1x1stride(1,7,7)
reshape - - (512,) Lx512
conv6/dense4 1x4x4,1 4096xLx1x1 1 1
conv7 1x1x1,1 4096xLx1x1 - -





Ο στόχος αυτού του κεφαλαίου είναι να piαράσχει γενικό υλικό για δίκτυα βασισ-
μένα σε ανατροφοδοτούμενα νευρωνικά δίκτυα (RNN) και την έννοια των εκτε-
ταμένων στη διάσταση του βάθους διεσταλμένων συνελίξεων (depthwise dilated
convolutions). Κάθε έκδοση των ανατροφοδοτούμενων νευρωνικών δικτύων έχει
piλεονεκτήματα και μειονεκτήματα ανάλογα με το αντικείμενο της μελέτης. Συγ-
κεκριμένα σε αυτή τη διpiλωματική, θα χρησιμοpiοιήσουμε μια ειδική έκδοση των
συνελικτικών LSTM (ConvLSTM) piου piροτείνεται στο άρθρο [6]. Η ενότητα 4.1
αναλύει την αναβάθμιση αpiό τα βασικά ανατροφοδοτούμενα νευρωνικά δίκτυα στα
LSTM δίκτυα. Η ενότητα 4.2 piεριλαμβάνει τα piλεονεκτήματα των ConvLSTM
σε σχέση με τα LSTM δίκτυα και εpiίσης το κατά piόσο το σχήμα της εισόδου
εpiηρεάζει τις εσωτερικές συνελικτικές λειτουργίες. Η ενότητα 4.3 εξηγεί μέσω
ενός piαραδείγματος τα piλεονεκτήματα των διαχωρίσιμων συνελίξεων piου εφαρ-
μόζονται στο εσωτερικό κελί των ConvLSTM. Τέλος, αναλύουμε στην ενότητα
4.4 την ευρέως διαδεδομένη συνάρτηση κόστους με την ονομασία διασταυρούμενη
εντροpiία.
4.1 Η εξέλιξη των ανατροφοδοτούμενου νευρ-
ωνικού δικτύου
Το κύριο piλεονέκτημα των ανατροφοδοτούμενων νευρωνικών δικτύων (ΑΝΔ)
έναντι των τεχνητών νευρωνικών δικτύων (ΤΝΔ) είναι ότι η piρώτη αρχιτεκτονική
μpiορεί να μοντελοpiοιήσει ακολουθία δεδομένων, για piαράδειγμα χρονικών σειρών,
έτσι ώστε κάθε δείγμα να μpiορεί να εξαρτάται αpiό τα piροηγούμενα. Αντίθετα, τα
ΤΝΔ δεν μpiορούν να μοντελοpiοιήσουν μια ακολουθία δεδομένων. Εpiομένως τα
ΤΝΔ είναι χρήσιμα μόνο όταν κάθε δείγμα θεωρείται αυτόνομο αpiο τα piροηγού-
μενα και τα εpiόμενά του. Ωστόσο, τα ΑΝΔ αντιμετωpiίζουν σοβαρά μειονεκτή-
ματα για τρεις λόγους. Ο piρώτος είναι ότι δεν είναι σε θέση να εpiεξεργαστούν
piολύ μεγάλες ακολουθίες εάν η συνάρτηση ενεργοpiοίησης είναι η "tanh". Ο
δεύτερος ότι δεν μpiορούν να χρησιμοpiοιηθούν σε piολύ βαθιές αρχιτεκτονικές εξ-
αιτίας του κορεσμού των συνάρτησεων ενεργοpiοίησης piου χρησιμοpiοιούνται σε
ΑΝΔ. Τέλος, είναι εpiισφαλές όταν χρησιμοpiοιείται η "relu" ως συνάρτηση ενερ-
γοpiοίησης.
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Η αρχιτεκτονική Long Short-Term Memory (LSTM) piου θεωρείται ένα ιδι-
αίτερο είδος ΑΝΔ, διαδόθηκε αpiό τον Hochreiter Schmidhuber (1997) και χρησι-
μοpiοιήθηκε αpiό piολλούς piρογραμματιστές. Η βασική διαφορά της LSTM με τα
ΑΝΔ είναι ότι η LSTM δεν αντιμετωpiίζει δυσκολία σε βαθιές αρχιτεκτονικές
εpiειδή εμpiεριέχει ενα κομμάτι μνήμης το οpiοίο της δίνει τη δυνατότητα να κρατάει
piληροφορίες για αρκετά βήματα και piροφανώς να μοντελοpiοιεί μεγαλύτερου εύρους
χρονικές ακολουθίες με υψηλότερη ακρίβεια αpiό τα ΑΝΔ. Κατά τη διάρκεια της
εκpiαίδευσης του LSTM ένα σύνολο αpiο piύλες piραγματοpiοιεί κάpiοιες ενέργειες
όpiως την εpiιλογή του να θυμάται, να ξεχνάει ή να αγνοεί τις piληροφορίες και
αυτές οι ενέργειες υpiολογίζονται αpiο τις εξισώσεις (4.1), (4.2), (4.4) αντίστοιχα.
Φυσικά οφείλουμε να αναφέρουμε ότι piρέpiει να γίνουν piερισσότεροι υpiολογισμοί
λόγω των σύνθετων συνάρτησεων ενεργοpiοίησης όpiως εpiίσης να piροστεθούν
piερισσότερα βάρη σε κάθε κόμβο. Στην εικόνα 4.1 piαρουσιάζουμε το διάγραμμα
της αρχιτεκτονικής LSTM και τις αντίστοιχες εξισώσεις στις (4.1), (4.2), (4.3),
(4.4), (4.5).









Wxf × xt +Whf × ht−1 +Wcf ◦ ct−1 + bf
)
(4.2)
ct = ft ◦ ct−1 + it ◦ tanh
(





Wxo × xt +Who × ht−1 +Wco ◦ ct + bo
)
(4.4)
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4.2 Εισαγωγή στα Συνελικτικά LSTM Δίκ-
τυα
Αν και με την piρώτη ματιά η LSTM αρχιτεκτονική φαίνεται ιδανική, αντιμετωpiίζει
ορισμένες ελλείψεις. Προκειμένου να εpiεξεργαστεί τις ακολουθίες εικόνων, τα
χωρικά χαρακτηριστικά των δισδιάστατων συνελικτικών νευρωνικών δίκτυων δι-
ανυσματοpiοιούνται σε ένα γενικό piλαίσιο piριν piαραδοθούν ως είσοδοι στο LSTM
κελί. Ακόμη, οι χάρτες χωρικών χαρακτηριστικών piου δημιουργούνται μέσα στο
LSTM κελί δεν piεριλαμβάνουν piληροφορίες σχετικά με την αλληλεpiίδραση των
χαρακτηριστικών στη χωρική διάσταση αpiό τις αρχικές εικόνες. ΄Ενα νέο μον-
τέλο έχει piροταθεί αpiό το άρθρο [7] για να εpiεξεργαστεί αρχικά τα διαδοχικά
δεδομένα αpiό βροχοpiτώσεις, τα αυτο-οδηγούμενα αυτοκίνητα και ούτω καθεξής.
Το όνομα αυτού του μοντέλου είναι "Συνελικτικό LSTM Δίκτυο" (ConvLSTM),
και piαρουσιάζεται στο Σχήμα 4.2 όpiως εpiίσης και οι αντίστοιχες εξισώσεις του
(4.6), (4.7), (4.7), (4.9), (4.10). Πρόκειται για μια piαραλλαγή της αρχιτεκτονικής
LSTM, καθώς piεριέχει μία λειτουργία συνέλιξης στο εσωτερικό του LSTM κε-
λιού. Τα συνελικτικά δίκτυα LSTM σχεδιάστηκαν για τρισδιάστατα δεδομένα στην
είσοδο τους σε αντίθεση με την βασική LSTM αρχιτεκτονική η οpiοία δέχεται
μονοδιάστατα δεδομένα. Για piαράδειγμα, το AlexNet αpiο το άρθρο [24] και το
VGG-16 αpiο το άρθρο [25], piαράγουν τους χάρτες χωρικών χαρακτηριστικών
piου piρόκειται να τροφοδοτηθούν στην είσοδο του συνελικτικού δικτύου LSTM.
Εpiίσης, η έξοδος ενός κελιού τρισδιάστατου συνελικτικού νευρωνικού δικτύου
είναι ένας χωροχρονικός χάρτης χαρακτηριστικών piου μpiορεί να χρησιμοpiοιηθεί
ως είσοδος στο συνελικτικό δίκτυο LSTM. Ωστόσο, ο σκοpiός της δημιουργίας
του ConvLSTM ήταν να ληφθούν οι αρχικές εικόνες ως είσοδοι για να γίνουν οι
χωρικές συνελίξεις μέσα στο κελί. ΄Ετσι, όταν η είσοδος έχει ήδη υpiοστεί εpiεξ-
εργασία με χωρικές συνελίξεις αpiό τα AlexNet, VGG ή 3DCNN, η ερώτηση piου
piροκύpiτει είναι κατά piόσο θα μpiορούσαν να εpiικεντρωθούν οι εσωτερικές συνε-
λικτικές δομές του ConvLSTM στην αρχική σύνδεση των χωροχρονικών χαρακ-
τηριστικών.
Οι εσωτερικές συνελικτικές δομές του ConvLSTM κελιού, συμβάλλουν στην
εξαγωγή χαρακτηριστικών ανάλογα με το είδος της εισόδου piου δίνεται. Εδώ,
piαρουσιάζουμε τρεις τρόpiους για την piαροχή δεδομένων εισόδου στο συνελικτικό
δίκτυο LSTM. Το piρώτο είναι να τροφοδοτήσουμε τις αρχικές εικόνες ως είσοδο.
Σε αυτή την piερίpiτωση, το συνελικτικό δίκτυο LSTM αpiοκτά με εpiιτυχία τα
χωροχρονικά χαρακτηριστικά λόγω της έμφυτης συνελικτικής δομής του, όpiως
αναφέρει και το άρθρο [7]. Το δεύτερο είναι να τροφοδοτήσει το συνελικτικό
LSTM κελί με τον χάρτη χαρακτηριστικών ενός δισδιάστατου συνελικτικού νευρ-
ωνικού δικτύου. ΄Οpiως αναφέρθηκε piροηγουμένως, αυτό δεν είναι τόσο ωφέλιμο,
διότι οι συνελικτικές δομές του κελιού δε θα έχουν σημαντική εpiίδραση στην
έξοδο, και αυτό εpiιφέρει ανώφελη και εpiιpiρόσθετη υpiολογιστική ισχύ. Η τρίτη
είναι η λήψη του χάρτη χαρακτηριστικών ενός τρισδιάστατου συνελικτικού νευρ-
ωνικού δικτύου. Το τρισδιάστατο συνελικτικό νευρωνικό δίκτυο έχει εκpiαιδευτεί




Wxi ∗ xt +Whi ∗ ht−1 +Wci ◦ ct−1 + bi
)
(4.6)
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Σχήμα 4.2: Αpiεικόνιση της αρχιτεκτονικής ConvLSTM. Εικόνα
αpiο την ιστοσελίδα [23]
ft = σ
(
Wxf ∗ xt +Whf ∗ ht−1 +Wcf ◦ ct−1 + bf
)
(4.7)
ct = ft ◦ ct−1 + it ◦ tanh
(





Wxo ∗ xt +Who ∗ ht−1 +Wco ◦ ct + bo
)
(4.9)





Η ιδέα της μείωσης του αριθμού των piαραμέτρων και των υpiολογισμών είναι
piολύ ελκυστική. Στο άρθρο [6] piαρουσιάστηκαν τέσσερις μέθοδοι για να εpiωφελ-
ηθούμε αpiό τις συνελικτικές δομές όpiου ήταν αpiαραίτητες. Ορισμένες αpiό αυτές
τις μεθόδους χρησιμοpiοιούν μηχανισμούς piροσοχής (attention mechanisms). Οι
μηχανισμοί piροσοχής εpiιτρέpiουν στο μοντέλο όpiως αναφέρει και το όνομα, να
εστιάζουν σε κρίσιμα κομμάτια των χαρακτηριστικών. Σε αυτή τη διpiλωματική, η
μέθοδος των μηχανισμών piροσοχής μέσα στο συνελικτικό LSTM κελί δε θα εφαρ-
μοστεί, εpiειδή οι αλλαγές του μοντέλου μέσω των διεσταλμένων συνελίξεων είναι
αρκετές για να piαράγουν ικανοpiοιητικά αpiοτελέσματα. Συγκεκριμένα, στη μέθοδο
piου αναφέρεται piρώτη στο άρθρο, οι τιμές των piυλών (4.13),(4.14),(4.15) υpiολογί-
ζονται για κάθε χάρτη χαρακτηριστικών και οχι για κάθε στοιχείο. Ακόμη, με την
εκτέλεση της υpiοδειγματοληψίας χαρακτηριστικών εισόδου, έχουμε αpiοτέλεσμα τη
μείωση της χωρικής διάστασης στις κρυφές καταστάσεις του ConvLSTM και την
είσοδο. ΄Ετσι, αναφερόμενοι στο υpiολογιστικό κόστος, οι λειτουργίες έχουν μετα-
τραpiεί αpiό συνελικτικές σε piράξεις εσωτερικού γινομένου, οι οpiοίες είναι piολύ
λιγότερες σε υpiολογισμούς. Διατηρούνται μόνο οι συνελικτικές δομές για την εί-
σοδο στη μεταβατική κατάσταση, οι οpiοίες μετατρέpiονται εpiίσης σε διαχωρίσιμες
συνελίξεις στην διάσταση του βάθους μειώνοντας τον αριθμό των piαραμέτρων.
Η αναpiαράσταση του μοντέλου piου θα εpiιλέξουμε ως μέρος του δικτύου για την
αναγνώριση χειρονομίας είναι στο Σχήμα 4.3 και οι αντίστοιχες εξισώσεις στις
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(4.11), (4.12), (4.13), (4.14), (4.15), (4.16), (4.17), (4.18).
Σχήμα 4.3: Τροpiοpiοίηση της αρχιτεκτονικής ConvLSTM.




























Wxc ∗Xt +Whc ∗Ht−1 + bc
)
(4.16)
Ct = ft ◦ Ct−1 + it ◦Gt (4.17)
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4.3 Διαχωρίσιμες συνελίξεις βάθους
Οι ξεχωριστές συνελίξεις βάθους αpiοτελούνται αpiο δύο τμήματα: τη συνέλιξη στη
διάσταση του βάθους και τη σημειακή συνέλιξη. Αρχικά, η συνέλιξη στη διάσ-
ταση του βάθους εφαρμόζεται στα δεδομένα εισόδου. Σε αντίθεση με τις βασικές
συνελίξεις, τρία φίλτρα κινούνται μέσα στην εικόνα. Κάθε φίλτρο αντιστοιχεί σε
κάθε κανάλι της εικόνας και κινείται μόνο σε αυτό. Η έξοδος των τριών φίλτρων
piου συμpiίpiτουν με τα τρία κανάλια είναι το ίδιο μήκος-ύψος piου θα ήταν με τη
βασική συνέλιξη, αλλά το βάθος είναι ακόμα το ίδιο, δηλαδή τρισδιάστατο, σε αν-
τίθεση με τη βασική συνέλιξη piου θα ήταν μονοδιάστατο. ΄Ετσι, αν έχουμε μια
εικόνα μεγέθους 28x28x3 εικονοστοιχείων ή αλλιώς μια εικόνα RBG 28x28 και
128 φίλτρα μεγέθους 5x5x3 στη βασική συνέλιξη με μηδενικό γέμισμα (padding)
και βήμα (stride) ίσο με ένα θα piραγματοpiοιηθούν
(
28− 5 + 1)× (28− 5 + 1)× 5× 5× 3× 128 = 5.529.600 (4.19)
piολλαpiλασιασμοί σε έξοδο 128 καναλιών. Ο γενικός τύpiος για τον υpiολογισμό
των piολλαpiλασιασμών φαίνεται στην εξίσωση (4.22). Τις piερισσότερες φορές
θέλουμε να εξαγάγουμε piερισσότερα κανάλια όpiως 256, 512, 1024, κλpi. Τι συμ-
βαίνει με τη συνέλιξη στη διάσταση του βάθους; Υpiάρχουν τρια διαχωρίσιμα φίλτρα
για την εικόνα piου κινούνται 24 x 24 φορές. Αυτοί είναι οι piολλαpiλασιασμοί του
piρώτου μέρους της συνέλιξης στη διάσταση του βάθους:
3× 8× 8× 24× 24 = 110.592 (4.20)
και ο συνολικός αριθμός piολλαpiλασιασμού είναι στην εξίσωση (4.23). Το δεύτερο
βήμα είναι η σημειακή συνέλιξη. Μετά το piρώτο βήμα, έχουμε τρία κανάλια μιας
δισδιάστατης εικόνας 24x24. Τώρα, piρέpiει να αυξήσουμε τον αριθμό των καναλιών
για κάθε εικόνα. Το φίλτρο αυτής της συνέλιξης έχει σχήμα 1 x 1 και για αυτό
έχει το όνομα η συνέλιξη ως σημειακή. Το βάθος εξαρτάται αpiό τον αριθμό των
καναλιών της εισόδου. ΄Ετσι, δημιουργούμε τον αριθμό των φίλτρων σύμφωνα με
τα εpiιθυμητά κανάλια εξόδου. Οι piολλαpiλασιασμοί είναι
128× 1× 1× 3× 24× 24 = 221.184 (4.21)
Ο γενικός τύpiος για τον piολλαpiλασιασμό της σημειακής συνέλιξης είναι στην
εξίσωση (4.24). Το σύνολο των piολλαpiλασιασμών είναι 221.184 + 110.592 =
331.776 το οpiοίο είναι αρκετά μικρότερο σε σύγκριση με τη βασική συνέλιξη piου
ισούται με 5.529.600.
normal = Nc× h× h×D × (H − h+ 1)× (W − h+ 1) (4.22)
depthwise = D × h× h× 1× (H − h+ 1)× (W − h+ 1) (4.23)
pointwise = Nc× 1× 1×D × (H − h+ 1)× (W − h+ 1) (4.24)
depthwise separable = Nc× 1× 1×D × (H − h+ 1)× (W − h+ 1) (4.25)
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Γενικά, το piαραpiάνω piαράδειγμα εξηγεί ότι με τη βασική συνέλιξη η αρχική
εικόνα ανακατασκευάζεται 128 φορές ενώ με τη συνέλιξη στη διάσταση του βάθους
ανασυνθέτουμε την εικόνα εισόδου μια φορά. Στη συνέχεια, η εικόνα piου είναι
μικρότερη εpiεκτείνεται σε 128 κανάλια. Φυσικά, θα piρέpiει να εξετάσουμε piόσο
piολύpiλοκο είναι το δίκτυο piου θέλουμε να δημιουργήσουμε, εpiειδή η μείωση των
piαραμέτρων μετατρέpiεται σε ένα δίκτυο piολύ piιο αpiλό. Στην piερίpiτωσή μας, η
ξεχωριστή συνέλιξη στη διάσταση του βάθους αpiοτελεί μέρος του δικτύου μας
"αναγνώριση χειρονομίας" piου εμpiεριέχει piολλά στρώματα και εpiίσης υλοpiοιείται
μέσα στο συνελικτικό LSTM δίκτυο για την αpiλοpiοίηση του κελιού και τη μείωση
των piαραμέτρων.
4.4 Συνάρτηση κόστους διασταυρούμενης
εντροpiίας
Κατά τη διάρκεια της εκpiαίδευσης, στα βαθιά ΝΔ piροκύpiτουν κάpiοιες δυσκολίες
piου αφορούν την αpiόδοσή τους σε σχέση με τα αpiλά. Αντί να εγκαταλείψουμε τα
βαθιά ΝΔ θα piροσpiαθήσουμε βάσει του άρθρου [11] να αναλύσουμε τα αίτια της
δυσκολίας της αpiόδοσης του. Γενικότερα, τα εpiίpiεδα σε ένα ΝΔ δεν εκpiαιδεύον-
ται με την ίδια ταχύτητα σε όλο το εύρος τους. Συγκεκριμένα, τα εpiίpiεδα piου
είναι piιο κοντά στην έξοδο μαθαίνουν καλύτερα ενώ τα αρχικά εpiίpiεδα σχεδόν
καθόλου. Αυτό το φαινόμενο ονομάζεται εpiιβράδυνση της μάθησης και οφείλεται
σε εξαιρέσεις piεριpiτώσεων ή αλλιώς piολλές φορές ορίζεται και ώς "κακή τύχη"
γιατί εξαρτάται αpiο την τυχαία αρχικοpiοίηση των βαρών.
Σε αυτό το piρόβλημα συμβάλλει σε μεγάλο βαθμό και η συνάρτηση σφάλματος.
Στην ενότητα αυτή αναλύουμε τη συνάρτηση η οpiοία αpiοτρέpiει το φαινόμενο της
εpiιβράδυνσης της μάθησης με το piαράδειγμα ενός νευρώνα piου αpiεικονίζεται στο
Σχήμα 4.4 και ονομάζεται συνάρτηση κόστους διασταυρούμενης εντροpiίας (cross-
entropy) . Η έξοδος του αθροιστή είναι στην σχέση (2.2) piου αναλύσαμε σε
piροηγούμενη ενότητα. Η έξοδος αυτή εισέρχεται στη συνάρτηση ενεργοpiοίησης
ως έξοδος του νευρώνα με το συμβολισμό α. Η συνάρτηση κόστους διασταυρού-
μενης εντροpiίας είναι στην εξίσωση (4.26).
Σχήμα 4.4: Σχηματική αναpiαράσταση ενός αpiλού νευρώνα.
Εικόνα αpiο την ιστοσελίδα [10]








1− y)ln(1− α)) (4.26)
΄Οpiου Ν είναι ο συνολικός αριθμός των δεδομένων εκpiαίδευσης εισόδου x, όpiου
y τα εpiιθυμητά αpiοτελέσματα αυτών. Δεν είναι ξεκάθαρο piως αυτή η συνάρτηση
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είναι συνάρτηση κόστους και piως βοηθάει στο φαινόμενο piου piροαναφέραμε. Πριν
piροχωρήσουμε piαρακάτω ας σταθούμε λίγο στη συνάρτηση αυτή. Δύο είναι τα
κριτήρια piου κάνουν την εξίσωση (4.26) συνάρτηση κόστους. Πρώτο, δεν είναι
αρνητική συνάρτηση εpiειδή όλοι οι όροι της εξίσωσης είναι αρνητικοί αφού οι τιμές
των λογαρίθμων κινούνται στο διάστημα 0, 1 και υpiάρχει αρνητικό piρόσημο στην
αρχή του αθροίσματος. Δεύτερο, όταν η τιμή εξόδου του νευρώνα είναι κοντά
στην τιμή αληθείας, τότε η συνάρτηση κόστους (4.26) είναι κοντά στο μηδέν. Οι
δύο αυτές piροϋpiοθέσεις piληρούνται και αpiο την τετραγωνική συνάρτηση κόστους,
με τη διαφορά ότι η συνάρτηση κόστους διασταυρούμενης εντροpiίας αpiοτρέpiει την
εpiιβράδυνση της μάθησης. Για να καταλάβουμε με piοιο τρόpiο το εpiιτυγχάνει αυτό,
θα εpiεξεργαστούμε τη συνάρτηση σε βάθος piαραγωγίζοντάς τη σε σχέση με τα





























































Θεωρώντας ότι piρώτον, οι όροι σ′ και
(
1 − σ(z))σ(z) ακυρώνονται μεταξύ
τους και δεύτερον, η σιγμοειδής συνάρτηση ενεργοpiοίησης είναι στην εξίσωση


















) − y) δηλαδή αpiο την τιμή λάθους στην έξοδο. ΄Οσο
μεγαλύτερο είναι το λάθος, τόσο piιο γρήγορα μαθαίνει ο νευρώνας. Σε αυτή
την εξίσωση ο όρος σ′ έχει αpiαληφθεί οpiότε δε συμβάλλει στο piρόβλημα της





Στο piροηγούμενο Κεφάλαιο αναλύσαμε ένα κομμάτι αpiό το δίκτυο αναγνώρισης
χειρονομίας το ConvLSTM. Σε αυτό το Κεφάλαιο θα piαρουσιάσουμε το υpiόλοιpiο
κομμάτι του δικτύου. Συγκεκριμένα ξεκινάμε με την ενότητα 5.1 piου piεριέχει την
αρχιτεκτονική και τη συνεισφορά των Mobilenets στα νευρωνικά δίκτυα και το
λόγο piου θα χρησιμοpiοιήσουμε ένα κομμάτι αpiό αυτά στη διpiλωματική. Στην
ενότητα 5.2 αναφέρουμε το συνδυασμό των αρχιτεκτονικών piου θα χρησιμοpiοιή-
σουμε στο δίκτυο αναγνώρισης χειρονομίας piαρουσιάζοντας σε piίνακες το κομμάτι
αpiό το C3D μοντέλο της διpiλωματικής στον Πίνακα 5.1 και το κομμάτι αpiό τα
Mobilenets στον Πίνακα 5.2.
5.1 Εισαγωγή στα Mobilenets
Αpiο τότε piου το AlexNet κέρδισε το διαγωνισμό "ImageNet: ILSVRC 2012"
στο άρθρο [26], piολλές μελέτες έχουν γίνει piάνω στην ανάpiτυξη βαθύτερων και
piεριpiλοκότερων δικτύων έτσι ώστε να εpiιτευχθεί όλο και υψηλότερη ακρίβεια σε
αυτά. Παρόλα αυτά οι βελτιώσεις αυτές δεν καθιστούν αpiαραίτητα τα δίκτυα αυτά
piιο αpiοτελεσματικά σε σχέση με το μέγεθος και την ταχύτητα piου τρέχουν.
Ο χρόνος αpiόκρισης του ΝΔ, ο piεριορισμένος χώρος εγκατάστασής του (ει-
δικά στα μοντέλα ρομpiοτικής όpiως αυτο-οδηγούμενα αυτοκίνητα κλpi), οι υψη-
λές ανάγκες υpiολογιστικής ισχύος και η μνήμη piου αpiαιτείται είναι σημαντικοί
piαράγοντες piου piρέpiει να ληφθούν υpiόψη και καθιστούν την εφαρμογή τους στα
μοντέλα εξαιρετικά δύσκολη.
Πολλές μελέτες εpiικεντρώνονται piερισσότερο στο μέγεθος των μοντέλων και
όχι τόσο στο χρόνο αpiόκρισής τους. Το άρθρο [27] piου αναλύει τα MobileNets
υpiόσχεται μια κλάση αρχιτεκτονικής η οpiοία εpiιτρέpiει σε κάθε piρογραμματιστή
να piροσαρμόζει κατάλληλα το μέγεθος σε σχέση με την ταχύτητα του μοντέλου
piου θέλει να αναpiτύξει. Τα MobileNets εpiικεντρώνονται κυρίως στη βελτίωση
της καθυστέρησης μικρών ΝΔ piου αpiευθύνονται σε εφαρμογές piου τρέχουν σε
μικρές κινητές (mobile) συσκευές και ενσωματωμένα συστήματα (embedded sys-
tems). Αpiοτελούνται κυρίως αpiο εpiίpiεδα ξεχωριστών συνελίξεων στη διάσταση
του βάθους (piου αναpiτύξαμε στην ενότητα 4.3) εκτός αpiο το piρώτο εpiίpiεδο piου
υλοpiοιείται με piλήρως συνδεδεμένα εpiίpiεδα. ΄Ολα τα συνελικτικά εpiίpiεδα ακολου-
θούνται αpiο ένα εpiίpiεδο κανονικοpiοίησης piαρτίδας (το οpiοίο θα αναλύσουμε στο
Κεφάλαιο 7) και αpiο ένα εpiίpiεδο μονάδας γραμμικής ανόρθωσης με εξαίρεση το
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τελευταίο εpiίpiεδο το οpiοίο είναι γραμμικό. Το εpiόμενο είναι ένα εpiίpiεδο τυpiοpiοιη-
μένης εκθετικής συνάρτησης για την piρόβλεψη της κλάσης.
Σε σύνολο στο MobileNet υpiάρχουν 28 εpiίpiεδα αλλά θα χρησιμοpiοιήσουμε
μόνο κάpiοια αpiο αυτά για να τα piροσαρμόσουμε στο δίκτυο αναγνώρισης χειρονο-
μίας piου αναλύουμε στην εpiόμενη ενότητα. Στο Σχήμα 5.1 συγκρίνεται στα αρισ-
τερά του σχήματος το βασικό συνελικτικό εpiίpiεδο μαζί με το εpiίpiεδο κανον-
ικοpiοίησης piαρτίδας και τη μή-γραμμική συνάρτηση μονάδας γραμμικής ανόρθω-
σης και στα δεξιά ένα εpiίpiεδο συνέλιξης στη διάσταση του βάθους, 1x1 φίλτρα
σημειακής συνέλιξης και εpiίσης ένα εpiίpiεδο κανονικοpiοίησης piαρτίδας και μονάδα
γραμμικής ανόρθωσης μετά αpiο κάθε ένα αpiο τα δύο συνελικτικά εpiίpiεδα.
Σχήμα 5.1: Κελί βασικής συνέλιξης και κελί ξεχωριστής
συνέλιξης στη διάσταση του βάθους. Εικόνα αpiό [27]
5.2 Συνδιασμός αρχιτεκτονικών
Μετά το δίκτυο χρονικής κατάτμησης piου αναλύσαμε στο Κεφάλαιο 3 το αν-
τικείμενο της μελέτης μας μετατρέpiεται αpiο αναγνώριση ενός βίντεο με piολ-
λαpiλές χειρονομίες σε αναγνώριση piολλών βίντεο με μεμονωμένες χειρονομίες.
Συνεpiώς μpiορεί να εφαρμοστεί οpiοιοδήpiοτε ΝΔ piου εφαρμόζεται σε αναγνώριση
χειρονομιών.
Στόχος των piρώτων εpiιpiέδων του δίκτυου αναγνώρισης αυτής της διpiλω-
ματικής είναι να μάθει τα χωροχρονικά χαρακτηριστικά ταυτόχρονα για να είναι piιο
αpiοδοτικό. Το μοντέλο συνελικτικών εpiιpiέδων με την ονομασία "Two-Stream"
αpiο το άρθρο [30] εξάγει χρονικά και χωρικά χαρακτηριστικά ξεχωριστά, με εισό-
δους έγχρωμα και στοιβαγμένης οpiτικής ροής δεδομένα. Το μοντέλο αρχιτεκ-
τονικής ΑΝΔ piου αναφέρεται στο άρθρο [31] μαθαίνει piρώτα τα χωρικά χαρακ-
τηριστικά αpiο κάθε εικόνα και μετά τα χρονικά βάσει των ακολουθιών στη διάσ-
ταση του χώρου χρησιμοpiοιώντας τη βασική δομή των ΑΝΔ. Ενα ακόμη μοντέλο
είναι το "VideoLSTM" αpiο το άρθρο [32] piου χρησιμοpiοιεί συνελικτικά LSTM
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για να μάθει χωροχρονικά χαρακτηριστικά αpiο δισδιάστατους χάρτες χαρακτηρισ-
τικών. Αυτές οι τρεις μέθοδοι μαθαίνουν τα χωροχρονικά χαρακτηριστικά ξε-
χωριστά ή σε διαφορετικά στάδια. Γι’ αυτό το λόγο σαν piρώτα εpiίpiεδα στο δίκ-
τυο αναγνώρισης χειρονομίας εpiιλέγουμε τρισδιάστατα συνελικτικά εpiίpiεδα piου
μαθαίνουν τα χαρακτηριστικά των δυο διαστάσεων ταυτόχρονα.
Στο δίκτυο αυτό συνδυάζουμε αpiο κάpiοιες μεθόδους piου αναφέραμε piρο-
ηγουμένως (στο άρθρο [16], στο Κεφάλαιο 3, στην ενότητα 4.2 και 5.1) διάφορα
εpiίpiεδα με σκοpiό να αναγνωρίσουμε ορθά την κλάση της χειρονομίας.
Για το piρώτο κομμάτι του δικτύου αναγνώρισης χειρονομίας δανειζόμαστε
ένα κομμάτι αpiο το C3D μοντέλο της διpiλωματικής αυτής αpiο τον Πίνακα 3.1.
Αλλάζουμε την τιμή του ρυθμού διαστολής στα κελιά 2,3,4 και την piοσότητα των
εpiιpiέδων όpiως φαίνεται και στον Πίνακα 5.1, για να εκpiαιδεύσουμε το ΝΔ στα
βραχυpiρόθεσμα χωροχρονικά χαρακτηριστικά.
Πίνακας 5.1: Κομμάτι αpiο τον Πίνακα 3.1
Το μέγεθος εξόδου είναι της μορφής (αριθμός καναλιών x χρονικό
μήκος x ύψος x μήκος). Τα φίλτρα χρησιμοpiοιούν τη μορφή (χρονικό
μήκος x ύψος x μήκος, ρυθμός διαστολής) για τα εpiίpiεδα συνέλιξης και
(χρονικό μήκος x ύψος x μήκος, stride(χρονική εpiικάλυψη των φίλτρων
, εpiικάλυψη των φίλτρων σε ύψος, εpiικάλυψη των φίλτρων σε μήκος))
για τα εpiίpiεδα υpiοδειγματοληψίας.
Συνδυασμός αρχιτεκτονικών












conv4 1x1x1,1 256x(L/2)x28x284 x [3x3x3,1]
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Για το δεύτερο κομμάτι του δικτύου αναγνώρισης χειρονομίας χρησιμοpiοιούμε
το συνελικτικό LSTM piου αναλύσαμε στην ενότητα 4.2 όpiου αναφέραμε ένα
εναλλακτικό τρόpiο για να χρησιμοpiοιήσουμε όσο το δυνατόν λιγότερες piράξεις
συνέλιξης, η μέθοδος εικονίζεται στο Σχήμα 4.3. Το εpiίpiεδο piου χρησιμοpiοιεί
αυτή την εσωτερική δομή είναι σχεδιασμένο έτσι ώστε κατά τη διάρκεια της εκ-
piαίδευσης να μαθαίνει τoυς βραχυpiρόθεσμους χωροχρονικούς χάρτες χαρακτηρισ-
τικών. Ο λόγος piου χρησιμοpiοιήσαμε ενα μεταpiοιημένο και κυρίως συνελικτικό
LSTM αντί του βασικού LSTM είναι για να κρατήσουμε τις piληροφορίες χωρικών
συσχετίσεων όταν συγχωνεύουμε τα χρονικά χαρακτηριστικά μαζί με τα βήματα
της ανατροφοδοτούμενης αρχιτεκτονικής. Θέτουμε την τιμή της εpiικάλυψης των
φίλτρων σε (1,1) piου υpiοδηλώνει ότι δεν αλλάζει τη χωρική διάσταση. Σε κάθε
βήμα του ConvLSTM εξάγονται δισδιάστατοι χωροχρονικοί χάρτες χαρακτηρισ-
τικών piου συγχωνεύονται με τους χάρτες των piροηγούμενων εικόνων. ΄Ετσι,
τα αρχικά βίντεο μετατρέpiονται σε δισδιάστατους χάρτες χαρακτηριστικών για να
γίνει μια piιο βαθιά μελέτη σε αυτούς.
Για το τρίτο κομμάτι του δικτύου αναγνώρισης χειρονομίας χρησιμοpiοιούμε
ένα κομμάτι αpiο τα MobileNets piου piαρουσιάζουμε στον Πίνακα 5.2. Αφού εφαρ-
μόσουμε το κομμάτι ΝΔ piου piαρουσιάζεται στον Πίνακα 5.1 και το εpiίpiεδο με
εσωτερική δομή του Σχήματος 4.3 piαρατηρούμε οτι η έξοδός τους είναι αρκετά
μεγάλη στη χωρική διάσταση. Για ένα τόσο piερίpiλοκο σύνολο δεδομένων με
μέγεθος 20 κλάσεων το μοντέλο μας ως τώρα είναι αρκετά αpiλό. Ανασχηματί-
ζουμε την έξοδο στη διάσταση 28, 28, 256 και την εισάγουμε σε ένα δισδιάστατο
συνελικτικό μοντέλο για να εκpiαιδεύσουμε το δίκτυο σε βαθύτερα χωροχρονικά
χαρακτηριστικά. Αναλύσαμε ήδη τα piλεονεκτήματα των διαχωρίσιμων συνελίξεων
στη διάσταση του βάθους στην ενότητα 4.3 και για αυτό το λόγο χρησιμοpiοιούμε
ενα κομμάτι αpiο το MobileNet piου αναφέραμε στην piροηγούμενη ενότητα piου
piληρεί τις piροδιαγραφές βαθύτερης εκμάθησης.
Κεφάλαιο 5. Δίκτυο αναγνώρισης χειρονομίας 29
Πίνακας 5.2: Εpiιλεγμένα εpiίpiεδα αpiο το MobileNet
Το μέγεθος εξόδου είναι της μορφής (αριθμός καναλιών x ύψος x μήκος),
τα φίλτρα της συνέλιξης στη διάσταση του βάθους χρησιμοpiοιούν τη
μορφή (αριθμός καναλιών εισόδου x ύψος x μήκος ) και τα φίλτρα της
σημειακής συνέλιξης χρησιμοpiοιούν τη μορφή (αριθμός καναλιών εισό-
δου x αριθμός καναλιών εξόδου x ύψος x μήκος ) και η μορφή για την
είσοδο της σημειακής συνέλιξης είναι (αριθμός καναλιών εξόδου x ύψος
x μήκος )
Είσοδος 256 x 28 x 28
Εpiίpiεδα
Τύpiος Τιμές piαραμέτρων Μέγεθος
Συνέλιξης εpiιpiέδων εξόδου
sepconv1 σ.β. 256x3x3,s1 256x28x28
σ.σ. 256x256x1x1,s1
sepconv2 σ.β. 256x3x3,s2 256xLx14x14
σ.σ. 256x512x1x1,s1 512xLx14x14
sepconv3 σ.β. [512x3x3,s1]x5 512x14x14
σ.σ. [512x512x1x1,s1]x5
sepconv4 σ.β. 512x3x3,s2 512x7x7
σ.σ. 512x1024x1x1,s1 1024x7x7





Σε αυτό το Κεφάλαιο piαρουσιάζουμε τα δεδομένα piου θα χρησιμοpiοιήσουμε και
την piροεpiεξεργασία τους για να τα εισάγουμε στα δύο νευρωνικά δίκτυα. Στην
ενότητα 6.1 αναλύουμε τη δομή και τις piηγές των συνόλων δεδομένων piου θα
χρησιμοpiοιήσουμε. Στην ενότητα 6.2 αναφέρουμε μια εναλλακτική μέθοδο piου
έχουμε piρόσβαση στα βίντεο χωρίς να τα αpiοθηκεύουμε σε εικόνες. Στην ενότητα
6.3 piαρουσιάζουμε στον Πίνακα 6.3 τα αpiοτελέσματα της στρατηγικής "jitter"
για την εισαγωγή εικόνων στο δίκτυο χρονικής κατάτμησης και το λόγο αpiο-
τυχίας της στα σύνολα δεδομένων δοκιμής. Στην ενότητα 6.4 piαρουσιάζουμε την
μέθοδο piου χρησιμοpiοιούμε στη διpiλωματική για να εισάγουμε τις εικόνες στο δίκ-
τυο χρονικής κατάτμησης και piαρουσιάζουμε τους αλγορίθμους με ψευδοκώδικα.
Αφού αναλύσαμε την μέθοδο εpiεξεργασίας piαρουσιάζουμε στην ενότητα 6.5 την
εpiισήμανση των ορίων στο νέο μέγεθος τους.
6.1 Βάσεις δεδομένων
Το σύνολο δεδομένων piου θα χρησιμοpiοιήσουμε στα δύο δίκτυα είναι το "Mul-
timodal Gesture Recognition: Montalbano V2 (ECCV ’14)" και βρίσκεται στην
ιστοσελίδα [28] με την ονομασία "ChaLearn Looking at People". Περιέχει piολλές
κατηγορίες αpiο σύνολα δεδομένων piου αφορούν τη μελέτη και την ανάλυση των
ανθρώpiινων κινήσεων σε βίντεο. Κάpiοια αpiό αυτά ειδικεύονται στην αναγνώριση
συγκεκριμένων μελών του ανθρώpiινου σώματος. Εpiίσης, εξάγονται σε διάφορες
μορφές όpiως ήχου, βίντεο με βάση το μοντέλο RGB piου διαθέτει τρία κανάλια
piληροφορίας, βίντεο βάθους και καταγραφή της κίνησης του ανθρώpiινου σκελε-
τού σε κάθε χρονική piερίοδο. Συγκεκριμένα στο δικό μας μοντέλο εκτελούν-
ται 14.000 χειρονομίες αpiό διάφορους ανθρώpiους piου στέκονται σε διαφορετικό
φόντο σε κάθε βίντεο με σκοpiό να εpiικεντρωθεί το δίκτυο στην κίνηση piου εκ-
τελείται. Ακόμη, υpiάρχουν 20 διαφορετικές κλάσεις και το λεξιλόγιο χειρονομιών
piου εκτελείται αpiο τους ανθρώpiους στα βίντεο piαρουσιάζεται στον Πίνακα 6.1.
Θα χρησιμοpiοιήσουμε μόνο στιγμιότυpiα αpiό τα έγχρωμα βίντεο διότι σε αυτή τη
διpiλωματική εpiικεντρωνόμαστε piερισσότερο στην εpiεξεργασία των ακολουθιών
με κύριο piαράγοντα το μέγεθος piου εισάγουμε στο δίκτυο, piαρά την εpiεξεργασία
piολλαpiλών τύpiων δεδομένων.
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Δύο είναι τα σύνολα piου θα χρησιμοpiοιήσουμε για να εκpiαιδεύσουμε μόνο
το δίκτυο αναγνώρισης χειρονομίας. Το piρώτο σύνολο δεδομένων ονομάζεται
"Jester" και είναι διαθέσιμο στην ιστοσελίδα [33]. Αpiοτελείται αpiό μια μεγάλη
συλλογή μεμονωμένων και εpiισημασμένων χειρονομιών piου εκτελούνται αpiό άτομα
μpiροστά σε μια κάμερα υpiολογιστή. Θεωρείται το μεγαλύτερο σύνολο δεδομένων
μεμονωμένων χειρονομιών καθώς piεριέχει 148.094 έγχρωμα βίντεο με 27 διαφορε-
τικά είδη όpiου η κάθε κατηγορία κλάσης piεριέχει piερισσότερα αpiό 5.000 δείγματα.
Το δεύτερο σύνολο δεδομένων για την αναγνώριση χειρονομίας είναι τα έγχρωμα
βίντεο αpiό την ιστοσελίδα [41] με την ονομασία "Isolated Gesture Recognition
(ICPR ’16)". Αpiοτελείται αpiό 249 κλάσεις χειρονομιών piου εκτελούνται αpiό 21
διαφορετικά άτομα και piεριέχει έγχρωμα βίντεο αλλά και βίντεο βάθους. Στην
διpiλωματική αυτή θα χρησιμοpiοιήσουμε μόνο τα έγχρωμα βίντεο.
Πίνακας 6.1: Λεξιλόγιο αpiο το σύνολο "Multimodal Gesture
Recognition: Montalbano V2 (ECCV ’14)"
Συντομογραφία Ολόκληρη φράση στα Ιταλικά Μετάφραση
VA Vattene Βγείτε
VQ Vieni qui Ελάτε εδώ
PF Perfetto Τέλεια
FU E’ un furbo Είναι έξυpiνος
CP Che due palle Τι δύο μpiάλες
CV Che vuoi Τι θέλεις
DC Vanno d’accordo Συμφωνούν
SP Sei pazzo Είσαι τρελός
CM Cos hai combinato Τι έχεις συνδυάσει
FN Non me ne frega niente Δε με νοιάζει
OK Ok Ολα καλά
CF Cosa ti farei Τι θα κάνατε
BS Basta Αρκετά
PR Le vuoi prendere Θέλετε να τα piάρετε
NU Non ce ne piu Δεν υpiάρχουν άλλα
FM Ho fame Πεινάω
TT Tanto tempo fa Πριν αpiό piολύ καιρό
BN Buonissimo Πολύ γευστικό
MC Si sono messi d’accordo ΄Εχουν συμφωνήσει
ST Sono stufo Βαριέμαι
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6.2 Δυναμική χρήση του συνόλου δεδομένων
Πολλές μέθοδοι αναγνώρισης χειρονομιών αpiοθηκεύουν τα βίντεο και εξάγουν
στιγμιότυpiα ανάλογα με τη διάρκεια της χειρονομίας η οpiοία δίνεται συνήθως
σε μορφή αρχείου κειμένου. Στη συνέχεια αυτές οι μέθοδοι εpiεξεργάζονται τις
εικόνες αυτές και τις μεταφέρουν στο νευρωνικό δίκυτο. ΄Ομως η διαδικασία της
μετατροpiής του βίντεο σε εικόνες δεσμεύει μεγαλύτερο κομμάτι μνήμης και εpiειδή
τα σύνολα δεδομένων piου θέλουμε να εκpiαιδεύσουμε στο δίκτυο μας είναι piολλά
είναι piροτιμότερο να κάνουμε οικονομία χώρου όpiου είναι εφικτό.
΄Ετσι σε αυτή τη διpiλωματική θα χρησιμοpiοιήσουμε αρχεία τα οpiοία piεριέχουν
συναρτήσεις piου μας εpiιτρέpiουν να έχουμε piρόσβαση αpiευθείας στα βίντεο χωρίς
να χρειάζεται να εχουμε αpiοθηκευμένη την εικόνα και κατ’ εpiέκτασιν εpiεξεργαζό-
μαστε τα δεδομένα μας δυναμικά. Λεpiτομέρειες για αυτές τις εντολές οι οpiοίες
έχουν piολλές ακόμη λειτουργίες υpiάρxουν στην ιστοσελίδα [29].
6.3 Στρατηγική "jitter"
Γενικότερα σε μια χειρονομία υpiάρχουν 3 χρονικές φάσεις: η αρχή, ο piυρήνας
και το τέλος. Ανάλογα με το άτομο piου εκτελεί τη χειρονομία στο σύνολο δε-
δομένων μας η διάρκειά της διαφέρει κάθε φορά. ΄Ενας τρόpiος να χωρίσουμε την
ακολουθία είναι να ορίσουμε ένα συγκεκριμένο μήκος piαραθύρου οpiου για την εκ-
piαίδευση κάθε χειρονομίας θα εισάγουμε τόσες εικόνες όσες το μήκος του piαρα-
θύρου. Εντούτοις μpiορεί να αpiοκόψουμε σημαντικές piληροφορίες όpiως τα όρια
της χειρονομίας τα οpiοία αpiοτελούν το σημαντικότερο μέρος της εκpiαίδευσης του
δικτύου χρονικής κατάτμησης. ΄Ενας άλλος τρόpiος piου piροτείνεται στο άρθρο [17]
είναι να μοιράσει το αρχικό μήκος του βίντεο σε ένα ισόpiοσα κατανεμημένο μήκος.
Η μέθοδος αυτή ονομάζεται χρονική στρατηγική "jitter".
Η σχέση (6.1) είναι για τις μεταpiοιημένες ακολουθίες, όpiου i είναι το i-στο
δείγμα της ακολουθίας , S είναι το αρχικό μέγεθος της ακολουθίας και L είναι το







Το αpiοτέλεσμα της piαραpiάνω εξίσωσης είναι η piαρακάτω σχέση piου ανα-
piαριστά τη νεα ακολουθία με το νεο μέγεθος L. ΄Ετσι piαίρνουμε ανά ίσα χρονικά
διαστήματα στιγμιότυpiα του βίντεο χωρίς να είναι αpiαραίτητο να είναι συνεχόμενα
τα δείγματα αυτά.
{Idx1, Idx2, ....., IdxL} (6.2)
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Προφανώς και η μέθοδος αυτή για κάθε ακολουθία piροσθέτει αρκετές piράξ-
εις στη διάρκεια της εκpiαίδευσης και της εpiαλήθευσης. Στον piαρακάτω Πίνακα
piαρουσιάζουμε ένα piαράδειγμα αpiο το σύνολο δεδομένων μας αpiο το "ChaLearn"
piου έχει τη μορφή της piρώτης σειράς του Πίνακα 6.2 το οpiοίο θα χρησιμοpiοιή-
σουμε στο Κεφάλαιο αυτό για να piαρουσιάσουμε τις διαφορές στα αpiοτελέσματα
και στην piροεpiεξεργασία των διαφόρων μεθόδων piου αναλύουμε σε αυτή και σε
εpiόμενες ενότητες.
Πίνακας 6.2: Δείγμα νούμερο 0001 αpiο το σύνολο της ιστοσελί-
δας "ChaLearn"











΄Εστω οτι εφαρμόζουμε στο piαραpiάνω piαράδειγμα τη στρατηγική "jitter"
με ένα τελικό εpiιθυμητό μέγεθος ακολουθιών ίσο με 15, τότε piροκύpiτουν τα
αpiοτελέσματα του Πίνακα 6.3. Παρατηρούμε οτι ενώ έχουμε εpiιλέξει ένα piολύ
μικρό εpiιθυμητό μήκος ακολουθίας (για να είναι αισθητή η διαφορά στον αναγ-
νώστη αpiό τις αρχικές ακολουθίες), η στρατηγική "jitter" εφαρμόζεται μέσα στα
όρια των ακολουθιών και piροσαρμόζει με μεγάλη εpiιτυχία τα διάφορα μεγέθη τους
σε 15 ομοιόμορφα κατανεμημένες εικόνες.
Εκpiαιδεύσαμε λοιpiόν με τη στρατηγική αυτή το σύνολο δεδομένων μας και το
δίκτυο είχε αpiο την αρχή piολύ καλά αpiοτελέσματα με υψηλή ακρίβεια και μικρό
σφάλμα. Λεpiτομέρειες για την εκpiαίδευση του δικτύου αυτού δε θα αναλύσουμε
σε αυτή τη διpiλωματική διότι οι δοκιμές σε βίντεο piου το δίκτυο δεν είχε εκ-
piαιδευτεί piροηγουμένως δεν είχαν τα αντίστοιχα αpiοτελέσματα. Συγκεκριμένα,
όταν εισάγαμε τις ακολουθίες εκpiαίδευσης αpiό το σύνολο δεδομένων της ισ-
τοσελίδας "ChaLearn" με την piαραpiάνω στρατηγική τα αpiοτελέσματα ήταν ορθά.
Με άλλα λόγια το δίκτυο είχε ώς έξοδο μεγάλη piιθανότητα αpiο τη σιγμοιειδή
συνάρτηση ενεργοpiοίησης piου αναλύσαμε στην ενότητα 2.2.1 για τις οριακές
εικόνες και μικρή για τις μη-οριακές (καθώς αpiοτελούν μέρος της χειρονομίας).
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Πίνακας 6.3: Εφαρμογή στρατηγικής "jitter" στο βίντεο με αρι-
θμό 0001 αpiο το σύνολο της ιστοσελίδας "ChaLearn"
Γραμμές Αριθμός κλάσης, μεμονωμένα δείγματα αpiο την ακολουθία
1 20, [108 109 112 113 116 117 120 122 124 126 128 130 132 135 136]
2 5, [269 271 274 277 280 283 285 288 291 293 297 299 302 305 308]
3 11, [364 366 368 369 371 374 376 377 379 382 384 386 388 389 391]
4 2, [1087 1089 1091 1093 1095 1097 1099 1100 1103 1105 1107 1109 1112 1113 1115]
5 6, [1270 1272 1275 1277 1279 1281 1284 1287 1288 1291 1293 1296 1299 1300 1303]
6 8, [1346 1347 1349 1352 1353 1356 1358 1360 1362 1364 1366 1368 1370 1372 1374]
7 14,[1386 1387 1388 1389 1390 1391 1392 1393 1394 1395 1396 1397 1398 1399 1400]
8 6,[1531 1534 1537 1540 1543 1545 1549 1553 1555 1559 1561 1565 1567 1571 1574]
9 17, [1586 1588 1591 1595 1597 1600 1604 1607 1610 1613 1617 1619 1622 1625 1628]
10 1, [1789 1792 1793 1796 1799 1802 1805 1807 1810 1812 1815 1817 1821 1823 1826]
Εpiειδή τα αpiοτελέσματα ήταν ιδανικά με μεγάλη ακρίβεια και piολύ χαμηλό
σφάλμα αpiό τον piρώτο κιόλας κύκλο εκpiαίδευσης, έpiρεpiε να εξετάσουμε το ενδ-
εχόμενο να δίναμε στο δίκτυο διαφορετικά στιγμιότυpiα piου δεν ανήκαν σε κάpiοια
κλάση ή piερισσότερα στιγμιότυpiα αpiό αυτά piου ορίζει το κείμενο αρχείου με τις
κλάσεις piου εκτελούνται στο βίντεο.
Για piαράδειγμα τί αpiοτελέσματα θα είχαμε εάν στον Πίνακα 6.3 εισάγαμε τις
εικόνες 20 εως 80 στη γραμμή 1 και στη συνέχεια εφαρμόζαμε τη στρατηγική
"jitter". Τα αpiοτελέσματα piρος έκpiληξήν μας ήταν όμοια. ΄Οpiοιοδήpiοτε σύνολο
εικόνων και να εισάγαμε στο δίκτυο είχαμε τα ίδια αpiοτελέσματα, δηλαδή μεγάλες
piιθανότητες ως έξοδο αpiό τη συνάρτηση 2.2.1 στις δυο piρώτες και στις δυο τελευ-
ταίες εικόνες piου υpiοδεικνύει ότι το δίκτυο τις αναγνώριζε ως οριακές και piολύ
χαμηλές στις υpiόλοιpiες. Αυτό δεν είναι το ιδανικό αpiοτέλεσμα αφού ανεξαρτήτως
του μεγέθους και της διάρκειας της ακολουθίας θα piρέpiει να piροβλέpiει σωστά για
κάθε εικόνα της αν αpiοτελεί όριο ή όχι.
Εφόσον λοιpiόν εισάγαμε εικόνες piου δεν ανήκουν σε κάpiοια κλάση θα έpiρεpiε
όλες οι piιθανότητες αpiο τη συνάρτηση 2.2.1 να είναι χαμηλές ή έστω να μην
έχουν ένα σταθερό μοτίβο όpiως αυτό piου το εκpiαιδεύσαμε, δηλαδή να αναγνωρίζει
ανεξάρτητα αpiο την ακολουθία piου του δίνεται μόνο τις δυο piρώτες και τελευταίες
εικόνες ως όρια.
Εκτός αpiο τα piροαναφερόμενα θα piρέpiει να λάβουμε υpiόψη και το γεγονός οτι
αρκετές εικόνες χάνονται και ειδικά αυτές piου βρίσκονται ανάμεσα στις ακολου-
θίες piου δίνει η ιστοσελίδα "ChaLearn", οι οpiοίες θεωρούνται μη-οριακές, για
piαράδειγμα οι εικόνες 137-268. Σε αυτές οι άνθρωpiοι εκτελούν διάφορες χειρονομίες
piου είναι εκτός του λεξιλογίου piου δίνεται στην "ChaLearn" και με αυτή τη μέθοδο
χάνονται αυτά τα στιγμιότυpiα. Στις εpiόμενες ενότητες θα χρησιμοpiοιήσουμε όλες
σχεδόν τις εικόνες για να εκpiαιδεύσουμε το δίκτυό μας.
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6.4 Μέθοδος εpiεξεργασίας ακολουθιών της
διpiλωματικής
Στην piροηγούμενη ενότητα δε χρησιμοpiοιήσαμε όλα τα στιγμιότυpiα piου μας δίνει
το σύνολο δεδομένων μας. Παρατηρήσαμε μια ανοδική piορεία στην ακρίβεια κατά
την εκpiαίδευση του δικτύου όταν συμpiεριλάβαμε τις εικόνες ανάμεσα αpiο τις
ακολουθίες piου δίνονται στο αρχείο κειμένου και τις ορίσαμε ως μη-οριακές στην
εκpiαίδευση του. Τα στιγμιότυpiα piριν αpiο την piρώτη ακολουθία δε λαμβάνονται
υpiόψη διότι τις piερισσότερες φορές το άτομο στα βίντεο αργεί να εκτελέσει κάpiοια
χειρονομία αpiο το λεξιλόγιο της "ChaLearn" με αpiοτέλεσμα η νέα ακολουθία να
εpiιβαρύνει άσκοpiα τη μνήμη σε μια μόνο εpiανάληψη. Ωστόσο χρησιμοpiοιούμε
όλες τις υpiόλοιpiες ανάμεσα αpiο τα κενά.
Πρέpiει να διανέμουμε ομοιόμορφα τα στιγμιότυpiα αpiο τα κενά στις γειτονικές
ακολουθίες. Για piαράδειγμα στον Πίνακα 6.2 στη γραμμή 1 θα μpiορούσαμε να
έχουμε μια ακολουθία piου να αρχίζει αpiο την εικόνα 107 και να τελειώνει στην
εικόνα 202. ΄Ετσι χρησιμοpiοιούμε εpiιpiλέον 65 μη-οριακές εικόνες για να εκpiαιδεύ-
σουμε το δίκτυό μας. Τη διαδικασία αυτή την εpiαναλαμβάνουμε σε κάθε γραμμή
του αρχείου κειμένου piου piεριέχει μια λίστα γραμμών piου διαχωρίζονται με κόμμα
και έχουν τη μορφή κλάση,αρχή,τέλος.
Εpiειδή η piροεpiεξεργασία των δεδομένων της διpiλωματικής για την εισαγωγή
τους στο δίκτυο χρονικής κατάτμησης αpiοτελεί ένα σημαντικό κομμάτι στην εκ-
piαίδευσή του, piαρουσιάζουμε σε ψευδοκώδικα την εpiεξεργασία των ακολουθιών.
Αρχικά έχουμε μια μεταβλητή με την ονομασία extra η οpiοία είναι τα στιγμιότυpiα
piου θα piροσθέσουμε στην αρχή της ακολουθίας piου εξετάζουμε στη συγκεκριμένη
εpiανάληψη η οpiοία κρατάει την τιμή αpiό αυτήν piου piροσθέσαμε στην piροηγούμενη
ακολουθία ή μηδενική τιμή εαν η ακολουθία στη συγκεκριμένη εpiανάληψη είναι η
piρώτη. Για να piροστεθεί η τιμή αυτή θα piρέpiει η τωρινή ακολουθία (αυτής της
εpiανάληψης) να έχει τουλάχιστον 2 εικόνες διαφορά με την εpiόμενη για να έχει
νόημα να piροσθέσουμε τουλάχιστον μια εικόνα σε κάθε ακολουθία. ΄Εχουμε μια
ακόμη σημαντική μεταβλητή piου είναι η extran και αντιpiροσωpiεύει τις εικόνες piου
θα piροστεθούν στο τέλος της τωρινής ακολουθίας και στην αρχή της εpiόμενης
μέσω της μεταβλητής extra.
Η συγκεκριμένη μεθοδολογία αξιοpiοιεί piλήρως τα κενά μεταξύ των ακολου-
θιών. Το μεταpiοιημένο σύνολο δεδομένων εισάγεται στο δίκτυο χρονικής κατάτμη-
σης και τα αpiοτελέσματα της εκpiαίδευσής του θα αναλυθούν στο εpiόμενο Κε-
φάλαιο. Στην piροσpiάθειά μας να συγκρίνουμε τα αpiοτελέσματα και με άλλες
αρχιτεκτονικές όpiως αυτή του "Temporal Dilated Res3D" piου αναφέραμε στην
ενότητα 3.3, δεν καταφέραμε να το εκpiαιδεύσουμε λόγω υψηλών αpiαιτήσεων σε
μνήμη. Με το συγκεκριμένο αλγόριθμο piαρατηρήσαμε οτι οι εικόνες δεν piεριορί-
ζονταν σε piοσότητα σε κάθε εpiανάληψη και για το λόγο αυτό εκpiαιδεύσαμε το
δίκτυο χρονικής κατάτμησης με ένα ακόμη αλγόριθμο. ΄Εχει τη δομή του δεύτερου
αλγόριθμου με τη διαφορά οτι ορίζουμε μια μεταβλητή με την ονομασία number η
οpiοία θέτει ένα όριο στις εικόνες piου θα piροσθέσουμε.
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Algorithm 1 Χρήση όλων των στιγμιοτύpiων ανάμεσα αpiο τα κενά των δοσμένων
ακολουθιών
extra← 0







if startn − end > 2 then







start← startn − extra
end for
Algorithm 2 Χρήση piεριορισμένων στιγμιοτύpiων ανάμεσα αpiο τα κενά των
δοσμένων ακολουθιών
extra← 0







if startn − end > 2 then
extran ← (startn − end)/2
if extran > number then











start← startn − extra
end for
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6.5 Εpiεξεργασία δυαδικών piινάκων για την
εpiισήμανση των εικόνων
Το σύνολο δεδομένων αpiό την ιστοσελίδα [28] κατηγοριοpiοιείται σε φακέλους
όpiου ο κάθε ένας piεριέχει βίντεο σε διάφορες μορφές μαζί με τα αρχεία κειμένου
piου έχουν piληροφορίες σχετικά με τα βίντεο αυτά. Αρχικά αναpiτύξαμε ένα αλγόρι-
θμο ο οpiοίος ψάχνει μέσα σε όλους τους φακέλους για να βρει το αρχείο κειμένου
"label.txt". Αpiό αυτό αντλεί τις piληροφορίες ανα γραμμή για την κλάση, την αρχή
και το τέλος των βίντεο όλων των μορφών. Στη συνέχεια με βάση τον αλγόρι-
θμο 1 piου αναλύσαμε στο Κεφάλαιο 6 τα δεδομένα αpiοθηκεύονται σε μια λίστα
με εξής piληροφορίες: μονοpiάτι φακέλου, κλάση, νέα αρχή, νέο τέλος, εpiιpiλέον
εικόνες αρχής, εpiιpiλέον εικόνες τέλους. Παρόλο piου εκpiαιδεύουμε το δίκτυό μας
με εpiιpiλέον εικόνες (οι οpiοίες βρίσκονταν μεταξύ των αρχικών ακολουθιών) θα
piρέpiει να κρατήσουμε τις δυο τελευταίες μεταβλητές και να τις αpiοθηκεύσουμε
έτσι ώστε να γνωρίζουμε μετέpiειτα piού αρχίζει και piού τελειώνει η ακολουθία.
Κατά τη διάρκεια της εκpiαίδευσης ο αλγόριθμος 1 χρησιμοpiοιείται μόνο στο δίκ-
τυο χρονικής κατάτμησης ενώ στο δεύτερο δίκτυο χρησιμοpiοιούμε τη στρατηγική
"jitter" για οικονομία χρόνου διότι ο αλγόριθμος 1 piεριέχει piερισσότερες piράξ-
εις και εικόνες αpiο αυτές piου εξάγει η στρατηγική "jitter". Κάθε εpiανάληψη
καταναλώνει piερισσότερη ώρα για να ολοκληρωθεί και εpiομένως αργεί ο κύκλος
εκpiαίδευσης.
Για την εκpiαίδευση του δικτύου μας χρησιμοpiοιούμε τη βιβλιοθήκη βαθιάς
μάθησης "Keras" η οpiοία piεριλαμβάνει τρεις ξεχωριστές λειτουργίες οι οpiοίες
μpiορούν να χρησιμοpiοιηθούν για την εκpiαίδευση διαφόρων μοντέλων. Σε αυτή τη
διpiλωματική θα χρησιμοpiοιήσουμε τη λειτουργία "fit-generator" η οpiοία όpiως υpi-
οδηλώνει και το όνομά της θεωρεί ότι υpiάρχει μια ειδική συνάρτηση piου δημιουργεί
τα δεδομένα για τη λειτουργία αυτή. Η συνάρτηση της γεννήτριας αpiοδίδει το
μέγεθος piαρτίδας (batch size) piου έχουμε ορίσει στη λειτουργία του "Keras". Στο
ΝΔ χρονικής κατάτμησης χρησιμοpiοιούμε piαρτίδα μεγέθους ένα και σε αυτό της
αναγνώρισης χειρονομίας μεγέθους 4. ΄Οταν η λειτουργία δεχθεί την piαρτίδα δε-
δομένων piραγματοpiοιεί τον αλγόριθμο οpiισθοδιάδοσης σφάλματος piου αναλύσαμε
στο Κεφάλαιο 2. Αυτή η διαδικασία εpiαναλαμβάνεται μέχρι να φτάσουμε τον εpiι-
θυμητό αριθμό κύκλου μάθησης piου έχουμε ορίσει.
Η συνάρτηση αυτή διαφέρει στα δύο ΝΔ για δυο λόγους. Πρώτον εpiεξεργάζε-
ται με διαφορετικό τρόpiο τα δεδομένα και δεύτερον διαφοροpiοιείται στα διανύσ-
ματα εξόδου στο κάθε ΝΔ. Το κοινό χαρακτηριστικό των δυο συναρτήσεων είναι
ότι εpiεξεργάζονται δυναμικά τα δεδομένα εκpiαίδευσης (training data), εpiαλή-
θευσης (validation data) και δοκιμής (test data). Κατά τη διάρκεια της εκ-
piαίδευσης η συνάρτηση piου χρησιμοpiοιεί η λειτουργία "fit-generator" του ΝΔ
εύρεσης χρονικών ορίων καλείται σε κάθε εpiανάληψη και εpiιστρέφει ενα piίνακα
μεγέθους (1, L, 112, 112) και ένα δυαδικό piίνακα piου piεριέχει τις κλάσεις για κάθε
εικόνα. Ο δυαδικός piίνακας έχει μέγεθος L και αρχικοpiοιούμε όλα τα στοιχεία του
με μηδενικά (δηλαδή καθορίζουμε όλες τις εικόνες της ακολουθίας μη-οριακές).
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Στη συνέχεια ορίζουμε ως οριακές τις εικόνες αλλάζοντας το μηδέν σε ένα
στις θέσεις του piίνακα labels όpiως ορίζουμε στην piρώτη γραμμή της εξίσωσης
(6.3) λαμβάνοντας υpiόψιν τις εpiιpiλέον εικόνες piου piροσθέσαμε στην αρχή της
ακολουθίας. Με άλλα λόγια αν στην αρχική ακολουθία θέταμε στον piίνακα labels
στις θέσεις labels[0] = label[1] = 1 την τιμή ένα, τότε εάν piροσθέσουμε για
piαράδειγμα δυο εpiιpiλέον εικόνες θα piρέpiει να αλλάξει η θέση των ορίων σε
labels[2] = label[3] = 1. Με την ίδια λογική θέσαμε την τιμή 1 και στα όρια
τέλους της ακολουθίας. Με τον όρο extras συμβολίζουμε την τιμή piου είχαμε
αpiοθηκεύσει στη λίστα ως οι εpiιpiλέον εικόνες στην αρχή της ακολουθίας και
με τον όρο extrae τον αριθμό των εpiιpiλέον εικόνων στο τέλος της ακολουθίας.
Τέλος η λειτουργία αυτή piροωθεί τους piίνακες piου αναφέραμε για εκpiαίδευση.
labels[extras] = labels[extras + 1] = 1
labels[end− start− 1− extrae] = labels[end− start− 2− extrae] = 1 (6.3)
Η ειδική συνάρτηση piου τροφοδοτεί τη γεννήτρια κατά τη διάρκεια της εκ-
piαίδευσης του δικτύου αναγνώρισης χειρονομίας εpiεξεργάζεται τις κλάσεις των
δεδομένων με τη βοήθεια μιας συνάρτησης της βιβλιοθήκης "Keras" piου χρησι-
μοpiοιείται κυρίως για μελέτες κατηγοριοpiοίησης δύο ή piερισσότερων κλάσεων.
Η συνάρτηση αυτή εξάγει ενα piίνακα ανάλογο με το μέγεθος του αριθμού των
κλάσεων στο λεξιλόγιο του συνόλου δεδομένων. Με άλλα λόγια οι θέσεις αυ-
τού του piίνακα αντιpiροσωpiεύουν τις κλάσεις και η συνάρτηση της βιβλιοθήκης
"Keras" ενεργοpiοιεί αυτόματα (θέτει την τιμή ένα) στη θέση piου αντιστοιχεί η
κλάση της ακολουθίας piου εξετάζουμε.
6.6 Αpiοτελέσματα piιθανοτήτων σε εικόνες
Σε αυτή την ενότητα δε θα piαρουσιάσουμε αpiοτελέσματα αpiο την εκpiαίδευση
(ακρίβεια και σφάλμα) του δικτύου χρονικής κατάτμησης με βάση τις μεθόδους
στους αλγόριθμους 1 και 2 αλλά τα αpiοτελέσματα δοκιμής σε μια ακολουθία του
συνόλου δεδομένων μας. Για να κατανοήσουμε την εpiόμενη ενότητα θα piρέpiει να
αναλύσουμε και να αpiεικονίσουμε το piώς κατηγοριοpiοιούμε μια ακολουθία και piώς
γίνεται η piρόβλεψη σε κάθε ένα αpiο τα στιγμιότυpiα piου την αντιpiροσωpiεύουν.
Στον Πίνακα 6.3 piαρουσιάσαμε τα αpiοτελέσματα της στρατηγικής "jitter"
όpiου σε κάθε γραμμή αντιστοιχεί εκτός αpiο τον αριθμό κλάσης και η κανον-
ικοpiοιημένη λίστα δειγμάτων όpiως δίνεται αpiο την "ChaLearn". Για να την
εισάγουμε στο δίκτυο χρονικής κατάτμησης με ένα αpiο τους δύο αλγόριθμους
piου αναφέραμε piροηγουμένως θα piρέpiει να τη μετατρέψουμε σε δυαδική λίστα
στην οpiοία θα αpiεικονίζουμε με μηδενικά τις μη-οριακές εικόνες και με μονάδα
τις οριακές. Λεpiτομέρειες για την εισαγωγή τους στο δίκτυο για εκpiαίδευση
θα δοθούν στο εpiόμενο Κεφάλαιο. Εδώ θα piαρουσιάσουμε ένα piαράδειγμα piου
χρησιμοpiοιούμε τον αλγόριθμο 1 στον Πίνακα 6.4.
Στον piαραpiάνω Πίνακα piαρατηρούμε οτι τα όρια των ακολουθιών έχουν εpiεκ-
ταθεί έτσι ώστε να αξιοpiοιούν piλήρως όλα τα στιμιότυpiα για την εκpiαίδευση
του δικτύου μας εκτός αpiο αυτά piριν αpiο την piρώτη ακολουθία. Οι piληροφορίες
σχετικά με τις αρχικές ακολουθίες αpiοθηκεύονται κατάλληλα ώστε να μpiορέσουμε
Κεφάλαιο 6. Προεpiεξεργασία δεδομένων 39
Πίνακας 6.4: Δείγμα νούμερο 0001 αpiο το σύνολο στην
"ChaLearn" με την εφαρμογή του αλγόριθμου 1











μετέpiειτα να εpiισημάνουμε ως οριακές εικόνες συγκεκριμένες θέσεις του piίνακα
piου θα εισάγουμε για την εκpiαίδευση (λεpiτομέρειες για το piώς εpiιτυγχάνεται
αυτό θα αναλυθούν στο Κεφάλαιο 7).
Στη γραμμή 6 στον piαραpiάνω Πίνακα έχουμε την κλάση 8 η οpiοία αpiό το
λεξιλόγιό μας είναι η κλάση "Είσαι τρελός" και στην αρχική της μορφή έχει τα
όρια 1345, 1375. Συνεpiώς έχει εpiεκταθεί κατά 20 στιγμιότυpiα στην αρχή της και
κατά 5 στο τέλος της. ΄Οταν piεράσουμε την εκτεταμένη ακολουθία για δοκιμή
στο νευρωνικό μας δίκτυο θα piρέpiει να piροβλέψει τα στιγμιότυpiα 1345, 1346 ως
αρχή της ακολουθίας, τα 1374, 1375 ως τέλος και τα υpiόλοιpiα ως μη-οριακά.
Σε piροηγούμενο Κεφάλαιο αναλύσαμε το κύριο piλεονέκτημα του δικτύου
χρονικής κατάτμησης piου έχουμε χρησιμοpiοιήσει σε αυτή τη διpiλωματική το οpiοίο
είναι η διατήρηση της διάστασης στο χρόνο με την έννοια οτι διατηρείται η χρονική
διάρκεια της ακολουθίας piου εισάγεται στο δίκτυο και εξάγεται ένας piίνακας τιμών
δισδιάστατος με μια γραμμή και στήλες όσο η χρονική διάρκεια της ακολουθίας.
Αυτό σημαίνει οτι εαν εισάγουμε την piαραpiάνω εκτεταμένη ακολουθία η οpiοία
έχει μήκος 1380 − 1325 = 55 εικόνες θα έχουμε ως έξοδο αpiο τη σιγμοειδή
συνάρτηση ενα piίνακα με 55 piιθανότητες piου αντιστοιχούν σε κάθε μία εικόνα και
υpiοδεικνύουν κατά piόσο μια εικόνα ειναι οριακή ή όχι.
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Σχήμα 6.1: Δείγμα 0001 και στιγμιότυpiα 1328,1364,1374,1379
αpiο το σύνολο δεδομένων "ChaLearn"
Πίνακας 6.5: Αpiοτελέσματα για τη γραμμή 6 αpiο το δείγμα 0001





΄Εχουμε αpiομονώσει κάpiοιες εικόνες αpiο αυτή την ακολουθία στο Σχήμα 6.1
και piαρουσιάζουμε τα αpiοτελέσματα του δικτύου χρονικής κατάτμησης στον Πί-
νακα 6.5. Οι κόκκινες ενδείξεις τιμών piου είναι σημειωμένες στις εικόνες είναι οι
αντίστοιχες τιμές στην piεριγραφή του Σχήματος. Στην piρώτη εικόνα το άτομο
βρίσκεται σε αδράνεια και η piιθανότητα να είναι οριακή κίνηση είναι piολύ μικρή
όpiως φαίνεται στον Πίνακα 6.5. Στη δεύτερη ο άνθρωpiος της εικόνας εκτελεί
τη χειρονομία η οpiοία βρίσκεται piερίpiου στη μέση της διάρκειάς της. Στην τρίτη
εικόνα αν piαρατηρήσουμε piροσεκτικά ο άνθρωpiος κατεβάζει το δεξί του χέρι και
το δίκτυο piροβλέpiει εpiιτυχημένα οτι αpiοτελεί όριο μιας χειρονομίας ή διαφορετικά
piροβλέpiει μια piιθανή κίνηση η οpiοία θεωρείται το τέλος της χειρονομίας "Είσαι
τρελός".
Γενικότερα μετά αpiό μελέτη αρκετών αpiοτελεσμάτων στις ακολουθίες δοκιμής
piαρατηρήσαμε οτι στα γειτονικά στιγμιότυpiα των ακολουθιών piροκύpiτουν μεγαλύ-
τερες piιθανότητες σε σχέση με τις υpiόλοιpiες. Ιδανικά λοιpiόν το μοντέλο μας
εφόσον έχει εκpiαιδευτεί με δύο οριακές εικόνες στην αρχή και δύο στο τέλος του,
θα piρεpiει να έχει ως έξοδο ένα piίνακα με piιθανότητες piου τείνουν piρος το μηδέν




Σε αυτό το Κεφάλαιο θα αναλύσουμε την εκpiαίδευση των ΝΔ ανίχνευσης κίνησης
και αναγνώρισης χειρονομίας. Στην ενότητα 7.1 piαρουσιάζουμε κάpiοια αpiό τα
piροβλήματα piου piροέκυψαν κατά τη διαδικασία της εκpiαίδευσης και τους τρόpiους
αντιμετώpiισής τους. Στην ενότητα 7.2 αpiεικονίζουμε την piορεία της ακρίβειας και
του σφάλματος στο δίκτυο χρονικής κατάτμησης, συγκρίνουμε το δίκτυο αναγ-
νώρισης χειρονομίας με άλλες αρχιτεκτονικές και αναλύουμε κάpiοιες piληροφορίες
για την υλοpiοίησή μας στο "Keras". Στην ενότητα 7.3 piαρουσιάζουμε τον Πίνακα
Σύγχυσης για τις piροβλέψεις κλάσεων του δικτύου αναγνώρισης χειρονομίας.
7.1 Τεχνικές βελτίωσης σε ανεpiιθύμητα φαι-
νόμενα
΄Οταν ξεκινάμε την εκpiαίδευση ενός οpiοιουδήpiοτε ΝΔ αρχικοpiοιώντας τυχαία τα
βάρη του δικτύου είναι piροφανές ότι το δίκτυο δε θα εξάγει σωστά αpiοτελέσματα.
Κατά τη διαδικασία της εκpiαίδευσης το ΝΔ έχει ως αpiοτέλεσμα χαμηλή ακρίβεια
στην αρχή η οpiοία αυξάνεται με το χρόνο κλιμακωτά. Μόνο η ανοδική piορεία της
ακρίβειας εpiιβεβαιώνει ότι το μοντέλο μας αναγνωρίζει ορθά τις κατηγορίες των
δεδομένων. ΄Οσον αφορά τη συνάρτηση σφάλματος θα ήταν ιδανικό να διατηρεί
καθοδική piορεία μέχρι το τέλος της εκpiαίδευσης όpiου στο τέλος θα συγκλίνει
σε μια σταθερή τιμή. Η βελτίωση του δικτύου εpiιτυγχάνεται όταν piροσαρμό-
ζουμε τα βάρη με βάση τη διαφορά της piροβλεpiόμενης και της piραγματικής τιμής.
Οι piαράμετροι και οι τιμές τους αντίστοιχα είναι piολύ σημαντικές για να έχουμε
σταθερή άνοδο στην ακρίβεια και κάθοδο στη συνάρτηση σφάλματος. Προκύpi-
τουν αρκετά piροβλήματα τα οpiοία piροέρχονται αpiό το συνδυασμό του είδους των
εpiιpiέδων, των υpiερ-piαραμέτρων και της αρχιτεκτονικής.
Στη βασική αρχιτεκτονική C3D piου αναλύσαμε στο Κεφάλαιο 3 piροσθέσαμε
μερικά ακόμη εpiίpiεδα κανονικοpiοίησης piαρτίδας (batch normalization). Παρου-
σιάστηκε για piρώτη φορά στο άρθρο [19], το Φεβρουάριο του 2015 και αναφέρεται
στην αντιμετώpiιση του φαινομένου αλλαγής στην κατανομή εισόδου κάθε εpiιpiέδου
ενός ΝΔ κατά τη διάρκεια της εκpiαίδευσης. Το φαινόμενο αυτό ονομάζεται "In-
ternal Covariate Shift". Η είσοδος σε κάθε εpiίpiεδο εpiηρεάζεται αpiό τις αλλαγές
στις piαραμέτρους των piροηγούμενων εpiιpiέδων το οpiοίο αpiαιτεί μικρότερο ρυθμό
εκμάθησης εpiιβραδύνοντας έτσι την εκpiαίδευση. Ακόμα και σε μικρές αλλαγές
στο δίκτυο εpiηρεάζεται η κατανομή εισόδου σε εσωτερικά στρώματα και αυτό εί-
ναι ένα μεγάλο piρόβλημα στα βαθιά ΝΔ. Το piρόβλημα αυτό αντιμετωpiίζεται με
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την τεχνική κανονικοpiοίησης piαρτίδας η οpiοία βελτιώνει την ταχύτητα, την αpiό-
δοση και κυρίως τη σταθερότητα των ΝΔ. Ακόμη μειώνει την ανάγκη για χρήση
των εpiιpiέδων piεριορισμού ενεργοpiοίησης (dropout layers).
Ο ρυθμός εκμάθησης (learning rate) αpiοτελεί την piαράμετρο piου ελέγχει
το piόσο μεγάλο βήμα θα κάνουμε σε κάθε εpiανάληψη για να piροσαρμοστούν τα
βάρη του δικτύου σε σχέση με την κλίση του σφάλματος. ΄Οσο piιο μικρή τιμή έχει,
τόσο piιο αργά κινείται κατά μήκος της κλίσης με καθοδική piορεία. Αυτό θα ηταν
μια καλή ιδέα (να χρησιμοpiοιήσουμε ενα χαμηλό ρυθμό εκμάθησης για να διασ-
φαλίσουμε οτι δε θα χάσουμε κανένα τοpiικό ελάχιστο στη συνάρτηση σφάλματος
την οpiοία αναλύσαμε στην ενότητα 3.4), θα μpiορούσε εpiίσης να σημαίνει ότι θα
piάρει piολύ χρόνο για να συγκλίνει. Με τη χρήση της τεχνικής κανονικοpiοίησης
piαρτίδας έχουμε τη δυνατότητα να χρησιμοpiοιούμε μεγάλο ρυθμό εκμάθησης.
Το άρθρο [5] χρησιμοpiοιεί μια συνάρτηση μείωσης του ρυθμού εκμάθησης η
οpiοία κατά τη διάρκεια της εκpiαίδευσης μειώνεται κλιμακωτά ανάλογα με τον
κύκλο. Παρόλα αυτά στο ΝΔ χρονικής κατάτμησης εφαρμόζοντας μια τέτοια
συνάρτηση κατέληγε στα ίδια αpiοτελέσματα σε σχέση με μια σταθερή τιμή ρυ-
θμού εκμάθησης στο διpiλάσιο χρόνο. Για αυτό το λόγο στο δίκτυο χρονικής
κατάτμησης (του οpiοίου η δομή piαρουσιάζεται στον Πίνακα 3.1) θα χρησιμοpiοιή-
σουμε τη σταθερή τιμή 0.001 για το ρυθμό εκμάθησης ενω στο δίκτυο αναγνώρισης
χειρονομίας piου αναλύσαμε στην ενότητα 5.2 θα χρησιμοpiοιήσουμε τη συνάρτηση
αυτή.
Μια άλλη σημαντική piαράμετρος είναι το μέγεθος piαρτίδας (batch size). Ορίζε-
ται ως αριθμός των ακολουθιών του βίντεο piου εισάγουμε στο δίκτυo σε κάθε
εpiανάληψη με σκοpiό να ανανέωσουμε τα βάρη του. Είναι piροφανές οτι όσο
μεγαλύτερη τιμή έχει το μέγεθος της piαρτίδας τόσο piερισσότερη μνήμη αpiαιτεί-
ται κατά τη διάρκεια της εκpiαίδευσης σε μια εpiανάληψη. Συνεpiώς εpiειδή κάθε
ακολουθία έχει διαφορετικό αριθμό εικόνων και δεν τις ομαλοpiοιούμε θα piρέpiει
να λάβουμε υpiόψιν το μέγεθος της μνήμης piου καταναλώνουμε. Αυτό το εpiιτυγχά-
νουμε με το να θέσουμε την τιμή του μεγέθους piαρτίδας ίσο με ένα. ΄Ετσι δεν
piεριοριζόμαστε και εpiιβεβαιώνουμε οτι με την εφαρμογή του αλγόριθμου 1 (piου
αναφέραμε piαραpiάνω για την piροεpiεξεργασία δεδομένων) δεν ξεpiερνάμε τα όρια
της διαθέσιμης μνήμης ανεξαρτήτως piόσο μεγάλη είναι η ακολουθία piου εισάγουμε
ακόμη και με τις εpiιpiλέον εικόνες piου υpiολογίσαμε.
΄Ενα piολύ σημαντικό φαινόμενο αpiοτελεί η υpiερ-εκpiαίδευση (overfitting). Ορί-
ζεται ως το φαινόμενο κατά το οpiοίο ένα ΝΔ έχει εκpiαιδευτεί στα δεδομένα εκ-
piαίδευσης αλλά δε μpiορεί να piροβλέψει με εpiιτυχία άγνωστα δείγματα και οφείλεται
κυρίως στο γεγονός οτι οι piαράμετροι εκpiαίδευσης είναι piολλές και δημιουργούν
ενα αρκετά piερίpiλοκο μοντέλο. Στα ΝΔ piου έχουν piολλά εpiίpiεδα είναι ενα piολύ
συχνό φαινόμενο. Ακόμη υpiάρχει και το αντίθετο φαινόμενο piου ονομάζεται υpiο-
εκpiαίδευση (underfitting) και υpiοδηλώνει οτι το μοντέλο piου χρησιμοpiοιούμε
είναι piολύ αpiλό για να κατηγοριοpiοιήσει τα δεδομένα στις κλάσεις τους.
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Το φαινόμενο της υpiερ-εκpiαίδευσης μpiορεί να αντιμετωpiιστεί με piολλούς
τρόpiους, δύο αpiο αυτούς είναι η χρήση των εpiιpiέδων piεριορισμού ενεργοpiοίησης
και η piρόωρη διακοpiή (early stopping). Παραpiάνω αναφέραμε το λόγο για τον
οpiοίο δε χρησιμοpiοιούμε τα εpiίpiεδα piεριορισμού ενεργοpiοίησης. Η χρήση της
piρόωρης διακοpiής είναι αρκετή για την αpiοφυγή του φαινομένου στο μοντέλο μας.
Η λειτουργία αυτή μας δίνει τη δυνατότητα να εντοpiίσουμε αυτόματα το τέλος της
καθοδικής piορείας του σφάλματος στα δείγματα εpiαλήθευσης. Το τέλος αυτό
σηματοδοτεί την αρχή της υpiερ-εκpiαίδευσης.
Ενας άλλος τρόpiος για την αpiοφυγή υpiερ-εκpiαίδευσης είναι η ομαλοpiοίηση
L2 (regularization). Ο τρόpiος αυτός ορίζει piοινές στα βάρη piου τείνουν να
μεγαλώνουν και τα κρατάει μικρά ή μηδενικά. Μια άλλη ονομασία για την piοινή
του βάρους είναι η "αpiοσύνθεση βάρους" (weight decay) και όpiως υpiοδηλώνει
και η ονομασία είναι η τάση να αναγκάζουμε τα βάρη να τείνουν στο μηδέν.
Δύο ενέργεις της ομαλοpiοίησης L2 είναι οι εξής:
• Στη συνάρτηση κόστους piροστίθεται ο όρος (1/2)λw2 για κάθε βάρος.
• Εχει την τάση να οδηγεί τα βάρη σε μικρότερες τιμές.
7.2 Λεpiτομέρειες εκτέλεσης
7.2.1 Αpiοτελέσματα του δικτύου χρονικής κατάτμη-
σης
Ως είσοδο για το ΝΔ χρονικής κατάτμησης έχουμε το μέγεθος (None, 112, 112,
3) και κατά τη διάρκεια της εκpiαίδευσης εισάγεται αυτόματα μια εpiιpiλέον μεταβλ-
ητή η οpiοία είναι η τιμή piαρτίδας. Πρέpiει να ορίσουμε ως piρώτη τιμή τη None
(piου θεωρούμε ως χρονική διάσταση) ώστε να μpiορέσουμε κατά τη διάρκεια της
εκpiαίδευσης να της δώσουμε διαφορετικές τιμές L σε κάθε εpiανάληψη.
Το ΝΔ χρονικής κατάτμησης εκpiαιδεύεται μόνο με το σύνολο δεδομένων αpiό
την ιστοσελίδα του "ChaLearn" piου αναφέραμε στην ενότητα 6.2 διότι οι κλάσεις
είναι μόνο δύο και τα αpiοτελέσματα ήταν αρκετά ικανοpiοιητικά. Η έξοδος του δικ-
τύου χρονικής κατάτμησης εξάγει τις piιθανότητες κάθε εικόνας ερευνώντας κατά
piόσο κάθε μια αpiό αυτές αpiεικονίζουν μια κίνηση. ΄Οpiως piαρατηρούμε και αpiο τα
σχήματα 7.1, 7.2 το μοντέλο μας για το ΝΔ χρονικής κατάτμησης ολοκλήρωσε
52 κύκλους εκpiαίδευσης μέχρι να το σταματήσει η λειτουργία της βιβλιοθήκης
"Keras" μέσω της piρόωρης διακοpiής. Η piορεία της ακρίβειας και του σφάλμα-
τος στα δείγματα εκpiαίδευσης (train στο σχήμα με τη μpiλε γραμμή) είναι σταθερά
ανοδική και καθοδική αντίστοιχα. Η ακρίβεια και το σφάλμα των δειγμάτων εpiαλή-
θευσης δεν είναι τόσο ομαλή στους piρώτους κύκλους εκpiαίδευσης σε αντίθεση με
τους τελευταίους piου συγκλίνουν σε ικανοpiοιητικές τιμές.
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Σχήμα 7.1: Σχηματική αpiεικόνιση της ακρίβειας του μοντέλου
(model accuracy) κατά τη διάρκεια των κύκλων εκpiαίδευσης
(epochs)
Σχήμα 7.2: Σχηματική αpiεικόνιση του σφάλματος του μοντέλου
(model loss) κατά τη διάρκεια των κύκλων εκpiαίδευσης (epochs)
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Η σύγκριση των αpiοτελεσμάτων με την αρχιτεκτoνική "ResNet" αpiο το άρθρο
[5] piαρουσιάζονται στον Πίνακα 7.1. Για να συγκρίνουμε το μοντέλο μας με άλλες
μεθόδους θα piρέpiει να χρησιμοpiοιήσουμε την ίδια μεθοδο εpiεξεργασίας των βίντεο
και για αυτό εκpiαιδεύσαμε με τη μέθοδο αυτή την αρχιτεκτονική του "ResNet"
του άρθρου piου αναφέραμε και χρειάστηκε 30 κύκλους εκpiαίδευσης μέχρι να τη
σταματήσει η piρόωρη διακοpiή.







7.2.2 Αpiοτελέσματα του δικτύου αναγνώρισης κίνησης
Στο δίκτυο αναγνώρισης χειρονομίας η είσοδος αpiό τα βίντεο piεριορίζεται στις
32 εικόνες (εpiειδή εφαρμόζουμε τη στρατηγική "jitter") και έχουμε ένα σταθερό
κανονικοpiοιημένο μέγεθος ως είσοδο piου είναι το (32, 112, 112, 3) με τιμή piαρτί-
δας ίση με 4. Αρχικά εκpiαιδεύουμε το δίκτυο αναγνώρισης χειρονομίας με το
σύνολο δεδομένων "Jester" piου είναι διαθέσιμο στην ιστοσελίδα [33] με ρυθμό
εκμάθησης piου μειώνεται κλιμακωτά αpiό 0.001 μέχρι 0.00001 κατά τη διάρκεια
των κύκλων εκpiαίδευσης. Στην συνέχεια κάνουμε "Fine-tuning" με τα βάρη piου
είχαμε στην έξοδο χρησιμοpiοιώντας τα ως αρχικοpiοίηση στο δίκτυο για να το
εκpiαιδεύσουμε με το σύνολο δεδομένων "Isolated Gesture Recognition (ICPR
’16)" αpiο την ιστοσελίδα [41] και να μpiορέσουμε να συγκρίνουμε με άλλες αρ-
χιτεκτονικές. Στην αρχή όταν εκpiαιδεύσαμε το ΝΔ αναγνώρισης χειρονομίας
μόνο με το σύνολο δεδομένων αpiό το "ChaLearn" piαρατηρήσαμε υpiο-εκpiαίδευση
γι’ αυτό και το εκpiαιδεύσαμε piρώτα στο σύνολο δεδομένων "Jester" και μετά με
το σύνολο δεδομένων αpiό το "ChaLearn".
Το μοντέλο αναγνώρισης χειρονομίας μpiορεί να συγκριθεί με οpiοιαδήpiοτε
αρχιτεκτονική διότι η μέθοδος piου εισάγουμε τα δεδομένα στην αναγνώριση μεμ-
ονωμένων χειρονομιών είναι ίδια αρκεί να αναφέρεται στο ίδιο σύνολο δεδομένων.
΄Οpiως αναφέραμε και piροηγουμένως η διpiλωματική αυτή εpiικεντρώνεται piερισ-
σότερο στη διατήρηση των χρονικών χαρτών χαρακτηριστικών (δηλαδή την εpiιτυχη-
μένη υλοpiοίηση του δικτύου χρονικής κατάτμησης) piαρά στο συνδυασμό των δι-
αφόρων μορφών σε σύνολα δεδομένων έτσι εpiιλέγουμε την μορφή μόνο έγχρωμων
βίντεο. Στον Πίνακα 7.2 piαρουσιάζουμε κάpiοιες αpiό τις κορυφαίες αρχιτεκτονικές
σε σύγκριση με το δικό μας μοντέλο το οpiοίο είναι το "C3D του Πίνακα 5.1 +
ConvLSTM αpiό Σχήμα 4.3 + MobileNet".
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Pyramidal C3D [38] 36.58
C3D [40] 37.30
Res3D [42] 45.07
C3D του Πίνακα 5.1 + ConvLSTM 50.88
αpiό Σχήμα 4.3 + MobileNet
3DCNN+BiConvLSTM+2DCNN [43] 51.31
Res3D+ConvLSTM+MobileNet [6] 52.01
Res3D+ConvLSTM Variant(a)+MobileNet [6] 55.98
7.2.3 Σχετικά με την βιβλιοθήκη "Keras"
Στη βιβλιοθήκη "Keras" υpiάρχουν δυο είδη κατασκευής μοντέλων: τα διαδοχικά
και τα λειτουργικά. Η διαδοχική (sequential) έκδοση δομής εpiιpiέδων μας εpiιτρέpiει
να δημιουργούμε μοντέλα των οpiοίων τα εpiίpiεδα εκτελούνται διαδοχικά και εφαρ-
μόζεται στις piερισσότερες αρχιτεκτονικές. ΄Εχει piεριορισμένες δυνατότητες καθώς
δεν εpiιτρέpiει τη δημιουργία μοντέλων piου μοιράζονται εpiίpiεδα ή έχουν piολλαpiλές
εισόδους-εξόδους. Αντιθέτως η λειτουργική (functional) έκδοση είναι piιο ευέ-
λικτη καθώς μας εpiιτρέpiει να δημιουργούμε μοντέλα των οpiοίων τα στρώματα δεν
εκτελούνται μόνο διαδοχικά (δηλαδή δεν εξαρτώνται αpiό το piροηγούμενο και το
εpiόμενο εpiίpiεδο). Για την ακρίβεια μpiορούμε να συνδέσουμε όσα εpiίpiεδα εpiιθυ-
μούμε και σε οpiοιαδήpiοτε σειρά. Ως αpiοτέλεσμα, είναι δυνατή η δημιουργία piολύ-
piλοκων δικτύων όpiως το δίκτυο "υpiολειμματικής μάθησης" (residual learning).
Το δικό μας μοντέλο μpiορεί να χρησιμοpiοιήσει και τις δύο εκδόσεις εpiειδή εκ-
τελεί σειριακά τα εpiίpiεδά του και δεν έχει διακλαδώσεις. Εμείς όμως piροτιμήσαμε
τη λειτουργική έκδοση για την ευελιξία piου piροσφέρει σε σύγκριση με τα άλλα
μοντέλα.
Στα μοντέλα μας χρησιμοpiοιήσαμε ένα αpiο τα εργαλεία piου piαρέχει η βιβ-
λιοθήκη βαθιάς μάθησης "Keras" η οpiοία είναι η piρόωρη διακοpiή με δείκτη υpi-
ομονής (patience) ίσο με δυο. Ο δείκτης αυτός καθορίζει για piόσους κύκλους
ακόμη θα συνεχίσει το μοντέλο την εκpiαίδευση με βάση μια piαράμετρο piου θέ-
τουμε. Χρησιμοpiοιήσαμε ως piαράμετρο το σφάλμα των δειγμάτων εpiαλήθευσης
η οpiοία συγκρίνει την τιμή piου εξάγεται στον τελευταίο κύκλο με piροηγούμενες
τιμές του και φροντίζει το μοντέλο να έχει καθοδική piορεία στις τιμές του σφάλ-
ματος αυτού. Για δείκτη ίσο με δύο καθορίζουμε 2 κύκλους εκpiαίδευσης χωρίς
βελτίωση (μείωση του σφάλματος δειγμάτων) και κατά συνέpiεια θα σταματήσει η
εκpiαίδευση.
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Οφείλουμε να αναφέρουμε κάpiοιες piληροφορίες σχετικά με τα αρχεία και την
έκδοση των βιβλιοθηκών piου χρησιμοpiοιούμε. Ενας αpiο τους συγγραφείς του
άρθρου [5] έχει ανεβάσει στην ιστοσελίδα [36] την υλοpiοίηση της ισορροpiημένης
τετραγωνικής συνάρτησης σφάλματος "hinge" piου αναφέραμε στην ενότητα 3.4.
Εpiειδή η αρχιτεκτονική του σχήματος 4.3 αpiοτελεί ενα κομμάτι του δικτύου αναγ-
νώρισης χειρονομίας (αντί για ενα αpiλό συνελικτικό LSTM) piρέpiει να χρησι-
μοpiοιήσουμε τη συνάρτηση "Gated" αpiο την ιστοσελίδα [35] piου έχει ανεβάσει ο
ίδιος συγγραφέας για το άρθρο piου αναφέραμε piροηγουμένως. Οδηγίες για την
αντικατάσταση των αρχικών αρχείων piου εκτελούν την εκpiαίδευση του μοντέλου
της βιβλιοθήκης "Keras" με αυτών piου αναφέραμε piεριέχει η κάθε ιστοσελίδα
αντίστοιχα.
Αφού αντικαταστήσουμε αυτά τα αρχεία τα οpiοία piροσθέτουν κάpiοιες ακόμη
λειτουργίες στα αρχικά (χωρίς να αλλάζει ο σκοpiός τους), piρέpiει να τρέχουμε το
piρόγραμμά μας και με τις κατάλληλες εκδόσεις οι οpiοίες είναι οι εξής:
• Keras version 2.0.0
• Python 2.7.15
• Tensorflow 1.2.0
7.3 Αpiεικόνιση των αpiοτελεσμάτων αναγνώρ-
ισης χειρονομίας
Αφού εκpiαιδεύσουμε το ΝΔ αναγνώρισης χειρονομίας εξάγουμε τα αpiοτελέσματα
σε μορφή αρχείου έχοντας συμpiληρώσει τα νέα όρια ακολουθιών. Η piαρουσίαση
των αpiοτελεσμάτων σε αυτή την ενότητα γίνεται με τα αρχικά όρια ακολουθιών.
Συγκρίνουμε λοιpiόν τα δεδομένα αληθείας με αυτά piου εξήγαγε το ΝΔ αναγνώρ-
ισης χειρονομίας μέσω του Πίνακα Σύγχυσης Δεδομένων (Confusion Matrix) και
στη δική μας piερίpiτωση piίνακα σύγχυσης κλάσεων. Ο piίνακας αυτός αpiοτελεί
το δείκτη αpiόδοσης για το piρόβλημα της ταξινόμησης μηχανικής μάθησης δυο ή
piερισσότερων κατηγοριών.
Οι συντομογραφίες του piίνακα είναι αpiο το λεξιλόγιο του συνόλου δεδομένων
μας piου piαρουσιάζονται στον Πίνακα 6.1. Παρατηρούμε οτι οι κλάσεις "Είσαι
έξυpiνος" (FU) και "Πεινάω" (FM) είναι δύσκολο να αναγνωριστούν αpiο το δίκτυο
αναγνώρισης χειρονομίας και συμpiίpiτουν με αρκετές αpiο τις άλλες κλάσεις.
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8.1 Περίληψη της Διpiλωματικής
Στη διpiλωματική αυτή υλοpiοιήσαμε δυο ΝΔ με σκοpiό την αναγνώριση κίνησης
και χειρονομίας αpiο ανεpiεξέργαστα βίντεο. Προσpiαθήσαμε μέσω της ανάλυσης
των όρων, των ανεpiιθύμητων φαινομένων αλλα και piαραδειγμάτων να εξήγησουμε
την υλοpiοίηση των αλγορίθμων, μεθόδων και λειτουργιών των μοντέλων οσο ανα-
λυτικότερα μpiορούμε. Η έρευνα αυτής της μελέτης ήταν μεγάλη piρόκληση και οι
piαράμετροι βελτίωσής της piολλοί. Η εκpiαίδευση του δικτύου αναγνώρισης κίνησης
χρειάστηκε piολλές ώρες για να ολοκληρωθεί piαρόλο piου χρησιμοpiοιήσαμε μόνο
ένα σύνολο δεδομένων. Το δίκτυο αναγνώρισης χειρονομίας χρειάστηκε ακόμη
piερισσότερο χρόνο για να εκpiαιδευτεί αφού χρησιμοpiοιήσαμε piρώτα το σύνολο
δεδομένων "Jester" και μετά το σύνολο αpiο το "ChaLearn". Συνεpiώς οι δοκιμές
piου εφαρμόζαμε κάθε φορά αpiαιτούσαν μέρες για να ολοκληρωθούν οι αpiαραίτητοι
κύκλοι εκpiαίδευσης ώστε να μpiορέσουμε να κρίνουμε αν οι αλλαγές ήταν εpiιτυχείς
ή όχι.
Ο αρχικός σκοpiός μας ήταν η αναγνώριση κίνησης και χειρονομιών μέσα
αpiο την εκpiαίδευση ακολουθιών piολλών μορφών piου μας piαρέχει το σύνολο δε-
δομένων μας. Στην piορεία όμως εpiικεντρωθήκαμε στην αpiόδοση του ΝΔ αναγ-
νώρισης κίνησης σχετικά με τη διατήρηση των χρονικών χαρτών χαρακτηριστικών.
Για τη διαμόρφωση του δικτύου αναγνώρισης κίνησης ακολουθήσαμε αρχικά το
άρθρο [16] το οpiοίο κατά την εκpiαίδευσή του δε μας έδινε ικανοpiοιητικά αpiοτελέσ-
ματα για το σύνολο δεδομένων piου εpiιλέξαμε. ΄Ετσι αpiοφασίσαμε μέσω του άρ-
θρου [5] να εφαρμόσουμε τις piαρατηρήσεις και τις αλλαγές piου piροτείνει για τη
βελτίωση της αpiόδοσης διαφόρων μοντέλων. Αναφερθήκαμε σε όλα αυτά τα άρθρα
piου συμβουλευτήκαμε για τη δημιουργία του δικτύου χρονικής κατάτμησης ειδικά
στην ενότητα 3.3. Εκτός αpiο την piαρουσίαση των αpiοτελεσμάτων ακρίβειας και
σφάλματος αναpiτύξαμε και τον αλγόριθμο για τον υpiολογισμό του μέσου όρου
του δείκτη "Jaccard" για να piαρουσιάσουμε την αpiόδοσή του στις ορθώς κατη-
γοριοpiοιημένες ακολουθίες και στα όρια piου piροβλέψαμε.
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8.2 Μελλοντικό σχέδιο εργασίας
Η διpiλωματική αυτή αpiοτελεί μια βάση για αναγνώριση αpiο ζωντανή μετάδοση
κάμερας εαν αλλάξει ο τρόpiος piροεpiεξεργασίας των δεδομένων εκpiαίδευσης, εpiαλή-
θευσης και δοκιμής σε συνδυασμό με κάpiοιες ακόμη piροϋpiοθέσεις. Το "Tensor-
flow.js" αpiοτελεί τη βιβλιοθήκη για την ανάpiτυξη και την κατάρτιση μοντέλων
τεχνητής νοημοσύνης σε γλώσσα "JavaScript" και την ανάpiτυξη του μοντέλου
για να αναγνωρίζει κινήσεις μέσω των piρoγραμμάτων piεριήγησης. Αυτό piροϋpiο-
θέτει piολύ βαθύτερη μελέτη στο μοντέλο piου αναpiτύξαμε έτσι ώστε να μειώσουμε
τις piαραμέτρους piου το εpiιβαρύνουν οι οpiοίες δεν είναι αpiαραίτητες και να βελτιώ-
σουμε το χρόνο αpiόκρισής του. Ακόμη ο συνδυασμός και ο τύpiος των εpiιpiέδων
συμβάλλουν αρκετά στη βελτίωση της ακρίβειας και του σφάλματος.
΄Ενας ακόμη στόχος θα ήταν να αξιοpiοιήσουμε όλες τις μορφές piου μας δίνει
το σύνολο δεδομένων μας ή να χρησιμοpiοιήσουμε το συνδυασμό του ήχου και
των έγχρωμων βίντεο piου αpiοτελούν την piιο διαδεδομένη μορφή δεδομένων σε
αντίθεση με τα δεδομένα βάθους piου χρειάζονται την κατάλληλη συσκευή.
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