influences the time needed to converge to a global equilibrium in a framework such as DSTAP. In The remainder of this paper describes methods to parallelize TAP and evaluates the perfor-31 mance of partitioning algorithms when applied to decomposition methods for solving TAP. Section 32 2 reviews current methods for solving TAP and partitioning networks. Section 3 presents the al-bush-based. Link based methods work in the space of link flows and require less operational 1 memory than path-based methods, but are much slower to converge (13, 14) . Bush-based method 2 exploit the acyclic nature of paths that are used by origins at the equilibrium (2, 3, 15, 16) . Recent 3 work also includes -optimal improved methods for solving TAP on large problems (17). Although 4 the recent advancements have improved the state-of-the-art for solving TAP fast and efficiently, 5 there is still a need for faster methods. These are several instances which require TAP to be solved 6 on large scale networks or solved repeatedly. These include running large-scale statewide models 7 for evaluating multiple projects, solving TAP multiple times for network design problems with 8 equilibrium constraints (4, 18) , to name a few.
9
To address the computational demands of large scale or iterative traffic assignment prob-10 lems, methods that aim to parallelize TAP have been developed. Bar-Gera (6) describes a paral- 
18
The literature on network partitioning algorithms is extensive. These algorithms can be 
METIS algorithm proposed in (22).

31
Spectral partitioning is an alternative approach for clustering and partitioning graph e.g.
32
(23, 24, 25, 26, 27 
9
The graph diagonal matrix D G is defined as a diagonal matrix with principal diagonal elements in 10 row i as the sum of elements in row i of 
17
DSTAP is an iterative aggregation-disaggregation algorithm consisting of two levels, a mas- procedure is repeated until convergence to a global equilibrium as shown in Figure 1 .
28
The computational performance of DSTAP at each iteration depends on the number of arti-29 ficial links. These links need to be updated at each iteration using equilibrium sensitivity analysis reduce subnetwork artificial links the flow traversing multiple subnetworks needs to be minimized.
36
The computational performance at each iteration is also influenced by the time needed to parallel is dominated by the subproblem that requires the greatest computational cost. Therefore, We test the performance of two algorithms that aim to partition the network such that the compu-24 tational time for a decomposition approach to solve traffic assignment is minimized. 
Domain decomposition algorithm
26
The first heuristic algorithm used is the shortest domain decomposition algorithm (SDDA) pro- sure. We use the number of links on a breadth-first search tree between two nodes as the distance 1 measure between the nodes instead of the P-LCA algorithm with unit costs proposed by Johnson
Algorithm 1 Shortest domain decomposition algorithm (12)
Step 1: Initialization Let n s be the number of subnetworks/partitions to be generated Set R n s := MAX Step 2: Determining first source node Set the rank of each node as the sum of the number of incoming and outgoing links Choose the node with lowest rank s 1 as the first source node
Step 3: Updating the rank and determining other source nodes for i in 2 : n s do Perform breadth-first search from every source node, s j ∀1 ≤ j < i Determine the rank of node n as a (i − 1)-dimensional vector whose elements are the distance of node n from source nodes s j where 1 ≤ j < i
Choose the node which has the highest total rank (sum of all elements in the rank vector) Resolve ties in favor of nodes which have minimum value of the sum of pair-wise difference between each element of the rank vector Assign the chosen node as the i-th source node s i
Step 4: Populate subdomain associated with each source node For each node, assign it to the source node to which it has the minimum distance
Step 5: Identify system boundary nodes and allocate the subnetworks for (i, j) ∈ A do if i and j are assigned to different source nodes then Add i and j to the set of boundary nodes. Stop
Spectral partitioning 6
Spectral graph theory is used to study graph properties using the Laplacian matrix of the graph.
The eigenvector for the corresponding eigenvalue can be found using equation (4).
The Laplacian matrix L G is also positive definite and thus the eigenvalues are non-negative. The 
After calculating the second smallest eigenvalue and associated eigenvector of the normalized 
12
Algorithm 2 Flow Weighted Spectral Partitioning
Step 1: Pre-process the network to remove links with zero flow if removing zero flow links creates multiple components with positive flow then partition each component separately
Step 2: Calculate the flow weighted graph Laplacian
Step 3: Normalize the graph Laplacian using equation (6) Step 4: Get the eigenvector to be used for partitioning
Step 5: Order the nodes of the graph based on the eigenvector
Step 6: Partition the network by dividing the ordered node list based on the sign of the corresponding eigenvector elements
Decide if the obtained partitions should be divided further if further partitioning is needed then repeat the algorithm for each subnetwork
DEMONSTRATIONS
13
We compare the performance of algorithms on a hypothetical network consisting of two copies section on the DSTAP convergence rate. We note that computation time needed for partitioning is 18 insignificant for both SDDA and flow weighted spectral partitioning (less than 1 second on a 3.3
19
GHz machine with 8 GB RAM), and is thus not included in the analysis.
20
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Computation Time per DSTAP iteration 1
As mentioned in the section on the decomposition approach for static traffic assignment, the com- The number of regional artificial links created is determined by the number of boundary 6 nodes in the subnetworks. Therefore, we compare the number of boundary nodes generated by 7 each algorithm. Note that the primary objective of the SDDA algorithm is to reduced the number 8 of boundary nodes between the subnetworks. The computation time required to solve the subproblems in parallel could be reduced by that are balanced by number of nodes as a secondary objective.
15 Table 1 shows the results for number of subnetwork boundary nodes generated by the al- minimizes the boundary nodes. This implies that the number of regional artificial links generated
22
by an SDDA partition will be lower. In terms of creating balanced subproblems, the flow weighted spectral partitioning method We also measure the rate at which the DSTAP algorithm converges towards a global equilibrium 7
23
given the subnetworks generated from a specific partitioning procedure. We test this convergence 8 rate using a hypothetical network with two copies of Sioux Falls. The network was created by 9 replicating the Sioux Falls network and adding artificial demand between the two copies as shown 10 in Figure 3 . The artificial demand was kept low at 1.5% of the total demand within each network. 
17
In the DSTAP section, we showed that faster convergence could be achieved if the inter-18 flow between subnetworks is minimized. The results in Table 1 and in Figure 3 indicate that the mizing inter-flow. The only exception is for the Chicago sketch network. However, the partition 1 generated by SDDA for the Chicago sketch network was heavily imbalanced with one partition 2 containing 90% of the flow. We expect the spectral partitioning method to avoid such cuts due to 3 the flow balancing requirement. erative clustering algorithm generates subnetworks that have a low number of boundary nodes.
13
However, the subnetworks generated from this method may be heavily imbalanced as shown for 
