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CHAPTER 1 
 
 
 
 
INTRODUCTION 
 
 
 
 
1.1 Introduction 
 
 
Classification can be defined as deciding the category or grouping to which 
an input value belongs (Ishbushi et al., 1999).  Classification is defining a set of 
groups by their characteristics, then each case is analyzed and put it into the group it 
belongs. Classification can be used to understand the existing data and to predict how 
new instances will behave.  The goal of data classification is to organize and 
categorize data in distinct classes. A model is first created based on the data 
distribution. The model is then used to classify new data.  Given the model, a class 
can be predicted for new data.  
 
 
The Neural Network (NN) must be trained to classify certain data patterns to 
certain outputs.  The Backpropagation (BP) algorithm is a supervised learning 
method for multi-layered feedforward NN. It is commonly used for learning 
algorithm for training NN (Okine, 1999).  
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The BP algorithm involves backward error correction of the network weights.  
Training is usually done by weights updating iteratively using a mean-square error 
function.  Traditionally, the standard BP algorithm utilizes two terms parameters 
called Learning Rate (α) and momentum factor (β) for weight adjustment.  
 
 
 
 
1.2 Problem Background 
 
 
BP algorithm is a widely used learning algorithm in NN.  Despite the general 
success of the BP algorithm, there are several drawbacks and limitations that still 
exist (Zweiri et al., 2003).  Limitations of standard BP: 
1 The existence of temporary, local minima resulting from the 
saturation behaviour of the activation function. 
2 The slow rates of convergence.  Convergence rate is relatively slow 
for network with more than one hidden layer. 
3 Some of the modification of BP algorithm requires complex and 
costly calculations at each iteration, which offset their faster rates of 
convergence. 
 
 
Several approaches had been proposed by researchers to overcome these 
problems.  Wang et al. (2003) had proposed an improved BP to avoid local minima 
where each training pattern has its own activation functions of neurons in the hidden 
layer.  The activation functions are adjusted by the adaptation of gain parameters 
during the learning process.  However, this approach did not produce good results on 
large problems and practical applications.  Yu and Liu (2002), proposed an adaptive 
learning rate and momentum coefficient for faster convergence.  The acceleration 
technique proposed was Backpropagation with Adaptive Learning rate and 
Momentum factor (BPALM).  The learning rate and momentum are adjusted at each 
iteration.   
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 Kim et al. (2004) has used Genetic Algorithm (GA) to determine learning 
rate and momentum parameter.  Although GA is proven to give better performance 
than the standard BP which uses trial and error method to obtain the learning rate and 
momentum, but is changes the structure of the BP computation.  Jia and Yang (1993) 
proposed an improved algorithm with stochastic attenuation momentum factor.  
Compared with the standard BP algorithm, the algorithm claims to effectively cancel 
the negative effect on momentum of network.  However, the computation of this 
proposed approach is complex since it uses the correlation matrix in defining the 
momentum.  Roy (1994) proposed a new method to compute dynamically the 
optimal learning rate.  By using this method, a range of good static learning rates 
could be found.  Although this method could improve the performance of standard 
BP, the algorithm is computationally complex and might take longer to train than 
standard BP.  Yu and Chen (1996) proposed a BP algorithm using dynamically 
optimal learning rate and momentum factor.  This approach claims to have 
remarkable savings in running time.  However, this approach also its disadvantages 
of having complex computation and storage burden for estimating the optimal 
learning rate and momentum factor at most triple that of the standard BP. 
 
 
Although many approaches had been taken by many researchers to improve 
the performance of standard BP, the alterations done in the BP algorithm sometimes 
require complex calculations at each iteration, which offset their faster rate of 
convergence.  Another disadvantage of most acceleration techniques used is that they 
must be tuned to fit the particular application.  The summary of comparisons 
between five approaches that had been implemented in improving BP performance is 
shown in Table 1.1.   
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Table 1.1 : List of few approaches in improving BP performance 
Researcher Approach 
Roy (1994) Dynamically compute optimal 
learning rate 
Ng et al. (1996) Generalized BP.  Change the 
derivative of the activation 
function to magnify backward 
propagated error signal 
Yu and Chen (1996) BP learning using dynamically 
optimal learning rate and also 
momentum factor  
 
Yu and Liu (2002) Acceleration technique, BPALM 
by employing adaptive learning 
rate and momentum factor.  Both 
terms are adjusted at each 
iteration 
Wang et al. (2003) Each training pattern has its own 
activation functions of neurons 
in hidden layer 
 
 
The standard BP algorithm usually uses two parameters which are Learning 
Rate (α) and Momentum Factor, (β) for controlling the weight adjustment of the 
ANN.  Zweiri et al. (2003) proposes an additional term, proportional factor (γ) for 
BP learning.  In this study, a new term γ of Zweiri et al, (2003) will be implemented 
in addition of the existing terms ά and β. to calculate the change of weight for BP 
learning enhancement 
 
 
This study attempts to evaluate the efficiency of implementing the 
proportional factor, γ as the third term for BP algorithm and to do a comparative 
study between the Three-Term BP and standard BP.  The integration of the γ as a 
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third term is done with the hope of improving and speeding the BP learning without 
having to change the BP structure into a more complex structure.  It maintains the 
computation complexity of standard BP as it is, since γ is added in the formulation of 
network’s weight adaptation.   
 
 
 
 
1.3 Problem Statement 
 
 
Although the standard BP provides a solution to the problem of learning in 
multilayer networks, it also has its own weaknesses and limitations.  The BP learning 
can be improved by selection of better activation function and optimal learning 
parameters which are learning rate and momentum values (Ng et al., 1996).  This 
study will focus on learning parameters by adding a third term which is the 
proportional factor, γ.  The γ factor will be implemented in the network weight 
adjustment to test its efficiency. 
 
 
Therefore, the hypothesis of this study can be stated as: 
 
How efficient is the Proportional Factor,γ in Three-Term BP compared to 
Standard BP in terms of the convergence speed and classification accuracy? 
 
 
 
 
1.4 Project Aim 
 
 
The aim of the project is to investigate the efficiency of Three-Term BP 
proposed by Zweiri et al. (2003) by introducing the γ term.  A comparison between 
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Three-Term and Standard BP is carried out.  These algorithms will be used to solve 
classification problem using universal data which are Balloon, Iris and Cancer 
dataset.  Various values of α, β and γ will be experimented to search for better 
parameters tuning for Three-Term BP. 
 
 
 
 
1.5 Project Objectives 
 
 
The objectives of the study are defined as follows: 
1. To investigate the efficiency of Proportional Factor, γ of Three-Term BP 
in classification problem. 
2. To compare the performance between standard BP and Three-Term BP. 
 
 
 
 
1.6 Project Scopes 
 
 
The project scopes are defined as follows: 
 
1. Balloon, Iris and Cancer dataset will be used as the training and testing 
data set which represent small, medium and large scale data. 
2. Implement the standard BP and Three-Term BP using Microsoft Visual 
C++ 6.0. 
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1.7  Significance of Project 
 
 
 This project will investigate the performance of Three-Term BP proposed by 
Zweiri et al. (2003), by comparing it with Standard BP.  The evaluation will be 
carried out since there is no extensive comparison between Standard BP and Three-
Term BP has been done before and to see whether it can give better convergence rate 
for BP learning or not.  The results of this study can be used to verify the efficiency 
of Three-Term BP and will contribute in future works for BP improvement.  
 
 
 
 
1.8 Project Plan 
 
 
This project will be carried out in two semesters. The first part of the project 
is done in the first semester where the understandings of literature review and 
methodology that will be used are done.  Gathering information about the study is a 
crucial part of this part since thorough understanding is needed in order to really 
implement the proposed approach.  Most of the information is obtained from articles 
and journal that can be downloaded from the Institute of Electrical and Electronic 
Engineering (IEEE) website and ScienceDirect website.  The second part of the 
project is to implement the Three-Term BP and analyze the results with standard BP. 
 
 
 
 
1.9 Organization of the Report 
 
 
This report consists of four chapters which are the introduction, literature review, 
methodology and preliminary result.  The first chapter presents introduction to 
the study and why this study is being conducted.  It also gives the objectives and 
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scope of the study.  Chapter 2 provides reviews on ANN, standard and Three-
Term BP.  Chapter 3 discusses on the methodology used to carry out the study 
systematically.  It also contains the formulation of Three-Term BP.  While 
Chapter 4 discusses the experimental results of training and testing data using 
both standard and Three-Term BP.  Chapter 1 is the conclusion and suggestion 
for future works. 
