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1 Introduction
The functional behavior of shape memory alloys as used for, e.g., actuators and
switching devices, is related to the structural instability known as martensitic
transformation (MT). It is defined as a displacive, diffusionless first-order
solid to solid phase transformation from the high temperature austenite to
the low temperature martensite phase. Ferromagnetic shape memory alloys
(FSMA) are materials that combine the shape memory effect and ferromagnetic
behavior. The Heusler alloys Ni2MnGa and off stoichiometric Ni50Mn25+xZ25-x,
where Z=In, Sn, Sb, are important examples of FSMA due to their interesting
physical phenomena such as large magnetic field induced strain,[1] giant
magnetocaloric effects,[2] and giant magnetoresistance.[3]
For applications such as actuators, magnetic cooling and hybrid systems,
thin films are often advantageous or mandatory. It was shown that shape mem-
ory alloys in thin films can be used as microfluidic valves, micropumps and
microgrippers.[4] For magnetic cooling devices, thin films offer the advantage
of a high surface to volume ratio. This allows a fast heat transfer.
A general knowledge of the thin film influence on the MT is required for
all these applications. Theoretical and experimental studies have shown, that
the transformation behavior as well as the microstructure changes significantly
in thin films.[5, 6] In investigations on the transformation behavior, a broader
transition and a change in the transition temperatures has been found. The
broadening of the transition as well as a reduced transition temperature can be
caused by substrate constraints,[7] confinement of the nucleus and size scale
effects on the the mean free path of transformation dislocations.[6] An increase
in the transition temperature can be attributed to stress induced by the lattice
mismatch between substrate and thin film.[5]
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The details of the microstructure depend strongly on material properties
and external influences. In thin films the substrate as well as induced texture
play a major role. The degree and kind of texture has a large influence on the
allowed variants.[8] A rigid substrate leads to symmetry breaking effects in
the sense that not all orientations of the austenite-martensite interfaces allow
coarsening of nanotwinned martensite to macroscopic non modulated variants.
[9]
Systematic studies on the influence of the film thickness on the MT are
sparse in literature. Epitaxial Ni-Mn-Ga films have been investigated in the
thickness range of 150 nm to 500 nm with varying composition.[9] An increas-
ing influence of the substrate with decreasing thickness has been found due
to stress induced martensite at the interface. Polycrystalline Ni-Mn-Sn films
grown on Si have been investigated in the thickness range from 120 nm up to
2.5 µm by Vishnoi et al. [10] They found a suppression of the MT below 410 nm
and an increasing transition temperature with increasing film thickness. Most
other studies on the MT in thin films investigated a single film thickness in the
range of several 100 nm up to several µm. [5, 11, 12, 13, 14]
This work has theoretical as well as experimental aspects. At first, phase
field simulations are carried out for the well known model system NiAl in
thin films. This allows us to study the influence of a rigid substrate on the
martensitic transformation and the involved energy terms for different film
thicknesses. The second part of this thesis involves experimental studies of
Ni-Mn-Sn. This is a Heusler alloy with a very low lattice mismatch of 0.7%
with respect to MgO.[15] Thus, a low stress influence can be expected and this
system should be an ideal candidate to study the influence of confinement and
size scale effects. Two sample series with different composition in the thickness
range of 200 nm down to 10 nm are investigated using temperature dependent
X-ray diffraction, magnetization and resistivity measurements.
This thesis is organized as follows:
1. Theoretical Basics: The martensitic transformation is introduced. The
basics of martensitic structures, the involved energy terms and the origin
of the microstructure is explained. The influence of phase compatibility,
sample quality and the thin film geometry on the phase transition is
introduced.
2
2. Analytical and preparation tools: The tools used in this work are shortly
introduced. The emphasis lies on the specifications and limitations.
3. Phase field simulations: This chapter has two main sections. In the fist
section the phase field method and its implementation into the finite
element package COMSOL MULTIPHYSICS is introduced. The simulation
results on the influence of the film thickness on the martensitic transfor-
mation are given in the following.
4. Ni-Mn-Sn in thin films: This is the experimental chapter of this thesis. It
involves the following sections:
a) Introduction: A general introduction into Heusler compounds is
given. In the following the two sample series investigated in this
work are described and the relation to previous work in bulk sys-
tems is given.
b) Structure in the austenite phase: thin film quality. This section
involves the austenitic structure. This gives insight into the thin film
quality which has a large impact on the transformation behavior.
c) Martensitic structure: The martensitic structure is investigated using
temperature dependent X-ray diffraction measurements. The type
of martensitic structure also plays a major role for the transformation
characteristics.
d) Magnetism: The magnetism of the thin films is discussed and com-
pared to available bulk data.
e) Electric transport: Resistivity measurements are conducted. They
give insight into the transformation characteristics and the amount
of residual austenite. This corresponds to the suppression of the
transformation at the rigid substrate.
f) Analysis of the martensitic transformation: The details of the marten-
sitic transformation are analyzed using the resistivity measure-
ments.
g) Origins of the transformation behavior: The experimental avail-
able data is summarized. At last, the origins of the transformation
behavior is discussed.
3
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h) Magnetoresistance: The magnetoresistance combines resistivity,
magnetism and the martensitic transformation and thus gives a
overview about most prior discussion. It is also a well suited method
to study the influence of a magnetic field on the MT.
4
2 Fundamental Basics of Martensitic
Transformations
Abstract
In this chapter the theoretical basics important to understand all aspects
of this work are presented. Theoretical concepts that are import for single
chapters only are presented accordingly. In the first section, fundamental
properties of the martensitic transformation are introduced. The concept of
phase compatibility is introduced in the following section. In the last sec-
tion, the influences of defects and the thin film geometry on the martensitic
transformation are discussed. Note that not all details that are required for
understanding can be presented in this thesis. It is assumed that the reader
is accustomed to basic linear elasticity and continuum mechanics. A good
introduction about both topics can be found in e.g. [16]. Further reading
about martensitic transformations can be found in e.g. [8] and [17].
2.1 Introduction
The martensitic transformation is defined as a displacive, diffusionless first-
order solid to solid phase transition from the high temperature austenite to the
low temperature martensite phase. The first studies on martensitic transfor-
mations were undertaken by Adolf Martens on steels at the end of the 19th
century. The name “martensite” was used to describe the microstructure found
in quenched steels. The γ phase in steel above the critical eutectoid temperature
was described as austenite, named after Sir William Chandler Roberts-Austen.
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cubic - tetragonal tetragonal - orthorombic
cubic - orthorombic cubic - monoclinic
Figure 2.1: Typical examples of martensitic transformations.
Other than in steels, martensitic transformations occur in various other types
of materials such as nonferrous alloys, ceramics, minerals, polymers, etc.
There are many possible types of austenite to martensite phase transforma-
tions: e.g. cubic to tetragonal, tetragonal to orthorhombic, cubic to orthorhom-
bic and cubic to monoclinic as shown in Figure 2.1. The transformation from
austenite to martensite can be expressed by the Bain or transformation ma-
trix using the infinitesimal strain theory approximation.[8] The Bain matrix
for a typical example of an austenite to martensite transformation, cubic to
tetragonal, is shown in Figure 2.2. The transformation involves a change from
the cubic lattice constant a0 to the tetragonal lattice constants a and b. The
relationship between these is described by the Bain matrix. Thus, during the
transformation, one of the cubic axes is stretched (compressed), while the other
two are compressed (stretched). If a compression or a stretch applies depends
on the material. Three different orientations of the tetragonal structure in
relation to the cubic austenite are possible. In Figure 2.2 this is shown by b
pointing along the x, y or z axis. These three different orientations are referred
to as variants of martensite. Due to symmetry relations of the crystal lattice,
only a limited number of variants exists for each type of transformation. The
number of martensitic variants n is given by:[8]
n =
the number of rotations in PA
the number of rotations in PM (2.1)
6
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0 0 α

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α 0 00 α 0
0 0 β
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a b
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a
a
b
a
U 1
U2
U
3
Figure 2.2: One example of an austenite to martensite transformation, cubic
to tetragonal, is shown. U1, U2, U3 are the Bain matrices for the three possible
martensitic variants. The relation of the lattice constants of the cubic and
tetragonal phase is given by α = a/a0 and β = b/a0.
where PA and PM are the point groups of the austenite and of the martensite
structure, respectively. Two examples are n = 24/8 = 3 for cubic to tetragonal
and n = 24/4 = 6 for the cubic to orthorhombic transformation.
The martensitic phase transformation is virtually independent of time. The
growth rate is close to the speed of sound in a solid and thus the transformation
is very rapid.[17] However, the amount of transformation is characteristic of
temperature, if other variables such as grain size are constant. On cooling,
the forward transformation from austenite to martensite starts at the marten-
site start temperature (Ms) and finishes at the martensite finish temperature
(Mf). The martensitic transformation is reversible so that the initial atomic
configuration can be repeatedly obtained. The reversibility is associated with a
temperature hysteresis due to energy losses. The reverse transformation from
martensite to austenite begins at a temperature above Ms called austenite start
7
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Figure 2.3: The hys-
teresis of a marten-
sitic transformation. Temperature
M
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0
1
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(As) and completes at the austenite finish (Af) temperature. This temperature
dependence of the martensitic transformation is shown in Figure 2.3
Energetics of the martensitic phase transformation
The driving force ∆G of the martensitic transformation is the difference be-
tween the Gibbs energies of austenite GA and martensite GM:
∆G = GA − GM (2.2)
The Gibbs energy itself is given by:
G = U + pV − TS (2.3)
where U is the internal energy, p the pressure, V the volume, T the temperature
and S the entropy.
The Gibbs energy offers a simple explanation on why the austenite is stable
at high temperatures and low pressures[18]: Typically, the transformation from
the austenite to the martensite structure leads to an increased density. The
lower volume will lead to a lower value of U and pV at constant pressure. Due
to the compact nature of the martensite, the phonon frequencies will be slightly
higher than in the austenite. This leads to a lower entropy in the martensite
phase. At low temperatures, the Gibbs energy is dominated by the enthalpy
H = U + pV. Both values, U and V are lower in the martensite phase then in
the austenite. Thus the martensite is favored at low temperatures and high
pressures. On heating, TS becomes dominant. Due to the higher entropy in
the austenite, a transition from martensite to austenite occurs.
The Gibbs energy can be divided into two parts: the chemical Gibbs energy
Gc and the non-chemical Gibbs energy Gnc. The main contribution to GMnc is
8
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(b)
Figure 2.4: Energy diagram sketches of the Gibbs energy G. Ms/As and Mf/Af
mark the martensite/austenite start and finish temperatures. The arrows show
the transformation path. In (a) the energy diagram for the example of low
non-chemical energy Gnc is presented. GMc and GAc are the chemical energies of
the martensite and austenite, respectively. In (b) large undercooling is present
and non-chemical energy plays an important role. The dotted lines indicate the
jump between the first and the last fraction of martensite that is formed during
the forward transformation. The same applies for the reverse transformation
for the austenite fractions.
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elastic energy stored during the transformation. GAnc can be understood as
strained austenite due to an applied stress.
The details of the temperature dependence of the transformation in terms of
the Gibbs energy are discussed in the following: The response to a temperature
change during the MT depends on the contribution of the non-chemical energy.
Two examples, low Gnc and high Gnc contribution, are depicted in Figure 2.4.
In the first example, shown in Figure 2.4 (a), the non-chemical energy has
little influence on the transition. At high temperatures, the material is in the
austenite phase. With decreasing temperature the energy difference between
austenite and martensite reduces. At T0 the chemical Gibbs energy of both
phases is equal. Upon further cooling the material starts to transform at Ms
from the austenite to the martensite. The temperature difference between T0
and Ms corresponds to the activation energy required to initiate the transfor-
mation. This activation energy for nucleation consists of, e.g., interface energy
of the martensitic nucleus and strain energy due to the deformations.[19] The
temperature difference required to finish the transformation is called under-
cooling/overheating for the forward/reverse transformation. Upon heating,
the material is in the martensite phase up to As. At this temperature the en-
ergy difference is sufficient to initiate the reverse transformation. At Af the
transformation is finished.
In the second example, non-chemical energies have a large influence on
the transformation. The non-chemical energy GMnc of the martensite phase
depends on the degree of the transformation. For clarity, only the beginning
and the end of the transformation are discussed. GMnc is not present at the
beginning of the transformation and the complete GMnc is present at the end
of the transformation. In other word, the transformation occurs in small
fractions, where only the first and the last fraction is discussed. This is shown
in Figure 2.4 (b). At high temperatures the austenite is stable. Compared to
the first example, Ms is shifted to a higher temperature. This is caused by
the shift of GA to higher energies due to an applied stress which increases
GAnc. T′0 marks the temperature where the GMc and GAc +GAnc are equal. In the
beginning of the forward transformation GMnc is not present. Thus, similar as
in the first example, the transformation starts at Ms. Here, the first fraction
of martensite is formed. This martensite leads to non-chemical energy GMnc.
Upon further cooling the fraction of martensite and GMnc increase. Thus, each
additional fraction of martensite requires additional energy to overcome the
10
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Figure 2.5: Optical micrograph of a typical martensitic microstructure in Cu-
Al-Ni.[8] Each color corresponds to a variant.
non-chemical energy. The jump from the first fraction of martensite to the
last fraction of martensite that is formed is depicted as dotted line. At low
temperatures, the transformation is almost complete. The total Gibbs energies
are equal (GAnc +GAc =GMnc +GMc ) at the temperature T1. GMnc is the accumulated
non-chemical energy. T1 is called thermoelastic equilibrium. ∆Gc indicates the
additional chemical energy to reach the thermoelastic equilibrium. At Mf, the
last fraction of martensite is formed and the transformation is finished. The
temperature difference between T1 and Mf is due to the required energy to
overcome the energy barrier for this last fraction. Upon heating, the reverse
transformation starts at As. Here, the first fraction of austenite is formed.
With further increasing temperature, the austenite fraction increases and GMnc
reduces. At Af, the last fraction of austenite is formed.
Microstructure
The martensitic microstructure is the most characteristic observable feature of
the martensitic phase transformations (see Figure 2.5). The kind of complex
pattern formed by martensitic variants and their size scale depend on several
factors such as material, grain size, specimen size, internal and external stresses,
structural defects and the history of the sample.[8]
The origin of the microstructure can be understood in the following way[8]:
a martensitic material with e.g. two variants has a multi-well energy as shown
in Figure 2.6. Each variant corresponds to one of the energy wells. Consider
now this material subjected to a boundary condition, e.g. an interface to a
11
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Figure 2.6: The energy den-
sity φ vs. the transformation
gradient f in the one dimen-
sional example. Each energy
well corresponds to one variant. 0 1-1
φ
f
different material or austenite. Energetically, the material wants to be close
to one of the wells. If the boundary condition corresponds to one of the
energy wells, the material can easily accommodate one of the variants. Thus,
the lattice constants fit. However, if the boundary condition is unequal to
any single variant, but fits to the average value of the two variants, then the
material can satisfy this boundary condition only by creating a mixture of these
variants. E.g. one variant has a larger, the other a smaller lattice constant than
the boundary condition. If we average over the two, the lattice constant fits.
The total energy goes to zero, if this mixture of the two variants becomes very
fine, i.e. the number of regions of each variant approaches infinity. However,
there is also an interface energy between the variants, which increases with
finer structures. The mixture of variants cannot be arbitrary because of the
kinematic compatibility condition; it is given by the following equation:[8]
F−G = a⊗ nˆ (2.4)
where F and G are constant matrices, a is the shear direction, and n is the
normal of the interface plane. This condition is visualized in Figure 2.7. The
important feature is an invariant plane between the two areas described by
F and G. This is basically the condition for an unbroken body under shear
and the interface is called coherent. In a slightly different form, this kind of
equation is called twinning equation:[8]
Q1UI −Q2U2J = a⊗ nˆ (2.5)
where UJ, UI are some constant matrices and Q1, Q2 are some rotations.
Thus a combination of a multi-well energy, boundary conditions, kinematic
compatibility and interface energy leads to the microstructure observed in
martensitic materials.
12
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w = αa
(a) F = 1
F
(b) F = 1, G = 1+ a⊗ n
G
F
Figure 2.7: The kinematic compatibility condition. In (a) without lattice trans-
formation. (b) A lattice transformation has been applied to part of the structure.
The dashed line indicates the invariant plane.
The interface of the austenite to the martensite phase, also called habit
plane, is an important special case of the microstructures. It is schematically
shown in Figure 2.8 (a). In (b) the relevant matrices and vectors to the describe
the interface are shown. A, B describe the two variants. C is the matrix
of the austenite phase. λ describes the variant fraction required to fulfill
the kinematic boundary condition. n is the number of deformations. α/n
describes a transition range from the austenite to the twinned structure. mˆ
is the orientation of the austenite martensite interface. In Figure 2.9 a typical
austenite-martensite interface is shown.
13
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Austenite
Variant I
Variant J
mˆ
λ/n
1−λ
n
nˆB
B
B
A
A
A
A
C
α/n
mˆ
(a) (b)
Figure 2.8: A typical austenite-martensite interface is shown in (a). The se-
quence of deformations that describe this interface is shown in (b). A, B
describe the two variants. C is the matrix of the austenite phase. λ is the
variant fraction required to fulfill the kinematic boundary condition. n is the
number of deformations. α/n describes a transition range from the austenite to
the twinned structure. mˆ is the orientation of the austenite-martensite interface.
Adapted from [8].
Figure 2.9: The austenite-martensite interface in Cu-Al-Ni. Taken from [8].
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2.2 Phase Compatibility
The phase compatibility, also called geometric compatibility between marten-
site and austenite, is a measure for how well the martensite fits to the austenite.
In other words, if the phases are compatible, only one single variant of marten-
site is required to fulfill the boundary condition to the austenite. The phase
compatibility is given if λ2 = 1, where λ2 is the eigenvalue of the transfor-
mation stretch or Bain matrix U with λ1 ≤ λ2 ≤ λ3. For an example of a
transformation stretch matrix see section 2.1. If martensite and austenite are
not compatible, λ2 6= 1, a fine mixture of laminate twins is generated as shown
in Figure 2.8 and 2.9. This fine laminate mixture is approximately compatible
with the austenite, but it also involves elastic energy and interfacial energy be-
tween the variants. This energy barrier has to be overcome during the forward
and reverse transformation, thus giving rise to a transformation hysteresis. An
analytical form of the hysteresis width ∆H has been derived by Zhang et al.
[20]
∆H =
2λTe
q
√
2κµ(1− λ)ξ
lc
(2.6)
where µ the elastic modulus, λ a scalar determining the twin fraction and κ
the interfacial energy density of twins. ξ is a geometric factor measuring in
a rough way the effect of different twin systems on the elastic energy stored
in the austenite/martensite interface. lc is the typical length of the austen-
ite/martensite interface determined by the typical defect distance. Te is the
temperature where the austenite and martensite fractions are equal. q is the
transformation heat. λ is approximately given by:
λ(λ2) ≈ 12 −
1
2
√
1− 4|λ2 − 1||a2n2| (2.7)
where a2 and n2 are the second entries of the vectors a and n of the twinning
equation 2.5.
This influence has been experimentally verified by Cui et al. [21] and can be
explained in the framework of the geometric nonlinear theory of martensite.[22,
8]
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2.3 Martensitic Transformation in real crystals and thin films
Crystal Quality
The martensitic transformation in real crystals depends to a large degree on its
quality. It is determined by the number of defects which can be of point (0D),
line (1D) , planar (2D) or precipitate (3D) type. Generally, such defects affect
the martensitic nucleation and growth. The activation barrier for martensitic
nucleation is reduced by defects due to their local strain fields. This leads to
local variations of the transition temperature as e.g. determined by Malygin for
dislocations[23] and precipitates.[24] The nucleation of martensite especially
occurs at complex structural defects like interphase boundaries, free surfaces of
aggregations of point defects.[25] Grain boundaries itself hinder the nucleation,
however they are sources of dislocations which itself promote the martensitic
nucleation.[26]
While defects promote the nucleation, the growth process is hindered by it.
In a perfect crystal a nucleation center could transform the entire volume of the
crystal, if the bulk energy is larger than the surface energy. However, in a real
crystal the growth is stopped at defects and additional energy, corresponding
to a small temperature change, is required to overcome the obstacle. Malygin
[27] derived the following relation between the concentration of defects C and
the transformation range ∆τ:
∆τ =
3kBT2e
piqr3
C (2.8)
where r is the radius of obstacles, kB the Boltzmann constant, Te is the tem-
perature where the austenite and martensite fractions are equal and q is the
transformation heat. Thus, ∆τ is larger the higher the obstacle concentration
and the smaller the obstacle radius. The nucleus growth advances further via
motion of steps with height h and distance Λ along interfaces. Λ can thus be
understood as mean free path of transformation dislocations, which is influ-
enced by the alloy structure and the concentration of defects. The defects also
lead to hysteresis due to frictional effects and they also influence the length
scale of the martensite/austenite interface as discussed in section 2.2.
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Size scale effects due to grain size or film thickness
Size scale effects due to grain size or film thickness have influence on the tran-
sition range and temperature. One model proposed by Malygin[28, 6] is based
on smeared martensitic transitions, which takes into account thermodynamic
factors influencing the phase equilibrium and structural effects affecting the
kinetics of the transition. The structural effects can be understood as follows:
If the film thickness or grain size has the same size scale as the mean free path
of transformation dislocations Λ, the additional barriers will influence the
kinetics of the transformation. The phase equilibrium, i.e. the thermodynamics
of the transition, is influenced by the effective size of the martensitic nucleus ω.
It is assumed that the nucleus in absence of size effects is disc-shaped with a
diameter l, a height a << l and a volume ω0 = pial2/4. The effective size of
the nucleus ω is influenced by the grain size d and the film thickness h:
ω =
ω0
1+ (l/d)2 + l/h
(2.9)
Taking the thermodynamics and the kinetics of the martensitic transformation
into account, it is possible to derive relationships for Te and the transformation
range ∆τ. The relation for Te is given by:
Te = Te0
[
1+
kBTe0
qω
× ln
(
2k0
1− ka/3+Λ/d+Λ/h − 1
)]
(2.10)
where Te0 is the thick film limit of the equilibrium temperature, q the trans-
formation heat, k0 the relative density of drains (sources) for transformation
dislocations, ka is the annihilation coefficient for steps with different signs. The
width of the martensitic transformation is given by:
∆τ = ∆τ0
(
1+
(
l
d
)2
+
l
h
)
×
[
1+
kBTe0
qω
× ln
(
2k0
1− ka/3+Λ/d+Λ/h − 1
)]2 (2.11)
Here ∆τ0 is the transformation width in the thick film limit.
However, not only thermodynamic and kinetic effects as proposed by Ma-
lygin play a role. Additional energy terms due to grain/interphase boundaries
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and strain energies, as calculated by Meng et al. [19], can influence the grain
size dependence of the transition. With decreasing grain size, an increase in
the activation energy as well as a larger critical nucleus size has been found.
The impact of this effect depends on the strain energy as well as the interphase
energy of the material.
Rigid Substrate
Additionally to the limitation of the film thickness, a rigid substrate can in-
fluence the MT: It leads to a suppression of the MT due to the elastic energy
required to transform the substrate. This is investigated in detail using phase
field simulations (see chapter 4). The closer the MT to the substrate, the larger
the needed additional energy in form of undercooling. This can lead to signifi-
cant undercooling and nonlinearity of the transition.
2.4 Summary
The main characteristics of a martensitic transformation are summarized below:
• Dependence on time: The amount of transformation is virtually independent
of time. At a constant temperature, a fraction of the austenite transforms very
rapidly, after which there is no further change.
• Dependence on temperature: The transformation on cooling begins sponta-
neously at a fixed temperature called martensite start (Ms) and as the temperature
decreases more material transforms until the transformation is complete at a tem-
perature called martensite finish (Mf).
• Reversibility of the transformation: Martensitic reactions are very reversible in
the sense that an initial atomic configuration can be repeatedly obtained. The
reversibility is associated with a temperature hysteresis due to energy losses and
the reverse reaction begins at a temperature above Ms called austenite start (As)
and completes at the austenite finish (Af) temperature.
• Effect of applied stress: Applied stress stabilizes the martensite phase.
• Nucleation and growth: The nucleation is a heterogeneous process with nucle-
ation centers at defects and other stress concentrators.
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• Microstructure: A characteristic feature of the martensitic transformation is the
emergence of a microstructure. The exact form of the microstructure depends
strongly on the type of system, but it is always a result of an energy minimization.
A multi well energy is the requirement for the formation of a microstructure.
• Size scale effects: The transformation can be hindered by defects and confine-
ment of the martensitic nucleus, if the characteristic defect distance and/or the
martensitic nucleus are on the same size scale as the grain size or film thickness.
• rigid substrate: A rigid substrate hinders the transformation due to the necessary
energy to strain it.
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Abstract
This chapter gives a brief introduction into the devices and techniques
of preparation and characterization of the thin films studied in this work.
All samples were prepared by DC and RF magnetron co-sputtering and
electron beam evaporation. The structural characterization of the films was
performed by x-ray diffraction and reflectivity measurements. The chem-
ical composition analysis was done by hard x-ray fluorescence. Electric
transport measurement were performed in a standard four point setup.
3.1 Thin film deposition
All thin film samples presented in this work were deposited by DC and RF
magnetron co-sputtering on MgO substrates with (001) orientation. The sputter
machine used for the deposition is customly designed and built by BESTEC
, BERLIN. A cross section of the sputter system is shown in Figure 3.1. The
base pressure of the vacuum chamber is typically better than 5× 10−9 mbar. It
is equipped with five DC and two RF three-inch magnetron sputter sources
and an electron beam evaporator. The sources are placed in a confocal sputter-
up geometry. The inclination of the sources is 30◦ with a target to substrate
distance of 21 cm. The sample carrier can be rotated with up to 30 rpm to obtain
a homogeneous thickness and stoichiometry across a diameter of about 100
mm. It can be radiatively heated with a ceramic heater with a power of up
to 1000 W, yielding a sample carrier temperature of over 900◦C. High purity
(6N) argon was used as sputter gas at a pressure of 2× 10−3 mbar. The electron
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Figure 3.1: Schematic cross section of the BESTEC sputter system.[29] All sizes
not specified are in mm.
beam evaporator was employed to deposit a protective MgO film on top of the
sample, in order to protect the film below from oxidation. It was operated at a
voltage of 6 kV and a beam current of 10 mA. The deposition process can be
calibrated and monitored with a film thickness sensor.
3.2 X-Ray Diffraction and Reflectometry
For structural characterization, X-Ray Diffraction (XRD) and Reflectometry
(XRR) measurements were conducted. A PHILLIPS X‘PERT PRO MPD diffrac-
tometer equipped with Bragg-Brentano optics, collimator point focus optics
and an open Euler cradle was used. It is operated with Cu Kα radiation
(λ = 1.5419 A˚). λ is the weighted average over the wavelengths of the Kα1 and
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incident
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Figure 3.2: Sketch of the beam path and the relevant angles in the X-ray
diffractometer. The Euler cradle allows rotating by the angle ϕ and tilting by
the angle Ψ. The diffracted intensity is recorded against the scattering angle
2θ. Lattice planes that are not parallel to the sample plane can be measured by
tilting the two goniometer arms by an angle ω.
Kα2 edges.[30] A heating stage, built during this work, is available for the Multi
Purpose Sample stage. It consists of a resistor and a copper plate mounted
to a ground plate allowing temperatures up to 100◦C. There are two options
used in this work to measure lattice planes which are not parallel to the sample
plane. Firstly, an Euler cradle is available which allows rotating (ϕ) and tilting
(Ψ) of the sample (shown in Figure 3.2). Secondly, two axis measurements
2θ −ω are possible. The latter option has the advantage of higher resolution.
It can also be combined with the heating stage. At low 2θ values and large
offsets ω this method has the disadvantage of decreasing intensity. If 2θ is kept
constant and ω is varied, this is called a rocking curve. With this, lattice planes
that are not parallel to the sample plane are measured.
High accuracy pole figure measurements with tilt angles up toΨ = 10◦were
conducted using the Bragg-Brentano optics in combination with the Euler
cradle. For pole figure measurements with Ψ larger than 10◦, the collimator
point focus optics was used instead of the Bragg-Brentano optics. X-Ray
Reflectometry was employed to study roughness and the film thickness of the
thin films.
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3.3 Chemical composition analysis by X-Ray Fluorescence
To determine the chemical composition of the samples produced in the BESTEC,
X-Ray Fluorescence (XRF) was used. For XRF measurements the XRD system
gets equipped with an energy dispersive x-ray detection system. It consists
of an Amptek XR-100CR Si-PIN detector and a digital pulse processor. The
detector is in a box with Kapton windows under Helium atmosphere to al-
low detection of light elements. The sample is excited by the continuous
bremsstrahlung from the Cu anode operated at 40kV. A 400µm Al foil is used
to remove characteristic Cu radiation. The excitation spectrum is modeled with
Ebels’s model.[31] The fluorescence spectrum of the sample is post-processed
to remove escape and sum peak, smoothed and the background is removed.
Finally, a fundamental parameter analysis based on a non linear fitting algo-
rithm is performed. The complete analysis is performed by the detector specific
software.
3.4 Electric transport measurements
Electrical four point transport measurements in dependence on the sample
temperature from 350 K down to about 20 K were performed in a cryostat.
Magnetoresistance measurements were conducted using a variable permanent
magnet (coaxial Halbach cylinder configuration, Magnetic Solutions Multimag)
with a maximum field strength of 1 T in the cryostat. The magnetic field range
0 T→ −1 T→ 1 T→ −1 T is traversed in steps of 0.1 T for each temperature
step. This equates to one full field loop with virgin curve.
For these measurements, the samples were prepared by standard pho-
tolithographic techniques. Further information about this topic can be found
in e.g.[32].
3.5 Magnetic Measurements
Magnetic measurements were performed in a superconducting quantum inter-
ference device (QUANTUM DESIGN MPMS) in a temperature range between 10
and 330 K and a magnetic field range of 5 T. The magnetization of the samples
was determined by measuring the size of the sample using a microscope. The
thickness is known from XRR measurements.
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Abstract
In this chapter phase field simulations of the martensitic transformation
in thin films are discussed. The focus is on the understanding of the
influence of the film thickness on the different energy terms and the degree
of suppression of the transformation. A phase field model developed by
Levitas et al. [33, 34] is employed. The simulations are carried out in the
framework of the finite elements method which is not introduced in this
thesis. Further reading about this topic can be found for example in [35].
The phase-field method is a computational approach to model and predict the
evolution of morphological features and the microstructure in materials. All
problems, that can be modeled by this approach, have in common that phases
are separated by distinct interfaces. The description of a microstructure is
achieved using conserved or non-conserved order parameters that are continu-
ous across the interfacial regions. A typical example for a conserved problem is
the spinodal decomposition.[36] This is a phase separation mechanism, where
no new phases develop. Thus, conserved order parameters are required. A
typical example of a non-conserved problem is a solid state phase transition
with crystallographic orientations (variants).[33, 34] Here, the new phase re-
quires additional order parameters for each variant. Hence, non-conservered
order parameters have to be used. The temporal and spatial evolution of
the order parameters is governed by the Cahn-Hilliard nonlinear diffusion
equation[37] for conserved problems or the Allen-Cahn relaxation equation[38]
(Ginzburg-Landau kinetic equations) for non-conserved ones. With the fun-
damental thermodynamic and kinetic information as input, the phase-field
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method is able to predict the evolution of arbitrary morphologies and complex
microstructures without explicitly tracking the positions of the interfaces. Im-
portant examples of material processes, described by the phase field approach,
are solidification, solid-state structural phase transformations, grain growth
and coarsening, domain evolution in thin films, pattern formation on surfaces,
dislocation microstructures, crack propagation, and electromigration.[39, 40]
In this work the phase field approach is used to describe the evolution of the
microstructure during the martensitic transformation; this is a non-conserved
problem which is thus described by the Ginzburg - Landau kinetic equation.
∂ηk
∂t
= Lβk∆ηk − L ∂G∂ηk + ξk, (k = 1, 2, .., n) (4.1)
where n is the number of variants, L is a kinetic coefficient, G the Gibbs free
energy, η the order parameter, β a material parameter and ξ thermal noise.
The driving force for the evolution of the microstructure is L ∂G∂ηk . The interface
energy between the different phases is described by Lβk∆ηk. The approaches to
model the martensitic transformation differ usually by the chosen development
in the order parameteres of the free energy G. Here, the phase field model
proposed by Levitas et al. [33, 34] is chosen which has successfully described
thermal and stress induced martensitic transformation. In the following section
this model is introduced.
4.1 Phase field model
A multi-variant martensitic microstructure can consist of austenite and n
martensitic variants. These are represented in terms of the distribution of
n order parameters ηk with ( k = 1, 2, ..., n ). The order parameters ηk vary
from zero to one, where ηk = 1 corresponds to the k -th martensitic variant,
ηk = 0 corresponds to austenite or other martensitic variants and 0 < ηk < 1
represents transitional regions or interfaces. The evolution of the variants is
described by the time dependent Ginzburg-Landau kinetic equation given by
the kinetic Ginzburg Landau equation (see eq. 4.1). The specific Gibbs free
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energy proposed by Levitas et al. [34] is given by:
G = −σijC−1ijmnσmn − σmnekmn[aη2k + (4− 2a)η3k + (a− 3)η3k ]
+
n
∑
k=1
[Aη2k + (4∆G
θ − 2A)η3k + (A− 3∆Gθ)η4k ] +
n−1
∑
i=1
n
∑
j=i+1
Fij(ηi, ηj)
where C is the elasticity tensor. The transformation strain is given by:
etmn = (eti)mn[aη
2
i + (4− 2a)η3i + (a− 3)η4i ]
+
n−1
∑
i=1
n
∑
j=i+1
η2i η
3
j [3(ηi(eti)mn + ηj(etj)mn + (a− 3)(ηi(etj)mn + ηj(eti)mn)]
and the difference of the chemical free energy of austenite and martensite:
∆Gθ = A0(θ − θe)/3, A = A0(θ − θc)
where θ the temperature, θc the critical temperature where the austenite be-
comes unstable, and θe is the equilibrium temperature. A0 is a material param-
eter. An additional term is needed for variant to variant transformation, which
also removes the possibility that more than one ηk equals one simultaneously:
Fij(ηi, ηj) = ηiηj(1− ηi− ηj)(B[(ηi− ηj)2− ηi− ηj]+Dηiηj)+ η2i η2j (ηiZij+ ηjZji)
(4.2)
with
Zij = A¯− A+ σmn[(a− 3)(etj)mn + 3(eti)mn]
and a, B, D, A¯, A are material parameters.
The stresses σ and strains (elastic ee, tranformation et) are calculated by
standard equations of linear elasticity: the relation between strains eij and
displacements ui
eij = 0.5(ui,j + uj,i) = eeije
t
ij (4.3)
Hooke’s law
σij = Cijmneemn = Cijmn(emn − etmn) (4.4)
and the equilibrium equation
∇σ = 0 (4.5)
.
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Given: Initial values for stresses σt and order parameters ηkt at time t
Find: Stresses σt+∆t and order parameters ηkt+∆t at t+ ∆t.
1. Solve n Ginzburg-Landau kinetic equations 4.1 separately in
order to calculate the order parameters ηkt+∆t at time t+ ∆t.
2. Evaluate the total transformation strain at t+ ∆t
3. Solve the elastic problem equations (4.3–4.5)
4. Update stresses at t+ ∆t
Figure 4.1: Summary of the finite element solution algorithm
4.2 Implementation
The phase field model of Levitas et al. [33, 34] is implemented using the
framework of finite elements. The solution of the coupled time dependent
system of equations (4.1,4.3–4.5) is achieved as proposed by J. Y. Cho[41]: to
integrate the equations in time, the total observation time is subdivided into
N time steps with small time increments ∆t. Then, in order to find unknown
parameters at the end of each time step, it is assumed that:
1. for the k -th equation 4.1, all order parameters ηk , ( k = 1, 2, ..., n ) and
stresses are fixed and known from the previous time step.
2. for the equations 4.3–4.5, all order parameters are fixed and known from
the previous solution of n equations 4.1.
These assumptions correspond to an explicit time integration scheme and allow
to decouple the equations at any small time step; i.e., any k -th equation of 4.1
and the system of equations 4.3–4.5 can be solved separately. For the solution
at any time step, the finite element algorithms with implicit time integration
for heat transfer problems (eq. 4.1) and elasticity problems (eq. 4.3–4.5) are
used. The finite element algorithm for the solution is summarized in Figure
4.1.
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4.3 Simulations of thin films - Geometry, approximations
and solution
The focus of the phase field simulations is on the influence of the film thickness
on the martensitic transformation. The thin films are approximated as a two
dimensional cut in the out of plane direction of the film. The films are always
five times as wide as the film thickness. This film thickness to film width ratio
is optimized for reliable simulations results. The substrate is approximated as
an elastic area three times as thick as the thin film. Eq. 4.1 is defined on the thin
film domain. The system of equations 4.3–4.5 are defined on both domains.
The following boundary conditions are applied for eq. 4.1: On the bound-
aries the zero flux condition (−n(−c∇η1) = 0) and (−n(−c∇η2) = 0) is
applied. On the left and right sides periodic boundary conditions are used.
The boundary conditions for the elastic problem (eq. 4.3–4.5) are: On the
left and right side the boundaries are free with periodic boundary conditions.
The bottom of the MgO is fixed. The top of the film is free. Continuity is
assumed between the two domains .
The simulations are carried out with the finite element software package
COMSOL MULTIPHYSICS 4.2A. An essential step of solving a problem with fi-
nite elements is meshing of the geometry. A dense mesh is necessary especially
for detailed structures such as the microstructure of martensite. However, a
higher mesh density also leads to more knot points on which the problems has
to be solved. Hence the mesh is limited by the size of the main memory of the
computer used. Thus, the mesh has to be chosen in such a way that it is fine
enough at critical points in the geometry. A coarser mesh is applied elsewhere.
The proposed geometry and the mesh used in this work are shown in Figure
4.2. The top region is the thin film showing the martensitic transformation. A
triangular mesh with quadratic Lagrange elements is applied. The element to
area ratio is 0.37 with a maximal element size of 0.2 nm. On the MgO substrate
the element to area ratio is significantly smaller with 0.0087 with a maximal
element size of 1.7 nm.
The finite element algorithm is implemented using segregated solvers to
decouple the equations. An algebraic multigrid solver [42] is chosen for all
equations. The coarse problem is then solved by the PARDISO[43] algorithm.
As initial condition uniformly distributed random values of η1 and η2 in the
range of η1, η2 ∈ [0− 0.1] are applied; this is the implementation of the thermal
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Figure 4.2: Typical meshing result
for a geometry used in this work.
The 5 nm thick film is marked
in blue. The substrate is below.
noise ξ. All values except for θe and θc are adapted from Levitas et al. for the
shape memory alloy NiAl.[34] For this alloy the potential landscape has been
thoroughly tested and unphysical minima are unlikely. Thus, the results here
mirror only trends that can also be expected for other alloys. The parameters
used are: a = 2.98; A = 5320 MPa; θe = 300 K; θc = 250 K ; A0 = 4.4 MPa/K;
B = 0; D = 5000 MPa ; β = 2.33× 10−11 N ; L = 2596.5 m2/Ns; E = 198.3 GPa;
ν = 0.33; ρ = 5850 kg/m3.
et1 =
0.215 0 00 −0.078 0
0 0 −0.078
 ; et2 =
−0.078 0 00 0.215 0
0 0 −0.078

The two variants chosen correspond to a-c twinning which has also been
observed in the martensite phase of Ni-Mn-Sn (see also chapter 5.3).
Time dependence
The simulation results for a 5 nm thin film in dependence of time is shown
in Figure 4.3. As temperature 149 K is chosen. At t = 0 the initial condition
is shown. It develops quickly (t = 6 × 10−13 s) into a kind of tweed like
structure often also observed in the premartensitic phase.[44] After t = 2×
10−12 s the typical a-c twinning structure with an angle of 45◦relative to the
substrate becomes visible. The transformation is finished after 0.4 ns. The
time dependence is similar to simulations in former publications.[45] In the
following, all simulations will be carried out up to this time.
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0 s 2× 10−12 s
6× 10−13 s 4× 10−10 s
Figure 4.3: The time dependence of the microstructure is shown. After 0.4 ns
the transformation is stationary. η1 is plotted here. Only the thin film is shown.
t energy (GJ/m3) chemical energy f (GJ/m3)
e energy (GJ/m3) F (GJ/m
3)
Figure 4.4: The energy contributions for the 5 nm thick film after completion of
the transformation in the thin film area is presented. For clarity, only et of η1 is
shown. ee is also presented on the relevant substrate region.
Energy terms
All energy terms of the Gibbs potential are shown for the 5 nm thick sample
after the transformation is completed in Figure 4.4. The transformation strain
energy shows the highest values close to the substrate due to a higher stress
level. The highest elastic energy can also be observed in this area. The elastic
energy in the MgO substrate reduces quickly after about 0.5 nm. The chemical
energy depends directly on the degree of transformation. Hence, close to the
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1.25 nm film thickness 5 nm film thickness
2.5 nm film thickness 10 nm film thickness
Figure 4.5: The thickness dependence of the microstructure is shown. η1 is
plotted here. Only the thin film is shown.
substrate the chemical energy is reduced. The F energy terms (see eq. 4.2)
show contributions at the interfaces between the variants and especially close
to the substrate, if a large transformation occurs. Furthermore, a crossing of
the same variant leads to enhanced F energy. However, note that the F energy
is an order of magnitude smaller than the other energy contributions.
Comparison to the crystallographic theory
The simulations are tested to known theoretical results. The fraction of marten-
sitic variants can be calculated analytically in the framework of the crystallo-
graphic theory. The equation is given as:[8]
λ =
(
1−
√
1+
2(α2 − 1)(β2 − 1)(α2 + β2)
(β2 − α2)
)
(4.6)
With the values of α and β used in the simulations the variant fraction is
λ = 0.305. For the simulations λ is calculated by averaging η1 over the thin
film area. It is difficult to give exact values due to the diffuse interface. If the
complete diffuse area is taken into account, λ is overestimated with λ = 0.34.
However, if we consider only η1 values larger than 0.5 the average results in
λ = 0.3. Thus, we can conclude that the simulation results for a-c twinning is
in reasonable agreement with the crystallographic theory.
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Figure 4.6: The twin periodic-
ity in dependence of the square
root of the film thickness is
shown. A linear fit is applied.
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Thickness dependence
The thickness dependence of the microstructure and the corresponding energy
terms are investigated in the following. The simulations are carried out for
films with thickness of 1.25 nm, 2.5 nm, 5 nm and 10 nm. The microstructure
of the thin films is shown in Fig. 4.5. For all film thicknesses the typical a-c
twining structure is visible. However, the degree of the transformation is
reduced close to the substrate as is best visible for the 1.25 nm thick film.
The microstructural dependence on the film thickness can be tested to
known experimental results. Diestel et al. [46] showed that the twinning
periodicityΛ of Ni-Mn-Ga in dependence of the film thickness can be described
by the following scaling law:
Λ =
√
γ
Ee2
D (4.7)
where γ is the twin boundary energy, D is the size of the martensitic lamella
which corresponds here to the film thickness, e the transformation strain, and E
the Young Modulus. The dependency is a special case of the universal Landau-
Lifshitz-Kittel scaling law, originally developed for magnetic domains. [47, 48]
The twinning periodicity of the simulations is plotted against the square root
of the film thickness as shown in Figure 4.6. The results fit very well to the
expected linear relationship as is proven by the linear fit.
The transformation in dependence of temperature is investigated in the
following. Random initial conditions as above are applied. The first stable
martensitic structure is observed at 254 K. The following temperature steps are
calculated using the result of the previous temperature step as initial condition.
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Figure 4.7: In (a) the temperature dependence of the transformation degree
is shown. The average of the transformation degree along the horizontal for
selected temperatures for different film thicknesses is shown in (b).
The calculations are carried out up to 154 K where the transformation for all
films is finished. The degree of the transformation is determined using the
order parameters η1 and η2. The average value of η1 + η2 over the film area
equals one, if the transformation is complete in the whole area. An average
value of zero corresponds to the austenite phase. The degree of the transforma-
tion is plotted in Figure 4.7 (a). The transformations starts for all films at 254 K
and finishes at 154 K. Between these temperatures the transformation behavior
differs: with decreasing film thickness the transformation rate decreases. Thus,
to achieve the same degree of transformation, a higher degree of undercooling
is required.
The transformation degree in dependence of the height above the substrate
is calculated in the following to gain insight into the influence of the rigid
substrate. For this, η1 + η2 is averaged along the horizontal. The result is shown
in Figure 4.7 (b). At high temperatures the transformation is suppressed close
to the substrate. For the 10 nm film the transformation degree decreases quickly
33
4. PHASE FIELD SIMULATIONS
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
e
en
er
gy
(G
J
/m
3
)
−2.5
−2
−1.5
−1
−0.5
0
f1 +
f2
(G
J
/m
3)
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
t
en
er
gy
(G
J
/m
3
)
0
0.05
0.1
150 175 200 225 250
F
(G
J
/m
3
)
Temperature (K)
150 175 200 225 250
0.35
0.4
P
aram
eter
λ
Temperature (K)
10 nm
5nm
2.5 nm
1.25 nm
(b) (d)
(a)
(c) (e)
Figure 4.8: The temperature dependence of energetic contributions and pa-
rameters for different film thicknesses is shown. In (a) the transformation
strain energy, in (b) the elastic strain energy, in (c) the F energy term, in (d) the
chemical energy and in (e) the variant fraction is shown.
at around 5 nm above the substrate. This tendency is mirrored in the thinner
films. With decreasing temperature the transformation progresses in the whole
thin film area. At 214 K the transformation is finished in a large area of the
10 nm film. At around 3 nm above the substrate, its influence becomes clearly
visible. At 154 K the transformation is complete and virtually no influence
of the substrate is visible for all films. Thus we can understand the different
transformation behaviors in terms of the importance of the rigid substrate. The
thinner the film, the larger the influence on the transformation. The thicker
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films show a combination of both regimes. At first, the transformation far
above the substrate completes. If the temperature difference is large enough,
the rest of the transformation finishes.
The influence of the film thickness on the most important energy terms
and parameters is discussed in the following. In Figure 4.8 the temperature
dependence of these parameters is shown. The transformation- and elastic
strain energy mirror the transformation behavior. At 154 K, where the trans-
formation is finished for all films, no clear relation between film thickness and
transformation- or elastic strain energy can be seen. F, which is a function of the
number of twin boundaries, clearly increases with decreasing film thickness.
This corresponds well to the universal Landau-Lifshitz-Kittel scaling law. The
chemical energy f and F show in the low temperature region a linear depen-
dence on the temperature. This behavior is according to the model. The variant
fraction λ is at first closer to equality (λ = 0.5) and decreases with decreasing
temperature to 0.34 for all thin films. This behavior is most pronounced for the
1.25 nm thick film. In this film the transformation is most suppressed. Hence,
for a low transformation degree in very thin films, a λ value close to equality
seems to be energetically favorable. For the finished transformation, λ is close
to the value predicted by the crystallographic theory. This corresponds to the
result in the former subsection.
4.4 Summary and Discussion
The phase field model of Levitas et al. [33, 34] has been successfully used to
model the martensitic transformation in thin films. The simulation results are
in good agreement with the crystallographic theory and experimental results
for the twinning periodicity. The analysis of the thickness dependence show
that a suppression of the transformation close to the substrate is present. Large
undercooling is required to overcome this energy barrier. The suppression of
the transformation becomes more pronounced for thinner films leading to a
more shallow transformation progression.
The simulations were carried out for material parameters of NiAl. Thus,
the exact details of the thickness dependence are expected to be different for
Ni-Mn-Sn. Furthermore, a linear increase of the chemical energy is assumed in
this model. This is only the case close to equilibrium of the chemical energies.
Thus, while it is possible to overcome the suppression due to the large amount
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of chemical energy, this might not be the case in real materials. However,
the observed trends should be transferable to the thin films discussed in the
following chapter.
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Abstract
In this chapter the experimental results of the thickness dependence
of Ni-Mn-Sn films are discussed. At first, the structural characteristics of
the films in the austenitic state is investigated. The structural quality of the
thin films can have a large impact on the transition and therefore is of great
importance. In the following, the martensitic structure and the austenite-
martensite transition are investigated using x-ray diffraction. The magnetic
properties and the electric transport properties are discussed in detail. The
influence of the film thickness on the transformation behavior is analyzed
using the electric transport measurements. At last, the magnetoresistance
of the thin films is discussed.
5.1 Introduction
Ni2MnSn belongs to the class of Heusler compounds (X2YZ).[15] By definition,
they crystallize in the L21 structure as shown in Figure 5.1. It is a face centered
cubic structure (space group Fm3¯m) with a four atom basis.[49] The coordinates
of these four basis sites A, B, C, and D, are given by A = (0, 0, 0), B = ( 12 ,
1
2 ,
1
2 ),
C = ( 14 ,
1
4 ,
1
4 ), D = (
3
4 ,
3
4 ,
3
4 ). The structure has inversion symmetry, making
two sites (C and D) equivalent. These are occupied by the X element. In the
Wyckoff notation, the C and D cites are named 8c, and the other two sites are
denoted as 4a for the Z element and 4b for Y.[49] The structure deviates from
the ideal Heusler structure for off-stoichiometric Ni2MnSn with a different Mn
to Sn ratio. This due to inherent disorder between Mn and Sn on the 4a site. A
Heusler alloy with complete disorder on the 4a and 4b sites has the B2 structure
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Ni (8c)
Mn (4b)
Sn (4a)
Figure 5.1: The crystal structure of the Heusler alloy Ni2MnSn. In parentheses
the Wyckoff positions are listed.
(space group Pm3¯m). Thus for the off-stoichiometric Heusler compounds a
mixture of L21 and B2 order is expected.
Certain off-stoichiometric compositions of Ni2MnSn are ferromagnetic
shape memory alloys.[15] The basic properties of a ferromagnetic shape mem-
ory alloy are the martensitic transition temperature Ms, the Curie temperature
of the austenite TAc and of the martensite phase TMc . A summary of this data
is presented for Ni50Mn50-xSnx in the phase diagram shown in Figure 5.2.[50]
Ms depends linearly on the valence electron per atom (e/a) value, which is
adjusted by the Mn to Sn ration. TAc is around 320 K and decreases weakly
with increasing (e/a) value. The e/a value has a large influence on TMc : With
increasing e/a value TMc decreases linearly from around 240 K at e/a= 8.1 to
137 K at e/a= 8.185. The structure of the martensite phase is also determined
by the e/a value. In the phase diagram the different possible phases 10M, 14M
and L10 are indicated by different shades of blue. An introduction into the
different martensitic structures is given in section 5.3
In order to investigate the influence of the film thickness on all impor-
tant quantities, two sample series with different composition are produced;
these are marked in Figure 5.2 with red dotted lines. Note that these are
38
5.1. Introduction
Series
A
Series
B
0
100
200
300
400
500
600
700
7.9 7.95 8 8.05 8.1 8.15 8.2 8.25 8.3 8.35
68101214161820
Te
m
pe
ra
tu
re
(K
)
e/a
Ni50Mn50−xSnx with x in at.%
10M
14M
L10
TAc
TMc
MS
Figure 5.2: The magnetic and structural phase diagram of Ni–Mn–Sn. The
triangles and the squares correspond to the magnetic and martensitic transition
temperatures, respectively. The regions corresponding to different martensitic
structures are colored in different shades of blue. The data is adapted from
Planes et al. [50].
the expected bulk values. The first sample series (SERIES A) has a compo-
sition of Ni51.6Mn32.9Sn15.5 which corresponds to e/a = 8.083. Thus, this se-
ries is ferromagnetic at room temperature and shows the martensitic transi-
tion around 260 K. The second sample series (SERIES B) has a composition of
Ni51.6Mn34.9Sn13.5 corresponding to e/a = 8.143. The martensitic transforma-
tion is around 360 K. Thus, the sample SERIES B is in the martensitic phase at
room temperature. This allows to investigate the structure of the martensitic
phase at room temperature using the XRD system equipped with the Euler
cradle. It is also possible to investigate the structural transition at elevated
temperatures using the XRD system with the heating stage. Furthermore, in
this sample series TMc becomes visible. Hence, with these two sample series it
is possible to investigate the thickness dependence of TAc , TMc and Ms.
The Ni-Mn-Sn films investigated in this work were grown on MgO(001)
substrates using an ultra high vacuum (UHV) sputtering system as described
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in section 3.1. The thin films were deposited from elemental Ni, Mn and Sn
targets with a purity of 4N. During deposition, the substrate was heated to a
temperature of 600◦C and rotated at 10 rpm. The deposition temperature is
optimized to maximal sample quality without Mn evaporation, which starts
at around 650◦C. The sputtering pressure was set to 2.3× 10−3 mbar. The
deposition rate was 0.32 nm/s. The films are capped by a 2 nm MgO layer
deposited by e-beam evaporation.
For SERIES A films with 20 nm, 35 nm, 50 nm, 75 nm, 100 nm and 200 nm
thickness have been fabricated. A slightly different selection of film thicknesses
has been prepared for SERIES B: 10 nm, 20 nm, 35 nm, 50 nm and 100 nm.
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Figure 5.3: The (111) peak of a 50 nm thick film of SERIES A and the correspond-
ing polefigure is shown in (a) and (b), respectively.
5.2 Structure in the austenite phase: thin film quality
The thin film structure and its quality are analyzed in this section. For this, XRD
is a powerful method. It can be used to measure properties like the thin film
growth on the substrate (epitaxial, textured or polycrystalline), the chemical
order, the grain size, grain orientation and microstrain.[51] For the analysis,
the samples have to be investigated in the austenite phase.
Experimental results
The films grow epitaxially with the in-plane relation MgO [100] ‖ Ni-Mn-Sn
[110]. This is shown by the four fold symmetry of the (111) peak polefigure for
a 50 nm sample of SERIES A (see Figure 5.3). The sample is oriented such that
ϕ = 0 corresponds to MgO [100]. The presence of the (111) peak shows partial
L21 order of the films.[52]
The detailed thickness dependence of the austenitic structure of both sam-
ple series is presented in Figure 5.4. SERIES A is in the austenitic state at
room temperature (RT) and is therefore characterized at RT. SERIES B is in the
martensitic state at RT. Hence, this series is measured at 374 K well above the
transition temperature to get austenite. Figure 5.4 (a) shows the XRD scans
for the films of SERIES A in the thickness range of 20 nm to 200 nm. The XRD
results of SERIES B at high temperature are very similar and not shown here.
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Figure 5.4: The XRD measurements of SERIES A at room temperature are
shown in (a). The red bars mark all possible reflections of the cubic L21 phase
of Ni-Mn-Sn. In (b) the NiMn precipitate fraction, in (c) the lattice constant, in
(d) the out of plane grain size d, and in (e) the Full width at half maximum of
the rocking curve is shown in dependence of the film thickness.
All films show very intense (002) and (004) peaks of the cubic phase. No other
peaks of the cubic phase are visible indicating a highly textured growth in
[001] direction. At 49.7◦, an additional peak is visible which cannot be indexed
accordingly. The intensity of this peak is very low and not correlated to the film
thickness. A possible explanation is a NiMn precipitate due to grain bound-
ary segregation.[53] The precipitate fraction is shown in Figure 5.4 (b); it is
approximated as the ratio of the total intensity of the (004)A and the precipitate
peak. The precipitate fraction increases to lower film thicknesses, indicating
segregation at interfaces. The 10 nm film of SERIES B shows no segregation,
possibly because of less grain boundaries.
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Lattice constants
The out-of-plane lattice constants at room temperature (RT) are analyzed in
the following. They are determined from the XRD spectra using the Bragg
equation.[51] To get comparable results, the RT lattice constants of SERIES B are
required. These are determined in the following way: The XRD measurements
at 374 K give the lattice constants at this temperature. The coefficient of linear
thermal expansion α is known from a linear fit to the lattice constant’s temper-
ature dependence of the 100 nm thick film of SERIES B (see section 5.3) With α,
the lattice constant at RT is extrapolated. The result, the RT out-of-plane lattice
constants of both series, is shown in Figure 5.4 (c).
The lattice constant of SERIES A is 5.993 A˚ for the 20 nm and 35 nm thick
films. The 10 nm thick film of SERIES B has a lattice constant of 5.995 A˚. For
thicker films, both series show a drop of the lattice constants to 5.985 A˚ for
SERIES A and 5.97 A˚ for SERIES B. This drop can be attributed to a compression
of the lattice: The lattice constant of MgO (5.957 A˚)1 is smaller than the Ni-
Mn-Sn lattice constant. The in-plane lattice constant ot the thin film has to be
compressed to fit to the substrate. This compression leads to an expansion of
the out-of-plane lattice. The compression is quickly relaxed by dislocations[54]
leading to the cubic bulk lattice constant. The lattice constants of SERIES B fit
better to the MgO substrate than SERIES A’s. This is also visible in the lower
degree of expansion visible for example at the two 20 nm thick films.
The lattice constants of the thicker films are close to the values found in
bulk samples. Krenke et al. [15] found 5.995 A˚ for Ni50Mn35Sn15. This is
comparable to 5.985 A˚ of SERIES A (Ni51.6Mn32.9Sn15.5). The small deviation
could be explained by the higher Ni content since Ni has a smaller atomic
radius compared to Mn. There is no literature data available for the bulk lattice
constant of SERIES B (Ni51.6Mn34.9Sn13.5). However, when examining a similar
difference in composition (Ni50Mn32Sn18 and Ni50Mn30Sn20) Krenke et al. [15]
found that the lattice constants of these two compositions differ by 0.015 A˚.
This difference is similar to the difference observed between SERIES A and
SERIES B.
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Figure 5.5: Sketch of a columnar structure with some grain misorientation.
Grain size and microstrain
A further analysis of the peak shape and broadening can give information
about microstrain and the out-of-plane grain size of the films. Both effects, a
decreasing grain size and an increasing micro strain, lead to peak broadening.
For the analysis, either a Williamson-Hall analysis or a Rietveld refinement
are possible methods.[51] However, all methods fail to give reliable results
if the peak broadening is on the same scale as the instrumental broadening.
This is the case for the films above 50 nm thickness. Here the peak broadening
is 0.21◦and the instrumental broadening 0.18◦. Nevertheless, a qualitative
analysis is possible for all films. While peak broadening due to grain size
effects is independent of the diffraction angle, this is not the case for microstrain.
With an increasing diffraction angle, the influence of microstrain on the peak
broadening increases.[51] For all thin films the contribution due to microstrain
is clearly visible in the different peak broadening of the (002) and (004) peaks.
Since the microstrain contribution is the lowest for the (002) peak, the Debye-
Scherrer formula[30] is used here to gain information about the lower limit of
the grain size for SERIES A and SERIES B.
The grain size of both sample series is shown in Figure 5.4 (d). The 10 nm
film of SERIES B shows a grain size of 10 nm indicating a columnar growth
(shown in Figure 5.5) and a very low degree of microstrain. With increasing
film thickness, the grain size of both sample series increase up to a maximum
of about 40 nm for the 200 nm thick film. This grain size corresponds to the
value of instrumental broadening. Thus, a larger grain size can be expected.
14.212×√2 = 5.957 A˚. The factor √2 is due to the growth relation: MgO [100] ‖ Ni-Mn-Sn
[110]
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The grain size of both sample series is comparable for all film thicknesses. A
columnar growth is very likely for all film thicknesses. A sketch of a columnar
structure is shown in Figure 5.5.
An analysis of the 20 nm film of SERIES A, using the Rietveld program
MAUD, results in a grain size of 20 nm and a microstrain of 0.5 %. The size of
the microstrain is comparable to other Heusler thin films like Co2VAl grown
on MgO.[55]
Grain orientation (Mosaicity)
The grain misorientation of the thin films, sketched in Figure 5.5, is determined
by rocking curves of the (004) diffraction spot (ω-curves, see section 3.2). A
wider rocking curve implies a higher degree of grain misorientation. The
full width at half maximum (FWHM) of the rocking curves is presented in
Figure 5.4 (e). The following trends can be observed: For SERIES A, the FWHM
increases with decreasing film thickness. The FWHM of the 20 nm thick film is
50% wider than the one of the 200 nm thick film. The rocking curve FWHM of
SERIES B show a comparable trend for films thicker than 20 nm. The FWHM of
the 20 nm thick film is smaller than the 20 nm thick sample of SERIES A. The
10 nm thick film shows a large decrease of the FWHM from 0.58◦for the 20 nm
thick film down to 0.35◦.
The observed trends can be understood as follows: Misfit dislocations and
local relaxation of thin films lead to a larger degree of grain misorientation.[56]
The generation of misfit dislocations depends on the film thickness.[54] It can
be separated into three different thickness regimes. In the first regime, the
film thickness is so low that the compressed film does not relax. Here, the
energy of a misfit dislocation is higher than the strain energy of the film. In
the second regime, the film thickness exceeds a critical film thickness. In this
case, the strain energy is higher than the misfit dislocation energy. Hence,
misfit dislocations are formed and the film relaxes. In the third regime, the
film growths further without additional misfit dislocation. The film is fully
relaxed in this regime. Thus, the 10 nm film of SERIES B is most likely in
the first regime. Dislocations are not formed, and the grain misorientation
is low. With increasing thickness, the second regime is reached. This is the
case for the 20 nm thin films. Here, the highest degree of grain misorientation
is found. The difference in the grain misorientation of the 20 nm thick films
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can be understood with the lower misfit of SERIES B. The strain is lower, and
hence less dislocations are present. With further increasing film thickness the
third regime is reached and the influence of the lattice relaxation close to the
substrate/thin film interface is reduced. This leads to a smaller average grain
misorientation. The same trend has also been observed for AlN films grown
on Pt.[57]
Summary
The results on the structure and sample quality are as follows:
• the thin films of both sample series grow epitaxially on MgO.
• partial L21 order is present
• a small amount of precipitate (NiMn?) is visible. The precipitate fraction
increases with decreasing film thickness.
• columnar growth is likely for all films
• a small compression of the lattice is visible leading to:
– a tetragonal distortion of the lattice close to the substrate
– a higher dislocation density with decreasing film thickness
– a higher degree of grain misorientation with decreasing film thick-
ness
• the 10 nm sample of SERIES B is an exception: It shows no precipitate and
a very low rocking curve FWHM.
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Ni (8c)
Mn (4b)
Sn (4a)
(a) (b) (c) (d)
Figure 5.6: The L21 structure of Ni-Mn-Sn is shown in (a). A shear leads to a
tetragonal distorted structure as shown in (b). The relation of the tetragonal
unit cell to the L21 structure is shown in (c). The lattice of the D022 structure is
presented in (d).
5.3 Martensitic structure
In the beginning of this section an introduction to the description of martensitic
structures is given. In the second part the martensitic structure of the Ni-Mn-Sn
thin films is analyzed.
The Basics
Generally, the martensitic structures can be divided into the class of non-
modulated and modulated (layered) structures. The non-modulated martensite
can be described by a shear of the lattice. Modulated structures involve not
only a shear of the lattice but also a displacement of atomic layers along certain
crystallographic directions.
One example for a non modulated structure also observed in Ni-Mn-Sn is
the transformation from the austenite L21/B2 phase to the tetragonal distorted
D022/L10 phase. The cubic to tetragonal transformation is depicted in Figure
5.6. In (a) the L21 structure is shown. The shear in one direction leads to a
tetragonal structure (b). The crystallographic relationship between the L21 and
the D022 crystal structure is shown in Figure 5.6 (c). In (d) the unit cell of the
D022 phase is shown.
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The modulated structures are more difficult to describe. The determina-
tion of the atom positions via XRD or other scattering methods is also more
challenging. In the literature there are two main ways to model the atomic
positions:
• periodic shuffling
• periodic stacking
The periodic shuffling is described by functions using harmonic terms. The
displacement ∆j of the j plane from its regular position is given by:
∆j = A sin (2pi j/L) + B sin (4pi j/L) + sin (6pi j/L) (5.1)
where L is the modulation period. A, B and C are constants which are fitted to
experimental reflection data.
The construction of a layered structure by periodic stacking is achieved
using closed packed planes. These planes are also called basal planes. They are
derived from 110 type austenite planes. The unit cell can be, e.g., monoclinic
(M) or orthorhombic (O). The description of the layered structure can be done
according to Zhdanov[58] or Otsuka[59]. The Zhdanov notation describes
the stacking sequence explicitly. The Otsuka notation denotes the symmetry
of the unit cell of the modulated structure and the number of shifted basal
planes. In Figure 5.7 (a) the (001) projection of the Ni-Mn-Sn structure is shown.
The relation of the unit cell of the cubic phase and the modulated phase is
depicted for the example of the 4O structure. In (b) the (110) type austenite
planes are sketched. Typical examples for structures described by the periodic
stacking are shown in (c)-(e). In (c) the 14M structure is sketched. This is a
monoclinic (M) structure with 14 shifted basal planes. In the Zhdanov notation
this structure is (52¯)2. The 10M structure with 10 shifted basal planes, Zhdanov
notation: (32¯)2, is shown in (d). The 4O structure, Zhdanov notation: (22¯), is
presented in (e).
The difference between the two approaches, periodic shuffling or stacking,
is visualized for the 14 layered structure in a HRTEM simulation done by
Pons et al. [60] for Ni-Mn-Ga. The simulation with periodic stacking (14M)
is shown in Figure 5.8 (a). The (52¯)2 sequence marked by the colored bars
is clearly visible. The shuffling approach as shown in Figure 5.8 (b) leads to
a more wavy like structure. The displacement waves form a pseudo (43¯)2
48
5.3. Martensitic structure
[100]
[010]
[110]
[11¯0]
[110]
[11¯0]
[11¯0]
[11¯0]
Ni (8c)
Mn (4b)
Sn (4a)
(a) (b)
(c) 14M (d) 10M (e) 4O
Figure 5.7: In (a) the projection of the L21 structure on the (001) plane is shown.
The unit cell of the L21 structure is marked in blue. The 4O unit cell is shown
by the red marked area. Shuffling along the [11¯0] direction of the structure
shown in (b) leads to the modulated structure presented in (c) - (e).
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Figure 5.8: HRTEM simulation of Ni-Mn-Ga. In (a) the periodic stacking mech-
anism is assumed. The atom positions resulting from the periodic shuffling
approach are shown in (b). The blue and green lines indicate the stacking
sequence. The black lines show the necessary atom positions for nanotwinning.
The different atom position are best seen, when the image is viewed along the
colored lines. Taken from [60].
structure. An important aspect that applies to modulated structures becomes
visible here: The planes of the (52¯)2 structure separating the blocks of five and
two planes are twin planes. This fact is visualized by the additional reference
lines. However, this is not the case for the shuffled structure. If a modulated
structure consists of nanotwins such as the 14M structure here, the structure is
then called adaptive martensite.[61]
For the 14 layered structure, Pons et al. [60] showed that the 14M describtion
is the best fitting for Ni-Mn-Ga. For the 10M structure of Ni-Mn-Ga, both
descriptions lead to similar atom positions such that no differentiation between
the two was possible.
In this work, the notation of Otsuka et al. [59] is used, since in previous
works[60, 15, 62] a good agreement with this description has been found. The
bulk martensite phase of Ni-Mn-Sn has been investigated in former studies.
Krenke et al. [15] showed that with decreasing valence electron concentration
e/a either L10, 14M or 10M phase can be observed. 4O, 6M, and 10M structures
were measured in works of Sutou et al. [62] for Ni50Mn37Sn13. The unit cell in
the martensitic phase is either monoclinic, orthorhombic or tetragonal.
Experimental Results
The martensitic structure of SERIES B is investigated by XRD measurements.
The XRD patterns measured at different tilt angles relative to the substrate
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Figure 5.9: (a) The XRD patterns of the 100 nm thick film of SERIES B at different
tilt angles. The reciprocal space map for a commensurate 4O phase is shown in
(b). The arrows marked by S−1 to S2 show schematically the 2θ scans. In (c)
the superlattice peaks of the 4O/10M phase and the expected commensurate
positions are presented by red solid lines/black dashed lines, respectively.
normal are shown in Figure 5.9 (a). The substrate is oriented such that the [100]
direction of the Ni-Mn-Sn film in the austenite phase is parallel to the beam. At
0◦ and 2.6◦ the (400)M, (040)M and (004)M peaks of the orthorhombic martensite
phase are visible. The lattice constants are aorth = 6.156 A˚, borth = 6.005 A˚ and
corth = 5.644 A˚. Lattice constants of all phases are described with reference
to the cubic L21 unit cell. The (040)M peak shows a shoulder on the right
hand side, which is due to a broad distribution of the crystallite orientation
belonging to the (004)M peak. At higher tilt angles additional peaks appear. As
we will show below, the additional peaks are probably due to the formation of
4O and 10M superstructures.
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Table 5.1: The superstructures and the lattice constants of the orthorhombic
phase of the 100 nm thin film of SERIES B is given together with bulk literature
data.
Composition e/a Superstructures aorth(A˚) borth(A˚) corth(A˚)
Ni51.6Mn34.9Sn13.5 8.143 4O, 10M 6.156 6.005 5.644
Ni50Mn36Sn14[63] 8.08 4O 6.16 6.07 5.6
Ni50Mn37Sn13[62] 8.11 4O, 6M, 10M 6.08 5.95 5.77
Ni50Mn37Sn13[15] 8.11 10M 6.1 6.07 5.61
Ni50Mn40Sn10[15] 8.2 14M 6.128 6.05 5.57
The expected reciprocal space map for a commensurate2 4O superstructure
is presented in Figure 5.9 (b). Generally, such a diffraction pattern consists
of two distinct sets of reflections. The first group are intense peaks of the
conventional unit cell with reciprocal vectors a∗,b∗ and c∗. The second group
are satellite reflections which need an additional vector for indexing. This
additional vector is called modulation vector q and is usually given as:
q = αa∗ + βb∗ + γc∗ (5.2)
where α, β and γ ∈ [0, 1]. For the 4O superstructure, three additional diffraction
peaks appear in the 〈110〉 directions. The arrows marked by S−1 to S2 show
2θ scans at different tilts. The expected positions for these kind of 2θ scans of
commensurate 4O and 10M superstructure peaks are marked by red solid lines
and black dashed lines, respectively, in Figure 5.9 (c). All peaks in the vicinity of
the (040)M peak that are measurable in the Bragg-Brentano geometry are shown.
The peak positions do not fit exactly to the expected position of a commensurate
superstructure. Thus the superstructure is incommensurate (IC). The tilt angles
used to measure the peaks are 18◦(18.4◦), 14◦(14.05◦), 8◦(8.14◦), 6.2◦(6.35◦)
and 5.8◦(5.2◦). The values in parentheses are the calculated tilt angles for the
expected commensurate diffraction spot positions. Similar as in NiMnGa,[64]
the modulations are along c∗, which corresponds to the 〈110〉A directions
2In a commensurate superstructure, the basal planes have the same distance as in the non-
modulated structure. In a reciprocal space map of a commensurate superstructure, the extra
diffraction spots fit exactly between the diffraction spots of the non-modulated structure.
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Table 5.2: The tilt and the crystallographic orientation is listed for selected
martensitic peaks.
Diffraction spot Ψmax(deg) crystallographic orientation
(0401)10M 6.2 〈100〉A
(040-1)10M 5.8 〈100〉A
(0401)4O 8 〈100〉A
(400)M 2.6 〈100〉A
(040)M 0 〈001〉A
(004)M 2.6/1.8 〈100〉A/〈110〉A
in the austenite crystal structure. For the measured 4O (IC) superstructure
the modulation vector is q4O = 0.55c∗ and for the 10M (IC) superstructure
q10M = 0.42c∗. The superstructure peaks at lower 2θ values fit well to 2q.
The corresponding commensurate modulation lengths would be q4O = 24 c
∗ =
0.5c∗ and q10M = 25 c
∗ = 0.4c∗.[64] The incommensurateness δ is usually
given by q4O = γc(1 + δ)c∗, where γc is the parameter of a commensurate
superstructure. The incommensurateness is δ4O = 0.091 for 4O and δ10M =
0.047 for the 10M superstructures. The 10M superstructure is close to the
commensurate value, while the 4O structure shows a larger deviation.
Comparison of the martensite phase to literature values
A summary of the superstructures and the lattice constants found in this work
and in the literature is given in Table 5.1. Compared to the literature, a reason-
able agreement of the lattice constants and superstructures is seen. In most
works with close composition, 4O and 10M superstructure are found as well.
The lattice constants found in this work seem to be reasonable: The compo-
sition differs between the literature and SERIES B. The lattice constants are
sensitive to a change in composition and hence a small deviation is expected.
Real space orientation
The real-space orientation of the observed martensitic unit cells is investigated
by polefigure scans of the peaks (0401)10M, (040-1)10M, (0401)4O, (400)M, (040)M
53
5. NI-MN-SN IN THIN FILMS
0
100
200
0
20
40
60
0
100
200
0
1000
2000
3000
0
20
40
0
20
40
0 5 10
0 5 10
0 5 10
0 5 10
0 5 10
0 5 10
(e) (004)M (f) (040-1)10M
(c) (400)M (d) (040)M
(a) (0401)40 (b) (0401)10M
ϕΨ
Figure 5.10: Pole figure measurements of the orthorombic peaks and selected
superstructure peaks. The four fold symmetry verifies epitaxial growth on the
MgO substrate.
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(a) (b)
Figure 5.11: Two examples of 101 twinning planes. The type of twinning plane
shown in (a) leads to polefigure reflections in 〈100〉A direction. Reflections in
〈110〉A direction are caused by the type of twinning plane shown in (b).
and (004)M (shown in Figure 5.10). The substrate is oriented such that the [100]
MgO direction is at ϕ = 0◦. Thus ϕ = 45◦ is the [100] direction of Ni-Mn-Sn
in the austenite phase ([100]A). The (040)M pole figure is dominated by one
reflection close to the substrate normal. The polefigures of the (400)M and
(004)M peaks show four intense reflections in 〈100〉A orientation indicating
four coherent variants. Due to an overlap of the (040)M and the (400)M peak
a strong signal is also seen close to the origin of the (400)M peak. For the
(004)M the overlap is negligible and variants with considerably less intensity
are visible in the 〈110〉A directions. The polefigures of the 10M superstructure
show maximal intensity in the 〈100〉A orientation. A much broader signal is
measured for the polefigure of (0401)4O. It is also oriented in 〈100〉A, but in
a broader ϕ range of about 30◦. The information is summarized in Table 5.2
together with the tilt angle where the maximal intensity is observed.
The observed orientation of the polefigure of the (400)M and (004)M can be
explained by twinning in the (101) plane. In Figure 5.11 two examples of the
(101) planes are shown. There are 6 possible orientations of the twinning planes
altogether. 4 orientations with an angle of 45◦relative to the substrate normal
as shown in (a) (TYPE A). 2 twinning planes perpendicular to the substrate
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Figure 5.12: Rotation due to a coherent adjustment of two orientation variants
of the tetragonal normal martensite along the (101) plane. The shading indicate
the lattice planes relevant for XRD measurements. (a) a result of the cubic to
tetragonal transformation. The rotation angle Ψ is the angle required to restore
the crystal lattice continuity. In (b) the crystal with restored lattice continuity is
shown.
as shown in (b) (TYPE B). The intense diffraction spots in 〈100〉A orientation
can be caused by TYPE A twinning planes. TYPE B twinning planes can be the
reason for the less intense diffraction spots in 〈110〉A direction. The observed
tilt angles can be explained by aorth - corth and borth - corth twinning in the (101)
plane. For a coherent interface, a rotation of the variants is necessary. This
rotation or tilt angle Ψ can be calculated by the following relation:[65]
Ψ = 45◦ − arctan(aT/cT) (5.3)
where aT and cT are the tetragonal axes involved in the twinning. This is
visualized in Figure 5.12. The measured maximal intensity at Ψ = 2.6◦ in
〈100〉A orientation fits well to aorth - corth twinning. With the measured lattice
parameters, Ψ is calculated to 2.5◦ which is quite close to the observed value of
Ψ = 2.6◦. The tilt angle Ψ = 1.8◦ observed in 〈110〉A orientation for the (004)M
polefigure fits well to borth - corth twinning. Ψ is calculated to 1.8◦ which is
very close to the observed value of Ψ = 1.8◦. The lower amount of the TYPE B
twins in comparison with TYPE A twins can be understood in terms of phase
compatibility. The TYPE A twins can most likely form a better interface to the
austenite layer close to the substrate3[65] and hence these are favored to the
3This austenite layer is verified by resistivity (section 5.5, magnetization (section 5.4) and
phase field simulations (chapter 4)
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TYPE B twins.
The superstructure polefigures show only diffraction spots in 〈100〉A ori-
entations. This can be explained in the following way: A tilt along the 〈100〉A
orientation corresponds to the 〈110〉 direction in reciprocal space. The super-
structure spots occur only in 〈110〉 directions. This is visible at the reciprocal
space map (see Figure 5.9 (b)). Hence, only in this orientation diffraction spots
due to the superstructures are expected. The broader distribution of (0401)4O
in the ϕ direction could be caused by the higher degree of incommensurateness
compared to the 10M modulation leading to additional stacking faults.
Temperature dependence
The temperature dependence of the structural transformation is measured
with XRD for the 100 nm thick film as shown in Figure 5.13 (a). At 375 K
the sample is in the austenite state as can be seen by the high intensity of
the (004)A peak and the very low intensity of the martensitic peaks. With
decreasing temperature the intensity of the (004)A peak decreases, while the
superstructure and orthorombic peaks become more intense. The martensite
start temperature Ms is around 340 K as will also be shown by resistivity
measurements. In Figure 5.13 (b), the normalized integrated intensity of each
diffraction spot is shown. The intensities of the superstructure peaks (4O, 10M)
start to increase quite close to Ms. The peaks belonging to the orthorhombic
phase start to intensify at around 335 K. The intensity of the 4O peak starts
to increase at the same temperature as the 10M phase, but the trend with
decreasing temperature is similar to the orthorhombic phase. Above Ms there is
a very low but measurable intensity for the superstructure peaks, which can be
explained by nucleation processes maybe close to defects in the premartensitic
phase.
The temperature dependence of the lattice constants is presented in Figure
5.13 (c). Down to 335 K, a thermal contraction of the austenite phase is visible
at the decreasing lattice constant acub. A linear fit is used to determine the
austenite lattice constant acub = 5.97A˚ at room temperature. At 345 K the
(400)M and (004)M peaks of the orthorhombic phase become visible, allowing
to determine aorth and corth. Both show a decreasing lattice constant with
decreasing temperature. Due to an overlap of the (004)A and the (040)M peaks,
the lattice constant borth becomes visible at lower temperatures compared to
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Figure 5.13: The XRD signal of the structural transformation of the 100 nm
thin film of SERIES B is shown in (a).The normalized integrated intensity of all
peaks is plotted in (b). In (c) the temperature dependence of the orthorhombic
(martensite) and cubic (austenite) lattice constants is shown. The temperature
dependence of the γ parameter is presented in (d). The sample is measured on
the cooling branch of the thermal hysteresis.
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the other two lattice constants.
The temperature dependence of the γ parameter of the modulation vectors
q = γc∗ belonging to the superstructure peaks is presented in Figure 5.13 (d).
For the calculation the RT value of c∗ is used, since only here the (220) peak is
measurable in this setup. With decreasing temperature the following trends are
visible: the γ4O parameter of the 4O phase increases. A small dip is visible at
345 K which could be caused by uncertainty of the c∗ value or the development
of the orthorombic phase.
At high temperature, the γ10M parameter of the 10M peaks shows an asym-
metric modulation length around the (040)M peak. This asymmetry becomes
smaller with decreasing temperature and vanishes around 315 K. Between
335 K and 355 K the (0401)10M is close to the commensurate value.
A possible explanation for the asymmetry is based on the modulated lattice
relaxation model[66] predicting a shift of the satellite peaks. The model is
characterized by two assumptions:
• existence of sharp dip in the transverse phonon dispersion around q =
1/3[110]
• existence of premartensitic nuclei
Both assumptions are valid for the investigated sample. A dip in the the TA2
phonon branch at q = 0.35[110] has been calculated by Ag˘duk et al. [67]
The asymmetry of the modulation vectors is visible in a temperature region
before the martensitic transformation starts. This is a premartensitic phase
where nuclei like the observed 10M and 4O phase exist. The general trend
of an increase of the γ parameter with decreasing temperature has also been
observed for a 10M superstructure in Ni-Mn-Ga by Righi et al. [64]
TEM
A further structural characterization at room temperature is carried out using
TEM. In Figure 5.14, a TEM image along the [011]A zone axis of the 100 nm
thick film is shown. In some regions nanotwins are visible. Most domains as
well as the modulation of the nanotwins show an inclination in the range of
30◦ to 36◦ in respect to the MgO surface. This corresponds to (101) twinning
planes which viewed from the [011] direction show an inclination of 30◦. An
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Figure 5.14: A TEM image along the [011]A zone axis of the 100 nm thick
Ni-Mn-Sn film of SERIES B at room temperature is shown. A FFT of the region
where the nanotwins are visible is shown in the inset. The arrows indicate the
features due to the periodicity of the nanotwins.
FFT shown in the inset of Figure 5.14 of the region containing the nanotwins
confirms these with a periodicity of approximately 1 nm.
Film thickness dependence of the martensitic structure
The influence of the film thickness on the structural properties at room temper-
ature is shown in Figure 5.15 (a). With decreasing film thickness the following
trends are visible: the shoulder due to the (004)M peak on the right side of
the (020)M and (040)M peak decreases. The out-of-plane lattice constant first
decreases down to 5.974 A˚ for 35 nm film thickness and then increases again
up to a maximum of 6.005 A˚ for 10 nm thickness. This is shown in Figure 5.15
(b). Both trends, the decreasing lattice constant and the vanishing shoulder, are
comparable to the temperature dependent XRD measurements of the marten-
sitic phase transformation. These measurements show that the formation of
martensite leads to an increase in the lattice constant and to the formation of
the shoulders. Thus, these results indicate that the structural transformation
shifts to lower temperatures with decreasing film thickness. This will also
be shown by resistivity and magnetization measurements. The expansion
of the out-of-plane lattice constant from 35 nm to 10 nm can be ascribed to a
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Figure 5.15: The XRD patterns of the thin films of SERIES B with different
thicknesses at room temperature is shown in (a). The red bars show the Bragg
positions of the Cubic phase.The dashed lines indicate the shoulder positions.
The evolution of the lattice parameter with the film thickness is shown in (b).
In (c) the (110) reflection of Ni-Mn-Sn is shown.
compression of the in-plane lattice due to the misfit to the MgO substrate. The
influence of the MgO substrate reduces with increasing film thickness (see also
section 5.2).
The (110) peak shown in Figure 5.15 (c) corresponds to the (111) superstruc-
ture peak of the L21 Heusler phase and thus also indicates a well ordered L21
structure of SERIES B.
Summary and Conclusion
To conclude, the temperature dependent XRD measurements show a structural
transformation from a cubic austenite phase to a martensitic phase. The most
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important findings are:
• The martensite phase is orthorhombic. Furthermore, modulated 10M
and 4O phases are found.
• The martensitic transformation is also visible in the thickness depen-
dent XRD measurements; these indicate a shift to lower martensite start
temperatures with decreasing film thickness.
In the following sections, the influence of the film thickness on the martensitic
transformation will be further investigated by magnetization (section 5.4) and
resistivity measurements (section 5.5).
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5.4 Magnetism
The magnetism of the austenite and martensite phase in Ni50Mn25+xSn25-x is
mainly determined by the interplay of the Mna atoms on the Sn sites (Wyckoff
notation: 4a) and of the Mnb atoms on the regular (Wyckoff notation: 4b)
sites.[68, 69] The distortion of the lattice due to the martensitic transformation
leads to a change in the interatomic spacing. This enhances anti-ferromagnetic
coupling especially between the 4a and 4b sites.[68, 69] This also leads to
different magnetic moments of Mna and Mnb. The change of magnetic mo-
ments and coupling parameters shifts the martensite Curie temperature TMc
to lower temperatures compared to the austenite.[50, 69] (see also Figure 5.2).
As a consequence, the magnetization in the martensite phase is lower than in
the austenite phase over a wide temperature range. Thus, a reduction of the
magnetization can be observed for the transformation from a ferromagnetic
austenite phase to the martensite.
Experimental results
The change of the magnetic properties during the MT is investigated in the
following. The MT can be influenced by a magnetic field and hence a low field
of 5 mT/15 mT is chosen to measure SERIES A/SERIES B. (see also section 5.8).
The magnetization is measured in-plane. The temperature dependence of the
magnetization is shown in Figure 5.16.
All thin films are ferromagnetic below the austenite Curie temperatures TAc
which are estimated by differentiation of the magnetization. Below TAc , the
measurements reveal a significant difference in the behavior of the two sample
series.
The thin films of SERIES A show a rise of the magnetization of up to
1.1 µB/f.u. The field cooled (FC) and field heated (FH) measurements do
not retrace and a hysteresis is visible. The hysteresis is attributed to the marten-
sitic transformation in these films. At the onset of the transformation from the
austenite to the martensite phase (Ms), a drop in the magnetization is visible.
This is due to the lower magnetization of martensite compared to austenite. For
thinner films, Ms shifts to lower temperatures and the transformation range
widens; this is visible at the wider temperature range where the magnetization
drops.
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Figure 5.16: The magnetization in dependence of temperature is shown for
SERIES A in (a) - (d) and SERIES B in (e) - (g). The samples of SERIES A have
been measured with an applied field of 5 mT, the samples of SERIES B with an
applied field of 15 mT. The austenite TAc and martensite TMc Curie temperature
is marked in the plots. The arrows indicate field cooling (blue arrow) and field
heating (red arrow). The black arrows in (b)-(d) mark possible martensite to
martensite transitions.
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The 200 nm thick film shows a kink during FC and FH at around 230 K and
240 K, respectively. It is marked by a black arrow for the FH curve. For the
100 nm and 75 nm thick films a kink is only visible during FH at around 220 K
and 200 K, respectively. The thinner films have a larger fraction of austenite
in this temperature range, possibly hiding the kinks. The decrease of the kink
temperature might be an effect of the film thickness, possibly due to under-
cooling/overheating (see also the chapters 5.6 and 4). A possible explanation
for the kink is a martensite to martensite transformation between different
martensitic structures. Sutou et al. [62] measured two martensite to martensite
transformations for Ni50Mn37Sn13, where one of theses transformations is at
250 K (257 K) for FC (FH).
SERIES B shows two Curie temperatures for films above 20 nm thickness;
TAc of the austenite and TMc of the martensite phase. As has been shown in
section 5.2, Ms is well above TAc and hence the samples are mainly in the
martensitic state at TAc . The visible TAc stems from residual austenite. Similar
as in SERIES A, a shift of the transformation to lower temperatures can be seen;
this is noticeable at the higher degree of austenite at lower film thicknesses.
Below 35 nm thickness, the films show a drop in the magnetization. This can
be understood in the following way: the lower transition temperature and the
widening of the transformation range leads to a higher fraction of austenite
than martensite at TAc . With decreasing temperature, the martensite fraction
increases. Hence, a drop in the magnetization can be observed. The upturn
of the magnetization curves at low temperatures, visible for the 10 nm thick
sample, stems from a paramagnetic contamination of the substrates.
The magnetization values at low temperatures are similar for all samples of
SERIES A. The tendency is different for SERIES B: The magnetization decreases
slightly for the films with a thickness above 20 nm. The 10 nm and 20 nm thick
film show a large drop in the magnetization. The origin of this effect will be
investigated in future studies. The differences in the transformation behavior
and its origins will be discussed in section 5.7.
Curie temperatures
The Curie temperatures TAc and TMc as well as bulk values are summarized
in Table 5.3. TAc is lower than the bulk value for all films. With decreasing
film thickness, TAc of both sample series increase slightly. The 10 nm thick film
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Table 5.3: The Curie temperatures of the austenite TAc and martensite TMc of
both sample series as well as bulk literature values are listed.
h (nm) 10 20 35 50 75 100 200 bulk[50]
SERIES A
TAc (K) 310 308 305 300 317
SERIES B
TAc (K) 301 305 305 302 301 ≈312
TMc (K) 240 225 195 203
of SERIES B is an exception; it shows the same TAc value as the 100 nm thick
film of the same series. Both effects, the lower TAc and the variation with film
thickness, could be caused by a different degree of chemical order or by lattice
strain.
TMc of the 100 nm film is comparable to the bulk value for a similar stoi-
chiometry. For thinner films, TMc increases from 195 K at 100 nm to 240 K at
35 nm film thickness. The rise of TMc can be caused by the higher degree of
ferromagnetic austenite. The austenite couples to the paramagnetic martensite
and hence leads to ferromagnetic order of martensite at higher temperatures.
Magnetic propertes of the austenite and martensite phase
The temperature dependence of the magnetization of the 200 nm thick sample
of SERIES A at 5 mT and 1 T is shown in Figure 5.17 (a). At 1 T, a clear increase of
the magnetization is visible. The magnetization change at the MT is 0.7 µB/f.u.
at 1 T and 0.42 µB/f.u. at 5 mT. These values are in agreement with literature
values. Planes et al. [50] found a magnetization change of 1 µB/f.u. at a
magnetic field of 1 T for bulk Ni50Mn35Sn15. The lower degree of magnetization
change can be well explained by residual austenite in thin films. Furthermore,
the transition of Ni50Mn35Sn15 is at lower temperatures. Here, a higher drop in
the magnetization is possible. For fields below 15 mT a reduced magnetization
change has been measured by Planes et al. [50]
The reduced magnetization change can be understood when looking at
hysteresis loops in the austenite and martensite phase. In Figure 5.17 (b) the
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Figure 5.17: In (a) the temperature dependence of the magnetization at an
applied field of 5 mT and 1 T is shown for the 200 nm thick film of SERIES A.
The arrows indicate the temperature change direction. In (b) the magnetization
in dependence of the magnetic field is shown for the 100 nm thick film of
SERIES A. The hysteresis is measured at 275 K in the austenite phase and at
165 K in the martensite phase
magnetic field dependence of the magnetization for a 100 nm thick film of
SERIES A is shown. The film thickness is different, however, the same trends
should apply to the 200 nm thick sample. The thin film has been measured
at two temperatures: At 275 K in the austenite phase, and at 160 K well in
the martensite phase. Close to zero applied field, the difference between the
magnetization curves decreases due to a lower coercive field of the austenite
phase. Thus, at 5 mT the magnetizations difference between austenite and
martensite is lower than at 1 T.
The coercive field increases from 2 mT in the austenite to 10 mT in the
martensite phase. This behavior can be attributed to an increased crystalline
anisotropy due to the tetragonal distortion. The easy axis of the magnetization
is along the c-axes for a tetragonal unit cell. Hence, an out of plane orientation
of the c-axis turns the easy axis out of plane. This leads to the observe increase
in the coercive field. A similar trend has also been observed for Ni-Mn-Ga thin
films.[70]
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Summary
To summarize, clear signs of the MT can be observered in the magnetic behavior
of both sample series. The most important characteristics are:
• The magnetization change for the 200 nm sample of SERIES A in the
vicinity of the MT is in good agreement with literature values.
• The Curie temperature of the austenite and martensite are in good agree-
ment with literature values.
• With decreasing film thickness, the transformation range widens and Ms
shifts to lower temperatures. This results in:
– A wide temperature range, where the magnetization decreases
– A shift of the martensite Curie temperature to higher temperatures
• The coercive field of the martensite phase is larger compared to the
austenite phase. This is caused by an increased crystalline anisotropy.
5.5 Electrical transport
Electric transport measurements are carried out to study the martensitic trans-
formation of SERIES A and SERIES B. This characterization method is based
on a resistivity increase due to the martensitic transformation. The resistivity
can be measured in a very wide temperature range due to its independence of
the Curie temperature and is thus advantageous for the here discussed sample
series. The physical origin of the resistivity change can be linked to a variation
of the density of electronic states close to the Fermi surface and a higher scat-
tering probability due to defects.[71] The variation of the electronic density of
states can be of magnetic and structural origin.[73] The magnetic origin of this
variation can be explained by a formation of an antiferromagnetic lattice that is
incommensurate with the crystal lattice, i.e. a magnetic superstructure, that
induces a superzone gap in the Brillouin zone.[72, 73] The structural origin
of this variation in the electronic density of states can be attributed to band
shifts caused by the lattice distortion.[74, 71] Defects caused by the formation
of twinning planes and dislocations during the transformation give additional
contributions to the resistivity due to a reduced charge carrier mobility.
68
5.5. Electrical transport
0
10
20
30
40
50
60
0 50 100 150 200 250 300 350
∆
ρ
((
ρ
−
ρ
m
in
)/
ρ
m
in
)(
%
)
T (K)
20 nm
35 nm
50 nm
100 nm
200 nm
0 50 100 150 200 250 300 350
0
10
20
30
40
50
60
∆
ρ((ρ−
ρ
m
in )/
ρ
m
in )(%
)
T (K)
10 nm
20 nm
35 nm
50 nm
100 nm
(a) (b)
Figure 5.18: The relative resistivity change of SERIES A and SERIES B are
shown in (a) and (b), respectively. The arrows indicate the temperature change
direction.
Experimental results
The electric transport measurements are presented as relative changes of the
resistivity, defined as ∆ρ(T) = (ρ(T)− ρmin)/ρmin, in Figure 5.18. The 75 nm
thick film is omitted here for clarity. The signs of the martensitic transformation,
increasing resistivity with decreasing temperature and a thermal hysteresis, are
clearly visible for all film thicknesses of both sample series. Prior to the marten-
sitic transformation there are distinct features visible in the ∆ρ(T) curves:
SERIES A, presented in Figure 5.18 (a), shows a linear decrease in the resis-
tance with a kink at the Curie temperature TAc . The linear decrease is due to
electron-phonon interaction in metals. The kink is caused by the suppression of
spin-disorder scattering due to the spontaneous magnetization below TAc .[75]
The 10 nm sample of SERIES B, presented in Figure 5.18 (b), shows not only a
kink but a cusp-like feature.4
4A very similar behavior has been observed by Chatterjee et al. [76] for bulk Ni50Mn38Sn12
(e/a = 8.14), where the martensitic transition is also close to the Curie temperature. Kataoka[75]
investigated possible influences on the anomaly at TAc . It was found that an increased mean free
path of electrons, a lower electron concentration and a reduced stability of the ferromagnetic
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In the martensite phase, after the hysteresis is closed, ∆ρ(T) is linear, but
with a gentler slope compared to the austenite phase (see also Figure 5.19 (a)).
In the following the effect of the martensitic transformation on the resistivity
is discussed. A few general trends can be observed in both sample series: For
film thicknesses of 10 nm and 20 nm, a broad temperature range is observed.
The slope of ∆ρ(T) in the transformation region is approximately constant over
a wide temperature range. With increasing film thickness the slope of ∆ρ(T)
becomes steeper and the transformation range is narrowed. Furthermore, the
transformation shows two regimes. In the first regime a steep linear increase
of ∆ρ(T) with decreasing temperature is observed. In the second regime, the
slope of ∆ρ(T) is non-linear; it gets gentler with decreasing temperature.
The onset of the transition is reduced for low film thicknesses. This is best
visible for the example of the 20 nm thin film of SERIES A. The amplitude of
the complete resistance change caused by the transformation reduces with
decreasing film thickness.
Discussion
The thickness dependence of the total resistivity change ∆ρmax and the trans-
formation characteristics show qualitatively a different behavior for the two
sample series. The first aspect is discussed in the following, while the transfor-
mation characteristics are reviewed in section 5.6
The total increase of the resistivity change ∆ρmax differs significantly, e.g.
the 100 nm thick film of SERIES B shows about 50 % change while SERIES A’s
100 nm thick film shows only 38 %. To understand the origin of this effect and
the decrease of ∆ρmax with decreasing film thickness, the following model is
proposed: Substrate constraints and local Mn concentration differences at the
interfaces can lead to an austenite layer at the MgO interfaces which cannot
transform.[65, 77] This assumption is also supported by the simulations results
state lead to a more pronounced cusp. Since this cusp occurs close to a martensitic transition,
premartensitic effects such as nuclei at defects are a likely cause. These nuclei can weaken the
magnetic interactions or lower the carrier density. The magnetic interactions are lowered due to
the lower Curie temperature of the martensitic nuclei. The carrier density can be reduced due to
the structural transformation.[74, 71, 73] This fits well to the findings of Kataoka[75]. A reduced
free path of electrons due to the nuclei weakens the cusp. Hence, with the assumption that the
lower magnetic interactions and the reduced electron density have a stronger influence than the
reduced mean free path, premartensitic nuclei are a likely cause for the cusp. All films above 10 nm
thickness of SERIES B show the martensitic transition well above TAc , hiding the cusp.
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Figure 5.19: The resistivity of SERIES A and a 20 nm thin film, that is stable
in the austenite phase, is shown in (a). All resistivities are normalized to a
common value at 343 K. In (b) the total resistivity change at a temperature
of 53 K is plotted. A fit with eq. 5.4 is applied. The arrows indicate the
temperature change direction.
(see chapter 4) and the magnetization measurements of SERIES B (see section
5.4), where a clear signal of residual austenite is visible. This austenite layer
gets a pronounced influence with decreasing film thickness. Due to the lower
resistivity of the austenite, a decrease of ∆ρmax can be expected. With the
assumption of an austenite layer and a martensite layer, we can propose a
parallel resistance model. In this model, the relative total resistivity change
∆ρmax would be:
∆ρmax
100
=
h
hA +
ρA
ρM
(h− hA)
− 1 (5.4)
where h is the film thickness, hA the thickness of the austenite layer, ρM/ρA the
resistivity of the martensite/austenite phase. For the correct description of hA,
the austenite resistivity ρA at low temperatures and a renormalization of the
resistivity change to ρA is required. ρA is approximated using the resistivity
data of a 20 nm thin film with a slightly deviating composition. This film
shows no martensitic transformation and a comparable resistivity behavior.
71
5. NI-MN-SN IN THIN FILMS
An example of the renormalized resistivity curves of SERIES A and of the
austenite sample is shown in Figure 5.19 (a). As a common temperature for the
renormalization, the measurement values at 53 K are chosen. The resistivity
values are also normalized to a common value at 343 K. The same procedure is
done for SERIES B. Both, ∆ρmax and the fit with Eq. 5.4, is shown in Fig. 5.19
(b) for both sample series. The fit shows a good agreement to the experimental
data. According to the fit a austenite layer thickness of hA=8.4 nm/hA=2.5 nm
is present in the samples of SERIES A/SERIES B. The higher austenite fraction
of SERIES A fits well to the lower ∆ρmax values. Thus, the different austenite
layer thickness is most likely the reason for the observed ∆ρmax values. The
sample quality and the phase compatibility between austenite and martensite
could be the cause of differing austenite fractions. A detailed discussion on
the possible influences on the transformation behavior and its relation to the
residual austenite can be found in section 5.7.
The fit with eq. 5.4 gives information about the ratio of ρ53KA /ρ
53K
M , as well.
It is 0.4 for SERIES B and 0.44 for SERIES A. To get a more comparable quantity
for both sample series, the ratio
ρ53KM
ρ343KA
=
ρ53KM
ρ53KA
× ρ
53K
A
ρ343KA
(5.5)
is calculated. The ratio of ρ53KA /ρ
343K
A is derived from the resistivity of the thin
film that is stable in the austenite phase.
The value of ρ53KM /ρ
343K
A is 1.38 for SERIES A and 1.51 for SERIES B. The
experimental values are summarized together with literature values in Table
5.4. The experimental results are comparable to bulk samples with similar
composition.
In the here assumed model of a thin austenite layer, some possible influ-
ences have been neglected: Different kinds of martensitic structures that can
lead to other ρM values. The resistivity of the austenite at 53 K can be different
for the thin films. Furthermore, effects due to anisotropic conductance in a
mixture of austenite and martensite can lead to an increasing resistivity with
decreasing film thickness.[79] All these influences can also have an impact on
the fit results.
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Table 5.4: The resistivity ratio of martensite to austenite is shown for SERIES A
and SERIES B together with bulk literature data.
Composition e/a ρ53KM /ρ
343K
A
SERIES A
Ni51.6Mn32.9Sn15.5 8.083 1.38
Ni50Mn36Sn14[76] 8.08 1.31
Ni50Mn36Sn14[78] 8.08 1.48
SERIES B
Ni51.6Mn34.9Sn13.5 8.143 1.51
Ni50Mn38Sn12[76] 8.14 1.44
Origins of the resistivity change in the martensite phase
In the beginning of this section, possible origins of the resistivity increase due
to the MT, a variation of the electronic density of states close to the Fermi level
due to different magnetic or structural phases and defects, have been discussed.
In the following, the impact of each contribution is studied. The contribution
of magnetic effects can be studied using SERIES B. In the case of 35 nm up to
100 nm thick films, most of the resistivity increase is in a temperature range
above TMC . Thus, the main impact on the resistivity increase should be due
to the different structural phase and defects. Magnetic superstructures are
unlikely, because the martensite phase is not magnetic in this temperature
range. An indication of the importance of defects can be achieved by comparing
the slopes of ∆ ρ vs. T at low temperatures. They show a pronounced difference
for the austenite and martensite samples (see Figure 5.19 (a)). The gentle
progression of ∆ρ(T) of the samples in the martensitic state indicate a high
residual resistivity at 0K. A high residual resistivity is caused by defects such
as twinning planes and dislocations.
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Summary
To summarize, clear signs of the MT can be observed in the resistivity behavior
of both sample series. The most important findings are:
• A widening of the transformation range and a shift of Ms to lower temper-
atures with decreasing film thickness is found. This is in good agreement
with the magnetization measurements.
• The thickness dependence of the maximal resistivity increase due to the
MT is well described by a parallel resistance model assuming a thin
austenite layer at the MgO interface. The model gives information about:
– the austenite layer thickness. The austenite layer of SERIES A is
thicker than SERIES B’s. This could be caused by a different phase
compatibility and sample quality.
– the resistivity ratio of the austenite and martensite phase. The results
are in good agreement with bulk literature values.
• The main influences on the resistivity change during the MT are most
likely the structural change leading a variation in the electronic density
of states at the Fermi level and defects.
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Figure 5.20: The analysis of the martensitic transformation is shown for the ex-
ample of the 100 nm thick film of SERIES A. The blue colored area corresponds
to the linaer transition region ∆τ1. The red colored area shows the non-linear
transition region.
5.6 Analysis of the martensitic transformation
In this section, the procedure and all necessary values to quantify the MT are
introduced on the basis of a measurement example. The normalized resistivity
measurement of a 100 nm thick sample of SERIES A is shown in Figure 5.20.
The characteristic temperatures of a martensitic transformation (Ms, Mf, As,
Af) are deduced by the common method [2, 80] of extrapolating linear regions
and calculating the interceptions of those extrapolations. For example, Ms is
obtained by extrapolating the linear region of ρ(T) in the austenite and the
linear range during the forward transition. The interception of these two lines
marks Ms.
The real hysteresis, i.e. the range where the heating curve does not retrace
the cooling curve, is wider than the temperature range between the calculated
Mf and Af values; at low temperatures the slope of ∆ρ(T) diverges from the
linear approximation and flattens at the edges of the hysteresis. Two different
transition ranges are defined to quantify the range of the linear regions ∆τ1
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Table 5.5: The characteristic temperatures and the Hysteresis width ∆H for
both sample series.
h (nm) Ms (K) Af (K) Mf (K) As (K) ∆H (K)
SERIES A
20 207 215 64 90 27.9
35 244 254 107 126 19.3
50 252 263 159 176 17.5
75 255 269 197 216 18.5
100 259 274 212 228 16.8
200 263 275 233 255 17.6
SERIES B
10 281 290 116 125 9.6
20 331 339 151 164 10.8
35 330 336 218 232 9.8
50 335 344 254 263 9.2
100 347 358 288 302 13.0
and the complete transition range ∆τ2. The first definition ∆τ1 is defined as
∆τ1 = T1 − T2 where T1 =(Ms +Af)/2 and T2 =(Mf +As)/2. For ∆τ2 the end
of the transition has to be found. Here the temperature T3 where the maximal
resistivity occurs is chosen as reference. ∆τ2 is then defined as ∆τ2 = T1 − T3.
A further value important for further analysis is the temperature Te defined
as Te = (T1 + T2)/2. This is the average temperature of forward and reverse
transformation where the transformation is half way in the linear approxi-
mation. Here, the fraction of austenite and martensite should be equal. The
width of the hysteresis ∆H is determined using the linear extrapolations of
the transformation. ∆H is evaluated at the temperature where the resistivity
increase of the forward and reverse transformation is equal to ρmax/2. This
approximates the temperature where the fraction of martensite and austenite
are equal. The characteristic temperatures and the hysteresis width are summa-
rized in Table 5.5. The Ms temperatures of the thickest films of SERIES A and
SERIES B are in good agreement with the bulk literature values. The bulk value
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Figure 5.21: The structural and magnetic phase diagram is shown in (a) for SE-
RIES A and (b) for SERIES B. T1 =(Ms +Af)/2 is the average temperature above
which the austenite phase is stable. T2 =(Mf +As)/2 is the average temperature
above which martensite looses stability in the linear approximation. Above T3
martensite looses stability. TAc and TMc are the austenite and martensite Curie
temperatures, respectively. The blue colored area corresponds to the linear
transition region ∆τ1. The red colored area shows the non-linear transition
region.
for SERIES A/SERIES B is 255 K/357 K. This is quite close to the measured Ms
temperatures 263 K and 347 K for SERIES A and SERIES B, respectively.
A general overview of the transition temperatures (T1, T2, T3) and the Curie
Temperatures (TAc , TMc ) in dependence of the film thickness is presented in
Figure 5.21. Both sample series show the general trend of reducing transition
temperatures with decreasing film thickness. The film thickness has the largest
influence on T2, which is the average temperature where the martensite phase
loses stability in the linear approximation. A comparison with T3 shows that
the linear approximation gets better for low film thicknesses. For example the
difference between T2 and T3 changes by more than a factor of 4 from 155 K
of the 200 nm sample to 34 K of the 20 nm sample of SERIES A. T3 itself is also
dependent on the film thickness; it reduces below 100 nm film thickness. T1,
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Figure 5.22: In (a) the transition range ∆τ1 using the linear approximation is
shown. The complete transition range ∆τ2 is presented in (b). The temperature
Te is normalized to the value at 100 nm. It is shown in (c). The hysteresis width
is plotted in (d).
which is the average temperature where the austenite phase loses stability,
shows the least dependency on the film thickness; large temperature drops are
only visible for very thin films. This leads to an increase of both transformation
ranges ∆τ1 and ∆τ2 with decreasing film thickness as shown in Figure 5.22 (a)
and (b), respectively. ∆τ1 increases rapidly for SERIES A by more than a factor
of five from 25 K of the 200 nm sample to 134 K of the 20 nm thick film. SERIES
B shows a similar behavior between 100 nm and 50 nm thickness. For the
films thinner than 50 nm, ∆τ1 of SERIES B increases rapidly up to a maximum
of 177 K for 20 nm film thickness. ∆τ2 shows a large difference between the
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two sample series. At 100 nm thickness, ∆τ2 of SERIES B is 48 K wider than
SERIES A’s. Up to 75 nm/50 nm film thickness, SERIES A/SERIES B show no
significant change in the width of ∆τ2. Below 75 nm/50 nm thickness, a rise
of ∆τ2 is visible with a maximum at 35 nm/20 nm film thickness for SERIES
A/SERIES B, respectively. For the thinnest films of both sample series, ∆τ2
decreases again due to a lower T1 value. Generally, ∆τ2 for SERIES B is much
wider than for SERIES A over the whole thickness range.
The film thickness dependence of the transition temperatures in the linear
approximation can be well compared using Te. For this, Te is normalized to
the maximal value at 100 nm thickness. It is shown in Figure 5.22 (c). It can be
clearly seen, that Te of SERIES A decreases more rapidly with decreasing film
thickness than SERIES B.
The width of the hysteresis ∆H presented in Figure 5.22 (d) shows the
largest deviations between SERIES A and SERIES B. Similar to T1, T3 and ∆τ2,
there is no large change between 200 nm and 100 nm thickness of SERIES A for
∆H. Small variations of ∆H occur down to 50 nm. Below 50 nm a steep increase
is visible from 18 K at 50 nm up to 28 K for 20 nm film thickness. SERIES B shows
overall a smaller ∆H and the opposite trend with reducing film thickness: ∆H
drops from 13 K for 100 nm down to 9 K for 50 nm thickness. Below 50 nm,
there is no clear trend visible; ∆H varies around 10 K.
5.7 Origins of the transformation behavior
The influence of the film thickness and composition on the transformation
behavior can be of multiple origin. The possible causes can be classified into
five major groups:
1. Size scale effects
2. Rigid substrate/clamping
3. Crystal/sample quality
4. Phase compatibility
5. Martensite to martensite transformation between different martensitic
structures
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The theoretical basics of these effects have been introduced in section 2.1. At
first, the results on the sample quality are shortly reviewed. Subsequently, the
phase compatibility of both sample series is determined. In the last part the
transformation behavior is compared and discussed to the theoretical models
and experimental data.
Review of the sample quality
Here, the results of section 5.2 are shortly reviewed. The sample quality in
the austenite phase shows differences between SERIES A and SERIES B. The
lattice mismatch to the MgO substrate is larger for SERIES A than for SERIES
B. This indicates a larger dislocation density close to the substrate for SERIES
A. This is also visible at the rocking curve width. The out-of-plane grain size
as approximated by the Debye-Scherrer formula is similar for both series. The
precipitate fraction decreases with increasing film thickness and is the highest
for the 20 nm thick sample of SERIES A. The 10 nm sample of SERIES B is an
exception: It shows no precipitate, a very low rocking curve FWHM and a low
dislocation density.
Phase compatibility
The necessary data to determine the eigenvalue λ2 is experimentally only
available for SERIES B. However, an approximation based on literature values
can be made for SERIES A. Brown et al.[63] determined the lattice parameters
of the martensite phase for Ni50Mn36Sn14 (e/a=8.08) with Ms =221 K which is
reasonable close to SERIES A (Ni51.6Mn32.9Sn15.5, e/a=8.083) with Ms =263 K.
One of the six transformation stretch matrices for the cubic to orthorhombic
transformation is given by:[8]
U =
β 0 00 α+γ2 α−γ2
0 α−γ2
α+γ
2
 (5.6)
where α = a/a0, β = b/a0 and γ = c/a0. With the lattice values of SERIES A
a0 = 5.985 A˚, a = 6.16 A˚, b = 5.6 A˚, c = 6.07 A˚ and SERIES B a0 = 5.97 A˚, a =
6.156 A˚, b = 5.644 A˚, c = 6.005 A˚ we find λ2 = 1.014 for SERIES A and λ2 =
1.005 for SERIES B. Thus, the phase compatibility of SERIES B is better than
SERIES A’s.
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Table 5.6: The fit results and parameters of the Malygin model.[28]
l (nm) ka k0 kBTe0/qω Λ (nm) d (nm)
SERIES A 40 1 1.4 0.0064 25 50
SERIES B 40 1 2 0.0064 25 50
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Figure 5.23: Te and Ms is shown in (a). A fit with eq. 2.10 to Te is applied. In
(b) the transformation width in the linear approximation is shown. A fit with
eq. 2.11 is applied. The fit results are presented in Table 5.6
Discussion
The discussion is structured according to the five major causes introduced
above. Note that for example the sample quality and the phase compatibility
influence the same parameters.
Size scale effects
At first, the size scale effects on the transformation are discussed. For this, the
two characteristic values, Te and ∆τ1, are compared with the Malygin model.
It is not possible to compare ∆τ2, because a linear transformation is assumed
in this model. Te and ∆τ1 are plotted together with the fits of eq. 2.10 and
eq. 2.11 in Figure 5.23. Since both equations rely on the same parameters, a
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multi branch fit routine is used to achieve the best fit to both data sets. k0
and ka are unknown and similar values as used by Malygin[28] are assumed.
All parameters are set to the same value for both series except k0; this is a
material dependent parameter and has also been used in [28] to adjust the fit
to different materials. A complete list of the parameter set is given in Table
5.6. The values for grain size and defect distance are reasonable in comparison
with the experimental available data. The nucleus diameter l of 40 nm is in
good agreement with the literature; Yu et al. [81] found 34 nm length for an
oblate nucleus.
A qualitative agreement of the fit to the experimental data is visible: The
Malygin model predicts a sudden drop of Te at the critical thickness. Below this
thickness, the transformation is completely suppressed. SERIES A shows a drop
of Te at higher film thicknesses than SERIES B. This trend is well reproduced by
the fit. The model predicts a critical film thickness of 18 nm for SERIES A and
8 nm for SERIES B. However, the experimentally measured Te does not follow
the fit exactly; Te decreases at higher film thicknesses compared to the fit.
The increase in ∆τ1 towards lower film thicknesses is well reproduced by
the fits. For SERIES B the expected drop close to the critical thickness is visible.
The smaller increase of ∆τ1 for a higher critical film thickness of SERIES A is
well described. However, the fits overestimate ∆τ1 for larger film thicknesses
and underestimate ∆τ1 for thinner films.
The failure to reproduce the exact features of the transformation can be
caused by wrong assumptions in the model or neglected influences. Among
these assumptions are a constant defect distance Λ and grain size d, while the
rocking curve and the degree of contamination indicate at least a lower value
for Λ for the thin films of SERIES A. Among the neglected energy contributions
are the interphase/grain boundary energy as well as strain energy as proposed
by Meng et al. [19] These contributions could also lead to a shift of Ms and
Te towards lower temperatures. The neglect of the rigid substrate is the most
likely reason for the failure to reproduce the exact features of the transition. As
comparison, the Ms values are plotted in Figure 5.23 (a). The fit reproduces
the behavior of the Ms values quite well. The influence of the rigid substrate
on this parameter is much lower, if the substrate does not induce a high stress
level in the thin film. This would be the case for a large lattice mismatch, which
is not the case for the here investigated films.
To summarize, the Malygin model describes only qualitatively the trend
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of decreasing Te and increasing ∆τ1 with decreasing film thickness. Quantita-
tively, large deviations can be observed.
Rigid Substrate
Most likely the effect of the rigid substrate is the dominant influence on the
transition. This is supported by the large undercooling needed to achieve com-
plete transformation as shown by the ∆τ2 values. The transformation behavior
is in good agreement with the calculated transition curves in chapter 4: the
transformation is suppressed close to the substrate until the necessary driving
force in form of chemical energy is provided. This leads to a shallow transfor-
mation curve in very thin films and to the observed different transformation
regions ∆τ1 and ∆τ2 for thicker films.
Sample Quality
The sample quality can have influence on:
• critical film thickness
• residual austenite
• hysteresis width
• undercooling
All aspects are influenced by the interaction probability of defects with the in-
terfaces of the martensite phase. Thus, a different number of defects can change
the MT significantly. Additionally, different grain sizes can lead to confinement
effects as proposed by Malygin [28]. Furthermore, different interphase/grain
boundary energy as well as strain energy can be expected. [19]
The sample qualities of both series differ towards thinner films. This indi-
cates a large influence of the thin film/substrate interface on the sample quality.
Thus, close to the substrate a different defect density is expected compared to
the average value of the thin film. This applies especially for thicker films.
The hysteresis width ∆H should depend on the average value of the defect
density. Thus, an influence of the film thickness is expected only for thinner
films. This is seen in the experimental results: ∆H correlates quite well for
SERIES B in the thickness range of 50 nm down to 10 nm. At first, ∆H increases
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to a maximum at 20 nm thickness and then decreases for the 10 nm sample.
Both rocking curve FWHM and the precipitate fraction show the same behav-
ior. SERIES A shows a correlation of ∆H with the rocking curve FWHM and
precipitate fraction in the thickness range of 50 nm down to 20 nm.
The residual austenite fraction should only be influenced in the area close
to the substrate. On the average, SERIES B has a better sample quality than
SERIES A. Hence, for all thicknesses a higher degree of residual austenite is
expected for SERIES A. This fits well to the experimental results. The electrical
transport measurements show a higher residual austenite fraction for SERIES
A.
The importance of the region close to the substrate on the critical film
thickness becomes larger with decreasing film thickness. Thus, the lower
critical film thickness of SERIES B might be influenced by the better sample
quality.
An influence of the dislocation density/ grain misorientation on undercool-
ing is not visible. On the average, ∆τ1 and ∆τ2 are larger for SERIES B than for
SERIES A. The dislocation density/ grain misorientation of the sample series is
similar above 20 nm film thickness and larger for the 20 nm thick film of SERIES
A. Hence, a large influence of the dislocation density/ grain misorientation is
unlikely. However, slight composition gradients can induce some variation in
the transition temperatures. This would increase ∆τ2.
Phase compatibility
The phase compatibility can have influence on:
• critical film thickness
• residual austenite
• hysteresis width
• undercooling
The influence of the phase compatibility can be understood in the following
way: A better phase compatibility leads to a coarser laminate structure. A
lower number of interfaces reduces the probability of interaction with defects.
Thus the transition is less hindered by defects. Furthermore, a coarser laminate
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structure requires less energy for its formation due to the lower number of
interfaces. This effect becomes important at low film thicknesses: Here a high
chemical energy is required to overcome the additional energy contributions of
the substrate. Thus, the importance of a higher energy due to a finer laminate
structure increases with decreasing film thickness. Both, the additional energy
and the probability to interact with defects, can have a large influence on the
critical film thickness, the residual austenite, undercooling and the hysteresis
width. SERIES B has a lower critical film thickness, a lower fraction of residual
austenite and a lower hysteresis width than SERIES A, which agrees well with
the better phase compatibility of SERIES B.
The influence of the phase compatibility on the hysteresis width can be
predicted by eq. 2.6. If we assume the same parameter values for both series, a
factor of 1.35 between ∆H of SERIES B and SERIES A is calculated. This value is
quite close to the experimental value of 1.29 for the difference in ∆H between
the 100 nm thick films. For thinner films, a much larger difference between ∆H
and even a different trend is visible: ∆H of SERIES B reduces below 100 nm
film thickness, while ∆H of SERIES A varies only marginally and increases
below 50 nm thickness. In the region above 50 nm thickness, an influence due
to different sample quality is unlikely (see discussion above). Instead, a change
of λ2 with decreasing film thickness could be a possible cause. The phase
compatibility can be influenced by different lattice constants of the austenite
or the martensite phase. A change of the austenite lattice constant leads to the
same variations of λ2 for both sample series. Hence, this cannot be the reason
for the different trend in ∆H. However, different martensitic structures are
possible. Ko¨nig et al. [82] found a decreasing hysteresis width with decreasing
film thickness even down to ∆H = 0 K in an alloy with λ2 close to 1; the
origin for the variation was determined to be a change in the tetragonallity of
the martensitic structure. Future investigations with low temperature XRD
measurements will clarify this issue for the here investigated films.
The degree of undercooling seems not to be related to the phase compati-
bility. ∆τ1 of SERIES B is larger than SERIES A’s for almost all film thicknesses.
∆τ2 of SERIES B is significantly larger than SERIES A’s. This is unexpected,
since the phase compatibility of SERIES B is better than SERIES A’s. A possible
explanation might be the occurrence of different martensitic structures at lower
temperatures. These would change the phase compatibility. Hints for this have
been observed in the magnetic measurements of SERIES A (see section 5.4).
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Martensite to martensite transformation
A martensite to martensite transformation between different martensitic struc-
tures, observed in the magnetic measurements of SERIES A, can lead to un-
dercooling and a change in the phase compatibility. The undercooling due to
the martensite to martensite transition is caused by the energy required for
the transformation. Sutou et al. [62] found undercooling in the range of about
50 K involving two martensite to martensite transitions. Thus, a martensite
martensite transformation can be responsible for some additional undercooling.
However, the whole ∆τ2 range of around 200K cannot be explained. A change
in the phase compatibility due to a martensite to martensite transformation
can have influence on the hysteresis width, undercooling, residual austenite
and the critical film thickness. Here, only a possible influence on undercooling
(∆τ2) has been observed.
Conclusion
To conclude, the rigid substrate has large influence on the transformation of
the thin films. This is visible at the large degree of undercooling required.
Additionally, size scale effects and confinement of the nucleus as proposed
by Malygin can change the transformation behavior. However, the effects
predicted by this model fit only qualitatively. Effects such as energy terms due
to interphase/grain boundaries and strain energies as proposed by Meng et al.
could also influence the onset of the transition.
The differences between the two sample series could be caused by different
sample quality and the phase compatibility (λ2 parameter). SERIES B shows a
better phase compatibility and a better sample quality close to the MgO/thin
film interface. Thus, this combination might lead to the observed smaller
hysteresis, lower critical film thickness and also less residual austenite of
SERIES B. A martensite to martensite transformation could explain the wider
transformation range ∆τ2 of SERIES B. Influences due to composition gradients
cannot be excluded. They could also influence the transformation range ∆τ2.
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5.8 Magnetoresistance
Magnetoresistance (MR) is a change in electric resistivity ρ by applying a
magnetic field B:
MR =
ρ(B)− ρ(0 T)
ρ(0 T)
(5.7)
The origin of the magnetoresistance in magnetic metals can generally be clas-
sified into orbit and spin contributions. The orbit contribution is based on a
change in electron orbit under electric and magnetic fields due to Lorentz force.
The spin contribution is due to electron scattering by e.g. spin fluctuations or
spin disorder in a magnetic metal; it is correlated with the magnetization M
and can be described by the following relation [83, 84]:
MR = −A
(
M(T, B)
Msat
)2
(5.8)
where A is a constant and Msat the saturation magnetization. The MR usually
shows a large decrease towards lower temperatures; this is only due to the
enhancement of the magnetic resistivity value at zero magnetic field with
rising temperature. Major contributions to the MR stem from electron-magnon
scattering.[85].
In the Mn rich Ni-Mn-X (X = In, Sn, Sb) alloys, additional magneto resistance
effects have been found during the martensitic transformation. Two major
contributions to the MR of the MT have been identified:
• Magnetic field induced austenite (MFIA)
• Interface scattering
The MFIA effect can be understood as follows: The energetic contribution of
the magnetic field to the Gibbs energy is given by:[2]
G = U − TS− µ0HM (5.9)
where µ0HM is the Zeeman energy. Since the magnetization is higher in the
austenite than in the martensite (see also section 5.4), an applied magnetic field
favors the austenite phase. The resistivity is generally smaller in the austenite
than in the martensite phase and hence the MFIA leads to a negative MR.
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During the MT both phases coexist over a certain temperature interval. At
the interfaces between the phases, additional scattering occurs due to spin
transport between areas with different magnetizations [86, 87]. An applied
field reduces the difference between the magnetization of the phases and hence
a negative MR results. This effect is expected to be maximal, when both phases
have equal fractions; here the maximal number of interfaces is expected.
Experimental Results
The magnetoresistance of both sample series is discussed in the following. At
each temperature point the magnetoresistance is measured up to 1 T including
the virgin curve. Selected examples of the MR loops are shown in Figure 5.24
(a) for the 200 nm and (b) 50 nm thin film of SERIES A. The most striking effect
is the irreversible negative MR during the virgin loop of the 200 nm (50 nm)
thick sample at 273 K (243 K) during the martensite - austenite transition. The
amplitude of the irreversible MR of the 50 nm sample is lower and also shifted
to lower temperatures compared to the 200 nm thin film. For measurements
during the austenite-martensite transition, a positive irreversible MR is visible.
This is shown for the 50 nm sample at 223 K. All measurements show a negative
reversible MR of different amplitude. At −1 T, a gap between the virgin curve
and the field loop is visible. This is due to an overdrive of the magnet. After
the measurement at 1 T is recorded, the field increases by about 0.02 T before it
ramps back to 1 T and the measurement continues with the loop.
The magnetoresistance is analyzed in terms of reversible and irreversible
MR. At first, the amplitude of the reversible MR (RMR) in dependence of the
temperature is analyzed for selected samples. The irreversible MR (IMR) is
discussed later in this section.
In Figure 5.24 (c) -(g) RMR at 1T for samples of both series is shown. All
samples of SERIES A show two maxima of the RMR during the forward and
reverse transformation. The first maximum is located close to TAc and can
be attributed to a reduced spin flip scattering due to an applied magnetic
field.[75] The amplitude of the RMR at TAc depends on the film thickness
and reduces continuously from 0.9 % for the 200 nm sample to 0.58 % for the
20 nm sample. The second maximum can be attributed to the martensitic
transformation. For thick films with a small transformation range, a clear peak
and a shift of the maximum is observable leading to a hysteresis. The RMR
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Figure 5.24: The magnetoresistance (MR) for selected samples in dependence
of the magnetic field is shown in (a) and (b) for the forward and reverse
transition at selected temperatures. The reversible MR at 1 T is plotted for
selected samples in (c) to (e) for SERIES A and in (f) - (h) for SERIES B. In (c) -
(h) the blue/red color marks cooling/heating, respectively.
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of the transformation is maximal for the 200 nm film. With decreasing film
thickness the RMR decreases and the hysteresis widens. At 20 nm thickness
the MR of the MT increases slightly again. The samples thicker than 20 nm of
SERIES B do not show pronounced peaks since these films are in the martensite
phase at TAc , but a clear hysteresis is visible. For thinner films the peak at TAc
emerges. The transformation peaks become very pronounced for the 10 nm
sample and are even larger than the spin flip scattering peak; for all other
samples the latter peak is larger than the transformation RMR one. At low
temperatures, a linear or quadratic kind of decrease in the RMR is visible.
For a better overview about the RMR in dependence of the transformation
and magnetization, all relevant measurements are plotted normalized in Figure
5.25. The maxima of the transformation RMR are midway in the steepest part
of the forward and reverse transformation, respectively, if the transition is
below TAc . For all films of SERIES A, the RMR curves of the heating and
cooling branches intercept in the hysteresis range. Below this interception, the
cooling branch shows higher RMR than the heating branch, above the relation
inverts. The same behavior is also visible for the films of SERIES B, where the
transformation has just started around TAc (10 nm and 20 nm). For thicker films,
only the second part of hysteresis is visible, where the forward RMR is larger
than the reverse one.
The irreversible MR (IMR) is plotted in Figure 5.26 in relation to the re-
versible MR and resistivity. At temperatures above the transition, the IMR is
close to zero for all samples. On further cooling the IMR becomes maximal
around the same temperature as the RMR, where the transition shows the
steepest increase. Note that the IMR is always positive on the cooling branch.
On the heating branch the IMR has a negative amplitude like the RMR. For
the 200 nm film a small offset is visible between the maxima of the IMR and
RMR, which is most likely caused by a too low measurement resolution for
this film: the maximum of RMR and IMR would be directly between 260 K
and 270 K, where the steepest part of the transformation is visible as well.
Discussion
The origin of IMR can be understood in terms of the MFIA. In Figure 5.27 a
sketch of the potentials during the MT on the cooling and heating branch of the
hysteresis is shown. During cooling, an undercooling effect can be observed
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leading to a metastable fraction of austenite. The reverse happens during
heating: overheating is present and a metastable fraction of martensite exists.
If a magnetic field is applied, the potential of the martensite is raised in energy.
The energy barrier to transform to austenite is very low, allowing to transform
a large fraction of martensite. When the magnetic field is removed and the
potential is in its initial state, the transformation from the austenite back to
the martensite is less likely because the energy barrier is much higher. Thus
on the heating branch the large negative IMR due to MFIA is the dominant
contribution. On the cooling branch a positive IMR has been observed. Here
the applied magnetic field also lowers the potential of the austenitic phase
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Figure 5.27: The potentials of the Martensite (M) and Austenite (A) phase dur-
ing the forward ((a),cooling) and reverse ((b), heating) transition are sketched.
The magnetic field favors the austenite phase.
leading to a larger fraction of austenite. This effect is in terms of the here
assumed Gibbs energy reversible. However, due to the perturbing influence of
the magnetic field on the metastable austenite, a transformation of the latter
to martensite is possible. This could explain the positive and also comparably
small IMR on the cooling branch. A positive and a negative IMR has also
been observed by Wang et al. [88] for bulk Ni49.5Mn34.5In16 with an applied
field of up to 6 T. A magnetic memory effect caused by prior measurements is
unlikely, because close to TAc larger IMR effects should be visible then.
The contributions of the MT to the RMR cannot be clearly separated. In
the temperature region with the largest transformation rate, interface effects
as well as MFIA can have influence on the MT. The RMR is larger during the
reverse transition which indicates MFIA: due to overheating of the martensite
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the reversible transformation of martensite to austenite should be enhanced
leading to the larger RMR. The position of the maximum of the RMR caused by
MFIA should be in the steepest part of the transition. Energetically, temperature
and magnetic field have an influence on the transition.(see eq. 5.9). Thus, where
a small temperature difference is needed for a large part of the transition, a
magnetic field has maximal influence. Interface contributions should lead to the
same amplitude during forward and reverse transformation. This temperature
is probably in the vicinity of the highest transformation rate as well. Thus, a
combination of both effects is likely. In this temperature region the RMR does
not correlate with the magnetization. With decreasing temperature, where the
transformation rate is very low, the RMR correlates with the magnetization as
described by eq. 5.8. In the low temperature region, the RMR shows different
behavior depending on the temperature where the martensite is stable (Mf).
The thin films with a low Mf temperature show a linear dependence of the MR
with temperature; this can be understood in terms of the linear dependence of
the transition over most of the temperature range and thus a linear decrease
of the MR can also be expected. The films, where most of the transition is
finished at lower temperatures, show a typical behavior of electron-magnon
scattering.[85]
The thickness dependence of the MR can be understood as follows: The
magnetic field and the temperature have the same energy scaling as can be
seen in eq. 5.9. In other words, if a large temperature difference is required to
finish the transformation, a high field is also needed to achieve the transition.
Hence, the MFIA which is responsible for the IMR (and partly also for the
RMR) decreases significantly for thinner films. For thinner films, an increase
of the RMR is visible which is very pronounced for the 10 nm thin film. The
interfaces to the MgO could lead to additional scattering effects. Furthermore,
for the thinner films a lower twinning periodicity is expected.[46] This leads to
more interfaces and thus a higher scattering probability is likely.
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6 Summary and Conclusions
In this work the martensitic transformation of thin films on a rigid substrate
has been studied both theoretically and experimentally. The film thickness has
been varied to gain insight into the importance of the rigid substrate and other
possible constraints.
At first, phase field simulations have been conducted to understand the
influence of the rigid substrate on the transformation behavior. The model of
Levitas et al. [33, 34] is employed to predict the microstructure of a two variant
system of NiAl; this serves here as a model system to predict the c/a twinning
behavior in thin films. c/a twinning is also observed in the martensitic struc-
ture of Ni-Mn-Sn which is investigated experimentally. The transformation
is finished after 0.4 ns which is in good agreement with the literature. An
emphasis has been laid on the energetic contributions and the microstructure.
The fraction of variants can be predicted by the crystallographic theory. At
the beginning of the austenite to martensite transformation it deviates from
the theoretical value. For low temperatures where the transformation is fin-
ished a good agreement has been found. The twinning periodicity predicted
by this model is also in good agreement with a special case of the univer-
sal Landau-Lifshitz-Kittel scaling law. This law predicts an increase of the
twinning periodicity with increasing film thickness. The transformation slope
itself gets gentler with decreasing film thickness. The reason is a layer at the
substrate that needs additional chemical energy (undercooling) to transform.
For the experimental investigation, the ferromagnetic shape memory alloy
Ni-Mn-Sn has been chosen as a model system. It has a low misfit to the MgO
substrate and hence is an ideal candidate for these investigation: A low misfit
leads to more comparable thin film quality and less macro stress in the films.
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The effect of macro stress on the martensitic transformation is well understood
and hence has not been the focus of this investigation. The Ni-Mn-Sn thin films
were epitaxially grown on a MgO substrate in a thickness range of 10 nm up to
200 nm. Two different compositions have been chosen with Ni51.6Mn32.9Sn15.5
(SERIES A) and Ni51.6Mn34.9Sn13.5 (SERIES B). SERIES A is in the austenite
state at room temperatures and shows the martensitic transformation at 260 K.
SERIES B is in the martensitic state at room temperature with a transition
temperature of 350 K. The properties of the thin films have been investigated
by X-ray diffraction, electric transport, and magnetic measurements.
The thin film quality has been investigated by X-ray diffraction of the thin
films in the austenite state. The grain structure of the films is most likely
columnar and has a low mosaicity. Towards thinner films, a higher degree
of mosaicity and some tetragonal distortion has been found due to the small
misfit between substrate and thin film. SERIES A has a larger misfit between
substrate and thin film than SERIES B. Thus, close to the substrate / thin film
interface SERIES A shows a higher degree of dislocation density and grain
misorientation compared to SERIES B. A small contamination probably due to
grain boundary segregation of NiMn is also present.
The analysis of the martensitic structure of SERIES B has shown that at room
temperature an orthorhombic phase and modulated structures (4O, 10M) are
present. The structural transition has been observed by temperature dependent
X-ray diffraction measurements.
The magnetic and electric transport measurements show a clear dependence
on the martensitic transformation. The magnetic moment decreases during
the transition and the resistivity increases. For SERIES A, a good agreement
between both measurements for the martensitic transformation behavior has
been found. The martensitic transformation of SERIES B cannot be observed by
magnetic measurements, because the austenite and martensite Curie tempera-
ture are below the transition temperature. However, this offers the possibility
to investigate the thickness dependence of the martensitic Curie temperature,
which increases with decreasing film thickness. This is probably caused by an
increase of the austenite fraction in the relevant temperature regime.
Generally, the magnetic and electric transport properties of the thickest
films correspond well to available bulk data.
The theoretically predicted suppression of the transformation at the in-
terface is visible in the magnetic and electric transport measurements. The
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maximal resistivity change due to the martensitic transformation has been
used to calculate the thickness of the austenite layer. The degree of residual
austenite in samples of SERIES A is larger than in SERIES B’s.
The two sample series do not only differ in the austenite layer thickness, but
also the transformation behavior changes. Generally, a shift of the transition
to lower temperatures and an increase of the transition range with decreasing
film thickness has been found. This can mainly be attributed to the influence
of the rigid substrate. Additionally, size scale effects and confinement of the
nucleus as proposed by Malygin [6] can change the transformation behavior.
However, the effects predicted by this model fit only qualitatively. Effects
such as additional energy terms due to interphase/grain boundaries and strain
energies as proposed by Meng et al. [19] can also lead to reduced transition
temperatures.
The critical thickness, where the transformation is suppressed, and the
hysteresis of SERIES B are smaller than SERIES A’s. Both, the sample quality
close to the substrate/thin film interface and the phase compatibility, are better
for SERIES B compared to SERIES A. As a common cause for the differences in
the hysteresis size, the critical thickness and the residual austenite fraction, the
different phase compatibility and sample quality are the most likely candidates.
The magnetoresistance combines resistivity, magnetism and transformation
characteristics. It can be caused by magnetic field induced austenite (MFIA)
or magnetic scattering effects. Irreversible and reversible magnetoresistance
(RMR) has been found. The irreversible magnetoresistance (IMR) is explained
in terms of over- or undercooling and the resulting different energy barriers
for the forward/reverse transformation during MFIA. Since the influence of
the magnetic field and the temperature are correlated, the largest IMR and
also RMR has been found for the thickest films, where the transformation is
steepest. In regions where the magnetoresistance is most likely dominated by
magnetic scattering it mirrors the magnetic behavior.
To conclude, the influence of the film thickness has been investigated using
phase field simulations and Ni-Mn-Sn thin films grown on MgO. The rigid
substrate has a huge influence on the transformation behavior. Important
parameters that influence the functionality in thin films seem to be the phase
compatibility and sample quality.
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7 Outlook
In the future the focus will be on the inverse magnetocaloric effect in thin
films. Due to the magnetic field induced reverse transition, the isothermal
application of a magnetic field leads to an increased entropy [2]. Hence, an
adiabatic field induced reverse transition cools the material by an amount ∆T.
In order to maximize ∆T, multilayer structures of different shape memory
Heusler alloys will be prepared and investigated. An increased ∆T is expected
due to a high interface entropy. One important aspect for the efficiency of the
Heusler alloys is the phase compatibility. As has been shown in this work, the
phase compatibility has influence on the hysteresis and the residual austenite
at the interfaces. Thus the details of the martensitic structure are important.
Hence, low temperature XRD measurements will be conducted to gain insight
into the structural transition. Furthermore, the kind of martensite to martensite
transition indicated by the magnetization measurements of SERIES A can be
analyzed.
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