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Abstract{
Bayesian optimization for deep learning has a lengthy execution time because it involves several
calculations and parameters. To solve this problem, this research aims to accelerate the execution
time by focusing on the fact that the output of the activating function is strongly related to
accuracy. I devised a technique to accelerate the execution time by stopping the learning model
such that the rst and second layer ’s activating function became zero. Two experiments were
conducted to conrm the eectiveness of the proposed method. First, I evaluated the output
of the activating function and accuracy in the case of low accuracy to investigate the relation
between them. The result showed that the rst and second layer ’s activating function became
zero in the case of low accuracy. Next, I implemented the proposed technique and compared its
execution time with that of Bayesian optimization. I succeeded in accelerating the execution time
of Bayesian optimization for deep learning. From these experiments, I achieved the purpose of
this research. However, to achieve better satisfactory results, I need to conduct the experiment
using a large-scale dataset and accelerate other processes of Bayesian optimization for deep
learning.
Keywords: Deep Learning, Bayesian Optimization, Acceleration, Activating Function
概 要:
深層学習は多い計算量やパラメータからベイズ最適化を使用すると非常に実行時間がかかって
しまう．本研究はこの問題を解決するため，深層学習にベイズ最適化を使用する際の実行時間の高
速化を目的としている．本研究では，深層学習の活性化関数の出力は学習の精度に大きく関係して
いることに着目している．まず，深層学習の活性化関数の出力と精度の関係を調べるため，精度が
低い場合の活性化関数の出力と精度を調べる実験を行った．この結果から，精度が低い場合の深層
学習のモデルの第 1層と第 2層の活性化関数の出力は，0になっていることが分かった．次に，実
験の結果から深層学習のモデルの第 1層と第 2層の活性化関数の出力が 0になっているモデルの学
習を止めることで実行時間の高速化をする提案手法を考案し，実装を行った．そして，提案手法と
ベイズ最適化を比較する実験を行ったこの結果から，ベイズ最適化を深層学習に使用する際の実行
時間を高速化することに成功した．これらの実験により，深層学習にベイズ最適化を使用する際の
実行時間の高速化という目的は達成できた．しかし，実行時間を大きく高速化できたわけではない
ため，大きい規模のデータセットでの実験やベイズ最適化の他の手順での高速化が必要であること
が分かった．
キーワード: 深層学習, ベイズ最適化, 高速化, 活性化関数
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第1章 序論
本章では，本研究の背景，目的について述べる．
1.1 背景
近年，画像認識や音声認識などの分野で高い性能を示していることから深層学習が注目
されている．深層学習を用いた有名な例としてはAlphaGoがある．AlphaGoはプロ囲碁
棋士をハンディキャップなしで破った初めてのコンピュータ囲碁プログラムで，深層学習
によって作成したモデルが使われている [1]．深層学習の特徴は，特徴量の自動抽出を行え
る点である．そのため，人手では特徴がうまく抽出できないデータに対してもモデルを作
成することができる．
このように，性能が良いと言われている深層学習だが良いモデルを作成するにはノード
数や層数，学習係数，活性化関数など多くのパラメータを決定しなければいけないため，
調整が難しい [2]．適切なパラメータを決定するには，知識や経験が必要になり，深層学
習を始めたばかりの人には難しい．そこで，知識や経験を補うための手法として自動パラ
メータチューニングがある．この手法により自動で適切なパラメータを決定できるため，
深層学習を始めたばかりの人でもモデル作成を容易に行うことができる．しかし，深層学
習のパラメータの多さや計算量の多さにより，深層学習の自動パラメータチューニングは
時間がかかってしまう．
そこで，本研究では深層学習の自動パラメータチューニングの問題点である実行時間の
重さに着目する．この問題を解決することができれば，深層学習がより手軽に扱えるよう
になることが期待できる．
1.2 研究目的
背景で述べた深層学習の自動パラメータチューニングの問題点である実行時間の重さを
改善するため，自動パラメータチューニングの手法のベイズ最適化を深層学習に用いる際
の実行時間の高速化を目的とする．
そこで本研究では，ベイズ最適化の評価値を精度ではなく，活性化関数の出力値を用い
ることで，実行時間の高速化をする手法を提案する．この手法は学習の途中の活性化関数
の出力値から，この学習がどのくらいの精度に収束するかを予測し，学習が終了する前に
次の学習を行うことで，実行時間を高速化する．
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1.3 論文の構成
この節では，本論文の次章以降の構成について記述する．第 2章では，本研究での根幹
となる技術である深層学習やベイズ最適化を中心とする手法，及びその実装に使用する
ツールについて説明する．第 3章では，本研究と関連する研究について説明する．第 4章
では，本研究で提案する手法について説明する．第 5章では，提案手法についての実験と
その結果について説明する．第 6章では，本研究のまとめや今後の課題についてを述べる．
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第2章 関連手法とツール
本章では，本研究で用いた手法やツールについて説明を行う．
2.1 深層学習
この節では，深層学習に関する手法の説明を行う．まず深層学習の元の手法であるニュー
ラルネットワークについて説明し，次にニューラルネットワークの計算方法や活性化関数
について説明し，最後に深層学習についての説明を行う．
2.1.1 ニューラルネットワーク
ニューラルネットワークとは機械学習の手法の一つである．図 2.1のような構造をして
おり，図の青い丸のニューロンとニューロンを繋ぐ青線の枝で構成されている．ニューロ
ンは入力層，中間層，出力層の 3層で構成されており，枝はそれぞれ重みwを持っている．
また，ニューラルネットワークは順伝播と逆誤差伝播の 2つの計算があり，これらを繰り
返し行うことで学習をする [3]．
図 2.1: ニューラルネットワークの構造
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2.1.2 順伝播計算
順伝播計算では，最終出力の計算を行う．図 2.2のようなニューロンの繋がりを例に説
明する．オレンジ色のニューロンの出力を計算するには，そのニューロンと繋がっている
ニューロンの入力 xとその枝の重みwをそれぞれ掛け合わせたものの和を求め，総入力を
求める．その後，総入力を活性化関数と呼ばれる関数に代入することで出力を求めること
ができる．このような計算を各ニューロンに行うことで最終出力を計算することができる．
順伝播計算は，逆誤差伝播計算で用いる誤差を求める際や学習が終了したモデルにデー
タを入力し判別を行う際に使用する．
図 2.2: 出力の計算
活性化関数
活性化関数とは順伝播計算の際に総入力を代入し，出力を求めるための関数のことであ
る．活性化関数は非線形関数で tanhやシグモイド関数，Reluなど様々な種類がある [4]．
また，活性化関数の出力は精度に大きく関係している．ここでは一般的に使われる tanh
と本研究で使用している Reluの基本的な説明とそれぞれの関数と精度との関係について
説明を行う．
tanh
tanhは，ニューラルネットワークで一般的に使われる活性化関数である．計算式は
式 2.1のとおりであり，図 2.3のような値域が 1 < tanh < 1の双曲線関数である．
この関数では入力が全て+の場合，繋がっているニューロンの重みwが小さい値が
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多い場合は  1に近い値になり，大きい値が多い場合は 1に近い値になる．そのた
め，出力が  1や 1に収束してしまうと抜け出すことができなくなってしまい，学
習が進まなくなってしまう傾向がある．
tanh(u) =
eu   e u
eu + e u
(2.1)
図 2.3: tanh
Relu
Reluは，ニューラルネットワークで一般的に使われる活性化関数である．計算式は
式 2.2のとおりであり，図 2.4のような 2つの線形関数を組み合わせた関数である．
tanhとの違いとしては計算の速度がある．tanhには指数関数があり計算速度が遅い
のだが，Reluでは式 2.2からわかるように難しい計算がないため，計算速度が速い．
この関数では入力が全て+の場合，繋がっているニューロンの重みwが小さい値が
多い場合は 0に近い値になる．また，ニューロンの重みwが大きい値が多い場合は
大きい値が多ければ多いほど大きい値にある．ニューロンの重みwが小さい値が多
い場合というのは，入力に特徴がないという意味になるため，この関数の出力値に
0に近い値が多い場合は学習が進まない傾向がある．
(
Relu(u) = 0 (u < 0)
Relu(u) = u (u  0) (2.2)
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図 2.4: Relu
2.1.3 逆誤差伝播計算
逆誤差伝播計算では，各重みの修正を行う．方法は，以下の手順で行う．
1. 順伝播計算で最終出力を求める．
2. 最終出力とそのデータの目標出力から誤差関数を求める．誤差関数には 2乗誤差や
交叉エントロピーなど複数あり，2値分類や多クラス分類など作成したいモデルに
よって使い分ける．
3. 誤差を重み wで微分することで，勾配を求める．
4. 勾配を用いて勾配降下法をすることで誤差を最小にするような重みになるよう重み
に修正を加える．
このような手順で，学習を繰り返すたびに目標出力との誤差が小さくなっていくため，良
いモデルの作成を行うことができる．
誤差逆伝播計算は，各重みの修正の際のみに使用される．
勾配降下法
勾配降下法は，誤差逆伝播計算で誤差を最小化する際に用いる手法である．図 2.5のよ
うなグラフを例に説明する．図の黒点での勾配を求めるため，誤差を重みで微分する．そ
うすることで，黒点がある山での最小点の方向がわかり，その方向に重みを修正すること
ができる．図 2.5では勾配が下向きなので重みを大きくすると最小点に近づくことができ
る．しかし，この方法だと重みの初期値によっては局所解を求めてしまうため，重みの初
期値が重要になる．
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図 2.5: 勾配降下法
2.1.4 深層学習
深層学習とは，ニューラルネットワークの中間層が 3層以上のもののことである．また，
深層学習の特徴は人手でデータから特徴量を抽出を行わなくてよいという点がある．特徴
量の抽出はデータマイニングで非常に時間がかかる作業であり，この作業の自動化できる
ことは利点である [5]．これは中間層を増やすことでより複雑な特徴量を分析することが
できるようになったためである．中間層を増やせるようになった理由として，事前学習や
ドロップアウトなどの工夫により，勾配降下法を行う際に局所解の山に入りづらくなるよ
うになったことがある．局所解の山に入ってしまい，訓練データにのみ特化した判定をし
てしまう状態を過適合しているという．
事前学習
事前学習とは，深層学習が過適合しないように重みを調整する手法である．モデルの各
層に対してボルツマンマシンやオートエンコーダーなどのモデルで重みの学習を行う．こ
こではオートエンコーダーを例に説明する．オートエンコーダーとは図 2.6のようなモデ
ルで構造は通常のニューラルネットワークと同じである．通常のニューラルネットワーク
とオートエンコーダーの違いは，入力 xを目標出力として学習を行うことである．一度入
力した xを出力層で復元することで入力 xの特徴を抽出することができる重み wを得る
ことができる．深層学習のモデルの学習を行う前に各層でオートエンコーダーで学習を行
うことで，特徴をうまく抽出できる重み wを初期値として設定することができる．
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図 2.6: オートエンコーダー
ドロップアウト
ドロップアウトとは，深層学習が訓練データに特化しないように重みを調整する手法で
ある．図 2.7のように元々のモデルのニューロンをいくつかないものとして学習をする．
学習ごとに消すニューロンを変えることで，学習するモデルの重みwを訓練データに特化
しない汎化された重みに学習することができる．
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図 2.7: ドロップアウト
2.2 自動パラメータチューニング
この節では，自動パラメータチューニングに関する手法の説明を行う．まず自動パラメー
タチューニングについて説明し，最後に自動パラメータチューニングの手法であるグリッ
ドサーチやベイズ最適化について説明する．
2.2.1 自動パラメータチューニング
自動パラメータチューニングは，機械学習のパラメータを自動で決定する手法である．
機械学習においてパラメータは非常に重要であり，パラメータによって精度に大きく違い
が出る．しかし，適切なパラメータを決定するには多くの知識と経験が必要になる．その
ため，自動パラメータチューニングは知識と経験を補うことができ，機械学習が扱いやす
くなる手法である．
2.2.2 グリッドサーチ
グリッドサーチは，自動パラメータチューニングの手法の一つである．方法は，パラメー
タの組み合わせを複数個試し，一番良い精度のパラメータに決定する．グリッドサーチの
問題点は，試していないパラメータの組み合わせが一番良いパラメータである可能性があ
ることである．しかし，試すパラメータの組み合わせを多くすると実行時間が長くなって
しまう．
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2.2.3 ベイズ最適化
ベイズ最適化は，自動パラメータチューニングの手法の一つである．本研究では，この
手法を研究対象としている．この手法は，いくつかパラメータを試し，試していないパラ
メータの組み合わせの精度を予測することでパラメータの組み合わせを決定する手法であ
る．方法は，以下の手順で複数のパラメータとその精度から一番精度が高い確率が高いパ
ラメータの組み合わせを予測することでパラメータを決定する．
1. ガウス過程でパラメータの精度の事前分布を予測する．
2. ベイズ推定で事前分布から事後分布を予測する．
3. マルコフ連鎖モンテカルロ法で事後分布から一番精度が高い確率のパラメータの組
み合わせを探索する．
4. 手順 1から 3を繰り返し，一番精度の良いパラメータを選択する．
このような手順で一番精度が高い確率が高いパラメータの組み合わせを予測することがで
きる．ベイズ最適化の問題点は，予測したパラメータの組み合わせが一番良いパラメータ
ではない可能性があることである．
ガウス過程
ガウス過程は，ベイズ最適化に用いる手法の一つである．この手法は，精度とパラメー
タの事前分布を予測するための手法である．方法は，以下の手順で行う．
1. 複数のパラメータの精度を求める．
2. 求めたパラメータの精度が正規分布に従っていると仮定し，事前分布を予測する．
このような手順で事前分布を予測することができる．
ベイズ推定
ベイズ推定は，ベイズ最適化に用いる手法の一つである．この手法は，精度とパラメー
タの事後分布を予測するための手法である．方法は，ガウス過程で求めた事前分布と複数
のパラメータ組わせの精度からベイズの定理で事後分布を求める．こうすることで，事後
分布を予測することができる．
マルコフ連鎖モンテカルロ法
マルコフ連鎖モンテカルロ法 (MCMC)は，ベイズ最適化に用いる手法の一つである．こ
の手法は，事後分布から一番精度が高い確率のパラメータの組み合わせを探索するための
手法である．この手法は，マルコフ連鎖とモンテカルロ法を組み合わせた手法であり，そ
れぞれ以下のような手法である．
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マルコフ連鎖
次の状態はその一つ前の状態によって決まり，それよりも前の状態には影響されな
いというものである．
モンテカルロ法
様々な確率分布から乱数を発生させる方法である．
マルコフ連鎖モンテカルロ法には，ギネスサンプリング法やメトロポリスヘイスティング
ス法など様々な手法があるが，一般的に使用されるかつ本研究の実装で使用したメトロポ
リスヘイスティングス法（ＭＨ法)について説明する [6]．メトロポリスヘイスティングス
法は以下のような手順で行う．
1. ガウス過程で求めた複数のパラメータの組み合わせの点の遷移先を決定する．
2. 遷移先の点が遷移前の点よりも精度が高い確率が高い場合は遷移，精度が高い確率
が低い場合にはある確率で棄却する．棄却する理由は，精度が低い点に遷移するこ
とで違う山に入ることができ，局所解の山から抜け出すことができるためである．
このような手順を繰り返すことで事後分布から精度が高い確率が高いパラメータの組み合
わせを探索することができる．
2.2.4 グリッドサーチとベイズ最適化の違い
グリッドサーチとベイズ最適化の違いというのは，試していないパラメータを考慮する
かどうかである．グリッドサーチでは一定間隔でパラメータを試すのだが，試していない
パラメータがあるため，試していないパラメータの中に一番精度が良いパラメータがあ
る可能性がある．また，ベイズ最適化では複数のパラメータの精度から，全てのパラメー
タの中でどのパラメータが一番精度が高いかを推測し，パラメータを選ぶため，グリッド
サーチの欠点を補った手法である．しかし，推測したパラメータの精度が一番高いとは限
らないため，少ない試行回数だと間違ったパラメータの選択をしてしまう可能性がある．
2.3 ツール
本研究で提案手法の実装に用いたツールについて説明を行う．
2.3.1 Python
Pythonとは，オープンライセンスの下で開発されたプログラミング言語である [7]．本
研究で Pythonを選んだ理由はNumpyと Tensorowを使うことができるからである．
Numpyとは，Pythonの行列計算パッケージである．このパッケージにより高速に行列
計算を行うことができる [8]．
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2.3.2 Tensorow
Tensorowは，データフローグラフを使用した数値計算用のオープンソースソフトウェ
アライブラリである．機械学習や深層学習の研究を行うために開発されたため，深層学習
に必要な関数が多数あり，本研究に適しているため使用している [9]．
特徴
Tensorowでは必要な計算のみを行うことで，計算時間を高速化することができる．図
2.6のような 3層のニューラルネットワークの中間層の出力 y(x)を得たいときの手順を例
に説明する．以下の手順で計算を行う．
1. 各層のニューロン数，重みw，バイアス b，重み調整の手法 (勾配降下法など)，活性
化関数や計算式などを先に定義する．
2. 定義したものに訓練データや重み wなどの実数値を代入する．
3. y(x)の計算式から重み wとバイアス b，入力 xを使用するということを判断する．
4. 判断した内容から最低限必要なモデルを構築する．つまり，出力層以外の層でモデ
ルを構築する．
このように必要な計算を判断し，その計算のみを行うことができるということが Ten-
sorowの特徴である，
他のフレームワークとの比較
他に深層学習をすることができるフレームワークとしては，Chainerや Caeがある．
Chainer
このライブラリーの特徴は，少ないコード数で GPUを使用することができるとい
う点と通常のニューラルネットワークや画像処理などに使われる畳み込みニューラ
ルネットワーク，言語処理などに使われる再帰ニューラルネットワークなど様々な
ニューラルネットワークを利用できることである [10]．
Tensorowでも少ないコード数で GPUを使用でき，通常のニューラルネットワー
クだけでなく，畳み込みニューラルネットワークや再帰ニューラルネットワークも
使用することができる．そのため，必要な計算のみを行うことで計算時間を高速化
することができる点で Tensorowは優れている．
Cae
このライブラリーの特徴は，画像認識などに使用される畳み込みネットワークに特
化している点である．画像認識を高精度で行うことができ，GPUも使用できるため
高速に計算を行うことができる [11]．
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本研究では通常のニューラルネットワークを使用することと，Tensorow では必
要な計算のみを行うことで計算時間を高速化することができるため，Caeよりも
Tensorowの方が優れている．
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第3章 関連研究
本章では，本研究と関連している研究の説明を行う．
3.1 高速化の手法
深層学習におけるベイズ最適化を高速化する手法は大きく分けると 2種類ある．1つ目
はベイズ最適化を高速化する手法，2つ目は深層学習を高速化する手法である．本節では，
この 2種類の手法について関連する研究を説明する．
3.1.1 Accelerating Asymptotically Exact MCMC for Computationally
Intensive Models via Local Approximations
この研究はベイズ最適化を高速化する手法の 1つで，MCMCを事後分布の近似分布を
局所的に作成することで高速化することを目的としている [12]．MCMCでは複数のパラ
メータと精度から事後分布を作成し，次の遷移先を決め，遷移先のパラメータをモデルに
通し精度を求めるのだが，この作業が非常に時間がかかってしまう．この研究では，この
作業を高速化することでMCMCの高速化を行う．手法は以下の手順で行う．
1. ランダムに複数のパラメータの組み合わせを決め，精度を求める．
2. 複数のパラメータの組み合わせと精度から最小二乗法により，母集団の分布の近似
分布を求める．
3. 近似分布から遷移先点を求め，精度を求める．
4. さきほどの複数のパラメータの組み合わせに，遷移先点のパラメータと精度を追加
し，手順 2に戻る．
5. 手順 2，3，4を指定回数繰り返し，一番良い精度のパラメータを使用する．
この手順の中でこの研究の特徴は手順 2にある．最小二乗法というのは，複数のパラ
メータの組み合わせと精度の平均と分散から共分散や傾き，切片を求めることで母集団の
分布の近似分布を求めることができる手法である．事後分布を求める手法では，ベイズ過
程により正規分布を想定した事前分布を定義するため，指数関数の計算をしなければなら
ない．最小二乗法では事後分布を求める手法に比べ，指数関数などの重い計算がないため，
計算が軽い．
しかし，最小二乗法はサンプル点が少ないと正確に近似分布を予測することができな
いため，本来の事後分布を求める手法より精度が低くなってしまう可能性がある．本来の
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事後分布を求める手法は，正規分布を想定した事前分布から事後分布を作成しているが，
最小二乗法はサンプル点のみから近似分布の作成を行っているためである．この問題点は
MCMCを行うごとにサンプル点が増えていくため，次第に精度が良くなり，本来の事後
分布を求める手法とほとんど変わらない精度を得られることが実験により得られている．
この研究では最小二乗法を使用することで，本来の手法よりも最大で 200倍高速化するこ
とができた．
MCMC（マルコフ連鎖モンテカルロ法）は，ベイズ最適化に使用されている手法であ
る．本研究ではこの研究と同じアルゴリズムを使ってはいないが，計算の一部を省略する
ことにより，高速化が可能であるというところを参考にした．
本研究との違いとしては，高速化のアプローチである．この研究では，MCMCの手法
そのものを工夫することにより高速化をしているため，精度に影響がでてしまうことが考
えられるが，本研究では，計算式自体は変更をしていないため，精度には影響しない点で
優れている．
3.1.2 GPGPUを用いたニューラルネットワーク学習の高速化に関する研究
この研究は深層学習を高速化する手法の 1つで，GPGPUを用いてニューラルネットワー
ク学習の高速化を目的としている [13]．GPGPU(General-Purpose computing on Graphics
Processing Units)とは，画像処理を専門とするグラフィックモードに実装された演算装置
GPUを一般の計算処理に利用する技術である．この技術を用いてニューラルネットワー
ク学習の高速化をする．従来の研究では，順伝播計算の並列分散に焦点が置かれていたが，
この研究では逆誤差伝播にも並列分散を適用している．
一般的によく利用される並列分散手法としては，重みの初期値を変えて複数のモデルを
作り，一番良いモデルを使う手法が有名である．この研究では，ネットワークの内部を並列
化する手法を提案している．各層のニューロン一つに関する計算は，同じ層の他のニュー
ロンの出力を必要としないため，独立に計算を行うことができる．このことを利用して
ネットワークの内部を複数に分けて，順伝播計算を行う．図 3.1のオレンジ色の枠で並列
分散しており，各層のニューロン数分の並列分散を行う．また，訓練データの入力ごとに
並列分散を行う．方法は，同じ重みなどのパラメータを使い，同じモデルを複数作成し，
入力ごとに並列分散を行う．この 2つの並列分散を組み合わせて順伝播の高速化を行う．
計算の際には，それぞれのモデルの出力値などを保存し，重み修正のための逆誤差伝播を
できるようにしておく．逆誤差伝播では，訓練データごとにモデルができているため，1
つのデータに対してモデルのニューロン 1つの重みを更新している間に，他のニューロン
の重みを違うデータのモデルで行うことで並列分散を行っている．そのため，ニューロン
数が多ければ多いほど並列分散することができる．
提案手法と重みの初期値を変えて複数のモデルを作り，一番良いモデルを使う手法を比
較した結果，訓練データのデータ数とモデルの中間層の多さが多いほど，高速化を行うこ
とができている．
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図 3.1: 並列分散関連研究
本研究では，深層学習におけるベイズ最適化の高速化を目的としているが，深層学習一
つ一つの学習を高速化することができれば，ベイズ最適化も高速化できる．この研究を深
層学習におけるベイズ最適化の高速化に使用する場合は，モデルの学習の際の順伝播計算
と逆誤差伝播計算の際とモデルの評価の際の順伝播計算を並列分散することで高速化を行
うことができる．本研究ではこの研究と同じアルゴリズムを使ってはいないが，深層学習
の高速化によってベイズ最適化の高速化が可能であるというところを参考にした．
本研究との違いとしては，高速化のアプローチの仕方である．この研究では並列分散に
よる高速化であるため，GPU環境がなければ高速化を行うことができないが，本研究で
は精度が低いモデルの判別による高速化であるため，GPU環境を必要としない点で優れ
ている．
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第4章 提案手法
本章では，本研究で提案する手法について説明を行う．
4.1 提案手法概要
本研究の提案手法は，深層学習におけるベイズ最適化の実行時間の高速化を目的として
いる．この手法では，各ニューロンの出力値と精度の関係性に注目している．各ニューロ
ンの出力値は，活性化関数 (Relu)に総入力を代入したものになるのだが，この値が 0だ
と特徴量が 0ということになり，そのニューロンでは特徴をうまく抽出できなかったとい
うことになる．つまり，各ニューロンの出力値の 0の数が多いほど学習が進まない確率が
高いということになる．このことからこの手法では，学習を行う際に各ニューロンの出力
値の 0の数が増えすぎている学習をやめ，次のパラメータで学習を行うことでベイズ最適
化の実行時間を高速化する．
4.2 特徴
本研究の提案手法の特徴は，過学習している学習を判断し，その学習を中止することで
ある．通常のベイズ最適化は以下の手順である．
1. ランダムに決めた複数のパラメータで深層学習のモデルの精度を求める．
2. 複数のモデルの精度から精度の高い確率が高いパラメータを求める．
3. 求めたパラメータで深層学習のモデルの精度を求める．
4. 求めたパラメータと精度を加えて，精度の高い確率が高いパラメータを求める．
5. 手順 3から 4を複数回繰り返す．
6. 最も精度の高いパラメータを選択する．
この方法では，精度が低い学習を学習回数分行ってしまうため，時間がかかってしまう．
この問題点を解決したのが本研究の提案手法である．提案手法は以下の手順で行う．
1. ランダムに決めた複数のパラメータで深層学習のモデルの精度を求める．
2. 複数のモデルの精度から精度の高い確率が高いパラメータを求める．
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3. 求めたパラメータで深層学習のモデルの精度を求める．この際にモデルの 1層目と
2層目の出力を求め，学習が進んでいない学習をやめる．
4. 求めたパラメータと精度を加えて精度の高い確率が高いパラメータを求める．
5. 手順 3から 4を複数回繰り返す．
6. 最も精度の高いパラメータを設定することができる．
手順 3が通常のベイズ最適化と違う点で，この手順を行うことで学習が進まない学習を
やめることで実行時間を高速化することができる．
4.3 実装方法
実装の言語は，Pythonを使用した．Pythonを使用した理由は Tensorowを使える言
語であるということと，Numpyという配列の計算を高速に行えるライブラリが入ってい
るからである．
また，深層学習のモデルの作成のプログラムは Tensorowを使用した．Tensorowを
使用した理由は必要な部分のみ計算を行うことができるため，提案手法の実装に必要であ
るニューロンの出力値を求める際に，高速化できるためである．
実装は以下の手順で行った．
1. 深層学習のモデルを作成するプログラムを作成する．
2. 深層学習のモデルからニューロンの出力値が 0の数を計算するプログラムを作成する．
3. ニューロンの出力値が 0の数からモデルの学習をやめることができるプログラムを
作成する．
4. ベイズ最適化のプログラムを作成する．
5. ニューロンの出力値が 0の数からモデルの学習をやめることができるプログラムと
ベイズ最適化のプログラムを組み合わせる．
4.3.1 開発環境
開発は以下のような環境で行った．
表 4.1: 開発環境
OS メモリ CPU個数 Python Tensorow
Amazon Linux 1GB 1 Anaconda3-4.2.0 0.11.0
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第5章 実験と評価
本章では，本研究で行った実験についての説明と結果の評価を行う．
5.1 ニューロンの出力値と精度の関係性の確認実験
5.1.1 目的
ニューロンの出力値と精度の関係性を調べることを目的としている．
5.1.2 内容
深層学習の学習の各ステップでニューロンの出力値が 0の数と精度を求め，学習が進ま
ない場合と進む場合で比較を行う．学習が進んだ例として 5層 30ニューロン学習回数 500
回を使用し，学習が進まなかった例として 5層 40ニューロン 学習回数 500回を使用した．
データセットは Irisを使用した．Irisはあやめという植物を複数の種類に判別するための
データセットで，萼片や花弁についての情報から判別を行う [14]．データセットの詳細は
表 5.1の通りである．
表 5.1: データセット
データ数 訓練データ数 テストデータ数 属性数 クラス数
150 120 30 4 3
5.1.3 結果
学習が進んだ場合の結果は 5.2のようになった．学習回数はモデルの学習回数，精度は
その学習回数での精度，第 1層の出力値が 0の数は第 1層の出力値が 0の数を訓練データ
120個分の合計した値，第 2層の出力値が 0の数は第 2層の出力値が 0の数を訓練データ
120個分の合計した値である．
表 5.2: 5層 30ニューロン 学習回数 500回の場合
学習回数 精度 第 1層の出力値が 0の数 第 2層の出力値が 0の数
0 0.341667 2296 2149
10 0.683333 2622 2756
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表 5.2: 5層 30ニューロン 学習回数 500回の場合
20 0.883333 2636 2763
30 0.950000 2614 2779
40 0.941667 2641 2784
50 0.966667 2622 2756
60 0.933333 2692 2785
70 0.975000 2634 2777
80 0.975000 2635 2770
90 0.975000 2638 2770
100 0.933333 2668 2763
110 0.950000 2643 2748
120 0.950000 2670 2739
130 0.958333 2642 2714
140 0.966667 2667 2734
150 0.975000 2647 2705
160 0.966667 2666 2736
170 0.975000 2650 2706
180 0.975000 2667 2735
190 0.975000 2650 2706
200 0.966667 2671 2735
210 0.966667 2653 2692
220 0.975000 2672 2726
230 0.966667 2653 2684
240 0.975000 2668 2727
250 0.983333 2658 2683
260 0.975000 2667 2724
270 0.966667 2654 2681
280 0.983333 2663 2706
290 0.966667 2653 2678
300 0.975000 2670 2714
310 0.975000 2657 2681
320 0.975000 2669 2709
330 0.975000 2659 2676
340 0.983333 2668 2702
350 0.966667 2654 2678
360 0.975000 2670 2706
370 0.975000 2659 2673
380 0.983333 2670 2695
390 0.975000 2660 2678
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表 5.2: 5層 30ニューロン 学習回数 500回の場合
400 0.983333 2669 2695
410 0.975000 2660 2671
420 0.983333 2667 2694
430 0.983333 2665 2676
440 0.983333 2665 2685
450 0.975000 2661 2680
460 0.983333 2665 2704
470 0.975000 2660 2682
480 0.983333 2667 2703
490 0.991667 2664 2690
500 0.983333 2666 2694
学習が進まなかった場合の結果は表 5.3のようになった．
表 5.3: 5層 40ユニット 学習回数 500回の場合
ステップ数 精度 第 1層の出力値が 0の数 第 2層の出力値が 0の数
0 0.341667 2780 2680
10 0.333333 4800 4800
20 0.333333 4800 4800
30 0.333333 4800 4800
40 0.333333 4800 4800
50 0.333333 4800 4800
60 0.333333 4800 4800
70 0.333333 4800 4800
80 0.333333 4800 4800
90 0.333333 4800 4800
100 0.333333 4800 4800
110 0.333333 4800 4800
120 0.333333 4800 4800
130 0.333333 4800 4800
140 0.333333 4800 4800
150 0.333333 4800 4800
160 0.333333 4800 4800
170 0.333333 4800 4800
180 0.333333 4800 4800
190 0.333333 4800 4800
200 0.333333 4800 4800
210 0.333333 4800 4800
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表 5.3: 5層 40ユニット 学習回数 500回の場合
220 0.333333 4800 4800
230 0.333333 4800 4800
240 0.333333 4800 4800
250 0.333333 4800 4800
260 0.333333 4800 4800
270 0.333333 4800 4800
280 0.333333 4800 4800
290 0.333333 4800 4800
300 0.333333 4800 4800
310 0.333333 4800 4800
320 0.333333 4800 4800
330 0.333333 4800 4800
340 0.333333 4800 4800
350 0.333333 4800 4800
360 0.333333 4800 4800
370 0.333333 4800 4800
380 0.333333 4800 4800
390 0.333333 4800 4800
400 0.333333 4800 4800
410 0.333333 4800 4800
420 0.333333 4800 4800
430 0.333333 4800 4800
440 0.333333 4800 4800
450 0.333333 4800 4800
460 0.333333 4800 4800
470 0.333333 4800 4800
480 0.333333 4800 4800
490 0.333333 4800 4800
500 0.333333 4800 4800
5.1.4 評価
表 5.2から学習がステップ 0から 90までに学習が収束していることが分かる．ステップ
0よりステップ 90のニューロンの出力の 0の数が多いことから，必要のない特徴の重みが
小さくなり，うまく学習ができていることがわかる．
しかし，表 5.3ではステップ 10から精度が 3.3333に，ニューロンの出力の 0の数が 4800
に収束してしまっている．精度の 3.3333という数字は，１つのクラスを判別し続ける場合
の精度と一致する．また，ニューロンの出力の 0の数の 4800という数字は，訓練データ
セット数 120とニューロン数 40を掛け合わせたものと一致する．つまり，全てのニュー
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ロンの出力値が 0になっているということになる．このことから，特徴を分けすぎてうま
く特徴を抽出できていないということがわかる．
これらのことから，学習が進まない場合は全てのニューロンの出力が 0になるというこ
とが推測できる．
5.2 提案手法とベイズ最適化の実行速度比較実験
5.2.1 目的
本研究の提案手法が通常のベイズ最適化より実行時間の高速化ができているか確認する
ことを目的としている．
5.2.2 内容
本研究の提案手法と通常のベイズ最適化の実行時間や精度，学習回数を比較する．デー
タセットはニューロンの出力値と精度の関係性の確認実験と同じ Irisを使用している．ベ
イズ最適化によるパラメータの探索回数は，50回の設定で最初のランダムパラメータ 2つ
と合わせ，52回モデルの作成を行っている．ベイズ最適化により決定するパラメータは，
表 5.4の内容を使用した．
表 5.4: 実験設定
ニューロン数 勾配降下法の学習係数 学習回数
1  30 0.1 0.2 0.3 2  1001
5.2.3 結果
通常のベイズ最適化での実験結果は表 5.5のようになった．合計学習回数は通常のベイ
ズ最適化を試した場合の学習回数，合計ニューロン数は通常のベイズ最適化により選ばれ
たニューロン数の合計値，精度は通常のベイズ最適化により選ばれたパラメータでモデル
を試した結果の最高精度，実行時間はプログラムの実行時間である．
表 5.5: 通常のベイズ最適化
合計学習回数 合計ニューロン数 精度 実行時間
28206 772 0.9833 153.7447
27202 782 0.9833 154.5802
27248 797 0.9833 153.6453
26004 796 0.9833 151.6539
27259 805 0.9833 154.4179
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提案手法での実験結果は表 5.6のようになった．本来の学習回数は通常のベイズ最適化
を試した場合の学習回数，実際の学習回数は提案手法で試した場合の学習回数，削減され
た学習回数は提案手法により削減することができた学習回数，低精度モデル数は精度が低
いと判別されたモデルの数，合計ニューロン数は提案手法により選ばれたニューロン数の
合計値，精度は提案手法により選ばれたパラメータでモデルを試した結果の最高精度，実
行時間はプログラムの実行時間である．
表 5.6: 提案手法
本来の 実際の 削減された 低精度 合計ニューロン数 精度 実行時間
学習回数 学習回数 学習回数 モデル数
27316 16256 11060 17 831 0.9916 145.9402
27212 16195 11017 21 795 0.9833 145.6388
29067 23083 5984 10 760 0.9833 150.9196
27035 19124 7911 13 820 0.9916 145.0893
26590 18446 8144 13 822 0.9833 146.4700
5.2.4 評価
まず，実行時間については毎回重みの初期値や選ばれるパラメータが違うので厳密に比
較することはできないが，表 5.6の実行時間は表 5.5の実行時間より下回っていることが
わかる．しかし，4.0から 10.0秒程度しか高速化できていない．
次に，精度についてはどちらもあまりかわらないため，うまくパラメータを選べている
ことが分かる．これは提案手法の過学習の判別がうまくできているため，パラメータ選出
に問題がなかったためである．
また，学習回数については表 5.6の削減された学習回数から削減されていることが分か
る．低精度モデル数が多いものは，削減された学習回数が多いため，実行時間の削減に大
きく関係していることがわかる．
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第6章 実験考察
本章では，実験全体を通してのまとめと考察を行う．
6.1 まとめ
ニューロンの出力値と精度の関係性の確認実験からニューロンの出力値と精度には関係
性があることがわかった．この結果からニューロンの出力値により過学習を判別する提案
手法を実装し，提案手法とベイズ最適化の実行速度比較実験を行った結果，精度を変えず
に学習回数の削減と実行時間の高速化をすることに成功した．しかし，実行時間は 4.0か
ら 10.0秒程度の高速化しか行うことができなかった．
6.2 考察
提案手法とベイズ最適化の実行速度比較実験での実行時間の 4.0から 10.0秒程度の削減
しか行うことができなかった理由として以下の理由が考えられる．
1. 深層学習のモデルの順伝播計算が重くない計算であるため
2. Irisのデータセットが規模の小さいため，順伝播計算の計算量が小さくなったため
これらの理由から，より高速化を行うために以下の実験を行うべきである．
1. ベイズ最適化の手順それぞれの実行時間を計る実験
2. 複数のデータセットに提案手法を試し，比較を行う実験
これらの実験を行うことで，ベイズ最適化の一番時間のかかる手順を探し，その手順を
高速化することでよりよい結果が得られると考えられる．また，本研究の提案手法が大き
い規模のデータセットのは有用であるものかどうかの判断を行うことができる．
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第7章 まとめ
本研究では，深層学習にベイズ最適化を使用する際の実行時間が重くなることを問題に
取り上げた．この問題に対して，深層学習の活性化関数と精度には相関関係があることに
着目し，活性化関数の出力値から学習が進まないモデルを判別し，学習を止めることで学
習回数を削減できるのではないかと考えた．
まずは，深層学習の活性化関数と精度の相関関係を調べるための実験を行った．この実
験では，過学習している学習では第 1層と第 2層の出力値がすべて 0になることが分かっ
た．これは重みがすべて 0以下になっていることと同義で訓練データからうまく特徴を抽
出できていないということである．
次に，過学習している学習では第 1層と第 2層の出力値がすべて 0になることから，第
1層と第 2層の出力値がすべて 0になっている学習は過学習と判定し，学習を止めること
で実行時間の高速化をする提案手法を考案し，実装，実験を行った．実験の結果，学習回
数の削減，実行時間の 4.0から 10.0秒程度の削減を行うことに成功した．しかし，学習回
数に対して実行時間があまり削減できていないことが分かった．
これらのことから，本研究では活性化関数の出力値から学習が進まないモデルを判別し，
学習を止めることで実行時間を削減することができた．しかし，削減できた実行時間が少
ないため，今後の課題として深層学習のモデルの順伝播計算以外の手順を高速化する必要
があることや大規模なデータセットでの実験が必要であることが分かった．
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