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ABSTRACT
The shallow water equations (SWEs) in spherical geometry provide a basic prototype for developing and
testing numerical algorithms for solving the horizontal dynamics in global atmospheric circulation models.
When solving the SWEs on a global ne uniform lat-lon grid, an explicit time integration method suers
from a severe stability restriction on the admissible step size. In a previous paper, we investigated an A-
stable, linearly-implicit, third-order time integration method (Ros3), which we combined with approximate
matrix factorization (AMF) to make it cost-eective. In this paper, we further explore this method and we
compare it to a Strang-type operator splitting method. Our main focus is on the local error of the methods,
their numerical dispersion relation and their accuracy and eciency when applied to the well-known SWEs
test set. The comparison shows that Ros3 with AMF accurately presents both low and mid frequency
waves. Moreover, Ros3 with AMF makes a good candidate for the ecient solution of the SWEs on a
global ne lat-lon grid. In contrast, Strang splitting is not advocated, in view of its inaccuracy in the polar
area and the resulting ineciency.
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cation: Primary: 65M12, 86A10. Secondary: 65M06, 65M20, 76U05.
2000 ACM Computing Classication System: G.1.8.
Keywords and Phrases: Numerical time integration, shallow water equations in spherical geometry, operator
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Note: Work carried out under project MAS1.1 - Atmospheric Flow and Transport Problems.
1. Introduction
In current weather prediction and climate simulation, circulation models are used to simulate
the dynamics of the atmosphere. A circulation model contains the primitive equations and a
numerical solution method to solve them. Currently, there is a lot of interest in accurate and
ecient numerical methods for global circulation models. Spectral methods, long considered ideal
for numerical simulation on the sphere, proved less ecient on the high resolution grids demanded
to progress atmospheric modeling. In [10, 11], we therefore investigated a new gridpoint method,
which produced good results for the well established Shallow Water Equations (SWEs) testset [20].
This testset was developed to guide and stimulate the development of new numerical methods in
circulation models and to provide a standard framework to assess them.
In [10], we discussed an Osher-type nite volume method for the spatial discretization of the
SWEs on the sphere. Combined with a third-order upwind scheme for the constant state interpo-
lation, this method is second-order accurate on uniform latitudinal-longitudinal (lat-lon) grids. In
addition, we proposed an ecient time integration method in [11] for solving the resulting semi-
discrete system. We applied a linearly implicit A-stable third-order Rosenbrock method (Ros3) to
avoid the stability restriction associated with the well-known pole problem on uniform lat-lon grids
and combined this method with approximate matrix factorization (AMF) to make it cost ecient.
Ros3 with AMF produced good results for all testcases in the SWEs testset.
In this article, we further explore Ros3 with AMF and compare it to a Strang splitting method.
Although both methods apply a splitting principle to simplify the solution process, their underlying
techniques are very dierent. Strang splitting is an operator splitting technique, i.e., the original
PDE problem is splitted additively in simpler PDEs which are solved separately. AMF on the other
2hand, factorizes the linear systems to be solved in the linearly implicit Ros3 method. In this work,
we investigate the local error of both techniques, in particular, in the polar area. Furthermore,
we investigate their numerical dispersion relations to analyze their inuence on the characteristic
waves of the shallow water problem.
In meteorological practice, operator splitting techniques are considered unt to solve the SWEs
when they split the advection and Coriolis terms. Together these terms generate so called Rossby
waves, which describe an important part of atmospheric dynamics. The separate treatment of
the advection and Coriolis terms appears to jeopardize a correct representation of the Rossby
waves and therefore appears to obstruct a correct representation of the atmospheric tendency to
geostrophic balance. We will show that Ros3 with AMF solves the Rossby waves accurately.
The theoretical analysis of the local error and the numerical dispersion relations serves to demon-
strate that Ros3 with AMF is particularly useful to eciently integrate the SWEs in time on high
resolution grids. In addition, the results are used to illustrate that a certain skepticism with respect
to operator splitting methods is justied. The theoretical results will be conrmed by numerical
experiments on the SWEs testset.
This paper is organized as follows. Section 2 describes the SWEs in spherical coordinates and
gives a simplied formulation in a local Cartesian frame of reference. In Section 3, we consider
the time integration methods, Ros3 with AMF and Strang splitting. Special attention is paid to
accuracy and stability. Section 4 to Section 6 contain the actual comparisons between Ros3 with
AMF and Strang splitting. Section 4 focuses on the local error of both methods when applied to
the linearized SWEs in spherical coordinates. In Section 5, we analyze their numerical dispersion
relations and demonstrate their inuence on the characteristic waves associated with the original
shallow water problem. In Section 6, we verify our theoretical results with numerical experiments.
For that purpose, we concentrate on three test cases of the SWEs testset, i.e., Test Case 2, global
steady-state non-linear zonal geostrophic ow, Test Case 5, zonal ow over an isolated mountain,
and Test Case 6, the Rossby-Haurwitz wave. Finally, we formulate our conclusions in Section 7.
2. The Shallow Water Equations in spherical geometry
The Shallow Water Equations on the sphere describe a ow in a shallow homogeneous incom-
pressible and inviscid uid layer on a rotating sphere. Since they cover important aspects of the
horizontal dynamical behavior of the atmosphere, these equations serve as a rst prototype of
a circulation model. More specically, they regard the atmosphere as a thin layer in which the
density is uniform and constant and in which viscous eects can be ignored. In this section, we
briey recall their formulation, see also [10, 20]. For a thorough derivation, we refer to [2, 7, 14, 18].
Let (; ; t) denote the independent variables longitude,  2 [0; 2), latitude,  2 [ =2; =2],
and time, t  0. Let u be the velocity in longitudinal direction dened by u = a=cos() d=dt, v
the velocity in latitudinal direction dened by v = a d=dt and H the depth of the uid layer. Let
h denote the height of the free surface above the sphere at sea level, i.e., h = H + h
s
, where h
s
accounts for the orography of the earth and dene u as the horizontal velocity eld (u; v). Finally,
let a denote the radius of the earth, g the gravitational constant and f the Coriolis parameter,
2
 sin, with 
 the angular velocity of the earth. The shallow water equations on the sphere are
then formulated as
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where the divergence operator is dened by
r  u =
1
a cos

@u
@
+
@(v cos)
@

: (2.4)
The above equations are given in ux-form, which directly originates from the corresponding con-
servation laws. The rst and second equation describe conservation of momentum in longitudinal
and latitudinal direction, respectively. The third equation is known as the continuity equation.
The source terms on the right hand side are connected to the Coriolis force, the curvature terms,
and the hydrostatic pressure gradient force.
2.1 The locally Cartesian form of the Shallow Water Equations
To facilitate the analysis of the numerical dispersion relations of our time integration methods, see
Section 5, we also rely on a simpler version of the SWEs, viz. the SWEs in a locally Cartesian frame
of reference. These equations are valid in a midlatitude synoptic system, which types of motion
are common in dynamic meteorological practice. Based on midlatitude synoptic scale analysis, we
are allowed to neglect the curvature terms in equations (2.1){(2.3). In addition, we assume that
the earth is an ideal sphere, i.e., h
s
= 0. Using the ux form, the SWEs in a locally Cartesian
frame of reference are then dened as
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where the x- and y-coordinate are everywhere aligned with the local east- and northward direction,
respectively. u and v denote the velocity components in these directions. Note that the absence
of the curvature terms does not aect any analysis concerning the impact of splitting the Coriolis
force from the advection terms in numerical time integration methods.
3. The time integration methods
In this section we discuss the third-order Rosenbrock method (Ros3) combined with approximate
matrix factorization (AMF) and a Strang splitting method. These integration methods solve
general non-linear ODE systems
_
w = F(w). Note that any semi-discrete system of the SWEs ts
into this framework, because the SWEs describe a pure initial value problem. These methods were
also discussed in our earlier papers [11] and [12], respectively.
Both integration methods rely on a splitting principle, but on a dierent level in the solution
process. Strang splitting is an operator splitting method, see [17]. It splits the dierent operators
in the original PDE problem and solves them independently in successive substeps. Approximate
matrix factorization simplies the integration by factorizing the linear systems to be solved in the
linearly implicit Ros3 method, such that these solves become less expensive.
Besides a general description of these methods, we will discuss their stability properties, which
are of particular interest for meteorological applications. When calculating on a high resolution
latitudinal-longitudinal grid, most time integration methods, read explicit methods, suer from a
severe restriction on the applicable time step. Since high resolution grids are the future trend, it
is important to develop time integration methods which avoid such a limitation, see [19].
43.1 The third-order Rosenbrock method with approximate matrix factorization
We rst concern ourselves with the third-order two-stage Rosenbrock method, see [3, 6, 11],
w
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where  = t
n+1
 t
n
denotes the step size, w
n
denotes the numerical solution which approximates
the exact solution w at time t
n
, and J = F
0
(w
n
) denotes the Jacobian matrix dF=dw of F (w) at
w = w
n
. This method is called linearly implicit, since it requires the solution of two linear systems
with the matrix (I J). In this sense, the method is intermediate between explicit and implicit
Runge-Kutta methods.
The Rosenbrock method is A-stable with stability function
R(z) = 1 +
2z
1  z
+
1
2
z
2
  z
(1  z)
2
;
see [6]. A-stability is attractive as it implies unconditional stability in the sense of Fourier-Von
Neumann analysis [5, 18] for stable linear PDE problems.
A drawback of the Ros3 method (3.1) is that for multidimensional applications solving twice
per time step a linear system with the matrix I J is expensive. To reduce computational
costs, while preserving A-stability and third-order accuracy, we therefore apply approximate matrix
factorization. To demonstrate this technique, we rewrite the original ODE system as
_
w = F(w) = F

(w) +F

(w); (3.2)
where F

and F

denote semi-discrete operators in longitudinal and latitudinal direction, respec-
tively. In general, F also contains source terms, the distribution of which is not immediately
evident from the denition of F

and F

. At this point we only assume that the source terms are
distributed over F

and F

in some appropriate manner. A detailed discussion on the distribution
of the source terms is presented in Section 5.3.
The idea of approximate matrix factorization (AMF), see e.g. [1, 4, 9, 13], is to redene S by
S = (I   J

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J
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This signicantly reduces the computational costs associated with the linear system solution. In-
stead of solving two huge two-dimensional linear systems per time step, we only have to solve four
one-dimensional linear systems, each of which is uncoupled per grid line. While improving e-
ciency, Ros3 with AMF does not compromise the favorable properties of the original Ros3 method.
First, Ros3 with AMF remains third-order accurate, see [11]. Second, Ros3 with AMF remains
A-stable with stability function,
R(z

; z
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)
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2
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2
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2
;
where z = z

+ z

, see Theorem 3.1 in [11]. Theorem 3.1 implies that for matrices J

and J

which have a common complete system of eigenvectors, unconditional stability holds for stable
linear problems in the sense of Fourier-Von Neumann analysis. Note that this is the case if these
matrices commute. Although in general the matrices J

and J

do not commute, the theorem
gives an indication for unconditional stability in practical applications.
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3.2 The second-order Strang splitting method
Strang splitting belongs to the family of operator splitting methods. Operator splitting is based
on the idea that most time-dependent ODE or PDE systems can be splitted additively in ODE or
PDE systems which are simpler to solve. We can think for instance of the earlier subdivision of
F in a longitudinal and a latitudinal part, respectively. In each time step of the operator splitting
method the subprocesses are treated separately using a certain order of reappearance. We adopt
the symmetrical order of reappearance proposed by Strang [17], for which he proved second-order
consistency.
We demonstrate this form of symmetrical Strang splitting for system (3.2). Let the numerical
solution w
n
approximate w at time t
n
and let  = t
n+1
  t
n
denote the step size. Furthermore, let
w
1
(t) denote the solution of the subprocess
_
w
1
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
(w
1
) etc. Solving the substeps sequentially,
one Strang splitting step from time t
n
to t
n+1
is given by
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This process is second order in time under the assumption that the subprocesses are solved exactly
or numerically with an integration method of at least order two. The error introduced by the
splitting is called the splitting error. In case of commuting operators, i.e., F
0

F

  F
0

F

 0, this
splitting error is zero, see [12, 15, 16]. In practice, most systems do not commute, so we always
have a splitting error.
4. The local error
In this section, we focus on the structure of the local error for both integration methods. Our
interest is in these errors in the polar area. In actual applications, the local error of the Strang
splitting method appears to increase signicantly towards the poles as opposed to Ros3 with AMF.
We analyze the local error for the `frozen' linearized system of equations derived from (2.1){(2.4).
Let us linearize around a constant state vector q = (Hu;Hv;H)
T
, where the upper bar refers to
`frozen' variables. Substituting q = q+ q
0
in (2.1){(2.4), the resulting linearized system reads
q
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where we omitted the apostrophes in equation (4.1) and assumed the earth to be ideal, i.e., h
s
= 0.
Next, we dene a uniform lat-lon grid with cell-centered grid points (
i
; 
j
),
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6and let the grid function q
i;j
(t) denote the semi-discrete approximation to the solution q (
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; t)
of (4.1) on this grid. Spatially discretizating system (4.1) then yields the following ODE system,
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. The matrices A and B are evaluated in each grid cell. D

and D

are linear dierence operators in longitudinal and latitudinal direction, respectively. For
instance, for a second order central discretization, they read
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denote the linear splitting operators,
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The distribution of the source terms over L
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and L

is partly xed. The linearized curvature terms
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The rst matrix, C
cur

, is exclusively connected to the curvature terms in the original SWEs
system associated with a change in orientation of the unit vector in longitudinal direction, see [8].
Similarly, the second matrix, C
cur

, contains matrix entries related to the linearized curvature
terms associated with a change in orientation of the unit vector in latitudinal direction. However,
this matrix also contains part of the divergence operator. Of course, other splittings are possible,
but only splitting (4.8) is natural. With respect to the Coriolis terms, no additional assumptions
are made.
Observe that system (4.7) ts into the framework (3.2) with the additional advantage that F

(w)
and F

(w) are linear functions. Therefore, we can analyze the local Strang splitting and Ros3
with AMF error for the general linear ODE system,
_
w = F(w) = F

(w) +F

(w) with F
0

= constant; F
0

= constant: (4.9)
Let w(t
n
) denote the exact solution of system (4.9) at time t
n
and let
~
w
n+1
denote the numerical
solution after one time step with a particular time integration method from initial condition w
n
=
w(t
n
). The local error is then dened as
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;
where k  k denotes a suitable norm, e.g. the L
1
- or L
2
-norm. Assume that each of the substeps
in the Strang splitting method is solved exactly in time. Omitting higher order terms, Taylor
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Similarly, we obtain the following local error for Ros3 with AMF
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In the polar area, the linear splitting operators (4.5) and (4.6) are dominated by the curvature
terms, i.e., L

C
cur

and L

C
cur

. The largest matrix entries of C
cur

and C
cur

behave as
u
2
=(a cos) or u=(a cos), respectively, which rapidly increases towards the poles. We here assume
that u and v behave similarly. Consequently, the largest entries of F
0

and F
0

behave as u=(a cos)
or u
2
=(a cos) in the polar area. Through (4.10) and (4.11), we then nd
E
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u ( u=(a cos j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3

; and E
n+1
loc
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

u ( u=(a cos jj))
4

: (4.12)
Note that these estimates are based on a Taylor expansion and the ommittance of higher order
terms, which is only valid, when the quotient  u=(a cos
nP
) is suciently small.
For realistic values of  , u, and grid resolution , the expressions in (4.12) demonstrate
that the local Strang splitting error becomes much larger in the polar area than the local Ros3
with AMF error. This is exemplied in Figure 1, where we assume a typical ne grid reso-
lution, i.e.,  =  = =nP with nP =
1
2
nL = 180, u = 10m=s, and a step size  = 300 s
(  a cos
nP
). In this gure, the quotients from equations (4.12) are plotted over a latitudi-
nal range  2 [=2  9=(2  nP); =2  =(2  nP)], viz. the last ve latitudinal grid points next
to north pole. For Strang splitting, the local error increases rapidly in a band of three grid cells
away from the pole. The increase of the local error of Ros3 with AMF on the other hand, is minor,
and this error is signicantly smaller as opposed to Strang splitting.
1.5 1.51 1.52 1.53 1.54 1.55 1.56 1.57
0
0.5
1
1.5
x 10−3
f  in rad
Figure 1: The quotient u (u= (a cos))
3
for Strang splitting (dashed) and the quotient u (u= (a cos))
4
for Ros3 with AMF (solid) over a latitudinal range  2 [=2  9=(2  nP); =2  =(2  nP)],
(nP = 180, =300 s).
5. The dispersion relations
In meteorological practice, splitting methods are approached with a certain skepticism. It is
considered unwise to split the process associated with advection waves from the Coriolis terms.
8Together, these processes generate so called Rossby waves, which describe an important part
of atmospheric dynamics. Treating these processes separately appears to jeopardize a correct
representation of these waves and, therefore, appears to obstruct a correct representation of the
atmospheric tendency to geostrophic balance. To investigate this matter, we focus on the dispersion
relations of the time integration methods and compare them to the dispersion relation of the
original problem. This analysis will show how the time integration method aects the amplitude
and propagation velocity of the waves which build up the original solution.
5.1 The exact dispersion relation
Since, in this section, we are primarily interested in the eects of dierent splittings of the advection
term from the Coriolis term, it is sucient to consider the SWEs in a local Cartesian frame of
reference, (2.5){(2.7). To derive the exact dispersion relation, we rst linearize system (2.5){(2.7)
around a constant state vector

q = (

U;

V ;

H)
T
, where the upper bar refers to frozen variables. We
substitute u =

U + u
0
, v =

V + v
0
and H =
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0
in the equations, which gives
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where we omitted the upper bars and apostrophes for clarity. We then assume the harmonic wave
solution,
q = (u; v; h)
T
=

q(t) e
i (kx)
with

q(t) =
^
q e
 i!t
; (5.4)
where k = (k
1
; k
2
)
T
2 R, ! 2 C and
^
q = constant denote the wave number, the frequency and the
amplitude of the wave, respectively. The frequency ! can be broken down into an imaginary part
Im(!), which corresponds to damping or amplication, and a real part Re(!), which corresponds
to propagation. With propagation, we associate the phase velocity c
p
dened by
c
p
=
Re(!)
jkj
;
which says that any particular phase surface, i.e., a surface with a constant phase  = kx Re(!)t,
moves with normal velocity c
p
in the direction of k. When the phase velocity depends on the
wavenumber k, the wave is called dispersive.
Substituting the harmonic wave solution into equations (5.1)-(5.3) yields
0
@
 i! + Uik
1
+ V ik
2
 f gik
1
f  i! + Uik
1
+ V ik
2
gik
2
Hik
1
Hik
2
 i! + Uik
1
+ V ik
2
1
A
^
q = 0: (5.5)
A non-trivial harmonic wave solution of (5.1)-(5.3) exists when system (5.5) is singular. In that
case, the determinant of the matrix should be zero, i.e.,
det = ~!
3
+ ~!
,
f
2
+ gH
,
k
2
1
+ k
2
2

= 0 (5.6)
with ~! =  i! + Uik
1
+ V ik
2
. Equation (5.6) relates the frequency ! to the wavenumber k =
(k
1
; k
2
)
T
. This relation is called the dispersion relation. The dispersion relation (5.6) allows three
dierent harmonic wave solutions with frequencies,
!
ex
j
(k
1
; k
2
) =
8
>
<
>
:
Uk
1
+ V k
2
; for j = 1;
Uk
1
+ V k
2
 
p
f
2
+ gH (k
2
1
+ k
2
2
); for j = 2;
Uk
1
+ V k
2
+
p
f
2
+ gH (k
2
1
+ k
2
2
); for j = 3;
(5.7)
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and corresponding amplitudes,
^
q
1
=
0
@
 gk
2
gk
1
 if
1
A
;
^
q
2;3
=
0
@
igk
2
f  gk
1
p
f
2
+ gH (k
2
1
+ k
2
2
)
 igk
1
f  gk
2
p
f
2
+ gH (k
2
1
+ k
2
2
)
gH
1
A
: (5.8)
The rst family of waves are known as the vorticity or advection waves, which are slow waves. The
second and the third family of waves are called Poincare waves, which imply pure gravity waves
when f
2
 gH jkj
2
. These waves are considered to be fast. Note that none of these waves involves
damping.
5.2 The numerical dispersion relations
In this section we derive the numerical dispersion relations of our time integration methods. The
numerical dispersion relation is obtained in a similar manner as for the exact problem, i.e., by
assuming a harmonic wave solution for the numerical scheme associated with the time integration
method. The resulting frequencies dier from the original ones in both the imaginary and real part.
The rst leads to a wave with a dierent amplitude, which is called dissipation or accumulation.
The second leads to a wave with a dierent propagation or phase velocity, which is called dispersion.
The Rosenbrock method combined with approximate matrix factorization We rst focus on the
numerical dispersion relation associated with the third-order Rosenbrock method combined with
approximate matrix factorization. Normally, a numerical dispersion relation is discussed in connec-
tion to a dierence scheme, which is the result of a certain discretization in space and integration in
time [18]. Below, we analyze the numerical dispersion relation associated with the time integration
method for the continuous form of the linearized SWEs.
We write the linearized equations (5.1)-(5.3) in matrix form,
@q
@t
=  
0
@
U 0 g
0 U 0
H 0 U
1
A
@q
@x
+
0
@
fv
0
0
1
A
 
0
@
V 0 0
0 V g
0 H V
1
A
@q
@y
+
0
@
0
 fu
0
1
A
: (5.9)
Substitution of (5.4) into equation (5.9) yields the following ODE system for the Fourier transform

q (t),
d

q
dt
=  i k
1
0
@
U 0 g
0 U 0
H 0 U
1
A

q +
0
@
0 f 0
0 0 0
0 0 0
1
A

q+
 i k
2
0
@
V 0 0
0 V g
0 H V
1
A

q +
0
@
0 0 0
 f 0 0
0 0 0
1
A

q: (5.10)
Next, we apply Ros3 with AMF to system (5.10), where we divide the right-hand side of (5.10)
into a part depending on the wavenumber k
1
and a part depending on the wavenumber k
2
, i.e.,
d

q
dt
= A(k
1
)

q+B(k
2
)

q: (5.11)
This distribution corresponds to a dimensional splitting similar to (3.2). Note that with the
specication of A(k
1
) and B(k
2
) the distribution of the Coriolis terms over these matrices is not
yet xed. At this point, we assume that A(k
1
) contains the rst Coriolis matrix of equation (5.10)
and B(k
2
) contains the second. In Section 5.3, other distributions will be considered.
The application of Ros3 with AMF to (5.10) yields

q
n+1
= R(; A(k
1
); B(k
2
))

q
n
; (5.12)
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where

q
n
denotes the approximation of the Fourier transform

q(t) at time t = t
n
and the ampli-
cation factor R(; A(k
1
); B(k
2
)) is dened by the stability function,
R
ros
(; A;B) = I + 2 S
 1
(A+B) + S
 1

1
2
 (A+B)  I

S
 1
(A+B)
with the matrix S = (I   A) (I   B). For a further discussion on this stability function, we
refer to our earlier paper [11].
To derive the numerical dispersion relation, we then substitute the numerical harmonic wave
solution,

q
n
=
^
q e
 i !
ros
t
n
; (5.13)
into (5.12) to obtain
M
ros
^
q = e
 i !
ros

^
q with M
ros
= R
ros
(; A(k
1
); B(k
2
)):
This gives the following numerical dispersion relation,
!
ros
j
=
ln


M
ros
j


i; (5.14)
where 
M
ros
j
denotes the j-th eigenvalue of the matrix M
ros
. Note that these eigenvalues can
be complex, allowing both dispersion and dissipation or accumulation. A thorough analysis of
the frequencies given by (5.14) will show how the corresponding waves relate to the waves of the
original problem, see Section 5.3.
The Strang splitting method Next, we derive the numerical dispersion relation associated with
the Strang splitting method. For its derivation, we adopt the same approach as above. So, we
commence from system (5.11) to which we apply the Strang splitting method. In this case, the
amplication factor R(; A(k
1
); B(k
2
)) is dened by
R
str
(; A;B) = exp

A

2

exp (B) exp

A

2

:
Postulating the harmonic wave solution (5.13) for the Fourier transform

q (t) and following the
same reasoning as above, we arrive at the following dispersion relation,
!
str
j
=
ln


M
str
j


i; (5.15)
where 
M
str
j
denotes the j-th eigenvalue of the matrix M
str
= R
str
(; A(k
1
); B(k
2
)).
5.3 An evaluation of the dispersion relations
In this section, we compare the exact and numerical dispersion relations (5.7), (5.14) and (5.15) to
examine how well the numerical methods represent the characteristic waves of the original problem.
The numerical method can damp or amplify these waves and change their phase velocity. Fur-
thermore, the relations (5.14) and (5.15) can be used to investigate the eects of specic splittings
of the advection from the Coriolis terms. The question is whether these splittings signicantly
inuence the accuracy and/or stability of the resulting numerical method. We can easily redo
the analysis of Section 5.2 to provide the correct numerical dispersion relations for a particular
redistribution of the forces over the subprocesses in longitudinal and latitudinal direction.
In order to analyze the dispersion relations, we choose a typical setting of the parameters U ,
V , H , g and f . Since our original system (2.5){(2.7) is based on midlatitude synoptic scale
analysis, we apply synoptic scale values for these quantities, i.e., U =V =10m=s, H =10
4
m and
f = 2
 sin (=4), see [8]. The gravitational constant g is given as g = 9:8m=s
2
. Furthermore,
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we have to specify the range of wave numbers in which we are interested. For convenience, we
write the wave number vector k = (k
1
; k
2
)
T
in terms of its length jkj and its direction , so
k=(k
1
; k
2
)
T
=(jkj cos; jkj sin)
T
. We focus on wave number vectors with length jkj=1. These
wave numbers include the family of advective waves with velocity U cos + V sin and the two
families of gravity waves with velocities U cos+V sin
p
gH, where we used f
p
gH. Finally,
it is important to notice that we are calculating in a local Cartesian frame of reference. Observe
that the distance x in the local frame of reference corresponds to a radial change of the longitude,
. The corresponding distance on the sphere then reads a cos. Therefore, the stepsizes for
mid-latitudinal motion in the local and global frame of reference, 
local
and 
global
, are related as

global
= a cos=4 
local
 4:5  10
6

local
:
We elaborate the numerical dispersion relations for increasing step sizes. The minimum and
maximum value of the imaginary parts of the corresponding frequencies are given in Table 1. The
minimum and maximum values are calculated over  2 [0; 2). Observe that the corresponding
frequencies of the original waves have no imaginary part. The positive imaginary parts of the
frequencies in Table 1 then illustrate that a Strang splitting method tends to amplify both advection
and gravity waves.
In case of Ros3 with AMF no such behavior is found. Each wave is either damped by the
numerical method or propagates with a constant amplitude. Note that this behavior characterizes
the A-stability property. Furthermore, the results indicate that Ros3 with AMF damps the various
waves more rigorously than Strang splitting. For all step sizes considered, the minimum values
of the imaginary parts are smaller for Ros3 with AMF than for Strang splitting. In addition, for
Ros3 with AMF, the fast gravity waves are more strongly damped than the slow advective wave.
The damping of Strang splitting does not distinguish between slow and fast waves.
Finally, we focus on the imaginary parts of the frequencies for a common step size 
local
. Assume
x=2=360, which corresponds to a ne uniform lat-lon grid with ==2=360. For the
given synoptic values, we can then derive a maximal step size 
local
prescribed by the CFL-
restriction, when solving the SWEs by means of a third-order Runge-Kutta method, see [11],

local
= x=(U +
p
gH) = 5:4  10
 5
s:
For this step size, both methods behave excellently. In particular, their inuence on the important
advective wave is negligible.
The relative errors in the phase velocities are displayed in Table 2. The relative error is dened
as follows,
E
c
p
=
Re (!
num
) Re (!
exact
)
Re (!
exact
)
:
Table 2 illustrates that the Strang splitting method does not aect the phase velocity of the
advection wave. The gravity waves are changed by this method. Ros3 with AMF on the other
hand, aects both phase velocities, although its eect on the gravity waves is minor compared to
Strang splitting for 
local
 10
 3
s. In meteorological practice, however, numerical methods are
assessed by their capability to represent the advective wave. At large step sizes, 
local
= 10
 3
and

local
= 10
 2
, Ros3 with AMF poorly represents the advective wave phase velocities as opposed
to Strang splitting. For common step sizes though, 
local
= 10
 4
and 
local
= 10
 5
, Ros 3 with
AMF has almost no eect on the advective wave phase velocity.
The eect of a specic splitting of the Coriolis and advection term on the stability properties
is studied by a comparison of the imaginary parts of the frequencies for three dierent splittings.
12
Strang Ros3 with AMF

local
min max min max
10
 5
 0:78  10
 10
0:67  10
 10
 0:18  10
 8
0
 0:89  10
 10
0:11  10
 9
 0:98  10
 6
 0:39  10
 6
 0:12  10
 9
0:13  10
 9
 0:98  10
 6
 0:39  10
 6
10
 4
 0:21  10
 8
0:21  10
 8
 0:18  10
 5
0
 0:11  10
 8
0:11  10
 8
 0:98  10
 3
 0:39  10
 3
 0:11  10
 8
0:11  10
 8
 0:98  10
 3
 0:39  10
 3
10
 3
 0:21  10
 6
0:21  10
 6
 0:17  10
 2
 0:90  10
 6
 0:11  10
 6
0:11  10
 6
 0:86  10
0
 0:37  10
0
 0:11  10
 6
0:11  10
 6
 0:86  10
0
 0:37  10
0
10
 2
 0:26  10
 4
0:26  10
 4
 0:60  10
 1
 0:12  10
 1
 0:13  10
 4
0:13  10
 4
 0:24  10
2
 0:20  10
2
 0:13  10
 4
0:13  10
 4
 0:24  10
2
 0:21  10
2
Table 1: Minimum and maximum values of the imaginary part of the frequencies for Strang splitting
and Ros3 with AMF. The results are presented for splitting (5.16). The maxima are calculated for wave
numbers k = (sin(); cos()), with  2 [0; 2). For each step size 
local
, the extrema associated with the
numerical advection (j = 1) and the numerical gravity waves (j = 2; 3) are listed.
These are
A(k
1
) =  ik
1
0
@
U i
f
k
1
g
0 U 0
H 0 U
1
A
and B(k
2
) =  ik
2
0
@
V 0 0
 i
f
k
2
V g
0 H V
1
A
; (5.16)
A(k
1
) =  ik
1
0
@
U i
f
k
1
g
 i
f
k
1
U 0
H 0 U
1
A
and B(k
2
) =  ik
2
0
@
V 0 0
0 V g
0 H V
1
A
; (5.17)
A(k
1
) =  ik
1
0
@
U 0 g
0 U 0
H 0 U
1
A
and B(k
2
) =  ik
2
0
@
V i
f
k
2
0
 i
f
k
2
V g
0 H V
1
A
: (5.18)
The rst splitting is already examined above. The second and third splitting involve no directional
separation of the Coriolis terms. In Table 1, the minimum and maximum value of the imaginary
parts of the numerical frequencies are given for the rst splitting for Strang splitting and Ros3
with AMF, respectively. For Strang splitting, the minimal and maximal values for the second and
third splitting (5.17){(5.18) are close to zero, so only very small machine representation errors were
visible. The dierence of these values as opposed to the values for splitting (5.16) indicate that
amplication or damping by Strang splitting indeed depends on the specic splitting. The method
behaves signicantly better in case of the second and third splitting, since they involve almost no
damping or amplication. Ros3 with AMF, on the other hand, is almost indierent to the details
of the splitting. The entries of the minimum and maximum value for the second and third splitting
were almost identical to the entries of splitting I.
6. Numerical experiments
In this section, we continue our comparison between Ros3 with AMF and Strang splitting by an
assessment of these methods when applied to test cases of the well-established SWEs test set [20].
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local
max
,
E
c
p

Strang Ros3 with AMF
10
 5
0 0:58  10
 13
0:11  10
 6
0:11  10
 10
0:11  10
 6
0:11  10
 10
10
 4
0 3:09  10
 10
0:11  10
 4
0:11  10
 6
0:11  10
 4
0:11  10
 6
10
 3
0 0:26  10
 4
0:11  10
 2
0:10  10
 3
0:11  10
 2
0:10  10
 3
10
 2
0 0:35
0:13 0:33
0:13 0:33
Table 2: Maximum value of the relative errors in the phase velocities for Strang splitting and Ros3 with
AMF. The maxima are calculated for wave numbers k = (sin(); cos()), with  2 [0; 2). For each step
size 
local
, the extrema associated with the numerical advection (j = 1) and the numerical gravity waves
(j = 2; 3) are listed.
In addition, the numerical experiments serve to verify the theoretical results found in Section 4
and 5.
Both methods are used to integrate the system of ODEs resulting from spatially discretizing
the full non-linear system of SWEs on the rotating sphere (2.1){(2.4). Calculations are done on
a uniform lat-lon grid. As spatial discretization scheme, we apply a nite volume method, viz.
an Osher scheme combined with the (=1=3)-scheme for the constant state interpolation, which
proved to be well suited for solving the SWEs in spherical geometry, see [10]. Since the resulting
ODE system is too dicult to be solved exactly, we have to specify the integration methods which
are used to solve the substeps in the Strang splitting method. In our earlier paper, Ros3 with
AMF proved far more ecient than the RK3 explicit method. Consequently, Strang splitting can
only be cost eective when it is combined with an implicit time integration method. We therefore
apply the Ros3 method (3.1). In addition, this method is third-order accurate, which ensures that
the splitting error dominates the total error, and it is A-stable.
We concentrate on three dierent test cases from the well-known SWEs test set [20], viz. Test 2,
global steady-state non-linear zonal geostrophic ow, Test 5, zonal ow over an isolated mountain,
and Test 6, a Rossby-Haurwitz wave. All three test cases were discussed in earlier work [11]. Test 2
is used to provide an order estimate for the Strang splitting method similar to the one for Ros3
with AMF found in [11]. Test 5 and 6 are chosen, because they describe `realistic' instationary
ow patterns, and are therefore suitable to truly assess our time integration methods. In addi-
tion, they form an excellent framework to investigate the inuence of the integration methods on
various wave-like solutions. Test 5 involves high-amplitude gravity waves. Test 6 describes a slow
Rossby-Haurwitz wave, whose ow pattern is very common in practical applications. A correct
representation of this last wave is therefore of great importance.
The presentation of the numerical experiments is divided in two parts.
 First, we investigate the accuracy and eciency of both methods for a specic splitting. As
reference splitting, we use the splitting suggested in our previous paper. The results are used
to identify the extent of the errors and their location on the sphere. The calculations are
performed on a high resolution grid, viz. a uniform lat-lon grid with 180 grid points in latitu-
dinal direction (nP=180) and 360 grid points in longitudinal direction (nL=360)(1

 1

).
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The step sizes of each method are determined by trial and error. For Strang splitting, they
will be the maximal step sizes at which stability is obtained and accuracy is still acceptable.
For Ros3 with AMF, the step sizes are chosen such that its results are equally accurate as
these of Strang splitting.
 Second, we investigate the eects of various splittings on the accuracy and eciency of both
methods. Calculations are done on a uniform lat-lon grid of 90 180 grid points in case of
Test 5 and on a uniform lat-lon grid of 144 288 grid points in case of Test 6. These grids
are coarser than the previous to conne the error in the polar area, see Section 4. The step
size is xed for all splittings.
In both parts, the accuracy is expressed by the l
2
- or l
1
-norm of the relative error of the depth
of the uid layer and the absolute errors of the velocity components in longitudinal- and latitudinal
direction. In spherical geometry the discrete l
1
-norm and l
2
-norms are dened as follows,
l
1
(H) = max
i;j




H
i;j
 H(
i
; 
j
)
H(
i
; 
j
)




; (6.1)
l
1
(u) = max
i;j
ju
i;j
  u(
i
; 
j
) j ; (6.2)
l
2
(H) =
s
X
i;j
(H
i;j
 H(
i
; 
j
))
2
cos
j
,
s
X
i;j
(H(
i
; 
j
))
2
cos
j
; (6.3)
l
2
(u) =
p

nL
s
X
i;j
(u
i;j
  u(
i
; 
j
))
2
cos
j
; (6.4)
where H
i;j
etc. denote the approximated solution H etc. at gridpoint (
i
; 
j
) and H (
i
; 
j
) etc.
denote the reference solution H etc. at gridpoint (
i
; 
j
), which is exact in case of Test 2 and given
by a high resolution spectral method in case of Test 5 and Test 6. Note that l
2
(H) and l
2
(u) are
the high-resolution nite volume equivalents of the continuous l
2
-norm dened by Williamson et
al in [20].
6.1 The three test cases from the SWEs test set
First, we summarize the three considered test cases from the SWE test set, viz. Test 2, Test 5,
and Test 6. Test 2 represents a solid body rotation of which the height eld and the velocity
components in longitudinal and latitudinal direction are dened as follows
H = h
0
 

a
u
0
g
+
u
2
0
2g

(  cos cos sin+ sin cos)
2
; (6.5)
u = u
0
(cos cos+ sin cos sin) ; (6.6)
v =  u
0
sin sin; (6.7)
with h
0
and u
0
given, u
0
= 38:6m=s and gh
0
= 2:94  10
4
m
2
=s
2
.  denotes the angle between the
axis of the solid body rotation and the polar axis of the spherical coordinate system. We consider
ow over the poles, i.e.,  = =2. Test 2 extends over a 5-days interval.
Test 5 represents a zonal ow which impinges on a mountain. The mountain height is prescribed
by a cone,
h
s
= h
s
0

1 
r
R

; (6.8)
where h
s
0
= 2000m, R = =9, r
2
= min[R
2
; (  
c
)
2
+ (  
c
)
2
], 
c
= 3=2, and 
c
= =6. The
initial zonal ow is given by a solid body rotation parallel to the equator. The initial height and
velocity components result from equation (6.5){(6.7) with  = 0, u
0
= 20 m=s, and h
0
= 5960 m.
The reference solution is determined by a high resolution spectral method. The simulated time
period is 15 days.
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Test 6 consists of a Rossby-Haurwitz wave with a simulation period of 14 days. The initial
condition is provided in [20]. Meteorologists consider this test as standard, since similar ow
patterns occur in practical applications. A reference solution over a fourteen days interval is
provided by a high resolution spectral circulation model.
6.2 Experiments with the reference splitting
The reference splitting In this section, we specify the reference splitting for which we assess
Strang splitting and Ros3 with AMF on a high-resolution grid. Similar to Section 4, this splitting
is dened by
@q
@t
= f

(q) + f

(q) (6.9)
with
f

(q) =
 1
a cos
@
@
0
@
Hu
2
+
1
2
gH
2
Huv
Hu
1
A
+
0
@
 
gH
a cos
@h
s
@
+ fHv
 
Hu
2
a
tan
0
1
A
; (6.10)
f

(q) =
 1
a cos
@
@
0
@
Huv cos
,
Hv
2
+
1
2
gH
2

cos
Hv cos
1
A
+
0
@
Huv
a
tan
 
gH
a
@h
s
@
  fHu 
tan
2a
gH
2
0
1
A
:
(6.11)
The curvature terms are distributed over f

and f

respecting their association with a change of
orientation of the corresponding unit vector. This distribution is natural. The Coriolis forces are
assigned according to the direction of the momentum equations from which they originate. With
a minor dierence in the distribution of the curvature terms, this splitting was successfully applied
in [11] for Ros3 with AMF.
An order estimate for Strang splitting First, we illustrate the order behavior of the Strang
splitting method. Similar to the order estimate for Ros3 with AMF given in [11], calculations are
done on a uniform lat-lon grid with resolution nL = 288 and nP = 144 for varying step sizes. We
concentrate on Test 2. As order estimate, we use the l
1
-norm of the absolute error of H and u,
dened as
abs(var)

= max
i;j


var

i;j;t
  var

ref
i;j;t


with 
ref
= 80 s;
where var

i;j;t
yields the approximate value of a variable var in gridpoint (
i
; 
j
) at time t calculated
with step size  . Figure 2 pictures these norms against the step size  in a log-log plot. Note that
we march to the steady-state of the semi-discrete problem. The gure illustrates that the order
of the Strang splitting method is slightly higher than two in this case. By theory, second-order
consistency is expected as is visualized by the slope of the solid line, which is two.
Results on Test 5 and Test 6 In this section, Ros3 with AMF and Strang splitting are applied
to Test 5 and Test 6 of the SWEs test set. Our interest is in their accuracy and eciency when
used on a high resolution grid.
Calculations are done on a uniform lat-lon grid with nL = 360 and nP = 180. The step size
is found by trial and error depending on the test case and the integration method. For Strang
splitting we apply the following step sizes, =216 s in case of Test 5 and =450 s in case of Test 6.
These step sizes are chosen such that the results are suciently accurate and the computation is
stable. For Ros3 with AMF, the step sizes are chosen such that its results are equally accurate as
these of Strang splitting. This yields  =900 s in case of Test 5 and  =1200 s in case of Test 6.
Consequently, Ros3 with AMF is far more ecient than Strang splitting. Strang splitting involves
three linear system solves and three ux evaluations per time step, where we accounted the ux
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Figure 2: An order estimate for H and u: log(abs(H)

) and log(abs(u)

) versus log() for the Strang
splitting method for Test 2 (markers). The solid lines illustrate formal second order accuracy.
evaluations of F

and F

as two ux evaluations. Ros3 with AMF involves four linear system solves
and four ux evaluations per time step. Therefore, if the step size for Ros3 with AMF is more than
4=3 times as large as the step size of Strang splitting its workload is lower. For  =900 s in case
of Test 5 and =1200 s in case of Test 6, respectively, these ratios are 4:17 and 2:67, respectively.
Finally, we comment that for Ros3 with AMF, results can be obtained for much larger step sizes.
In contrast to Strang splitting, Ros3 with AMF does not suer from a severe step size restriction.
Note that, eventually, the step size for Ros3 with AMF is limited by accuracy. For very large step
sizes, viz. several hours, Ros3 with AMF involves too much damping to correctly represent the
solution, see Table 1 with 
local
 10
 3
s.
Figure 3 represents the errors (6.1){(6.4) for Test 5. The errors are suciently small, although the
sudden increase of the l
1
(u) and l
1
(v) for Strang splitting is remarkable. This increase is caused
by an interaction of the propagated spatial error, initially caused at the foot of the mountain, and
the mountain itself. The spatial error is rotated over the sphere in approximately 10 days before it
again impinges on the mountain. As a result, in case of Strang splitting, a sudden increase of the
local error is observed. For Ros3 with AMF, this increase is not that apparent. The spatial errors
involve high-frequency waves, which are strongly damped by Ros3 with AMF. Observe that this
explanation agrees with the results from Section 5. The considered step sizes =216 s and =900 s
in case of Strang splitting and Ros3 with AMF, respectively, correspond to 
local
=4:8  10
 5
s and

local
=2:0  10
 4
s, respectively. The fact that we do not observe a sudden increase of the l
2
(u)
and l
2
(v)-norm for Strang splitting, shows that the error increase is local in space.
Figure 4 represents the errors (6.1){(6.4) for Strang splitting and Ros3 with AMF in case of
Test 6. Again, similar accuracy is obtained, but for dierent step sizes in favor of Ros3 with
AMF. The step size applied for Ros3 with AMF is again larger than 4=3 times the stepsize applied
for Strang splitting. The Rossby-Haurwitz represents a low frequency wave and is therefore of
particular interest to meteorologists. According to Section 5, both methods do not signicantly
aect the advective wave phase velocity.
Finally, Figure 5 visualizes the relative error of H on the northern hemisphere projected onto
the equatorial plane. This picture clearly demonstrates that the Strang splitting error is large in
the polar region as opposed to Ros3 with AMF. This result conrms the results of Section 4, where
we found that on current high resolution grids Strang splitting suers more strongly from the pole
singularity in the spherical SWEs, observable by large local errors in the polar region.
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Figure 3: The l
1
-norm (g(a)) and l
2
-norm (g(b)) of the relative error in H (rst column), and absolute
errors in u and v (second and third column) for Test 5 for Strang splitting (solid) and Ros3 with AMF
(dotted) in case of the reference splitting.
6.3 Experiments with several other splittings
In this section, we consider several splittings of the SWEs in spherical geometry. The splittings
dier in their distribution of the Coriolis forces over the ux functions f

and f

. Since the
advection- and curvature terms are strongly connected to a specic direction, their distribution is
xed. So, we have
f

(q) =  
1
a cos
@
@
0
@
Hu
2
+
1
2
gH
2
Huv
Hu
1
A
+
0
@
 
gH
a cos
@h
s
@
 
Hu
2
a
tan
0
1
A
+ f

Cor
(q) ; (6.12)
f
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a cos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@
0
@
Huv cos
,
Hv
2
+
1
2
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2

cos
Hv cos
1
A
+
0
@
Huv
a
tan
 
gH
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@h
s
@
 
tan
2a
gH
2
0
1
A
+ f

Cor
(q) ;
(6.13)
where f

Cor
(q) + f

Cor
(q) = (fHv; fHu; 0)
T
. The dierent splittings are
f

Cor
(q) = (fHv; fHu; 0)
T
; f

Cor
(q) = (0; 0; 0)
T
; (f12f)
f

Cor
(q) = (0; 0; 0)
T
; f

Cor
(q) = (fHv; fHu; 0)
T
; (12)
f

Cor
(q) = (fHv; 0; 0)
T
; f

Cor
(q) = (0; fHu; 0)
T
; (f1f2)
f

Cor
(q) = (0; fHu; 0)
T
; f

Cor
(q) = (fHv; 0; 0)
T
; (f2f1)
f

Cor
(q) =
1
2
(fHv; fHu; 0)
T
; f

Cor
(q) =
1
2
(fHv; fHu; 0)
T
; (fhalf)
where the rst two splittings involve the complete assignment of the Coriolis forces to one direction.
The third splitting is the reference splitting investigated in Section 6.2. Splitting four and ve,
(f2f1) and (fhalf), are articial. Note that the rst three splittings were considered before in
Section 5.3 for the linearized local Cartesian SWEs.
We focus on Test 5 and Test 6 of the SWEs test set. Calculations are done on a 90180 uniform
lat-lon grid over a fteen days time period for Test 5, and on 144288 uniform lat-lon grid over a
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Figure 4: The l
1
-norm (g(a)) and l
2
-norm (g(b)) of the relative error in H (rst column), and absolute
errors in u and v (second and third column) for Test 6 for Strang splitting (solid) and Ros3 with AMF
(dotted) in case of the reference splitting.
fourteen days time period for Test 6, respectively. For Test 5, the Strang splitting method uses a
xed step size  =900 s for all splittings, Ros3 with AMF uses a step size  =1800 s. The results
of Test 6 are computed with a step size  =150 s for Strang splitting and  =450 s for Ros3 with
AMF. The step sizes are chosen such that the results satisfy a given accuracy requirement for the
reference splitting.
Since we are mainly interested in the qualitative dierence between the results for the various
splittings and in the impact of these splittings on the two integration methods, we introduce the
following monitor,
reldif
,
t; E;H
(sp)
(t)

=
E
,
H
(sp)
(t)

 E
,
H
(refsp)
(t)

E
,
H
(refsp)
(t)

;
where E (H) denotes the l
1
- or l
2
-norm dened in (6.1) and (6.3), t denotes the time at which the
solutionH
(sp)
is approximated and (refsp) denotes the reference splitting (f1f2). Similar expressions
can be derived for the longitudinal and latitudinal velocity components.
Figure 6{7 represent the relative dierences, reldif(t; l
2
; H), reldif(t; l
2
; u), and reldif(t; l
2
; v) for
the several splittings when applied to Test 5 and Test 6. These gures demonstrate that it is
dicult to identify a best splitting, because such a splitting depends on the specic test case. For
instance, for Strang splitting, the reference splitting (f1f2) is not a good choice in case of Test 5.
After 15-days, the l
2
-norms of the relative error in H , and absolute errors in u and v are smaller
for almost all other splittings, viz. reldif(t; l
2
; H)<0 etc., see Figure 6(a). Splitting (f2f1) appears
better suited. For Test 6, on the other hand, the reference splitting is less accurate over the
rst seven days, but performs better than the other splittings on the seven days remaining, see
Figure 7(a).
Compared to Ros3 with AMF, Strang splitting is more sensitive to the chosen splitting. For
this method, the relative dierences vary over a range of [ 0:16; 0:10] in case of Test 5 and over a
range of [ 0:18; 0:11] in case of Test 6, see Figure 6(a) and 7(a). For Ros3 with AMF, on the other
hand, these dierences vary over a range of [ 0:003; 0:03] in case of Test 5 and over a range of

 2:5  10
 3
; 3:6  10
 3

in case of Test 6, see Figure 6(b) and Figure 7(b), respectively. Ros3 with
AMF is almost indierent to the applied splitting, which agrees with our results in Section 5.3.
For Ros3 with AMF the reference splitting is suciently accurate for both test cases, although
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 =216 s) (b) Ros3 with AMF ( =900 s)
Figure 5: Polar view of the relative error in H for Test 5 for Strang splitting (g(a)) and Ros3 with AMF
(g(b)), in case of the reference splitting.  2 [
7
8
;
1
2
]
splitting (f2f1) is slightly better.
7. Conclusion
When solving the semi-discrete SWEs on a global uniform lat-lon grid, an explicit time integra-
tion method suers from a severe restriction on the step size (the pole problem). This problem
can be avoided by the application of an implicit time integration method. In [11], we therefore
investigated an A-stable linearly implicit 3rd-order time integration method, which we combined
with approximate matrix factorization to make it cost eective, viz., Ros3 with AMF.
In this article, we further explored this method and compared it to a Strang-type splitting
method. First, we focused on the local error of both methods for the linearized SWEs in spherical
geometry. Strang splitting is showed to suer from a large local error in the polar area as opposed to
Ros3 with AMF. Second, we investigated the numerical dispersion relations for the local Cartesian
SWEs to analyze their inuence on the characteristic waves of the shallow water problem. Our
main focus was on the advective wave, which is most important in meteorological applications.
For characteristic step sizes, both methods did not signicantly aect the advective wave phase
velocities. Their inuence on the gravity waves, however, was very dierent. Ros3 with AMF
damped these waves more rigorously than Strang splitting, but better represented their phase
velocities. In addition, Strang splitting could lead to amplication of these waves, which makes
it unsuitable for long time integration periods. Third, we applied both methods to Test 2, Test 5
and Test 6 of the SWEs test set. The numerical results agreed with the theoretical results with
respect to the local error and the numerical dispersion relations. Furthermore, they showed that
Ros3 with AMF is unaected by the chosen splitting and, most important, Ros3 with AMF is far
more ecient than Strang splitting.
In conclusion, Ros3 with AMF makes a good candidate to eciently solve the semi-discrete
SWEs on a global ne resolution lat-lon grid. Strang splitting, on the other hand, is inadequate
in view of its ineciency and large local error in the polar area.
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