The use of numerical methods to solve systems of partial differential equations for chemical kinetics is introduced using a Mathematica notebook. The principles of numerical integration are briefly presented. The Runge-Kutta algorithm is used to explore two simple mechanisms as well as an autocatalyzed system (Lotka-Volterra) which exhibits exotic kinetic behaviors. The exercise can be used in the introductory physical chemistry course as a capstone exercise for chemical kinetics, or in the lecture to introduce numerical methods and/or exotic kinetic behaviors such as oscillatory reactions and chaotic behavior. An exercise for mastery based on the Gray-Scott mechanism for glycolysis is included.
Introduction

Background
When I was a graduate student TA for a physical chemistry course, the instructor gave a final exam problem that consisted of a dozen graphs with instructions to label the axes, briefly describe what the graph represented and comment on why this particular graph was important in the course. A similar exercise from a recent final I gave showed the graph in Figure 1 , and of course, you immediately associate it with chemical kinetics, can identify it as illustrating first order kinetics (in this case a first order equilibrium A F B ), would label the abscissa with units of time and the ordinate with concentration units and note that the blue line was the product and the orange, the reactant. What about the graph in Figure 2 ? This is not so immediately recognizable. However, just as in Figure 1 , the graph shows the time dependence of the concentrations of two species, but where their behavior can no longer be characterized in the classical fashion as "first order" or "second order". How do such exotic behaviors arise? Are they rarities, of interest only to the specialist, or commonplace? How can we predict the concentration as a function of time when we cannot use the simple relationships we are accustomed to writing? The second question is easily answered by taking your own pulse. Many biological processes are clearly oscillatory, and at the most fundamental level are run by chemical reactions that therefore must oscillate as well. Larger reaction systems, such as the atmosphere, can also exhibit complex behavior, for example, the seasonal development of a "hole" in the tropospheric The second question is easily answered by taking your own pulse. Many biological processes are clearly oscillatory, and at the most fundamental level are run by chemical reactions that therefore must oscillate as well. Larger reaction systems, such as the atmosphere, can also exhibit complex behavior, for example, the seasonal development of a "hole" in the tropospheric ozone layer over the poles. A half-century ago, researchers were not convinced that chemical reactions could exhibit oscillatory or other complex behaviors. The assumption was that the concentrations of species either decayed or increased monotonically, except for intermediates, which reached a maximum sometime during the reaction, then decayed to zero. In the 1950s, while searching for a model for the Krebs cycle,a Russian chemist, Belousov, discovered a reaction which clearly cycled from reactant to products multiple times before ultimately reaching equilibrium. The Belousov-Zhabotinsky reaction is spectacular to watch [see the Further Reading section for a link to a movie], flashing various colors, and has a complex autocatalytic mechanism, a model for which was first developed by Noyes' group at the University of Oregon. These reactions, while fascinating in and of themselves, opened the door to the exploration of "exotic kinetics", reactions that exhibit oscillatory patterns, or even chaotic kinetics. Alan Turing, a computer scientist, proposed that such reactions could be used to produce regular patterns, such as those seen in nature, and suggested that these sorts of reactions could give rise to biomorphogenesis. More systems probably exhibit these complex behaviors than do not, so to label them "exotic" might be a bit of a stretch, but as they do fall outside the bounds of what is studied in most introductory physical chemistry courses, I'll continue to use the term.
The chemical kinetics of complex reactions such as these can be difficult to model mathematically. Once a reaction mechanism reaches more than a few steps, it becomes difficult or impossible to integrate the differential rate equations analytically. Many studies of complex mechanisms rely either on simplifying the reaction mechanism by identifying rate determining steps or by applying the steady state approximation to one or more intermediates. These approaches are important, but can fail when no one step dominates the reaction, or when the conditions for using the steady state approximation are not met. When the equations cannot be simplified and solved analytically, it is necessary to turn to numerical techniques to solve the rate equations. Numerical integration of the differential rate expressions can also produce more accurate models, even for situations where the steady state approximation can be used or where there is a clear rate determining step.
The drawback to using numerical integration is that for any system of equations of significant size or complexity it requires a computer. Even for small systems and short time scales, it is tedious to do by hand. Since my days as a student, where an 80Mb hard drive was the size of a washing machine, computers have gotten smaller and faster so for systems which have only a few steps, you can do this on a laptop at Starbucks. Larger systems obviously can require a bigger computer, some of the world's fastest supercomputers (see http://www.top500.org/ for the current list of the top 500 fastest machines) are used to tackle such problems as modeling the reactions in the troposphere. Recent advances in computer science are even making it possible to model larger systems by temporarily creating a supercomputer -then I could do the whole thing at Starbucks by inviting the 10 other people who are here with me right now to link up their laptops (see http://www.flashmobcomputing.org/).
There are many ways to integrate a set of coupled differential equations, ranging from the very simple to the more complex. You don't actually need to know much about how numerical integration works to be able to use it to solve differential rate equations. This notebook uses two methods for numerical integration, one where it is easy to see how numerical integration works, and another (a Runge-Kutta method) which is more sophisticated and in many situations works better. I've included a section about numerical integration if you want to learn the basics( or if your instructor wants you to).
In this notebook, we will see how numerical techniques can complement and extend our ability to predict the concentration of species during a reactions and use numerical techniques to try to understand how exotic kinetics might develop, and how complex a reaction mechanism is required before we can see these behaviors. There are many ways to integrate a set of coupled differential equations, ranging from the very simple to the more complex. You don't actually need to know much about how numerical integration works to be able to use it to solve differential rate equations. This notebook uses two methods for numerical integration, one where it is easy to see how numerical integration works, and another (a Runge-Kutta method) which is more sophisticated and in many situations works better. I've included a section about numerical integration if you want to learn the basics( or if your instructor wants you to).
In this notebook, we will see how numerical techniques can complement and extend our ability to predict the concentration of species during a reactions and use numerical techniques to try to understand how exotic kinetics might develop, and how complex a reaction mechanism is required before we can see these behaviors.
Goals
When you finish this exercise, you will be able to explain how numerical integration schemes can be used to calculate the concentrations of species in a reaction as a function of time and be able to numerically integrate the rate equations for simple mechanisms to obtain concentration versus time graphs for various species in a reaction. You will have seen examples of exotic kinetic behavior and be able to describe some conditions when exotic behaviors might be manifested.
Objectives
After completing this workbook you will be able to:
explain how numerical integration can be used to find the concentration of species in a reaction, given the mechanism, rate constants and concentrations of species.
explain how simple numerical integration schemes work.
write a Mathematica notebook to do a simple integration.
explain the concept of time step and how it affects the results of a numerical integration.
use the Runge-Kutta method to find concentration as a function of time for a multi-step mechanism.
explain the limitations of the customary approximations such as the steady state approximation.
explain the concept of induction period (rise time).
describe some exotic kinetic behaviors, such as sustained oscillation and chaos, and the conditions under which they might arise
Test yourself
When you have completed the exercise, you can test your mastery of the material by doing the two "test yourself" exercises provided under "Reprise and Revise"
Going further
Interested in more information? Check out the additional reading under "Reprise and Revise" 
Mathematica tidbits
Mathematica is a sophisticated system for symbolic mathematics. Some commands that could be useful in solving the problems embedded in this exercise are given below. These tidbits may not represent the most elegant methodology, or even the most direct, and are almost certainly not the only way to use Mathematica to solve the problem. Remember, too, that your head contains an extraordinarily sophisticated computing resource as well, don't forget to engage it when the situation warrants. Sometimes it is easier to solve a simple piece of algebra, than to ask Mathematica to do it for you! Comments have been placed directly in the Mathematica code in places where I thought they might be helpful in figuring out why I approached something in a particular way, they are formatted as (* THIS IS A COMMENT *)
Useful packages
The two packages invoked here allow you to add legends to plots and to make multiple plots of data lists. See the Mathematica help browser for more information about options to use with these commands The key here is that you need to load the packages before you use any of the commands in them. If you try the command first, then load the package, Mathematica gets somewhat confused. I've set these as initialization cells (under the Cell/Cell Properties menu) to guarantee this.
In[57]:= << Graphics`Legend< < Graphics`MultipleListPlotT
urning off spelling errors
Often I don't want to see this error, particularly when reminding me that when I say "sec" (and mean seconds) I really don't mean "secant" or "Sec".... 
Assigning values to variables
Want R to always be 8.314? (The ; keeps Mathematica from echoing the value. You can take it out and it will do the same thing.)
Need to check the value of variable, just type it's name
Change your mind? Clear the variable out and reset it. To evaluate a function at a particular value, type the value(s) in the brackets 
Labeling graphs
Physical chemistry instructors frequently have a bee in their bonnets about labeling graphs! Mathematica makes it easy to do that, and it's good to get into the habit of doing so, even when you are making graphs purely for your own pleasure. You can label both the abscissa and the ordinate. 
How to plot multiple sets of points on the same plot
Have data from an experiment or from a numerical integration you need to plot as points? Need to plot several such data points on a single graph? The command of choice is MultipleListPlot I'll generate a set of {x,y} data to use. This plots just the points, using different symbols for each set. I used the legend command as in the previous section. 
Warm up problems
The following problems give you a chance to ramp-up for the longer, more complex exercises that follow. 
WU-1
WU-4
The number of leaves on the ground l at time t depends on the number of leaves that have already fallen. The dependence is captured in the recursive relationship
Assuming there are no leaves on the ground initially, how many leaves will there be after 10 steps? If you start with 5 leaves, how many leaves after 10 steps?
WU-5
What is the frequency of oscillation of the wave in the figure below? 
Workbook
Before you begin
Say "yes" when asked if you want to initialize!
Sequential reactions:
Comparing the exact analytical solution for a two step mechanism with solutions from two different numerical integration schemes How to numerically integrate
Consider the following two step mechanism:
We can easily write down the differential rate expressions for each species in that appears in the mechanism:
We are now in a position to solve this system of partial differential equations to find how the concentration of A, B and C varies with time. Atkins and de Paula, 7th edition, ). The precise form of the solution depends on the boundary conditions specified and the values of the rate constants for the elementary steps. The boundary conditions for a chemical kinetics problem are generally set by specifying the initial concentrations of the various species. The analytical solutions given here (and in most introductory physical chemistry texts) for this mechanism are derived given that the initial concentration of A is A o and that the initial concentrations of B and C are zero.
CHtL=A o -BHtL -AHtL 1-1. Given that A o =3.6 M, and that k 1 =1.2/sec and k 2 =1.5/sec plot (on the same graph) the concentrations of A, B and C as a function of time for 10 seconds. It will be convenient if you give the plot a name so that you can easily compare it to the graphs of the numerical solutions you will make shortly. Sketch the graph in your notebook, label each of the curves.
[Hint: It is probably useful to plot this using different colors or types of lines and to have a legend, check the "Mathematica tidbits" section under "What you should know before you start" to see
examples.] ‡ B. A very simple numerical integrator
A simple straightforward algorithm for numerical integration can be constructed by assuming that if you consider a very small interval on the concentration versus time graph, the curve will appear linear. =-k 1 @AD . I also know the initial value of the concentration. If I take a very short time step, the curve looks like a straight line and I can just use the slope of that line (given me by my rate expression) to find the next point. Let's take a time step of 0.2 seconds (we saw in question 1-2 that the graph appeared linear over a 0.2 second interval, so that seems a reasonable place to start). Hints: Use the Do function to generate a list of the points for 10 seconds. The Show command can put both graphs onto a single plot for comparison, the DisplayIdentity setting is used to suppress the plotting of the preliminary graphs on the screen (you really only want to see the combination). See the Mathematica tidbits heading in the Introduction for more information. In section B you discovered that you had to use a small time step (and lots of steps) because you needed the graph to be well approximated by a line over the periods of the time step. If you used a method that assumed the graph was curved, you might be able to use larger time steps, and thus have to compute fewer steps. Many more sophisticated methods use this approach, or a variant of it. One algorithm in wide-spread use is Runge-Kutta. There is no real advantage to using this method for the mechanism we are looking at here, but since this method is in such wide-spread use it is worthwhile knowing a little bit about it. See "Further Reading" for additional information on this method. This is the method used to look at the more complex chemical kinetics in the next section. TotalTime is the total time to run the reaction Dt is the timestep data ends up being a list of the concentrations at each point in time, so the first point is data is {3.6, 0, 0}, the initial concentrations of A, B and C I take apart the data array to make it easier to plot in the same format as the analytical forms.
1-2
The example shown below is for the two step mechanism for which we considered the analytical solution in section 1A.
A Now consider a more complex reaction, an 'equilibrium' followed by a single step. The rate equations for this mechanism cannot be \ solved analytically by direct integration as we did above , though we can make some approximations that make it easier to find an approximate analytical solution in this way. (See Further Reading under Revise and Refine if you are interested in how you might come up with an exact solution for this problem.) Applying a numerical approach, we can both get an accurate solution and gauge the quality of the approximate analytical solution. We are confident based on the work we did in sections 1B and 1C that the numerical solutions are as accurate as analytical ones --as long as we have made the proper choice of a time step. This shows the power of the numerical approach: we can get accurate solutions to problems that cannot be solved in the way usually taught in physical chemistry. We can also develop a sense for how accurate the traditional approximations really are.
Here is a simple mechanism where the first step is an equilibrium between A and B:
2-1 Write down the differential rate expressions for each of the three species. ‡ A. Approximate analytical solution Let's begin by assuming that we can apply the steady state approximation to the intermediate species B. This situation will arise when the forward reaction is rapid compared to the reverse reaction and to the step that forms product, i.e. when k f p k r , k 3 .
2-2
Using the steady state approximation for the [B] in the mechanism given above, find an expression for [B] in terms of the 3 rate constants and [A]. So far the reactions we have considered have had "normal" kinetics. That is, the concentration of reactants falls off monotonically, while that of the product grows. Intermediate concentrations rise during an induction period, then also fall off smoothly as the reaction progresses. The Lotka-Volterra mechanism describes an autocatalytic reaction. Autocatalysis can result in exotic kinetic behaviors. This system illustrates the principles of these types of mechanisms well, though there are no known chemical examples of this particular mechanism. These differential equations are often used by biologists to describe predator prey relationships (on the large scale, such as mice and snakes, and on the smaller scale, such as hosts and parasites). Typical reaction conditions are such that [A] is constant. B is typically removed from the system, but since the differential rates don't depend on [B] , this is immaterial to our solutions. For more information on related reactions see the references given in Reprise and Revise.
2-3
The proposed mechanism is:
If we want to understand how the concentrations of X and Y vary with time, we must use numerical techniques. We could apply the steady state approximation to X and Y, but all that would show is that X and Y are constant, which is definitely not the most interesting behavior exhibited by this reaction! Modeling oscillatory reactions can help us untangle reactions ranging from those that control our heartbeat, to those that produce the stripes on a tiger.
2-8
Write down the differential rate expressions for X and Y. 
TY-1
The Belousov-Zhabotinsky reaction has an extremely complicated mechanism, even the simplified versions such as the Oregonator have many steps, so perhaps it isn't surprising that the kinetics can be so richly varied. Similarly, oscillatory kinetics have been observed in biological systems, which are also very complex. Are complex mechanisms a necessary condition for complex kinetic behavior?
The two step autocatalytic mechanism given below was explored mathematically by Gray and Scott in the mid 1980s [see P.Gray and S.K. Scott, J.Phys.Chem. 1985, 89,22-32] , and was based on a simple model for glycolysis (which had been observed to be oscillatory in the 1950s). The system is set up to be an open system (consider a cell, which is getting a continuos infusion of glucose), so the differential rate expressions need to include a term for the intake of both TY-1 The Belousov-Zhabotinsky reaction has an extremely complicated mechanism, even the simplified versions such as the Oregonator have many steps, so perhaps it isn't surprising that the kinetics can be so richly varied. Similarly, oscillatory kinetics have been observed in biological systems, which are also very complex. Are complex mechanisms a necessary condition for complex kinetic behavior?
The two step autocatalytic mechanism given below was explored mathematically by Gray and Scott in the mid 1980s [see P. Gray and S.K. Scott, J.Phys.Chem. 1985, 89,22-32] , and was based on a simple model for glycolysis (which had been observed to be oscillatory in the 1950s). The system is set up to be an open system (consider a cell, which is getting a continuos infusion of glucose), so the differential rate expressions need to include a term for the intake of both the substrate A and the catalyst B.
Gray-Scott mechanism: The Inner Workings Notes to the instructor Using these materials I've attempted to set the material in this exercise in a broad chemical context in three ways: through two mastery exercises that are linked to actual problems, with a "Culture of Chemistry" piece on F. Sherwood Rowland, and by an introduction that keys students to the applications of the techniques presented. There is some evidence to show that context-rich curricula, which embed new material in a wide context and/or which provide students multiple entry points into a subject, result in increased student interest as well as improved performance. In this vein, I have included some references to the primary literature for interested students to pursue, suggested links to other courses students might be enrolled in, provided a "culture of chemistry" section, and created a problem which draws on the primary literature. I have been surveying my students in the past few years about these strategies. Students report that they enjoy the "Culture of Chemistry" pieces, and say that reading them often gets them more interested, not only in the general subject area, but in solving the problems! Students also note that the engagement with the primary literature is a motivating factor, to see that physical chemistry is not just something to be survived, but is part of a broader scaffold that impinges on many areas of chemistry and science. I am currently working on an NSF funded project to develop context-rich auxiliary materials for physical chemistry and to assess their impact on student interest and performance. More information on this project can be found at http://www.brynmawr.edu/Acads/Chem/NSFpchem/. A description of a literature exercise linked to this Mathematica notebook can be found at http://www.brynmawr.edu/Acads/Chem/NSFpchem/exotic.html; the exercise itself (as PDF) is at http://www.brynmawr.edu/Acads/Chem/NSFpchem/DraftModules.html.
I've used the notebook as the basis for a lecture, then had students follow-up by completing the exercises embedded in the notebook. I've also used the notebook in lieu of lecture, and followed-up with a brief discussion that hit the points I most wanted them to retain (see Objectives). I always have students hand write the answers to the questions in their class notebooks, and sketch the graphs they get. Engaging their kinetic sense by sketching the graphs seems particularly helpful, and students who do this rather than just look at the graphs on the screen appear to have better retention of the information. To help overcome the resistance of the "I don't have graph paper" or "I'm not a very good artist", I provide a PDF of graph paper on the course web site (see http://www.mathematicshelpcentral.com/graph_paper.htm for a nice assortment) and point out that while art is not my forte either, I do draw things on the board and they do understand what I'm saying, the point being to learn to communicate effectively in this way! Students have done the BZ reaction in class as a demonstration, they have also taken the demo on the road to their differential equations course, which was studying numerical solutions. If you do the demonstration in class, consider making a video of it and sharing it with your colleagues in general chemistry or mathematics.
The notebook as it appears here is what I would use with my students as an in class exercise, in lieu of lecture. Most of the Mathematica commands are not included (to reduce the opportunity for inducing the "hit enter" trance). I have included the codes for the numerical integration schemes where they first occur. I expect and encourage students to use the cut, paste and edit technique to complete the notebook. I generally follow up by posting a completed notebook for them to review. I either produce a set of notes entitled "important things to know from..." or spend 10 minutes in lecture getting them to give me the highlights of what they've done (easy in the classroom I teach in where I can pull up any screen on the main projector) to help them return to the forest from the trees. You might want to include more of the skeleton for them to use, or less, as the skill level of your class indicates.
I have a solution for the "mastery exercises" if you want them! Just send me an e-mail.
If you are pressed for time (aren't we all?), you could skip the section on how numerical integrators work, as well as the one on Lotka-Volterra kinetics and still give students a viable introduction to the use of numerical integration methods in chemical kinetics. The "test for mastery" problem assumes only knowledge from those sections (1A and C; 2A and B).
As always, I would appreciate comments, corrections, clarifications, which can be sent to mfrancl@brynmawr.edu. 
