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Re´sume´s
L’e´tude des interactions entre diffe´rents individus au sein d’une meˆme popula-
tion ou groupe, est un sujet fascinant et qui a attire´ re´cemment de plus en plus
l’attention des chercheurs, surtout graˆce au nombre croissant de donne´es dispo-
nibles. Avec ce travail, nous avons e´tudie´ et propose´ une mode´lisation du sujet en
question dans le langage mathe´matique. Les e´lections politiques sont un domaine
dans lequel un nombre tre`s important des donne´es est disponible ; pour cela nous
nous sommes inte´resse´s principalement a` l’e´tude et la mode´lisation mathe´matique
des e´lections, en utilisant un mode`le d’e´change d’opinions. En partant d’un mode`le
pre´sent en litte´rature, nous avons mis en e´vidence l’existence d’une relation uni-
verselle qui lie les re´sultats des diffe´rentes e´lections de par le monde. Nous avons
ensuite caracte´rise´ le re´seau social e´mergent du mode`le avec des indicateurs stan-
dard. Finalement, nous avons ge´ne´ralise´ le mode`le en permettant aux individus de
quitter ou rejoindre le groupe afin d’eˆtre encore plus re´aliste.
The study of interactions between different individuals within the same po-
pulation or group, is a fascinating subject and has recently attracted increasing
research attention, mainly due to the number more data available. With this work,
we studied and proposed a model of the subject matter in the language of mathe-
matics. Political elections are an area where a very important data is available,
why we mainly interested in the study and mathematical modeling of elections,
using a model for the exchange of opinions. Starting from a model in this literature,
we have demonstrated the existence of a universal relation that links the results
the various elections around the world. We then characterized the emerging social
network model with indicators standard. Finally, we have generalized the model
by allowing individuals to leave or join the group to be more realistic.
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Introduction
Les comportements sociaux sont des sujets tre`s inte´ressants a` e´tudier, mais il
n’est pas toujours e´vident de trouver les donne´es ne´cessaires afin de les analyser
correctement. Ces diffe´rents comportements peuvent eˆtre la formation d’un consen-
sus, la cre´ation de traits culturels communs et leur diffusion ou encore l’origine et
l’e´volution du langage. Il est tre`s difficile de trouver des mode`les qui permettront
de mode´liser ces comportements et il y a e´galement les lois qui sont assez difficiles
a` extraire. Les comportements seront base´s sur la communication entre les indivi-
dus, et donc d’un e´change d’informations mais aussi d’opinions.
Les e´lections peuvent eˆtre attirantes car c’est un des rares domaines ou` il est
possible de trouver des donne´es, notamment graˆce aux diffe´rents sites internet des
pays qui donnent les re´sultats e´lectoraux. C’est pourquoi nous nous pencherons
principalement sur ce domaine.
Nous nous baserons essentiellement sur les documents de Fortunato et Cas-
tellano ([2]) et de Banisch, Arau´jo et Louc¸a˜ ([3]). Le premier nous permettra de
de´gager une relation tre`s inte´ressante, qui sera applicable universellement, pour les
diffe´rentes de´mocraties des diffe´rents pays. En effet, lors du premier chapitre, nous
mettrons en e´vidence une distribution universelle base´e sur un re´-e´chelonnement
qui nous permettra de relier les diffe´rentes e´lections dans les diffe´rents pays.
Ensuite, graˆce aux re´sultats obtenus, nous tenterons de mettre en place dans le
second chapitre un mode`le microscopique d’e´change entre diffe´rents agents permet-
tant d’eˆtre le plus re´aliste possible et applicable aux e´lections durant le troisie`me
chapitre, cette recherche sera base´e sur le second article.
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0.0 TABLE DES MATIE`RES
Enfin, nous tenterons d’eˆtre encore plus re´aliste en cre´ant un mode`le ouvert ou`
la population ne sera plus fixe´e, mais qui comportera un mouvement d’entre´e et
de sortie d’agents. Cette partie ne se basera pas sur des travaux de´ja` publie´, mais
sera tout a` fait originale. En espe´rant en ressortir des re´sultats inte´ressants.
4
Chapitre 1
Distribution pour les e´lections
proportionnelles
1.1 Introduction
Les comparaisons entre les re´sultats d’un mode`le et les donne´es re´elles sont as-
sez rares, mais il en existe. Notamment, nous pouvons en trouver dans les e´lections.
Et si on regarde ces re´sultats e´lectoraux d’un peu plus pre`s, on peut pressentir une
distribution dissimule´e qui viendrait des votes de chaque candidat.
Afin de de´terminer la distribution qui va eˆtre utilise´e, nous allons comparer
les comportements sociaux et dans notre cas les e´lections a` ”un comportement
dynamique a` grande e´chelle re´sultant de l’interaction d’un grand nombre d’atomes
et de mole´cules” [2].
Nous pouvons dire que la distribution va eˆtre identique pour tous les pays
posse´dant une de´mocratie, et inde´pendante de l’anne´e de l’e´lection. Mais pour cela,
un re´-e´chelonnement est parfois ne´cessaire. L’explication de ce re´-e´chelonnement
fait l’objet de la section suivante.
Dans notre cas, nous nous pencherons sur les e´lections proportionnelles, dont on
peut dire que chaque parti a son nombre de candidats qu’il pre´sente aux e´lecteurs
et ceux-ci peuvent choisir de deux manie`res diffe´rentes :
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1.2 Distribution
1. listes bloque´es : Chaque e´lecteur pourra voter pour un parti, les sie`ges
seront alors distribue´s proportionnellement en fonction du nombre de voix
obtenues par chacun.
2. vote pre´fe´rentiel : Chaque e´lecteur votera pour un parti et pourra choisir
un ou plusieurs candidats dans celui-ci. Le nombre variant en fonction du
pays dans lequel on se trouve.
Nous nous placerons dans le deuxie`me cas.
1.2 Distribution
Si on prend l’exemple du Bre´sil, on constate que les e´lections dans ce pays
suivent une loi
1
v
ou` v repre´sente le nombre de voix rec¸ues par un candidat. Mais
cette loi n’est pas universelle ; la France, l’Allemagne, l’Italie ou encore la Pologne
ne la suivent pas. En effet, nous devons tenir compte du fait qu’il peut y avoir
deux possibilite´s :
– la personne vote pour une personne d’un parti en particulier
– la personne vote juste pour le parti en lui-meˆme.
On peut donc avoir un candidat tre`s populaire d’un petit parti qui a le meˆme
nombre de voix qu’un candidat impopulaire d’un grand parti.
Afin d’avoir une possibilite´ d’e´tude plus e´tendue, nous nous pencherons prin-
cipalement sur les e´lections ”proportionnelles”. Notre pays sera alors divise´ en
diffe´rentes circonscriptions e´lectorales pour lesquelles sera assigne´ un nombre de
sie`ges, Qmax.
Chaque parti recevra un nombre de sie`ges n proportionnels au nombre de votes
qu’il aura rec¸u. Ces sie`ges seront distribue´s au sein du parti aux n candidats ayant
rec¸u le plus de votes. Nous aurons alors un syste`me base´ uniquement sur le vote
de l’e´lecteur et non pas suivant la grandeur d’un parti ou d’une coalition.
Prenons un candidat i, ce candidat appartiendra au parti li. Qli sera le nombre
de candidats du parti et Nli repre´sentera le nombre de votes total de li.
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1.2 Distribution
On aura alors une distribution de´pendante de v, Q et N :
P (v,Q,N)
ou` v repre´sente le vecteur de votes pour chaque personne, Q le vecteur de candi-
dats par parti et N le vecteur de votes rec¸us par chaque parti.
Cependant, cette distribution peut eˆtre re´e´crite a` l’aide d’une seule variable.
En effet, celle-ci ne de´pend pas se´pare´ment de Q et N , mais du ratio suivant :
v0 =
N
Q
,
ou` v0 repre´sente le nombre de votes moyens rec¸us par un candidat dans son parti.
On a alors :
P (v,Q,N) = P0(v, v0)
Figure 1.1 – Re´-e´chelonnement par rapport a` v0 =
N
Q
pour les e´lections parle-
mentaires d’Italie de 1972 [2].
On remarque que pour un v0 fixe´, la courbe ne subit pas de fortes variations
contrairement a` N . Ce qui nous permet de dire que la distribution de´pend unique-
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ment de v0 =
N
Q
et de v.
D’autre part, nous pouvons e´galement remarquer qu’il n’y a pas de de´pendance
en v0. Par contre, il y en a une en
v
v0
.
v
v0
est conside´re´ comme un index de perfor-
mance d’un candidat par rapport a` ses concurrents appartenant a` la meˆme liste
que lui. On peut alors dire que si
v
v0
< 1, le candidat a moins de votes que la
moyenne. Par contre, s’il est supe´rieur, il aura plus de votes que la moyenne.
A nouveau, on effectue un re´-e´chelonnement et on obtient le graphe suivant.
Figure 1.2 – Re´-e´chelonnement par rapport a` v
v0
pour les e´lections parlementaires
d’Italie de 1972 [2].
On constate que les courbes sont assez similaires meˆme en faisant varier le v0.
Ce qui nous donne finalement :
P (v,Q,N) = F
(
vQ
N
)
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D’une interpolation nume´rique, on obtient que cette fonction suit la loi log-
normale suivante :
F
(
vQ
N
)
=
N√
2piσvQ
e−
(log( vQN )−µ)
2
2σ2 (1.1)
avec µ = 0.54 et σ2 = −2µ. [2]
Remarque
Rappelons la de´finition d’une loi log-normale :
On a que X suit une loi log-normale si Y = ln(X) suit une loi normale de
parame`tres µ et σ2.
Y suit une loi normale de parame`tres µ et σ2 si
f (y, µ, σ) =
1
σ
√
2pi
e−
(y−µ)2
2σ2
est sa fonction de densite´.
On e´crira Y ∼ N (µ, σ2), ou` µ est la moyenne et σ l’e´cart-type.
On obtient donc pour X une fonction de densite´ de la forme suivante :
f(x, µ, σ) =
1
xσ
√
2pi
e−
(ln(x)−µ)2
2σ2
ou` x > 0, µ est la moyenne et σ l’e´cart-type.
On a e´galement comme espe´rance attendue :
E(X) = e
µ+σ2
2
[5].
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1.3 Utilisations de la distribution
Donnons une ide´e graphique, qui pourra nous eˆtre utile ulte´rieurement :
Figure 1.3 – Densite´ de probabilite´ d’une fonction log-normale avec µ = 0
On peut donc en conclure que σ2 = −2µ. En effet, la valeur attendue pour v
v0
est 1 et celle pour un log-normal est exp(µ+
σ2
2
), d’ou` :
exp(µ+
σ2
2
) = 1
⇐⇒
µ+
σ2
2
= 0
⇐⇒
σ2 = −2µ
1.3 Utilisations de la distribution
Utilisons maintenant les donne´es de la Finlande pour les e´lections de 2003
pre´sentes sur [6]. En effet, ce site nous permet d’avoir le nombre de votes rec¸us par
chaque candidat pour chaque parti. En appliquant la formule 4.1 a` ces donne´es,
nous obtenons le graphique suivant :
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Figure 1.4 – F
(
vQ
N
)
pour les e´lections de Finlande de 2003
Par ailleurs,[2] nous donne une repre´sentation de la fonction de distribution
pour diffe´rentes e´lections en Italie, en Pologne et e´galement en Finlande. Ceci
nous permet de mieux voir la distribution log-normale. On constate que toutes
les e´lections suivent la meˆme courbe. Ce qui confirme la bonne approximation
de la distribution. Et notre bonne utilisation des donne´es de la Finlande dans le
graphique pre´ce´dent.
Figure 1.5 – Fonction F
(
vQ
N
)
pour diffe´rentes e´lections, mais e´galement pour
le mode`le [2].
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1.4 Repre´sentation sous forme d’arbre
On constate alors que toutes les e´lections suivent la meˆme distribution, c’est
pourquoi nous pouvons nous demander s’il n’existe pas un mode`le microscopique
qui permettrait d’expliquer ces re´sultats.
1.4 Repre´sentation sous forme d’arbre
Le mode`le d’opinion dynamique est base´ sur le principe du ”bouche a` oreille”.
Chaque candidat va tenter de convaincre ses propres connaissances inde´cises afin
que celles-ci deviennent ses porte-paroles, ce qui va cre´er un effet boule de neige.
Nous pouvons donc conside´rer chaque candidat comme la base d’un arbre. La pro-
babilite´ pour une personne de convaincre une des ses connaissances sera de r.
candidat
... .
. ...
Nous aurons alors une distribution p(k) qui repre´sentera la probabilite´ d’avoir k
connaissances, et celle-ci suivra une loi de puissance.
p(k) ∼ k−α (1.2)
ou` α > 1.
Ceci est base´ sur des observations de la re´alite´.
Remarque
Faisons un petit rappel de la loi de puissance :
On dit que X suit une loi de puissance si sa fonction de densite´ est de la forme
f(x) ∼ L(x)x−α
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ou` α > 1 et L(x) est une fonction qui va donner une petite variation et qui a
comme proprie´te´ lim
x→0
L(tx)
L(x)
= 1 ou` t est une constante.[5]
Donnons une repre´sentation graphique de cette loi afin de mieux se la repre´senter :
Figure 1.6 – Graphique de la fonction
1
x2
en loglog
Afin d’obtenir une bonne distribution, nous devrons de´terminer un nombre de
connaissances minimum note´ kmin.
Nous aurons donc comme processus un candidat qui tente de convaincre ses
connaissances avec une probabilite´ r. Ensuite, ses propres connaissances convain-
cues essaieront elles aussi de persuader leurs propres connaissances, jusqu’au mo-
ment ou` nous atteindrons un nombre de convaincus N . N repre´sentant la taille de
l’e´lectorat du parti.
Dans [2], des simulations base´es sur le principe explique´ pre´ce´demment ont e´te´
faites avec un kmin = 10, α = 2.45 et r = 0.25. Nous avons pu observer graphique-
ment les re´sultats obtenus en les comparant aux donne´es des e´lections de l’Italie,
de la Pologne et de la Finlande (Figure 1.5).
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1.4 Repre´sentation sous forme d’arbre
On observe une impressionnante re´gularite´ des donne´es, mais e´galement une
assez bonne approximation des simulations.
Nous avons donc pu constater qu’il e´tait possible de trouver une distribution
qui concordait avec les diffe´rentes e´lections des diffe´rents pays.
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Chapitre 2
Mode`le de formation d’opinion
2.1 Introduction
Beaucoup de pense´es humaines peuvent eˆtre repre´sente´es sous forme de bi-
polarite´, c’est-a`-dire oui/non, jeune/vieux, bon/mauvais, linux/windows, ou en-
core de´mocrate/re´publicain, · · · Cette ide´e va nous permettre de construire notre
mode`le, qui sera base´ sur la proximite´ de pense´e liant deux individus capables
d’interagir. Si ces deux individus sont assez proches au point de vue de leurs
convictions, alors ils seront capables d’interagir l’un avec l’autre.
C’est pourquoi, dans la suite, l’e´lecteur sera repre´sente´ avec k-bits, c’est-a`-dire
un vecteur de k composantes. Celles-ci repre´senteront ce type de questionnement
et pourront eˆtre vues sous forme binaire, c’est-a`-dire 0 ou 1. Notons que par la
suite, nous utiliserons −1 et +1 car si l’on de´cide par exemple, de prendre les
questionnements repris ci-dessus nous leur assigneront les valeurs comme suit :
1. jeune= +1, vieux= −1 ;
2. bon= +1, mauvais= −1 ;
3. re´publicain= +1, de´mocrate= −1 ;
4. linux= +1, windows= −1 ;
5. cafe´= +1, the´= −1 ;
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La repre´sentation en 5-bits d’une personne pourrait alors eˆtre :
+1 +1 −1 −1 +1
ou encore, en utilisant des baˆtonnets de couleurs :
Figure 2.1 – Exemple de 5-bits
Dans le chapitre suivant, nous appliquerons notre algorithme dans le but de
de´couvrir de quel candidat notre population serait la plus proche. Donc, pendant
la dure´e de l’algorithme nous regarderons pour quel candidat chaque agent voterait
en fonction de la distance de hamming que nous verrons plus tard.
Par la suite, nous tenterons d’appliquer la distribution qui a e´te´ vue auparavant
sur les re´sultats obtenus lors de l’e´lection.
2.2 Mode`les
Diffe´rents mode`les ont e´te´ mis au point avant d’obtenir celui qui nous inte´resse.
Tout d’abord, il faut conside´rer que tous ces mode`les se basent sur deux re`gles :
1. les individus doivent eˆtre assez proches afin de pouvoir interagir, c’est-a`-dire
ne pas avoir un nombre de bits diffe´rents trop important.
2. deux individus proches deviendront encore plus proches.
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2.2 Mode`les
C’est pourquoi, on converge vers une population, ou` les gens partageant les
meˆmes opinions deviennent tre`s proches, alors qu’ils s’e´loignent de plus en plus
de ceux qui ne les partagent pas. Par conse´quent, si l’on part d’une socie´te´ frag-
mente´e ou` seulement peu de personnes partagent la meˆme opinion, le mode`le nous
emme`nera vers une socie´te´ homoge`ne, ou du moins avec des groupes importants
qui partagent la meˆme opinion.
Une autre caracte´ristique des mode`les est que certains d’entre eux auront des
opinions qui prendront des valeurs continues. Cependant, la plupart des mode`les
resteront dans le discret afin de mieux refle´ter les caracte´ristiques. Comme il a e´te´
dit pre´ce´demment, ces variables discre`tes seront le plus fre´quemment sous forme
bipolaire.
Certains mode`les e´tudieront la manie`re dont la population e´volue, en e´tudiant
par exemple, comment nous pouvons arriver a` une homoge´ne´ite´. Un parame`tre
sera mis en place afin de pouvoir relater les interactions qui ont eu lieu. D’autres
mode`les e´tudieront la possibilite´ qu’un agent puisse couper ses liens avec d’autres
agents ...
Mode`le d’opinion dynamique
Passons maintenant au mode`le qui correspond a` notre situation.
Nous aurons des agents sous forme de k-bits repre´sentant leur opinion. Deux agents
seront capables d’interagir l’un avec l’autre si leur nombre d’opinions diffe´rentes
est plus petit ou e´gal a` un certain seuil note´ dI .
Pour commencer, on ge´ne`re N agents a` qui on assigne k-bits ale´atoirement.
Ensuite, deux agents sont choisis ale´atoirement parmi les N . Ils seront capables
d’interagir s’ils sont assez similaires, c’est-a`-dire, si leur nombre de bits diffe´rents
est infe´rieur ou e´gal a` dI . Si ce nombre est infe´rieur, alors le premier agent changera
un de ses bits qui e´tait diffe´rent afin de se rapprocher de l’autre agent.
La difficulte´ de cet algorithme sera de trouver le dI ade´quat correspondant au k
et aussi une bonne condition d’arreˆt, afin d’avoir un mode`le cohe´rent.
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2.2 Mode`les
Prenons un exemple pour mieux comprendre le concept.
Exemple
Ge´ne´rons une population de 15 personnes, en leur assignant 6-bits a` chacun de
manie`re ale´atoire. Nous obtenons la population suivante, ou` le bleu repre´sente −1
et le vert 1.
Figure 2.2 – Population totale
Prenons deux agents choisis ale´atoirement parmi les 15 pre´sents : c6 et c8.
Figure 2.3 – Les agents choisis
On constate que ces deux agents ont trois bits en commun. On regarde alors si le
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nombre de bits diffe´rents, c’est-a`-dire trois, est infe´rieur ou e´gal a` dI . Introduisons
une distance qui nous sera utile par la suite.
De´finition 2.2.1
Soit A un alphabet et F l’ensemble des suites de longueur n a` valeur dans A. La
distance de Hamming entre deux e´le´ments a et b de F est le nombre d’e´le´ments
de l’ensemble des images de a qui diffe`rent de celle de b.
∀ a,b ∈ F a = (ai)i∈[0,n−1] et b = (bi)i∈[0,n−1] d(a, b) = ] {i : ai 6= bi}
[5]
Nous avons donc dans notre cas que si la distance de hamming entre les deux
agents est infe´rieure ou e´gale a` dI (h(c6, c8) ≤ dI), alors c6 va changer un de ses
bits diffe´rents pour se rapprocher de c8. Si non, les deux restent inchange´s.
Figure 2.4 – Les agents choisis apre`s changement
Une e´tape du mode`le consiste a` faire N interactions entre deux agents choisis
ale´atoirement ci, cj, ou` N repre´sente le nombre d’individus (pour nous N = 15). Il
est important de pre´ciser que les agents ne peuvent pas interagir avec eux-meˆmes,
peuvent eˆtre choisis plusieurs fois ou encore pas du tout. Le processus sera arreˆte´
lorsque il n’y aura plus d’interaction possible.
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Afin de conserver une trace de l’interaction entre les agents, une matrice va
alors eˆtre mise en place. Cette matrice est appele´e la matrice d’interaction et est
note´e I :
I = [iij] N ×N
ou` iij repre´sente le nombre de fois ou` ci et cj ont interagi. iij et iji seront incre´mente´s
de 1 si h(ci, cj) ≤ dI .
Notons que l’on peut conside´rer la matrice I comme une matrice de poids de
communication entre les diffe´rents agents.
Algorithme
Donnons a` pre´sent un re´sume´ des e´tapes a` suivre afin de re´aliser le mode`le :
1. cre´ation de manie`re ale´atoire d’une population de N agents
posse´dant k-bits.
2. un processus dynamique re´pe´te´ N fois :
a. choix ale´atoire de deux agents ci et cj.
b. calcul de la distance de hamming. Si h(c6, c8) ≤ dI , alors un des
bits ine´gal de ci choisi ale´atoirement est change´.
3. Fin du processus lorsqu’il n’y a plus d’e´change possible.
En re´sume´, si des personnes sont assez proches pour interagir, elles le devien-
dront encore plus alors que si elles ne le sont pas, elles vont s’e´loigner de plus en
plus l’une de l’autre.
Programmation de l’algorithme
Expliquons maintenant notre algorithme de manie`re plus approfondie en ce qui
concerne la programmation.
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Reprenons e´tape par e´tape l’algorithme :
1. cre´ation de manie`re ale´atoire d’une population de N agents posse´dant k-bits.
Pour cette e´tape nous allons cre´er un tableau de k lignes et N colonnes a`
l’aide de la fonction ”randi” qui a pour but de nous retourner un tableau
k ×N rempli de 0 et 1 de manie`re comple`tement ale´atoire. Chaque colonne
de ce tableau repre´sentera un agent.
2. un processus dynamique re´pe´te´ N fois :
a. choix ale´atoire de deux agents ci et cj.
A nouveau, pour cette e´tape nous allons utiliser la fonction ”randi” pour
choisir ale´atoirement deux agents parmi les N .
b. calcul de la distance de hamming. Si h(c6, c8) ≤ dI , alors un des bits ine´gal
de ci choisi ale´atoirement est change´.
Ensuite, nous allons cre´er une fonction de hamming qui sera capable de
dire le nombre de bits ine´gaux entre deux agents mais aussi la place de ces
bits. Une autre fonction un petit peu plus simple sera cre´e´e ou` les places
ne seront pas retenues dans le cas ou` nous n’en avons pas besoin.
3. Fin du processus lorsqu’il n’y a plus d’e´change possible.
Ceci est la phase la plus longue de l’algorithme car elle consiste a` comparer les
e´le´ments un a` un, afin de trouver deux agents qui sont encore capables d’in-
teragir. Dans le but de simplifier cette phase mais aussi peut-eˆtre d’acce´le´rer
notre algorithme, nous utilisons la fonction ”unique” dans matlab. Cette
fonction ressort un tableau comprenant chacun des agents diffe´rents. L’avan-
tage de ce tableau est que chaque agent n’est plus repre´sente´ qu’une seule
fois, ce qui nous permet donc d’obtenir des boucles moins longues. C’est dans
ce cas-ci que nous prenons la fonction de hamming simplifie´e.
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Phases de l’algorithme
Lors de l’ite´ration, le mode`le va passer par trois phases :
1. ”burn-in-phase” : premier moment ou` il n’y a pas encore de de´viation
significative.
2. ”transient-phase” : moment entre l’ale´atoire et l’ordre.
3. ”final dynamic” : moment ou` tous les agents vont converger vers un e´tat
stable, et ce, assez rapidement.
Nous obtiendrons e´videmment des re´sultats tre`s diffe´rents suivant les valeurs
donne´es a` dI . En effet, si on prend un dI assez e´leve´, nous convergerons tre`s rapi-
dement vers un consensus. Puisque nous regardons le nombre de diffe´rences qu’il
existe entre deux individus, ils interagiront plus facilement l’un avec l’autre si on
leur permet davantage de diffe´rences.
Au contraire, si le seuil est tre`s bas, deux agents auront beaucoup de difficulte´s a`
interagir l’un a` avec l’autre, excepte´ s’ils sont tre`s proches.
2.3 Les diffe´rents comportements possibles
Nous aimerions obtenir un mode`le le plus proche possible de la re´alite´, c’est
pourquoi il convient de trouver un dI en ade´quation avec le k. Il serait e´galement
inte´ressant de conside´rer un mode`le ou` le nombre de parame`tres est re´duit afin de
ne pas avoir un trop grand nombre d’ite´rations a` exe´cuter.
Nous testerons les comportements du mode`le suivant les valeurs de k et dI . Pour
cela nous prendrons k = 1 · · · 32 et dI = 1 · · · k.
Essayons tout d’abord de classifier les diffe´rents groupes de comportement que
nous pourrions obtenir.
Introduisons NG le nombre de groupes d’individus qui partagent exactement
la meˆme opinion et
Ga = {ci : h(ci, a) = 0}
ou` a repre´sente l’opinion partage´e par tous les ci du groupe.
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On peut donc reconside´rer NG comme le nombre de groupes qui contiennent au
moins un membre. Ce qui nous donnera alors
max(NG) = min(N, 2
k).
En effet, e´tant donne´ que l’on a k-bits on a force´ment 2k possibilite´s, mais on
ne peut pas avoir plus de N individus dans NG.
On peut alors diffe´rencier deux cas pour NG. Soit tous les individus ont la meˆme
opinion et ils sont donc tous dans le meˆme groupe. Dans ce cas, NG = 1 (consen-
sus). Ou alors tous les individus ont une opinion diffe´rente, ils forment chacun leur
groupe et NG = N (fragmente´).
Dans les graphes suivants, nous regardons les diffe´rents comportements du
mode`le pour k = 1 · · · 32 et dI = 1 · · · 32, avec une population de 1000 agents.
Pour cela, nous avons utilise´ matlab, en faisant tourner notre algorithme suivant
les diffe´rents k et dI . Ensuite, nous avons regarde´ le nombre de groupes ayant
les meˆmes opinions et donc les meˆmes agents, c’est-a`-dire NG. Mais, nous avons
e´galement regarde´ le nombre d’ite´ration ne´cessaire a` la re´alisation de l’algorithme
dans les diffe´rents cas. Ce qui nous permet d’obtenir les figures suivantes :
(a) Nombre de groupes a` l’e´tat stable (b) Nombre d’ite´rations pour arriver a` l’e´tat stable
Figure 2.5 – La figure de gauche repre´sente le nombre de groupes qui sont forme´s a`
la fin de l’algorithme et la figure de droite de´signe le nombre d’ite´rations ne´cessaires
a` la re´alisation de cette algorithme.
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Que pouvons-nous de´duire de ces deux premiers graphiques ?
Tout d’abord, nous pouvons voir une premie`re partie du graphique qui repre´sente
une population identique, c’est-a`-dire qui est arrive´e a` un consensus et qui ne forme
qu’un seul et unique groupe. Cette partie e´tant repre´sente´e en bleu.
Ensuite, nous pouvons voir une population tre`s fragmente´e ou` le nombre de
groupes va eˆtre de 1000, c’est-a`-dire que chaque agent a une opinion diffe´rente.
Cette partie e´tant repre´sente´e en rouge fonce´.
Et enfin, la partie la plus inte´ressante pour nous, la partie qui se´pare les deux
autres situations, c’est-a`-dire le moment ou` on peut voir des groupes de plusieurs
agents se former afin d’eˆtre dans un e´tat entre le consensus et la fragmentation.
Ceci repre´sente mieux la re´alite´. On peut voir que ce changement commence a`
s’ope´rer lorsque l’on passe k = 10, c’est-a`-dire que le nombre maximal de groupes,
qui est donne´ par max(NG) = min(N, 2
k), correspond a` min(1000, 1024).
Passons maintenant a` l’analyse du graphique qui repre´sente le nombre d’ite´rations
ne´cessaires pour arriver a` l’e´tat stable.
On peut voir que nos deux phases extreˆmes, c’est-a`-dire celles repre´sente´es en
bleu et en rouge dans le graphique pre´ce´dent sont, dans ce cas-ci, les situations
qui posse`dent le moins d’ite´rations et sont donc repre´sente´es en bleu.
En ce qui concerne la situation interme´diaire, on constate un nombre d’ite´rations
tre`s e´leve´ de l’ordre de 105. En sachant que dans chaque ite´ration le processus
d’e´changes entre deux agents est re´pe´te´ N fois. Et dans notre cas, la population
n’est que de 1000 individus, ce qui pourrait poser des difficulte´s. Par exemple, dans
des cas ou` la population serait celle d’un pays qui se compterait en millions.
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2.4 Analyse du seuil
Nous allons a` pre´sent repre´senter la taille des diffe´rents groupes qui vont eˆtre
obtenus a` la fin de la simulation. Cela nous permettra de mieux analyser l’algo-
rithme, mais e´galement de de´cider quel dI sera ne´cessaire dans les diffe´rentes ap-
plications de notre algorithme. Pour cela, nous allons prendre un nombre d’agents
e´gal a` 1000 et un k = 20. Nous exe´cuterons alors l’algorithme avec un dI variant
de 1 a` 5 et nous ferons trente fois la simulation afin de conforter nos re´sultats.
Ce qui nous donne le graphique suivant :
Figure 2.6 – Fre´quences cumule´es de la distribution des tailles des groupes pour
k = 20 et dI = 1..5
Analysons notre graphique suivant les diffe´rents seuils utilise´s.
dI = 1
Dans ce premier cas, nous pouvons voir que la plupart des groupes sont com-
pose´s d’une seule personne. Nous avons donc une population tre`s fragmente´e. Ce
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qui paraˆıt assez logique, de par le fait du seuil qui est tre`s petit.
En effet, avec un seuil de 1, cela signifie que pour que deux agents puissent
interagir ils doivent avoir au maximum un bit diffe´rent sur les 20. Nos agents
auront donc beaucoup de difficulte´s a` interagir l’un avec l’autre. Cela nous donne
une situation avec des groupes compose´s d’une seule personne et pouvant atteindre
au maximum trois personnes, mais avec une fre´quence tre`s faible.
dI = 2
Passons maintenant a` notre deuxie`me seuil, il ne semble pas eˆtre vraiment
diffe´rent du premier. Nous avons une petite augmentation de la taille des groupes,
mais nous restons toujours dans une population tre`s fragmente´e. Cet effet est a`
nouveau cause´ par ce seuil trop faible qui ne permet pas aux diffe´rents agents
d’interagir de manie`re active.
dI = 3
Nous pouvons voir pour dI = 3 une e´volution dans notre mode`le. En effet, celui-
ci reprend des tailles de groupes assez varie´es. Nous pouvons voir des groupes tre`s
petits ne reprenant qu’une seule personne, mais nous avons e´galement des groupes
de presque 300 agents.
Ce seuil est e´galement inte´ressant car il nous permet d’observer qu’une loi de
puissance se dessine. Ceci est tre`s inte´ressant puisque cela confirme ce qui avait
e´te´ dit dans le premier chapitre.
dI = 4
Nous voyons a` pre´sent un grand changement puisque nous avons maintenant
des groupes qui ont atteint les 1000 agents et nous me`nent donc a` un total consen-
sus ou du moins presque total.
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Mais, nous pouvons e´galement voir qu’il y a des groupes qui se forment d’une
vingtaine de personnes. En effet, dans certains cas, si la population de de´part
posse`de des agents tre`s diffe´rents l’un de l’autre on peut eˆtre confronte´ a` un
proble`me. Meˆme avec un seuil de 4, celui-ci est encore trop e´leve´ et donc notre
population n’arrive pas a` un consensus total. On se retrouve donc avec un groupe
d’une vingtaine de personnes qui se de´tache du reste de la population. Bien suˆr,
ce cas n’est pas tre`s fre´quent.
dI = 5
Et enfin, notre dernier seuil nous montre des mode`les qui se sont pour la plu-
part termine´s dans un consensus global avec des groupes de 1000 personnes. Ce
qui est tre`s inte´ressant pour la suite de notre travail. Car lorsque nous voudrons
travailler dans un syste`me qui se dirige vers un consensus, nous pourrons reprendre
des parame`tres du meˆme type avec un seuil dI = 5.
Ces deux derniers re´sultats sont assez logiques puisque le seuil e´tant plus e´leve´
il permet aux diffe´rents agents entrant en interaction d’avoir des diffe´rences plus
e´leve´es. Il sera donc plus facile pour deux agents d’entrer en communication.
2.5 Re´seaux de communication
Notre mode`le peut aussi eˆtre conside´re´ comme un re´seau, ou` les diffe´rents agents
repre´senteraient les nœuds et les areˆtes, les liens qu’il y a entre deux agents. C’est
pourquoi, on introduit la matrice d’adjacence A suivante :
A = [aij]
= 0 si iij = 0
1 si iij > 0
ou` iij repre´sente les e´le´ments de la matrice d’interaction I.
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La matrice montrera s’il y a eu interaction ou non entre deux agents, mais elle
ne montrera pas le nombre de fois ou` il y en a eu e´change (la fre´quence) contraire-
ment a` la matrice I. Nous pouvons donc dire que cette matrice A nous renseignera
sur le degre´ de chaque agent, c’est-a`-dire le nombre d’agents avec qui celui-ci a eu
des contacts. Nous allons donc l’utiliser dans ce cas-ci afin de connaˆıtre le nombre
de personnes avec qui un agent a interagi en sommant les lignes de cette meˆme
matrice A.
Afin de re´aliser notre graphique de degre´ des nœuds, nous prendrons 1000
agents et k = 20. A nouveau, nous e´tudierons l’algorithme pour dI = 1..5 et nous
exe´cuterons le programme 10 fois.
Figure 2.7 – Fre´quences de la distribution du degre´ des noeuds pour k = 20 et
dI = 1, · · · 5
Analysons notre graphique suivant les diffe´rents seuils.
28
2.5 Re´seaux de communication
dI = 1
Cette distribution nous montre que pour un dI = 1 le nombre de personnes
avec qui les agents ont interagi est de 1 ou 2 avec une fre´quence de 0.02, ce qui
nous apprend que la plupart des agents n’ont interagi avec personne. Nous avons
donc beaucoup d’agents isole´s. A nouveau, cela semble tre`s logique. Le seuil e´tant
trop faible, les diffe´rents agents ont beaucoup de difficulte´s a` interagir l’un avec
l’autre.
dI = 2
Pour un dI = 2, nous avons a` nouveau beaucoup d’agents isole´s, mais les agents
qui ont interagi ont jusqu’a` six interlocuteurs. Le seuil e´tant moins stricte, il semble
assez normal qu’il y ait un petit peu plus d’interactions.
Bien suˆr cela reste assez faible, puisque nous nous retrouvons dans une popu-
lation de 1000 personnes et nous sommes capables d’interagir uniquement avec six
personnes au maximum. Cela reste tre`s faible.
dI = 3
Nous nous trouvons a` pre´sent dans notre e´tat interme´diaire entre les agents qui
ont e´norme´ment de relations et ceux qui n’en ont quasi pas. Nous pouvons voir
pour dI = 3 une loi de puissance se dessiner si on tient compte des connections
infe´rieures a` 100. Bien suˆr, cela conforte ce qui a e´te´ dit dans le chapitre 1. Cela
signifie que lorsque nous effectuerons le re´-e´chelonnement, nous pourrons trouver
des comportements similaires entre les diffe´rentes e´lections.
Nous pouvons e´galement nous dire que le comportement avec dI = 3 peut eˆtre
associe´ a` la phase de transition, c’est-a`-dire avec des petits groupes mais aussi de
gros groupes. Nous sommes entre deux e´tats, une population fragmente´e (dI = 1, 2)
et une population ou` l’on retrouve un consensus (dI = 4, 5).
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dI = 4
Par contre, si l’on conside`re un dI = 4, on a des agents qui ont au minimum
300 autres agents avec qui, ils ont interagi. Nous avons donc une tre`s grande com-
munication, ce qui paraˆıt tout a` fait logique puisque le seuil est assez e´leve´. Les
agents ont alors plus de facilite´s a` e´changer leurs ide´es et donc a` interagir. En effet,
notre condition h(ci, cj) ≤ dI a plus de chance d’eˆtre satisfaite.
Maintenant, si on compare les re´sultats obtenus avec le graphique 3.1 re´alise´
pre´ce´demment, nous pouvons constater que pour un dI = 4, il y avait des agents
qui formaient a` eux seuls un groupe. Ces agents ont au minimum interagi avec 300
autres, ce ne sont donc pas des agents isole´s mais plutoˆt des outsiders, ils n’ont
pas subi la pression des gros groupes. Donc nous pouvons avoir une population qui
se dirige vers un consensus mais qui dans certains cas garde certaines personnes
avec une opinion diffe´rente.
dI = 5
Ce dernier seuil donne une population ou` les agents n’ont pas moins de 400
contacts. Cela nous donne une population qui a beaucoup de contacts et donc qui
e´change ses ide´es et se rapprochent l’un de l’autre pour obtenir une population qui
partage exactement les meˆmes caracte´ristiques.
2.6 Coefficient de clustering et diame`tre
Passons maintenant a` une nouvelle analyse de notre me´thode en e´tudiant le
coefficient de clustering et le diame`tre d’e´change dans notre population.
Pour cela, nous allons utiliser notre matrice d’adjacence A qui nous permet de
savoir avec combien d’agents un individu a interagi mais aussi avec quels agents.
Tout d’abord, nous allons donner une bre`ve explication sur le coefficient de
clustering, mais aussi sur le diame`tre d’une population.
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Coefficient de clustering
Nous savons que notre mode`le peut eˆtre conside´re´ comme un re´seau ou` nos
agents repre´sentent les nœuds et ou` l’interaction entre ceux-ci est repre´sente´e par
les areˆtes. On peut donc employer les me´thodes utilise´es pour tous re´seaux. Le
coefficient de clustering ou coefficient d’agglome´ration en fait partie.
Revenons maintenant a` notre coefficient de clustering, ce coefficient repre´sente
la vraisemblance que deux associe´s a` un nœud soient associe´s entre eux. Un coeffi-
cient e´leve´ indique une tendance a` faire un groupe e´leve´. Ce qui signifie dans notre
cas que plus le coefficient sera e´leve´, plus il y aura de connexions entre les agents.
Donc, dans la plupart des cas avec un coefficient e´leve´, nous pourrons correspondre
au cas ”les amis de mes amis sont mes amis”.
Donnons une de´finition plus mathe´matique du coefficient de clustering.
De´finition 2.6.1
Le coefficient de clustering est donne´ par :
Cv =
2Ev
dv (dv − 1) (2.1)
ou`
– v = le sommet dont on veut connaˆıtre le coefficient.
– Ev = le nombre de liens entre les voisins de v.
– dv = le nombre de voisins de v.
[4]
Nous avons un coefficient de 2 au nume´rateur car nous sommes dans un cas ou`
notre graphe est non-oriente´. Dans le cas contraire, nous n’aurions pas ce coeffi-
cient.
Donnons une repre´sentation de ce coefficient :
Prenons un agent au hasard qui, par exemple, a discute´ avec trois autres agents.
Nous allons regarder si les trois agents ont interagi l’un avec l’autre. Si nous avons
seulement, par exemple, deux agents qui ont interagi, cela signifie que nous avons
uniquement une connexion qui a e´te´ faite sur les trois possibles. Le coefficient de
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clustering sera donc e´gal a` 1
3
.
Ce qui nous donne de manie`re sche´matique :
Figure 2.8 – Repre´sentation d’un noeuds avec ses trois voisins et les liens qui les
unissent. En pointille´, nous avons les liens possibles et en rouge ceux qui existent
re´ellement.
Dans la suite, nous utiliserons le coefficient de clustering moyen.
Le diame`tre
Reprenons a` nouveau notre mode`le sous forme de re´seaux. Le diame`tre va nous
permettre d’avoir plus de renseignements sur notre population.
Donnons une de´finition du diame`tre dans un re´seau.
De´finition 2.6.2
Le diame`tre d’un graphe repre´sente la distance maximale pre´sente entre chaque
pair de nœuds.
[4]
Nous aurons comme re´sultats le diame`tre mais la fonction utilise´e dans matlab
nous donnera e´galement la distance moyenne entre deux nœuds. En sachant que
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pour deux nœuds qui ne sont pas relie´s la valeur de la distance sera l’infini, pour
calculer la distance qui se´pare deux nœuds nous utiliserons l’algorithme de Dijks-
tra. Celui-ci se base sur la me´thode du plus court chemin entre deux nœuds.
Cette me´thode tient compte du poids de chaque nœud qui sera repre´sente´ pour
nous par la matrice d’identification I. Pour de´terminer la distance entre deux
agents, nous allons devoir trouver le plus court chemin entre ceux-ci et cela se fait
en additionnant le poids des areˆtes entre les deux.
C’est pourquoi nous devrons utiliser l’algorithme de Dijkstra qui est donne´ par
wikipedia d’une manie`re simplifie´e mais assez claire :
Algorithme 2.6.1 (Algorithme de Dijkstra)
Dijkstra(noeuds, fils, distance, debut, fin)
Pour n parcourant noeuds
n.parcouru := infini // Peut e^tre imple´mente´ avec -1
n.precedent := 0
Fin pour
debut.parcouru := 0
DejaVu := liste vide
PasEncoreVu := noeuds
Tant que PasEncoreVu != liste vide
n1 := minimum(PasEncoreVu) // Le noeud dans PasEncoreVu avec parcouru le plus petit
DejaVu.ajouter(n1)
PasEncoreVu.enlever(n1)
Pour n2 parcourant fils(n1) // Les noeuds relie´s a` n1 par un arc
Si n2.parcouru > n1.parcouru + distance(n1, n2) // distance correspond au poids de l’arc reliant n1 et n2
n2.parcouru := n1.parcouru + distance(n1, n2)
n2.precedent := n1 // Dis que pour aller a` n2, il faut passer par n1
Fin si
Fin pour
Fin tant que
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chemin := liste vide
n := fin
Tant que n != debut
chemin.ajouterAvant(n)
n := n.precedent
Fin tant que
Renvoyer chemin
[5]
Prenons un exemple :
Nous avons 6 agents apre`s application de notre mode`le et nous aimerions cal-
culer la distance entre l’agent 1 et l’agent 6. Mais e´galement le diame`tre de notre
population.
Figure 2.9 – Repre´sentation des six agents sortant de la simulation avec les liens
qui les unissent et le poids de ceux-ci.
Nous allons donc prendre le plus court chemin entre l’agent 1 et l’agent 6. Il
existe plusieurs chemins possibles :
1. [1, 3, 6] dont le poids est de 10.
2. [1, 3, 4, 6] dont le poids est de 6.
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3. [1, 2, 5, 4, 6] dont le poids est de 13.
4. [1, 2, 5, 4, 3, 6] dont le poids est de 23.
Nous choisirons donc le deuxie`me chemin.
Figure 2.10 – Repre´sentation du chemin le plus court entre l’agent 1 et l’agent 6.
En ce qui concerne le diame`tre, dans notre population il est donc e´gal a` la dis-
tance maximale entre chaque paire de points, or nous avons les distances suivantes
entre chaque point :
Nœuds 1 2 3 4 5 6
1 0 6 2 5 8 6
2 6 0 8 6 2 7
3 2 8 0 3 7 4
4 5 6 3 0 4 1
5 8 2 7 4 0 5
6 6 7 4 1 5 0
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Nous trouvons donc un diame`tre de 8 et pour la distance moyenne, nous obtenons :
dist =
6 + 2 + 5 + 8 + 6 + 8 + 6 + 2 + 7 + 3 + 7 + 4 + 4 + 1 + 5
15
= 4.93333
Analyse
Revenons maintenant a` notre algorithme et analysons les diffe´rents coeffi-
cients de clustering moyens, les diame`tres et les distances moyennes suivant les
dI = 1 · · · 5 afin d’affiner notre analyse. Nous conserverons une population de 1000
agents de´crits par 20-bits. Nous allons e´galement repre´senter graphiquement notre
matrice de coefficients de clustering afin de pouvoir aller plus loin dans notre
analyse, en sachant que cette matrice nous donne les coefficients de clustering
de chaque agent. Nous allons repre´senter celle-ci en reprenant pour chaque dI la
fre´quence cumule´e avec laquelle apparaisse ces coefficients.
Figure 2.11 – Repre´sentation de la fre´quence cumule´e des coefficients de clustering
Afin d’obtenir les re´sultats pour le coefficient de clustering, le diame`tre et la
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distance moyenne, nous avons utilise´ des fonctions cre´e´es en matlab, nous ressor-
tant uniquement ces trois e´le´ments. Ce qui nous donne ce tableau de re´sultats que
nous analyserons juste ci-dessous en combinaison avec notre graphique d’interac-
tion :
dI = 1 dI = 2 dI = 3 dI = 4 dI = 5
Coefficient de clustering moyen 0 0.04933 0.57577 0.9992 0.9995
Diame`tre inf inf inf 8 7
Distance moyenne inf inf inf 3.65971 3.98871
Figure 2.12 – Tableau donnant les re´sultats du coefficient de clustering moyen,
du diame`tre et de la distance moyenne sur une simulation avec k = 20, N = 1000
suivant dI = 1 · · · 5
dI = 1
Dans ce premier cas, nous avons un coefficient de clustering moyen qui est de 0.
Ce qui signifie que soit nous avons un agent qui communique avec plusieurs autres
agents, mais que ces derniers ne communiquent pas entre eux, soit cet agent ne
parle qu’a` une seule personne, il n’y a donc pas de lien possible.
En effet, la matrice des coefficients nous montre que pour dI = 1, il n’y a pas
de fre´quence du tout. Tous nos coefficient sont donc e´gaux a` 0.
En ce qui concerne le diame`tre et la distance moyenne, ils sont infinis ce qui
nous permet de dire qu’au moins un des agents n’a aucun lien de communica-
tion et donc aucun ami qui se connaissent entre eux. Nous pouvons expliquer ce
phe´nome`ne a` nouveau par le fait que notre dI est trop petit pour qu’il y ait une
bonne communication entre les agents. Ce qui confirme le fait que nous obtenons
une population tre`s fragmente´e dans les re´sultats pre´ce´dents.
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dI = 2
Pour un dI = 2, nous avons un coefficient de clustering moyen de 0.0493 ce
qui correspond plus ou moins a`
1
20
. Cela signifie que sur les 20 agents avec qui un
agent a eu des contacts, nous aurons seulement une connexion entre deux. Ce qui
est assez faible.
En effet, sur la matrice des coeficients, nous pouvons voir que la communica-
tion entre les agents a augmente´ puisque nous avons a` pre´sent un point qui est
repre´sente´. Cependant, cela reste tre`s faible avec une fre´quence infe´rieur a` 0.1.
En ce qui concerne le diame`tre et la distance moyenne, ils sont toujours infinis.
Nous avons donc une ame´lioration mais qui n’est pas assez forte que pour avoir
vraiment de bonnes connexions entre nos agents. Par ailleurs, le diame`tre vaut
l’infini ce qui signifie qu’il y a dans nos agents, deux d’entre eux qui ne sont pas
du tout connecte´s. Mais cela signifie e´galement que pour faire la moyenne de nos
distances, nous avons un infini qui est a` prendre en compte et qui met la moyenne
automatiquement a` l’infini.
dI = 3
Prenons maintenant dI = 3, nous obtenons un coefficient de clustering moyen
de 0.576, ce qui nous donne entre
1
2
et
2
3
des liens qui seront forme´s entre les
agents voisins d’un meˆme agent. Ceci est vraiment plus e´leve´ que dans la situation
pre´ce´dente. Nous pouvons donc nous dire qu’il y a eu beaucoup de communica-
tions, ce qui a e´te´ facilite´ par une augmentation du seuil.
Regardons a` pre´sent notre matrice des coefficients, nous remarquons qu’il y a
plus de 70% des agents qui ont un coefficient supe´rieur ou e´gal a` 1. Il est donc
normal d’avoir beaucoup plus de communications.
Malheureusement, nous avons une nouvelle fois un diame`tre infini, ce qui nous
donne donc une distance moyenne infinie. Mais a` nouveau, l’analyse de la matrice
d’interaction peut nous eˆtre utile afin d’observer si nous sommes dans un cas ou` il y
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a beaucoup d’agents qui ne sont pas en communication, ou si nous avons seulement
un petit nombre d’agents qui ne le sont pas.
dI = 4
Analysons maintenant les re´sultats obtenus avec un dI = 4. Le coefficient de
clustering moyen est tre`s e´leve´ puisqu’il est de 0.9993. Ceci nous permet de dire
que nous nous trouvons presque dans le cas ou` ”tous les amis des mes amis sont
mes amis”. Ceci conforte les re´sultats obtenus pre´ce´demment qui nous montraient
une tre`s grande communication lorsque le dI e´tait supe´rieur a` 3.
Ces re´sultats se retrouvent e´galement dans notre matrice puisque l’on peut voir
que la plupart des coefficient se trouvent en 1. Ceci confirme la grande communi-
cation entre les agents.
Maintenant, nous savons qu’il est toujours possible de trouver un chemin entre
deux agents, car le diame`tre est de 8 et la distance moyenne est de 3.660. On peut
voir que les chemins sont assez courts avec un poids plutoˆt faible. Observons notre
matrice d’interaction pour en savoir plus.
dI = 5
Passons maintenant a` notre dernier seuil dI = 5, nous nous retrouvons dans une
situation de population totalement en contact. En effet, le coefficient de clustering
moyen est de 0.9996, ce qui signifie que tous les agents qui ont e´te´ en contact avec
un autre agent le sont e´galement entre eux sans exception.
Nous pouvons voir e´galement avec notre matrice que nous avons atteint la
fre´quence cumule´e de 1. Nous avons donc que tous nos agents ont des contacts
qui ont des contacts entre eux. Et nous pouvons meˆme dire beaucoup de contacts
puisque nous nous trouvons tre`s proche d’un coefficient e´gal a` 1.
En ce qui concerne le diame`tre, il est de 7 et la disatnce moyenne de 3.989.
Nous nous retrouvons dans le meˆme cas que pour dI = 4 avec beaucoup de commu-
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nications entre les diffe´rents agents et des agents qui ont tous des voisins communs
ce qui permet de trouver un chemin entre tous.
En effet, nous obtenons des re´sultats tre`s similaires a` ceux obtenus avec dI = 4,
ou` chaque individu a au moins communique´ une fois avec tous les agents. Il nous
est donc possible de trouver un chemin entre chaque agent. Nous avons donc plus
de facilite´s a` communiquer et plus de facilite´s a` se rapprocher l’un de l’autre. C’est
pourquoi nous avons un consensus.
Dans le chapitre suivant, nous appliquerons l’algorithme qui a e´te´ mis en place
sur un syste`me d’e´lection. Pour cela, nous utiliserons toute l’analyse qui a e´te´ faite
pre´ce´demment.
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E´lections
3.1 Introduction
Dans le chapitre pre´ce´dent nous avons mis en place un algorithme qui nous per-
mettait de faire interagir une population en fonction du nombre d’opinions qu’elle
partageait. Nous nous sommes base´s sur le fait que deux individus doivent eˆtre
assez proches l’un de l’autre afin de pouvoir interagir. Nous avons ensuite analyser
cette algorithme de manie`re a` pouvoir de´terminer quel seuil e´tait approprie´ dans
certaines situations.
Nous allons maintenant nous concentrer sur un seuil en particulier. En effet,
nous aimerions a` pre´sent utiliser notre algorithme dans un cas spe´cifique, celui des
e´lections. C’est pourquoi nous allons utiliser un seuil qui nous permet d’arriver au
terme de notre simulation a` un consensus total ou quasi-total. Nous allons donc
maintenant travailler dI = 5.
3.2 Algorithme pour les e´lections
Afin de re´aliser cette application aux e´lections, nous allons proce´der par e´tape
pour avoir plus de clarte´. Nous avons pu constater dans le chapitre pre´ce´dent les
diffe´rents re´sultats obtenus lors de l’utilisation de seuils diffe´rents variant de 1 a`
5. Dans notre cas des e´lections, le but e´tant d’arriver a` un e´ventuel consensus,
nous choisirons de travailler avec k = 20 puisque toute l’analyse a e´te´ faite avec ce
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nombre de bit la` et pour atteindre cette e´ventuel consensus nous choisirons dI = 5.
Donnons les e´tapes de notre nouvel algorithme :
1. Cre´ation de Q candidats diffe´rents et de k-bits de manie`re ale´atoire.
2. Re´alisation de l’algorithme sur une population de N agents de k-bits.
(a) cre´ation de manie`re ale´atoire d’une population de N agents
posse´dant k-bits.
(b) un processus dynamique re´pe´te´ N fois :
a. choix ale´atoire de deux agents ci et cj.
b. calcul de la distance de hamming. Si h(c6, c8) ≤ dI , alors un des
bits ine´gal de ci choisi ale´atoirement est change´.
(c) calcul de la distance de hamming pour chaque agent avec tous les Q
candidats afin de de´terminer avec lequel il est le plus proche.
(d) cre´ation d’un tableau de vote au cours du temps.
(e) Fin du processus lorsqu’il n’y a plus d’e´change possible.
Apre`s la re´alisation de notre algorithme nous obtenons un tableau regroupant
les diffe´rents votes rec¸us par les Q candidats au cours de l’algorithme.
3.3 Distribution de votes
Nous allons maintenant mettre en pratique ce qui a e´te´ explique´ pre´ce´demment
en prenant N = 1000, dI = 5 et Q = 5, ce qui nous donne les re´sultats suivants.
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Figure 3.1 – Repre´sentation de l’e´volution dans le temps du nombre de votes rec¸u
par chaque candidat.
Nous pouvons voir diffe´rents comportements durant l’e´lection.
Premie`rement, nous avons la ”burn-in-phase”, c’est a` dire le de´but de notre
simulation la` ou` les candidats restent sur le meˆme pied d’e´galite´. Dans notre cas,
cela correspond aux re´sultats entre 0 et 60% du temps. Nos candidats restent aux
coudes a` coudes avec des votes qui vont de 10 a` 30%.
Deuxie`mement, nous avons la ”transient-phase” qui correspond a` l’e´tat entre
la fragmentation et le consensus c’est-a`-dire que certains candidats commencent
a` se de´tacher des autres. Pour nous, cette phase se situe entre 60 et 90%. Nous
pouvons voir deux candidats prenant l’avantage sur les trois autres.
Et enfin troisie`mement, nous avons la ”final dynamic”, c’est-a`-dire la partie
apre`s 90% ou` nous avons un candidat qui s’e´chappe et qui prend le dessus sur ses
concurrents pour finalement prendre les votes de toute la population.
Bien suˆr dans un cas re´el, nous n’aurions jamais un candidat qui gagne des
e´lections avec 100% des votes, c’est pourquoi lorsque nous voudrons comparer nos
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re´sultats aux re´sultats d’e´lections re´els, nous prendrons ceux obtenus en transient-
phase, c’est-a`-dire les re´sultats obtenus la plupart du temps entre 70 et 95%.
Maintenant, nous allons de´couper l’e´volution de notre e´lection en petite feneˆtres
de temps, afin de voir comment se comporte la distribution des votes rec¸us. Nous
allons donc de´couper notre e´lection en feneˆtres de 20% de temps, ceci nous donne
les re´sultats suivants :
Figure 3.2 – Repre´sentation de la distribution des votes rec¸us lors de la simulation
d’e´lection
Nous pouvons voir que durant la ”burn-in-phase”, c’est-a`-dire de 0 a` 60%, notre
distribution suit une loi normale avec un µ = 200 qui correspond a` N
Q
.
Ensuite nous pouvons voir qu’entre 60 et 80% la distribution semble plus har-
monieuse. Pour enfin terminer l’e´lection avec un grand nombre de votes a` 0. Les
deux cas extreˆmes n’e´tant pas tre`s re´alistes, cela nous confirme que nous devons re-
garder ce qu’il y a entre, c’est-a`-dire la ”transient-phase” qui comme nous pouvons
le voir se situe entre ces deux e´tats sur notre graphique.
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3.4 Comparaison avec des donne´es re´elles
Nous allons a` pre´sent comparer les donne´es obtenues graˆce a` l’algorithme sui-
vant diffe´rentes populations mais aussi diffe´rents candidats, a` des e´lections qui se
sont de´roule´es en 2003 en Finlande.
Pour cela, nous avons fait tourner notre algorithme pour des populations de
N = 1000, 2000 et 4000 agents avec un nombre de 5 ou 10 candidats.
Ensuite, nous avons repre´sente´ graphiquement les re´sultats obtenus, en gardant
uniquement les pe´riodes entre 70% et 95% des e´lections. Puisqu’elle repre´sente la
situation la plus re´aliste.
Nous allons e´galement utiliser notre fonction de re´-e´chelonnement :
F
(
vQ
N
)
=
N√
2piσvQ
e−
(log( vQN )−µ)
2
2σ2 (3.1)
µ = 0.54 et σ2 = −2µ. [2]
afin de pouvoir comparer nos re´sultats comme explique´ dans le chapitre 1.
Pour plus de clarte´, nous avons pris un ensemble de 170 donne´es afin de ne pas
alourdir le graphique, ceci nous donne les re´sultats suivants :
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(a) Repre´sentation sous forme loglog (b) Repre´sentation sous forme ”normale”
Figure 3.3 – Comparaison entre les re´sultats e´lectoraux de la Finlande et notre
mode`le entre 70% et 95% d’exe´cution
Nous pouvons observer une similitude entre les e´lections de la Finlande de 2003
et notre mode`le, ce qui nous de´montre qu’il existe bien une loi qui permet d’avoir
les meˆmes proprie´te´s entre notre mode`le et des e´lections re´elles.
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Chapitre 4
Mode`le ouvert
4.1 Introduction
Nous allons nous inte´resser a` pre´sent a` notre algorithme de manie`re encore plus
re´aliste. En effet, dans la vie de tous les jours la population n’est pas fixe, elle varie
par les naissances et les de´ce`s qu’il peut y avoir, mais aussi elle varie par l’immi-
gration et l’e´migration. Ce qui nous permet d’avoir une population beaucoup plus
re´aliste et donc des re´sultats plus proches de la re´alite´.
Ce chapitre sera donc base´ sur la re´alisation de l’algorithme applique´ dans ces
conditions, suivi d’une analyse.
4.2 Adaptation de l’algorithme
Afin de re´aliser notre adaptation, nous devons tenir compte de deux nouveaux
parame`tres T et p. Le parame`tre T repre´sente la dure´e de temps apre`s laquelle
nous devons effectuer une sortie et une entre´e d’agents, nous avons choisi de don-
ner a` notre parame`tre les valeurs suivantes : 100, 500, 1000 et 5000.
Celles-ci correspondent aux nombres de fois ou` l’on effectue une ite´ration de l’al-
gorithme. Donc pour le premier T , il y a des agents qui rentrent et qui sortent
toutes les 100 ite´rations.
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Maintenant expliquons le parame`tre p, celui-ci correspond au nombre de per-
sonnes qui sortent et qui rentrent dans la population. Celui-ci prendra comme
valeurs 0.5%, 1%, 5% et 10% de la population.
4.3 Analyse
Nous allons maintenant appliquer notre algorithme avec une simulation unique
sur une population ale´atoire ou` N = 1000, k = 20 et dI = 5. Pour les T et p repris
ci-dessus, c’est-a`-dire : T = [100, 500, 1000, 5000] et p = [5, 10, 50, 100]. Afin de ne
pas avoir des algorithmes qui tournent inde´finiment, nous avons mis un nombre
d’ite´rations maximales de 35000. Nous obtenons les re´sultats suivants :
T = 100
Figure 4.1 – E´volution du nombre de groupes pour T = 100 avec les diffe´rents p
possibles et le mode`le ouvert
Le T e´tant assez petit, nous allons avoir beaucoup de mouvements dans notre
population et donc les groupes seront plus e´leve´s puisque les agents auront plus
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de difficulte´s a` se rapprocher l’un de l’autre.
Nous pouvons donc voir que notre algorithme avec du bruit n’arrive pas a` faire
descendre le nombre de groupes que ce soit pour p = 5, 10,50 ou encore p = 100.
Nous restons continuellement avec un nombre de groupes proches de 1000, c’est
a` dire que presque tous nos agents sont diffe´rents et ne partagent donc pas les
meˆmes ide´es.
T = 500
Figure 4.2 – E´volution du nombre de groupes pour T = 500 avec les diffe´rents p
possibles et le mode`le ouvert
Nous pouvons constater une certaine e´volution dans ce cas-ci. Nous pouvons
voir que dans le cas ou` p = 10 le nombre de groupes se comporte de la meˆme
manie`re que le mode`le ferme´ jusqu’a` un certain point. Effectivement, nous pou-
vons voir que lors de l’entre´e de nouveaux e´le´ments et la sortie d’anciens vers 30000
ite´rations cre´ent une remonte´e du nombre de groupes. Cependant, nous pouvons
constater que pour p = 5 nous gardons un nombre de groupes proches de 1000.
Les connexions ont donc e´te´ meilleures pour p = 10.
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Ce re´sultat e´tant assez surprenant, nous pouvons nous dire que cela doit suˆrement
s’expliquer a` cause des entre´es et des sorties des agents. Celles-ci ont certainement
force´ la population a` rester fragmente´e et nos ite´rations e´tant limite´es, nous obte-
nons ce type de re´sultats. Malheureusement, il fallait bien arreˆter les ite´rations a`
un moment donne´ au risque de perdre un peu de qualite´. Mais nous permettant
de ne pas avoir des algorithme infini.
Nous constatons e´galement qu’il n’y a toujours pas de changement pour p =
50, 100, le nombre de groupes reste proche de 1000.
Le changement reste trop rapide, les agents n’ont pas le temps d’e´changer assez
d’ide´es que pour former de gros groupes dont la suppression de certains individus
et la venue de nouveaux ne bouleverseraient pas.
T = 1000
Figure 4.3 – E´volution du nombre de groupes pour T = 1000 avec les diffe´rents
p possibles et le mode`le ouvert
Premie`rement, on constate que p = 10 va eˆtre le´ge`rement plus rapide que le
mode`le ferme´ dans sa convergence. A nouveau, nous observons une remonte´e du
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nombre de groupes entre 20000 et 25000 ite´rations, cause´e par l’entre´e et la sortie
d’agents.
Ensuite, nous constatons que pour p = 5 nous avons e´galement une conver-
gence vers un nombre de groupe e´gal a` 1. Celle-ci se faisant plus tardivement.
Et enfin, nous pouvons e´galement voir que pour p = 50 et p = 100, il n’y a
toujours pas de changement le nombre de groupes reste a` 1000.
T = 5000
Figure 4.4 – E´volution du nombre de groupes pour T = 5000 avec les diffe´rents
p possibles et le mode`le ouvert
Le T dans ce cas-ci e´tant vraiment e´leve´, il se rapproche beaucoup du mode`le
ferme´. Nous pouvons donc observer que pour p = 5, 10, 50 et meˆme 100 le mode`le
converge vers un nombre de groupes e´gal a` 1 comme le mode`le ferme´. On peut
malgre´ tout voir pour p = 50 une le´ge`re remonte´e du nombre de groupe.
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Nous avons donc pu voir qu’avec un p = 10% de N , il est assez improbable de
voir un candidat s’e´chapper du reste du groupe. Ce taux est beaucoup trop e´leve´.
Il faut donc rester dans des valeurs plus plausibles.
4.4 Application aux e´lections
Lors de la section pre´ce´dente, nous avons uniquement tenu compte de l’e´volution
du nombre de groupes lors de la simulation pour T = [100, 500, 1000, 5000] et
p = [5, 10, 50, 100]. Maintenant, nous allons tenir e´galement compte de leur choix
de candidat durant la simulation. Nous avons donc utilise´ exactement la meˆme
simulation que pre´ce´demment mais en l’appliquant aux e´lections.
Nous allons a` pre´sent regarder les re´sultats obtenus.
T = 100
Rappelons que dans ce premier cas, lors de l’e´volution de groupe pour aucun
p nous n’avions de convergence.
Figure 4.5 – E´lections dans un mode`le ouvert avec T = 100 et p = 5, 10,50 et 100
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p = 0.5% de N
Nous commenc¸ons pour ce premier p, avec un temps tre`s court entre les diffe´rentes
entre´es et sorties des agents. Cependant, le nombre de personnes en e´change
s’e´levant seulement a` 5, nous pouvons voir un candidat qui tente de s’e´chapper
quelque peu des autres. Sans toute fois que ce soit re´ellement significatif, les votes
e´tant au maximum de 30%.
p = 1% de N
Nous pouvons voir dans ce deuxie`me cas, a` nouveau un des candidats qui semble
vouloir s’e´chapper des quatre autres. Mais nous ne pouvons toujours pas voir ce
seul candidat se de´tacher conside´rablement et cela confirme le fait que le nombre
de groupes n’e´volue pas et que la population reste totalement fragmente´e.
p = 5% de N
Dans ce troisie`me cas, nous puvons voir toues les candidats tre`s proches l’un
de l’autre. Aucun d’eux ne semble pouvoir s’e´chapper. En effet, nous restons avec
des votes qui sont en-dessous des 30% durant toute la simulation.
p = 10% de N
Dans ce quatrie`me cas, le pourcentage de personnes qui entrent et qui sortent
sur un laps de temps assez court est trop e´leve´ ce qui cre´e une situation ou` a` nou-
veau, nos 5 candidats sont au coude a` coude et ne semblent pas pouvoir se de´tacher.
Essayons maintenant d’augmenter les temps entre l’entre´e et la sortie d’agents,
afin de voir si notre mode`le en est moins affecte´.
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T = 500
Lors de cette simulation, nous avions uniquement p = 10 qui montrait une
convergence mais avec une remonte´e du nombre de groupes vers la fin.
Figure 4.6 – E´lections dans un mode`le ouvert avec T = 500 et p = 5, 10, 50 et
100
p = 0.5% de N
Dans ce premier cas, on constate qu’un candidat tente de se de´tacher le´ge`rement
des autres mais qui finalement voit son nombre de votes diminuer pour se retrouver
presqu’au meˆme niveau que les quatre autres. Ceci e´tant du a` une nouvelle vague
d’entre´es et de sorties d’agents.
p = 1% de N
Le temps entre les diffe´rentes entre´es et sorties ayant e´te´ allonge´, nous pou-
vons constater que pour p = 10 nous avons un candidat qui s’e´chappe. Bien
suˆr, nous pouvons voir qu’au terme de la simulation son nombre de voix dimi-
nue le´ge`rement ce qui vient confirmer les re´sultats obtenus lors de l’e´volution du
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nombre de groupes.
De plus, nous pouvons voir qu’il e´tait en concurrence avec deux autres can-
didats, les deux autres ayant moins de votes, mais il a tout de meˆme re´ussi a`
s’e´chapper malgre´ les changements ope´re´s dans la population. Ceci confirme les
re´sultats obtenus avec le nombre de groupes qui tendait vers un seul et unique
groupe et donc pour des votes allant vers un seul candidat.
p = 5% de N
Dans le cas pre´sent, nous pouvons voir deux groupes se former avec un premier
regroupant deux agents regroupant chacun un peu plus de 25% des votes et un
deuxie`me groupe de trois candidats ayant chacun moins de 20% des votes.
p = 10% de N
On peut voir dans ce cas-ci beaucoup de mouvements entre les diffe´rents can-
didats ce qui est provoque´ par un trop grand nombre d’agents qui entrent et qui
sortent. C’est pourquoi nous avons des candidats qui restent toujours en-dessous
des 30% et qui ne peuvent pas se de´tacher des autres.
T = 1000
Lors de l’e´volution du nombre de groupes, nous avions p = 5 et p = 10 qui
montraient une convergence vers un nombre de groupes e´gal a` 1.
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Figure 4.7 – E´lections dans un mode`le ouvert avec T = 1000 et p = 5, 10, 50 et
100
p = 0.5% de N
Dans ce premier cas, nous nous avons un candidat qui s’e´chappe vers la fin de la
simulation en laissant les quatre autres derrie`re lui. Mais on peut voir qu’apre`s
95% de simulation il redescend un petit peu au profit d’un autre candidat.
p = 1% de N
Dans ce deuxie`me cas, nous obtenons une situation un petit peu particulie`re avec
deux candidats qui ne savent absolument pas se de´tacher l’un l’autre jusqu’au
terme de la simulation. Et qui regroupe chacun plus ou moins 50% des votes ce
qui ne laisse aucune chance aux trois autres candidats.
p = 5% de N
Dans ce troisie`me cas, on peut voir un candidat qui tente de s’e´chapper quelque
peu vers la fin. Cependant, il ne re´colte a` ce moment-la` que moins de 40% des votes.
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Les quatre autres candidats se retrouvant en dessous des 25% des votes.
p = 10% de N
Dans ce dernier cas, on peut voir quatre candidats au coude a` coude au niveau
des 20% de votes, alors que le dernier candidat se trouve le´ge`rement au-dessus.
T = 5000
Ce dernier cas, nous montrait lors de l’e´volution du nombre de groupes que
pour tous les taux, nous avions une convergence.
Figure 4.8 – E´lections dans un mode`le ouvert avec T = 5000 et p = 5, 10, 50 et
100
Les diffe´rents cas e´tant assez similaires, nous les de´velopperons en une fois.
Effectivement, nous constatons que pour p = 5, 10 et 100, nous nous retrouvons
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dans une e´lection de type ferme´ avec un candidat qui finit par s’e´chapper au terme
de la simulation.
Par contre, nous retrouvons e´galement notre cas ou` nous avons deux candidats
qui se partagent le nombre de votes et ne parviennent pas a` se de´tacher. Laissant
les trois autres candidats avec aucun vote.
Nous pouvons donc dire en voyant les diffe´rents re´sultats obtenus que pour
p = 100, excepte´ pour notre T tre`s e´leve´ ( T = 5000), nous aurons toujours des
candidats au coude a` coude qui auront peu de chance de voir un d’eux s’e´chapper.
Si l’on veut voir un candidat il faut se placer avec un p plus petit mais aussi un T
pas trop petit, car avec un T trop faible nous nous retrouvons avec des e´changes
trop rapides qui ne permettent pas une bonne communication entre les agents et
qui ne permettent donc pas au candidat de vraiment se de´tacher des autres.
4.5 Comparaison avec des donne´es re´elles
Nous allons a` pre´sent comparer les donne´es obtenues graˆce a` l’algorithme de
notre mode`le ouvert suivant les diffe´rentes situations de´crites plus haut.
Nous avons de´cide´ d’utiliser p = 0.5% et p = 1% avec T = 1000 et 5000. Pour
cela, nous avons garde´ les re´sultats obtenus pre´ce´demment avec N = 1000, k = 20
et nos 5 candidats.
Ensuite, nous avons a` nouveau repre´sente´ graphiquement les re´sultats obtenus,
en gardant uniquement les pe´riodes entre 70% et 95% des e´lections. Puisqu’elles
repre´sentent la situation la plus re´aliste. Comme nous avions fait lors du mode`le
ferme´.
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Nous allons e´galement utiliser notre fonction de re´-e´chelonnement :
F
(
vQ
N
)
=
N√
2piσvQ
e−
(log( vQN )−µ)
2
2σ2 (4.1)
µ = 0.54 et σ2 = −2µ. [2]
Pour plus de clarte´, nous avons pris a` nouveau un ensemble de 170 donne´es
afin de ne pas alourdir le graphique, ceci nous donne les re´sultats suivants :
(a) Repre´sentation sous forme loglog (b) Repre´sentation sous forme ”normale”
Figure 4.9 – Comparaison entre les re´sultats e´lectoraux de la Finlande et notre
mode`le ouvert entre 70% et 95% d’exe´cution
On constate que notre mode`le ouvert est e´galement similaire aux re´sultats
obtenus lors des e´lections de Finlande de 2003. Ceci nous informe du bon fonction-
nement de notre algorithme, e´galement lorsque nous y mettons du mouvement.
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Conclusion
Nous avons pu constater au terme de notre cheminement plusieurs re´sultats
tre`s inte´ressants.
Premie`rement, nous avons d’abord re´ve´le´ une distribution universelle en nous
basant sur les travaux de Fortunato et Castellano ([2]) qui permettait de faire un
lien entre les diffe´rentes e´lections de part le monde.
Ensuite, nous avons cre´e´ un mode`le d’e´change a` nouveau en nous basant sur des
travaux, ceux de Banisch, Arau´jo et Louc¸a˜ ([3]). Ce mode`le, nous l’avons analyse´
afin de pouvoir l’adapter a` un contexte d’e´lections. Ceci nous a permis de conforter
l’ide´e de notre distribution universelle qui avait e´te´ mise en place. En effet, lorsque
nous avons confronte´ les re´sultats obtenus avec le mode`le et ceux obtenus lors des
e´lections Finlandaises de 2003, nous avons pu constater une correspondance entre
les deux.
Finalement, nous sommes sortis de ces diffe´rents travaux afin d’aller un petit
plus loin. C’est pourquoi nous avons adapte´ notre algorithme pour nous mettre
dans une situation encore plus re´aliste en mettant du mouvement dans notre
mode`le et en le rendant ouvert. Ceci nous a permis de voir notre mode`le de manie`re
un peu diffe´rente. En effet, les diffe´rents re´sultats qui nous ont e´te´ donne´ mon-
traient que notre mode`le re´agissait assez rapidement aux diffe´rents mouvements
d’entre´e et de sortie des agents.
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Annexes
Algorithme simple
function[c,number]=algorithmesimple(dI,N,c)
% function [c,number]=algorithmesimple(dI,N,c)
%
% Cette algorithme a pour but de re´aliser l’e´change d’opinion
%
%
% Inputs:
% c = population
% N = nombre d’agents
% dI = seuil utilise´ pour l’algorithme
% Output:
% number : nombre de groupes durant la simulation
% c : nouvelle population
%
% Moriame Marie
%
%tout l’algo
stop=1;
var=1;
while (stop~=0)
for m=1:1:N %un pas de l’algo
condi=0;
while (condi==0)
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%choix des deux agents qui entrent en interaction
i = randi([1,N],2,1);
condi=ne(i(1),i(2));
end
%condition pour voir si les agents echangent des idees ou non
dist=ne(c(:,i(1)),c(:,i(2)));
[dist IX]=sort(dist,’descend’);
dist=sum(dist);
place=IX(1:dist);
if (dist<=dI)&&(dist~=0)
[t, ~]=size(place);
j=randi([1,t],1,1);
c(place(j),i(1))=c(place(j),i(2));
end
end
%On regarde s’il est encore possible de faire interagir deux
%agents
ind1=1;
stop=0;
C2=sortrows(c’);
C2=C2’;
D=unique(C2’, ’rows’)’;
[~, col]=size(D);
number(var)=col;
while (ind1<col)&&(stop==0)
ind2=ind1+1;
while (ind2<=col)&&(stop==0)
dist=sum(ne(D(:,ind1),D(:,ind2)));
stop=le(dist,dI);
ind2=ind2+1;
end
ind1=ind1+1;
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end
var=var+1;
end
Algorithme e´lections
function[c,A,A2,var]=algorithmeelection(dI,N,c,Q,candidat)
% function [c,A,A2,var]=algorithmeelection(dI,N,c,Q,candidat)
%
% Cette algorithme a pour but de re´aliser l’e´change\\
% d’opinion en s’adaptant aux e´lections
%
%
% Inputs:
% Q = nombre de candidats
% candidat = Q candidats sous forme k-bits
% c = population
% N = nombre d’agents
% dI = seuil utilise´ pour l’algorithme
%
% Output:
% c : nouvelle population
% A : nombre de votes rec¸us pour chaque candidat
% A2 : nombre de votes rec¸us pour chaque candidat en %
% var : nombre d’iterations
%
% Moriame Marie
%
%tout l’algo
stop=1;
var=1;
A(var,:)=zeros(1,Q);
% calcul du nombre de votes rec¸us pour chaque candidat
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for i=1:1:N
for l=1:1:Q
%dist(l)=hamming2(candidat(:,l),c(:,i));
dist(l)=sum(ne(candidat(:,l),c(:,i)));
end
[dist IX]=sort(dist);
egalite=eq(dist,dist(1));
somme=sum(egalite);
j=randi([1,somme],1,1);
A(var,IX(j))=A(var,IX(j))+1;
end
A;
A2(var,:)=A(var,:)./N;
compteur=0;
B=0;
while (stop~=0)&&(compteur<=5000)
for m=1:1:N %un pas de l’algo
condi=0;
while (condi==0)
%choix des deux agents qui entrent en interaction
i = randi([1,N],1,2);
condi=ne(i(1),i(2));
end
%condition pour voir si les agents echangent des idees ou non
%[dist place]=hamming(c(:,i(1)),c(:,i(2)));
dist=ne(c(:,i(1)),c(:,i(2)));
[dist IX]=sort(dist,’descend’);
dist=sum(dist);
place=IX(1:dist);
if (dist<=dI)&&(dist~=0)
j=randi([1,dist],1,1);
c(place(j),i(1))=c(place(j),i(2));
end
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end
var=var+1;
A(var,:)=zeros(1,Q);
% calcul du nombre de votes rec¸us pour chaque candidat
for i=1:1:N
for i=1:1:N
for l=1:1:Q
%dist(l)=hamming2(candidat(:,l),c(:,i));
dist(l)=sum(ne(candidat(:,l),c(:,i)));
end
[dist IX]=sort(dist);
egalite=eq(dist,dist(1));
somme=sum(egalite);
j=randi([1,somme],1,1);
A(var,IX(j))=A(var,IX(j))+1;
end
A;
A2(var,:)=A(var,:)./N;
% %On regarde s’il est encore possible de faire interagir deux
% %agents
ind1=1;
stop=0;
C2=sortrows(c’);
C2=C2’;
D=unique(C2’, ’rows’)’;
[~, col]=size(D)
compteur=compteur+eq(B,col);
if (compteur==multi)
compteur;
multi=multi+100;
end
if (col~=B)
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compteur=0;
multi=1;
end
B=col;
while (ind1<col)&&(stop==0)
ind2=ind1+1;
while (ind2<=col)&&(stop==0)
%dist=hamming2(D(:,ind1),D(:,ind2));
dist=sum(ne(D(:,ind1),D(:,ind2)));
stop=le(dist,dI);
ind2=ind2+1;
end
ind1=ind1+1;
end
end
Algorithme pour le mode`le ouvert
function[c,A,A2,var,number]=algobruyantelection(dI,N,c,Q,k,candidat,p,Tinit)
% function[c,A,A2,var,number]=algobruyantelection(dI,N,c,Q,k,candidat,p,Tin
% it)
%
% Cette algorithme a pour but de re´aliser l’e´change d’opinion en s’adaptant
% aux e´lections avec bruit
%
%
% Inputs:
% Q = nombre de candidats
% candidat = Q candidats sous forme k-bits
% c = population
% N = nombre d’agents
% dI = seuil utilise´ pour l’algorithme
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% k = nombre de bits
% p = taux d’entre´e et de sortie d’agents
% T = nombre d’ite´rations entre chaque entre´e et sortie d’agents
%
% Output:
% c : nouvelle population
% A : nombre de votes rec¸us pour chaque candidat
% A2 : nombre de votes rec¸us pour chaque candidat en %
% var : nombre d’iterations
% number = nombre de groupes durant la simulation
%
% Moriame Marie
%
%tout l’algo
stop=1;
var=1;
multi=1;
T=Tinit;
A(var,:)=zeros(1,Q);
% calcul du nombre de voix rec¸us pour chaque candidat
for i=1:1:N
for l=1:1:Q
%dist(l)=hamming2(candidat(:,l),c(:,i));
dist(l)=sum(ne(candidat(:,l),c(:,i)));
end
[dist IX]=sort(dist);
egalite=eq(dist,dist(1));
somme=sum(egalite);
j=randi([1,somme],1,1);
A(var,IX(j))=A(var,IX(j))+1;
end
A;
A2(var,:)=A(var,:)./N;
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compteur=0;
B=0;
while (stop~=0)&&(compteur<=5000)&&(var<=35000)%&&(test1<=N*0.05)
for m=1:1:N %un pas de l’algo
condi=0;
while (condi==0)
%choix des deux agents qui entrent en interaction
i = randi([1,N],1,2);
condi=ne(i(1),i(2));
end
%condition pour voir si les agents echangent des idees ou non
%[dist place]=hamming(c(:,i(1)),c(:,i(2)));
dist=ne(c(:,i(1)),c(:,i(2)));
[dist IX]=sort(dist,’descend’);
dist=sum(dist);
place=IX(1:dist);
if (dist<=dI)&&(dist~=0)
j=randi([1,dist],1,1);
c(place(j),i(1))=c(place(j),i(2));
end
end
var=var+1;
A(var,:)=zeros(1,Q);
% calcul du nombre de voix rec¸us pour chaque candidat
for i=1:1:N
for l=1:1:Q
%dist(l)=hamming2(candidat(:,l),c(:,i));
dist(l)=sum(ne(candidat(:,l),c(:,i)));
end
[dist IX]=sort(dist);
egalite=eq(dist,dist(1));
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somme=sum(egalite);
j=randi([1,somme],1,1);
A(var,IX(j))=A(var,IX(j))+1;
end
A;
A2(var,:)=A(var,:)./N;
% %On regarde s’il est encore possible de faire interagir deux
% %agents
ind1=1;
stop=0;
C2=sortrows(c’);
C2=C2’;
D=unique(C2’, ’rows’)’;
[~, col]=size(D);
number(var)=col;
compteur=compteur+eq(B,col);
if (compteur==multi)
compteur;
multi=multi+100;
end
if (col~=B)
compteur=0;
multi=1;
end
B=col;
while (ind1<col)&&(stop==0)
ind2=ind1+1;
while (ind2<=col)&&(stop==0)
%dist=hamming2(D(:,ind1),D(:,ind2));
dist=sum(ne(D(:,ind1),D(:,ind2)));
stop=le(dist,dI);
ind2=ind2+1;
end
ind1=ind1+1;
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end
% entre´e et sortie d’agents
if (var==T)
r=randi([1,N],p,1);
for z=1:1:p
c(:,r(z))=randi([0,1],k,1);
end
T=T+Tinit;
end
end
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