The goal of the presented change detection algorithm is to extract objects that appear in only one of two input images. A typical application is surveillance, where a scene is captured at different times of the day or even on different days. In this paper we assume that there may be a significant noise or illumination differences between the input images. For example, one image may be captured in daylight while the other was captured during night with an infrared device. By using a connectivity analysis along gray-level technique, we extract significant blobs from both images. All the extracted blobs are candidates to be classified as changes or part of a change. Then, the candidate blobs from both images are matched. A blob from one image that does not satisfy the matching criteria with its corresponding blob from the other image is considered as an object of change. The algorithm was found to be reliable, fast, accurate, and robust even under extreme changes in illumination and some distortion of the images. The performance of the algorithm is demonstrated using real images. The worst-case time complexity of the algorithm is almost linear in the image size. Therefore, it is suitable for real-time applications.
Introduction
Change detection identifies the locations in the field of view where structural differences between two registered input frames occurred. Many of the change detection (CD) algorithms have been used as basis for machine vision applications such as tracking systems [1] [2] [3] , intelligent user interfaces [4] , segmentation of moving objects [5, 6] and traffic flow analysis [7] . Thus, many CD algorithms have been developed based on "typical" video sequences. Most of the video sequences do not have substantial illumination differences between their consecutive frames and the illumination of the input frames is assumed to be almost identical. Moreover, when the change detection in video sequences is motivated by compression needs [8] , the goal is to detect areas of change rather than the objects of change. An area of a change may include only part of a complete object. This paper addresses different change detection problems, which are associated with surveillance systems such as monitoring or environmental protection. The input is not limited to "typical" video sequences. It is usually captured at different times of the day or on different days, by an aircraft or satellite flying over a site to be monitored (see Fig. 1 ).
The input device for these applications may be an infrared camera, which captures one image during night while the other image is captured at daylight. Thus, illumination differences arising from changes such as light conditions, atmospheric conditions, clouds appearances or significant noise of the capturing device, have to be considered. Many surveillance systems are motivated to detect new activities or events in the monitoring site, such as digged tunnels, urban expansion, new asphalt surfaces, passing vehicles, new constructions, etc. These changes may be captured in a long time lag between input frames. Therefore, CD algorithms for these applications must have the ability to detect the appearances of new objects in a given scene.
Many change detection techniques have been developed over the years in the literature. Some deal with time varying illumination or noisy input, and can be roughly divided into the following categories: Statistical-based approach of first or higher-order statistics [9] [10] [11] [12] [13] [14] , surfaces modeling which models the gray level surface such that the surface of the errors is negligible [15] , and techniques which are based on contrast invariant representation [16] .
Kurt and Jain [9] suggested a statistical-based approach in which each gray level is considered as a product of two components: (1) the amount of source light incident on the scene and (2) the amount of light reflected by objects in the scene. They assumed that the amount of source light incident on a small region is approximately uniform, but the reflected light from two adjacent objects may be different. Then, in order to determine if a change occurred in a given region, a variance calculation of the intensity ratio of the region is taking place. However, the size of the region has to be large enough to fit the size of the changed region. Hsu et al. [15] suggested a surface modeling that models the gray-level distribution such that the surface of the errors is negligible. When two corresponding regions are given, they are represented by a set of seven parameters: six are coefficients for the quadratic polynomial patch and one is for the sum of the square differences between the polynomial's patch and the gray levels. Then, under the assumption that the approximating patch represents the gray-level surface up to uncorrected noise errors, a likelihood test is used in order to determine the region of change. Monasse and Guichard [16] presented a contrast invariant technique that sets a new representation of an image, which is contrast independent. They decomposed the input image into a tree of "shapes", based on connected components of level sets, which provides a full and no redundant representation of the image. This method, which is based on the assumption that there is invariance under change of contrast, can be used to perform change detection between images. Since all these methods were designed for video sequences, they are inadequate to deal with significant differences in illumination that arise from changes in the source of light or from noisy and poor quality images captured by infrared sensors. Moreover, some of these techniques assume that motion between consecutive frames must be detected in the changed regions. Thus, it is not designed to deal with the appearance of a new object.
Other change detection algorithms, e.g. Refs. [17] [18] [19] , were designed to deal with input that come from site monitoring and large lag of times rather than video sequences. Gee and Newman [18] suggested an algorithm that models a site, which utilizes the information of the structural surface of the site. In Refs. [17, 19] it is assumed that the information regarding the potential object of change is given, and thus, they developed an automatic target recognition (ATR) systems. However, these techniques, which are directed for known object detection, cannot handle well the problem of detecting the appearance of new objects in the scene because it is usually not realistic to specify a specific geometrical model of the object beforehand. In addition, [20] and [21] do not assume a priori information (e.g. size, shape and texture) about the model site or the objects in it. Carlotto [20] suggests an algorithm which is based on detecting patterns of changes among consecutive frames that were obtained when specific types of activities occurred. On the contrary to change detection algorithms, which are able to detect significant change between pairs of images, their approach extracts only the changes that match a given pattern over time. Bruzzone and Fernàndez [21] present an adaptive semi-parametric technique for an unsupervised estimation of the statistical terms associated with the gray levels of changed and unchanged pixels in a difference image. They utilize the reduced parzen estimate (RPE) and the expectation-maximization (EM) algorithm in the estimation procedures. Then, the resulting estimates and to a Markov Random Field approach that were used to model the spatial-contextual information contained in the multitemporal images considered, they generated a change detection map between the two input images.
The proposed algorithm gets as an input a pair of registered gray level images of some geographical area. The input images may have substantial illumination differences. A long time interval between captured images is also possible. In addition, each image may contain objects that are not contained in the other. The algorithm is an object-based approach. A set of all objects that do not exist in both images is defined as the 'object of change'. If the same object exists in both images in different locations, it is also considered as an 'object of change'. No prior knowledge on the site, its statistics or its objects are given. The advantage of an object-based approach is that the input images are partitioned into non-overlapping independent regions that correspond to the image content. On the other hand, the regionbased approaches (e.g. Refs. [9, 15, 16] ) usually partition the image into pre-defined squares of blocks and each region (block) is considered as a 'change' or 'unchanged' independently of the other blocks. The main drawback of a blockbased approach is that we have to determine ahead of time the size of the blocks independently form the image content.
In the first step of the proposed algorithm, a blobs extraction algorithm that is based on connectivity analysis technique [22] is applied on the two images. All the conspicuous blobs in both input images (I 1 and I 2 ) are extracted. The extraction of the blobs in I 1 and I 2 is based on local considerations, and thus, it is insensitive to illumination changes between the images. We denote by {C (1) 
the set of N 1 and N 2 blobs (objects) that where detected and extracted by the blob extraction algorithm in I 1 and I 2 , respectively. The blobs that may be considered as 'change' belong to either {C (1) 
. Then, the problem of change detection is reduced to the problem of detecting blobs in {C (2) 
and vice versa. A perfect match between the corresponding blobs is not expected. Moreover, several blobs from one image may be connected or united into a bigger blob in the other image (thus, even if no change occurred, the values N 1 and N 2 can be different). Therefore, for each blob in {C (1) 
j =1 is performed, and vice versa. A weight of change is computed for each blob based on the gradient magnitudes saliency and distribution along its boundary. The weight is computed for the blob contour in both images. The existence of the corresponding object in one or both images is determined according to the contour weights is both images. If the object exists in only one of the two images it is declared as an "object of change". The proposed algorithm is efficient, accurate and robust. The overall time complexity is almost linear in the image size (see details in Section 4.2), and thus it is adequate for real-time applications.
The rest of the paper is organized as follows. In Section 2, we describe the blob extraction process. Section 3 in- troduces the core of the change detection algorithm which is based on a match analysis between the extracted blobs. Implementation of the change detection steps followed by complexity analysis is given in Section 4. Experimental results are presented in Section 5 and we conclude this paper in Section 6.
Extraction of significant blobs
The first step of the proposed algorithm extracts all the significant blobs in each input image. These blobs are the potential candidates to be classified as objects of change. This step is based on an earlier technique for connectivity analysis along gray-levels (CAG) suggested in Ref. [22] . In this section we introduce how the CAG technique is used to extract significant blobs.
Blob extraction: an overview
We denote by I (t) t = 0, 1, . . . , G − 1, the binary image that emerges after thresholding the gray-level image I with the threshold t where G is the number of gray levels in I. A connected component in a binary image is defined as a set of black pixels such that there exists a 4-connected path of black pixels between every two pixels in the set. This component is classified as a significant blob (object) if it is conspicuous relative to its local area. It is clear that a binary image can be represented by the set of all connected components it contains. A gray-level image I with G gray levels can be represented by the set {I (t) },t = 0, 1, . . . , G − 1 of G binary images. The goal of this algorithm is to automatically detect all the significant blobs in an input gray level image I. Fig. 2 is an example of an input image with its detected significant blobs.
Generally, a blob in a gray-level image is considered visually conspicuous (significant blob) if one or more of the following exist:
1. The gray levels inside the blobs are considerably different from the gray levels of the local background of the blobs.
2. Most of the magnitudes of the gradients that correspond to pixels along blobs boundaries are higher than the magnitudes of the gradients that correspond to pixels in the local background. 3. The texture inside the blobs is considerably different from the texture of the local background of the blob.
The algorithm considers blobs that satisfy the first two conditions. It is assumed that for each blob there exists a unique threshold value t, t ∈ 0, 1, . . . , G − 1, such that the blob becomes a connected component in this specific I (t) . At the moment, we are interested only in objects which are darker than the background (for bright objects we just have to negate the image). Let C i . If we treat t as a time parameter, connected components spread-out as time advances. As t increases, connected components are united into a bigger connected-component until finally, for t =G−1, the whole image becomes one connected component. The spread-out of a connected component in I (t) as t increases, is demonstrated in Fig. 3 , which was taken from Ref. [22] .
For a given blob O there exists a sequence of candidate blobs (C (t) ) G−1 t=t 0 , where C (t) is a significant blob (connected component) in I (t) , if the following are satisfied:
t < t and C (t ) ⊆ C (t )
where t , t ∈ 0, 1, . . . , G − 1 and 2. there exists a valuet t 0 such that O ⊆ C (t) .
There is a value of t (or interval of values) for which C (t) represents best the significant blob among all the candidate blobs. If t is too small, the corresponding component C (t) is an internal part in a significant blob. If t is too big, the significant blob is an internal part in C (t) . This is illustrated in Fig. 3 . Fig. 3b presents the binary image I (120) (that is, t = 120) that contains components that are only part of the "real" blobs. Fig. 3d is the binary image I (190) that contains components that are bigger than the "real" significant blobs. The binary image in Fig. 3c corresponds to t = 140, which best represents the two selected blobs in Fig. 3a .
The threshold t that corresponds to each object has to be automatically computed in the blobs extraction process. Therefore, a weight is assigned to each component. The weight is a function of the threshold parameter t. It is denoted by w(c t ), where C is the relevant component. The function w(c t ) is defined as follows: In the binary image I (t) there exists at most a single segment C that satisfies C ∩ C = .
The value of w(c t ) is defined as the average value of the gradient magnitudes along the boundary of the component C . The gradient magnitude is chosen as the weight of each pixel. Hence, the weight of a blob is defined to be the average weights of the pixels along the object boundary. The weight is expected to be proportional to the blobs saliency. Let C (t) be a component that corresponds to an object. Its weight is expected to be the maximal weight among the weights of all the clusters that are not disjoint to C (t) . Any connected component C (t) satisfies one of the following: C (t) ∩C (t) = or C (t) ⊆ C (t) and then t t, or C (t) ⊆ C (t) and theñ t t. The weight function w(c t ) is expected to have local maximum at values of t that correspond to the binary image I (t) that contains the object.
The weight which is assigned to each pixel, in the input image I, is a measure of edge saliency. In particular, pixel that resides on an edge gets higher weight than a non-edged pixel. The magnitudes of the gradients of I are used for the pixel weight calculation. The approximation of the gradient vector in a pixel (u,v) is given for 1 u, v N − 1 by
where f (u, v) is the gray level of the pixel in column u and row v in image I. For a given pixel
The weight of a given blob C is then defined by
where jC is the set of boundary pixels of the component C and |jC| is the size of this set. A pixel q is defined as a boundary pixel of the connected component C if it belongs to C and at least one of its four nearest neighbors does not belong to C. Let p be a pixel that is united with the connected component C. Let C be the result of the union between C and {p}. The weight of C is computed by
where s(C) is the number of pixels in C. It is clear that the set {q|q ∈ jC and q / ∈ jC } is composed only from pixels that are the nearest-neighbors of the pixel p. Therefore, only a constant number of operations are required to compute q∈jC and q / ∈jC w(q). The same is true for the compution of w(C ).
A graph of the weight function (Eq. (3)) that corresponds to object (2) in Fig. 3a is presented by Fig. 4 .
Note that the weight of the union of a connected component C with a component that is composed of a single pixel is also computed in a constant number of operations. If an examined blob O corresponds to a connected component C (190) . Notice that blobs and in (a) spread-out as t increases. Fig. 4 . The weight function which corresponds to object 2 in Fig. 3 . The local maximum is achieved at threshold t = 142.
in the binary image I (t) then its gray levels must differ from the gray levels of its local background. From the definition of the function w(c t ) at threshold t, if w(c t ) reaches a local maximum att then the blob O is salient related to its local background. Thus, the combination of connectivity and gradients along the boundary of a connected component is a reliable indication for the significance of the given blob. However, an implementation of the above with an exhaustive search through all the connected components in all {I (t) }, t = 0, 1, . . . , G − 1 is not practical in terms of time computational. A more efficient search is needed. For this task a Union-Find data structure that handles Set Disjoint structure [23, Chapter 22] is used. The construction and analysis of all the connected components through G gray levels is accomplished in worst case time complexity of O( (n, n)n) where (n, n) is the inverse of the Ackerman function [23] , and n is the number of pixels in image I (see complexity analysis in Section 4.2).
Notation and implementation
The implementation (see Appendix A) of the blob extraction with its associated data structures that are needed for the match analysis step is described next. We apply four times the blobs extraction process on each of the two input images I 1 and I 2 and their negatives I 1 and I 2 . Its application on the original images extracts the dark blobs relative to its surroundings while its application on the negative extracts the bright object. The outputs from the blob extraction are represented by four lists of objects: SOL 1 , SOL 1 , SOL 2 and SOL 2 where
. Denote by SOL (1) the list SOL 1 ∪ SOL 1 , and similarly by SOL (2) where i, i = 1, . . . , m 1 + n 1 is its index in SOL (1) . O (2) i is an object from SOL (2) where i, i = 1, . . . , m 2 + n 2 is its index in SOL (2) . The lists SOL (1) and SOL (2) contain all the candidates to be classified as objects of change that exist in image I 1 and I 2 , respectively.
Our assumption is that each object of change exists in one of the four lists of objects SOL 1 , SOL 1 , SOL 2 or SOL 2 . The objects in each of the four lists are disjoint, but there might be a pair of connected components from SOL 1 and SOL 1 (and similarly from SOL 2 and SOL 2 ) with non-empty intersection. The idea is to find for each object in SOL (1) a matched object in I 2 , and then for each object in SOL (2) a matched object in I 1 . An example for the outputs from the blobs extraction is given in Fig. 5 where each image (a-d) represents one list of objects. Fig. 1 . The extracted blobs are bounded by white curves. The blobs that were extracted correspond to a certain set of parameters in order to restrict the number of potential objects of change (e.g. the maximal object's size in pixels was chosen to be 200 and the minimum object saliency was chosen to be 50 from the range 1-255). (a) The objects from the list SOL 1 of I 1 (the negative of I 1 ), (b) the objects from the list SOL 2 of I 2 (the negative of I 2 ), (c) the objects from the list SOL 1 of I 1 and (d) the objects from the list SOL 2 of I 2 .
Matching analysis
The presented algorithm is composed of two main steps. First, we extract all the objects from both input images and their negatives, and then a matching analysis is performed. In an ideal situation where noise or luminance differences are not present in the images, each pixel of O (1) i i =1, . . . , m 1 + n 1 has a corresponding pixel in O (2) j j =1, . . . , m 2 +n 2 with identical coordinates. However, as mentioned, the inputs for change detection applications may have significant level of noise, and so, its may be interpreted as structural changes between the images. Since, the blobs extraction process is based on connectivity between gray levels, it is not realistic to anticipate that objects, which exist in both images, will have the same exact boundaries (see Fig. 6 ).
Therefore, the matching analysis step is performed between each object and its corresponding location in the compared image rather than with its corresponding object in the compared object list. This ensures that a change in the graylevel surface due to noise from the capturing device, which may affect the quality and performance of the blobs extraction process, will not affect the matching process between objects.
Matching analysis-based objects' saliency
The process that measures the match among objects in SOL (1) and objects in I 2 is described next. The same procedure is applicable for measuring the match among objects in SOL (2) and objects in I 1 . As was mentioned, match that is based on the location of the objects in both lists is insufficient to determine if a given object is a change. However, only if objects from both images were extracted with the same exact coordinates (they are overlapped) then we can consider them to be the same objects. We use this argument before the match analysis is invoked in order to decrease the Fig. 6 . Noisy registered images that were captured at different periods of the day. The yellow curve in image (a) represents a single object taken from SOL 1 . The red curve in image (b) represents a single object taken from SOL 2 and the yellow curve behind it is the object that was detected in (a). Noise and local differences in illumination between the images caused that the same objects from both images do not extracted with the identical boundaries.
number of objects that participate in the matching process. Finding the objects that entirely overlapped each other is less expensive than calling the matching analysis process (a comprehensive complexity analysis will be discussed in Section 4.2). Therefore, the following matching process deals with all the objects in the lists, which do not have corresponding objects with the same overlapped coordinates in the objects list from the other image.
According to the blob definition (Section 2.1), a given object in the SOLs lists have to be conspicuous relative to its surroundings. In order to measure how much the object is conspicuous we define its saliency measure (SM). The saliency measure is based on gradient magnitudes of the gray levels, which are less sensitive to luminance changes than the gray levels. It is calculated as a function of the magnitudes of the gradients of its boundary pixels as follows. The saliency of an object O (1) i , i ∈ 1, . . . , m 1 + n 1 , with boundary jO (1) i in I 1 is defined to be
where |jO (1) i | is the number of boundary pixels, ∇I 1 (x, y) is the gradient vector of the image I 1 at pixel (x, y) and |∇I 1 (x, y)| is its magnitude. In addition, the saliency measure of an object O (1) i , i ∈ 1, . . . , m 1 + n 1 in I 2 , denoted by sm(O (1) i , I 2 ), is similarly computed, but the gradient values of the pixels (x, y) ∈ jO (1) i are taken from I 2 . However, it is clear that we cannot use a predefined threshold to determine how much the object has to be conspicuous in both images in order to be considered as a 'no change' object. Objects that exist only in one image may be located in strong textured regions, and thus, it produces high level of saliency where the object is located in both images (see Fig. 7) . Moreover, such a predefined threshold requires having prior information on the captured images. Instead, we define a new saliency relation (SR) measure of a given object
is contained in SOL (1) . The saliency ratio of O (1) i is defined to be a ratio between sm(O (1) i , I 1 ) and sm(O (1) i , I 2 ) as follows:
Then, we argue that only if the SR of a given object O ( 
1) i
in SOL (1) yields high value we can determine that O ( 
is an 'object of change', otherwise no reliable decision concerning the object's type ('change' or 'static') can be made (see Fig. 7 ). A high value of SR means that the object's boundary in the compared image does not exist in its original location or does not exist at all. Moreover, if SR is high due to a low value of SM in the compared frame then it is clear that no texture or object edges is visible in this location. In these cases the decision whether an object is considered an 'object of change' is obvious. Therefore, the next section deals with a case where SR ≈ 1. Such a case may occur when the corresponding location of the blob, in the compared image, is characterized by a non-homogeneity or noisy background (see Fig. 7b ). Thus, both sm(O (1) i , I 1 ) and sm(O (1) i , I 2 ) are high and their ratio (SR) decreases. Therefore, an analysis of the gradient distributions is required.
Gradients distribution analysis
Due to the fact that SM is based on the derived images, it is considered to be insensitive to noise and luminance changes. In addition, when the SR of a given object is sufficiently high, we consider the object as 'object of change'. Otherwise, we have to differentiate between two different situations as this section describes.
The examples I 1 and I 2 in Fig. 8 demonstrate a syntactic situation, which roughly simulate "real" occurrences taken i . I 2 contains several objects. O (2) j is a single object that is overlapped with the upper area of O (1) i . O (2) k represents nine objects, of which some of them are overlapped with the lower area of O (1) i .
from Fig. 7 . I 1 in Fig. 8 contains an 'object of change' O (1) i , whose boundary coordinates share more than 70% of the pixels of O ( 
2) j
and O (2) k (O (2) k , k = 1, . . . , 9 is a set of nine objects in I 2 ). Let us examine the comparison between I 1 relative to I 2 ( "relative" means that we search for new objects in I 1 that do not appear in I 2 ). The saliency sm(O (1) i , I 1 ) is expected to be high because it was extracted as a significant blob. However, the saliency sm(O (1) i , I 2 ) is also expected to produce high value since |jO (1) i ∩(jO (2) j ∪ jO (2) k )| ≈ 0.7|jO (1) i |. In this case (Fig. 8) , the SR of O (1) i is low even though O ( 
1) i
is an 'object of change'. A matching criterion that is based only on saliency measure may lead to a wrong classification of O (1) i as a 'change' when the SMs are similar. In other words, the SR provides a reliable indication ('change' or 'static') only when it produces high value.
Therefore, when the SR value is low, analysis of the gradients vector distribution has to be considered to handle more complex background environments. A gradient distribution of a given object reflects its internal gray level structure relative to its surrounding. Thus, it is expected to have different distribution of gradient magnitudes along the boundary of different objects (see O (a) j in Fig. 7) . On the other hand, boundaries of similar objects that were taken from similar backgrounds are expected to have similar gradient magnitudes distribution.
The saliency of an object O i is determined according to the magnitude of this boundary pixel. Denote boundary pixel number j of jO i by f (O i , j), j = 1, . . . , |jO i | where f is the gradient magnitude. We claim that f (O i , j) contains the required information that is needed to reach a decision whether the given object exists in the other image. The saliency measure (Eq. (4) shown in Fig. 9 , which describes f (O (1) i , j) and f (O (2) i , j) ( Fig. 9a and b , respectively) of a given 'object of change' as a function of j, j = 1, . . . , |jO i |. The saliency measures of f (O (1) i , j) and f (O (2) i , j) gradients vector are similar since they both have the same average.
Hence, we define a gradient distribution measure as an indication whether the gradients along the boundary are uniformly distributed.
Assume |jO (1) i | = n. Let {j 1 , . . . , j m } be the indices of the pixels in jO ( 
with gradient magnitudes greater than the MIN_WEIGHT (see Appendix A) threshold used by the Blob Extraction algorithm. MIN_WEIGHT is an experimental value of gradient magnitude of a pixel to be considered as salient. Then, the indices of the m pixels, {j 1 , . . . , j m } should be spread along the whole contour. If the number of "salient pixels", m, is less than half the boundary pixels n, then the object O (1) is not considered as a potential candidate for an object of change.
Let
and
It is clear that for each k, P k ∈ [1/n, 1] and
be the entropy of P 1 , . . . , P m . The maximal computed entropy that is reached when P k , P k ∈ [1/n, 1] are uniformly distributed. Let
be the maximal entropy. When there are more P k , which are uniformly distributed, we get a higher gradients distribution values and it is denoted by
where m/n 0.5. Usually it is impossible to determine how the gradient vector should be distributed without a prior information, but we argue that this information is not required since we are motivated to determine whether the objects' distributions are similar in both images instead of characterizing the objects. Therefore, we calculate the relation distribution (DSR) of dst(O (1) i , I 1 ) and dst(O (1) i , I 2 ) that will indicate their boundaries dissimilarity:
As mentioned, this calculation is required only if the saliency relation SR
is low. To estimate how "low" the saliency relation still enables to perform a DSR means that we have to establish a predefined threshold. only if the saliency measured was computed on two different boundary distributions. The indication whether a 'change detection' of a given object in I 1 occurs also in I 2 is given by
where m 1 and m 2 are the number of salient boundary pixels in O ( 
and O (2) i , respectively. We apply Eq. (8) for each object i in SOL 1 to determine whether objects exist in I 1 and not in I 2 . To obtain the objects of change that exist in I 2 and not in I 1 we apply
for each object i in SOL 2 .
Implementation and complexity
In this section we present a detailed description of the algorithm, including the step implementations of the main process follows with time complexity analysis.
Implementation
Input: I 1 and I 2 are the input pair of registered gray-level images. I 1 and I 2 are their negative images. is set to be 2.5 (see Section 5.4).
Output: SOL (out) final list of 'objects of change'. It is initialized to be an empty list. Process 1. Apply the blobs extraction algorithm (Section 2) on the images I 1 and I 1 in order to get the output lists of objects, SOL 1 and SOL 1 , respectively. Denote the union SOL 1 ∪ SOL 1 by SOL (1) . Similarly, construct the list SOL (2) . 2. For each object O (1) (2) j be the object in I 2 that contains the pixel p. (1) i is entirely overlapped by an object O (2) j we consider O (1) i to be inI 2 . (1) i , I 1 ) and sm(O (1) i , I 2 ) and also dst(O (1) i , I 1 ) and dst(O (1) i , I 2 ), using the contour following algorithm [24, Chapter 9.5].
If the object O

Else compute sm(O
If CD
O (1) i
< then the object O (1) i is not an object of change.
Else (CD O (1) i
) O (1) i is an object of change, insert O (1) i into SOL (out) .
Repeat step 2 for each object O (2) i
in SOL (2) , while replacing the roles of image I 1 with I 2 .
Complexity analysis
The overall time complexity of the algorithm is almost linear in the image size, n. It is O(n (n, n) ) where (n,n) is the inverse of the Ackermman function [22, Chapter 22] , which is almost a constant.
Following is the time complexity analysis of each of the three steps in the algorithm. The numbers correspond to the step numbers that appeared in the pseudo-code description.
The construction of each of the four SOL lists takes
O(n (n, n)) operations in the worst-case, where (n, n) is the inverse of the Ackermman function. Therefore, the worst-case time complexity for the creation of SOL (1) and SOL (2) is O(n (n, n)). Discussion of the complexity for connectivity analysis along gray level-based technique is given in Ref. [22] . 2. As shown in step 1 of the complexity analysis, the computations related to all the objects in SOL (1) and SOL (2) , are linear in the total number of pixels in all the objects of both lists. Since the union of all the objects in one image is not bigger than the image size, the time complexity of all the iterations of this step is O(n). Here is a detailed description of the time complexity for all stages in this part:
2.1. Given a pixel p, the object that contains it can be found in O(1) operations by keeping an array of n entries such that entry i points to the pixel who is the head of the class. 2.2. In order to find the percentage of matched pixels between two objects, a single pass on both of them is required. This pass is linear in the number of pixels of the object. Each object is represented by a pixel that functions as a "head of class", which is part of the Disjoint-Sets data structure. The list of all the pixels that compose an object can be found by applying the BFS [22, Chapter 23] on the image that contains the object. Hence, the worstcase complexity of this pass is also linear in the number of pixels of the object. 2.3. The boundary of each object is extracted by a single pass on the boundary pixels, using the contour following algorithm [24, Chapter 9.5] . It requires a pixel that is known to reside on the boundary. Such a pixel is attached in advance to each object, as part of the output of the blob extraction algorithm (Section 2). Then, the worst-case time complexity for computing the saliency/distribution measure of the object O (1) i in the image I 2 is linear in thenumber of boundary pixels.
3. As in part 2, the worst-case time complexity is O(n).
Experimental results
In this section we present three examples that illustrate different steps of the algorithm. The first example (Section 5.1) presents the output of the blobs extraction algorithm and the final result from the matching analysis. In Section 5.2 we demonstrate the matching analysis results of the potential object followed by the algorithm output. Section 5.3 demonstrates how the algorithm operates on two input images that were captured from a long distance, and suffer from atmospheric turbulences. A statistic tests for parameter as a function of miss detections and false alarms are given in Section 5.4. Fig. 10 presents the input of two registered gray-level images that were captured in different periods of the day by an infrared device. Image I 1 contains two objects (bus in the bottom and another vehicle in the top) that are not contained in I 2 . Image I 2 contains also two objects (vehicles in the top and in the middle) that are not contained in I 1 . The four potential 'objects of change' are surrounded by red circles.
Example I
The absolute differences between I 2 and I 1 , I (abs) (x, y)= |I 1 (x, y) − I 2 (x, y)| (see Fig. 11 ), demonstrates the noise and the differences in illumination between the images in Fig. 10 . As seen there are many similar regions in Fig. 11 Fig . 11 . The absolute differences between images I 1 and I 2 in Fig. 10 .
that have high absolute difference values that are caused by changes in illumination or noise.
The output from the application of the blob extraction algorithm is presented in Fig. 12 . It was applied only on the original source images I 1 and I 2 . The blobs extraction outputs from the negative images I 1 and I 2 are irrelevant in this example since the four 'objects of change' have already been extracted from the source images. Fig. 12 displays the two lists SOL 1 and SOL 2 of significant objects and they are surrounded by red contours.
Despite the fact that several boundaries of objects (extracted by the blobs extracted step) in I 1 and I 2 are not similar (see Fig. 13 ), the matching analysis produces similar values of CD O the rest of the objects. Thus, they were extracted as the 'objects of change'.
Example II
Fig. 14 presents two noisy inputs of registered images that were captured in different periods of the day. Both images are poor quality, with significant differences in illumination.
The blob extraction output for this example is presented in Fig. 15 . It was applied on the four images I 1 and I 2 (taken from Fig. 14) , I 1 and I 2 (their negatives) and produced the lists SOL (1) and SOL (2) . The lists SOL (1) and SOL (2) are shown in Fig. 15a and b , respectively, where each object is outlined by a red curve. As shown in Fig. 15a , the three 'objects of change' that were outlined in I 1 (Fig. 14) were extracted by the application of the blobs extraction step and are part in the object list SOL (1) . Similarly, the single object of change that was outlined in Fig. 14 I 2 is now a part of SOL (2) .
The matching analysis (Section 3) of the SOLs above (see Fig. 15 ) is performed. After matching the locations of the extracted blobs only few objects were found to have overlapped coordinates to declare them as matched objects. These objects were removed from the SOLs list without performing the matching analysis. However, those that remained in the SOLs list were analyzed in the matching phase. The matching results are shown in Fig. 16 , where the x-axis is the object indices remains in SOL (1) and in SOL (2) . The y-axis represent the CD outcome of each object in SOL (1) and SOL (2) .
The output after the application of the matching phase is presented in Fig. 17 . The four 'objects of change', which remain in the SOLs list, are marked by the yellow curves. The matching analysis of the four 'objects of change' (see value (around factor of three) than the rest of the objects. Fig. 18 presents two input frames, where the camera is very distant from the objects. These images suffer from turbulence effects, which reflect as locals distortions of the image surfaces. Image I 1 in Fig. 18 contains a single object, which is the vehicle (seen as a white blob) that is shown in I 1 and does not exist in I 2 . It is marked by a red circle. In this example, there are no 'objects of change' in I 2 that do not exist in I 1 .
Example III
The output from the blob extraction in this example is presented in Fig. 19 by the two object lists SOL (1) and Fig. 18 . Pair of registered gray-level input images that were captured from a very long distance in different periods of the day. Image I 1 contains one object which does not exist in I 2 . Fig. 19 . The red contours mark the objects boundaries of SOL (1) and SOL (2) . Fig. 20 . The significant peak corresponds to the vehicle that appears only in one of the two input images in Fig. 18 . SOL (2) . Each boundary of object is marked by a red curve. The 'object of change' is pointed by the yellow arrow. Fig. 20 shows sixty objects that remain after removing the overlapped objects. The x-axis represents ith object in SOL (1) . The y-axis represents the CD The algorithm output is presented at Fig. 21 . The 'object of change' that remains in the SOL list after the matching phase completed (which is the object that obtained the highest CD value, see Fig. 20 ), are outlined by the red curve on its boundary.
Summary
We tested the application on a data base of 112 image pairs (that is, 224 images). The total number of objects of change was 287. Minimal object size was 30 pixels. We summarized the number of detections and false alarms as a function of the parameter Table 1 . 
Summary and discussion
In this paper we presented an efficient and robust algorithm to perform change detection between a pair of registered gray-level images under severe noise and differences in the illumination between them. The output of the algorithm is a set of connected components, where each component is an 'object of change', which is a significant blob that exists in only one of the two images. Our algorithm contains two main steps. The first is constituted of the blob extraction algorithm, based on connectivity analysis along gray level that extracts significant blobs in both images. In the second step, each blob from one image is searched for a corresponding blob in the other image. Since the two images are assumed to be registered, the corresponding blob is expected to reside in the same location, and to have similar size and shape as the one we try to match. Practically, a blob may have no corresponding blob in the other image, even if the blob is not an 'object of change'. Therefore, a matching analysis was needed. For each object, which remained unmatched, a saliency and distribution of its boundary were measured in both input images. If the product of these measures is sufficiently high, than the object is output as an 'object of change'. The time complexity of the change detection algorithm is almost linear in the image size. Therefore, it is suitable for real-time applications. The examples in this paper demonstrate its robustness even under extreme noise and changes in the illumination.
The following are the main advantages of the proposed method, which achieved as a result of the object-oriented concept.
1. The bound detection of the change object is accurate. Therefore, our method works also for noisy input with very small 'objects of change' (less than 30 pixels). 2. The input images can contain several 'objects of change' with a considerable difference in their sizes. It stems from the fact that our method does not use a window with a pre-defined size, but directly works on the extracted blobs. 3. The detection of change is robust and insensitive to noise as long as the change is a connected component.
