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The present study seeks to demonstrate the use of vibrational thermally assisted laser induced ﬂuorescence of the hydroxyl radical to
obtain planar temperature measurements. This technique utilizes a simple two-level vibrational model to describe the relationship
between the population ratio of excited states and temperature. The quenching to vibrational transfer ratio between the excited states
was used as a calibration parameter to ﬁt the thermally assisted ﬂuorescence measurements to known temperature data. The measure-
ments presented here are from a premixed methane–air ﬂame. A rectangular shaped burner allowed for calibration and comparison of
the thermally assisted temperature results with sodium line reversal data available in literature. Excellent agreement between the two
approaches was achieved for three diﬀerent equivalence ratios. A single calibration was suﬃcient for the range of conditions tested in
the present work. Two detection schemes were also tested, the ﬁrst using the (0–0) and (1–0) vibrational bands and the second substi-
tuting the (0–1) ﬂuorescence in place of the (0–0) band. The weakness of the ﬂuorescence signal from the (0–1) band was very restrictive
to temperature imaging with the current setup. Overall, the applicability of the thermally assisted technique to temperature imaging was
positively demonstrated from this work.
 2006 Elsevier Inc. All rights reserved.


















The modern combustion experimentalist has come to
increasingly rely on laser based diagnostic tools that were
once considered state-of-the-art. These opticalmeasurement
methods oﬀer the means for accurate, non-intrusive mea-
surements with excellent temporal and spatial resolution.
Practical combustion systems are harsh environments with
turbulent quantities that vary with space and time, and
as such present many unique challenges to the researcher.
Analyzing this complex interplay of chemical and physical
mechanisms often requires simultaneous measurement of
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E-mail address: metin@uwaterloo.ca (M. Renksizbulut).species concentration, and ﬂow velocity. This requirement,
as well as limitations of cost and experimental complexity,
must all be considered in selecting a laser diagnostic
approach suitable for a speciﬁc application. A large body
of research has accumulated to date covering the vari-
ous laser diagnostic approaches and their applicability in
measuring these fundamental quantities under diﬀerent
conditions.
Temperature plays a critical role in understanding a
combustion process. It is intimately tied to the chemical
kinetics, pollution and soot formation, energy release rates,
and overall combustion eﬃciency. Accurate temperature
measurements are necessary for fundamental research
in validating theoretical and numerical models, as well as
for applied combustion diagnostics. Thermocouple probes
have been utilized for temperature measurements for many

















































































Anm spontaneous emission rate constant from energy
state n to m
DEnm energy diﬀerence between energy states n and m
Fnm ﬂuorescence collected from the transition be-
tween states n and m
k Boltzmann constant (1.38 · 1023 J/K)
n number of data points
Nn population density of energy level n
Q quenching rate constant
T temperature
v vibrational quantum number
Vf laser focal volume
Vnm vibrational transfer rate constant from energy
state n to m
Greek symbols
e light collection eﬃciency
g optical quantum eﬃciency
/ mixture equivalence ratio
X solid angle of collection
Acronyms
SLR sodium line reversal
SNR signal to noise ratio
THAF thermally assisted ﬂuorescence
VET vibrational energy transfer
RMS root mean square
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them indispensable tools to the experimentalist. However,
thermocouples suﬀer from a range of inaccuracies inherent
to their intrusive nature. Placing a foreign object into a
reactive ﬂow serves to introduce thermal mass and ﬂow
perturbations, thus disturbing the chemistry and physics
dictating the very property being measured. In contrast,
laser based methods not only provide a non-intrusive
means to measure temperature, but also oﬀer a number
of other advantages. Depending on the individual tech-
nique, laser techniques oﬀer the potential for single shot,
two-dimensional measurements capable of resolving turbu-
lent information. Most attractively, if the temperature
measurement can be made in conjunction with a second
quantity such as species concentration from a single laser
pulse, this is of considerable interest for improved turbu-
lence modeling.
A number of laser techniques have been developed that
are applicable to temperature measurements. They are
generally divided into two major groups, depending on
whether the resulting signal is coherent or incoherent.
Coherent techniques such as degenerate four wave mixing
and coherent anti-stokes Raman spectroscopy (CARS) pro-
duce superior signal to noise ratios but tend to be quite
experimentally complex. Incoherent approaches such as
Rayleigh scattering, linear Raman scattering, and laser
induced ﬂuorescence (LIF) produce a scattered signal from
the interaction of the laser source with the reaction zone
constituents. Despite the greater susceptibility to back-
ground noise, the advantages of incoherent techniques
make them the method of choice in many applications.
They are comparatively simple to understand and operate
and are easily adapted to two-dimensional imaging with a
laser sheet and high-speed camera. Rayleigh scattering pro-
duces an elastically scattered signal that is proportional to
total number density, which can then be related to temper-
ature through the ideal gas assumption. Two-dimensional
Rayleigh temperature imaging has been demonstrated in a
number of applications but is limited to low particulateE
D
P
Renvironments where Mie scattering will not cause interfer-
ence concerns [1,2]. Linear Raman scattering has also been
applied to planar temperature imaging but presents unique
diﬃculties due to much lower signal levels [3]. Combining
Rayleigh and Raman images to produce a single averaged
temperature map has been shown to produce good agree-
ment with numerical results [4].
Arguably the most successful incoherent technique, laser
induced ﬂuorescence (LIF) has emerged as an important
tool for the combustion researcher. The ample ﬂuorescence
signal allows for the detection of minor species and volatile
radicals such as OH present in low concentrations. Thus,
planar imaging of the OH radical concentration is quite
common to experimental combustion research as it serves
as a key reaction zone marker and produces suﬃcient sig-
nal for single shot planar measurements useful in turbulent
studies [5]. In addition to temperature measurement to be
detailed shortly, planar laser-induced ﬂuorescence (PLIF)
has also been used for measurements of velocity and pres-
sure ﬁelds, indicating its versatility [6].
Thermometry using PLIF has been demonstrated in a
number of combustion applications with a variety of seeded
and naturally occurring species, mainly using the two-line
approach [7–10,30]. In order to capture a temperature
image in a non-steady ﬂame using this method, two lines
are pumped using two laser sources with pulses separated
in time by an amount less than the smallest turbulent ﬂuc-
tuations. The ratio of the two resulting ﬂuorescence images
is then used to produce the ﬁnal temperature map. Two-line
LIF thermometry has the advantage of limiting the inﬂu-
ence of variations in ﬂuorescence yield by selecting the laser
pump lines such that the indicator species is excited to the
same upper energy level by each laser pulse. However, this
is not always feasible as the selection of the excitation lines
is mainly governed by the energy separation required for
adequate temperature sensitivity and the transitions avail-
able for the particular species being targeted [7]. In addition,
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the price of signiﬁcant experimental complexity. The use of
two laser sources requires two cameras gated to each laser
pulse to capture the ﬂuorescence signals, each of which
must be calibrated for diﬀerences in laser pulse energy
and camera response. Therefore, with the requirement of
two laser sources, two intensiﬁed cameras, and a system
to monitor laser sheet intensity, this technique can become
a costly and elaborate addition to a combustion research
project.
In comparison to two-line ﬂuorescence, thermometry
using thermally assisted ﬂuorescence (THAF) is simpler
but has received less attention due to its reliance on upward
collisional energy transfer. Both two-line and THAF ther-
mometry measure the excited state ﬂuorescence intensities,
but the former relates the ﬂuorescence to temperature
through a Boltzmann distribution of ground state popula-
tions while the latter relates the distribution of excited
quantum states to temperature. THAF uses a single laser
source to populate an excited state, and collisional transfer
then distributes that population among other excited
energy states. For molecular THAF, this means a distribu-
tion between rotational states within the vibrational level
and among other vibrational levels within the electronic
excited state. Following redistribution, the spontaneous
emission from two or more of these energy levels can be
related to temperature.
A number of authors have used THAF for point tem-
perature measurements with promising results [11–19].
Zizak and Winefordner [11] and Elder et al. [12] measured
temperatures from the thermally assisted atomic ﬂuores-
cence of seeded thallium. Similarly, Joklik et al. [13]
reported temperature measurements using ﬂuorescence
from seeded gallium atoms. The work of these authors
demonstrated that a partial Boltzmann distribution is
generally achieved in collisionally excited energy levels that
are removed from the laser populated state. This yields a
simple Boltzmann temperature relation that holds true,
providing the rates of vibrational transfer between these
states are much higher than the quenching transfer out of
them. More commonly, thermally assisted molecular ﬂuo-
rescence of the hydroxyl radical (OH) has been selected
as a temperature indicator. OH has several advantages that
make it a popular choice. Since it is one of the more plen-
tiful minor species and plays a large role in the combustion
chain reactions of hydrocarbon fuels, it has been studied
extensively. This means that ﬁrst, OH spectroscopic infor-
mation is readily available, and second that OH–THAF
would be an ideal extension to an existing experimental
setup, permitting simultaneous OH concentration and
temperature measurements. These observations, and the
troublesome nature of seeded ﬂows, make the naturally
occurring OH radical a common selection for ﬂuorescence
experiments.
Chan and Daily [14], and Zizak et al. [15] used the
redistribution of OH radicals among rotational energy
states to furnish a temperature dependent ﬂuorescence sig-







based on a partial Boltzmann distribution of collisionally
populated rotational states. A simpler approach using
the ﬂuorescence from OH vibrational populations was
ﬁrst proposed by Crosley and Smith [16]. Instead of
resolving rotational transitions, their analytical treatment
generated a two-level model relating temperature to the
population ratio of the ﬁrst two vibrational states within
the A2R excited manifold. However, since this model relies
on the ﬂuorescence from a laser-populated state, this
introduces the need to account for the non-Boltzmann
character through a collisional energy term. They calcu-
lated this term using vibrational and quenching cross sec-
tions of the various combustion constituents taken from
low pressure, room-temperature experiments. Despite
promising results, this work highlighted a weakness in
accurately accounting for the quenching eﬀects by analyt-
ical means.
Noting the simplicity of the method and the applicabil-
ity to planar imaging, Dyer and Crosley [17] re-examined
the use of the OH vibrational model proposed by Crosley
and Smith [16]. This work sought to develop a method to
accurately account for collisional eﬀects that posed the
earlier diﬃculty. First, they attempted to measure the
collisional terms through vibrational down transfer exper-
iments but found that this produced unrealistic tempera-
tures. However, by accounting for the collisional eﬀects
through calibration with measured thermocouple values,
excellent agreement was achieved. Despite their original
intent, the authors did not feel that the method was suﬃ-
ciently grounded to proceed with temperature imaging.
Therefore, to further this work, Joklik [18] published a
comprehensive examination of the applicability of OH
vibrational THAF to a variety of combustion conditions.
Using three diﬀerent fuel types and by varying the equiva-
lence ratio of each, this produced a ﬂame temperature
range between 1700 K and 2700 K. Collisional transfer
rates were modeled numerically as well as calculated
through a calibration at sodium line reversal temperatures.
The detailed nature of this study gave legitimacy to the OH
vibrational THAF method and established the basis for the
current work.
Although some have commented on the possibility of
extending THAF to planar temperature imaging, all the
work outlined thus far has been single-point temperature
measurements. It would appear that the only exception
to this is the work of Burket et al. [19] who successfully
used vibrational THAF of formaldehyde to obtain low
temperature images of a self-igniting, n-decane droplet.
Considering the applicability to two-dimensional imaging
as demonstrated chieﬂy by the work of Joklik [18] and
the experimental simplicity of using a single laser source,
there is certainly suﬃcient motivation in seeking to develop
the thermally assisted method beyond point temperature
measurements. With this in mind, the current research
aim was to demonstrate the feasibility of using OH vibra-
tional THAF to obtain two-dimensional temperature data























































































Fig. 1. Thermally assisted ﬂuorescence process.
Fig. 2. Rate balance applied to the v 0 = 1 vibrational level.
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2. Theory and background
The basic premise of any laser-based measurement strat-
egy is to formulate a set of equations that model the behav-
ior of an atom or molecule under laser excitation, and to
relate this behavior to the quantity being measured. There-
fore, each theoretical model will be tailored to suit the par-
ticular application of laser induced ﬂuorescence. While each
approach is unique, there are also similarities between the
diﬀerent LIF theoretical treatments. Most models employ
a steady state assumption, which assumes that the popula-
tion of a given level can be determined by balancing the
rates of transfer in and out of that level. This results in an
equation that relates the observed ﬂuorescence to the undis-
turbed population distribution for temperature or number
density. Thermally assisted ﬂuorescence is distinctive in that
it does not rely on the temperature dependency of the
ground state distribution but uses the collisional dynamics
of a laser excited atom or molecule to obtain the tempera-
ture measurements. The simplest model is the two-level
vibrational model introduced by Crosley and Smith [16].
Coincidentally, it is also the approach that is most applica-
ble to planar measurements. Joklik [18] demonstrated this
by using bandpass ﬁlters to optically integrate the collected
vibrational thermally assisted ﬂuorescence. Therefore, this
model was used in this work to relate the observed ﬂuores-
cence intensities to temperature.
Vibrational thermally-assisted laser induced ﬂuorescence
is most plainly explained as a three-step process. First,
the OH molecules are excited from the v00 = 0 vibrational
level of the ground X2P state to the v 0 = 0 vibrational
level of the A2R state by tuning the laser to a selected rota-
tional transition. Secondly, vibrational energy transfer
(VET) promotes a fraction of the excited population from
the v 0 = 0 to the v 0 = 1 level. Lastly, the spontaneous emis-
sion from each of these levels is simultaneously recorded
and related to temperature. These three steps are shown
in Fig. 1.
To formulate the temperature relation following the
treatment of Crosley and Smith [16], a steady state rate bal-
ance is applied to the v 0 = 1 vibrational level as shown in
Fig. 2:
V 01N 0 ¼ ðV 10 þ A1 þ Q1ÞN 1 ð1Þ
where V01 is the upward vibrational transfer rate and V10 is
the downward vibrational transfer rate between the two ex-
cited vibrational levels. Any other energy loss is contained
in the rate Q1 which represents the rate of quenching to all
other levels. A1 and A0 are the rates of spontaneous emis-
sion, and N1 and N0 are the populations at v
0 = 1 and
v 0 = 0 respectively. Upward vibrational transfer can then
be related to the downward vibrational transfer through
detailed balancing:
V 01 ¼ V 10 expðDE10=kT Þ ð2Þ
where k is the Boltzmann constant, T the absolute temper-
ature, and DE10 the energy diﬀerence between excitedvibrational levels. If A1 is taken as orders of magnitude
smaller thanV andQ in Eq. (1), it can eﬀectively be ignored.
Substituting Eq. (2) into (1) then yields:
T ¼ DE10=k
ln½ð1þ Q1=V 10Þ  ðN 1=N 0Þ
ð3Þ
Therefore, with the knowledge of the ratio of populations
in the ﬁrst two vibrational levels and the quenching to
vibrational transfer ratio out of v 0 = 1, the temperature
can be determined. A signiﬁcant advantage to this method
is that only the relative vibrational populations are needed.
Thus, since THAF uses a single laser source, this negates
the need to account for laser sheet intensity variations. In
the present study, an image splitting arrangement was used
to capture the two ﬂuorescence images using a single cam-
era, thereby reducing the need for optical calibration as
well. This can be shown by considering the equation for
the ﬂuorescence collected from a given transition (n–m)
[20]:
F nm ¼ geV f X
4p
AnmNn ð4Þ
Since both ﬂuorescence signals are collected on a shot-by-
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collection eﬃciency e, the quantum eﬃciency g, laser focal
volume Vf and the solid collection angle X need not be
known explicitly. Thus by substituting Eq. (4) into the pop-
ulation ratio in Eq. (3), the temperature can be expressed in
terms of the measured ﬂuorescence:
T ¼ DE10=k
ln 1þ Q1V 10
 
 F 1jF 0i
 
 A0iA1j
 h i ð5Þ
where F0i and F1j are the ﬂuorescence signals from the ﬁrst
two levels of the A2R excited state to levels i and j of the
X2P ground state. There are a limited number of vibra-
tional transitions that are practical to furnish the ﬂuores-
cence ratio in Eq. (5). The ﬂuorescence from the (1–0)
vibrational band is the optimal choice to measure the pop-
ulation of v 0 = 1 since it is the most intense transition from
this level and is well removed from the pump wavelength,
thereby eliminating any interference issues. For the popula-
tion of v 0 = 0, the (0–0) band is an excellent option since it
is the strongest vibrational transition of OH. However, in
highly particulate environments, scattering interferences
of the laser pump wavelength can overcome the ﬂuores-
cence from this band. In addition, the (0–0) band has a
greater susceptibility for self-absorption. One alternative
is to use the ﬂuorescence from the (0–1) vibrational band.
Unfortunately, this band is signiﬁcantly weaker than the
(0–0) band, which is an important consideration for two-
dimensional measurements where ﬂuorescence intensity is
at a premium.
The population ratio was obtained by optically integrat-
ing the ﬂuorescence from the selected vibrational bands
and using the corresponding spontaneous emission coeﬃ-
cients A0i and A1j tabulated by Luque and Crosley [21].
However, due to the broadband collection approach that
was employed, there are other OH vibrational bands
that will interfere with the ﬂuorescence signal from the
desired transition. The (0–0) and (1–0) vibrational bands
are overlapped primarily by the (1–1) and (2–1) vibrational
bands respectively. To subtract the contribution of these
unwanted bands based on the intensity of each pixel, the
iterative method proposed by Joklik [18] was employed.
This method is most simply explained in a three-step
process:
1. The magnitude of the (1–1) contribution to the (0–0)
band is estimated using the (1–0) ﬂuorescence signal.
Since the (1–1) and (1–0) bands originate from the same
level, simple algebraic manipulation of Eq. (4) yields an
expression of the (1–1) ﬂuorescence in terms of the (1–0)
ﬂuorescence:
F 11 ¼ A11ðF 10=A10Þ ð6Þ
This initially assumes no contribution of the (2–1) band.
2. The magnitude of the (2–1) ﬂuorescence intensity is esti-
mated by applying a population balance to the v 0 = 2








ln½ð1þ Q2=V 21ÞN 2=N 1
ð7Þ





An initial temperature must be assumed at the start of
the iteration, and the values of Q2/V21 and Q1/V10 are
assumed equal.
3. The ﬂuorescence estimates of the (2–1) and (1–1) are
subtracted from the (1–0) and (0–0) respectively, and a
temperature is calculated from Eq. (5). The process is
repeated until the temperature converges.
The validity of detailed balancing applied to vibrational
levels via Eq. (2) is cause for some debate [16,17]. A con-
stant vibrational energy transfer rate Vnm and energy spac-
ing DEnm assumes that the signiﬁcance of the rotational
energy level interaction within each vibrational level is
small. The value of Vnm will therefore represent the aver-
aged rate of transfer between the rotational manifolds
contained in vibrational states n and m. However, the
distribution of molecules within the rotational manifold
is not constant with changes to the laser populated rota-
tional level. Although the rotational redistribution within
the v 0 = 0 level will reach an equilibrium shortly into the
laser pulse, it has been shown by Zizak et al. [15] that the
inﬂuence of laser pumping produces an over-population
in rotational states near the laser populated level with
respect to a Boltzmann distribution. Thus it seems intuitive
that if a higher rotational level is populated by the laser,
the overall distribution among rotational states will be
more energetic, thereby producing a greater propensity
for upward vibrational energy transfer to the v 0 = 1 level.
If this is the case, the population ratio N1/N0 that results
from the vibrational energy transfer will not only depend
on the temperature, but also on the rotational transition
that is targeted by the excitation laser. This issue is re-
examined in the current work by pumping diﬀerent rota-
tional lines and comparing the diﬀerence in the vibration
population ratio.
The ratio of quenching to vibrational transfer Q1/V10 is
another important consideration to this theoretical treat-
ment since this value must be obtained before an accurate
temperature can be calculated. As indicated brieﬂy in the
introduction, there are two approaches to calculating these
collisional transfer rates. An analytical approach requires
knowledge of quenching and VET cross sections, relative
velocity (temperature), and the number density of colliding
species. Collisional cross section information is available
from a number of diﬀerent sources [18,22–26] and species
concentrations can be estimated for a set of conditions
through a numerical combustion code. The results of such
an analytical treatment in a C2H2/O2/N2 ﬂame presented
by Joklik [18] indicate that Q1/V10 is slightly temperature
dependent, thus producing an approximately linear rise in
values from 0.5 to 0.6 in the 1600 to 2600 K temperature









































































6 C. Copeland et al. / Experimental Thermal and Fluid Science xxx (2006) xxx–xxx
ETF 6801 No. of Pages 16, Model 5+




through calibration at a known temperature value. Consid-
ering the eﬀort and uncertainties associated with calculat-
ing these rates analytically, this experimental method is
quite straightforward. By measuring the ﬂuorescence ratio
at a location where temperature is a known quantity, the
quenching to vibrational transfer ratio can be calculated
by re-arranging Eq. (5). It is important to use reliable tem-
perature calibration data since the accuracy of subsequent
THAF measurements are dependent on this calibration.
Sodium line reversal measurements in a reference ﬂame
studied by Lewis and von Elbe [27] were therefore used
in the present work to calibrate the images via the Q1/V10
term. Since the quenching and VET rates vary with species
concentrations, temperature, and rotational energy, the
range of applicability of a single calibration was assessed
for conditions tested in this work. If the Q1/V10 ratio is sen-
sitive to variations of one or more of these conditions, these
properties must be held constant between the calibration
ﬂame and the desired measurements.
3. Experimental setup
The general experimental setup for obtaining 2-D ﬂuo-
rescence data at two separate wavelengths using a single
laser source and an intensiﬁed CCD camera is shown
in Fig. 3. The laser light was produced by a Lumonics
Nd:YAG pumped dye laser circulating Rhodamine 640
dye in methanol. A frequency doubling crystal reduced
the wavelength to approximately 308 nm needed to excite
a rotational line of OH from the ground v00 = 0 X2P state
to the v 0 = 0 level of the A2R excited state. Vibrational
energy transfer then populated the higher energy levels,
and the resulting ﬂuorescence was passed through a Prince-
ton Instruments beam-splitter to separate the desired
vibrational bands. To circumvent the high signal losses of
band-pass ﬁlters, dichroic beam splitters were used to












transmit or reﬂect, depending on the incident wavelength.
In eﬀect, they acted as both a beam splitter as well as a high
eﬃciency ﬁlter. In order to discriminate between the (1–0)
and (0–0) vibrational bands at 282 nm and 308 nm respec-
tively, the transition from reﬂection to transmission needed
to be quite steep, and centered at 295–300 nm. Since the (0–
1) band was also to be tested in place of the (0–0) band, the
dichroic would also have to transmit up to 360 nm. The
dichroic that best suited these requirements was a Chroma
model Q298lp with a transmission curve as shown in
Fig. 4. The isolation of the (0–1) vibrational band required
the addition of a 10 nm band-pass ﬁlter centered at 345 nm.
The two ﬂuorescence images were incident on a 576 ·
384 pixel Princeton Instruments intensiﬁed CCD camera
ﬁtted with a Nikor f/4.5 105 mm UV lens. Thermo-electric
cooling minimized dark current noise. Camera control was
achieved via a Princeton Instruments FG-100 pulse gener-
ator and ST-130 detector–controller, and the images were
recorded using WinView camera software on a PC. Post-
processing of the ﬂuorescence images was done by a
numerical code, which iteratively subtracted the unwanted
vibrational bands and converged to a temperature value
on a pixel-by-pixel basis to create the ﬁnal temperature
image.
The ﬂame was produced from a rectangular shaped Bun-
sen burner fueled by natural gas premixed with air. Air-to-
fuel ratios were adjusted by means of two rotameters. The
rectangular burner was constructed to the speciﬁcations
outlined by Lewis and von Elbe [27] with the intent to repro-
duce the ﬂames in their work and thus make use of the
sodium line reversal temperature contours for calibration
and comparative purposes. The dimensions of the inner
rectangular cross section were approximately 6.4 mm ·
22.2 mm (1/4 in. · 7/8 in.) with a mixing length of about
1 m to provide a steady ﬂame. To reduce the inﬂuence of
drafts on the ﬂame, a shield was constructed from acrylic











































































C. Copeland et al. / Experimental Thermal and Fluid Science xxx (2006) xxx–xxx 7
ETF 6801 No. of Pages 16, Model 5+





4. Results and discussion
4.1. Image processing
With the dye laser tuned to the Q1(6) rotational transi-
tion of the (0–0) vibrational band at 32380.99 cm1 [28],
the 5 cm high sheet of laser light produced two ﬂuorescence
images on the 576 · 384 camera viewing area as shown on
the left of Fig. 5. The alignment of these two images was
performed prior to the experiment by setting up a cross-
hair target in front of the camera and adjusting the angle
of the mirrors in the wavelength splitting arrangement
shown in Fig. 3. It was estimated that the corresponding
pixels used to calculate the ﬂuorescence ratio were matched
within one or two pixels.
Before the ratio was calculated, a number of image
processing steps were taken to improve the ﬂuorescence sig-
nal, remove background noise, and reduce data scatter.
Most signal processing was applied to the ﬂuorescence
images before any temperature calculations were made.
The following image processing steps were performed for
each temperature image: multiple shot (accumulative)
averaging, background subtraction, pixel smoothing, and
overlapping band subtraction. The ﬁrst step, accumulated
averaging, was facilitated by the camera control software,
which produced a ﬁnal image from the summation of multi-
ple exposures. The ratio of the two accumulated ﬂuores-
cence images was therefore a numerical frame average
over the number of images selected by the user. Frame
averaging sacriﬁces instantaneous information but was
necessary due to the low ﬂuorescence signal strengths.
The second step was to subtract the background noise
from the raw ﬂuorescence image. The largest contributor
to background noise is the signal generated by the detector
when there is no incident radiant energy, commonly termed
dark current. To account for dark current, a separate accu-
mulated image was recorded with the lens cap on and sub-
tracted from the raw ﬂuorescence data on a pixel-by-pixel











to reach steady state before collecting multiple shot data
to insure a steady average dark current background. Other
possible sources of non-ﬂuorescence interference such as
ﬂame luminescence, Rayleigh scattering, and Mie scatter-
ing that could contribute to the signal as a result of the
broad wavelength range collected using dichroic splitters
also needed to be considered. In order to determine if these
interferences were a concern, an accumulated image of the
ﬂame was captured with the laser tuned slightly oﬀ ﬂuores-
cence. These non-ﬂuorescence interferences contributed no
more than one or two intensity counts per camera shot and
were therefore ignored.
Following background subtraction, each image was
post-processed with a pixel-smoothing algorithm which
averaged each pixel with its neighbors. Pixel smoothing,
or in some cases pixel binning where a group of pixels are
combined, is quite common in low light image processing.
It helps to reduce the random nature of the ﬂuorescence sig-
nal, as well as the variation in pixel response. Beyond reduc-
ing data scatter, spatial averaging also helps to reduce the
error in the ﬂuorescence ratio that could result from an
imprecise image alignment.
Finally, after processing the ﬂuorescence images in this
manner, the temperature calculation could be performed
pixel-by-pixel. Since band-pass ﬁlters were not used to iso-
late the (0–0) and (1–0) vibrational bands, in order to
remove the ﬂuorescence of the unwanted (2–1) and (1–1)
vibrational bands, the afore-mentioned iterative subtrac-
tion technique was employed, converging to a temperature
value at each pixel. To test the (0–1) band in place of the
(0–0) band, the band-pass ﬁlter was necessary despite a
peak transmission of approximately 40%.
4.2. Results using the (0–0) and (1–0) vibrational bands
To substantiate the use of vibrational THAF of the OH
radical for temperature imaging in a practical application, it
was important to test the technique under a variety of ﬂame
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of a single Q1/V10 calibration and the general accuracy that
can be expected. Therefore, planar temperature measure-
ments from three ﬂames with equivalence ratios of 0.87,
1.03 and 1.33 were measured and are presented in Figs. 6–
8 respectively. These three temperature maps are the result
of applying the THAF technique to 500 shot accumulated
ﬂuorescence images of the (0–0) and (1–0) vibrational tran-
sitions. A colour map is used to indicate the temperature
value in degrees Celsius.
In order to get a sense of the qualitative agreement
between the thermally assisted ﬂuorescence temperature
images and the sodium line reversal data, isothermal lines
that were produced by Lewis and von Elbe [27] were over-
laid onto the THAF images. These temperature isotherm
contours are the result of over 250 individual sodium line
reversal temperature measurements in each of the three
methane–air ﬂames. The sodium line reversal technique is
a well-established, non-intrusive optical technique for tem-
perature measurements in reactive ﬂows, and with careful
calibration, it boasts a superb level of accuracy. The rectan-
gular burner used in the current experimental investigation
was constructed to the speciﬁcations published in Ref. [27]
with the intent to reproduce these ﬂames and use the temper-
ature contours for calibration and comparative purposes.
Temperature proﬁles from both methods at diﬀerent levels
above the burner are also compared on the right of Figs.
6–8. Since the pixel averaging serves to mask the data scat-
ter, the standard deviation of a ﬁve by ﬁve pixel grouping
was calculated prior to this step. Error bars representing
two standard deviations of this pixel grouping are included
periodically across the temperature proﬁles for reference.














of the THAF measurement, it does give some insight into
the distribution of random error.
The four works dealing with vibrational OH thermally
assisted ﬂuorescence [16–18,29] indicate an expected accu-
racy of single-point temperature measurements between 50
and 100 K. Recognizing that temperature imaging is more
susceptible to a range of inaccuracies inherent with two-
dimensional signal collection, the level of agreement that
was achieved between the (0–0) (1–0) THAF temperature
images and sodium line reversal images is very encouraging.
Fig. 9 gives a graphical representation of the agreement
between the current results and those published by Lewis
and von Elbe [27] by plotting point temperature data from
each method against the other. In this ﬁgure, three lines
are included for reference, the middle representing perfect
agreement, and the two dashed lines showing ±100 C error
bounds. Most of the data from the current investigation is
easily within ±100 C of sodium line reversal temperatures.
For each ﬂame, Table 1 lists the root mean square (RMS)
deviation between the two measurement techniques calcu-
lated from a number of point temperature values taken from
the proﬁles in Figs. 6–8. The best agreement was achieved in
the lean and stoichiometric ﬂames on account of the stron-
ger signal resulting from a greater OH concentration under
these conditions.
4.3. Quenching to vibrational transfer ratio
The dichroic ﬁlters reﬂect and transmit with diﬀerent
eﬃciencies and will therefore introduce a slight optical bias
to the detected ﬂuorescence signal. This bias will be even























Fig. 7. Left: (0–0), (1–0) THAF temperature map with Na-line reversal isotherms; Right: temperature proﬁle comparison (/ = 1.03).
Fig. 8. Left: (0–0), (1–0) THAF temperature map with Na-line reversal isotherms; Right: temperature proﬁle comparison (/ = 1.33).
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approximately 50% more than the (1–0) band. However,
since this bias is essentially constant, it is easily accountedfor through a single calibration. Following the treatment of
Dyer and Crosley [17], if the optical bias is included


























































Fig. 9. Sodium line reversal and thermally assisted temperature comparison.
Fig. 10. Eﬀective quenching to vibrational transfer ratio versus temperature.
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Q1/V10 value which is simply calculated by rearranging Eq.
(5) and substituting the ﬂuorescence ratio measured at a





¼ expðDE10=kT ÞðF 1j=F 0iÞ  ðA0i=A1jÞ
 1 ð9Þ
Accurately accounting for the Q1/V10 term under diﬀer-
ent conditions was of some concern, as the work by Joklik
[18] indicated a more complex solution than a simple single-
point calibration. Due to the temperature dependency of
the quenching and VET rates, he elected to use a tempera-
ture dependent calibration term that reﬂected his experi-
mental results. In addition, since the concentration of
collider molecules shapes the quenching dynamics of the
OH radical, the Q1/V10 term will be dependent on the mix-
ture fraction as well. Therefore, it was encouraging to dis-
cover that a single eﬀective calibration value of 0.59 was
suﬃcient to produce accurate results under the experimen-
tal conditions presented here.
To ascertain the behavior of the Q1/V10 term with
changes in temperature, the sodium line reversal data from
the temperature proﬁles in Figs. 6–8 was substituted into
Eq. (9), along with the measured ﬂuorescence ratio at each
corresponding pixel. This yielded the value of the calibra-
tion term for various ﬂame temperatures as shown in
Fig. 10. This plot suggests that the quenching to vibra-
tional transfer ratio is indeed moderately dependent onU
Table 1
Experimental speciﬁcs for each of the thermally assisted ﬂuorescence images








Equivalence ratio (/) Detec
6 195 18 0.87 (0–0),
7 200 22 1.03 (0–0),
8 140 19.5 1.33 (0–0),
12 195 18 0.87 (0–1),E
D
P
Rthe temperature, as ﬁrst suggested by Joklik [18]. Thus,although a single calibration was used with good success
in the current work, a temperature dependent calibration
may be necessary when measuring a broader range of ﬂame
temperatures.
4.4. Laser pumping eﬀects
As outlined in the theoretical discussion, there is some
question as to the applicability of a single transfer rate to
describe the energy exchange between the upper state vibra-
tional energy levels. Crosley and Smith [16] ﬁrst raised a
question as to the validity of using detailed balancing to
describe vibrational energy transfer via Eq. (2). Despite this
uncertainty, their experimental results did not indicate any
signiﬁcant variation in the upper state vibrational popula-
tion ratio N1/N0 for diﬀerent rotational pump lines. How-
ever, Dyer and Crosley [17] re-examined the issue and
found that for three selected laser-populated rotational lev-
els, there was a smooth increase in the population ratio. To
resolve these conﬂicting results, the laser was separately
tuned to six diﬀerent rotational Q-branches of the (0–0)
vibrational band. The population ratio was calculated from
the resulting ﬂuorescence and plotted in Fig. 11 against the
energy of each rotational level. These results conﬁrm the
work of Dyer and Crosley [17] by showing a general trend
of rising vibrational population ratios with the increase in
rotational energy of the laser pump level. While this result
was anticipated, it does introduce a question as to the valid-






(1–0) 500 52.1 C (n = 77)
(1–0) 500 44.0 C (n = 130)
(1–0) 500 66.7 C (n = 129)












































Fig. 11. Changes in vibrational energy state population ratio with
diﬀerent laser pump lines.
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matter of perception. From the perspective of an engineer-
ing experimentalist, while the use of detailed balancing to
describe vibrational energy transfer might be somewhat
questionable, as long as the same rotational line is used
for both calibration and experimentation, the derived
THAF theory will hold.
4.5. Substituting the (0–1) for the (0–0) band
The results presented thus far have made use of the (0–0)
band to furnish the population of the v 0 = 0 vibrational
level. The inherent intensity of this band is simultaneously
the source of commendation and criticism. A strong signal















error due to a propensity for self-absorption as the signal
passes through the combustion medium. In addition, to
avoid scattered interference, it is advantageous to be able
to collect ﬂuorescence at a wavelength that is distinct from
the laser excited transition. Thus, the (0–1) band located at
346 nm was ostensibly an attractive option. However, the
price of reduced laser interference is signiﬁcantly lower sig-
nal levels. The average (0–1) ﬂuorescence per camera shot
was typically no more than a few counts above the back-
ground signal. This made it a delicate task to separate the
ﬂuorescence from signal noise. Despite these diﬃculties,
temperature imaging was attempted using the (0–1) (1–0)
ﬂuorescence pair. The use of the (0–1) band isolation ﬁlter
required a diﬀerent eﬀective calibration value than that of
previous results. A 500 shot temperature image of the lean
(/ = 0.87) ﬂame using this detection scheme is shown in
Fig. 12. The temperature proﬁles on the right of this ﬁgure
still follow the sodium line reversal data with a fair degree of
accuracy, albeit with larger random error. This does dem-
onstrate that the THAF theory holds true for the (0–1)
band, but the weakness of the signal makes any regular
use of this band very restrictive. Once the ﬂuorescence sig-
nal drops to such a low value, sensitivity to small inaccura-
cies in calibration or signal processing make accurate results
very diﬃcult to achieve on a consistent basis.
5. Uncertainty analysis
The use of the hydroxyl radical for temperature imaging
has some inherent limitations. Since the concentration
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1500 K, this produces low ﬂuorescence signals in cooler
regions of the ﬂame. An oxygen-enriched ﬂame typical of
those used in other publications [17,18] would have signiﬁ-
cantly increased the ﬂuorescence signal due both to the
increase in temperature and the available oxygen for OH
formation. The accuracy of the method also suﬀers in areas
of rich or extremely lean fuel mixtures due to the reduced
OH concentration under these conditions. This can be dem-
onstrated by comparing the signal to noise ratio (SNR) of
the ﬂuorescence signal from each of the three fuel mixtures.
To estimate the value of the single shot SNR, twenty single-
shot ﬂuorescence images of each ﬂame were collected using
288 · 192 pixel resolution (2 · 2 binning). The signal to
noise ratio of each pixel could then be calculated by dividing
the numerical mean by the standard deviation. This calcula-
tion includes shot noise and any random ﬂuctuation in the
ﬂuorescence signal due to the unsteady reacting ﬂow. The
result of such a calculation for each pixel is provided in
Fig. 13 and demonstrates the decline in the signal to noise
ratio of the (0–0) vibrational band under rich conditions.
Thus, the best temperature agreement was achieved in
stoichiometric or slightly lean ﬂames where the temperature
is highest and the mixture is conducive to higher OH
production.
Perhaps more signiﬁcant, however, are the limitations of
the vibrational thermally assisted method itself. Due to the
reliance on vibrational energy transfer to populate the
upper vibrational manifold, the ﬂuorescence from these lev-
els will be limited by the eﬃciency with which this process
occurs. Considering the temperature range of a methane–
air ﬂame, no more than 10% of OH molecules are colli-
sionally excited from v 0 = 0 to v 0 = 1 (Fig. 11). Referring
to Eq. (4), the intensity of the ﬂuorescence signal from a
given band is dependent on the population density of the
excited level and the propensity for spontaneous emission













decreases with increasing vibrational level, the magnitude
of the ﬂuorescence from the (1–0) vibrational band is merely
2–3% that of the (0–0) vibrational level. This is in large part
attributable to the large energy spacing (DE10 = 3000 cm
1)
between the ﬁrst two vibrational energy levels of OH. The
larger the energy spacing, the less vibrational energy trans-
fer, and therefore the greater the propensity for measure-
ment uncertainty resulting from a noisy signal. This is
clearly seen in Fig. 14 where the SNR in the lean ﬂame is
calculated for each of the vibrational bands from 20 sin-
gle-shot measurements similar to Fig. 13. The ﬂuorescence
SNR drops from approximately 4 in the (0–0) image to
approximately 1.5 in the (1–0) image. The extremely low
SNR in the (0–1) ﬂuorescence image is the result of a low
spontaneous emission constant A01.
Despite the increase in signal noise, a large energy gap
between ﬂuorescence levels is also beneﬁcial as it indicates
that any random error in the measurement of the ﬂuores-
cence ratio will result in smaller errors in the temperature
calculation. This can be demonstrated by expressing Eq.








The diﬀerential on the left of Eq. (10) is essentially the noise
associated with the ﬂuorescence ratio. This is typically re-
lated to the signal to noise ratio of the two ﬂuorescent





 ðSNR20i þ SNR21j Þ1=2 ð11Þ
The term DE10/kT in Eq. (10) is referred to as the slope sen-
sitivity, as it determines the sensitivity of the temperature
calculation to the signal noise. By collecting ﬂuorescence
from the ﬁrst two vibrational levels of the OH radical at












































































Fig. 14. Fluorescence signal to noise ratio in the lean (/ = 0.87) ﬂame resulting from the (0–0), (1–0) and (0–1) vibrational transitions.
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10% error in the ﬂuorescence ratio to a 5% error in the tem-
perature measurement. A number of authors dealing with
the two-line measurement technique [7–10] have sought to
ﬁnd a suitable tradeoﬀ by selecting two rotational transi-
tions that are suﬃciently separated for good measurement
sensitivity, but not at the expense of an ample ﬂuorescence
signal. While this is commonly achieved by selecting an
energy spacing DE10  kT, Seitzman and Hanson [8]
comment that due to the non-linear relationship between
temperature and the ﬂuorescence ratio, it is advantageous
to select a larger energy spacing for images with a lower
SNR. Otherwise, the measurements on the edges of the
ﬂuorescence noise distribution resulting frommultiple shots
will have an undesirably large impact on the temperature
calculation. This results in a multiple-shot averaged temper-
ature value that is skewed from the true mean temperature.
However, in the present circumstances, the energy spacing
associated with vibrational THAF of the OH molecule is
likely too large for temperature measurements below
2000 K, essentially limiting this technique to multiple shot
imaging under these conditions. An increase in the
measured temperature should greatly improve the avail-
able signal. First, it would increase the overall OH concen-
tration, and second, increase the rate of VET, thereby
strengthening the weaker (1–0) ﬂuorescence. Thus in a high-
er temperature range, single shot imaging might prove fea-
sible using this method, especially if a high powered tunable
laser is used.
Apart from ﬂow and mixture ﬂuctuations, the primary
source of random experimental uncertainty is photon shot
noise. Shot noise is the natural outcome of the random pho-
ton ﬂux incident on to the optical detector. The statistical
distribution of shot noise follows a Poisson distribution,
which possesses a square root relationship with the signal.
Therefore, a multiple exposure ﬂuorescence image shouldE
D
increase the SNR by a factor equal to the square root of
the number of exposures. Considering a 500 shot average
of the ﬂuorescence signal, the signal to noise ratio of the
ﬂuorescence ratio (SNRR) can be estimated from Eq. (11)
by using the single shot SNR values in Fig. 14 multiplied




. For the (0–0) (1–0) ﬂuorescence pair,
this produces a SNRR equal to 26 (4% error) resulting
in a 2% (40 K) temperature uncertainty. A similar calcula-
tion for the (0–1), (1–0) ﬂuorescence pair produces a 3.7%
(75 K) temperature uncertainty. This compares well with
the values for the RMS deviation between the THAF and
SLR temperatures provided in Table 1.
Another issue associated with the current experimental
approach is the strong propensity for radiation from the
(0–0) vibrational band to be absorbed as it propagates
through the combustion medium containing OH radicals.
This introduces two separate but related eﬀects. First, since
the laser was tuned to this transition, the energy of the laser
sheet was reduced by 20–30% across the ﬂame width. The
amount of laser absorption depends on the density distribu-
tion of absorbing OH molecules and the rotational pump
line that is selected. This laser attenuation should not have
any aﬀect on the temperature measurement since the ﬂuo-
rescence ratio at a given point from molecules excited by
the same laser is theoretically invariant with changes in laser
intensity. However, since the reduced laser power will pro-
mote less OH as it propagates from left to right, this will
produce a weakening ﬂuorescence signal and an increase
in shot noise in this direction. Referring to Figs. 13 and
14, there is a noticeable decrease in the signal to noise ratio
from left to right. An increase in the oscillation of the tem-
perature proﬁle in this direction is also perceptible on the
right of Fig. 12. The low (0–1) ﬂuorescence signal in this ﬁg-
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Self-absorption (radiation trapping) of the ﬂuorescence
signal is the second observable consequence of the strong
absorption characteristics of the (0–0) band. Since the
ﬂuorescence source is located at some distance from the
point of observation, the radiation signal is absorbed by
the OH molecules along this path. Following self-absorp-
tion, the quantity of ﬂuorescence being measured will no
longer represent the ﬂuorescence produced at the plane of
laser excitation from which the theory is derived. Since
the amount of self-absorption is directly related to the
strength of the transition that is being measured, the most
common method to avoid self-absorption is to select a tran-
sition with a low inherent absorption propensity. Naturally
there is a trade-oﬀ between the signal strength and optical
depth. From the laser absorption measurements, a value
of 10–15% was estimated for the self-absorption of the (0–
0) ﬂuorescence signal. A similar result for this band is given
by Joklik [18], along with a measured value of 3.5% for the
trapping of the (1–0) band.
Since the (0–0) band is preferentially self-absorbed by the
combustion medium, this will introduce a bias into the ﬂuo-
rescence ratio that could cause a temperature error. This
bias is largely accounted for through the eﬀective calibra-
tion relating the ﬂuorescence ratio to a known temperature.
However, since radiation trapping is a function of the num-
ber of absorbing molecules along the path length, this will
change from pixel to pixel, as will the required calibration.
To get a sense of the systematic error that could result from
a single calibration approach, consider two points where the
path length of the ﬁrst is half that of the second point (or
equally, half the number of absorber molecules). This will
result in a 4% change in the ﬂuorescence ratio as a result
of the diﬀerence in self-absorption. Thus, if the ﬁrst point
was used for the temperature calibration, the second
point would contain an error of 40 K due to self-absorp-
tion. This example illustrates that while self-absorption is
an important consideration, the systematic errors that
result from a calibrated THAF measurement are unlikely
to be a signiﬁcant deterrent. One very useful method for
reducing the inﬂuence of trapping is to select a plane of
laser excitation in the edge of the combustion zone near-
est to the camera. This reduces the absorptive path that
the signal must travel and therefore the amount of self-
absorption.
Systematic errors associated with the experimental
equipment mainly arise from non-uniformities in the cam-
era response. First, there are pixel-to-pixel irregularities,
which lead to systematic measurement error. If a pixel col-
lecting the (0–0) ﬂuorescence is more sensitive to radiation
than the corresponding pixel collecting the (1–0) ﬂuores-
cence, the resulting discrepancy in the ﬂuorescence ratio
will produce a temperature bias. Pixel to pixel non-unifor-
mity resulting from the image intensiﬁer can be as high as
12% [5]. Therefore, spatial averaging of neighboring pixels
was employed to reduce the inﬂuence of pixel irregularities.
Even after spatial averaging, it was noted that repeated







produced similar irregularities in each temperature image.
The repeatability of these irregularities pointed to camera
response as the source of this error.
Another possible source of systematic error is the non-
linearity in detector response. Once the ﬂuorescence
reaches the camera, it is generally assumed that the detec-
tor responds linearly to the incident ﬂuorescence inten-
sity. According to the camera manufacturer, the detector
response linearity is better than 1% for the upper 95% of
the intensity range but the lower 5% is reportedly slightly
non-linear. Since the ﬂuorescence resulting from the (1–0)
and (0–1) vibrational bands is typically quite weak, there
is a possibility that the camera response will be non-linear
in these images. Consequently, if the intensiﬁed detector
bit count is proportional to the ﬂuorescence intensity
across the (0–0) ﬂuorescence image but exhibits a non-linear
response to the corresponding (1–0) ﬂuorescence, the ﬂuo-
rescence ratio will indirectly depend on laser power and
could introduce a temperature bias with increased attenua-
tion across the ﬂame width. Although the ﬂame temperature
is noticeably asymmetrical about the axis of the burner, it is
unclear if the non-linearity in camera response is the only
cause.
Most other sources of systematic errors are accounted
for by the calibration at a known temperature. The sin-
gle-point calibration reduces systematic error by ﬁxing
the temperature at a single point. All other points then rely
on the accuracy of the THAF theory and equipment reli-
ability for a correct measurement. Of course, the accuracy
of the calibration is dependent on the accuracy of the ref-
erence temperature measurement and on the ability to
reproduce the reference ﬂames. The sodium line reversal
technique itself has a solid reputation for producing accu-
rate results. Lewis and von Elbe [27] indicate a repeatability
of 4 C for the SLR results used in the present case. Joklik
[18] indicates a more conservative uncertainty estimate of
better than 20 K for the SLR calibration in his work. How-
ever, larger errors can be expected from any failure to
match the ﬂame conditions described in Lewis and von
Elbe [27]. Although an eﬀort was made to reproduce the
ﬂames as accurately as possible, small diﬀerences in ﬂow
conditions, fuel composition and burner construction
would lead to some systematic calibration error.
6. Conclusions
This work has successfully applied thermally assisted
ﬂuorescence of the OH radical to temperature imaging in
a methane–air ﬂame. Using a single laser source in con-
junction with a single intensiﬁed CCD camera, broadband
ﬂuorescence intensity measurements were collected from
two vibrational bands. The resulting ﬂuorescence images
were post processed to produce a single temperature image.
Agreement between these thermally assisted ﬂuorescence
images and sodium line reversal temperatures from a simi-
lar ﬂame was generally better than ±100 C. The main
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the theory and experimental setup. By measuring a laser
induced ﬂuorescence ratio resulting from a single laser
source, variations in the laser energy (pulse to pulse, as well
as spatial variations) need not be accounted for. In addi-
tion, a single camera simpliﬁes matters since there is no
need to account for camera alignment and gain settings.
The second object of the current study was to get a sense
of the range of conditions in which a single Q1/V10 calibra-
tion would remain valid. This is important in the practical
application of this technique. If the scope of a single calibra-
tion from a reference ﬂame is quite limited, a separate cali-
bration would be needed for each combustion environment.
In this study, a single eﬀective calibration value including
Q1/V10 produced satisfactory results in a temperature range
between 1400 and 1900 C. This calibration also showed lit-
tle response to the diﬀerence in mixture fraction between the
three premixed ﬂames. This result is encouraging as it tends
to indicate that the range of applicability of a single calibra-
tion is quite good. Thus, by using a calibration ﬂame that is
comparable to the experimental conditions being measured,
accurate temperature images can be expected.
The use of a broadband ﬁlter centered at 345 nm to collect
(0–1) ﬂuorescence in place of (0–0) ﬂuorescence was also
tested as a feasible option. Although the results did follow
the known temperature proﬁle, the weakness of the signal
made any regular use of this band extremely restrictive.
Once the ﬂuorescence dropped to a few counts per laser shot,
accurate results were very diﬃcult to achieve with any con-
sistency. The signal from this band would improve with
increased OH concentration and increased laser energy.
Despite the encouraging results in conﬁrming the valid-
ity of the model and proving the applicability to tempera-
ture imaging, there are undoubtedly some areas that
could be improved as well. The limiting factor in all the
measurements was the level of available ﬂuorescence. There
are two principal explanations for the low signal intensity
resulting from vibrational OH–THAF. The ﬁrst is particu-
lar to the OH molecule and the conditions tested in the
present work. Since OH production is highly dependent
on the temperature and the mixture of the combustion
medium, non-stoichiometric, low temperature regions pro-
duce concerns with low signal intensity. The second cause
of a low signal is the limitation inherent to the vibrational
THAF method itself. Due to the large energy spacing
between vibrational energy levels, the measured tempera-
ture range must be reasonably high if a single-shot ﬂuores-
cence signal is to be expected from the collisionally excited
level. However, for averaged temperature measurements,
this work has demonstrated that vibrational THAF pro-
vides an excellent alternative to comparable laser tempera-
ture techniques.
It is helpful to note that while the limitations that were
encountered have been judiciously enumerated, most are
common to thermometry methods that utilize ﬂuorescence
from the OH radical. Although there is certainly more free-
dom in the two-line technique to select suitable rotational







balance between slope sensitivity and shot noise must be
maintained. Seitzman et al. [7] present single shot images
but note a shot-noise-limited random error of over 20%.
Similarly, single shot two-line thermometry in an internal
combustion engine yielded reasonably high uncertainties
between 13% and 17% despite a high pressure environment
well suited OH production [30]. Thus, even with the greater
degree of experimental complexity typical of the two-line
technique, it is still a challenge to achieve single shot tem-
perature imaging due to the shot-noise limitations of a low
OH ﬂuorescence signal.
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