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Abstract
We consider combinatorial optimization problems with uncertain parameters of the objective function, where for each uncertain
parameter an interval estimate is known. It is required to ﬁnd a solution that minimizes the worst-case relative regret. For minmax
relative regret versions of some subset-type problems, where feasible solutions are subsets of a ﬁnite ground set and the objective
function represents the total weight of elements of a feasible solution, and for the minmax relative regret version of the problem
of scheduling n jobs on a single machine to minimize the total completion time, we present a number of structural, algorithmic,
and complexity results. Many of the results are based on generalizing and extending ideas and approaches from absolute regret
minimization to the relative regret case.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In combinatorial optimization with interval data it is assumed that values of some parameters (coefﬁcients) of
the problem are not known; instead, interval estimates (uncertainty intervals) are speciﬁed for unknown parameters,
and it is assumed that each parameter can take on any value from the corresponding uncertainty interval, regardless
of the values taken by other parameters. Minmax regret combinatorial optimization deals with problems where only
parameters deﬁning the objective function may be uncertain, but the set of feasible solutions is known precisely; it is
required to ﬁnd a feasible solution which is reasonably close to the optimal one (in terms of the objective function
value) for all possible realizations of data.
Minmax regret optimization is one of several robust optimization approaches in the literature for optimization
problems with uncertainty in data. For other approaches, see [7,8,23] and the references therein. In particular, for
combinatorial optimization problems with uncertain coefﬁcients, Bertsimas and Sim [8] presented a methodology that
allows to obtain robust formulations that inherit good properties (e.g., polynomial solvability, approximability) of the
underlying combinatorial optimization problems. They introduce a parameter that bounds the number of coefﬁcients
that can vary (and thus controls the “degree of conservatism” of the obtained solution), and seek a feasible solution
that optimizes the worst-case value of the objective function.
E-mail address: averbakh@utsc.utoronto.ca.
1572-5286/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.disopt.2005.07.001
274 I. Averbakh / Discrete Optimization 2 (2005) 273–287
Diversity and complexity of real life implies that no single modeling approach can address all possible situations,
and therefore different modeling approaches should be thoroughly and rigorously investigated to understand their
capabilities and limitations. In some complex cases, different modeling approaches can be applied in parallel to get
better understanding of the situation. The minmax regret approach, in particular, focuses on the degree of suboptimality
of the proposed solution for each scenario, rather than on the value of the objective function.A comprehensive discussion
of practical situations where this may be relevant is available in the book [15]. This book also provides the state-of-art
in minmax regret discrete optimization up to 1997. Recent results on minmax regret optimization can be found in
[2–6,11,13,14,16,18,21,22,28,29], and the references therein.
In minmax regret optimization, there are two possible criteria that can be optimized: the worst-case absolute regret
and the worst-case relative regret. The absolute regret is the “opportunity loss”, or the difference between the achieved
objective function value and the optimal objective function value under the realized scenario. The relative regret is the
ratio of the “opportunity loss” to the optimal objective function value under the realized scenario. The relative regret
objective is more appropriate than the absolute regret objective in situations where the percentage deviation from the
optimum is a more appropriate measure of quality of a solution than the absolute deviation; that is, when the statement
“optionA is 10% more expensive than option B” is more meaningful for the decision maker than the statement “option
A is $30,000 more expensive than option B”. Kouvelis and Yu [15, p. 349] remark that the relative regret criterion is
“less conservative” than the absolute regret criterion.
Interval data minmax relative regret versions of some optimization problems have already been analyzed in the
literature (see, e.g., [5,18]); however, most of the literature in minmax regret combinatorial optimization with interval
data is devoted to absolute regret problems, perhaps because these problems usually have simpler structure than relative
regret problems. In this paper, we study the relative regret criterion in the context of a rather broad class of combinatorial
optimization problems—so-called subset-type problems, where feasible solutions are some subsets of a ﬁnite ground set
of cardinalityn, and the objective function represents the totalweight of elements of a feasible solution.Also,we consider
the minmax relative regret version of one of the fundamental scheduling problems—the problem of minimizing the
total completion time of n jobs that should be scheduled on a single machine (the total ﬂow-time scheduling problem).
One of the main goals of the paper is to explore how the ideas and approaches developed for the absolute regret
problems can be extended to the relative regret case. Our focus in this paper is on computational complexity issues
and connections between the relative regret and the absolute regret cases; developing practical algorithms for NP-hard
cases or computational studies are outside of the scope of this paper. The general structure of the paper is outlined
below.
In Section 2, we provide the main deﬁnitions and notation from minmax regret combinatorial optimization.
In Section 3, we study minmax relative regret subset-type problems. In Section 3.1, we discuss some useful prop-
erties of worst-case scenarios. In Section 3.2, we show that for a ﬁxed feasible solution, computing the corresponding
value of the worst-case relative regret can be done in polynomial time whenever the original optimization prob-
lem without uncertainty can be solved in polynomial time. Also, under mild conditions, computing the value of the
worst-case relative regret for a ﬁxed feasible solution can be done in strongly polynomial time if the original opti-
mization problem without uncertainty can be solved in strongly polynomial time. The latter result is illustrated in
the context of uniform matroid optimization and the minimum spanning tree problem. In Section 3.3, we present a
general methodology of developing mixed-integer linear programming formulations for minmax relative regret ver-
sions of subset-type combinatorial optimization problems, and illustrate this methodology in the context of uniform
matroid optimization, the minimum spanning tree problem, and the assignment problem. In Section 3.4, we investi-
gate the relationship between the complexities of absolute regret and relative regret problems, and show that under
some very mild conditions the relative regret version of a problem is at least as hard as the absolute regret version;
using this result, we prove that the interval data minmax relative regret spanning tree and shortest path problems
are strongly NP-hard, and the interval data minmax relative regret assignment problem is NP-hard. In Section 3.5,
we show that if the number of nondegenerate uncertainty intervals is ﬁxed or is bounded by the logarithm of a
polynomial function of n, then the minmax relative regret version of a subset-type problem can be solved in poly-
nomial time if the original problem without uncertainty can be solved in polynomial time. In Section 3.6, as an
illustration of the general approach considered in this paper, we develop a strongly polynomial algorithm for the
minmax relative regret version of the problem of ﬁnding a minimum weight base of a uniform matroid (i.e. the
problem of selecting p elements of minimum total weight out of a set of n elements); the algorithm has complexity
O(pn log n).
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In Section 4, we study the interval data minmax relative regret total ﬂow-time scheduling problem. In Section 4.1, we
show that computing the value of the worst-case relative regret for a ﬁxed sequence of jobs can be done in polynomial
time. In Section 4.2, we prove that the problem is NP-hard. In Section 4.3, we show that the problem can be solved in
polynomial time if the number of nondegenerate uncertainty intervals is ﬁxed.
In Section 5, we provide some concluding remarks.
2. Preliminaries
Let us introduce the main deﬁnitions from minmax regret combinatorial optimization. Consider a combinatorial
optimization problem in the following generic form:
Minimize {F(X) |X ∈ A},
where A is a set of feasible solutions, which is assumed to be ﬁnite in this paper, and F(·) is a function deﬁned on A.
Suppose that there is uncertainty in the objective function, that is, it is known only that F(·) is a member of a family of
functions {F(s, ·), s ∈ S} for some set of scenarios S. The set S is assumed to be a compact set in some metric space,
and F(s, ·) is assumed to be continuous in s. We assume that F(s,X)> 0 for any s ∈ S and X ∈ A. Let F ∗(s) denote
the optimum objective value for the following problem:
Problem OPT(s): Minimize {F(s,X) |X ∈ A}.
For any X ∈ A and s ∈ S, the value F(s,X) − F ∗(s) (the value (F (s,X) − F ∗(s))/F ∗(s)) is called the absolute
regret (the relative regret) for X under scenario s. Let
Z′(X) = max
s∈S {F(s,X) − F
∗(s)},
Z′′(X) = max
s∈S
{
F(s,X) − F ∗(s)
F ∗(s)
}
.
Value Z′(X) is called the worst-case absolute regret for X, and the problem of computing Z′(X) will be referred to
as Problem ABSREGR(X). Value Z′′(X) is called the worst-case relative regret for X, and the problem of computing
Z(X) = Z′′(X) + 1 will be referred to as Problem RELREGR(X). Observe that
Z(X) = Z′′(X) + 1 = max
s∈S
(
F(s,X)
minY∈A F(s, Y )
)
= max
s∈S maxY∈A
F(s,X)
F (s, Y )
. (1)
In minmax regret optimization, either the worst-case absolute regret or the worst-case relative regret is minimized.
Instead of minimizing the worst-case relative regret Z′′(X), it is convenient to (equivalently) minimize Z(X). The
following problem is the minmax absolute regret version of Problem OPT(s).
ProblemABSROB: min{Z′(X) |X ∈ A}.
The following problem is the minmax relative regret version of Problem OPT(s).
Problem RELROB: min{Z(X) |X ∈ A}.
(Acronim “ROB” refers to robustness, since minmax regret optimization is sometimes called robust optimization
[15], although there are other concepts of robustness in the literature, see, e.g., [7,23].) Let z∗ denote the optimum
objective function value for Problem RELROB. Problems RELREGR(X) and RELROB are the focus of this paper.
For a 1 and X ∈ A, consider the following problem.
Problem RELAX(X, ): Find zˆ∗(X, ), where
zˆ∗(X, ) = max
s∈S maxY∈A (F (s,X) − F(s, Y )). (2)
Consider also
Problem ROBRELAX(): zˆ∗() = minX∈A zˆ∗(X, ).
(Note that Problem ABSROB is a special case of Problem ROBRELAX() corresponding to  = 1.) The follow-
ing two lemmas describe important relationship between Problems RELAX(X, ), ROBRELAX() and Problems
RELREGR(X), RELROB, respectively.
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Lemma 1. (a) If  = Z(X), then zˆ∗(X, ) = 0, and the sets of optimal solutions in (1) and (2) are equal.
(b) If <Z(X), then zˆ∗(X, )> 0.
(c) If >Z(X), then zˆ∗(X, )< 0.
Proof. Variants of Lemma 1 are well known in optimization with ratio objective functions; see, e.g., [19,25]. 
Lemma 2. (a) If  = z∗, then zˆ∗() = 0.
(b) If <z∗, then zˆ∗()> 0.
(c) If >z∗, then zˆ∗()< 0.
Proof. If <z∗, then Lemma 1(b) implies zˆ∗(X, )> 0 for all X ∈ A, which implies statement (b). If >z∗, then
Lemma 1(c) implies that for some X ∈ A, zˆ∗(X, )< 0, which implies zˆ∗()< 0. If  = z∗, then Lemma 1(a), (b)
implies that zˆ∗(X, )0 for all X ∈ A and this inequality holds as an equality for at least one X ∈ A, which implies
statement (a). 
For any integers k, t such that k t , [k : t] will denote the set of all integers between k and t (including k, t).
3. Subset-type combinatorial optimization problems with interval data
In this section, we assume that all elements of A are some subsets of a ﬁnite ground set E, |E| = n, and that for any
s = {wse, e ∈ E} and X ∈ A, F(s,X) =
∑
e∈X wse . Problems OPT(s) of this type are sometimes called subset-type
combinatorial optimization problems, andwewill use this terminology. For example, in network optimization problems
(shortest path, minimum spanning tree, minimum weight perfect matching, etc.) the ground set is the set of edges of a
graph. For any e ∈ E, two positive integer numbers w−e , w+e are given, w−e w+e ; the interval [w−e , w+e ] is called the
uncertainty interval for the weight of e. We assume that S is the Cartesian product of all intervals of uncertainty. Let
CH(A) ⊂ {0, 1}n be the set of characteristic vectors of elements of A. (Vector x ={xe, e ∈ E} is a characteristic vector
for an X ∈ A, if xe = 1 for any e ∈ X and xe = 0 for any e ∈ E\X.)
3.1. Structure of worst-case scenarios
For any X, Y ∈ A, deﬁne scenario s(X, Y ) as
ws(X,Y )e =
{
w+e when e ∈ X\Y,
w−e otherwise.
Lemma 3. (a) For any X ∈ A and 1, if (s, Y ) is an optimal solution to Problem RELAX(X, ), then (s(X, Y ), Y )
is also an optimal solution to Problem RELAX(X, ).
(b)ForanyX, Y ∈ A such thatmaxs∈S F (s,X)/F (s, Y )1,F(s(X, Y ),X)/F (s(X, Y ), Y )=maxs∈S F (s,X)/F (s, Y ).
Proof. Straightforward. 
A scenario s ∈ S is called a worst-case scenario for an X ∈ A, if Z(X) = F(s,X)/F ∗(s).
Let S′ denote the set of all extreme scenarios, that is, scenarios where the weight of each e ∈ E is equal to either the
lower or the upper bound of the corresponding uncertainty interval. Lemma 3 implies the following:
Corollary 1. For anyX ∈ A, valueZ(X) will not change if we replace S with S′ in (1). In other words, for anyX ∈ A,
there is a worst-case scenario for X which is an extreme scenario.
Thus, in the context of subset-type problems, for ProblemRELROB it is sufﬁcient to consider only extreme scenarios.
It is well known (and obvious) that the same property holds also for Problem ABSROB. The set of extreme scenarios
is ﬁnite, but its cardinality is exponential in n.
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3.2. Computing the worst-case relative regret
For X ∈ A and 1, consider scenario s′(X, ) deﬁned by
w
s′(X,)
e =
{
w−e when e ∈ E\X,
w−e + w+e − w−e when e ∈ X.
Lemma 4. If Y is an optimal solution to Problem OPT(s′(X, )), then (s(X, Y ), Y ) is an optimal solution to Problem
RELAX(X, ), and zˆ∗(X, ) =∑e∈X w+e − F ∗(s′(X, )).
Proof. According to Lemma 3(a), Problem RELAX(X, ) can be written as
max
Y∈A
⎡
⎣ ∑
e∈X\Y
w+e +
∑
e∈X∩Y
w−e (1 − ) −
∑
e∈Y\X
w−e
⎤
⎦
= max
y={ye,e∈E}∈CH(A)
⎡
⎣∑
e∈X
[w+e (1 − ye) + w−e (1 − )ye] −
∑
e∈E\X
w−e ye
⎤
⎦
=
∑
e∈X
w+e − min
y={ye,e∈E}∈CH(A)
∑
e∈E
w
s′(X,)
e ye.
Observe that ws
′(X,)
e 0 for any e ∈ E. The statement of the lemma follows immediately. 
Corollary 2. For subset-type combinatorial optimization problems, Problem RELAX(X, ) can be solved with the
same order of complexity as Problem OPT(s).
Let W = maxe∈E w+e . Lemma 3(b) implies that the optimal objective value of Problem RELREGR(X) is a ratio-
nal number whose numerator and denominator are not greater than nW. According to Lemma 1, solving Problem
RELAX(X, ) for some 1 allows us to know whether <Z(X) or  = Z(X) or >Z(X). Taking into account
Lemma 4 and its Corollary, we have that ProblemRELREGR(X) can be solved using binary searchwithO(log (n+W))
iterations (because O(log (nW))=O(log n+ logW)=O(log (n+W))), where at each iteration an instance of Problem
OPT(s) is solved. We obtain
Lemma 5. Problem RELREGR(X) can be solved in time O(log (n + W))·(complexity of Problem OPT(s)).
If Problem OPT(s) is polynomially solvable, then the order of complexity in Lemma 5 is polynomial as well;
however, it is not strongly polynomial even if there is a strongly polynomial algorithm for Problem OPT(s), because
W is in the complexity bound. To obtain a strongly polynomial algorithm if it is needed (assuming that a strongly
polynomial algorithm exists for Problem OPT(s)), one can use Megiddo’s parametric approach [20] (instead of binary
search) which has become a classical tool in theoretical computer science and computational geometry. Descriptions of
the parametric approach can be found in [20,25]. For our purposes, it is sufﬁcient to know the following. Suppose that
there is a function Q() of a variable , such that for some unknown value ∗, Q()0 for all ∗ and Q()< 0 for
all < ∗. Suppose that there is a sequential algorithmA1 with time complexity TA1, which, given a value of , obtains
the sign of Q(). Suppose that there is also a parallel algorithmA2 which, given a value of , obtains the sign of Q()
using PA2 parallel processors and time TA2. Suppose that algorithmA2 uses only additions, subtractions, comparisons,
and multiplications by constants that do not depend on . Then, Megiddo’s technique allows us to obtain a sequential
algorithmA3 that ﬁnds value ∗ in time TA3 =O(TA2 ·PA2 + TA1 · TA2 · logPA2). Cole [10] suggested a modiﬁcation
of the parametric search technique that reduces the order of complexity to TA3 = O(TA2 · PA2 + TA1 · TA2). Cole’s
improvement is somewhat less general than the original Megiddo’s technique, but is still applicable to a wide range of
problems, for example, to problems whose decision procedure is based on sorting.
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We can deﬁne function
Q() =
{
1 if Z(X);
0 if <Z(X).
Then according to Lemmas 1 and 4, obtaining the sign of Q() at some 1 can be done by solving an instance of
ProblemOPT(s), andZ(X) can be found using the parametric approach if there are appropriate algorithms for Problem
OPT(s). (We note that the parametric approach was originally developed for problems with ratio objective functions
[19].) Let us consider two examples.
Example 1. Suppose that A is the set of all p-element subsets of E for some p<n. Then, Problem OPT(s) reduces to
selecting p smallest numbers in {wse, e ∈ E} which can be done in TA1 = O(n) sequential time, or in TA2 = O(log n)
parallel time using PA2 =O(n/ log n) processors [26]. Requirements of Megiddo’s technique and Cole’s improvement
are met; therefore, using the (improved) Megiddo’s parametric search, Problem RELREGR(X) can be solved in
O(TA2 · PA2 + TA1 · TA2) = O(n log n) time.
Example 2. Minimum spanning tree: Suppose that A is the set of all spanning trees for a connected network with
n edges and m nodes. Then, Problem OPT(s) is the minimum spanning tree problem. Prim’s or Kruskal’s algorithm
can solve this problem sequentially in TA1 = O(n + m logm) time [1]. The recent parallel algorithm of Chong et al.
[9] can solve this problem in TA2 = O(log n) time using PA2 = n + m processors [9], and the algorithm satisﬁes the
conditions of the Megiddo’s technique and Cole’s improvement; therefore, Problem RELREGR(X) can be solved in
O(TA2 · PA2 + TA1 · TA2) = O[(n + m logm) log n] time.
3.3. Mixed-integer linear programming formulation
Lemma 6. Problem ROBRELAX() can be formulated as follows:
min
x∈CH(A)
[∑
e∈E
w+e xe + max
y∈CH(A)
∑
e∈E
(−w−e − (w+e − w−e )xe)ye
]
. (3)
Proof. The statement of the lemma follows from Lemma 4. 
Suppose that Problem OPT(s) can be formulated as a linear programming problem of the type
min
{∑
e∈E
wseye |B1y + B ′1y′b1
}
, (P1)
where B1, B ′1, b1 are matrices and vector of appropriate dimensions, y = {ye, e ∈ E} and y′ are vectors of main and
auxiliary variables, respectively. (That is, the optimum objective values of (P1) and Problem OPT(s) are equal.) We
will refer to this assumption as to Assumption LP. Many subset-type combinatorial optimization problems that can
be solved in polynomial time (e.g. the shortest path problem, the minimum spanning tree problem, the assignment
problem) can be formulated as linear programs of the type (P1). Let (P1′) be the equivalent (up to the change of sign
of the optimal objective function value) maximization version of Problem (P1):
max
{∑
e∈E
−wseye |B1y + B ′1y′b1
}
. (P1′ )
Then the internal maximization problem in (3) (considering x as ﬁxed) can be viewed as problem (P1’) withwse=w−e +
(w+e −w−e )xe, e ∈ E (we will call this problem (P1′(x, ))), and can be equivalently replaced with its dual which is a
minimization linear programming problem; thus, we obtain an equivalent formulation for Problem ROBRELAX()
min
x∈CH(A) min∈(x,)
[
b1 +
∑
e∈E
w+e xe
]
, (4)
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where  is the vector of dual variables for (P1′(x, )) and(x, ) is the polyhedron deﬁned by the constraints of the dual
problem to (P1′(x, )); we will call the set of these constraints (D1(x, )). Notice that the constraints (D1(x, )) are
linear in x and; the only terms in these constraints that contain  and x are the right-hand sides (−w−e −(w+e −w−e )xe).
Also, the objective of (4) is linear (in contrast with the objective of (3)).
Suppose also that CH(A) can be described by means of mixed-integer linear constraints
B2x + B ′2x′b2, x ∈ {0, 1}n (P2)
(where x′ is a vector of continuous auxiliary variables, B2, B ′2, b2 are matrices and vector of appropriate dimensions),
in the sense that the set of x-parts of all feasible solutions to (P2) is exactly the set CH(A). We will refer to this
assumption as to Assumption MILP. Usually, feasible sets of subset-type combinatorial optimization problems have
formulations of the type (P2). Then according to (4), Problem ROBRELAX() can be formulated as a minimization
mixed-integer linear programming problem with the objective function b1 +∑e∈E w+e xe and constraints (D1(x, ))
and (P2). Moreover, using Lemmas 1, 2, we obtain the following result.
Theorem 1. If Assumptions LP and MILP hold, Problem RELROB can be formulated as the following mixed-integer
linear programming problem:
minimize,
subject to constraints (D1(x, )), (P2), and b1 +∑e∈E w+e xe0. This problem has |E| boolean variables xe, e ∈ E;
other variables (, , x′) are continuous.
The development of the mixed-integer linear programming formulation was inspired by the mixed-integer linear
programming formulation of ProblemABSROB for the minimum spanning tree problem in [28].
Example 3. Uniform matroid: Suppose that A is the set of all p-element subsets of E for some p, 1p<n. From the
point of view of the underlying combinatorial structure, A is the set of bases of a uniform matroid of rank p on the
ground set E [27]. Problem (P1′(x, )) in this context is
max
∑
e∈E
(−w−e − (w+e − w−e )xe)ye;
∑
e∈E
ye = p, 0ye1, e ∈ E.
The problem dual to (P1′(x, )) is
min
(∑
e∈E
e + p′
)
;
e + ′ − w−e − (w+e − w−e )xe, e0, e ∈ E. (5)
Constraints (5) correspond to (D1(x, )); notice that variable ′ is not restricted to be nonnegative. As constraints (P2),
we can use∑
e∈E
xe = p, xe ∈ {0, 1}, e ∈ E. (6)
Then, previous discussion implies that Problem RELROB can be formulated as the following mixed-integer linear
programming problem:{
minimize | subject to constraints (5), (6), and
∑
e∈E
e + p′ +
∑
e∈E
w+e xe0
}
.
Using this mixed-integer linear programming formulation, in Section 3.6 we develop a fast polynomial algorithm for
Problem RELROB on a uniform matroid.
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Example 4. Minimum spanning tree: Suppose that A is the set of all spanning trees of a connected network G with
the set of edges E, |E| = n, and the set of nodes V, |V | = m. Then Problem OPT(s) is the minimum spanning tree
problem (MST). In [17], some network design models of the MST are presented, where ﬂow needs to be sent between
the nodes of the network, and some edges need to be installed to carry the ﬂow. The directed multicommodity ﬂow
model of the MST from [17] can straightforwardly be represented in the form (P1), and the single commodity ﬂow
model of the MST from [17] is of the form (P2); using these models as (P1) and (P2), we obtain a mixed-integer linear
programming formulation of Problem RELROB with n boolean variables and O(nm) continuous variables and O(nm)
constraints. To save space, we omit the straightforward but lengthy details. The directed multicommodity ﬂow model
and the single commodity ﬂow model were used in a similar way in [28] to obtain a mixed-integer linear programming
formulation for ProblemABSROB for MST.
Example 5. The assignment problem: Suppose that E is the set of edges of a complete bipartite graph G with parts V1,
V2, |V1| = |V2| =m, and suppose that A is the set of perfect matchings between elements of V1 and V2. Then Problem
OPT(s) is the assignment problem. Let us introduce boolean variable xij for each arc (i, j) ∈ E; the arc connects node
i of V1 to node j of V2. The set of characteristic vectors of possible perfect matchings is the set of feasible vectors for
the constraints∑
1 im
xij = 1, j ∈ [1 : m], (7)
∑
1 jm
xij = 1, i ∈ [1 : m], (8)
xij ∈ {0, 1}, i, j ∈ [1 : m]. (9)
These constraints can be used as (P2). Constraints (7)–(8) togetherwith the requirement that the variables be nonnegative
can be used as constraints of (P1), because the extreme points of the polyhedron deﬁned by these constraints are integral.
Introducing dual variable j for the constraint (7) corresponding to node j ofV2, and dual variable ′i for the constraint (8)
corresponding to node i of V1, and following the discussion that led to Theorem 1, we obtain the following formulation
of Problem RELROB for the assignment problem:
minimize,
subject to constraints∑
i∈[1:m]
′i +
∑
j∈[1:m]
j +
∑
i,j∈[1:m]
w+ij xij 0,
′i + j  − w−ij − (w+ij − w−ij )xij , i, j ∈ [1 : m]
and constraints (7)–(9).
3.4. Relationship between the complexities of Problem RELROB and Problem ABSROB
In this subsection, we show that for a broad class of subset-type problems, Problem RELROB is at least as hard
as Problem ABSROB. Speciﬁcally, we show that under some mild conditions, Problem ABSROB can be reduced to
solving Problem RELROB on a slightly modiﬁed instance. As an illustration of this general result, we prove that the
interval data minmax relative regret spanning tree and shortest path problems are strongly NP-hard.
An instance of a subset-type problem is deﬁned by specifying the ground set E, the set of feasible solutions A, and
the uncertainty intervals [w−e , w+e ], e ∈ E. Let W = maxe∈E w+e .
Theorem 2. Suppose that for the subset-type problem under consideration, there is a transformation T that, given an
instance I, transforms it into an instance I ′ such that there is one-to-one correspondence between feasible solutions
X of the instance I and feasible solutions X′ of the instance I ′, and between extreme scenarios s of the instance I and
extreme scenarios s′ of the instance I ′ (the correspondence will also be denoted as T, i.e. X′ = T (X), s′ = T (s)),
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and such that for any feasible solution X and an extreme scenario s of the instance I, for the corresponding feasible
solution X′ = T (X) and the corresponding extreme scenario s′ = T (s) of the instance I ′, F(s′, X′) = F(s,X) + M ,
where M is an integer constant such that M >(Wn)2 and W is deﬁned by the data of the instance I. In other words,
the transformation T : I → I ′ increases value F(s,X) for all pairs (s,X) by the same constant M. Then, if X′ is
an optimal solution to Problem RELROB for the instance I ′, then X = T −1(X′) is an optimal solution to Problem
ABSROB for the instance I.
Proof. It is sufﬁcient to prove that for any feasible solutions X1, Y1, X2, Y2, and extreme scenarios s1, s2 for the
instance I, the inequality
F(s1, X1) − F(s1, Y1)>F(s2, X2) − F(s2, Y2) (10)
implies the inequality
F(s1, X1) + M
F(s1, Y1) + M >
F(s2, X2) + M
F(s2, Y2) + M . (11)
For convenience, let us denote Q1 =F(s1, X1), R1 =F(s1, Y1), Q2 =F(s2, X2), R2 =F(s2, Y2). Observe that values
Q1, R1,Q2, R2 are integer, since s1, s2 are extreme scenarios. Then
Q1 + M
R1 + M −
Q2 + M
R2 + M =
M(Q1 + R2 − R1 − Q2) + Q1R2 − Q2R1
(R1 + M)(R2 + M) . (12)
If (10) holds, then the numerator of the right side of (12) is positive, because Q1 + R2 − R1 − Q21 according to
(10), and M >Q2R1 according to the deﬁnition of M; this implies (11). 
Theorem 2 shows that, speaking informally, existence of an efﬁcient algorithm for Problem RELROB implies
existence of an efﬁcient algorithm for Problem ABSROB, if the transformation speciﬁed in the theorem exists and is
computable efﬁciently. The theorem allows to prove NP-hardness results for Problem RELROB, if such results are
known for Problem ABSROB. To illustrate this, we prove that the interval data minmax relative regret versions of the
minimum spanning tree and the shortest path problems are strongly NP-hard.
Consider the minimum spanning tree problem on a connected undirected network N with the set of edges E; that is,
A is the set of all spanning trees of N. Consider the following transformation of the network N: add an additional node
a′ and connect it to some node a of N with an additional edge e′ = (a, a′) with a “certain” weight M = (Wn)2 + 1 (that
is, w−
e′ = w+e′ = M). This transformation clearly satisﬁes the conditions of Theorem 2; therefore, an optimal solution
to Problem RELROB on the modiﬁed network immediately gives us an optimal solution to Problem ABSROB on the
original network. In [2,6], it is proven (independently) that Problem ABSROB is strongly NP-hard for the minimum
spanning tree problem; therefore, Problem RELROB is strongly NP-hard too.
Consider now the shortest path problem on a network N˜ (directed or undirected); that is, A is the set of simple
paths from a speciﬁed source node a to a speciﬁed sink node b. In [6], it is proven that Problem ABSROB is strongly
NP-hard for the shortest path problem (weak NP-hardness is independently proven in [29]). Using Theorem 2, we have
that Problem RELROB is also strongly NP-hard (one can use the transformation that adds an additional node a′ and
connects it to the node a with an arc (or edge) (a′, a) of “certain” length M = (Wn)2 + 1, and makes the node a′ a new
source node).
Consider the assignment problem on a complete bipartite network with parts V1, V2 of equal cardinalities, |V1| =
|V2| = n. In [14], it is proven that Problem ABSROB is NP-hard for the assignment problem. Using Theorem 2, we
have that Problem RELROB is also NP-hard (since all feasible solutions have the same cardinality n, one can use the
transformation that adds the same large constant M ′ = W 2n + 1 to all bounds of uncertainty intervals). We obtain
Theorem 3. The interval data minmax relative regret shortest path and spanning tree problems are strongly NP-hard.
The interval data minmax relative regret assignment problem is NP-hard.
Remark 1. Besides the interval data problems, in minmax regret optimization, some authors consider also discrete-
scenario problems, where the set S of possible scenarios is ﬁnite and is described by listing explicitly all possible
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scenarios as a part of the input. Discrete-scenario minmax regret versions of the shortest path, minimum spanning tree
and assignment problems are also known to be NP-hard [15].
3.5. The case of a small number of nondegenerate uncertainty intervals
The uncertainty interval [w−e , w+e ] for an e ∈ E is called nondegenerate if w−e <w+e , and is called degenerate
if w−e = w+e . Let d be the number of nondegenerate uncertainty intervals. In [6], it was shown that for subset-type
problems, Problem ABSROB can be solved in polynomial time whenever Problem OPT(s) is solvable in polynomial
time and d is sufﬁciently small (asymptotically) with respect to n; namely, when d is bounded by the logarithm of a
polynomial function of n. In this subsection, we show that the same result holds for Problem RELROB.
For any X ∈ A, let s(X) = {ws(X)e , e ∈ E} denote the scenario deﬁned as follows:
ws(X)e =
{
w+e if e /∈X,
w−e if e ∈ X.
Lemma 7. Consider an arbitrary X ∈ A. Let X˜ be an optimal solution to Problem OPT(s(X)). Then Z(X˜)Z(X).
Proof. The proof is identical to the proof of Lemma 2 of [6]; we state it here for completeness. It is straightforward to
observe that for any scenario s ∈ S, F(s,X)−F(s, X˜)F(s(X),X)−F(s(X), X˜). Since F(s(X),X)F(s(X), X˜)
we have that for any s ∈ S, F(s,X)F(s, X˜), which implies the statement of the lemma. 
Corollary 3. IfX∗ ∈ A is an optimal solution to Problem RELROB, then any optimal solution to ProblemOPT(s(X∗))
is also an optimal solution to Problem RELROB.
Corollary 4. There exists an extreme scenario s′ ∈ S′ such that any optimal solution to Problem OPT(s′) is also an
optimal solution to Problem RELROB.
Problem RELROB can be solved using the following scheme. For each extreme scenario s′ ∈ S′, ﬁnd an optimal
solution X˜(s′) to Problem OPT(s′) and compute value Z(X˜(s′)). The best of the obtained candidate solutions will be
an optimal solution to Problem RELROB. According to the discussion in Section 3.2, computing value Z(X) (solving
ProblemRELREGR(X)) for anyX ∈ A can be done in polynomial time if ProblemOPT(s) can be solved in polynomial
time. Since the number of extreme scenarios is 2d , we have the following:
Theorem 4. If the number d of nondegenerate uncertainty intervals is ﬁxed or is bounded by the logarithm of a
polynomial function of n, and if ProblemOPT(s) is polynomially solvable, then Problem RELROB is also polynomially
solvable,with the order of complexityO(2d(complexity of Problem OPT(s)+complexity of Problem RELREGR(X))).
3.6. A strongly polynomial algorithm for Problem RELROB on a uniform matroid
In this subsection, we make no assumptions about the number d of nondegenerate uncertainty intervals. According
to Lemma 2, solving Problem ROBRELAX() for some 1 allows us to know whether <z∗ or  = z∗ or >z∗.
Since the optimal objective value of Problem RELROB is a rational number whose numerator and denominator are not
greater than nW, Problem RELROB can be solved using binary search in time O(log (n+W))·(complexity of Problem
ROBRELAX()), or using Megiddo’s parametric approach. As an illustration of this approach, in this subsection
we develop a strongly polynomial algorithm for Problem RELROB on a uniform matroid, which is the ﬁrst known
polynomial algorithm for this problem.
In this subsection, we assume that A is the set of all p-element subsets of E, 1p<n, that is, A is the set of bases of a
uniform matroid of rank p on the ground set E [27]. In [4], a strongly polynomial algorithm for ProblemABSROB on a
uniform matroid with complexity O(p2n) was presented; subsequently an improved algorithm with complexity O(pn)
was proposed in [11]. Below, we extend the approach of [11] to obtain efﬁcient parallel and sequential algorithms
for Problem ROBRELAX(); then, using the Megiddo’s parametric approach, we obtain a O(np log n) algorithm for
Problem RELROB.
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For simplicity of presentation we assume p 12n (an extension for the general case is straightforward).
Consider the development of the mixed-integer linear programming formulation in Section 3.3. According to the
discussion in Section 3.3 and Example 3, Problem ROBRELAX() can be formulated as the following mixed-integer
linear programming problem:
min
,′,x
{∑
e∈E
e + p′ +
∑
e∈E
w+e xe | subject to the constraints (5), (6)
}
. (13)
It is easy to observe that in an optimal solution to (13)
e = max{0,−w−e − (w+e − w−e )xe − ′}, e ∈ E. (14)
Taking into account (6), we observe that
p′ =
∑
e∈E
xe
′ (15)
for any solution that satisﬁes (6). After substituting (14) and (15) in (13) and straightforward algebraic simpliﬁcations,
we obtain a new formulation of Problem ROBRELAX():
min
′,x
{∑
e∈E
max{(′ + w+e )xe, (−w−e − ′) + (w−e + ′)xe} | subject to constraints (6)
}
. (16)
Finally, (16) can be rewritten as
zˆ∗() = min
′,x
{∑
e∈E
(ae(
′)xe + be(′)) | subject to constraints (6)
}
, (17)
where ae(′) = max{′ + w+e , w−e (1 − )} − max{0,−w−e − ′}, be(′) = max{0,−w−e − ′} (this can be easily
veriﬁed by considering the expression inside the maximization operation in the objective of (16) separately for xe = 0
and xe = 1).
Let e1, . . . , en be the elements of E indexed according to nondecreasing values ofw−e , that is,w−e1w
−
e2 · · · w−en ;
and let e1, . . . , en be the elements of E indexed according to nondecreasing values of w−e + w+e − w−e . Let
T () = {−w−e , e ∈ {ep, ep+1, . . . , e2p}} ∪ {−w−e − w+e + w−e , e ∈ {e1, e2, . . . , ep}}
(notice that |T ()|2p + 1).
Lemma 8. There is an optimal solution (′∗, x∗) to (17) such that ′∗ ∈ T ().
Proof. By considering the formulation (13), constraints (5) and expression (14), we can observe that there is an optimal
solution (∗, ′∗, x∗) to (13) where (−′∗) is the pth smallest of the numbers w−e +(w+e −w−e )x∗e , e ∈ E. This implies
that
(−′∗) ∈ {w−e , e ∈ {e1, . . . , e2p}} ∪ {w−e + w+e − w−e , e ∈ {e1, e2, . . . , e2p}}
and also that (−′∗)w−ep and (−′∗)w−ep + w+ep − w−ep ; therefore ′∗ ∈ T (). 
Observe that if ′ is ﬁxed, then (17) reduces to selecting p smallest numbers in the set {ae(′), e ∈ E}, which can
be done in O(n) serial time (or in O(log n) parallel time using O(n/ log n) processors [26]). Lemma 8 implies that it is
sufﬁcient to consider only O(p) possible values for ′. We obtain
Theorem 5. Problem ROBRELAX() can be solved in O(np) serial time, or in O(log n) sequential time using
O(np/ log n) processors.
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Theorem 5 generalizes the corresponding result of Conde [11] for Problem ABSROB (that corresponds to  = 1);
the development of the formulation (17) and Lemma 8 are inspired by [11].
Using Megiddo’s parametric search with Cole’s improvement and Lemma 2, we obtain
Theorem 6. Problem RELROB can be solved in O(np log n) time.
4. Total ﬂow-time scheduling problem
Suppose there is a set J of jobs that have to be processed on a single machine, |J | = n, n2. The machine cannot
process more than one job at any time. Let the set of feasible solutions A be the set of all possible orderings of the jobs
from J, |A| = n!; elements of A will be called permutations. For any job j ∈ J , its processing time is uncertain and
belongs to the corresponding uncertainty interval [w−j , w+j ], 0<w−j w+j , w−j , w+j are integer. A scenario is an
assignment of values to processing times of jobs. For any scenario s = {wsj , j ∈ J } and any permutation X =
(j1, j2, . . . , jn) ∈ A, the corresponding total ﬂow time is
F(s,X) = wsj1 · n + wsj2 · (n − 1) + · · · + wsjn−1 · 2 + wsjn .
The set S of possible scenarios is the Cartesian product of the uncertainty intervals. Problem OPT(s) in this context is
the problem of minimizing the total ﬂow time and can be solved in O(n log n) time by ordering the jobs according to
nondecreasing values of processing times wsj (the SPT rule).
4.1. Computing the worst-case relative regret
Let us ﬁx a permutationX ∈ A; suppose for simplicity of presentation that the jobs are identiﬁed with their positions
in X, that is, for a job j exactly j−1 jobs precede j in X. Below, we show that valueZ(X) can be computed in polynomial
time.
Consider a complete bipartite graphG= (V ,U,L), with parts V,U and the set of edges L, where V ={v1, . . . , vn},
U = {u1, . . . , un}. Let 1 be ﬁxed; assign weights to the edges of L as follows. An edge {vj , ui} receives weight
w+j (i − j − ( − 1)(n + 1)) if (i − j − ( − 1)(n + 1))> 0, and weight w−j (i − j − ( − 1)(n + 1)) if
i − j − ( − 1)(n + 1)0. Consider the maximum weight perfect matching problem on the deﬁned bipartite graph
(also known as the assignment problem); denote it Problem MATCH.
Theorem 7. The optimum objective values for Problem MATCH and Problem RELAX(X, ) are equal.
Proof. First, observe that there is a one-to-one correspondence between the permutations fromA and perfect matchings
in G. For a perfect matching M = {(vji , ui), i ∈ [1 : n]}, the corresponding permutation is Y = {j1, j2, . . . , jn}. Next,
observe thatmaxs∈S (F (s,X)−F(s, Y )) is exactly theweight of the perfectmatchingM. Indeed, for s=(ws1, . . . , wsn),
F(s,X) − F(s, Y ) =∑ni=1 (n − ji + 1)wsji −∑ni=1 (n − i + 1)wsji =∑ni=1 wsji [i − ji − ( − 1)(n + 1)]. The
statement of the theorem follows immediately. 
It is straightforward to observe that for Problem RELAX(X, ), and, therefore, for Problem RELREGR(X), it is
sufﬁcient to consider only extreme scenarios. Since for any extreme scenario s ∈ S′ and any X ∈ A, F(s,X)n2W ,
where W = maxi∈[1:n] w+i , we have that the optimal objective value of Problem RELREGR(X) is a rational number
whose numerator and denominator are not greater than n2W . According to Lemma 1, solving Problem RELAX(X, )
for some 1 allows us to know whether <Z(X) or =Z(X) or >Z(X). Thus, Problem RELREGR(X) can be
solved using binary search with O(log (n + W)) iterations, where at each iteration an assignment problem is solved.
If, for example, the standard Hungarian O(n3) algorithm [24] is used for the assignment problem, then we obtain an
O(n3 log (n + W)) algorithm for Problem RELREGR(X). We have
Theorem 8. For any permutation X, value Z(X) can be computed in O(n3 log (n + W)) time.
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4.2. Complexity of the problem
In [16], it is proven that ProblemABSROB is NP-hard. Using this result, we prove that ProblemRELROB is NP-hard
as well.
Theorem 9. Problem RELROB is NP-hard.
Proof. The idea of the proof is similar to the idea of the proof of Theorem 2, with some additional technical twists.
We use a reduction from ProblemABSROB. Suppose we have an instance I of ProblemABSROB that is described by
numbers n,w+i , w
−
i , i ∈ [1 : n]. Then, for any X ∈ A and s ∈ S, F(s,X)Wn2. Let us transform the instance I to an
instance I ′ of Problem RELROB by adding a “long” job j ′ with w−
j ′ = w+j ′ = W 2n4 + W 2n3 + 1.
Main claim. The permutation that is obtained from the optimal solution to Problem RELROB for the instance I ′ by
deleting the “long” job j ′ will be optimal for ProblemABSROB for the instance I.
Since ProblemABSROB is NP-hard [16], to prove the theorem it is sufﬁcient to prove the main claim. Since the set of
jobs with nondegenerate uncertainty intervals is the same for both instances, we can consider both instances as having
the same set S of scenarios. Clearly, for any s ∈ S, in an optimal permutation for Problem OPT(s) for the instance I ′
the job j ′ is scheduled last, and in any optimal permutation for Problem RELROB for the instance I ′ the job j ′ is also
scheduled last. Therefore, we can consider only permutations where the job j ′ is scheduled last as feasible solutions for
the instance I ′; denote the set of all such permutations asA′. Thenwe have a natural one-to-one correspondence between
feasible solutions X ∈ A for the instance I and feasible solutions X′ ∈ A′ for the instance I ′. It is straightforward to
see that for any X ∈ A and the corresponding X′ ∈ A′, and for any s ∈ S, F(s,X′)= F(s,X)+M(s) for some M(s)
such that W 2n4 + W 2n3 + 1M(s)W 2n4 + W 2n3 +Wn + 1.
To prove the main claim, it is sufﬁcient to prove that for any feasible solutionsX1, Y1, X2, Y2 and extreme scenarios
s1, s2 for the instance I, and any numbers M1,M2 such that
W 2n4 + W 2n3 + 1MiW 2n4 + W 2n3 +Wn + 1, i = 1, 2, (18)
the inequality
F(s1, X1) − F(s1, Y1)>F(s2, X2) − F(s2, Y2) (19)
implies the inequality
F(s1, X1) + M1
F(s1, Y1) + M1 >
F(s2, X2) + M2
F(s2, Y2) + M2 . (20)
For convenience, let us denote Q1 =F(s1, X1), R1 =F(s1, Y1), Q2 =F(s2, X2), R2 =F(s2, Y2). Observe that values
Q1, R1,Q2, R2 are integer, since s1, s2 are extreme scenarios. Then
Q1 + M1
R1 + M1 −
Q2 + M2
R2 + M2 =
(Q1 − R1 − Q2 + R2)M2 − (Q2 − R2)(M1 − M2) + Q1R2 − Q2R1
(R1 + M1)(R2 + M2) . (21)
If (19) holds, then the numerator of the right side of (21) is positive, because |M1 − M2|Wn, |Q2 − R2|Wn2,
Q2R1W 2n4,Q1 −R1 −Q2 +R21 according to (19) and therefore (Q1 −R1 −Q2 +R2)M2W 2n4 +W 2n3 +1.
This implies (20). 
Remark 2. The discrete-scenario minmax regret version of the minimum total ﬂow time scheduling problem, where
the set S of possible scenarios is ﬁnite and is described by listing explicitly all possible scenarios as a part of the input,
is also known to be NP-hard [12].
4.3. Dominance property and the case of ﬁxed number of nondegenerate uncertainty intervals
If for some jobs j ′, j ′′, w+
j ′w
+
j ′′ and w
−
j ′w
−
j ′′ , we say that the job j ′ dominates the job j ′′.
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Lemma 9. Suppose that job j ′ dominates job j ′′, X ∈ A is an optimal permutation for Problem RELROB, and j ′′
precedes j ′ in X. Then switching the positions of the jobs j ′ and j ′′ will result in another optimal permutation for
Problem RELROB.
Proof. The proof can be conducted using an argument identical to that used in [12] to prove a similar statement for
ProblemABSROB. 
Lemma 9 in combination with Theorem 8 can be used to show that Problem RELROB can be solved in polynomial
time if the number d of nondegenerate uncertainty intervals is ﬁxed. Indeed, Lemma 9 implies that we can order the jobs
with degenerate uncertainty intervals according to nondecreasing values w−j = w+j , and consider only permutations
where the positions of such jobs are consistent with the obtained order. Since there are O(nd) such permutations, and
taking into account Theorem 8, we obtain
Observation. If the number d of nondegenerate uncertainty intervals is ﬁxed, Problem RELROB can be solved in
polynomial time.
5. Some concluding remarks
5.1. The case of a more general set of scenarios
Suppose that the set S is a general polyhedron P in Rn+. Then, Lemma 1(a) implies that for the problems considered
in the paper, for any X ∈ A there is a worst-case scenario that is an extreme point of P (observe that for subset-type
problems and the scheduling problem considered in Section 4 the objective of Problem RELAX(X, ) is linear in w-
variables if X, , Y are ﬁxed). This implies that Problem RELREGR(X) is polynomially solvable if Problem OPT(s)
is polynomially solvable and P has a polynomial number of extreme points. However, for a general polyhedron P there
may be an exponential number of extreme points; we conjecture that in the case of a general polyhedron P, computing
the valueZ(X) is NP-hard for the minimum spanning tree problem, the shortest path problem, the assignment problem,
and the problem of minimizing the total ﬂow time of n jobs. Thus, the results of Theorem 8 and Lemma 5 are due to
the special structure created by the interval data representation of uncertainty (namely, S is a rectangular box in Rn+
with edges parallel to coordinate axes).
5.2. Branch-and-bound algorithms
We showed that interval data minmax relative regret versions of the minimum spanning tree problem, the shortest
path problem, and the minimum total ﬂow time scheduling problem are NP-hard, using the corresponding results for
the absolute regret problems.We showed also that the value of the worst-case relative regret for a ﬁxed feasible solution
can be obtained in polynomial time for each of these three problems. The latter result can be used for developing
branch-and-bound algorithms for these problems. Such algorithms can be developed similarly to branch-and-bound
algorithms for the absolute regret versions of these problems in [21,22,12], with straightforward modiﬁcation of lower
bounds.
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