Since only simple symbol-based manipulations are needed, n-gram indexing is used for natural languages where syntactic or semantic analyses are often difficult. Music, whose automatic analysis for patterns such as motifs and phrases are difficult, inaccurate or computationally expensive, is thus similar to natural languages. The use of n-gram in music retrieval systems is thus a natural choice.
INTRODUCTION
Because of its simplicity, n-gram indexing has been used in text retrieval systems for years. It is done by associating every n-character fragment, called an n-gram, of a document with the document identifier in an inverted index. It is particularly suitable for indexing text in languages without easy-to-parse word boundaries, such as Chinese, Japanese, or Korean. Only simple character-based manipulation is needed to build n-gram indices; elaborate syntactic or semantic analysis of text, which are particularly difficult for these languages, are not required.
Music, seen as a temporal sequence of notes and rests, is similar to those natural languages in one aspect: although it is often easy to obtain note sequences from computer representations of music, further analysis for musical patterns such as motifs, phrases and movements are often difficult, inaccurate, or computationally expensive. This is because music, like natural languages, do not have rigid grammatical rules, and is multidimensional in the sense that the same piece can be interpreted in multiple ways [4] . Simple indexing techniques that do not require extensive musical analysis thus have their appeal for music indexing in retrieval systems, and n-gram indexing is thus a natural choice.
In indexing natural languages, bigrams and trigrams, that is, n-grams with n = 2 or 3, are most often used. In-0-7803-6536-4/00/$10.00 (c) 2000 IEEE deed, the use of bigrams and trigrams fits the characteristics of natural languages. For example, since more than twothird of Chinese words consist of two characters [5] , bigram indexing is often used for Chinese. For the same reason, n is often 2 or 3 for Korean [3] . However, although n-gram indexing seems to be suitable for music, few studies can be found in the literatures on what the n should be for musical n-grams. Since there are potentially lCln n-gram combinations for a musical feature sequence with IC1 alphabets, combinatorial explosion would be a problem if a large n is needed.
Besides the problem of potential combinatorial explosion, other issues arise when n-grams are used for indexing. Unlike indexing methods that use data structures for string matching such as the suffix tree 163, positional information are normally not stored in n-gram indices. Since a query is considered to match a document when all its n-grams can be found in it, false positives may occur. For example, if bigram indexing (n = 2) is used, the query abcd is considered to match the text abacdbc because all the query bigrams ab, bc and cd can be found in the text, though abcd cannot be found in abacdbc. False drops, on the other hand, are not possible.
To our knowledge, few articles directly addressed the issue of indexing musical features using n-grams. Two of them are [2] and [71. In [2] , 4-to 6-grams of musical intervals quantized in four ways were studied in an informetric framework. In [7] , the average number of pieces musical ngrams can match was studied. In both works, statistics was based on the assumption that all n-grams were selected with equal probability. Since in real applications this assumption may not always hold, in this paper, we study the issues of an n-gram-based music retrieval system using simulated queries. In particular, we seek to answer the following questions. First, whether combinatorial explosion is a problem in musical n-gram indexing. Second, the value of n needed for six different musical features when the statistical distribution of n-gram is taken into account. Third, the relative discrimination power of different features, and fourth, the average number of false positives returned when n-grams are used to index music.
THE MUSIC COLLECTION
Since the Internet is one of the major sources of digital music, our collection consists of 1003 MIDI files of songs and music popular in Hong Kong, Taiwan, or Japan, all obtained from the Internet. All the pieces were assumed to be in equal temperament tuning system. The MIDI tracks containing melodies were manually extracted for the experiments. Because some of the MIDI files contain performed rather than notated music, automatic onset quantization was done on all the pieces to reduce the effect of performance timing variabilities. Essentially, all note onset and offset times were quantized to fit into a set of time values determined by parameters such as the time signature of the piece. The sequence of notes and rests obtained were then analyzed for musical features. Three traditionally used musical features, namely Interval Sequence, Profile and Note Duration Ratio Sequence, and three "Coarse Interval" features introduced in [7] , namely C13, CI5 and C17, were used in the experiments. An Interval Sequence is a sequence of numbers each denoting the musical interval size, in number of semitones, between two temporally consecutive notes. Coarse Interval sequences CIz are uniformly quantized Interval Sequences where z intervals are grouped together with the unison interval at the center of a group. Mathematically, an interval of s is mapped to sgn(s) for the feature CI(2n + 1). The feature Profile shows the shape of the melody by the ups and downs of its note pitches; it is nonuniformly quantized Interval Sequence using the three-valued sign function. Those features derived from Interval Sequence (i.e., CIz and Profile) often have a smaller alphabet size than Interval Sequence, which can help reducing index sizes. A Note Duration Ratio Sequence is a sequence of ratios of sounding durations between temporally consecutive notes. Some examples of the features introduced here can be found in [7] .
MUSICAL FEATURES

THE EXPERIMENTS
In our experiments, every piece of music in our collection is first analyzed for the described features. Then, for every feature, multiple n-gram indices are built with different values of n. To search a particular n-gram index, a given query of length q 2 n feature points is first broken down into ( q -n + 1) n-grams. By looking up the n-gram index, we obtain, for each piece in the database, the number of query n-grams that matches it. A query is considered to completely match a piece when all the q -n + 1 query ngrams can be found in it. In our experiments, the values of n from 1 to 8 are used. Results where less than q -n + 1 0-7803-6536-4/00/$10.00 (c) 2000 IEEE 870 Figure 2 : Coefficient of variation on number of matching pieces using string matching method query n-grams are matched cannot be reported here due to space limitations. Queries in our experiments are generated by sampling methods. First, a query length of q feature points is fixed. Then, segments of musical features of length q is selected from the musical features of the pieces so that the probability of any segment q feature points in length being selected is the same. This way, for any given n-gram, its probability of being in the length-q segment will be proportional to its occurrence frequency in the collection. In our experiments, 1000 queries are generated for each value of q, and the value of q varies from 4 to 32 in our experiments.
To compare the number of matching pieces when ngram indexing is used under different values of n, we match every set of length-q query samples with all the n-gram indices for all n < q. The queries are also matched against the database using an exact string-matching method. This gives us match results in which no false drops nor false positives can occur.
RESULT AND ANALYSIS
To study the relative discrimination power of the features, Figure 1 shows a graph on the average fraction of the database that matches the samples against the length of query in feature points using a string matching method. Also, curves of coefficient of variation, that is, standard deviation normalized by the average value, for different features are also plot in Figure 2 . As expected, as the query length q increases, the average fraction of songs in the database that match the queries decreases, since the queries become more specific. However, comparing the six curves, it is found that a rather large n is needed for C15 and C17 curves to be sufficiently low; on average, more than 10% of the database gives a match even when the queries consist of 16 CI7 feature points. In contrast, a smaller n is needed for the Profile curve. Since Profile is Interval Sequence nonuniformly quantized to three values, with the fact that musical intervals tend to be small-sized in the musical scale [ 13, this observation indicates that uniformly quantized Interval Sequence with large quantization step size are not discriminating features. Indeed, the unison interval has been found to be an important discriminant of music [7] . For features based on Interval Sequence to be more discriminating, finer quantization step size could be applied (e.g., use C13 rather than CI7), or nonuniformly quantization can be done. Other possibilities that can be investigated in future research include use of Interval Sequence nonuniformly quantized to more than three levels.
The coefficient of variation shows the dispersion of data relative to the average. Note that the coefficient of variation for a feature is not very meaningful when n is so small that a large proportion of the database is matched, since the standard deviation cannot become too large from the average value, This is the case for most features when q = 4 and the coarse intervals when q = 6. From the graph, we found that the coefficients of variation for the features Interval Sequence and C13 reach a value of below one at a moderate value of n around 15. That is, the relative dispersion of the fraction of matching pieces is small for such ann value. Since practical query lengths for Interval Sequences and C13 are also at that range, these features are good in the sense that the number of matching pieces using two queries of the same length would not differ by too much; they "partition" the database more or less evenly. The feature Profile also shows a similar property although a higher value of n is needed. Coarse Interval features and Note Duration Ratio Sequences, on the other hand, give relatively high value of coefficient of variation in our considered range of query lengths. This means some of their feature sequences match very few pieces in the database, while some match a lot. In other words, some of these feature sequences occur in many pieces while some very few. These features can still be good features to use provided that feature sequences that match a lot of pieces can be identified and removed. This is similar to stopword removal in natural language text retrieval systems.
False positives can affect retrieval efficiency because piece-by-piece filtering is needed to remove them. To study the amount of false positives n-gram indexing would give, for every feature we found the average proportion of songs in the database that are false positives. The values found for 0-7803-6536-4/00/$10.00 (c) 2000 IEEE every n considered are plot against the length of queries and are shown in Figure 3 . Each graph in the figure corresponds to one feature, and each curve in the graphs corresponds to one value of n. The topmost curves are for n = 1, second topmost for n = 2, and so on.
For example, the false positive proportion for C15 can be more than 10% unless n is larger than 7, and that for C17 is always larger than 7.5% for query lengths more than 12 feature points even when n = 8. This means that relatively large values of n are required for them, which can offset the gain obtained by their smaller alphabet size compared to Interval Sequence. Further investigation is needed on whether there are improvements when, as previously described, feature stopwords are identified and removed.
From these graphs, we also found that the value of n is different for different features. For example, with a moderate query length of 12 feature points, to achieve a false positive proportion of less than 2%, the values of n required are at least 3 , 5 , 7 and 5 for Interval Sequence, CI3, Profile and Note Duration Ratio Sequence respectively. An n of more than 8 is required for features C15 and C17. Since these values of n for the first four features are not very large and in general features requiring a larger n have smaller alphabet sizes [7] , combinatorial explosion would not be a serious problem in n-gram indexing of most musical features studied here. In short, n-gram indexing is a feasible scheme to use in music retrieval systems.
Note that the value of n observed above should be interpreted differently from those recommended in [7] . It is because in that paper, all n-grams were considered to be selected equally probably, while here, the sampling procedure automatically takes n-gram distribution into account.
A number of observations can be made from these graphs.
SUMMARY AND FUTURE WORK
The results of our experiments show that n-gram indexing is a viable option for building music retrieval systems. Indexing using n-gram has the advantage of being efficient during both search and index construction processes. Sophisticated music analysis is not required, and combinatorial explosion problem is found to be relatively small. Our simulated queries on n-gram indices of six musical features show that the choice of n depends on the musical feature, but n is often smaller than 8.
We also found that if no musical feature "stopwords" are identified and removed, nonuniformly quantized Interval Sequences such as Profile are more discriminating than uniformly quantized ones such as C15 and C17. Hence, to design new features based on quantization of Interval Sequence, nonuniformly quantization to more than three levels can be a good choice.
Our study on the relative dispersion on the fraction of the database that matches the samples shows that Interval Sequence and C13 are good in the sense that they "partition" the database more or less evenly at a reasonable query lengths. The feature Profile also shows a similar property although a longer query lengths are needed. Larger relative dispersions are found for Coarse Interval features and Note Duration Ratio Sequences; some of them match very few pieces in the database, while some match a lot. Musical "stopword" identification and removal are needed to make them more discriminating.
Besides reporting results on approximate n-gram matching of music features as described in Section 4, The authors are currently working on a number of issues in music retrieval. Some of them include the design of features that are suitable for handling polyphonic music, the study on the effect of combining different features in content-based music search, and the effect of different musical genres on music retrieval systems. Moreover, the design of indexing schemes besides n-gram are also being carried out.
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