In this paper we develop a Malliavin-Skorohod type calculus for additive processes in the L 0 and L 1 settings, extending the probabilistic interpretation of the Malliavin-Skorohod operators to this context. We prove calculus rules and obtain a generalization of the Clark-Hausmann-Ocone formula for random variables in L 1 . Our theory is then applied to extend the stochastic integration with respect to volatility modulated Lévy-driven Volterra processes recently introduced in the literature. Our work yields to substantially weaker conditions that permit to cover integration with respect, e.g. to Volterra processes driven by α-stable processes with α < 2. The presentation focuses on jump type processes.
Introduction
Malliavin-Skorohod calculus for square integrable functionals of an additive process is today a well established topic. K. Itô proved in [14] the so-called chaos representation property of square integrable functionals of the Brownian motion. A generalized version of this property in terms of a random measure associated to a Lévy process was proved by the same author in [15] . Later, a MalliavinSkorohod calculus for Gaussian processes strongly based on the chaos representation property was developped. As a basic reference of Gaussian Malliavin-Skorohod calculus we refer the reader to [20] .
In [21] it was proved that an abstract Malliavin-Skorohod calculus could be established on any Hilbert space with Fock space structure, and during the following years, the Malliavin-Skorohod calculus based on the Fock space structre was developped for the standard Poisson process (see [21] ), for a pure jump Lévy process or a Poisson random measure (see [5] and [18] ), for a general Lévy process (see [9] , [24] and [29] ), and for additive processes (see [12] and [31] ). As a basic reference for Malliavin-Skorohod calculus for Lévy processes we refer the reader to [13] .
D. Nualart and J. Vives developed in [22] a version of the Malliavin-Skorohod calculus for the standard Poisson process on the canonical Poisson space introduced by J. Neveu in [19] . They defined a difference operator and its adjoint, and proved that they coincided respectively with the gradient and the divergence operators based on the Fock space structure associated to this process. So, this work puts the basis of a Malliavin-Skorohod type calculus beyond L 2 in that context. J. Picard, in ν := {ν t , t ≥ 0} is a set of Lévy measures on R, that is, a set of positive measures such that for any t ≥ 0, ν t ({0}) = 0 and R (1 ∧ x 2 )ν t (dx) < ∞. Moreover, for any set B ∈ B 0 such that B ⊆ S ǫ for a certain ǫ > 0, ν · (B) is a continuous and increasing function null at the origin.
If we assume moreover stationary increments, that is, in the case X is a Lévy process, the triplet, for any t ≥ 0, becomes (γ L t, σ 2 L t, ν L t) where γ L is a real constant, σ 2 L is a positive constant and ν L is a Lévy measure on R. Note that thanks to the stationarity of the increments a Lévy process is fully characterized just by the triplet (γ L , σ 2 L , ν L ), that is, the triplet in the case t = 1. Let Θ := [0, ∞) × R. Let us denote by θ := (t, x) the elements of Θ. Accordingly, dθ will denote the pair (dt, dx). For T ≥ 0, we can introduce the measurable spaces (Θ T We can introduce a measure ν on Θ ∞,0 such that for any B ∈ B 0 we have ν([0, t] × B) := ν t (B). The hypotheses on ν t guarantee that ν({t} × B) = 0 for any t ≥ 0 and for any B ∈ B 0 . Note that in particular, ν is σ−finite.
Given G ∈ B(Θ ∞,0 ) we introduce the jump measure N associated to X, defined as N (G) = #{t : (t, ∆X t ) ∈ G}, with ∆X t = X t − X t− . Recall that N is a Poisson random measure on B(Θ ∞,0 ) with
Let N (dt, dx) := N (dt, dx) − ν(dt, dx) be the compensated measure. According to the Lévy-Itô decomposition, see [30] , we can write:
where Γ is a continuous deterministic function null at the origin, W is a centered Gaussian process with variance process σ 2 and J is an additive process with triplet (0, 0, ν t ) independent of W, defined by
xN (ds, dx) + lim ǫ↓0 Θt,ǫ−Θ t,1
x N (ds, dx) (2.2) where the convergence is a.s. and uniform with respect to t on every bounded interval. Following the literature, we will call the process J = {J t , t ≥ 0} a pure jump additive process. Moreover, if {F W t , t ≥ 0} and {F J t , t ≥ 0} are, respectively, the completed natural filtrations of W and J, then, for every t ≥ 0, we have
The proof is the same as in the Lévy case (see [29] ).
In relation with the Gaussian process W we can also define a σ−finite measure
On the other hand we have the measure ν introduced earlier on [0, ∞) × R 0 . So we can consider on Θ the σ−finite Borel measure
So, for E ∈ B(Θ),
where E(0) = {t ≥ 0 : (t, 0) ∈ E} and E ′ = E − {(t, 0) ∈ E}. Note that µ is continuous in the sense that µ({t} × B) = 0 for all t ≥ 0 and B ∈ B. See [11] for a discussion on the importance of this condition for random measures with infinitely divisible distribution.
Then, for E ∈ B(Θ) with µ(E) < ∞, we can define the measure
The chaos representation property
Given µ, we can consider the spaces
and define, for functions f in L 2 n , the Itô multiple stochastic integrals I n (f ) with respect to M by linearity and continuity starting from
if f := 1 1 E 1 ×···×En with E 1 , . . . , E n ∈ B(Θ) pairwise disjoint and with finite measure µ. In particular, for any f ∈ L 2 n we have I n (f ) = I n (f ), wheref is the symmetrization of f . By construction, I n does not charge the diagonal sets, i.e. the sets
So, we can consider f ∈ L 2 n to be null on the diagonal sets. Then we have the so-called chaos representation property, that is, for any functional
where
for a certain unique family of symmetric kernels f n ∈ L 2 n . See [15] for details of this construction. See also Theorem 3.3 in [10] and Theorem 2.2 in [12] .
The Malliavin and Skorohod operators
The chaos representation property of L 2 (Ω, F X , P) shows that this space has a Fock space structure. Thus it is possible to apply all the machinery related to the anhilation operator (Malliavin derivative) and the creation operator (Skorohod integral) as it is exposed, for example, in [21] .
Consider F = ∞ n=0 I n (f n ), with f n symmetric and such that
We will denote by DomD the domain of this operator.
For every θ ∈ Θ we have the chaos decomposition
where f n ∈ L 2 n+1 is symmetric in the last n variables. Letf n be the symmetrization in all n + 1 variables. Then we define the Skorohod integral of u by
Moreover if u ∈ Dom δ and F ∈ Dom D we have the duality relation
We recall that if u ∈ Domδ is actually predictable with respect to the filtration generated by X, then the Skorohod integral coincides with the (non anticipating) Itô integral in the L 2 −setting with respect to M.
The Clark-Haussmann-Ocone formula
Given A ∈ B(Θ) we can consider the σ−algebra F A generated by {M (A ′ ) :
Following [21] we have that F is F A −measurable if for any n ≥ 1, f n (θ 1 , . . . , θ n ) = 0, µ ⊗n − a.e. unless θ i ∈ A ∀ i = 1, . . . n.
In particular, we are interested in the case A = Θ t− := [0, t) × R. Let us denote from now on, F t− := F Θ − . Obviously, if F ∈ Dom D and it is F Θ t− −measurable then D s,x F = 0 for a.e. s ≥ t and any x ∈ R.
From the chaos representation property we can see that for F ∈ L 2 (Ω),
(see e.g. [13] ). Then, for F ∈ DomD we have
Using these facts we can prove, following Theorems 4.1, 12.16 and 12.20 of [13] (or the same steps as in Proposition 1.3.14 in [20] ), the so-called Clark-Hausmann-Ocone (CHO) formula:
Remark 3.2 Being the integrand a predictable process, the Skorohod integral δ here above is actually an Itô integral.
Remark 3.3
The CHO formula can be rewritten in a decompactified form as
See [5] .
A canonical space for additive processes
First we consider the pure jump additive process J and then, the general case X.
A canonical space for J
We will set our work on the canonical space for J, substantially introduced in [29] . We repeat here the construction in a slightly different way, more convenient for our purposes, and in the more general context of additive processes. First we will consider the process on Θ T,ǫ for fixed T > 0 and ǫ > 0 and then we will consider Θ ∞,0 taking T ↑ ∞ and ǫ ↓ 0.
Assume for the moment that ν is concentrated on Θ T,ǫ or otherwise let us consider ν = ν1 1 Θ T,ǫ . Observe that in particular, ν(Θ T,ǫ ) < ∞.
Note that in this case,
and |c ǫ (t)| ≤ ν(Θ t,ǫ ) for any t ∈ [0, T ]. Then, taking into account the characterization (2.2), the process J t + c ǫ (t) can be identified with a time inhomogeneous compound Poisson process with parameter ν(Θ T,ǫ ), that in particular has a finite number of jumps on [0, T ]. Any trajectory of J can be totally described by a finite sequence (t 1 , x 1 ), . . . , (t n , x n ) where t 1 , . . . , t n ∈ [0, T ] are the jump instants, with t 1 < t 2 < · · · < t n , and x 1 , . . . , x n ∈ S ǫ are the corresponding sizes, for some n. So we can define
where Θ 0 T,ǫ = {α} and α is a distinguished element that represents the empty sequence. Note that for any
The pure jump process
Recall that given a measurable space (E, E), it is easy to see that the family of sets E ⊗n sym = {C ∈ E ⊗n : C is symmetric} is a σ-field. Here C is symmetric if for all permutations π of {1, . . . , n} we have C = π(C) = {π(x) : x ∈ C} where π(x) := (x π(1) , . . . , x π(n) ). Recall also that a function f : E n −→ R is E ⊗n sym -measurable if and only if f is E ⊗n -measurable and symmetric. Let now F T,ǫ,sym be the sub-σ-field of F T,ǫ defined as
Let F J T,ǫ be the σ-field generated by J. It is easy to see that F J T,ǫ = F T,ǫ, sym .
We extend now the construction given above to the space Θ ∞,0 through a projective system of probability spaces.
First of all observe that Ω J T,ǫ is a metric space. In fact for
where d k is the Euclidean distance on R k . Then Ω J T,ǫ is a Polish space (metric, separable and complete) and the σ-field F T,ǫ coincides with the Borel σ-field. We say that (Ω J T,ǫ , F T,ǫ ) is a separable standard Borel space. See Definition 2.2 in [23] .
For
) be the canonical space corresponding to
Observe that:
1. {Θ m , m ≥ 1} and {Ω m , m ≥ 1} are both, increasing sequences of sets.
2. Θ ∞,0 = ∪ m≥1 Θ m , which is an increasing union.
, that is a disjoint union. Remark that for m = 0 we have the empty set.
Consider the maps π m :
where (t i 1 , x i 1 ) . . . , (t is , x is ) are the points of (t 1 , x 1 ) . . . , (t r , x r ) belonging to Θ m . If there are no points on this subspace we have π m (t 1 , x 1 ), . . . , (t r , x r ) = α. It is straightforward to check that
The canonical space Ω J for the pure jump additive process J on Θ ∞,0 can be defined as the projective limit of the system (Ω J m , π m , m ≥ 1). Let F be the σ-field generated by the canonical projections π m : Ω J → Ω J m . Then, from [23] , there is a unique probability P on (Ω J , F), such that
m (B)), ∀B ∈ F m . By construction, the projective limit Ω J is the set of all sequences (ω (1) 
. In our setup, Ω J = ∪ ∞ n=0 Θ n ∞,0 and the probability measure P is concentrated on the subset of • The empty sequence α, corresponding to the element (α, α, . . . ).
• All infinite sequences of pairs (t i , x i ) that are constant in the tail, that is, it exists r > 0 such that (t r+i , x r+i ) = (t r , x r ) for any i ≥ 0. This corresponds to the elements (ω (1) , ω (2) , . . . , ) such that ω (r) = ω (r+1) , . . . for some r. In this case we will usually write only the relevant finite part.
• All infinite sequences ((t 1 , x 1 ), (t 2 , x 2 ), . . . such that for every m > 0 there is only a finite number of (t i , x i ) on Θ m .
On the other side, the canonical projection
with the interpretation of Ω J as the set of finite or infinite sequences (t 1 , x 1 ), (t 2 , x 2 ), . . . above exposed, can be interpreted as the map such that π m (t 1 , x 1 ), (t 2 , x 2 ), . . . is the finite sequence of
In the sequel, both Ω J and π m should be understood in this sense. Now define the σ-field on Ω J :
Then, the process {J t , t ≥ 0} on (Ω J , F, P) can be defined as follows.
Here the convergence is P−a.s. and the J (m) are given as in (4.1). Moreover F J , the σ−algebra generated by J, is equal to F sym
The existence for almost all ω of this limit is proved exactly as the Itô-Lévy representation of a pure jump Lévy process which gives the convergence a.s., uniform on t ∈ [0, T ], for any T > 0, of an equivalent sequence. Then it is straightforward, computing the characteristic function, that J = {J t , t ≥ 0} is a càdlàg additive process with triplet (0, 0, ν t ).
In general, a random variable F on Ω J is defined as
provided these limits exists.
A canonical space for X
Let (Ω W , F W , P W σ ) be the canonical Wiener space and {W σ t , t ≥ 0}) be the canonical centered Gaussian process with independent increments and variance process σ 2 . That is, Ω W = C 0 ([0, ∞)), is the space of continuous functions on [0, ∞), null at the origin, with the topology of the uniform convergence on the compacts, F W is the Borel σ−algebra and P W σ is the probability measure that makes the projectionsW σ t : Ω W −→ R, t ≥ 0, be a centered Gaussian process (with independent increments) with variance process σ 2 .
Let (Ω J , F J , P J , {J t , t ≥ 0}) be the canonical pure jump additive process associated to the measure ν defined before.
Finally, consider the continuous deterministic function Γ. Then
is the canonical additive process with triplet (Γ t , σ 2 t , ν t ), t ≥ 0.
A Malliavin-Skorohod type calculus for J on the canonical space
In this section we establish the basis for a Malliavin-Skorohod calculus with respect to a pure jump additive process, constructively on the canonical space.
An abstract duality relation
Let θ = (s, x) ∈ Θ ∞,0 . Let ω ∈ Ω J , that is, ω := (θ 1 , . . . , θ n , . . . ), with θ i := (s i , x i ). We introduce the following two transformations from Θ ∞,0 × Ω J to Ω J :
where a jump of size x is added at time s, and
where we take away the point θ = (s, x) from ω.
These two transformations are analogous to the ones introduced in [25] , called creation and anihilation operators. Some of the results presented here have correspondent in that paper, but our proofs are constructive on the canonical space. This differs from the approach used in [25] .
Observe that ǫ + is well defined except on the set {(θ, ω) : θ ∈ ω} that has null measure with respect ν ⊗ P. We can consider by convention that on this set, ǫ + θ ω := ω. The case of ǫ − θ is also clear. In fact this operator satisfies ǫ − θ ω = ω except on the set {(θ, ω) : θ ∈ ω}. For simplicity of the notation, from now on, sometimes we will denoteω i := ǫ − θ i ω. Now we consider the following two definitions:
we have to restrict the domain and guarantee that
This requires a condition that is strictly stronger than F ∈ L 1 (Ω J ). Concretely, we have to assume that
In particular, if ω = α, we define (Su)(α) = 0.
The operator S is well defined on L 1 (Θ ∞,0 × Ω J ) as the following proposition says:
Proof. Fix Ω m and denote, for any n ≥ 0, ω := (θ 1 , . . . , θ n ) and θ := (s, x). Denote also c m := e −ν(Θm) .
We have
The general case comes from dominated convergence.
Remark 5.4 Observe that we have proved that
Effectively, if we take a sequence u (n) ∈ L 1 (Θ ∞,0 × Ω J ) converging to 0 in this space, and we assume Su (n) converges to G in L 1 (Ω J ), we have to show G = 0 in L 1 (Ω J ). This is immediate because
the first term in the right hand side converges to 0 by hypothesis and the second one, using Proposition 5.3, can be bounded by
that also converges to 0 by hypothesis.
Remark 5.5 Given θ = (s, x) we can define for any ω,ω s as the ω restricted to jump instants strictly before s. In this case, obviously, ǫ − θω s =ω s . Let us consider the natural filtration generated by the process J. If u is predictable we have u θ (ω) = u θ (ω s ). In this case, we have
, and
Hereafter we introduce a a fundamental relationship between the two operators S and T :
Proof. Using that F is symmetric, i.e. F sym −measurable in the canonical space, we have
Finally, we extend the result to Ω J using the dominated convergence theorem.
Moreover we obtain the following rules of calculus:
Proposition 5.7 If u and T F · u belong to DomS we have F · Su = S(T F · u), P − a.e.
Proof. This is an immediate consequence of the fact that
Proposition 5.8 If u and T u are in DomS then T θ (Su) = u θ + S(T θ u), ν ⊗ P − a.e.
Proof. For the left-hand side term we have
and for the right-hand side term we have
The equality comes from
The intrinsic gradient and divergence operators and its duality
Now we introduce the operator Ψ t,x := T t,x − Id. Observe that this operator is linear, closed and satisfies the property
On other hand, for u ∈ L 0 (Θ ∞,0 × Ω J ) we consider the operator:
Note that DomE is the subset of processes in
Remark 5.10 Observe that from Proposition 5.3 and (5.1) we have E(Φu) = 0, for any u ∈ L 1 (Θ ∞,0 × Ω).
Remark 5.11 From Remark 5.5 and (5.1) we have, for any u ∈ DomΦ, predictable,
As a corollary of Theorem 5.6 we have the following results:
Analogously to the previous subsection we have also the following two results that can be proved immediately using Propositions 5.7 and 5.8 and recalling the definitions Ψ = T − Id and Φ = S − E. Proposition 5.13 If F ∈ L 0 (Ω J ) and u, F · u and ΨF · u belong to DomΦ we have
Proposition 5.14 If u and Ψu belong to DomΦ we have
Remark 5.15 If we change ν(ds, dx) by x 2 ν(ds, dx) and we define the operators
we can prove similar results to the previous ones. For example, if F ∈ L 0 (Ω J ), u ∈ DomΦ, and
× Ω J ) and in this case
s,x F · u s,x x 2 ν(ds, dx)).
Note that the domains ofΨ and Ψ are slightly different in view of the different measure ν. This has natural consequences also on the evaluations in L 1 . For example,
|Ψ s,x F |ν(ds, dx).
Relationships between the intrinsic operators and the Malliavin-Skorohod operators.
Consider now the operators D and δ defined on Section 3.2, restricted to the pure jump case, i.e. associated to the measureÑ (ds, dx). We will write, respectively, D J and δ J .
The following key lemma is proved in [29] (see the proof of Lemma 5.2) and it is an extension of Lemma 2 in [22] . Then, for any g k ∈ L 2 (Θ k, * ∞,0 ) for k ≥ 1 and ω ∈ Ω J we have, a.s.,
Proof. Both expression coincide for simple functions and define bounded linear operators. Remark that g k does not need to be symmetric.
The relationships between D J and Ψ, and δ J and Φ are given by the following results.
Lemma 5.17 For a fixed
Then, F belongs to DomD J ∩ DomΨ and
Proof. The fact that F ∈ DomD J ∩ DomΨ is obvious. From the definition of Ψ we obtain
Using the fact that g k is null on the diagonals, only the integrals with k − 1 integrators of typeÑ and one integrator of type N remains and using the fact that g k is symmetric the last expression is equal to
) is symmetric with respect to the first k variables. Assume also u ∈ DomΦ. Then,
Proof. First of all, note that
where the different θ 0 j are the jump points of ω = (θ 0 1 , θ 0 2 , . . . ). Recall thatg k , the symmetrization of g k with respect to all its variables, is null on the diagonals, so θ 0 j has to be different of all θ i for i = 1, . . . , k. Now observe that we can writeÑ (ω, dθ) = N (θ 0 j , dθ) +Ñ (ǫ
where for simplicity we writê
, and in this case
Proof. Note that F ∈ DomΨ because the DomΦ is the entire L 0 (Ω J ). Consider u θ = I k (g k (·, θ)) as in Lemma 5.18 , that is, we are assuming also that u ∈ DomΦ. Then from (3.3), Lemma 5.18 and Proposition 5.12 we have formally
The objects in (5.2) are well defined either if F ∈ DomD J or ΨF ∈ L 2 (Ω ∞,0 × Ω J ). In particular the previous equalities are true in the case g k (θ 1 , . . . , θ k , θ) :
for any collection of pairwise disjoint and measurable sets A 1 , . . . , A k , A with finite measure ν. In fact in this case
So, in particular we have
and so, by linearity and continuity,
Proof. Let now be G = I k (g k ) as in Lemma 5.17 . Note that it is in DomD J . Then from (3.3), Lemma 5.17 and Proposition 5.12 we have formally,
The objects in (5.3) are well defined if either Φ(u) ∈ L 2 (Ω J ) or u ∈ Domδ J hold. Then the conclusion follows. 6 The Clark-Hausmann-Ocone formula 6 .1 The CHO formula in the pure jump case
With application of the previous results in the pure jump case we hereafter suggest a CHO-type formula as an integral representation of random variables in L 1 (Ω J ).
Proof.
1. Assume first that we are in Ω m . In this case, ν is a finite measure. Denote θ := (t, x) Given F ∈ L 1 (Ω) we can define, for every n ≥ 1, F n such that F n = F if |F | ≤ n, F n = n if F n ≥ n and F n = −n if F ≤ −n. Of course, F n ∈ L 2 (Ω). And moreover |F n | ≤ |F | for any n and
Applying Theorems 3.1, 5.20 and 5.21 we obtain
Being ν finite, we note that ΨF n ∈ L 2 (Θ ∞,0 × Ω J ) and
Using Remark 5.11 we obtain
with convergence in L 1 (Ω). Indeed we have
So, it is enough to show that both summands on the right-hand side converge to 0.
Observe that using Proposition 5.3 and Remark 5.5 this two quantities are the same and they are equal to
Now, the sequence |Ψ(F − F n )| converges to 0 a.s. and it is dominated by
as this last quantity is bounded in L 1 (Θ m × Ω J m ) by hypothesis. Since ν is finite on Θ m , we can conclude this step.
2. Now we consider the general case. Then we have
It is immediate to see that if F ∈ L 1 (Ω) the left-hand side of the equality converges to F − E(F ). The convergence of the right-hand side is a consequence of the fact that
and dominated convergence. 
Indeed, on Ω m we consider the functionals F n introduced in the proof of the previous theorem and we have
The sequence Ψ s,x F n converges a.s. to Ψ s,x F and the term is bounded in L 1 (Θ ∞,0 × Ω m ), so the right-hand side term converges to E[Ψ s,x F |F Θ t− ]1 1 [0,t) 1 1 Ωm . Then, the left-hand side has a limit in L 1 . On other hand, this left-hand side term also converges ν ⊗ P-a.e. to Ψ s,x E[F |F Θ t− ]. So, the result follows.
Example 6.3 Consider a pure jump additive process L, i.e. for all t, L t can be represented by the following Lévy-Itô decomposition:
xÑ(ds, dx).
If we assume E(L T ) < ∞, or equivalently that
then we can write
On the other hand, applying the CHO formula, we have
Observe that this is coherent because
xν(ds, dx).
Example 6.4 Let X := {X t , t ∈ [0, T ]} be a pure jump Lévy process with triplet (γ L t, 0, ν L t). Let S t := e Xt be an asset price process (see e.g. [7] for the use of exponential Lévy models in finance). Let Q be a risk-neutral measure. To have that e −rt e Xt is a Q−martingale we need to assume some restrictions on ν L and γ L :
See [7] or [16] for details. These conditions allow us to write without loosing generality,
and N is a Poisson random measure under Q. According to (6.8) 
Observe that
and this process belongs to
Then, in this case, we have
So, this result covers Lévy processes with finite activity and Lévy processes with infinite activity but finite variation.
The CHO formula in the general case
For the sake of completeness we present a version of the CHO formula in the general additive case that extends the formula in Remark 3.3 from the L 2 context to the L 1 context. Let W be an isonormal Gaussian process indexed by a Hilbert space H. Classically, see [20] , the Malliavin derivative for functionals of an isonormal Gaussian process is defined in the following way. Let S be the space of smooth functionals of type F = f (W (h 1 ), . . . , W (h n )) where f ∈ C ∞ b (R n ) and h 1 , . . . , h n are elements of H. For a given F ∈ S, its Malliavin derivative is the H−valued random variable defined as
Associated to these definition and for any p ≥ 1, we can define the space D 1,p as the closure of S with respect the norm
In particular we can consider the spaces D 1,2 and D 1,1 , as closures with respect the norms
and
respectively. Observe that we have the inclusions
, the Gaussian process W introduced in Section 2 is an isonormal Gaussian process on H. Then, see [17] , for any F ∈ D 1,1 we have the following version of the CHO formula:
Theorem 6.5 For any T > 0 and F ∈ D 1,1 we have
In this case we can also relate the operator D W with the operator D t,0 , which is restricted to the Gaussian case (compare with (3.1)). We now denote this operator D W , similarly to the notation used for the pure jump case. We have also the following results (see [20] ):
(6.1)
Using the independence between W and J we interpret D W and Ψ as operators on
we define the operator
on the domain
Note that ∇ extends D t,x from D 1,2 (Ω) to Dom∇. Note also that in the right hand side of (6.2), if σ ≡ 0 only the second term remains and if ν ≡ 0 only the first term remains. Then, we have the following result
and in this case
Hence we can extend the CHO formula to the following theorem:
Proof. The result can be proved applying Remark 3.3 to the approximating sequence F n introduced in Theorem 6.1 and using Theorems 6.1 and 6.5.
Remark 6.9 This CHO formula identifies the kernels of the predictable representation property proved in Theorem 8 in [8] , in the case of additive integrators.
Integration with respect pure jump volatility modulated Volterra processes
Consider a pure jump volatility modulated additive driven Volterra (VMAV) process X. The definition of a VMAV process is the extension of the definition of a pure jump volatility modulated Lévy driven Volterra (VMLV) process as described in [3] . The process X is given as
provided the integral is well defined. Here J is a pure jump additive processes, g is a deterministic function and σ is a predictable process with respect the natural completed filtration of J.
Recall that using the Lévy-Itô representation, see e.g. [30] , J can be written as
where Γ is a continuous deterministic function that we assume of bounded variation in order to admit integration with respect dΓ. Recall also that in the finite variation case, that is, in the case |x|>1 |x|ν(dx) < ∞, we can rewrite the previous expression as
xν(dx)ds.
For each t, the integral (7.1) is well defined (see [3] ) if (H1) :
:
2 )ν(dx, ds) < ∞, and (H3) :
Hereafter we discuss the problem of an integration theory with respect to X as integrator, i.e. to give a meaning to
for a fixed t and a suitable stochastic processes Y .
Indeed, exploiting the representation of J, an integration with respect to X can be treated as the sum of integrals with respects to the corresponding components of J. That is, it is enough to define integrals with respect g(t, s)σ(s)dΓ s , |x|≤1 g(t, s)σ(s)xÑ (ds, dx) and |x|>1 g(t, s)σ(s)xN (ds, dx). Under the assumptions that Γ has finite variation and using the fact that N on {|x| > δ}, for any δ > 0, is of finite variation, the integration with respect to the first and third term presents no difficulties. We have to discuss the second term, specifically the case when J has infinite activity and infinite variation and the corresponding X is not a semimartingale. In fact, if X was a semimartingale, we could perform the integration in the Itô sense. However, X is not, in general, a semimartingale. We can refer to [3] for the characterization of the restrictions on g to guarantee the semimartingale structure of X. Also in [3] a definition of an integral with respect to a non semimartingale X driven by a Lévy process is given by means of the Malliavin-Skorohod calculus. Their technique is naturally constrained to an L 2 setting.
Within the framework presented in this paper, we can extend the definition proposed in [3] to reach out for additive noises beyond the L 2 setting. Specifically we can present the following result: 
The function
is well defined a.s., in the sense that (Y (u) − Y (s)) is integrable with respect to g(du, s) as a pathwise Lebesgue-Stieltjes integral.
The mappings
belong to DomΦ.
Then, the following integral, is well defined:
First of all note that the theory presented in this paper in Section 3 allows to extend Definition 3 in [3] to any pure jump Lévy process J, i.e. beyond square integrability.
In the finite variation case,
. Then Theorem 7.1 is an extension of Definition 3 in [3] . In particular, for example, hypothesis (3) in Theorem 7.1 is verified if the two mappings are in L 1 (Θ ∞,0 × Ω J ) for any t ≥ 0. The result is proved following the same lines given in [3] . The proof relies on the definitions of Φ, Ψ and the calculus rules of Propositions 5.13 and 5.14. In the infinite variation case, Theorem 7.1 covers cases not covered by Definition 3 in [3] and viceversa.
Hereafter we give a classical example of a pure jump Lévy process without second moment as a driver and we consider a kernel function g of shift type, i.e. it only depends on the difference (t − s).
The chosen kernel appears in applications to turbulence. Example 7.2 Assume L to be a symmetric α−stable Lévy process, for α ∈ (0, 2), see e.g. [7] , corresponding to triplet (0, 0, ν L ) with ν L (dx) = c|x| −1−α dx. Recall that in the case α ≤ 1 the process is of infinite variation whereas if α > 1, the process is of finite variation. Take In fact, as anticipated earlier, the component
is of finite variation and the corresponding integral presents no problems because, for a fixed t, the sum is a.s. finite. In relation with (7.2), which is not a semimartingale (see [4] ), we have four situations:
1. If α ∈ (0, 1) and β > 3. If α ∈ [1, 2) and β > In terms of Φ we can rewrite 
