The Keller-Segel Model is a system of partial differential equations modelling a mutual attraction of amoebae caused by releasing a chemical substance (Chemotaxis). This paper analyzes the stationary solutions of the system with general nonlinearities via bifurcation techniques and gives a criterion for bifurcation of stable nonhomogeneous aggregation patterns. Examples are discussed with various kinds of nonlinearities modelling the sensitivity of the chemotaxis response.
1. Introduction. In many biological populations cells have the ability to sense spatial inhomogeneities of certain chemicals in their environment and to move towards places of higher concentration (leukocytes, bacteria, gametes, slime mold amoebae). Such oriented migration is called chemotaxis (see [8] for the biological background).
In 1970 E. Keller and L. Segel [10] established a model for the aggregation phase of slime molds. It was known that these amoebae are attracted by a chemical, cyclic AMP, which is produced by themselves and can be degraded by some enzyme present in the cells. The Keller-Segel Model, described below, is based on these mechanisms: chemotactic response of cells to a chemical whose production and degradation depends on the concentration of the cells and the chemical. The aim of this paper is to show some mathematical implications of basic model assumptions like this.
One may consider the cell flux to consist of a random migration (diffusion) part and a drift in the direction of the chemical gradient. Assuming the whole process to take place on a suitable bounded region fl c R" with no flux across the boundary, and that birth and death of cells can be ignored, one has the following equation for the cell density u = u(x, t), (x, t) g fl X R+, and the density v = v(x, t) of the chemoattractant:
3,« = V •(/*(", »)vh -x("» v)w) onflxR"1", fi(u, v) 3"« -x("> v) ajo = 0 on 3fl X R + .
Some plausible form of the chemotaxis coefficient x > 0 can be obtained by the following reasoning: By some receptor mechanism, cells do not measure the gradient of v but of some <f>(v) with a sensitivity function cf>, <p' > 0 (see [12] ). The velocity of a single cell moving up the gradient of <f>(v) may be proportional to the random motility coefficient p. (u, v) , such that the total chemotaxic flux is XoM(M' v)uv<j>(v), i.e. (1.2) x(",v) = Xo/*(". v)u^'(v).
For a detailed derivation of (1.1) and (1.2) as a diffusion approximation to a biased random walk model, see [2 and 3] . Several normalized forms of <p have been suggested Whenever production can equate degradation (Ac_1({0}) # 0) there is a set of spatially homogeneous solutions to (1.9) which (under reasonable conditions) are stable for low cell densities. Segel and Keller argue that aggregation is initiated when the total cell mass exceeds a certain critical value for which the homogeneous distribution is no longer stable.
One step towards the examination of the further time development is to look for bifurcating steady states which have a spatial structure and eventually become stable.
In this paper we will apply local and global bifurcation techniques to the stationary system of (1.9) which turns out to be equivalent to a parameter dependent scalar equation (1.10) Av+f(v,X) = 0, 3/>|3fl = 0, with f(v, X) = (l/v0)k(<p(v, X), v). The parameter dependent function cp(t>, X) is obtained from ju and x by solving a first order ODE (see §2).
In [16] we have examined global and local bifurcation of solutions to (1.10) in one space dimension n = 1, where some of the results can obviously be carried over to dimensions n > 1.
With this we can characterize bifurcation of spatially inhomogeneous solutions to (1.8) rather simply by conditions along the trivial set M:= {(v, X)\v = m, f(m, X) = 0}. Results can be found in §3.
§4 contains the discussion of stability. For this question one has to consider the full system (1.9) again. But it turns out that criteria for stability of homogeneous distributions and exchange of stability at a bifurcation point can be formulated in terms of/and ep in the case of one space dimension.
In the last section we will discuss examples for x as in (1.2) with sensitivity functions c> as in (1.3)-(1.5) and k being as simple as possible. In all of these examples we can apply results for the so-called time map, proved in [16 and 17] , in order to get the whole global bifurcation behaviour of the systems. In each case the bifurcating branches can be shown to be smooth curves which in some examples form closed loops joining two bifurcation points, an example for the second alternative of Rabinowitz's global theorem [15] being verified.
In all cases the result of §4 concerning exchange of stability can be applied, at least within a certain parameter range.
As a first step towards an investigation of stability along the whole branch we can show that a region of stability can only end at a turning point or a Hopf bifurcation point. with their usual norms. As we consider positive solutions only, we set (2.8) B:= {u ez X\u(Q) cz R+}.
B is an open subset of X.
Let <p(x, X) he the "flux" of (2.4), i.e.
(2.9) y(s,X) = r(s) with r(s) = (x/p)(r,s), r(l) = X. Let 3, (32) This is because, for any x ez fl, (2.4) has a unique solution rx: R + -> R+ with rx(v(x)) = u(x). Setting \p(x) = rx(l) gives the desired C2-function \p. \p satisfies the Neumann boundary conditions since, on 3fl,
with d2<p(v, \p) + 0 because of (2.12). From the first equation of (2.1) we get, with (2.10), (2.15),
Thus ^ solves an elliptic PDE [14] , and (2.13), (2.14) follow.
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The " if" part of the theorem follows by direct calculation. We notice that for the special form of x as in (1.2) we get 3. Bifurcation of nonhomogeneous solutions. In this paragraph we will briefly collect bifurcation results for the parameter-dependent problem
which has been proved to be equivalent to the stationary system (2.1) in the last section (see (2.9), (2.13), (2.14)). Results are applications of existing local and modified global theorems on bifurcation from simple eigenvalues [6, 1] . Proofs can be found in [16] .
We define the trivial set of constant solutions (<->,), <=n-For one space dimension, n = 1, we will show that all solutions in a bifurcating global branch stay in the same "pattern class", and therefore introduce, foxj ez N, n = l,X= {vezC2(2)\v'\aa = 0}, By u = Xex°1' this qualitative bifurcation behaviour also holds for the solution set of the system (2.1), and is illustrated in Figure 3 .4 (n = 1). The trivial set M corresponds to /^({O}), the set of constant solutions to (2.1). The spatial pattern of solutions in each of the branches, as indicated in the drawing, holds for both components u and v.
M\ . So we will confine ourselves to such perturbations. Also we will see that ii is the right parameter for exchange of stability in a bifurcation point, that is a supercritical branch with respect to u is stable, a subcritical one is unstable (see Figure 4 .1). It is also sufficient to prove linearized stability, for the asymptotic stability then follows by a theorem of H. Kielhofer in [11] .
In this section we will assume, for k, (4.3) dxk(r,s)>0, d2k(r,s)<0 for all (r, s) ez R+x R + .
This corresponds e.g. to the biological assumptions that the chemoattractant is produced by the cells with a production rate which is a nonincreasing function of v, and that the degradation of v increases as v increases. The simplest example for such a mechanism is k(u, v) = au -Bv. Our first point is the discussion of stability of constant solutions forming the set For (4.4) to imply stability one has to show that 0 is not a limit point of the eigenvalues (see [11] ). This follows from rj,+--< \ -a, + {af-bj < \ -a, + a, --j- This theorem can be used to calculate exchange of stability near the bifurcation point (0, a0). Suppose all eigenvalues of F,(0, a0) are negative for a < a0. Then rj(a) as well as y(e) have to be the largest eigenvalues of F.(0, o) and F,(z(e), a(e)) (see [9] ). In this situation the sign of y(e) is the same as -ea'(e). So bifurcating solutions are stable if the branch turns to the right with respect to a; they are unstable if it turns left.
We will use this theorem for G by making a change of variables for which a = u becomes the parameter and Zx = X0X X. Since we have assumed dxk > 0, d2k < 0 the set N = {(a, m)\k(a, m) = 0} can be parametrized over a by some C2-function .//: £>(>//)R + -> R+:
N= {(a,^(a))\aezDU)}. 4 .3 Theorem. Let p, x, k be three times continuously differentiable, and let (a0, m0) ez N be a bifurcation point of G with a0 = tp(m0, A0), (m0, X0) ez M being a bifurcation point of (3.1) satisfying the assumptions of Near (a0, m0) the set G_1({0}) consists ofN and the points (U(e), V(e)). Let 77(a) be the largest eigenvalue of DG(a, \^(a))\XoXX. Then -q(a) is simple, T/(a0) = 0,t)'(cjo) ^ 0 and the solutions (U(e), V(e)) are stable, // e-jj-/" t7(e) tj'(«t0) < 0 (supercriticalbifurcation), unstable, if\£~prf U(e) T)'(a0) > 0 (subcriticalbifurcation).
Proof. The change of variables (u,v, a) -> (a + u,\p(a) + v)
is a C3-diffeomorphism between a neighbourhood V X ?Fcz X0 X X X R+ of (0, a0) and a neighbourhood U cz X X X of (a0, m0). We will apply Theorem 4. Proof of (iii). By (4.10)
We have to show (see 4.9) that Fo(Ui[l)(0, a0)(31tp(w0, A0)w,, w2) is not in R(F(U,v)@, ao))-3i<P('w0, A0) = x("0)/A(o0). Thus
Assuming this to be in R (F(U ,,,(0, a0) ) we get by testing with co,: The sign of the largest eigenvalue y(e) of DG(U(e), V(e)) with respect to eigenvectors in Xq X X can be computed by Theorem 4.2:
signv(e) = sign(-ea'(e)r/'(a0)) -^(-s(fjaU(e))v'(o0)).
Thus the theorem is proved and we get the picture of subcritical or supercritical bifurcation and exchange of stability as indicated in We are now ready to calculate the sign of efa U'(e): For small e we get, from (4.15), signef U'(e) = sign f U"(0).
By U(e) = <p(V(e), A(e)) we get, using continue the example given in 3.2 for one space dimension, n = 1 (the result in this case is already known, see [5] ),
Here we get f(s,X) = aXex»s -Bs, <p(s, A) = Xex°s. In [16] we have examined the time map to get parametrized branches to problems as (5.1).
Results to be used in this section are given by Theorems 5.1 and 5.2, where 5.1 recalls some well-known facts about the behaviour of T near m(X) and a+(X) (see also [4] ), and 5.2 gives a criterion for dT/da to be positive, thus allowing us to use the implicit function theorem to get ^-solution curves for (5.4). The assumption of (b) is satisfied in all of our examples. We cannot explain all details about the time map here; for more information the reader is referred to [16] . There we also show that (a/da) T(a, X) is positive if e.g. 3^/ < 0 and dxf >0 or 32/ > 0, which is a generalization of the result in [18] for the Neumann case. But in fact a better criterion can be given which turns out to hold for all of our examples. We will here consider the case 1 < Xo < 2 for which dxf < 0, such that (5.5), (5.6) are trivially satisfied. It may be remarked that our results do not apply to k(u, v) = v0(au -Bv), since in this case axf(m, A) is a constant along M, and no bifurcation occurs. The number of bifurcating branches and also the amount of spatial structure in the branches depends on B, B > Am2 is a necessary condition for bifurcation. v0B is the measure of an amplifying effect on the gradient since it is the degradation rate of the chemical for small v. v0 is the diffusion constant of the chemical. Thus the amount of spatial structure is increased as v0B increases for fixed c0, or as v0 decreases for fixed v0B.
Regions of stability are marked in the bifurcation diagram for the system. Large and small constant solutions are stable corresponding to the regions where 3j/(m(A), A) < w2 = px. Bifurcation turns out to be supercritical with respect to u at both bifurcation points of the first branch such that the branch of monotonic (u, v) starts and ends stable. This is a result of J(mx, Xf) and J(mx, Xx) both being negative. -hr-r Here the number of bifurcating branches is determined by the maximum Bxl/4, the interpretation is the same as in the case x0 = 1-Regions of stability are marked; calculations that J(mx, Xx) and J(mx, A,) have the right sign can be done similarly to the case x0 = L but become rather involved and are therefore omitted. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use B(x0/4c -1) > tr2 becomes the condition for bifurcation. There is at least a subrange of the specified parameter region within which there are stable bifurcating branches. But calculations become rather complicated. In cases like this it seems more appropriate to test the sign of J(m, X) numerically.
As a last remark we will give the first step towards the investigation of stability along the global first solution branch. In §2 we have shown that (o/oa)T(a, X) > 0 it can be shown (see [19, 20] ) that the linearization DvH(v, X) is always nonsingular for (v, X) on a bifurcating branch, i.e. eigenvalues of DVH do not cross the imaginary axis along a global bifurcating branch A -» (F(A), A) of (5.11) Let A -> ((U(X), A), V(X)) be the corresponding branch of (5. Thus the nullspace N(DG(U(X), A)) is always one dimensional and is spanned by (U'(X), F'(A)).
