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Abstract. In this paper, we consider the threshold-one contact process and the threshold-one
voter model w/o spontaneous death on homogeneous trees Td, d ≥ 2. Mainly inspired by the
corresponding arguments for ordinary contact processes, we prove that the complete convergence
theorem holds for these three systems under strong survival. When the systems survives weakly,
complete convergence may also hold under certain transition and/or initial conditions.
1. Introduction
In this paper, we study a threshold variant of contact process, the threshold-one contact process,
and two threshold variants of voter model, the threshold-one voter model w/o spontaneous death,
on homogeneous trees. The threshold contact processes and the threshold voter model
were firstly defined by Cox and Durrett in [3]. Recall that for the ordinary contact process and
voter model, the interacting rate, i.e., the birth rate for contact process and the flipping rates for
voter model, is a linear function with respect to the number of particles of different type in the
neighborhood, denoted by N . In these variant models, these rates are replaced by a step function of
N which jumps from 0 to λ at N = θ. For the threshold contact process, when θ ≥ 2, the model has
been studied in works including [16], when θ = 1, [3] proves a number of properties for the process
on Zd, including the complete convergence theorem, and [18] studies the asymptotic behavior of
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the critical value for long interacting ranges. More recently, in [22], Xue revisits this case and call it
the “threshold-one contact process”. In [22], Xue shows that the critical birth/infection rate λ
for threshold-one contact processes on high dimensional lattice ∼ (2d)−1 where d is the dimension.
Later, in [23], he shows the convergence rate when the system dies out. For the threshold voter
model, [16] raises several conjectures and proves that the complete convergence theorem holds
for the threshold-one voter model with positive spontaneous death starting from the translation
invariant measure. Later, a number of works studying the threshold voter models on Zd appeared,
including [3], [12], [1], and [8]. Especially, when θ = 1, (d,M) 6= (1, 1), [12] proves the coexistence
and [8] proves the complete convergence theorem.
At the same time, although contact process and its variants were originally studied on lattice, they
may also be defined on other finite or infinite graphs, including the d−dimensional homogeneous
trees Td. For the ordinary contact process on Td, its behavior differs from the one on lattice in
the sense that there exists a second phase transition of strong/local survival which opens the
possibility that distribution of the process may still go to zero, even if the population itself persists,
see [15, 6, 21, 19, 12] for details. Works such as [25, 17, 11, 12] give upper and lower bounds
estimates for the critical values. When the ordinary contact process on Td survives strongly, the
complete convergence theorem was shown in [24], while an alternative approach can be found in
[19, 12]. In [20] and [4], the process restricted on a finite subtree is also discussed. When θ = 1, for
the threshold-one contact process, [22] shows that the critical value ∼ d−1 for large d. However,
until now, little is known to our knowledge about the threshold voter model on Td.
As discussed above, a particle system on homogeneous trees Td may exhibit a second phase
transition of strong/local survival. To be precise, consider θλ,Tdt to be a translation invariant
interacting system on {0, 1}Td that is monotone with respect to λ and attractive with respect to
the natural order on {0, 1}Td . Without loss of generality, we can assume θλ,Tdt that is monotonically
increasing respect to λ. Then the different senses of survival/critical value(s) can be define as
follows, see [6] for example:
• θλ,Tdt survives from finite population if for all x
lim
t→∞P
x
(
θλ,Tdt 6= 0
)
> 0,
otherwise it dies out. We define critical value
λe(d) = inf{λ : θλ,Tdt survives from finite population}.
• θλ,Tdt survives if
ν¯λ = lim
t→∞ δ1S
λ(t) 6= δ0,
where Sλ(·) stand for the semi-group of θλ,Tdt . We define critical value
λ1(d) = inf{λ : θλ,Tdt survives}.
• θλ,Tdt survives locally/strongly ([15, 6, 13]) if for all x
P x(θλ,Tdt (x) = 1 i.o.) > 0.
We define critical value
λ2(d) = inf{λ : θλ,Tdt survives strongly}.
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2. Statement of Main Theorems
2.1. Results for the threshold-one contact process. Denote ξλ,Tdt as the threshold-one contact
process on Td. Observe that the system is monotone with respect to λ, additive, and attractive
with respect to the natural order of configurations, and that δ0 is the only absorbing state/trivial
invariant distribution. Recalling the definitions of the different critical values, it is easy to see that
λ2(d) ≥ max{λ1(d), λe(d)}. In Section 3 one will see that ξ˜λ,Tdt is the time reversal of ξλ,Tdt and
thus ξ˜λ,Tdt survives from finite population if and only if ξ
λ,Td
t survives. Unlike the ordinary contact
process which is self dual, it is clear that ξ˜λ,Tdt is not identically distributed as ξ
λ,Td
t . So we first
prove:
Theorem 1. For any λ > 0, ξλ,Tdt survives if and only if it survives from finite population. This
also implies λe(d) = λ1(d).
With Theorem 1, we will no longer discriminate between survival and survival from finite popula-
tion, and from now on denote such condition by survival. The following two results give sufficient
conditions for ξλ,Tdt to survive:
Theorem 2. For any d ≥ 2, ξλ,Tdt survives when λ = 1/(d − 1).
Remark 1. Recall that λ1 is the critical value for the existence of non-trivial stationary distribution.
[22, Corollary 3.2 & Theorem 4.1] proves that λ1(d) ∈ [1/(d+ 1), 1/(d− 1)]. With Theorem 1, one
can see Theorem 2 slightly improves their result by showing survival on the common upper bound.
Note that the condition of survival in Theorem 2 is not necessarily sharp for each given d,
although it has been shown in [22] to be asymptotically sharp as d→∞. In fact, when d = 2, ξλ,Tdt
survives for substantially smaller λ:
Theorem 3. When d = 2, ξλ,Tdt survives when λ = 0.637.
The following theorem gives an almost complete picture on the complete convergence theorem
of threshold-one contact process on Td. In words, complete convergence theorem holds if and only
if the ξλ,Tdt dies out or survives strongly. When the process survives weakly, we can prove the
convergence theorem for any translation invariant µ or Dirac measure concentrating on the dense
configuration. Recall the definition of dense configuration in [7] such that ξ is dense if it satisfies
(2.1) ∃ N > 0, for any x ∈ Td, there exists y ∈ Bx(N) such that ξ(y) = 1.
where Bx(N) is the ball of radius N centered at x. Note that the Dirac measure δξ when ξ is
dense doesn’t have to be translation invariant, and under the translation invariant measure, the
configuration ξ doesn’t have to be dense with probability one, so that we need to give these two
cases separately.
Theorem 4. (1) If λ > λ2, for any initial configuration ξ,
lim
t→∞ δξS
λ(t) = [1− αξ(λ)]ν¯λ + αξ(λ)δ0,
where αξ(λ) = P
ξ(ξλ,Tdt = 0 for some t), S
λ(t) is the Markov semigroup and ν¯λ is the
maximal invariant measure of ξλ,Tdt .
(2) If λ1 < λ ≤ λ2, for any µ satisfying µ is translation invariant or µ = δξ where ξ is dense,
we have
lim
t→∞ δµS
λ(t) = [1− αµ(λ)]ν¯λ + αµ(λ)δ0,
where αµ(λ) = P
µ(ξ = 0).
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(3) If λ ≤ λ1, for any initial configuration ξ,
lim
t→∞ δξS
λ(t) = δ0.
Remark 2. When λ2(d) does not exists, the theorem makes no sense. In fact, similar to the ordinary
contact process on Td, we can prove that λ2(d) ≤ 1√d−1 .
2.2. Results for the threshold-one voter model with spontaneous death. Denote ηδ,Tdt as
the threshold-one voter model with positive spontaneous death rate δ on Td, where when δ = 0, it
is the threshold-one voter model. Observe that ηδ,Tdt is monotone with respect to δ and is attractive
with respect to the natural order of configurations, so that with the definition of the three types of
survivals, we can define three critical values with respect to δ.
(2.2)
δ1(d) = sup{δ : ηδ,Tdt survives }.
δe(d) = sup{δ : ηδ,Tdt survives from finite population}.
δ2(d) = sup{δ : ηδ,Tdt survives strongly}.
Like the threshold-one contact process, we have δ2(d) ≤ max{δ1(d), δe(d)}. Because the dual
process is not attractive, there is no clear indication to our knowledge whether δ1(d) = δe(d). Since
ηδ,Tdt can dominate the threshold-one contact process ξ
δ+1,Td
t , by Theorem 2 and Theorem 3, we
can get that for any d ≥ 2, δe(d) > 0 and δ1(d) > 0, and by Remark 2, one can prove that δ2(d) > 0
when d ≥ 5. Next, for the the threshold-one voter model with spontaneous death, we also have the
corresponding complete convergence theorem.
Theorem 5. (1) If δ < δ2(d), for any initial configuration η,
lim
t→∞ δηS
δ(t) = [1− αη(δ)]ν¯δ + αη(δ)δ0,
where αη(δ) = P
η(ηδ,Tdt = 0 for some t), S
δ(t) is the Markov semigroup and ν¯δ is the
maximal invariant measure of ηδ,Tdt .
(2) If δ1(d) ≥ δ ≥ δ2(d), for any µ satisfying µ is translation invariant or µ = δη where η is
dense, we have
lim
t→∞ δµS
δ(t) = [1− αµ(δ)]ν¯λ + αµ(δ)δ0,
where αµ(δ) = P
µ(η = 0).
(3) If δ > δ1(d), for any initial configuration η, we have
lim
t→∞ δηS
δ(t) = δ0.
Next we will consider the threshold-one voter model on Td, we denote the process as ζ
Td
t . Since
ζTdt can dominate the threshold-one contact process with parameter 1, by Theorem 2 and 3, and
Proposition 2.11 in [12], we have Theorem 6:
Theorem 6. For any d ≥ 2, ζTdt coexists, i.e. there exists a nontrivial invariant measure.
Then by Remark 2 and the domination of ξλ,Tdt , we can get that ζ
Td
t survives strongly when
d ≥ 5.
Define
β(d) = lim
n→∞[P
o(xn ∈ ηTdt for some t)]1/n,
then it exists by Theorem B22 in [12]. Like the definition in (2.1), we define the configuration to
be doubly dense if it satisfies
(2.3) ∃ N > 0, for any x ∈ Td, there exists y, z ∈ Bx(N) such that ζ(y) = 1, ζ(z) = 0.
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Theorem 7. (1) When ζTdt survives strongly, for any initial configuration ζ,
lim
t→∞ δζU(t) = αζ(d)δ0 + βζ(d)δ1 + (1− α− β)µ1/2
where αζ = P
ζ(ζTdt = 0 for some t), βζ = P
ζ(ζTdt = 1 for some t), µ1/2 is the limiting
distribution of the process starting from the product distribution with parameter 1/2.
(2) When β(d) < 1√
d
, for any µ satisfying µ is translation invariant or µ = δζ where ζ is doubly
dense,
lim
t→∞µU(t) = αµδ0 + βµδ1 + (1− α0 − β1)µ1/2.
where αµ = P
µ(ζ = 0), βµ = P
µ(ζ = 1).
3. Preliminaries and Graphical Representations
3.1. Preliminaries. To precisely define the particle system, let Td be the homogenous tree where
each vertex has d+ 1 neighbors. One can order Td such that for each vertex x, it has exactly one
parent, denoted as −→x and d children. At the same time, one can also label all the d children of
each vertex by 1 to d according to this order. If a vertex x can be traced back to another vertex y
through a path going up in the “family tree”, we call x the ancestor and y the descendant. For
vertices x, y ∈ Td, we write x ∼ y if y is a neighbor of x, and we use |x− y| to denote the distance
between x and y on Td, especially, when x = o, we denote it as |x|.
According to Part 1, Section 4 of [12], one may embed Z into Td by assigning consecutive integers
to a doubly infinite connected lineage within Td such that for vertex x and y which are parent and
child, we always have l(y) = l(x) + 1, where l(x) is the integer number assigned to vertex x. Thus,
one can also see l(x) as the generation number of vertex x along this lineage, and denote by o the
vertex with l(x) = 0. And for each k ∈ Z, denote by xk the vertex on this lineage with l(xk) = k.
With generation numbers defined along one specific lineage, one can now discriminate all other
vertices with the following finite sequence of integers: for each point z ∈ Td, define nz ∈ Z+ ∪ {0}
such that x−nz is the most recent common ancestor of o and z. In particular, z is an descendent of o
if and only if nz = 0. If z 6= x−nz , note that there is a unique simple path ~y from x−nz to z denoted
by x−n(z) = y(0), y(1), · · · , y(mz) = z. Now define
(
r(1), r(2), · · · , r(mz)
) ∈ {1, 2, · · · , d}mz such
that for each i, y(i) is the r(i)−th descendent of y(i− 1). From the definitions above, one can see
that each vertex z ∈ Td now has a unique correspondence with
(
nz, r(1), r(2), · · · , r(mz)
)
, while
|z| = nz+mz. One may note the discussion above also gives an explicit construction of the infinite
homogeneous tree Td.
For any A ⊆ Td, denote by ξA the configuration in {0, 1}Td such that ξA(x) = 1 if and only if
x ∈ A. Moreover, we use the convention that ξ ≡ 1 or 0 if ξ(x) = 1 or 0 for all x.
3.2. Coalescing duality. The graphical representation for the threshold-one contact process can
be referred to Section 6 of Chapter I in [10]. Since the threshold-one contact process is additive, it
has coalescing duality. Now we construct the threshold-one contact process and its dual process as
follows.
For any x ∈ Td, let {T x,Nxn } and {T x,∅n } be two independent Poisson flows with rate λ and 1
respectively. Let Nx = {y : y ∼ x}. At each event time s of T x,Nxn we draw an arrow from y to x for
every y ∈ Nx, which can be thought of as the particle at y give a birth at x at time s. And at each
event time s of T x,∅n put a δ at (x, s) where δ represent deaths. We say there is an open path from
(x, 0) to (y, t) if there is a pair of sequences x0 = x, . . . , xn = y and s0 = 0 < s1 < . . . sn < sn+1 = t
such that:
• For 1 ≤ m ≤ n there is an arrow from xm−1 to xm at time sm.
• For 0 ≤ m ≤ n there is no δ′s in {xm} × (sm, sm+1).
5
To get the threshold-one contact process, for any A ⊂ Td, let
ξλ,A,Tdt (x) = 1{ there is an open path from (z, 0) to (x, t) for some z ∈ A}.
To get the dual process up to time t, reverse the directions of the arrows and time in the graph
representation before time t, for any s ≤ t, for any B ⊂ Td, let
ξ˜λ,B,Tdt,s (x) = 1{ there is an open path from (z, t) to (x, t− s) for some z ∈ B }
Since for any s ≤ t1 ≤ t2, ξ˜λ,B,Tdt1,s and ξ˜λ,B,Tdt2,s have the same distribution, we can define the dual
process ξ˜λ,B,Tdt , ξ˜
λ,B,Td
t,0 . Noting that ξ
λ,A,Td
t has the infinitesimal generator Ω˜
λ as follows: for any
local function f ,
(3.1) Ωλf(ξ) =
∑
x∈Td
(
1ξ(x)=1[f(ξ \ x)− f(ξ)] + λ1ξ(x)=0, ∑
y∼x
ξ(y)≥1[f(ξ ∪ {x}) − f(ξ)]
)
.
And ξ˜λ,B,Tdt (x) have the infinitesimal generator Ω˜
λ as follows: for any local function f ,
(3.2) Ω˜λf(ξ) =
∑
x∈Td
1ξ(x)=1
(
[f(ξ \ x)− f(ξ)] + λ[f(ξ ∪ Nx)− f(ξ)]
)
.
Let P ξA(·) and P˜ ξB(·) denote the distribution of ξλ,A,Td and ξ˜λ,B,Td respectively, EξA(·) and
E˜ξB (·) denote the corresponding expectation, when A = {x} is a singleton, we abbreviate P ξ{x}
and Eξ{x} to P x and Ex for convenience. In the calculation, we always omit A in ξλ,A,Td . From
the construction, we can get the following important dual relation
(3.3) P ξA(ξλ,Tdt ∩ ξB 6= 0) = P˜ ξB (ξ˜λ,Tdt ∩ ξA 6= 0) ∀A,B ⊂ Td
where ξ ∩ η = ξ ∧ η.
The graph representation is a useful tool to get the monotonicity of ξλ,Tdt in λ and the initial
distribution such that
• For any λ(1) ≤ λ(2), regarding the Poisson arrows with parameter λ(2) as superpositions of
independent Poisson arrows with parameter λ(1) and λ(2) − λ(1), we can couple ξλ(1),Tdt and
ξ
λ(2),Td
t on the common graph representation, so that
(3.4) ξ
λ(1),Td
t ⊆ ξ
λ(2),Td
t
for any t when both starting from A.
• For any finite subsets A ⊆ B, we can couple AAt and ABt with the same λ such that
(3.5) ξλ,A,Tdt ⊆ ξλ,B,Tdt
for any t by using the same Poisson flows on a common graph representation.
The same results also hold for the dual process. Moreover, ξλ,Tdt and ξ˜
λ,Td
t is additive in the sense
that
ξλ,A,Tdt = ∪x∈Aξλ,x,Tdt , ξ˜λ,A,Tdt = ∪x∈Aξ˜λ,x,Tdt .
Letting A = Td in (3.3), we obtain
(3.6) P ξB (ξ˜λ,Tdt 6= 0) = δ1Sλ(t)(ξ : ξ ∩ ξB 6= 0).
Thus the limit of δ1S(t) exists and denote it as ν¯ such that
(3.7) P ξB (ξ˜λ,Tdt 6= 0 for all t) = ν¯λ(ξ : ξ ∩ ξB 6= 0)
for any B.
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3.3. Annihilating duality. Since the threshold-one voter model w/o death is not additive, it
has no coalescing duality. However, it has another important duality, the annihilating duality (see
Chapter 3.4 of [10]), which was introduced in [3].
For any x ∈ Td, let {T x,Sxn }Sx⊆Nx and {T x,δn } be independent Poisson processes with rate β(Sx)
and δ respectively, where
β(Sx) =
{
1
2|Nx|−1
Sx ⊂ Nx and |Sx| is odd
0 otherwise
.
At any event time t ∈ {T x,Sxn } draw an arrow from y to x for every y ∈ Sx and if x 6∈ Sx we put
a δ at (x, t), while if t ∈ {T x,δn }, put a δ at (x, t).
Let
ηδ,A,Tdt (x) = 1{ there are odd number of paths from (z, 0) to (x, t) for some z ∈ A}.
Reverse the direction of the arrows, let
(3.8) η˜δ,B,Tdt,s (y) = 1{ there are odd number of paths from (z, t) to (y, s) for some z ∈ B}.
Then the dual process starting from ηB can be defined as η˜
δ,B,Td
t,0 . The infinitesimal generator of
ηδ,A,Tdt is: for any local function f ,
(3.9) Ωδf(η) =
∑
x∈Td
(∑
Sx
β(Sx)[f(η
x)− f(η)]1ηSx is odd + δ1η(x)=1[f(ηx)− f(η)]
)
where ηx has the same state as η at any vertex except x and η is odd means that there are odd
number of 1’s in η.
The infinitesimal generator of η˜δ,A,Tdt is: for any local function f ,
(3.10) Ω˜δf(η) =
∑
x∈Td
(∑
Sx
β(Sx)[f(η△ηSx)− f(η)] + δ1η(x)=1[f(ηx)− f(η)]
)
.
The threshold-one voter model is the special case when δ = 0.
From the construction above, ηδ,Tdt and η˜
δ,Td
t can be seen as annihilating branching processes in
the sense that: when two particles meet, they annihilate.
Thus we get the duality relation:
(3.11) P ηA(ηδ,Tdt ∩ ηB is odd) = P˜ ηB (η˜δ,Tdt ∩ ηA is odd) ∀A,B.
4. The threshold-one contact process
The proofs in this section are mostly adaptions of the corresponding results and methods devel-
oped for the ordinary contact process on Td, especially those in [12] and [13].
4.1. Equivalence of survivals. In this subsection, we adapt the arguments in Section 4 of Part
I in [12] to ξλ,Tdt and ξ˜
λ,Td
t with ρ = 1 and prove Theorem 1. The proofs of Lemma 4.1 and 4.2 are
parallel with no significant difference with those in [12] since all the three processes ξλ,Tdt , ξ˜
λ,Td
t and
the ordinary contact process are attractive and additive spin systems, so we omit the proof here.
Lemma 4.1 (Adaption of Proposition 4.27 (b), [12]).
(4.1) Φ(λ) = lim
t→∞E
o|ξλ,Tdt |1/t
exists and there exists C <∞ such that
(4.2) [Φ(λ)]t ≤ Eo|ξλ,Tdt | ≤ C[Φ(λ)]t.
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Lemma 4.2 (Adaption of Proposition 4.39, [12]).
(4.3)
λe(d) = sup{λ : Φ(λ) ≤ 1},
λ˜e(d) = sup{λ : Φ˜(λ) ≤ 1}.
Moreover, ξλ,Tdt and ξ˜
λ,Td
t die out at the first critical value.
Proof of Theorem 1: By duality, it suffices to prove λe(d) = λ˜e(d). When starting from a
single vertex {o}, it is easy to calculate that
Eo|ξλ,Tdt | =
∞∑
n=0
(d+ 1)dnP o(xn ∈ ξλ,Tdt ) =
∞∑
n=0
(d+ 1)dnP o(xn ∈ ξ˜λ,Tdt ) = Eo|ξ˜λ,Tdt |.
By the definition of Φ in (4.1), Φ(λ) = Φ˜(λ). Thus it follows from (4.3) that
(4.4) λe(d) = λ˜e(d).
Moreover, by Lemma 4.2, both ξλ,Tdt and ξ˜
λ,Td
t die out at the first critical value so that ξ
λ,Td
t neither
survives nor survives from finite population at λe(d) by duality. 
4.2. Conditions for survival. Recall in Theorem 1, we have proved that ξλ,Tdt survives if and
only if ξ˜λ,Tdt survives, thus it suffices to prove that when d = 2 and λ ≥ 0.637, the dual process
ξ˜λ,Tdt survives. The constant 0.637 is the same as the weaker upper bounds for survival of ordinary
contact process on T2 found in [13]. In the proof we show that in the finite system, although ξ˜
λ,Td
t
and the ordinary contact process have different transition dynamic, their infinitesimal generators
will behave exactly the same when applying on the special limiting test function f defined in [13].
Then we can prove that for any finite set A, f(ξ˜λ,A,Tdt )
−1 is a supermartingale when f is large
enough by the following Lemma 4.3, then it is easy to get that ξ˜λ,A,Tdt survives for some sufficiently
large A. The idea of the proof in this subsection is borrowed from [13].
Lemma 4.3 (Page1690 of [13]). Suppose ξt is a pure jump process on a countable set with transition
rates q(A,B). If f satisfies the following conditions for some 0 < C,M <∞:
(i) ∀A,∑
B
q(A,B)[f(B)− f(A)] ≥ Cf(A).
(ii) |f(B)− f(A)| ≤ M whenever q(A,B) > 0.
(iii) q(A) ≤ Cf(A),∀A.
Then f(ξt∧τ )−1 is a supermartingale where τ = inf{t, f(ξt) ≤ c} for some sufficiently large enough
c.
Now we would like to prove that ξλ,A,Tdt satisfies the conditions of Lemma 4.3 when λ ≥ 0.637
for any finite A. Recall the definition of test function f on page 1689 of [13] is,
(4.5) f(A) = lim
ǫ→0
1− νǫ(η = 0 on A)
νǫ(η(x) = 1)
where νǫ is the translation invariant measure on T2 satisfying the following conditions:
• νǫ(η(x) = 1) = ǫq+ǫ .
• νǫ(η(x) = 0|η(y) = 1) = q, νǫ(η(x) = 0|η(y) = 0) = 1− ǫ when x ∼ y.
• Conditional on η(x), η(x(1)), η(x(2)), η(x(3)) are independent with respect to νǫ, where x(i)
are the neighbors of x and denote Nx = {x(1), x(2), x(3)}.
One may explicitly construct such measure by defining a 0-1 random variable on o according to
its marginal and then recursively define them on ∂Bn(o) in each step. Firstly we need to give
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the existence of f(A) for any A ∈ Y where Y is the set of all finite subsets of Td. For finite and
nonempty A, denote yA as a site in A with the minimum generation. I.e.
myA − nyA = min{mx − nx : x ∈ A}.
If there is more than one such point, we choose the “smallest” one according to the lexicographical
order of (nz, r(1), r(2), · · · , r(mz)). For a configuration ψ ∈ {0, 1}A, define subset Dψ = {y : ψ(y) =
1}.
Lemma 4.4. For any A ∈ Y , ψ ∈ {0, 1}A such that Dψ 6= ∅,
lim
ǫ→0
νǫ(η(x) = ψ(x),∀x ∈ A)
νǫ(η(0) = 1)
exists.
Remark 3. By translation invariance, one may equivalent write the limit as
(4.6) ν (η(x) = ψ(x),∀x ∈ A|η(y) = 1)
for all y ∈ Dψ. Usually we choose y = yDψ and denote the limit as
(4.7) ν
(
η(x) = ψ(x),∀x ∈ A|η(yDψ) = 1
)
.
Taking summation over all {ψ ∈ {0, 1}A,Dψ 6= ∅} we can conclude that f(A) exists. Moreover, for
a fixed x /∈ A, we use the abbreviation that
(4.8) ν (η(y) = 0,∀y ∈ A|η(x) = 1) = ν (η(y) = 0,∀y ∈ A, η(x) = 1|η(x) = 1) .
It is important to note that the limit in (4.8) depends on the specific choice of x.
Proof. Fix A and ψ. Since νǫ(η(x) = ψ(x),∀x ∈ A) is a linear combination of {νǫ(η = 1 on B),Dψ ⊆
B ⊆ A}, we only need to prove that
lim
ǫ→0
νǫ(η = 1 on B)
νǫ(η(0) = 1)
exists for any B satisfying Dψ ⊆ B ⊆ A. We claim that
(4.9) lim
ǫ→0
νǫ(η = 1 on B|η(yB) = 1) = lim
ǫ→0
νǫ(η = 1 on B¯|η(yB) = 1) = (1− q)|B¯|−1
where B¯ is the minimum connected component containing B.
Firstly, when |B| = 1, the limit is 1, so that (4.9) holds.
For any k ≥ 1, assume (4.9) holds when |B| ≤ k, thus we only need to prove (4.9) when |B| = k+
1. Assume x ∈ B has the maximum generation such that yB 6= x (noting that |B| = k+1 > 1, such
x must exist). Let x˜ be (the unique) point in B\{x} such that d(x, x˜) = min{d(x, y), y ∈ B\{x}}.
I.e.,
• If x is a descendant of the common ancestor in B\{x}, then x˜ has to be the nearest ancestor
of x in B\{x}.
• Otherwise, x˜ has to be the common ancestor itself.
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One can see that there has to be an unique simple path P within B¯ connecting x˜ and x, where all
vertices along P except x˜ are not in B\{x}. Thus by the conditions of νǫ,
νǫ(η = 1 on B|η(yB) = 1)
= νǫ(η = 1 on B, η(x˜) = 1|η(yB) = 1) + νǫ(η = 1 on B, η(x˜) = 0|η(yB) = 1)
= νǫ(η(x) = 1|η(x˜) = 1)νǫ(η = 1 on B\{x} ∪ {x˜}|η(yB) = 1)
+ νǫ(η(x) = 1|η(x˜) = 0)νǫ(η = 1 on B\{x}, η(x˜) = 0|η(yB) = 1)
∈
[
νǫ(η(x) = 1|η(x˜) = 1)νǫ(η = 1 on B\{x} ∪ {x˜}|η(yB) = 1),
νǫ(η(x) = 1|η(x˜) = 1)νǫ(η = 1 on B\{x} ∪ {x˜}|η(yB) = 1) + νǫ(η(x) = 1|η(x˜) = 0)
]
.
By inductive assumption, (4.9) holds for {x, x˜} andB\{x}. Recall that x˜ ∈ B\{x} and yB = yB\{x},
which implies that
νǫ(η = 1 on B\{x}|η(yB) = 1) ≤ νǫ(η = 1 on B\{x}∪{x˜}|η(yB) = 1) ≤ νǫ(η = 1 on B\{x}|η(yB) = 1).
Letting ǫ→ 0, we have
lim
ǫ→0
νǫ(η(x) = 1|η(x˜) = 1)νǫ(η = 1 on B\{x} ∪ {x˜}|η(yB) = 1) + lim
ǫ→0
νǫ(η(x) = 1|η(x˜) = 0)
= lim
ǫ→0 νǫ(η = 1 on {x, x˜}|η(x˜) = 1)νǫ(η = 1 on B\{x}|η(yB) = 1) + 0
= q|{x,x˜}|+|B\{x}|−2
= q|B¯|−1.
The last equality holds because B¯ = B\{x} ∪ {x, x˜} and B\{x} ∩ {x, x˜} = {x˜}. Now (4.9) holds
for |B| = k + 1 so that we can conclude that f(A) exists for any A ∈ Y by induction. 
Now back to the proof that ξ˜λ,Tdt satisfies Lemma 4.3 when λ ≥ 0.637, note that ξ˜λ,Tdt is the
Markov process on the countable space Y now, thus the derivation of EξAf(ξ˜λ,Tdt ) is applicable
even though f is discontinuous in {0, 1}Td on the ordinary topology.
Denote by B the set of the components of A, with the definition in (4.6)-(4.8), we can write h(A)
as the sum of the contributions of the components in B such that
(4.10)
h(A) =
d
dt
EξAf(A˜λt )|t=0
=
∑
B
q(A,B)[f(B)− f(A)]
= λ
∑
x∈A
lim
ǫ→0
νǫ(η = 0 on A,∃x∗ ∼ x s.t.η(x∗) = 1)
νǫ(η(x) = 1)
−
∑
x∈A
ν(η = 0 on A\{x}|η(x) = 1)
=
∑
B∈B
∑
x∈B

λ
∑
ψ ∈ {0, 1}Nx
Dψ 6= ∅
ν(η = 0 on A, η = ψ on Nx|η(yDψ ) = 1)− ν(η = 0 on A\{x}|η(x) = 1)


△
=
∑
B∈B
hB(A)
where hB(A) can be seen as the contributions of B to h(A). Using the same argument as [13], we
discuss the contribution of B in the following two cases:
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Case 1: When B = {x} is a singon, Nx ∩A = ∅. Define
γ(y) = 1− ν(η = 0 on A ∩ Sy(x)|η(y) = 1)
where Sy(x) is the conected component of Td\{x} containing y. Then
(4.11)
hB(A) =λ[ν(η = 0 on A, η(x(1)) = 1, η(x(2)) = 0, η(x(3)) = 0|η(x(1)) = 1)
+ ν(η = 0 on A, η(x(1)) = 1, η(x(2)) = 1, η(x(3)) = 0|η(x(1)) = 1)
+ ν(η = 0 on A, η(x(1)) = 1, η(x(2)) = 1, η(x(3)) = 1|η(x(1)) = 1)
+ ν(η = 0 on A, η(x(1)) = 1, η(x(2)) = 0, η(x(3)) = 1|η(x(1)) = 1)
+ ν(η = 0 on A, η(x(1)) = 0, η(x(2)) = 1, η(x(3)) = 0|η(x(2)) = 1)
+ ν(η = 0 on A, η(x(1)) = 0, η(x(2)) = 1, η(x(3)) = 1|η(x(2)) = 1)
+ ν(η = 0 on A, η(x(1)) = 0, η(x(2)) = 0, η(x(3)) = 1|η(x(3)) = 1)]
− ν(η = 0 on A\{x}|η(x) = 1)
△
= λ× [(1) + (2) + (3) + (4) + (5) + (6) + (7)]− (8).
Since the proof for (1), (5) and (7) are similar, we just take (1) for an example.
ν(η = 0 on A, η(x(1)) = 1, η(x(2)) = 0, η(x(3)) = 0|η(x(1)) = 1)
= ν(η = 0 on A ∩ [T2\Sx(1)(x)], η(x(2)) = 0, η(x(3)) = 0|η(x) = 0)ν(η(x) = 0|η(x(1)) = 1)
× ν(η = 0 on A ∩ Sx(1)(x)|η(x(1)) = 1)
= qν(η = 0 on A ∩ Sx(1)(x)|η(x(1)) = 1)
= q(1− γ(x(1))).
Similarly, we take (2) for an example to prove that (2), (3), (4) and (6) all equal 0.
ν(η = 0 on A, η(x(1)) = 1), η(x(2)) = 1, η(x(3)) = 0|η(x(1)) = 1)
= ν(η = 0 on A ∩ (T2\Sx(1)(x)), η(x(2)) = 1, η(x(3)) = 0|η(x) = 0)ν(η(x) = 0|η(x(1)) = 1)
× ν(η = 0 on A ∩ Sx(1)(x)|η(x(1)) = 1)
≤ ν(η(x(2)) = 1|η(x) = 0)
= 0.
For (8),
ν(η = 0 on A\{x}|η(x) = 1) =
3∏
i=1
ν(η = 0 on A ∩ Sx(i)(x)|η(x) = 1)
where
(4.12)
ν(η = 0 on A ∩ Sx(i)(x)|η(x) = 1)
= ν(η = 0 on A ∩ Sx(i)(x), η(x(i)) = 1|η(x) = 1) + ν(η = 0 on A ∩ Sx(i)(x), η(x(i)) = 0|η(x) = 1)
= ν(η = 0 on A ∩ Sx(i)(x)|η(x(i)) = 1)ν(η(x(i)) = 1|η(x) = 1)
+ ν(η = 0 on A ∩ Sx(i)(x)|η(x(i)) = 0)ν(η(x(i)) = 0|η(x) = 1)
= (1− γ(x(i)))(1 − q) + q
= 1− (1− q)γ(x(i)).
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Thus
(4.13) hB(A) = λq
3∑
i=1
[1− γ(x(i))]−
3∏
i=1
[1− (1− q)γ(x(i))].
Case 2: When |B| > 1, divide B by
K(B) = {x ∈ B, three neighbors of x are all in B}
L(B) = {x ∈ B, two neighbors of x are in B}
K ′(B) = {x ∈ A, one neighbor of x is in B}.
Noting that B is connected, Page 1693 of [13], |K ′(B)| = |K(B)|+ 2. So denote
(4.14)
k = |K(B)|, l = |L(B)|
{y1, · · · , yl} = {y ∼ x, x ∈ L(B), y /∈ B}
{z1, z∗1 , · · · , zk+2, z∗k+2} = {z ∼ x, x ∈ K(B)}.
Using the same argument as the proof of (4.13), we can get
(4.15)
hB(A) = qλ
l∑
i=1
[1− γ(yi)] + qλ
k+2∑
i=1
[2− γ(zi)− γ(z∗i )]
−
∑
x∈B
3∏
i=1
ν(η = 0 on A ∩ Sx(i)(x)|η(x) = 1).
Note that when x(i) ∈ A,
(4.16) ν(η = 0 on A ∩ Sx(i)(x)|η(x) = 1) = q.
Substitute (4.12) and (4.16) into (4.15), we can get
(4.17)
hB(A) =qλ
l∑
i=1
[1− γ(yi)] + qλ
k+2∑
i=1
[2− γ(zi)− γ(z∗i )]
− kq3 − q2
l∑
i=1
[1− (1− q)γ(yi)]− q
k+2∑
i=1
[1− (1− q)γ(zi)][1 − (1− q)γ(z∗i )].
Replacing γ(x) with δ(x) in [13], we can see that (4.13) and (4.17) is the same as (4.3) and (4.6)
in [13] respectively, as a result, (4.10) must be equal to (4.2) of [13] such that
(4.18) h(A) = λ
∑
x∈A,y 6∈A,x∼y
ν(η = 0 on A|η(y) = 1)−
∑
x∈A
ν(η = 0 on A|η(x) = 1).
Then by arguments in page 1693 and 1695 in [13], one can have that h(A) ≥ 0 when λ ≥ 0.6369.
Specifically,
(4.19)
∑
x∈A,y 6∈A,x∼y
ν(η = 0 on A|η(y) = 1) ≥ 1
0.6369
∑
x∈A
ν(η = 0 on A|η(x) = 1).
4.2.1. Proof of Theorem 3. For any x ∈ A, by (4.16) and (4.12),
(4.20)
1 ≥ f(A)− f(A\{x})
=
∏
x(i)∈A
ν(η = 0 on A ∩ Sx(i)(x)|η(x) = 1)×
∏
x(i) 6∈A
ν(η = 0 on A ∩ Sx(i)(x)|η(x) = 1)
≥ q3
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For any x ∈ A satisfies Nx ∩A 6= ∅, assume x(1) 6∈ A, by (4.20)
(4.21)
7 ≥ f(A ∪Nx)− f(A) =
∑
ψ ∈ {0, 1}Nx
Dψ 6= ∅
ν(η = 0 on A, η = ψ on Nx|η(yDψ) = 1)
≥ ν(η = 0 on A ∪ {x(2), x(3)}|η(x(1)) = 1)
≥ q3.
It follows that
(4.22) C1|A| ≤ f(A) ≤ C2|A|.
When λ > 0.6369,
(4.23)∑
B
q(A,B)[f(B)− f(A)]
= (λ− 0.6369)
∑
x∈A,y 6∈A,x∼y
ν(η = 0 on A|η(y) = 1)
+

0.6369 ∑
x∈A,y 6∈A,x∼y
ν(η = 0 on A|η(y) = 1)−
∑
x∈A
ν(η = 0 on A\{x}|η(x) = 1)

 by (4.18)
≥ λ− 0.6369
0.6369
∑
x∈A
ν(η = 0 on A\{x}|η(x) = 1) by (4.19)
≥ C3|A| by (4.20)
≥ C4f(A). by (4.22)
When q(A,B) > 0, by (4.21) and (4.20),
(4.24) |f(A)− f(B)| ≤ 7
and since q(A) ≤ C5|A|, it follows from (4.22) that
(4.25) q(A) ≤ C6f(A)
where Ci, 1 ≤ i ≤ 6 are positive and finite constants. Then (4.23), (4.24) and (4.25) gives that
ξ˜λ,A,Tdt satisfies the conditions of Lemma 4.3, thus f(ξ
λ,A,Td
t∧τ )−1 is a nonnegative supermartingale.
Let τa = inf{t : f(ξAt ) ≤ a}, then by applying the optional stopping theorem we can prove that
P ξA(τa = ∞) > 0 when f(A) > a. Since f(0) = 0, we have P ξA(τ0 = ∞) > 0. So we have proved
that ξ˜λ,Tdt survives when λ ≥ 0.637. 
4.2.2. Proof of Theorem 2.
Proof. For any non-empty A ∈ Y , define g(A) = |A|. Then for λd = (d − 1)−1 and our process
ξλd,Tdt on Td, we can similarly define
(4.26)
hλd(A) =
d
dt
EξA
[
g
(
ξλd,Tdt
)] ∣∣∣
t=0
= λd|∂A| − |A|
≥ 1
d− 1[(d− 1)|A| + 2]− |A|
=
2
d− 1 .
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From the transition rates above, one can see the stochastic process |ξλd,Tdt | dominates a Markov
process Aˆdt on Z
+ ∪ {0} with 0 as absorbing state and transition rates as follows: for each n ∈ Z+,

n→ n+ 1 at rate n+ 2
d− 1
n→ n− 1 at rate n
Note that in Lemma 4.2 we have proved survival of Aλd,Tdt is equivalent to Φ(λ) > 1. Define
Pn as the expectation of random walk starting from n. By Lemma 4.1 it suffices to prove that
lim
t→∞E
o
∣∣∣Aλd,Tdt
∣∣∣ =∞, which, by the discussion above, is immediate if one can show that
(4.27) lim
t→∞E
1
∣∣∣Aˆdt
∣∣∣ =∞.
Again, note that for Aˆdt , its infinitesimal mean is given by
µd(n) =
d
dt
EnAˆ
d
t
∣∣∣
t=0
=
2
d− 11{n 6=0}.
Recalling that 0 is absorbing for Aˆdt , so for stopping time
(4.28) τˆ0 = inf{t : Aˆdt = 0}
and any t ∈ (0,∞), by Dynkin’s formula,
E1Aˆdt = 1 + E
1
[∫ t
0
2
d− 11{τˆ0>s}ds
]
= 1 +
2
d− 1
∫ t
0
P 1(τˆ0 > s)ds.
Noting that
∫∞
0 P
1(τˆ0 > s)ds = E
1[τˆ0], thus in order to prove (4.27), it is sufficient to prove that
E1[τˆ0] =∞.
Moreover, note that Aˆdt further dominates St which is a (inhomogeneously) rescaled continuous
time simple random walk with 0 as absorbing state and transition rates as follows: for each n ≥ 1,
d
dt
Pn(St = n+ 1)
∣∣∣
t=0
=
d
dt
Pn(St = n− 1)
∣∣∣
t=0
= n.
Let τ0 = inf{t : St = 0}. Thus we only need to prove that E1[τ0] = ∞. Now define the following
sequence of stopping time for St:
τn = inf{t ≥ 0 : St = n}, ∀n ≥ 1
with the convention inf ∅ =∞, and disjoint events An = {τn <∞, τn+1 =∞}. Then
(4.29) E1[τ0] =
∞∑
n=1
E1[τ01An ].
Now for each sufficiently large n, note that in the event An, τn < τ0 < τn+1 = ∞, which implies
that
(4.30) E1[τ01An ] ≥ E1[τn1An ].
And by strong Markov property,
(4.31) E1[τn1An ] = E
1[τn1{τn<∞}]P
n(τ0 < τn+1) =
1
n+ 1
E1[τn1{τn<∞}],
where the last equality is a result that the embedded chain of St is a simple random walk with 0
as absorbing state.
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Now define Yn = #of transitions within [0, τn∧τ0], and let Xn, n ≥ 0 be a discrete simple random
walk on Z with stopping time
Tn = min{k : Xk = n}, ∀n ≥ 0.
Then again by the fact that the embedded chain of St is a simple random walk with 0 as absorbing
state, we have for all m ≥ 1,
(4.32) P 1(τn <∞, Yn ≥ m) = P 1(Tn < T0, Tn ≥ m).
Note that P 1(Tn < T0) = n
−1, while
P 1(Tn < m) = P
0(Tn−1 < m) ≤ P 0
(
max
i≤m
Xi ≥ n− 1
)
.
By reflection principle,
P 0
(
max
i≤m
Xi ≥ n− 1
)
= 2P 0(Xm ≥ n− 1).
Now let mn = [n
2/(3 log n)], by Chernoff’s inequality,
(4.33) P 0(Xmn ≥ n− 1) ≤ exp
(
−(n− 1)
2
mn
)
≤ exp(−2 log n) = 1
n2
,
which implies that
(4.34) P 1(Tn < T0, Tn ≥ mn) ≥ P 1(Tn < T0)− P 1(Tn < mn) ≥ 1
n
− 2
n2
≥ 1
2n
.
At the same time, note that given any nonzero and nearest neighbor trajectory 1 = x0, x(1), · · · , xm =
n with x0, x(1), · · · , xm−1 ∈ [1, n − 1] as the embedded chain of St within [0, τn], the conditioned
expectation of τn is given by
1
x0
+
1
x(1)
+ · · ·+ 1
xm−1
≥ m
n
.
Moreover, in the event {τn < ∞, Yn ≥ mn}, each trajectory of the embedded chain within [0, τn]
has to satisfy the condition above with m = mn. Thus
(4.35) E
[
τn
∣∣τn <∞, Yn ≥ mn] ≥ mn
n
≥ n
4 log n
.
By (4.30), (4.31), (5.3) and (4.35) we have
(4.36)
E1[τ01An ] ≥
1
n+ 1
E1[τn1{τn<∞}] ≥
1
n+ 1
P 1(τn <∞, Yn ≥ mn)E
[
τn
∣∣τn <∞, Yn ≥ mn]
≥ 1
8(n+ 1) log n
which is un-summable. Thus E1[τ0] =∞ and the proof of Theorem 2 is complete. 
4.3. Results for strong survival. In this subsection, we generalize the results for the threshold-
one contact process on Td, which are proved in [12], to all attractive spin systems we considered in
this paper(see Remark 4) when it survives strongly. First of all, we will consider the threshold-one
contact process.
Let Tdx be the subtree containing x together with all its descendants and Tˆ
d
x = (Td\Tdx) ∪ {x}.
Denote ξ
λ,Tˆdx
t as the process restricted on Tˆ
d
x which is always 0 outside.
Define
β(λ, d) = lim
n→∞[P
o(xn ∈ ξλ,Tdt for some t)]1/n,
then it exists by Theorem B22 in [12].
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Lemma 4.5. For any λ, d,
(4.37) lim
n→∞[supt
P o(xn ∈ ξλ,Tˆ
d
xn
t )]
1/n = β(λ, d).
Proof. One inequality is clear, since by monotonicity,
sup
t
P o(xn ∈ ξλ,Tˆ
d
xn
t ) ≤ P o(xn ∈ ξλ,Tdt for some t).
For the other direction, by strong Markov property and monotonicity,
(4.38)
nk sup
t
P o(xn ∈ ξλ,Tˆ
d
xn
t ) ≥ nk max
1≤i≤nk
P o(xn ∈ ξλ,Tˆ
d
xn
i )
≥ nk max
1≤i≤nk
P o(xn ∈ ξλ,Tˆ
d
xn
t for some t ∈ [i− 1, i])P o(o ∈ ξλ,Tˆ
d
o
t for all t ≤ 1)
≥ P o(xn ∈ ξλ,Tˆ
d
xn
t for some t ≤ nk)P o(o ∈ ξλ,Tˆ
d
o
t for all t ≤ 1)
= P o(xn ∈ ξλ,Tdt for some t ≤ nk)P o(o ∈ ξλ,Tˆ
d
o
t for all t ≤ 1)
for any k, n ∈ N+.
Let m ≥ 2,m ∈ N and l = ⌊ nm⌋, then nk ≥ kl + 1 when k, l ≥ 1, so that
(4.39)
P o(xn ∈ ξλ,Tdt for some t ≤ nk) ≥ [P o(xm ∈ ξλ,Tdt for some t ≤ k)]lP o(xn−ml ∈ ξλ,Tdt for some t ≤ 1).
Substituting (4.39) in (4.38) gives that
lim
n→∞[supt
P o(xn ∈ ξλ,Tˆ
d
xn
t )]
1/n ≥ [P o(xm ∈ ξλ,Tdt for some t ≤ k)]1/m
for any k ≥ 1,m ≥ 2. Thus first let k →∞, and then let m→∞, we can get (4.37). 
Lemma 4.6. If β(λ, d) > 1√
d
, then
inf
t
P o(o ∈ ξλ,Tdot ) > 0.
Proof. By (4.37), for all a satisfies 1√
d
< a < β(λ, d), n large enough, there exists t such that
(4.40) P o(xn ∈ ξλ,Tˆ
d
xn
t ) > a
n.
Let
B0 = {o}, Bi = ∪x∈Bi−1{y ∈ ξλ,T
d
x
t , |y − x| = n}
where ξ
λ,Tdx· are independent copies of ξ
λ,Tdo· . Then |Bj | is a supercritical branching process since
E|B1| > (ad)n > 1 by the domination of ξλ,T
d
o
jt . Let b = [P
o(xn ∈ ξλ,Tˆ
d
xn
t )]
1/n ≥ a, by the limit
theorem for the supercritical branching processes
lim
j→∞
|Bj |
(dnbn)j
= X
exists a.s. Thus by Theorem 5.3.10 of [5], X 6≡ 0 so that there exists ǫ > 0 such that
(4.41) P (|Bj | ≥ ǫ(da)nj) ≥ ǫ
for all sufficiently large j.
Now let
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ri = P
o(o ∈ ξλ,Tdo2ijt ).
Note that by strong Markov property,
(4.42) P xjn(o ∈ ξλ,Tdojs ) ≥
[
P o(xn ∈ ξλ,Tˆ
d
xn
s )
]j
≥ anj .
By (4.42), strong Markov property and monotonicity,
(4.43)
ri+1 ≥ P o(∃|x| = jn, x ∈ ξλ,T
d
o
(2i+1)js)P
xjn(o ∈ ξλ,Tdojs )
≥ P o(∃|x| = jn, x ∈ ξλ,Tdo(2i+1)js)ajn
≥ ǫajn[1− (1− ri)⌊ǫ(ad)jn⌋] by (4.41)
△
= f(ri).
Note that f is an increasing function with f(0) = 0, f(1) = ǫanj < 1, f ′(0) ≥ ǫ⌊ǫ(a2d)nj⌋ > 1 for
some j sufficiently large. So there exists 0 < r∗ < 1 such that f(r∗) = r∗. Since r0 = 1 > r∗, then
for any i, we have ri+1 ≥ f(ri) ≥ f(r∗) = r∗. To extend to all times, simply use
P o(o ∈ ξλ,Tds ) ≥ e−2jtri 2ijt ≤ s < 2(i+ 1)jt.

Lemma 4.7.
(4.44) P o(o ∈ ξλ,Tdt i.o.) > 0 iff inft P
o(o ∈ ξλ,Tdot ) > 0.
Proof. When inft P
o(o ∈ ξλ,Tdot ) > 0, P o(o ∈ ξλ,T
d
o
t i.o.) > 0 is immediate simply by definition. To
prove the other direction, when P o(o ∈ ξλ,Tdt i.o.) > 0, by a simple argument, we have
P o(xn ∈ ξλ,Tdt i.o.) = P o(o ∈ ξλ,Tdt i.o.)
for all n ≥ 1. Recalling the definition of β(λ, d),
β(λ, d) ≥ lim
n→∞[P
o(xn ∈ ξλ,Tdt i.o.)]1/n = 1 >
1√
d
.
Thus from Lemma 4.6 we have proved the other direction. 
Lemma 4.8. When
P o(o ∈ ξλ,Tdt i.o.) > 0,
lim
n→∞ supt
P ξB(n)(|ξλ,Tdt ∩B(n)| ≤ k) = 0
for any k where B(n) is the ball of radius n centered at o.
Proof. By Lemma 4.7,
inf
t≥0
P o(o ∈ ξλ,Tdot ) ≥ p > 0.
Since Tdx ∩ Tdy = ∅ for any x 6= y, ξλ,T
d
x
t and ξ
λ,Tdy
t are independent, so that for any k,
sup
t
P ξB(n)(|ξλ,Tdt ∩Bo(n)| ≤ k) ≤ sup
t
P ξB(n)(|(∪|x|=nξλ,x,T
d
x
t ) ∩B(n)| ≤ k)
≤ P (B((d+ 1)n, p) ≥ k)
where B((d+ 1)n, p) is the Binomial distribution with parameter (d + 1)n and p, which converges
to 0 as n→∞.

Lemma 4.9. When ξλ,Tdt survives strongly,
lim
n
sup
|A|=n
P ξA(ξλ,Tdt 6= 0 for any t) = 1.
Proof. Assume A ⊂ Tdo and |A| = n.
Define
(4.45)
H(A) = {x ∈ A : all children of x are in A¯},
F (A) = A\H(A),
Aˆ = {x ∈ A,Tdx ∩ A¯ = {x}}
p1 = P
o(ξ
λ,Tdx1∪{o}
t dies out)
p2 = P
o(ξ
λ,Tdo
t dies out)
where x1 is a child of o and A¯ is defined in Section 4.
From Lemma 4.7, ξλ,Tdt survives strongly implies ξ
λ,Tdo
t survives strongly so that p2 < 1 and thus
p1 < 1.
If |F (A)| ≥ n2 , for any x ∈ F (A), we can choose a child x∗ ∈ A¯c, thus the processes ξ
λ,x,Td
x∗
∪{x}
t , x ∈ F (A)
are identically independent. Then by monotonicity,
(4.46)
P ξA(ξλ,Tdt dies out) ≤ P (∀x ∈ F (A), ξ
λ,x,Td
x∗
∪{x}
t dies out)
=
∏
x∈F (A)
P (ξ
λ,x,Td
x∗
∪{x}
t dies out)
≤ p
n
2
1
Otherwise, |H(A)| ≥ n2 , then |Aˆ| ≥ n2 . For any x ∈ Aˆ, we consider the process ξλ,x,T
d
x. Obviously,
ξ
λ,x,Tdx
t , x ∈ Aˆ are identically independent. Similarly,
(4.47)
P ξA(ξλ,Tdt dies out) ≤ P (∀x ∈ Aˆ, ξλ,x,T
d
x
t dies out)
=
∏
x∈Aˆ
P (ξ
λ,x,Tdx
t dies out)
≤ p
n
2
2
Thus by (4.46), (4.47), and the translation invariance,
lim
n
sup
|A|=n
P (ξ
λ,x,Tdx
t dies out) ≤ limn [max{p1, p2}]
n
2 = 0

Remark 4. It is easy to verify that all the lemmas above hold if we replace ξλ,Tdt by the threshold-one
voter model with spontaneous death we are talking about in this paper.
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4.4. Complete convergence theorem. Inspired by Theorem 1.2 of [2] and Theorem 1.12 of [12],
we will prove the following statement and then prove the complete convergence theorem for the
threshold-one contact process, which are also applicable to the threshold-one voter model with
positive spontaneous death and only annihilating duality.
Proposition 4.1. For any µ satisfying µ(ξ = 0) = 0, µ is translation invariant or µ = δξ where ξ
is dense, we have
lim
t→∞ δµS
λ(t) = ν¯λ,
where Sλ(t) is the Markov semigroup and ν¯λ is the maximal invariant measure of ξλ,Tdt .
Proof. Let
Ω∞ = {ξ˜λ,Tdt 6= 0 for all t}.
By (3.7), for any ξA,
ν¯λ(ξ : ξ ∩ ξA 6= 0) = P˜ ξA(Ω∞).
Thus it suffices to prove that for any A ⊆ Td,
Pµ,ξA(ξλ,Td2 ∩ ξ˜λ,Tdt 6= 0)→ P˜ ξA(Ω∞).
when P˜ ξA(Ω∞) > 0 otherwise the convergence becomes obvious, where Pµ,ξA is the coupling mea-
sure of ξλ,Td2 and ξ˜
λ,Td
t starting from µ and δξA , which is constructed by the graph representation.
Firstly, we claim that for any ǫ > 0, N , we can find K such that for any |A| ≥ K,
Pµ(|ξλ,Td1 ∩A| ≤ N) < ǫ.
When µ = δξ and ξ is dense, denote Ix = {ξ, ξ ∩Bx(N) 6= 0}, we have
(4.48)
inf
x
P ξ(ξλ,Td1 (x) = 1) ≥ infx infξ∈Ix P
ξ(ξλ,Td1 (x) = 1)
= inf
ξ∈Io
P ξ(ξλ,Td1 (o) = 1) by translation invariance
= inf
ξ∈Io
P o(ξ˜λ,Td1 ∩ ξ 6= 0) by duality
≥ inf
ξ∈Io
P o(ξ˜λ,Td1 ⊂ BN (o) and ξ˜λ,Td1 ∩ ξ 6= 0)
= inf
ξ⊆BN (o),ξ∈Io
P o(ξ˜λ,Td1 ⊆ BN (o), ξ˜λ,Td1 ∩ ξ 6= 0)
= p > 0
where the last equality holds because that there are finite configurations satisfying ξ ⊆ B(N).
By Theorem 4.6 of Chapter I of [10], for any A ∈ Y , there exists λ = λ(diam(A)) where
diam(A) = max{|x− y| : x, y ∈ A} and λ(k)→ 0 as k →∞ such that
(4.49) E
ξ
∏
x∈A
[1− ξλ,Td1 (x)] ≤
∏
x∈A
Eξ[1− ξλ,Td1 (x)] + λ|A|.
It follows from (4.48) and (4.49) that
(4.50)
P ξ(ξλ,Td1 ∩ ξA = 0) = Eξ
∏
x∈A
[1− ξλ,Td1 (x)]
≤
∏
x∈A
P ξ(ξλ,Td1 (x) = 0) + λ|A|
≤ (1− p)|A| + λ|A|.
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When µ is translation invariant, by (4.49) and the AM-GM inequality, we have
(4.51)
Eµ
∏
x∈A
[1− ξλ,Td1 (x)] ≤
∫ ∏
x∈A
Eξ[1− ξλ,Td1 (x)]µ(dξ) + λ|A|
≤ Eµ[1− ξλ,Td1 (o)]n + λ|A|,
where the first term converges to 0 when n converges to ∞.
Then the claim follows from (4.50) and (4.51). Since |ξ˜λ,Tdt | → ∞ in probability on Ω∞, by a
simple calculation, we have
(4.52) |ξλ,Td1 ∩ ξ˜λ,Tdt | → ∞ in probability under Pµ,ξA on Ω∞.
Next, let
Ut = ξ
λ,Td
1 ∩ ξ˜λ,Tdt , Vt = {x : x ∈ Ut, x is isolated}
where x is isolated iff T x,Nxn ∩ ({x} × [1, 2]) = ∅ and T y,Nyn ∩ ({y} × [1, 2]) = ∅ for all x ∈ Ny. It
makes sure that
(4.53) |ξ
λ,Td
2 ∩ ξ˜λ,Tdt ∩ Vt| =
∑
x∈Vt
1
Tx,Nxn ∩({x}×[1,2])=∅.
Since the events {x ∈ Vt}x∈Ut are 2-dependent(i.e. independent when the distance is larger than
2), by (4.52),
(4.54) |Vt| → ∞ in probability under Pµ,ξA on Ω∞.
Let
(4.55) gx = 1Tx,Nxn ∩({x}×[1,2])=∅.
Since given Gt = σ(Vt), {gx, x ∈ Vt} are identically independent and independent of Vt, moreover
each have positive probability p0 to be 1, by (4.53), (4.54) and (4.55),
(4.56) 1 ≥ Pµ,ξA(ξ
λ,Td
2 ∩ ξ˜λ,Tdt 6= 0 |Gt) ≥ Pµ,ξA(
∑
x∈Vt
gx ≥ 1|Gt) = P (B(n, p0) ≥ 1)|n=|Vt| → 1
in probability on Ω∞. The interpretation is that when |Vt| is large enough, we can find at least one
vertex in Vt whose state does not change in the unit time.
Taking expectation of (4.56) and by bounded convergence theorem,
Pµ,ξA(ξλ,Td2 ∩ ξ˜λ,Tdt 6= 0|Ω∞)→ 1.

Proof of Theorem 4:
Proof. When λ ≤ λ1(d) we can get the result by Lemma 4.2.
When λ1(d) < λ ≤ λ2(d) we can get the result by Proposition 4.1.
Therefore we only need to prove the result when λ > λ2(d), by Lemma 4.7, inft P
o(ξλ,Tdt (o) =
1) > 0, so that ξ˜λ,Tdt survive strongly.
Define the stoping times
(4.57)
τB(n) = inf{t ≥ 0 : B(n) ⊂ ξλ,Tdt },
τ˜B(n) = inf{t ≥ 0 : B(n) ⊂ ξ˜λ,Tdt }.
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By Levy’s 0-1 Law, we can prove that {ξλ,Tdt survives} ⊆ ΩA and {ξ˜λ,Tdt survives} ⊆ Ω˜A a.s., which
implies that for any finite B,
(4.58)
P ξA(ξλ,Tdt ∩ ξB 6= 0,ΩcB(n))→ 0,
P˜ ξA(ξ˜λ,Tdt ∩ ξB 6= 0, Ω˜cB(n))→ 0
where ΩA = {τA <∞} and Ω˜A = {τ˜A <∞}.
For any A, finite B,
(4.59)
lim
t→∞P
ξA(ξλ,Tdt+1 ∩ ξB 6= 0)
= lim
t→∞P
ξA(ξλ,Tdt+1 ∩ ξB 6= 0,ΩB(n)) by (4.58)
= lim
t→∞E
ξA [P
ξ
λ,Td
τB(n) [ξλ,Tdt+1−τB(n) ∩ ξB 6= 0],ΩB(n)] by strong Markov property
= lim
t→∞E
ξA [P˜ ξB [ξ˜λ,Tdt+1−τB(n) ∩ ξλ,TdτB(n) 6= 0],ΩB(n)] by (3.3)
= lim
t→∞E
ξA [P˜ ξB [ξ˜λ,Tdt+1−τB(n) ∩ ξλ,TdτB(n) 6= 0, Ω˜B(n)],ΩB(n)] by (4.58)
= lim
t→∞E
ξA [E˜ξB [P˜
ξ˜
λ,Td
τ˜B(n) [ξ˜λ,Tdt+1−τB(n)−τ˜B(n) ∩ ξ
λ,Td
τB(n)
6= 0], Ω˜B(n)],ΩB(n)] by strong Markov property
= lim
t→∞E
ξA [E˜ξB [P
ξ
λ,Td
τB(n) [ξλ,Tdt+1−τB(n)−τ˜B(n) ∩ ξ˜
λ,Td
τ˜B(n)
6= 0], Ω˜B(n)],ΩB(n)] by (3.3).
Fix ξλ,TdτB(n) and ξ˜
λ,Td
τ˜B(n)
, when t > τB(n) + τ˜B(n),
(4.60)
|P ξ
λ,Td
τB(n) (ξλ,Tdt+1−τB(n)−τ˜B(n) ∩ ξ˜
λ,Td
τ˜B(n)
6= 0)− 1|
≤ |P ξ
λ,Td
τB(n) (|ξλ,Tdt−τB(n)−τ˜B(n) ∩ ξ˜
λ,Td
τ˜B(n)
| ≥ k)P ξ
λ,Td
τB(n) (ξλ,Tdt+1−τB(n)−τ˜B(n) ∩ ξ˜
λ,Td
τ˜B(n)
6= 0||ξλ,Tdt−τB(n)−τ˜B(n) ∩ ξ˜
λ,Td
τ˜B(n)
| ≥ k)− 1|
+ 2P
ξ
λ,Td
τB(n) (|ξλ,Tdt−τB(n)−τ˜B(n) ∩ ξ˜
λ,Td
τ˜B(n)
| ≤ k)
≤ |P ξ
λ,Td
τB(n) (ξλ,Tdt+1−τB(n)−τ˜B(n) ∩ ξ˜
λ,Td
τ˜B(n)
6= 0||ξλ,Tdt−τB(n)−τ˜B(n) ∩ ξ˜
λ,Td
τ˜B(n)
| ≥ k)− 1|
+ 2P
ξ
λ,Td
τB(n) (|ξλ,Tdt−τ˜B(n)−τB(n) ∩B(n)| ≤ k)
for any n, k.
By Lemma 4.8 and Remark 4, for any k
(4.61) P ξB(n)(|ξt−τB(n)−τ˜B(n) ∩B(n)| ≤ k)→ 0
uniformly in t when n converges to ∞.
Let Ut = ξ
λ,Td
t−τB(n)−τ˜B(n) ∩ ξ˜
λ,Td
τ˜B(n)
and Vt be the corresponding variable, by (4.56),
(4.62) |P ξτB(n) (ξλ,Tdt+1−τB(n)−τ˜B(n) ∩ ξ˜
λ,Td
τ˜B(n)
6= 0||ξλ,Tdt−τB(n)−τ˜B(n) ∩ ξ˜
λ,Td
τ˜B(n)
| ≥ k)− 1| < ǫ
uniformly in t, n when k is large enough.
Substitute (4.60), (4.61) and (4.62) in (4.59), first let n→∞ and then let k →∞, we can get
(4.63) lim
t→∞P
ξA(ξλ,Tdt+1 ∩ ξB 6= 0) = limn→∞P
ξA(ΩB(n))P˜
ξB (Ω˜B(n)).
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We claim that
(4.64)
lim
n→∞P
ξA(ΩB(n)) = P
ξA(o ∈ ξλ,Tdt i.o.),
lim
n→∞P
ξB (ΩB(n)) = P
ξB (o ∈ ξ˜λ,Tdt i.o.),
Since on one hand,
(4.65)
P ξA(τB(n) <∞, o ∈ ξλ,Tdt f.o.) = P ξA [P ξτB(n) [o ∈ ξλ,Tdt f.o.], τB(n) <∞]
≤ P ξA [P ξτB(n) [o ∈ ξλ,Tdt f.o.]]
= P ξA [P
ξτB(n) [τ0 <∞]]
≤ P ξA [PB(n)[τ0 <∞]]
→ 0
where the third equality is the equivalence of the survival and strong survival when strong survival
happens and survival guarantees that the the last term converges to 0.
On the other hand,
(4.66) P ξA(τB(n) <∞|o ∈ ξλ,Tdt i.o.) = 1.
Then (4.64) comes from (4.65) and (4.66).
So that by (4.63), (4.64), and the equivalence of survival and strong survival when ξλ,Tdt survives
strongly,
(4.67)
lim
t→∞P
ξA(ξλ,Tdt+1 ∩ ξA 6= 0) = P ξA(o ∈ ξλ,Tdt i.o.)P ξB (o ∈ ξ˜λ,Tdt i.o.) = P ξA(ξλ,Tdt 6= 0,∀t)P˜ ξB (ξ˜λ,Tdt 6= 0,∀t).

5. The threshold-one voter model with positive spontaneous death
Now we use the same method in the proof of Proposition 4.1 and Theorem 5 to prove the
corresponding Proposition 5.1 and Theorem 7 for the threshold-one voter model with positive
spontaneous death. As thus, the proofs here are very similar to those in Section 4.4 except for
some details, it may be a bit tedious.
Proposition 5.1. For any µ satisfying µ(η = 0) = 0, µ is translation invariant or µ = δη where
η is dense, we have
lim
t→∞ δµS
δ(t) = ν¯δ,
where Sδ(t) is the Markov semigroup and ν¯δ is the maximal invariant measure of ηδ,Tdt .
Proof. Let
Ω∞ = {η˜δ,Tdt 6= ∅ for all t}.
By annihilating duality (3.11),
P ν1/2(ηδ,Tdt ∩ ηA is odd ) = P˜ ηA(η˜δ,Tdt ∩ ν1/2 is odd ) = 12 P˜ ηA(η˜δ,Tdt 6= 0)→ 12 P˜ ηA(Ω∞).
Then it suffices to prove that for any A ⊆ Td,
Pµ,ηA(ηδ,Td2 ∩ η˜Tdt is odd )→ 12 P˜ ηA(Ω∞)
when P˜ ηA(Ω∞) > 0. Since the dual process has positive death rate, it is easy to verify that
|η˜δ,Tdt | → ∞ on Ω∞. Then applying the proof of (4.52) in Proposition 4.1, we can get
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|ηδ,Td1 ∩ η˜δ,Tdt | → ∞ in probability under Pµ,ηA on Ω∞.
Let
Ut = η
δ,Td
1 ∩ η˜δ,Tdt , Vt = {x : x ∈ Ut, x is isolated}
where x is isolated iff T x,Sxn ∩ ({x}× [1, 2]) = ∅ for all Sx and T y,Syn ∩ ({y}× [1, 2]) = ∅ for all x ∈ Sy.
It makes sure that
(5.1) |η
δ,Td
2 ∩ η˜δ,Tdt ∩ Vt| =
∑
x∈Vt
1
Tx,δn ∩({x}×[1,2])=∅.
Since the events {x ∈ Vt}x∈Ut are 2-dependent,
(5.2) |Vt| → ∞ in probability under Pµ,ηA on Ω∞.
Let
(5.3)
gx = 1Tx,δn ∩({x}×[1,2])=∅,
h = 1− {|ηδ,Td2 ∩ η˜δ,Tdt ∩ V ct | mod 2},
Gt = σ(η˜δ,Tdt , ηδ,Td1 , Vt, h).
Since given Gt, h is constant and {gx, x ∈ Vt} are identically independent and independent of Vt,
by (5.1), (5.2) and (5.3), Lemma 2.3 of [2],
(5.4)
|P (µ,ηA)(ηδ,Td2 ∩ η˜δ,Tdt is odd |Gt)−
1
2
| = |P (µ,ηA)(
∑
x∈Vt
gx = h mod 2|Gt)− 1
2
| ≤ |1− 2e−δ||Vt| → 0
in probability on Ω∞. The interpretation is that when |Vt| is large enough, with half probability,
we can find odd number of vertices in Vt whose states do not change in the unit time.
Taking expectation and by bounded convergence theorem,
Pµ(η2+t ∩ ηA is odd ) = P (µ,ηA)(ηδ,Td2 ∩ η˜δ,Tdt is odd )→
1
2
P˜ ηA(Ω∞).

Proof of Theorem 5:
Proof. When δ ≥ δ1(d) we can get the result directly.
When δ1(d) > δ ≥ δ2(d) we can get the result by Proposition 5.1.
Therefore we only need to prove the result when δ < δ2(d), by Lemma 4.7 and Remark 4,
inft P
o(ηδ,Tdt (o) = 1) > 0, so that the dual process η˜
δ,Td
t survive strongly.
Define the stoping times
(5.5)
τB(n) = inf{t ≥ 0 : B(n) ⊂ ηδ,Tdt },
τ˜B(n) = inf{t ≥ 0 : B(n) ⊂ η˜δ,Tdt }.
By Levy’s 0-1 Law, we can prove that {o ∈ ηδ,Tdt i.o.} ⊆ ΩA and {o ∈ η˜δ,Tdt i.o.} ⊆ Ω˜A a.s., which
implies that for any finite B,
(5.6)
P ηA(ηδ,Tdt ∩ ηB is odd,ΩcB(n))→ 0,
P˜ ηA(η˜δ,Tdt ∩ ηB is odd, Ω˜cB(n))→ 0
where ΩA = {τA <∞} and Ω˜A = {τ˜A <∞}.
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For any A, finite B,
(5.7)
lim
t→∞P
ηA(ηδ,Tdt+1 ∩ ηB is odd)
= lim
t→∞P
ηA(ηδ,Tdt+1 ∩ ηB is odd,ΩB(n)) by (5.6)
= lim
t→∞E
ηA [P
η
δ,Td
τB(n) [ηδ,Tdt+1−τB(n) ∩ ηB is odd],ΩB(n)] by strong Markov property
= lim
t→∞E
ηA [P˜ ηB [η˜δ,Tdt+1−τB(n) ∩ ηδ,TdτB(n) is odd],ΩB(n)] by (3.11)
= lim
t→∞E
ηA [P˜ ηB [η˜δ,Tdt+1−τB(n) ∩ ηδ,TdτB(n) is odd, Ω˜B(n)],ΩB(n)] by (5.6)
= lim
t→∞E
ηA [E˜ηB [P˜
η˜
δ,Td
τ˜B(n) [η˜δ,Tdt+1−τB(n)−τ˜B(n) ∩ η
δ,Td
τB(n)
is odd], Ω˜B(n)],ΩB(n)] by strong Markov property
= lim
t→∞E
ηA [E˜ηB [P
η
δ,Td
τB(n) [ηδ,Tdt+1−τB(n)−τ˜B(n) ∩ η˜
δ,Td
τ˜B(n)
is odd], Ω˜B(n)],ΩB(n)] by (3.11).
Fix ηδ,TdτB(n) and η˜
δ,Td
τ˜B(n)
, when t > τB(n) + τ˜B(n),
(5.8)
|P η
δ,Td
τB(n) (ηδ,Tdt+1−τB(n)−τ˜B(n) ∩ η˜
δ,Td
τ˜B(n)
is odd)− 1
2
|
≤ |P η
δ,Td
τB(n) (|ηδ,Tdt−τB(n)−τ˜B(n) ∩ η˜
δ,Td
τ˜B(n)
| ≥ k)P η
δ,Td
τB(n) (ηδ,Tdt+1−τB(n)−τ˜B(n) ∩ η˜
δ,Td
τ˜B(n)
is odd||ηδ,Tdt−τB(n)−τ˜B(n) ∩ η˜
δ,Td
τ˜B(n)
| ≥ k)− 1
2
|
+
3
2
P
η
δ,Td
τB(n) (|ηδ,Tdt−τB(n)−τ˜B(n) ∩ η˜
δ,Td
τ˜B(n)
| ≤ k)
≤ |P η
δ,Td
τB(n) (ηδ,Tdt+1−τB(n)−τ˜B(n) ∩ η˜
δ,Td
τ˜B(n)
is odd||ηδ,Tdt−τB(n)−τ˜B(n) ∩ η˜
δ,Td
τ˜B(n)
| ≥ k)− 1|
+
3
2
P
η
δ,Td
τB(n) (|ηδ,Tdt−τ˜B(n)−τB(n) ∩B(n)| ≤ k)
for any n, k.
By Lemma 4.8 and Remark 4, for any k,
(5.9) P ηB(n)(|ηδ,Tdt−τB(n)−τ˜B(n) ∩B(n)| ≤ k)→ 0
uniformly in t when n converges to ∞.
Let Ut = η
δ,Td
t−τB(n)−τ˜B(n) ∩ η˜
δ,Td
τ˜B(n)
and Vt be the corresponding variable, by (5.4),
(5.10) |P η
δ,Td
τB(n) (ηδ,Tdt+1−τB(n)−τ˜B(n) ∩ η˜
δ,Td
τ˜B(n)
is odd||ηδ,Tdt−τB(n)−τ˜B(n) ∩ η˜
δ,Td
τ˜B(n)
| ≥ k)− 1
2
| < ǫ
uniformly in t, n when k is large enough.
Substitute (5.8), (5.9) and (5.10) in (5.7), first let n→∞ and then let k →∞, we can get
(5.11) lim
t→∞P
ηA(ηδ,Tdt+1 ∩ ηB is odd) = limn→∞P
ηA(ΩB(n))P˜
ηB (Ω˜B(n)).
Since ηδ,Tdt is attractive while η˜
δ,Td
t is not, applying the proof of (4.64), we can only get
lim
n→∞P
ηA(ΩB(n)) = P
ηA(o ∈ ηδ,Tdt i.o.).
It follows that for any initial configuration η,
(5.12) lim
t→∞P
η(ηδ,Tdt+1 ∩ ηB is odd) =
1
2
lim
n→∞ P˜
ηB (ΩB(n))P
η(o ∈ ηδ,Tdt i.o.),
while by Proposition 5.1, for some specific initial configuration η,
24
(5.13) P η(ηδ,Tdt ∩ ηB is odd)→
1
2
P˜ ηB (Ω∞).
So that by (5.12) and (5.13),
(5.14) lim
n→∞ P˜
ηB (ΩB(n)) = P˜
ηB (Ω∞).
then by (5.12), (5.14), and the equivalence of the survival and strong survival when ηδ,Tdt survives
strongly,
P ηA(ηδ,Tdt ∩ηB is odd)→
1
2
P ηA(o ∈ ηδ,Tdt i.o.)P˜ ηB (Ω∞) =
1
2
P ηA(ηδ,Tdt 6= ∅,∀t)µδ1/2(η : η∩ηB is odd).

6. The threshold-one voter model
In this section, we consider the threshold-one voter model ζTdt on Td, which has no spontaneous
death. Our main task is to prove the complete convergence theorem when it survives strongly, while
otherwise, only if β(d) < 1√
d
we can prove that starting from any translation invariant measure µ
or Dirac measure concentrating on the doubly dense configuration, the process converges to µ1/2.
First of all, we need to prove the following lemmas.
Lemma 6.1. If β(d) < 1√
d
,
(6.1) P˜ o(o ∈ ζ˜Tdt i.o.) = 0.
Proof. Similar to the corresponding Theorem 2 in [9] for the ordinary contact process on Td, we
can also prove that
(6.2) [ lim
t→∞P
o(o ∈ ζTdt )]1/t = γ < 1.
Next we will use the techniques in the proof of Theorem 1.2 of [14], such that for any s ∈ N, let
s2 = t0 < t1 < · · · < ts4 = (s+ 1)2 be a uniform partition of [ss, (s + 1)2), then
(6.3)
P˜ o(o ∈ ζ˜Tdt for some t ∈ [s2, (s + 1)2))
≤ P˜ o(o ∈ ζ˜Tdtk for some 0 ≤ k ≤ s4) + P (∃0 ≤ k ≤ s4, |(∪SoT o,Son ) ∩ [tk, tk+1)| ≥ 2).
For the first term, by (6.2), we have
(6.4) P˜
o(o ∈ ζ˜Tdtk for some 0 ≤ k ≤ s4) ≤ s4 sup
s2≤t≤(s+1)2
P˜ o(o ∈ ζ˜Tdt ) ≤ Cγs
2
.
For the second term, by the property of the Poisson distribution, we have
(6.5) P (∃0 ≤ k ≤ s4, |(∪SoT o,Son ) ∩ [tk, tk+1)| ≥ 2) ≤ Cs4(tk+1 − tk)2 ≤ Cs−2.
Substitute (6.4) and (6.5) in (6.3), we have∑
s∈N
P˜ o(o ∈ ζ˜Tdt for some t ∈ [s2, (s + 1)2)) <∞.
Thus by Borel-Cantelli Lemma we can get (6.1) .

Denote the equivalent class of ζ˜Tdt as [ζ˜
Td
t ], where two configurations are equivalent if and only
if one can be translated by the other.
Lemma 6.2. If β(d) 6= 1√
d
, [ζ˜o,Tdt ] is not positive recurrent.
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Proof. Now we assume that [ζ˜Tdt ] is positive recurrent, let
τ∗ = inf{t : [ζ˜Tdt ] = [{o}]}, τo = inf{t : o ∈ ζTdt }, τ˜o = inf{t : o ∈ ζ˜Tdt }
so that we have P˜ o(τ∗ <∞) = 1.
Firstly when β(d) < 1√
d
, we claim that for any A with finite odd number of vertices,
(6.6) P˜A(τ˜o <∞) = 1.
Define No = {x1, . . . , xd+1}, and Ti, 1 ≤ i ≤ d + 1 as the connected component of Td\{o}
containing xi.
When o 6∈ A¯ where A¯ is defined in Section 4, let ζ satisfy that ζ ∩ ζTi = ζAi , where [Ai] = [A] for
any 1 ≤ i ≤ 3 and Ai = ∅ otherwise, then by the independence of ηζAi ,Tdt∧τo , 1 ≤ i ≤ d+ 1, we have
(6.7) P ζ(τ˜o =∞) =
d+1∏
i=1
P ζAi (τ˜o =∞)
so that by Markov property,
(6.8) P˜ o(τ∗ =∞) ≥ P˜ o(ζ˜1 = ζ)[P˜A(τ˜o =∞)]3.
since P˜ o(ζ˜1 = ζ) > 0 by irreducibility, it follows from the assumption that
(6.9) P˜A(τ˜o =∞) = 0.
When o ∈ A¯, let Aodd = A ∩ Ti for some i with odd number of vertices, by (6.7) and (6.9),
(6.10) P˜ ζA(τ˜o =∞) ≤ P˜ ζAodd (τ˜o =∞) = 0
Thus from (6.9) and (6.10), we can get (6.6).
But if the claim (6.6) is true,
P˜ o(o ∈ ζ˜Tdt i.o.) = 1,
which is impossible by Lemma 6.1, so that the assumption is false.
Next when β(d) > 1√
d
, we will use the method of proving Lemma 2.2 of [8] to get the result. By
the assumption,
(6.11) lim
k→∞
lim
t→∞ P˜
o(diam([ζ˜Tdt ]) ≥ k) = 0.
Since ζ˜Tdt is not positive recurrent,
(6.12) lim
k→∞
lim
t→∞ P˜
o(ζ˜Tdt ⊆ Bk(o)) = 0.
Then it follows from (6.11) and (6.12) that
lim
t→∞ P˜
o(o ∈ ζ˜Tdt ) ≤ lim
k→∞
lim
t→∞ P˜
o(ζ˜Tdt ⊆ Bk(o)) + lim
k→∞
lim
t→∞ P˜
o(diam([ζ˜Tdt ]) ≥ k) = 0,
which is impossible by Remark 4 and Lemma 4.6. So that the assumption is also false. Now we
have proved that [ζ˜Tdt ] is not positive recurrent for any d satisfying β(d) 6= 1√d . 
Lemma 6.3. If β(d) 6= 1√
d
, for any k > 0, finite A,
P˜ ζA(|ζ˜Tdt | = k|ζ˜Tdt 6= 0,∀t)→ 0.
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Proof. For k = 1, by Lemma 6.2, the process is not positive recurrent, so that
P˜ ζA(|ζ˜Tdt | = 1|ζ˜Tdt 6= 0,∀t) = P˜ ζA(ζ˜Tdt = [{o}]|ζ˜Tdt 6= 0,∀t)→ 0.
For k ≥ 2, it is easy to verify that Proposition 2.6 in [8] also holds for the threshold-one voter
model on Td.

Since ζTdt has no independent death rate, the method of the proof of Proposition 4.1 and 5.1 is
no longer applicable. However, inspired by Proposition 3.2 in [8], we can still prove the following
proposition when β(d) 6= 1√
d
.
Proposition 6.1. If β(d) 6= 1√
d
, for any initial distribution µ satisfying µ(ζ = 0 or 1) = 0, µ is
translation invariant or µ = δζ where ζ is doubly dense defined in (2.3), we have
lim
t→∞ δζU(t) = µ
d
1/2,
where U(t) is the Markov semigroup of ζTdt and µ
d
1/2 is the limiting distribution of the product
measure with parameter 1/2.
Proof. Let
Ω∞ = {ζ˜Tdt 6= 0 for all t}.
By annihilating duality (3.11), it suffices to prove that
Pµ,ζA(ζTd2 ∩ ζ˜Tdt is odd )→
1
2
P˜ ζA(Ω∞)
when P˜ ζA(Ω∞) > 0, noting that by the transition rates of ζ˜
ζA,Td
t , |ζ˜ζA,Tdt | is always odd when |A|
is odd, so that P˜ ζA(Ω∞) = 1 when |A| is odd.
Define
ζ¯Td1 = {x ∈ Td : ζTd1 (x) = 1, ζTd1 (←−x ) = 0 or ζTd1 (x) = 0, ζTd1 (←−x ) = 1}
where ←−x is the the parent of x.
Since |ζ˜Tdt | → ∞ in probability on Ω∞ by Lemma 6.3, applying the proof of (4.52) in Proposition
4.1, in order to prove
|ζ¯Td1 ∩ ζ˜Tdt | → ∞ in probability under Pµ,ζA on Ω∞,
we only need to show that when µ = δζ for some doubly dense configuration ζ, we have
inf
x
P ζ(ζ¯Td1 (x) = 1) > 0.
Let Ix = {η : ∃y, z ∈ BN (x), ζ(y) = 0, ζ(z) = 1},
(6.13)
inf
x
P ζ(ζ¯Td1 (x) = 1) ≥ infx infζ∈Ix P
ζ(ζ¯Td1 (x) = 1)
= inf
ζ∈Io
P ζ(ζ¯Td1 (o) = 1) by translation invariance
= inf
ζ∈Io
P ζ{o,←−o }(ζ˜Td1 ∩ ζ is odd) by duality
≥ inf
ζ∈Io
P ζ{o,←−o }(ζ˜Td1 ⊂ BN (o) and ζ˜Td1 ∩ ζ is odd)
= inf
ζ⊆BN (o),ζ∈Io
P ζ{o,←−o }(ζ˜Td1 ⊆ BN (o), ζ˜Td1 ∩ ζ is odd)
= p > 0
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where the last equality holds because that there are finite configurations satisfying ζ ⊆ BN (o) and
each has a subset of odd number of vertices.
Let
Ut = ζ¯
Td
1 ∩ ζ˜Tdt , Vt = {x : x ∈ Ut, x is isolated}.
where x is isolated if and only if T
y,Sy
n ∩ [1, 2] = ∅ for any Sy ∩ {x,←−x } 6= ∅, or (y, Sy) = (x, Sx) for
any Sx, or (y, Sy) = (
←−x , S←−x ) for any S←−x 6= {x}. It makes sure that
(6.14)
∀x ∈ Vt, if ζTd1 (x) = 1, then ζTd2 (x) = 0 iff there is no arrow from←−x to x at [1,2],
∀x ∈ Vt, if ζTd1 (x) = 0, then ζTd2 (x) = 1 iff there is at least an arrow from←−x to x at [1,2],
so that
(6.15)
|ζ¯Td2 ∩ ζ˜Tdt ∩ Vt| =
∑
x∈Vt,ζTd1 (x)=1
1{there is no arrow from←−x to x at [1,2]}
+
∑
x∈Vt,ζTd1 (x)=0
1{there is at least an arrow from←−x to x at [1,2]}.
Let
(6.16)
gx = 1{ζTd1 (x)=1,there is no arrow from←−x to x at [1,2]}
+ 1{ζTd1 (x)=0,there is at least an arrow from ←−x to x at [1,2]}
,
h = 1− {|ζ¯Td2 ∩ ζ˜Tdt ∩ V ct | mod 2},
Gt = σ(Vt, h, ζTd1 ).
Note that {x ∈ Vt}x∈Ut are 2-dependent, thus |Vt| → ∞ in probability under Pµ,ζA on Ω∞. Since
given Gt, Vt, ζTd1 and h are constant and {gx, x ∈ Vt} are mutually independent and independent of
Gt, by (6.15), (6.16), Lemma 2.3 of [2],
|Pµ,ζA(ζ¯Td2 ∩ ζ˜Tdt is odd |Gt)− 12 | = |Pµ,ζA(
∑
x∈Vt
gx = h mod 2|Gt)− 12 | ≤ (1− 2e−1)|Vt| → 0
in probability on Ω∞.
Taking expectation and by bounded convergence theorem,
Pµ(ζ2+t ∩ ζA is odd |Ω∞) = Pµ,ζA(ζTd2 ∩ ζ˜Tdt is odd |Ω∞)→
1
2
.

Inspired by the proof of Proposition 3.5 of [8], we will use a comparison of ζTdt and η
δ,Td
t for some
δ > 0 to prove the complete convergence theorem for ζTdt when it survives strongly.
Proof of Theorem 7:
Proof. When β(d) < 1√
d
, the result follows from Proposition 6.1, so that we only need to prove
the result when ζTdt survives strongly. Since 0 and 1 are equivalent, we may as well assume that∑
x[1− ζ(x)] =∞. Then it suffices to prove that for any finite B, ζ 6= 0,
P ζ(ζTdt ∩B is odd |τ0 =∞)→
1
2
µ(ζ : ζ ∩ ζB is odd ) = 1
2
P˜ ζB (Ω∞)
when P˜ ζB (Ω∞) > 0.
From the argument of Theorem 4.65 (c) of [12], we can prove that
(6.17) ηδ,Tdt does not survive strongly when δ = δ2(d).
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It follows that δ2(d) > 0, therefore there exists δ > 0 such that η
δ,Td
t survives strongly so that we
have the domination ηδ,Tdt ≤ ζTdt ≤ ζˆδ,Tdt , where ζˆδ,Tdt denotes the threshold-one voter model with
spontaneous birth rate δ. By Lemma 4.9 and Remark 4, for any ǫ > 0, choose N such that for any
finite subset D satisfies |D| ≥ N ,
(6.18)
P ζD(ζTdt 6= ∅ for all t ) > 1− ǫ,
P ζD(ηδ,Tdt 6= ∅ for all t ) > 1− ǫ.
It is easy to verify that |ζTdt | → ∞ a.s. on {τ0 =∞}, thus we can choose U such that
(6.19) P ζ(|ζTdt | ≥ N |τ0 =∞) > 1− ǫ
for any t ≥ U .
By Theorem 5, there exists translation invariant measures νa and νb such that
(6.20)
δζDS
δ(t)→ ǫ′νb + [1− ǫ′]δ0,
δζ Sˆ
δ(t)→ νa,
where ǫ′ = P ζD(ηδ,Tdt dies out ) < ǫ.
Let
ν˜b = ǫδ0 + (1− ǫ)νb,
then by Proposition 6.1,
ν˜bU(t)→ ǫδ0 + (1− ǫ)µd1/2, νaU(t)→ µd1/2.
Observe that
1{ζTdt ∩B is odd }
=
1
2
[1−
∏
x∈B
[1− 2ζTdt (x)]],
which is a linear combination of at most 2|B| increasing functions of the form
∏
x∈C ζ
Td
t (x), C ⊆ B,
so that for any sufficient large T ,
|P ρ(ζTdT ∩B is odd )− 12 P˜ ζB (Ω∞)| < 2|B|+1ǫ
uniformly for any ν˜b ≤ ρ ≤ νa.
Then for any sequence {tn}, since the space of all probability measures is compact, there exists
{rn} ⊂ {tn − T − U} such that ζTdrn → ρ, and ν˜b ≤ ρ ≤ νa by the domination. It follows that
(6.21)
lim
n→∞ |P
ζD(ζTdrn+T ∩B is odd )−
1
2
P˜ ζB(Ω∞)| = |P ρ(ζTdt ∩B is odd )−
1
2
P˜ ζB (Ω∞)| < 2|B|+1ǫ.
By (6.18) and (6.21),
lim
n→∞ |P
ζD(ζTdrn+T ∩B is odd |τ0 =∞)− 12 P˜ ζB (Ω∞)| < 2|B|+2ǫ.
By (6.19),
lim
n→∞ |P
ζ(ζTdrn+T+U ∩B is odd |τ0 =∞)− 12 P˜ ζB(Ω∞)| < 2|B|+3ǫ.
Then we can get the desired result by letting ǫ→ 0. 
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