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Abstract
We compute the number of indecomposable stable homotopy types with "nitely generated torsion free
homology of stable dimension k*0.  2001 Elsevier Science Ltd. All rights reserved.
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A polyhedron is a triangulate compact subspace of an Euclidean space , N*0. The principal
idea of homotopy type is to consider spaces which are deformed or perturbed continuously a little
bit as being similar. The equivalence relation generated by such slight perturbation has its precise
de"nition by the notion of homotopy equivalence. A class of homotopy equivalent polyhedraX is
termed a homotopy type X.
The classi"cation of homotopy types is the classical and fundamental task of algebraic topology.
J.H.C. Whitehead's seminal work focused mainly on this problem. Moreover, surgery theory
showed that it is necessary to classify homotopy types in order to classify di!eomorphism types of
closed manifolds. In fact, homotopy types are archetypes underlying most geometric structures.
The main numerical invariants of a homotopy type are dimension and degree of connectedness.
The complexity of a homotopy type in general is largely measured by the dimension and, for
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a given dimension, the complexity diminishes as the connectivity increases. A classical result of
J.H.C. Whitehead is the following proposition which classi"es a certain class of homotopy types
completely.
Proposition. An (n!1)-connected n-dimensional polyhedron X has the homotopy type of a one-point
union of n-dimensional spheres, n*1.
The proof is an application of theorems learned by each student of algebraic topology. We
recall the argument for n'1 as follows. Since X is n-dimensional the homology H

(X) is
free abelian. On the other hand, since X is (n!1)-connected the Hurewicz theorem shows
that H

(X) is isomorphic to the homotopy group 

(X) which therefore is also free abelian. A
basis in 

(X) yields a map from a one-point union of n-dimensional spheres to X which induces
an isomorphism in homology. Hence by the Whitehead theorem this map is a homotopy
equivalence.
In this paper we consider more generally the classi"cation of (n!1)-connected (n#k)-dimen-
sional homotopy types with torsion free homology in the stable range k(n. In this range the
Freudenthal suspension theorem shows that the classi"cation depends only on k and not on n. Let
F

be the homotopy category consisting of all (n!1)-connected (n#k)-dimensional CW-com-
plexes with "nitely generated torsion free homology. In the range k(n!1 the category F"F

is
an additive category which does not depend on n.
The coproduct X> which is also the product in the additive category F is given by the
one-point union of spaces X and >. A polyhedron A or its homotopy type A in F is termed
elementary or indecomposable if a homotopy equivalence AKX> implies that X or > are
homotopy equivalent to a point. All homotopy types of F are obtained by "nite one-point unions
of such elementary polyhedra in F.
A best possible solution for the classi"cation of homotopy types in F is a complete list of
elementary homotopy types. For example by the proposition above the sphere S is the only
indecomposable object in F. It is also easy to see that the spheres S, S are the only
indecomposable objects in F.
Whitehead [17] and Chang [8] classi"ed all (n!1)-connected (n#2)-dimensional homotopy
types, n'2, by an explicit list of elementary polyhedra which are discussed in detail in the books of
Hilton [12,13]. The objects with torsion free homology in this list are
S,S,S,Se3F,
which are the indecomposable homotopy types in F. Here "

3

S is the Hopf element.
Moreover, Baues}Hennes [7] compute all elementary polyhedra which are (n!1)-connected
and (n#3)-dimensional, n'3. This yields the complete list of indecomposable objects in F given
by
S,S,S,S,Se,Se,Se3F
Here "



is the double Hopf map. Recently Baues}Drozd [4] also obtained a complete list
of 67 indecomposable objects in F. Hence for k)4 the list of indecomposable homotopy types in
F turned out to be "nite and we were faced with the challenging problem:
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`Determine the maximal k for which the set of all indecomposable homotopy types in F is
a "nite set!a
We compute the number of objects in this set for all k as follows:
Theorem A. The number I(F) of indecomposable homotopy types in F is given by the table
k 0 1 2 3 4 5 k*6
2
I(F) 1 2 4 7 67 451 R.
Below we describe the 451 elementary polyhedra of F by use of `lightning #ashsa. We would
like to point out a wonderful test for the correctness of theorem A given by Spanier}Whitehead
duality. Since our proof is inductive by dimension the proof is not at all compatible with
Spanier}Whitehead duality. Our result, however, which describes explicitly all 451 elementary
polyhedra of F has to satisfy Spanier}Whitehead duality and it does.
Recall that the isomorphism class group K

(F) is the abelian group generated by the homotopy
types X in F with the relations
X#>"X>.
It is a remarkable result of Freyd [10] that K

(F) is actually a countably generated free abelian
group for all k*0. We compute K

(F) as an abelian group for all k*0 as follows:
Theorem B.
k 0 1 2 3 4 5 k*6
2
K

(F)     	 
 .
Here  denotes the free abelian group freely generated by the set "1,2,2 of natural
numbers.We describe a list of generators ofK

(F) in (2.10) below. TheoremA, B and [4] imply the
following result concerning the representation type of the additive category F.
Theorem C. The category F has xnite representation type if and only if k)5. Moreover for k*10
the category F has wild representation type.
Hence only the representation types of F,F,F
,F	 are unknown. The computation of the
representation type of F involves a matrix problem given by a matrix with 328 rows and columns;
see Section 7.
We are grateful to the referee for his careful remarks which improved the presentation of this
paper.
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1. The list of elementary polyhedra
We need the following elements in stable homotopy groups of spheres, compare Toda [14]. Let


"3

(S)"/2 be the Hopf map, and let 3

(S)"/2 be the double Hopf map,
n*3. Moreover let "

,"

3

(S)"/24 be the generator of order 8 and 3, respectively.
We use stable notation and we write 

"

(S) for k(n!1 so that H is the ring of stable
homotopy groups of spheres. As usual we write 	"k if 	3

.
1.1. De5nition. A lightning yash
g"(
2 )
is a word of elements 

3H with i"1,2,2, k (k*0) together with a number n3 and an element

3/2.
We visualize g"(
2) by a simplicial arc inwhich has the shape of a lightning #ash as in
the examples of de"nition (1.7) below. For this we choose t

3 with t

(t

(2(t

and m

3
with m

!m

"

#1 for i"1,2, k such that n"minm and
m

(m

'm

(m

'2 for 
"0,
m

'm

(m

'm

(2 for 
"1.
(1)
Hence all numbers m

are uniquely determined by g. The simplicial arc g connects successively the
sequence of points (t

,m

), (t

,m

),2, (t ,m ) in . Then n is the minimum `levela of a vertex in
the arc g.
We associate with a lightning #ash g a map between one-point unions of stable spheres as
follows. For a sequence m"(m

,2,m ) let S"S2S be the corresponding one-point
union of spheres and let S be the desuspension of S. Let (meven)"(m

,m

,2), resp.
(modd)"(m

,m

,2) be the subsequences of m given by even, resp. odd, indices. Then the map g is
a map
g :SPS for 
"1,
g :SPS for 
"0. (2)
These maps are de"ned on spheres in the same way as indicated by the simplicial arc; that is the
matrix (
	
) associated to g with r, s*1 satis"es 

"

, and 

"

for 
"0, and


"

for 
"1, and 
	
"0 otherwise.
1.2. De5nition. A lightning yash space X(g) is the mapping cone of the map g associated to
a lightning #ash g.
The vertices of the arc g correspond to the non trivial cells of X(g). For example we have for
v3

, 3

, 3

X(v)

"SSe
e.
If 

'0 for all i thenX(g) has torsion free homology and the vertices of the arc g yield the basis of
HH(X(g)).
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1.3. Remark. We observe that the arc (
2) is obtained by re#ection of the arc (2 ) at
a horizontal line. Moreover, we obtain by re#ection of g"(
2 ) at a vertical line the arc
g"(


2) for which X(g) is homotopy equivalent to X(g). Therefore we identify g and
g. For k"0 we also write ( )

"S and for k"1 we write (	)

"(	)

"(	)

with 	3H .
1.4. De5nition. For g"(
2 ) the dual D(g) is de"ned by
D(g)"(


2) .
The arc of D(g) is obtained by turning the arc g around. The suspension g is de"ned by
(g)"(
2 ) .
Hence the arc g is obtained by moving g one level up.
One readily checks the following lemma; see Baues [3] and (2.3) (2) below.
1.5. Lemma. The suspensionX(g) ofX(g) satisxesX(g)"X(g).Moreover the Spanier}Whitehead
dual DX(g) of X(g) satisxes DX(g)"X(Dg).
1.6. Remark. The spaceX(g) is indecomposable if and only if DX(g) is indecomposable. Moreover,
ifX(g) is indecomposable then all letters 

in g are nontrivial; the converse, however, does not hold
in general. For example, it is known that for 23"

and 3

the space X(22)

is
decomposable; see 3.1 (ii) [7].
We are now ready to de"ne the list of elementary polyhedra in Theorem A above.
1.7. De5nition. The listL

of 451 elementary polyhedra is given by lightning #ash spaces or words
as in the following list where v,w31,2,2,24"/24" . Here we identify the number v with
the element v(#) where  and  are the generators of 

described above.
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Only the "ve-dimensional words correspond to graphs which have vertices in level 0 and level 5.
LetL

be the subset of all graphs inL

which have no vertex of level 5. ThenL

coincides with
the following list of 67 elements. (The listL

"L was already achieved in our previous paper [2]
and is needed in the proof below.)
794 H.-J. Baues, Y. Drozd / Topology 40 (2001) 789}821
Hence the set L

is the union of the subsets L

,L

and the set of "ve-dimensional words.
Though lightning #ash spaces are very special spaces we show in Theorem A and in Theorem
(2.5) below that each (n!1)-connected (n#5)-dimensional CW-complexX with "nitely generated
torsion free homology (n*6) is homotopy equivalent to a one-point union of such spaces.
1.8. Remark. Chang and Whitehead [8,17] show that each (n!1)-connected (n#2)-dimensional
CW-complex X with "nitely generated homology groups (n*3) is homotopy equivalent to
a one-point union of the following lightning #ash spaces where r is a power of a prime and p, q are
powers of 2 with r, p, q3"

and 3

.

S, S, S, (r)

, (r)

, ()

,
(q)

, (p)

, (pq)

.
These are the elementary Chang complexes discussed in the books of Hilton [12,13] and in [3]. In
[7] all (n!1)-connected (n#3)-dimensional CW-complexes with "nitely generated homology
groups (n*4) are classi"ed by certain generalizations of lightning #ash spaces. The
Chang}Whitehead result [8, 17] was generalised for odd primes p and p}local spaces by Henn
[11].
2. Decomposition and congruence of spaces with torsion-free homology
Let C be an additive category with zero object * and biproducts AB. An object X in C is
decomposable if there exists an isomorphism XAB where A and B are not isomorphic to *.
A decomposition of X is an isomorphism
X"A

2A

, n(R. (2.1)
where A

is indecomposable for all i31,2, n. The decomposition of X is unique if
B

2B

XA

2A

implies thatm"n and that there is a permutation with BA .
The decomposition problem in C can be described by the following task: "nd a complete list of
indecomposable isomorphism types in C and describe the possible decompositions of objects in C.
This problem is considered by representation theory. We say that the decomposition problem in
C is wild or equivalently that C has wild representation type if the solution of the decomposition
problem would imply a solution of the following problem.
2.2. Problem. Let k be a "eld and consider the following additive category V. Objects are
"nite-dimensional k-vector spaces< together with two endomorphisms 

, 

:<P<. Morphisms
are k-linear maps f :<P= satisfying f

"

f and f

"

f. The decomposition problem in
V for any "eld k is termed a `wild problem of representation theorya.
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If the list of all indecomposable objects of C is "nite then C has xnite representation type. If the
representation type of C is neither "nite nor wild then C is of tame representation type. In
representation theory there are in general means to compute an explicit list of all indecomposable
objects in C if C has "nite or tame representation type.
Next, we describe our decomposition problem of homotopy theory. Let TopH/K be the
homotopy category of pointed topological spaces. The set of morphismsXP> in TopH/K is the
set of homotopy classes [X,>]. Isomorphisms in TopH/K are called homotopy equivalences and
isomorphism types in TopH/K are homotopy types. Let F

be the full subcategory of TopH/K
consisting of (n!1)-connected (n#k)-dimensional CW-complexes which have "nitely generated
torsion free homology. The objects of F

are specialA

-polyhedra, see [17]. The suspension gives
us a sequence of functors
F


P F

P2PF


P F

P2 (2.3)
with k*0. The Freudenthal suspension theorem shows that the sequence stabilizes in the sense
that for k#1(n the functor  :F

PF

is an equivalence of additive categories so that
F"F

with k#1(n (3)
does not depend on n. See [3]. This is the stable homotopy category of (!1)-connected k-
dimensional spectra with "nitely generated torsion free homology. There is, however, no need to
use the more sophisticated notion of spectrum in this paper. The biproduct in the additive category
F is the one-point union of spaces. We point out that for k#1"n the functor  is full and a 1}1
correspondence of homotopy types. See [3]. The Spanier}Whitehead duality is a contravariant
functor
D :FPF, (4)
satisfying DD"1 and D(S)"S for i30,2, k; compare for example [9].
Each nontrivial element  in the (k!1)-stem, 3

(S), yields the canonical 2-cell complex
Se3F , n*2, which is indecomposable. Hence, elements in homotopy groups of spheres
can essentially be identi"ed with special indecomposable objects in F

, k*2. The decomposition
in F

is not unique. For example Freyd [10] points out that for n*5 there is a homotopy
equivalence.
S(Se)KS(Se) (2.4)
in F

where, however, the CW-complexes Se and Se are not homotopy equivalent.
Here 3

(S) is a generator of order 8 as in Section 1.
In [4] we solved the decomposition problem in the additive category F by showing thatX(L

)
is a complete list of indecomposable objects in F. Our main purpose in this paper is the solution of
the decomposition problem in F. We show that F is again of "nite representation type. On the
other hand, we have seen in the appendix of [4] that F is of wild representation type for k*10.
Hence only the representation types of F, F, F
, F	 remain unknown.
2.5. Theorem. The list X(L

) of 451 elementary polyhedra in Section 1 is a complete list of all
indecomposable spaces in F. Hence for n*6 each (n!1)-connected (n#5)-dimensional CW-
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complex X with xnitely generated torsion free homology admits a homotopy equivalence
XKX

2X

with X

3X(L

) for 1)i)t.
Following Freyd [10] and Cohen [9] 4.26 we use the following notation.
2.6. De5nition. We say that two spaces X,> in F are congruent and we write X,> if (a) or
equivalently (b) is satis"ed.
(a) There exists a space Z in F such that XZK>Z are homotopy equivalent.
(b) There exists a homotopy equivalence XB

K>B

where B

is the unique one-point
union of spheres which has the same Betti numbers as X, that is HH(X)/torsion"HH (B ).
2.7. De5nition. Let p be a prime. A space X in F is a p-primary space if there exists a homotopy
commutative diagram
where B is a one-point union of spheres. Here p is a power of the prime p and p ) 1

is a multiple
of the identity ofX in the abelian group of homotopy classes [X,X] in F andN cannot be chosen
to be N"0. This implies that X is not a one-point union of spheres.
2.8. Lemma. An elementary polyhedron X(g) with g3L

is 2-primary if and only if g is a word with
letters in the set , , v,w with v and w divisible by 3. The only congruences between 2-primary
polyhedra in X(L

) are given by (2.4) that is X(3)

,X(9)

and X(3)

,X(9)

. Moreover, X(g) is
3-primary if and only if g"(8)

or g"(8)

. For a prime p'3 there are no p-primary spaces in
X(L

).
Recall that for any small additive category C (for example C"F, k*0) we have the isomor-
phism class group K

(C). This is the abelian group with one generator [A] for each isomorphism
class of objects A3C with relations [A]#[B]"[AB]. This is just the Grothendieck group of
C as de"ned by Bass [1]. A typical element of K

(C) is a formal di!erence [A]![B] with
[A]![B]"[A]![B] if and only if there exists an isomorphism in C of the form
ABCABC for some object C in C. The following result is due to Freyd [10]; see also
Cohen [9] 4.44.
2.9. Theorem of Freyd. Let k*0. Then K

(F) is a free abelian group generated by the spheres in
F and by the congruence classes of indecomposable p-primary spaces in F where p runs through all
primes.
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Such a wonderful result yields the crucial task to compute the generators of K

(F) explicitly.
For the category F of torsion-free polyhedra we get accordingly:
 K

(F)" generated by S,
 K

(F)" generated by S, S,
 K

(F)" generated by S, S, S, X(()

),
 K

(F)" generated by S, S, S, S, and X(()

), X(()

), X(()

).
In [4] we show that
 K

(F)"	
is generated by the 5-spheres S,2,S in F, the 23 congruence classes of 2-primary polyhedra in
X(L

) and by the unique 3-primary polyhedron in X(L

).
Using (2.8) and (2.5) we get accordingly:
2.10. Theorem. The groupK

(F)"
 is generated by the 6-spheres S,2, S, the two 3-primary
polyhedra inX(L

) and the 79 indecomposable congruence classes of 2-primary polyhedra inX(L

).
In Section 7 we show that K

(F)" for k*6.
3. The algebraic classi5cation of homotopy types in F
LetX be a CW-complex in F"F

with n*7. We use stable notation so that we are allowed to
omit n. Hence S corresponds to the sphere S, moreover e corresponds to the cell e, and the
homotopy group 

S corresponds to 

S, etc. We may assume that X has a cell structure
given by the homology decomposition; see [3]. This implies (since the homology of X is free
abelian) that the cells of X are in 1}1 correspondence with free generators of the homology of X.
Let c

be the number of i-cells inX so thatH

(X)" . For a space A and a natural number d*0
let
dA"A2A

	

(3.1)
be the d-fold one-point union of A. The attaching map of (stable) 5-cells of X is a map
f : c

SPX (3.2)
with X3F. Here X is the 4-skeleton of X. Since the cell structure is given by a homology
decomposition we know that f admits a factorization
f : c

SPXLX (5)
with X3F. Let


X"image

XP

X.
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Then the homotopy class of f in (3.2) is determined by a homomorphism
f :H

(X)"P

(X). (6)
This is the secondary boundary in Whitehead's exact sequence [18]. In [4] we classi"ed the
homotopy types in F showing that X is a one-point union of spaces X(g) with g3L

. We say
that f in (6) is in normal form if X is a one-point union of spaces X(g) with g3L

so that f is
canonically given by the attaching maps of 5-cells in X(g), see Section 1.
Since we are in the stable range the functor 

is additive. Therefore, we can compute 

X as in
proposition (3.4) below which determines 

X(g) for g3L

. We de"ne a subset L

of L

by
L

"
S, S, ()

, ()

, ()

, (v)

,
(v)

, (v)

, (v)

, (v)

, (v)

.
The proof of our main theorem (2.5) below is highly based on matrix computations. In order to be
able to index the entries of such matrices, we choose the following notation compatible with the
notation in Baues}Drozd [4]. We de"ne the spaces >

and >


with i31,2,5,
j31,2,3, v31,2,6 by
>

"S"X(S),
>

"Se"X() ,
>

"Se"X() ,
>

"S"X(S),
>

"S"X(S),
>


"X(v)

,
>


"X(v)

,
>


"X(v)

.
(3.3)
These spaces form the set X(L

!L

); they are given by the following graphs:
Here the numbers d

, d


and the corresponding free abelian groups <

and ;

are chosen in (3.5)
and (3.8) below. Up to a suspension shift the space >

corresponds to the space X

in 4.4 [4] for
i"1, 2,2,5. In (3.5) (2) below we de"ne the space Z as an enlargement of the space d> so that
in this paperZ

replaces d

>

in [4]. IfZ

"d

>

then the computation below coincides with the
computation in [4].
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3.4. Proposition. 

X(g)"0 for g3L

and


(>

)"/24,


(>

)"

(>

)"/2,


(>

)"

(>

)"

(>


)"/12.
Proof. We describe three examples. Consider g"()

3L

so thatX()

"Se. Then we have
the stable co"ber sequence
S P SPX()

PS P S,
which induces the exact sequence


SP

X()

P

S HP 

S.
Here 

S"0 by [14] and H is injective by [14]. Hence X()"0. In the same way we see


X()

"0. Moreover consider g"(v)

3L

. Then we have


X(v)

"image

(SS)"

SP

X(v)

,
where i

: SPX(v)

satis"es i

v#i

"0 by de"nition of X(v)

in (1.3). Hence we get
i

"i

v"0 since "0 by [14]. Hence

X(v)

"0. Moreover, we use similar arguments for
the computation of 

X(g) with g L

. Here we need the relation 12(#)" in 

S"/24;
compare [14]. For example we have the co"ber sequence
S P SPX()

,
inducing the exact sequence


SP

SP

X()

so that 

X()

"cokernel(H :SPS)"/12 since S"/2 is generated by  and


S"/24 is generated by #. We point out that the generator of /12 in the proposition is the
composite i

(#) where i

is the inclusion of S into >

, >

or >


. Q.E.D.
Since X is a one-point union of spaces X(g) with g3L

we can write
X"¸XI . (3.5)
Here ¸ is a one-point union of spaces X(g) with g3L

and XI  is a one-point union of spaces in
(3.3), that is,
XI "d

>

d

>

Z

d

>

d

>

, (7)
where Z

is a one-point union of spaces >

, >


, >


, >


namely
Z

"d

>

 S

2
(d


>


d


>


d


>


). (8)
800 H.-J. Baues, Y. Drozd / Topology 40 (2001) 789}821
Here d

and d


are numbers*0. Using (3.4) we see that 

(¸)"0 so that the attaching map (3.2)
factors through the inclusionXI LX. Hence we get the following result which simpli"es the proof
of the decomposition theorem (2.5) a lot.
3.6. Proposition. For X in F there is a homotopy equivalenceXK¸XI . Here L is a one-point union
of spaces X(g) with g3L

and XI is the coxber of a map fI : c

SPXI  with XI  as in (3.5).
Hence in order to "nd all indecomposable spaces in F we only have to consider decompositions
of spaces XI as in (3.6). We therefore assume in the following that ¸"* so that X"XI satis"es
X"XI  with XI  as in (3.5) and f"fI . In this case we say that X is special.
3.7. Proposition. The space Z"d

>

d

>

Z

in (3.5) admits a surjection
H

(Z)/24P

(Z),
which is natural in Z.
This is an easy consequence of (3.4) and the de"nition of Z. The complete analysis of the
naturality properties of 

(X) for X3F can be obtained by the homotopy operation spectral
sequence of Baues}Goerss [6]. This shows (3.7) since for the space Z in (3.7) the composite


(Z)
HP 

(Z)P(

(Z)/H

(Z))/2
is surjective.
We associate with a special space X the following free abelian groups; see (3.5):
<

" ,
<" 

<

,
;


"
 , ;

" 


;


, ;
" 

;


,
;" 




;


" 

;

" 


;
.
(3.8)
Then we obtain the homology groups H

"H

(X) of the special space X by the formulas
H

";,
H

"<

<

<

;,
H

"<

;

,
H

"<

<

;

,
H

"<

;,
H

" .
(9)
These formulas are determined by the basis elements in homology and have no functorial meaning.
We also obtain for 

"

(X) the formula


"<

/24(<

<

;)/12(<

<

)/2 (10)
as a consequence of (3.4). This formula again is not natural.
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3.9. De5nition. We say that an automorphism  :

(X)

(X) is realizable if there exists
a homotopy equivalence  :XKX which induces ; that is 

()".
3.10. Sketch of proof. LetX be special. In order to prove the decomposition theorem (2.5) we have
to "nd a purely algebraic characterization of all realizable automorphisms  of 

(X). Of course
 :XKX with 

()" is not uniquely determined by  and also the induced automorphism
HH of the homology HHX is not determined by . In order to characterize all realizable
automorphisms  of 

(X) as in (3.11) below we proceed as follows. Since X is special we know
that X has a decomposition as in (2.5) so that X is a one-point union of spaces X(g) with
g3L

!L

as in (3.5) (1). We determine in (4.10) the algebraic maps
n

:HHX(g)PHHX(g) (realizable) (11)
with g, g3L

!L

for which there exists a map


:X(g)PX(g) (12)
inducing n

in homology. Hence each algebraic automorphism
nH :HH(X)HH(X) (13)
which has coordinates as in (11) is in fact realizable by a homotopy equivalence  :XKX with
HH()"nH , where  of course has coordinates in (12). We then describe in (4.5) the properties of the
automorphism


() :

(X)

(X), (14)
which has coordinates 

(

); compare (4.3) and (4.4). Since we are only interested in the
realizability of an automorphism  of 

(X) we proceed as follows. We show that for each
realizable automorphism  there exists an algebraic `proper automorphismaM which induces ;
see (4.6). Moreover given a proper automorphismM as de"ned in (3.12) we show thatM induces an
automorphism  of 

(X) which is realizable; see (4.7). Hence we have an algebraic characteriza-
tion of realizable automorphisms: An automorphism  is realizable if and only if  is induced by
a proper automorphism M, see (3.11).
Remark. Since we are going to use integral representation theory associated to integral matrices in
order to prove the decomposition result (2.5) we are forced to look for matrix data as in the
de"nition of proper automorphism in (3.12) below. Such matrix data are canonical consequences of
the decomposition of X as a one-point union of spaces X(g) with g3L

!L

as in (3.10). The
de"nition of proper automorphism is very technical. In Section 4 we describe the topological
meaning of this de"nition. It is, however, inevitable for us to separate the purely algebraic de"nition
of a proper automorphism in (3.12) from the topology since this de"nition is the basis of the
algebraic computations in Section 5. The proof of (3.11) below requires a lot of book keeping.
Theorem (3.11) turns the topological classi"cation problem into an algebraic classi"cation
problem.
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3.11. Theorem. An automorphism  of 

(X) is realizable if and only if there exists a proper
automorphism M of the free abelian group
="<

<

(<

;)<

<

for which the following diagram commutes:
Here p is the quotient map given by (3.8) (10).
3.12. De5nition. Let =

"<

; so that
="<

<

=

<

<

is a direct sum of 5 summands. An automorphismM of the free abelian group= is proper if and
only if M is given by a 55 matrix of the form
M"
a

2a

2a

12a

12a

a

a

a

12a

6a

a

2a

a

12a

12a

0 0 0 a

a

0 0 0 0 a

 (15)
with the following properties. The coordinates of the matrix M correspond to the direct sum
decomposition of = above, for example a

3Hom(<

,<

), a

3Hom(=

,<

),
a

3Hom(=

,=

). The submatrix
H

"
a

2a

2a

a

a

a

a

2a

a

 (16)
ofM is an automorphism of<

<

=

. Recall that=

"<

;where;";2; as
in (3.8). We say that for
F,G3Hom(;,;)
the homomorphism F is /12-related to the homomorphism G if the coordinates
F


,G


3Hom(;,;
) of F and G satisfy for v,w31,2,6 the equation
(w )F


)/12"(v )G


)/12. (17)
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We require that there exist automorphisms
H

3Aut(;)"Aut(;

;

;

),
H

3Aut(=

)"Aut(<

;),
(18)
as follows. With respect to the direct sum decomposition;";

;

;

in (3.8) the automor-
phismH

is given by a matrix of the form
H

"
b

2b

b

b

b

b

2b

2b

b

. (19)
Moreover, with respect to the direct sum decomposition=

"<

; the automorphismH

is
given by a matrix
H

"
c

c

c

c

. (20)
We require that
H

is /12-related to c

3Hom(;,;) (21)
and c

3Hom(<

,;) has coordinates c



3Hom(<

,;
) with v31,2,6 which satisfy the
equation
(v ) c



)/12"0. (22)
Finally, we require that H

in (20) satis"es
H

/2"a

/2, (23)
where a

3Hom(=

,=

) is the coordinate of H

in (16) above.
We point out that by (3.8) (9) we have the homology groups
H

";,
H

"<

<

=

,
H

"=

"<

;,
(3.13)
so that the automorphisms H

, H

, H

in (3.12) are automorphisms of H

, H

and H

,
respectively. Clearly, a homotopy equivalence XKX induces such automorphisms H

, H

,
H

of homology and in addition automorphisms of H

and H

in (3.8) (9) which we obtain as
follows.
3.14. De5nition. Given M, H

, H

, H

as in (3.12) we choose automorphisms H

and H

as
follows. Let H

be an automorphism of H

"<

;

which is given by a matrix
H

"
d

d

2d

d

,
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satisfying Eqs. (24) and (25).
d

/2"a

/2, (24)
d

/2"b

/2. (25)
Here a

and b

are coordinates ofM andH

, respectively. The properties ofM andH

readily
show that a

/2 and b

/2 are automorphisms. Hence we can choose H

since
G¸

()PG¸

(/2) is surjective for all n; choose for example d

"0.
Moreover, let H

be an automorphism of H

"<

<

;

which is given by a matrix
H

"
e

e

e

2e

e

2e

2e

e

e

,
satisfying Eqs. (26)2[29].
e

/2"a

/2, (26)
e

/2"a

/2, (27)
e

/2"b

/2, (28)
e

/2"a

/2. (29)
Here again a

, a

, a

are coordinates ofM in (3.12) (15) and b

is a coordinate ofH

in (3.12)
(19). Since a

and a

/2 and b

/2 are automorphisms it is possible to chooseH

. For
example take e

"e

"e

"0 and use the surjection G¸

()PG¸

(/2).
Eq. (29) above corresponds to the equation in 4.6 (13) of [4].
4. Proof of Theorem (3.11)
Let X"XI  be a one-point union as in (3.5) (7), that is,
X"Zd

>

d

>

,
Z"d

>

d

>

Z

,
Z

"d

>

 S

2
(d


>


d


>


d


>


).
(4.1)
Here >

and >


are given by (3.3). With respect to decomposition (4.1) a map  :XPX is given
by a matrix
"














0 

 (4.2)
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with 

: d

>

PZ, etc. We clearly have 

"0 since there are no essential maps from >

"S
to >

"S. Moreover 

and 

are determined by H

() and H

(), respectively, and 

is
given by a homomorphism qa

:<

P<

P<

/2 where q is the quotient map. Clearly, a

is
not well de"ned by 

and 

and 

need not to be automorphisms.
4.3. Proposition. The maps 

and 

induce the trivial homomorphism on 

, that is


(

)"

(

)"0. Moreover, 

has a coordinate 

: d

>

PZ

and 

has a coordinate


: d

>

PZ

with 

(

)"

(

)"0.
Proof. We obtain 

(

)"

(

)"0 easily from (3.7) and (3.4) since composites
SPZPS,S are trivial. Moreover 

(

)"

(

)"0 is a consequence of the fact that


S and 

S are generated by  and , respectively, and that  is trivial in 

>

and 

>


by
(3.4). Q.E.D.
Moreover we deduce from (3.7):
4.4. Proposition. 

(

)"H

(

)H is induced by H( ) and with respect to the decomposition
Z"d

>

d

>

Z

the automorphism H

(

) is given by a matrix of the form
H

()"
a

2a

2a

a

a

a

a

2a

a

.
Proof. One readily checks that each realizable map H

X()

PH

(S) is divisible by 2 so that we
obtain 2a

. Similarly one readily checks for >I ">

,>


that realizable maps H

X()

PH

(>I )
and H

(>I )PH

(S) are divisible by 2. Hence we obtain 2a

and 2a

. These facts are easy
consequences of the attaching maps. Q.E.D.
Using (4.4) and (4.3) we see that with respect to the decomposition


(X)"

(d

>

)

(d

>

)

(Z

)

(d

>

)

(d

>

),
the homomorphism 

 is given by a matrix of the following form:


"
) ) ) 12a

12a

) ) ) 0 6a

) ) ) 0 0
0 0 0 

a

0 0 0 0 

. (4.5)
Here the dotted 33-matrix is induced by H

() in (4.4). The coordinates a

, a

and a

are
obtained as follows. The map 

: d

>

Pd

>

is given by a homomorphism
a

/23Hom(<

,<

/2) since >

"S and >

"S. Moreover, 

induces on 

the
commutative diagram
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A similar argument holds for the coordinate a

. Moreover, 

: d

>

Pd

>

is given by
a homomorphism 2a

3Hom(<

,<

) since>

"Se and>"S and a"H (). More-
over 

induces in 

the commutative diagram
Here we use the Toda bracket 23, e,, compare also UnsoK ld [15,16].
If the map  is a homotopy equivalence then clearly H

() is an automorphism and by the form
(4.5) of the automorphism 

 we see that also 

/2 and 

/2 are automorphisms. Using
the surjection G¸

()PG¸

(/2) we can choose automorphisms a

and a

over  with
a

/2"

/2 and a

/2"

/2. Moreover we choose arbitrary morphisms
a

, a

, a

as in (3.12). Hence we obtain by such choices and by H

() and 

 above a matrix
M as in (3.12) (15) which we call a matrix associated to the homotopy equivalence  above. By
de"nition of M diagram (3.11) with "

() commutes and M is an automorphism.
In order to prove (3.11) we have to show the following two lemmas.
4.6. Lemma. Let  be a homotopy equivalence as above. Then H

"H

(),H

"H

(), and
H

"H

() together with a matrix M associated to  as above have properties as described in (3.12).
In particular, a matrix M associated to  is a proper automorphism. Hence for any realizable
automorphism  of 

() there exists a proper automorphism M for which diagram (3.11) commutes.
4.7. Lemma. Let M be a proper automorphism as in (3.12) so that we can chooseH

,H

,H

,H

,H

as in (3.12) and (3.14). Then there exists a map  :XPX with H

()"H

such that diagram (3.11)
with "

() commutes. Here  is a homotopy equivalence sinceH

are automorphisms. Hence, each
proper automorphism M induces via the diagram in (3.11) an automorphism  of 

(X) which is
realizable.
It is clear that (4.6) and (4.7) yield a proof of (3.11). In order to prove (4.6) and (4.7) we repeat the
classi"cation theorem of UnsoK ld [15,16]. He de"nes the following algebraic category SF.
4.8. De5nition. Objects in SF are tuples of abelian groups
H"(H

,H

,H

,H

,H

,

, 

)3Ab
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where H

with i30,2,4 is "nitely generated and free abelian together with the following
diagrams (30)}(33) in Ab:
(30)An exact sequence
H

P

/2P

PH

PH

/2 

P 

PH

P0.
(31) Let P"ker(H

PH

/2 

P 

) where q is the quotient map. Then
commutes where qq is given by (30) and where  is determined by the extension
0Pker(b)PH

Pker()P0
given by (30). The top row of the diagram is short exact.
(32) Moreover, for the abelian group


"(H

/24

/2)/(	6,¹(	)); 	3PLH


de"ned by ¹ in (31) a homomorphism
b

:H

P

is given.
A morphism between such objects in SF is a tuple of homomorphismsHPH in Ab which is
compatible with all arrows in the diagrams (30)}(33). Clearly, SF is an additive category with the
direct sum of objects given by the direct sum of abelian groups and morphisms.
In [15,16] one "nds the proof of the following result.
4.9. Theorem. There is an additive functor  :FPSF which is full and representative and which
reyects isomorphisms.
The functor carries a spaceX to the certain exact sequence of Whitehead [18] ofX together with
the secondary homotopy operation ¹ which was introduced by UnsoK ld.
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Theorem (4.9) allows the computation of all realizable homology homomorphisms
nH :HH(>)PHH (>) (4.10)
with >,>3X(L

!L

); see (3.3). For this we use the fact that the functor  in (4.9) is full. One
readily checks that H

(>) is either 0 or  so that nH is given by n3 with i30,2,4. Below we
describe the non-trivial n

for which nH"(n , n , n , n , n ) is realizable by a map >P>. For
example, if > or > are spheres with >O> one can check that there are only the following
possibilities (33)}(37):
>

& >

, && >

, (33)
>

P >

, &&& >

, >

, &&& >

P>

, (34)
>

P >


, &&& >

, >

, &&& >


P>

, (35)
>

P >


, &&& >

, >

, &&& >


P>

, (36)
>

P >


, &&& >

. (37)
Moreover if > or > are Hopf elements we get the following possibilities (38)}(46).
>

, &&& >

, (38)
>

, &&& >

, (39)
>

, &&& >

P>

, (40)
>

, &&&

>


&&&
, 
>

, (41)
>

, &&&

, 
>


, &&& >

, (42)
>

, &&& >


P>

, (43)
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>

, &&&&

, 
>


, &&& >

, (44)
>

, &&& >


P>

, (45)
>

, &&&&

, 
>


, &&& >

. (46)
Finally we get for >, >3>


,>


,>


 the following possibilities (47)}(55) with v,w31,2,6:
>

,  , &&&&&&&&
,
 
>


, (47)
>

, &&&&&
,
 
>


, (48)
>

,  , &&&&&&&&

, 
>


, (49)
>

,  , &&&&&&&&
,
 
>


, (50)
>

,  , &&&&&&&&
,
 
>


, (51)
>

,  , &&&&&&&
,
 
>


, (52)
>

, &&&&&
,
 
>


, (53)
>

, &&&&&
,
 
>


, (54)
>

, &&&&&
,
 
>


. (55)
Proof of (33)+(55). One can prove the conditions of realizability of nH"(n ,2, n) in (33)}(55)
either directly by use of the cell structure of >,>3X(L

!L

) or by use of Theorem (4.9). In
order to apply (4.9) we point out that the objects in SF corresponding to>

,>


,>


,>


are given
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by the following list:
Using these objects of SF corresponding to >

,>


,>


,>


it is an easy but inevitable calculation
to obtain the conditions on nH in (23)}(55) above. For example if we consider maps >P>
 we
obtain nH"(n , n , n ) such that the following diagrams commute (these diagrams describe
a morphism (>

)P(>


) in SF):
The "rst diagram shows n

,0 (34) and the last diagram shows n

,n

(2) and n

w,n

v (12). If
nH"(n , n , n) satis"es these conditions then  and "0 can be chosen such that the diagrams
commute. Q.E.D.
H.-J. Baues, Y. Drozd / Topology 40 (2001) 789}821 811
Hence homology homomorphisms (4.10) are realizable if and only if the conditions (23)}(55)
hold. Hence an automorphism nH of HH (X) as in (3.10) (13) is realizable if and only if the
coordinates of nH satisfy the conditions in (23)}(55).
Proof of 4.6. We start with a homotopy equivalence  and we obtain the associated automorphism
M as in (4.5) above. We have to check that M satis"es the conditions in (3.12). Clearly (3.12) (15),
(16) are satis"ed. Let H

"H

() and H

"H

() in (3.12) (18). Then (19), (21)}(23) are conse-
quences of (4.10) (33)}(55). Q.E.D.
Proof of 4.7. Here we start with a proper automorphism M. We choose H

,H

,H

,H

,H

associated to M as in (3.12) and (3.14). Then (4.10) (33)}(55) show that there is a homotopy
equivalence  :XKX withH

()"H

for i"0, 1, 2, 3, 4. Here  has a form as in (4.2) where the
coordinates 

, 

, and 

have no e!ect in homology. Therefore 

, 

, 

can be chosen
appropriately in order to make diagram (3.11) with "

() commutative. Q.E.D.
5. Simpli5cation of proper automorphisms
The condition describing a proper automorphism in (3.12) can be considerably simpli"ed as
follows.
5.1. Proposition. An automorphismM of= is proper if and only if with respect to the decomposition
="<

<

<

;;;;;;<

<

the matrix M is a matrix of the form
Here an integer m at some place of a matrix means that the corresponding block equals ma where a can
be any integral matrix. Moreover,  means that this block with respect to the decomposition
;
";


;


;


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is a matrix of the form
"
1 2 1
1 1 1
2 2 1.
Remark. If all ; with i31,2,6 are trivial then the square in the matrix of (5.1) shrinks to
a 11-matrix and in this case we get the matrix problem for F which was solved in [4].
Proof. The necessity of this condition follows readily from the de"nition of a proper automor-
phism. To prove su$ciency consider the submatrix N ofM corresponding to the direct summand
=

"<

;. The submatrix N is indicated by the rectangle in the matrix M above. Using the
notation ;"<

the matrix N has blocks N

:;P; given with respect to the decomposition
=

";;;;;;;.
SinceM is invertible also N is invertible modulo 2. Hence the following submatrices of N are also
invertible modulo 2:
N

"
N

N

N

N

,
N

"
N

N

N

N

,
N

"
N

N

N

N

N

N

N

N

N

.
Consider the ring R

of integral matrices of the form
B

"
B

B

3B

B

,
where B


has the same size as N


. Then we get
R

/2R

"Mat(n, 

),
where n is the number of rows inN

. As G¸(n,

)"S¸(n,

) is generated by elementary matrices
the natural homomorphism
R

PG¸(n,

)
is surjective. In particular, there exists an invertible matrix B

3R

such that B

,N

(mod 2).
Moreover the matrix B

is invertible modulo 3.
Next let R be the ring of all matrices of the form . Then
R/3R"Mat(r,

).
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The group G¸(r,

) is generated by elementary matrices and the matrix diag(!1,1,2,1). Hence
the natural homomorphism
RPG¸(r,

)
is also surjective; in particular, there exists an invertible matrix A

3R such that
A

,B

(mod 3).
Similar observations show that there exist invertible matrices
B

"
B

3B

B

B

,
B

"
B

3B

B

B

B

B

B

3B

B

,
where all blocks B


are of the form  and for which in addition B

,N

(mod 2) and
B

,N

(mod2). Now put
B

"
B

B

5B

3B

B

3B

5B

5B

B

,
so that
B

,
I 0 0
0 3I 0
0 0 5IB
I 0 0
0 

I 0
0 0 5I (mod 12)
and detB

,detB

,$1 (mod12). Therefore just as above there is an invertible matrix
A

"
A

A

5A

3A

A

3A

5A

5A

A


such that A

,B

(mod 12). Moreover, this implies that all blocks A


have the form .
On the other hand, as B

is invertible its conjugate
A

"
I 0
0 3IB
I 0
0 

I"
B

B

3B

B


is also invertible. Put A


"B


for v,w32, 6.
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We are now ready to de"neH

andH

associated toM such that the properties in (3.12) hold.
This proves that M is proper and hence completes the proof of (5.1). Let H

be the matrix
Here all blocks B


which have not yet been de"ned coincide withN


. ThenH

is invertible and
H

,N (mod 2). Next let
where all blocks A


which have not yet been de"ned coincide with B


. Then A is also invertible
and, in fact, A is /12-related to the lower right part ofH

corresponding to the direct summand
; and indicated by the rectangle in H

above. Hence this proves that M is proper; compare
(3.12). Q.E.D.
6. Proof of the decomposition Theorem (2.5)
Let  be the ring of all integral (2323)-matrices of form (5.1), whose rows and columns are
numbered by the indexes i"1,2,5 and pairs (
) with v"1,2,6; j"1,2,3. Let
U

"/24,
U

"U

"U


"/12,
U

"U

"/2.
Then the direct sum
U" 

U









U


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is in the obvious way a --bimodule denoted by U"U . Recall that a matrix over U is by
de"nition (cf. [5]) an element of PUHH where P and H are "nitely generated right projective
modules over  and , respectively. It is more convenient to identify this tensor product with
U(H,P)"Hom(H,PU).
Two matrices u3U(H,P), u3U(H,P) are isomorphic if there are isomorphisms  :HPH and
 :PPP such that u"u.
Let e

"e

and e


"e




be matrix units and
P

"e

, P


"e


.
Then P can be uniquely decomposed as
P"



<

P








;


P


for some free abelian groups <

, ;


. Therefore,
PU



<

U








;


U


.
This shows that isomorphism classes of matrices u above are in 1}1 correspondence with
homotopy types in F (for this we use (3.11) and (5.1)).
We shall write the elements of U(H,P) as families of matrices (u

, u


) with u

being of size d

c

and u


of size d

c

if
H" ,
<

" ,
;


"
 ,
as in (3.5) and (3.8). The entries of u

, u


are in the corresponding groups U

and U


, respectively.
The matricesM3 de"ne the `admissible transformationsa of rows in these matrices. For instance,
as we have a

inM we can add any multiple of a row of the matrix u

to any row of the matrix u

.
On the other hand, as we have 2a

inM, we can add only even multiples of rows of u

to the rows
of u

, etc.
We point out that the ring  can be `Morita-reduceda in the following way. Denote by
e

(i"1, 2, 3, 4, 5) and e


( j"1, 2, 3; v"1, 2, 3, 4, 5, 6) the idempotent matrices from  having all
zero entries except one, which equals 1 and is sitting on the diagonal place corresponding to the
direct summand <

or ;


, respectively. Put
P

"e

,
P


"e


.
These are projective -modules. We get
"

P



P

.
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One can easily obtain the following isomorphisms with j"1, 2, 3:
P

P

,
P

P

P

,
P

P

.
Therefore the module
P"

P


(P

P

)
is a pro-generator for . Hence  is Morita equivalent to
"End (P).
Indeed, the ring  consists of the matrices of the same form as in  for which rows and columns
only correspond, however, to the indexes i"1, 2, 3, 4, 5 and the pairs (v, j) with v"3, 6 and
j"1, 2, 3. Let
U"PU.
This is a --bimodule (the restriction of the bimodule U to ). Hence the categories of
U-matrices and U-matrices are equivalent.
Moreover, U is also a M -M -bimodule with M"/24 and M"/24, which we denote by
UM "M UM . The elements ofU andUM are the same and also the matrices fromU(P,H) coincide with
those from UM (PM ,HM ) with PM"P/24 and HM "H/24, but non-isomorphic U-matrices might be
isomorphic as UM -matrices.
Consider the 2-primary partUI ofUM and letI be the ring of matrices with entries in /8 satisfying
the same conditions as matrices in  above (i.e., in the corresponding congruences we replace
(mod24) by (mod8), (mod 12) by (mod4) and (mod6) by (mod2). Then UI is a I -/8-bimodule
UI "I UI 
 .
Now denote by z

(resp. z


) the image of z3 inUI

(resp. inUI


). For elements u, v3UI we write
u(v if there exists a3I with au"v. Then, in fact, all 2-primary elements from UI

(resp. UI


) are
linearly ordered as follows:
1

(1

(1

(1

(1

(1

(1

(1

(1

(2

(2

(2

(2

(2

(2

(2

(2

(2

(4

.
On the other hand, 1

(1

(4

and 1

(2

and there are no other relations ( between
2-primary elements. Therefore we can proceed as in [4] and [5] to obtain the following list of
indecomposable UI -matrices:
(a

) with a"1, 2, 4.
(a

) with i"2, 3 and a"1, 2.
(1

) with i"4, 5.
(a

 
) with a"1, 2 and (


) satisfying v33, 4, 6, j"1, 2, 3 except (

).
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
a

1

 with a"1, 2 and i"1, 2, 3 and k"4, 5 except 
2

1

.

a
 
 
1

 with a"1, 2 and k"4, 5 and (
) satisfying v33, 6 and j31, 2, 3.
If we consider the 3-part of UM -matrices the answer is easy. There is only one non-trivial indecom-
posable matrix (1

) (isomorphic to (1

) and (1


) for all possible values of i, v, j). The Chinese
remainder theorem implies that we can glue any 2-primary element from UI (P,H) with any
3-primary element with the same values of P and H. This gives us the following indecomposable
U-matrices (taking into account those `crossed outa under Morita-reduction).
(w

) with w"1,2,12.
(w

) with i"2, 3 and w"1,2,6.
(w


) with v"1,2,6 and j"1, 2, 3 and w"1,2,6. (1) and (1).

w

1

 with i"1, 3 and w"1,2,6.

w
 
 
1

 with v"1,2,6 and j"1, 2, 3 and w"1,2,6.

w

1

 with w"1, 2, 3.

w

1

 with i"1, 3 and w"1,2,6.

w
 
 
1

 with v"1,2,6 and j"1, 2, 3 and w"1,2,6.

w

1

 with w"1, 2, 3.
These indecomposables are in 1}1 correspondence with all elements in L

!L

!S. The
correspondence is given as follows; compare the list of graphs following (1.1). The correspondence
is easily deduced from the notation in (3.3) since the matrices describe the attaching map of the top
cell.
(1

)"()

, (1

)"()

, (w

)"(w)

,

w

1

"(w) , 
w

1

"(w) , 
w

1

"(w) ,
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
w

1

"(w) , (w )"(w) , 
w

1

"(w) ,
(w

)"(w)

, 
w

1

"(w) , (w
 )"(vw) ,

w
 
 
1

"(vw) , 
w
 
 
1

"(vw) ,

w
 
 
1

"(vw) , (w 
  )"(vw) ,

w
 
 
1

"(vw) , (w 
  )"(vw) ,

w
 
 
1

"(vw) , 
w
 
 
1

"(vw) .
This completes the proof of the decomposition theorem (2.5). Q.E.D.
7. On the representation type of F
Since we classi"ed above the indecomposable homotopy types of F we can proceed to classify
the homotopy types in F. The method is similar to the computation in Section 3 for F. Similarly
as in (3.1) (6) we now obtain for X3F a homomorphism
f :H

XP

(X), (7.1)
where we may assume that the skeleton X again is given by a homology decomposition of X.
Moreover, X is a one-point union of indecomposable objects in X(L

) by (2.5). Hence we can
compute 

(>) for each object > in X(L

) in order to obtain an explicit form of 

(X). Then we
have to understand the action of the group of homotopy equivalences ofX on the 

X and using
this action we have to construct a `normal forma of (7.1).
7.2. Theorem. For >3X(L

) the group 

> is either given by (3.4) or by the following list:


X(g)"0 for g"S,(v)

,(vw)

,(vw)

,


X(g)"/24 for g"()

,(v)

,(vw)

,(vw)

,


X(g)"/12 for g"(v)

,(vw)

,


X(g)"/2 for g"()

,(v)

,(v)

,(vw)

,(vw)

,


X(g)"/24/12 for g"(v)

,(vw)

,


X(g)"/2/12 for g"(v)

,(vw)

,


X(g)"/2/2 for g"(v)

,


X(g)"/24/2 for g"(v)

.
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The theorem shows that there are exactly 328 elements g3L

for which 

(g) is nonzero. This
shows that the 2323 matrix in (5.1) has to be replaced by a 328328 matrix with the additional
complication that various 

(>) in (7.2) are given by the direct sum of two cyclic groups. We now
consider the special case that X in (7.1) is a one-point union of d copies of X(v)

with
v

31,2,6. In this case we get the following problem.
Let H" and <" be "nitely generated free abelian groups and consider homomorphisms
f, f  :HP</2</2. (7.3)
Then f is equivalent to f  if there exist automorphisms n

, n

, n

3Aut(<) and h3Aut(H) with
v

n

,v

n

(mod 12),
n

,n

(mod2)
(56)
such that f "(n

n

)/2  f  h. Equivalence classes of such homomorphisms are in 1}1 corre-
spondence with homotopy types of CW-complexes of the form
X(v)

2X(v)

	



e2e

	

. (57)
7.4. Proposition. There are inxnitely many indecomposable homotopy types in F and K

(F)".
Proof. We consider the decomposition of homotopy types as in (7.3) (57) for v

"2. Then (7.3) (56)
shows that the 2-primary part of this problem has the representation type of the well-known
Kronecker quiver
PP,
which has tame representation type and in"nitely many indecomposable representations over
/2. Q.E.D.
Proposition (7.4) together with theorem (2.5) yields a proof of Theorem B in the introduction.
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