Abstract-Linear recursive filters can be adapted on-line but with instability problems. Stability-control techniques exist, but they are either computationally expensive or nonrobust. For the nonlinear case, e.g., locally recurrent neural networks, the stability of infinite-impulse response (IIR) synapses is often a condition to be satisfied.
I. INTRODUCTION
In the linear infinite-impulse response (IIR) adaptive filter literature various techniques have been proposed to control stability [1] - [6] . A static causal filter is asymptotically stable if and only if (iff) the poles of its transfer function lie inside the unit circle of the complex plane. In the time-variant case (on-line adaptation), the above condition is not sufficient anymore: a second condition of "slow-coefficient-variation" must be added to assure stability [1] , [3] . In practice, this second condition is often neglected, since the first condition on the poles is sufficient for real-world signals [2] , being "pathological" [2] in the cases when this is not true. On the contrary, the second condition can be important when the IIR filter must operate near the instability region [1] .
Ensuring stability is also an important problem for dynamic neural networks that are drawing an increasing interest in the signal processing community for their nonlinear modeling capabilities [7] - [9] . In particular, locally recurrent neural networks have an intrinsic capability to efficiently deal with temporal sequences [10] - [12] , and recently some efficient learning algorithms, such as causal recursive back propagation (CRBP) [13] or truncated recursive back propagation (TRBP) [14] , have been proposed for them. The stability control in general recurrent neural structures is a very complex problem [15] ; in many IIR layered structures, however, the stability of the internal IIR filters is a condition that must be satisfied anyway.
The simplest stability-control technique for an IIR filter consists in skipping the adaptation step when this will bring one or more poles outside the unit circle. In fact, efficient criteria are available to monitor the pole positions, such as the Jury's criterion that avoids the explicit computation of the poles. The methods based on pole projection [2] instead, which consider the reflection of the poles inside the unit circle, are more complex but usually faster and more robust. To make the stability control easier, the IIR filter can be implemented in cascade or parallel form using second order sections [1] , [2] , in lattice form [2] , Manuscript received December 1998; revised March 2000. This paper was recommended by Associate Editor P. Thiran.
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or in normalized lattice form [1] . Other stability-control techniques include the hyperstable adaptive recursive gilter (HARF) [1] that imposes some conditions on the transfer function, which cannot be easily guaranteed in practice [3] . It is known that the reparametrization-for-stability method can also be used in ARMA system identification to guarantee the stability using the Levinson-Durbin recursion [5] , [6] . Such a method can be successfully applied to the efficient lattice IIR filters that are more suitable for on-line applications. In [4] , an adaptation algorithm is presented for lattice filters in the context of log-area ratio parameters, which effectively uses reparametrization.
This paper considers the reparametrization-for-stability method for the on-line adaptation of IIR adaptive filters. The coefficients are adapted such that the stability is intrinsically assured, improving the speed of adaptation with respect to methods that employ a bound on the step size [3] or the rate of convergence with respect to methods that do not control stability or that use the simple strategy of no adaptation when instability arises. A new technique is presented, based on the further adaptation of the squashing function, which allows to improve the rate of convergence of the algorithm. The proposed technique, developed as doctorate research by the first author in [19] and briefly introduced in [16] , can be applied to various IIR implementations (direct forms, cascade, or parallel of second-order sections, lattice form), as well as to locally recurrent neural networks to which classical techniques such as SHARF [1] cannot be applied. In this brief, the case of normalized lattice filters is particularly considered for stability control; an analysis of the stabilization effects is also presented both analytically and experimentally.
II. IS TECHNIQUE
Let us suppose that the slow coefficient variation hypothesis is satisfied. For the sake of clarity the simplest case, the first-order IIR filter considered as follows:
Since the pole is v1[t], the filter is stable in the slow varying coefficient approximation iff jv 1 [t]j < 18t. Now the idea of the IS method is to introduce the nonlinear compressing transformation [5] , [6] is transfer function numerator can be adapted by the standard gradientdescent rule since, by our hypothesis, they do not influence stability. In the previous expression, the cost function is the instantaneous squared error; an average error estimate over a running window can also be easily implemented. The well-known recursive expressions to compute the derivative of the IIR filter output with respect to the denominator coefficients (output error RPE [2] ) can still be used introducing the multiplication by the derivative of 9(1).
In general, the nonlinear squashing functions 9(1) for the IS method must satisfy the following properties: 1) limiting on a suitable range; 2) continuous and first-order differentiable; and 3) monotonically increasing or decreasing. The first property is necessary in order to assure that the true coefficients lie into the stability region, the second guarantees the existence of the gradient, while the third ensures the no new local minimum is introduced in the cost function (see Section V).
A good choice for 9(1) is the hyperbolic tangent [6] ; in fact this is a squashing (on the range 01,1) monotone function and the calculation of its derivative 9 0 (1) is computationally efficient 9(x) 1 = tanh x 2 = 1 0 e 0x 1 + e 0x ; 9 0 (x) = 0:5[1 0 9 2 (x)]: (4) This method can be extended to higher order filters implemented in lattice form [4] or, better yet, in normalized lattice form as shown in Section IV. Another way is to adapt the coefficients of the lattice and then derive those of the direct form filter by the Levinson-Durbin recursion [6] .
A different approach is to use parallel and cascade forms with second order sections, whose generic transfer function is
Under the slow coefficient variation hypothesis, the conditions for stability are now jv 2 [t]j < 1; jv 1 [t]j < 1 0 v 2 [t]; 8t (6) Therefore, the squashing transformations are
where the second equation has to be computed after the first one, since the new value of v 2 [t] must be available. Thus, the twov 1 [t] andv 2 [t] coefficients can now be freely adapted by a gradient-descent rule.
III. AIS TECHNIQUE
Since several squashing functions must be implemented to ensure the stability of an IIR filter, in this brief we propose to optimize the squashing function for each parameter, which the stability depends on.
The idea is to adapt also the shape of the functions 9(1) concurrently with the adaptation of the virtual coefficients. When 9(1) is a hyperbolic tangent, the simplest way to adapt its shape, satisfying the properties of Section I, is using an adaptive slope which allows also saving complexity 
In this way, the slope of the compression can be optimized for each coefficient without changing the range of the function. In fact, this property is another important reason to choose 9(1) as a hyperbolic tangent. Usually, it is convenient to set jsj < 2 (see Section V). The gradient descent on s can be implemented as in (3) obtaining (for the kth coefficient)
In the following this method, named adaptive intrinsic stability (AIS), will be analyzed and applied to normalized lattice filters.
IV. APPLICATION OF THE AIS TECHNIQUE TO THE NORMALIZED LATTICE ADAPTIVE FILTERS (NLAF'S)
The NLAF's have the important properties that no "slow coefficient variations" condition is necessary to assure the exponential stability in the time-variant case [1] and that they have lower roundoff noise sensitivity than other filter structures. The transfer function of the normalized lattice filter isĤ
where M is the filter's order, and F l (z 01 ), l = 0; 1; . ..;M is computed by the Schur recursion [1] G l01 (z 01 ) F l (z 01 ) = cos l 0 sin l sin l cos l G l (z 01 ) z 01 F l01 (z 01 ) (11) with the boundary conditions F 0 (z 01 ) = G 0 (z 01 ) and G M (z 01 ) = 1 (see [1, Fig. 2.4] ). The proposed AIS method can be effectively applied to NLAF's, recalling that a normalized lattice filter is exponentially stable (in both the time-invariant and time-variant case) provided that the rotation angles k [t] verify j k [t]j (=2) 0 , for all k; t where 0 < (=2) is a fixed arbitrary constant, independent of k and t [1] .
In fact, the simple nonlinear compressing transformation
can be introduced, where 9(1) is the nonlinear adaptive squashing function in the range (0=2 + ; =2 0 ) 9(sx) 1 = 2 0 1 1 0 e 0sx 1 + e 0sx :
Now, the virtual parameter k [t] can be freely adapted instead of k [t] using a gradient-descent method with only a simple modification with respect to the direct adaptation of k [t], as in (9) . The efficient gradient lattice algorithm developed in [1] can also be used for reducing the complexity of the algorithm from M 2 to M . Table I reports a comparison of the complexity between the AIS method and the standard case with no stability control. Table II performance (see Section VI). Note that the squashing functions can be implemented as look up tables saving further complexity.
V. EFFECTS OF THE IS TECHNIQUES
The effect of the introduction of the squashing functions can be easily described. When the filter poles are going near the stability region boundary, 9(1) is computed in the flat region so that 9 0 (1) will be small and the adaptation slower. Part of the effect is like decreasing the step size, but it must be stressed that the parameters are also always bounded by 9(1), eventually assuring stability even if the step size is not too small. 
A. Stationary Points
where 9 01 (1) is the inverse of the function 9(1) which always exists being 9(1) strictly monotone. Since only the product s kvk is given by (17), the coefficients s k can be freely changed to modify the dynamics of adaptation without changing the optimal solutions v k (k = 1;...;M).
B. Slope Adaptation
When the steepest descend method (or its LMS approximation) is used to find the optimal solution, the adaptation formula for the virtual coefficients become: 
where is the step-size constant parameter. Substituting the first expression of (15) 
we get a formula very similar to that involved in the incremental-deltadelta strategy used for the adaptation of nonlinear systems [17] . Therefore, the introduction of the adaptive slopes plays the role of a very simple and easy to implement adaptive step-size strategy.
C. Error Surface
Let us consider the following first-order system and the corresponding identifying first-order filter:
H(z) = 1 1 + 0:97 1 z 01 ;Ĥ(z) = 1 1 + a 1 z 01
driven by a white noise input. For this simple case, the expressions of the MSE and its gradient can be analytically derived as functions of the coefficient to be adapted, i.e., a for the standard method andâ for AIS.
The error surface and the plot of the gradient without (ORIGINAL) and with the application of the intrinsic stability (IS) (MODIFIED) are shown in Fig. 1 together with the case of a simple linear scaling of the coefficient a (LINEAR SCALING). From this figure, the improved shape of the error surface in the case of the application of the nonlinear compression is clear; the linear compression instead gives no advantage.
D. Step Size
We now prove that the application of the IS leads to a step-size upper bound larger than in the standard case. Consider the output error
where u[t] is the input signal and the notation shows the dependence of the operatorĤ from the parameter vector p. This vector is composed by the coefficients to be adapted, for the NLAF the tap parameters and the rotation angles, so that its size will be 2M +1 when the filter order is M . We use NLAF filters but the proof can be applied to any other filter type. 
The maximum value for the step size is therefore
Introducing IS, we have instead
which results to be greater or at least equal to the step size obtained from (29), because j9 0 (1)j 1 for the hyperbolic tangent. Since it holds (@9(xs)=@x)j x=0 = (s=2), this means that jsj < 2.
VI. SIMULATION RESULTS
For testing the AIS algorithm, a difficult problem of on-line linear ARMA system identification has been chosen [3] H(z) = 1 1 0 1:9 1 z 01 + 0:905 1 z 02 :
It is a second-order ARMA system, with two poles near the unit circle in the z plane (modulus equal to 0.9513). The input was a colored Gaussian noise obtained by filtering a white Gaussian signal with zero mean value and unit variance with a FIR filter whose transfer function is given by W (z) = 1 + 0:5 1 z 01 . The desired response signal was generated by processing this input signal by the system (31), and then corrupting the output with an additive zero-mean white Gaussian noise statistically independent of the input signal. The variance of this noise was such that the output signal-to-noise ratio was 30 dB.
The system (31) was identified by a second-order all-poles normalized lattice adaptive filter, with the simplified gradient calculation method proposed in [1] . The difficulty of the task is also confirmed by the fact that in our simulations the adaptation methods without any stability control and with poles projection do not converge. Fig. 2(a) show the plots of the MSE (in decibels) versus the adaptation step, averaged over 20 runs, each with a different coefficient initialization. Note the improved performances of the AIS technique with respect to the standard stability control (counter-adaptation). The step size used for these simulations was = 0.05 for the AIS method and = 0.01 for the standard stability control. Note that for the AIS method a higher step size can be used due to the stabilization effect of the method. Fig. 2(b) reports the plot of the two AIS slope parameters versus the adaptation step. They quickly converge to different values confirming that the optimal slope value has to be different for each coefficient. Another advantage of the adaptation of the slope (AIS method) versus the IS algorithm is an improved rate of convergence on different tries changing the initial coefficients.
We also compared the performance of the AIS technique with that of the SHARF algorithm [1] ; results are reported in Fig. 3 . In order to make the comparison possible, we used as input a white Gaussian noise with zero mean value and unit variance. The compensation filter for the SHARF algorithm was set to C(z) = 1 0 z 01 . The step size used for the simulations was = 0.02 for the AIS method and = 0.0001 for the SHARF algorithm, tuned for best performance in each case.
Finally, we compared the AIS method versus the standard stabilitycontrol methods on multi-layer-perceptrons with IIR synapses trained to solve two test problems from literature: the identification of the non linear dynamical systems proposed by Back-Tsoi [12] and Obradovic [18] . The performance in terms of MSE versus iterations denoted a sharp increase in accuracy of the AIS method over the others, even if the learning rates are chosen in approximately the best way for each method. Such simulations, not shown here due to space limitation, confirm the effectiveness of the AIS method to control the learning of locally recurrent neural networks.
VII. CONCLUSION
In this paper the reparametrization-for-stability method has been considered for the adaptation of IIR adaptive filters. A new technique (AIS) has been presented, based on the further adaptation of the squashing function, which allows to improve the convergence performance. The AIS method has also been applied to normalized lattice filters and analyzed both analytically and experimentally. It is important to stress that for training locally recurrent neural networks some classical techniques such as SHARF cannot be applied, whereas the proposed AIS method can be easily implemented.
The major drawback of the presented technique is the digital representation of the adaptive parameters: while the true parameters have a well defined dynamic range (e.g., 01, 1), the virtual parameters could have a much wider and undefined dynamic range. Therefore the true parameters could be represented by fixed-point numbers, while the virtual parameters always call for floating-point representations.
Efficient Architectures for Time-Interleaved Oversampling Delta-Sigma Converters
Mücahit Kozak, Mustafa Karaman, andİzzet Kale Abstract-A design methodology utilizing the concept of time-interleaved oversampling delta-sigma conversion is developed and explored to obtain efficient hardware architectures. In this approach, the time-domain internal node expressions of a standard modulator are rearranged according to the desired channel count to produce a modular structure with reduced hardware requirements. It is shown that the proposed approach results in an architecture which is functionally equivalent to that of the conventional method based on the block-digital filtering concept, but with a reduced hardware complexity. The theoretical results are also verified by means of behavioral simulations.
Index Terms-Delta-sigma modulators, time-interleaving, wide-bandwidth data converters.
I. INTRODUCTION
In oversampling noise shaping (i.e., delta-sigma (16) modulation) data conversion, the overall resolution is determined by three factors: the oversampling ratio (OSR), number of internal quantization bits (N), and order of the noise-shaping function (L) [1] . In practical implementations, however, these three degrees of freedom cannot be chosen arbitrarily due to requirements imposed by the desired resolution, signal bandwidth, available hardware budget (i.e., chip area, power consumption, computation speed, and building block count), and other practical limitations. For example, it is very common in the art to use a 1-bit (N = 1) internal quantizer which consists of a comparator and its associated 1-bit DAC in the feedback loop [ Fig. 1(a) ] [2] , [3] . Hence, the sampling rate usually needs to be several orders of magnitude higher than the Nyquist rate for high-resolution conversion using a 1-bit internal quantizer. Consequently, this technique has been extensively used in relatively low bandwidth applications, such as speech and audio processing, with excellent results [1] - [3] . High-resolution conversion of wideband signals using 16 modulators may require a very high-speed circuitry, which may be very difficult to achieve by current circuit technologies.
Time-interleaving has been considered as an approach through which parallelism can be incorporated in analog-to-digital (A/D) or digital-to-analog (D/A) converters to increase the effective sampling rate [4] , [5] . However, straightforward application of time-interleaving results in only a small increase in signal-to-noise ratio (SNR) performance of the oversampled converters. Recently, Poorfard et al. [6] - [8] have shown that time-interleaving can be successfully applied to oversampling converters also, by employing the block-digital filtering approach. This architecture uses M identical mutually cross-coupled modulators running at a sampling rate of f s to produce the same SNR performance as the standard modulator, which runs at a sampling rate of Mf s . A first-order 16 modulator and its two-channel (M = 2) time-interleaved (TI) version derived using the block-digital filtering approach are shown in Fig. 1(a) and (b) , respectively.
