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Lq DIMENSIONS OF SELF-SIMILAR MEASURES, AND APPLICATIONS: A
SURVEY
PABLO SHMERKIN
ABSTRACT. We present a self-contained proof of a formula for the Lq dimensions of
self-similar measures on the real line under exponential separation (up to the proof of
an inverse theorem for the Lq norm of convolutions). This is a special case of a more
general result of the author from [Shmerkin, Pablo. On Furstenberg’s intersection
conjecture, self-similar measures, and the Lq norms of convolutions. Ann. of Math.,
2019], and one of the goals of this survey is to present the ideas in a simpler, but
important, setting. We also review some applications of the main result to the study
of Bernoulli convolutions and intersections of self-similar Cantor sets.
1. INTRODUCTION
1.1. Self-similar measures. The purpose of this survey is to present a special, but
important, case of the main result of [19] concerning the smoothness properties of
self-similar measures on the real line. Given a finite family fi(x) = λix + ti, i ∈ I
of contracting similarities (that is, |λi| < 1) and a corresponding probability vector
(pi)i∈I there is a unique Borel probability measure µ on R such that
µ =
∑
i∈I
pi fiµ,
where here and throughout the paper, if ν is a Borel probability measure on a space
X and g : X → Y is a Borel map, then gν is the push-forward measure, that is,
gν(B) = ν(g−1B) for all BorelB. We call the tuple (fi, pi)i∈I aweighted iterated function
system, or WIFS, and µ the corresponding invariant self-similar measure.
Studying the properties of self-similar measures, and in particular quantifying
their smoothness, is a topic of great interest since the 1930’s. Let us define the simi-
larity dimension of a self-similar measure µ (or, rather, the generating WIFS) by
dimS(µ) =
∑
i∈I pi log(1/pi)∑
i∈I pi log(1/λi)
.
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The similarity dimension is one of the simplest instances of a very widespread ex-
pression in the dimension theory of conformal dynamical systems: it has the form
entropy
Lyapunov exponent
.
Indeed,
∑
i∈I pi log(1/pi) is the entropy of the probability vector (pi)i∈I : a quantity
that measures how uniform this vector is. For example, it attains its maximal value
log |I| exactly at the uniform probability vector (1/|I|, . . . , 1/|I|). Lyapunov expo-
nents quantify the average expansion or contraction of a dynamical system, and this
is how the denominator
∑
i∈I pi log(1/λi) should be interpreted.
It is well known that if dimS(µ) < 1, then µ is purely singular with respect to
Lebesgue measure. In fact, even more is true. The Hausdorff dimension of a Radon
measure ν on R is defined as
dimH(ν) = inf{dimH(A) : A is Borel , ν(R \ A) = 0}.
For self-similar measures it always holds that dimS(µ) ≤ dimH(µ), and it is clear
from the definition that measures with Hausdorff dimension < 1 must be purely
singular. We also note that one always has dimH(µ) ≤ 1, even though it is possible
that dimS(µ) > 1.
Two major problems in fractal geometry are (a) understanding when one actually
has dimH(µ) = dimS(µ), (b) analyzing the properties of µ when dimS(µ) > 1; in par-
ticular, determining whether µ is absolutely continuous and, if so, characterizing the
smoothness of its density. While both problems are still wide open in this generality,
major progress has been accomplished in the last few years. The goal of this article
is to present one of the several directions in which progress was achieved, following
[19]. While the results of [19] concern a wider class of measures satisfying a general-
ized notion of self-similarity, here we focus on the proper self-similar case, both be-
cause it is an important class in itself and because it allows us to present some of the
proofs of [19] in a technically simpler setting. In particular, some ergodic-theoretic
concepts and tools are not required in the self-similar case.
1.2. The overlaps conjecture and Hochman’s theorem on exponential separation.
Let A = supp(µ). The set A is self-similar: it satisfies that A =
⋃
i∈I fi(A) (here we
assume that all the pi are strictly positive; we can always remove the maps fi with
pi = 0 to achieve this). When the pieces fi(A) are separated enough one does have an
equality dimH(µ) = dimS(µ). Indeed, this holds if the sets fi(A) are pairwise disjoint
or, more generally, under the famous open-set condition which allows the images
fi(A) to intersect but in a very limited way.
On the other hand, there are two known mechanisms that force an inequality
dimH(µ) < dimS(µ). The first is if dimS(µ) > 1. The second is slightly less trivial
but still quite simple. Suppose first that fi = fj for some i 6= j. Then if we drop
fj from the WIFS and replace pi by pi + pj the invariant measure does not change.
However a simple calculation reveals that the similarity dimension of the newWIFS
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is strictly smaller than that of the original one, and hence the Hausdorff dimension
of µ is strictly smaller than the similarity dimension derived from the original WIFS.
Although the calculation is slightly more involved, the same argument shows that if
the maps fi do not freely generate a free semigroup or, in other words, if there exist
different finite sequences i = (i1 . . . ik), j = (j1 . . . jℓ) such that
fi1 ◦ · · · ◦ fik = fj1 ◦ · · · ◦ fjℓ ,
then one also has dimH(µ) < dimS(µ). In this case we say that the WIFS has an exact
overlap. We note that if this happens then it also happens for sequences of the same
length, as we could replace i and j by the juxtapositions ij and ji.
A central conjecture in fractal geometry asserts that these are the onlymechanisms
by which a dimension drop dimH(µ) < dimS(µ) can occur (we note that in higher di-
mensions this is not true, but there are related conjectures, see [13] for a discussion).
This can be shortly stated in the form: if dimH(µ) < min(dimS(µ), 1), then there is
an exact overlap. The conjecture has a long history. A version for sets was stated in
print in [16], where it is attributed to K. Simon. We refer to M. Hochman’s paper [12]
for further background and discussion.
While the overlaps conjecture remains open, in [12] M. Hochman accomplished a
decisive step towards it. Given a finite sequence i = (i1 . . . ik)we write fi = fi1 ◦ · · · ◦
fik for short. Roughly speaking, Hochman proved that if dimH(µ) < min(dimS(µ), 1)
then for all large k there must exist distinct pairs i, j of words of length k such that
the maps fi and fj are super-exponentially close (as opposed to being identical, as
the overlap conjecture predicts). More precisely, given two similarity maps gj(x) =
λjx+ tj , j = 1, 2 we define a distance
d(g1, g2) =
{
|t1 − t2| if λ1 = λ2
1 if λ1 6= λ2
.
(It may seem strange to define the distance to be 1 if λ1 ≈ λ2 and t1 ≈ t2, but it turns
out that only the case in which λ1 = λ2 ends up being relevant.) Given a WIFS as
above, we define the k-separation numbers Γk as
(1.1) Γk = inf{d(gi, gj) : i = (i1, . . . , ik), j = (j1, . . . , jk), i 6= j}.
We say that the WIFS has exponential separation if there exists δ > 0 such that
Γk > δ
k for infinitely many k ∈ N.
Note that this notion depends only on the similarity maps fi and not on the weights
pi. We also remark that this condition is substantially weaker than the open set con-
dition. We can now state Hochman’s Theorem.
Theorem 1.1. If (fi, pi) is a WIFS with exponential separation and µ is the associated in-
variant self-similar measure, then
dimH(µ) = min(dimS(µ), 1).
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Besides conceptually getting us closer to the overlaps conjecture, this theorem
has some striking implications: it can be checked in many new explicit cases, and
it can be shown to hold outside of very small exceptional sets of parameters in
parametrized families of self-similar measures satisfying minimal regularity and
non-degeneracy assumptions. Hochman’s Theorem (and its proof) has also under-
pinned much of the more recent progress in the area - we will come back to all these
points in Section 4.
1.3. Lq dimensions. Hochman’s Theorem is about the Hausdorff dimension of self-
similar measures. In fractal geometry, and in particular inmultifractal analysis, there
is a myriad of other ways of quantifying the size of a (potentially fractal) measure. Of
particular relevance is a one-dimensional family of numbers known as Lq dimensions,
which we now define.
We introduce some further notation for simplicity. Let P denote the family of
boundedly supported Borel probability measures onR. The class of µ ∈ P supported
on [0, 1) is denoted by P1. Given m ∈ N, we let Dm denote the family of half-open
dyadic intervals of side-length 2−m, that is,
Dm = {[j2
−m, (j + 1)2−m) : j ∈ Z}.
Given µ ∈ P and q > 1, the quantity Sm(µ, q) =
∑
J∈Dm
µ(J)q measures, in an Lq-
sense, how uniformly distributed µ is at scale 2−m. Using Ho¨lder’s inequality, one
can check that if µ ∈ P1, then
(1.2) 2(1−q)m ≤ Sm(µ, q) ≤ 1,
with the extreme values attained, respectively, when µ is uniformly distributed among
the 2m intervals J ∈ Dm contained in [0, 1), and when µ gives full mass to a single
interval in Dm. This suggests that the decay rate of Sm(µ, q) as m → ∞ may indi-
cate the smoothness of µ at arbitrarily small scales, and this is precisely how the Lq
dimensions Dµ(q) are defined:
τµ(q) = lim inf
m→∞
− log Sm(µ, q)
m
,
Dµ(q) =
τµ(q)
q − 1
.
(Here and throughout the paper, the logarithms are to base 2.) We will sometimes
write τ(µ, q), D(µ, q) instead of τµ(q), Dµ(q). The function q 7→ τµ(q) is called the
Lq spectrum of µ. In light of (1.2), one always has 0 ≤ Dµ(q) ≤ 1 for µ ∈ P1 and,
indeed, the same inequality holds for µ ∈ P . Moreover, Dµ(q) = 0 for purely atomic
measures µ andDµ(q) = 1 if µ is Lebesgue measure on an interval or, more generally,
if µ is absolutely continuous with an Lq density. These basic properties suggest that
Dµ(q) is a reasonable notion of dimension.
We state two simple and well known properties of Lq dimensions.
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Lemma 1.2. The functions q 7→ Dµ(q), q 7→ τµ(q) are respectively non-increasing and
concave on (1,∞).
Proof. Fix 0 < λ < 1, µ ∈ P , m ∈ N, q1, q2 ≥ 1. It follows from Ho¨lder’s inequality
applied with exponents 1/λ and 1/(1− λ) that
Sm(µ, λq1 + (1− λ)q2) ≤ Sm(µ, q1)
λ Sm(µ, q2)
1−λ.
The concavity of τ is immediate from this. For the monotonicity of Dµ(q), suppose
1 < p < q and apply the above with q1 = q, q2 = 1 and λ = (p− 1)/(q − 1). 
So far we have dealt with a general measure µ ∈ P . We now turn to self-similar
measures associated to a WIFS (fi, pi). We have seen that the similarity dimension is
a “candidate” for the Hausdorff dimension of a self-similar measure µ, is always an
upper bound for dimH(µ) and is conjectured to equal dimH(µ) under the terms of the
overlaps conjecture. There is a natural Lq analog of the similarity dimension: first,
we define T (µ, q) as the only number satisfying∑
i∈I
pqiλ
−T (µ,q)
i = 1,
and then let dimS(µ, q) = T (µ, q)/(q − 1). The function T is a “symbolic” analog of
the Lq spectrum, while dimS is a version of similarity dimension for L
q dimensions.
A simple exercise shows that limq→1+ dimS(µ, q) = dimS(µ). We also have that
q 7→ dimS(µ, q) is a real-analytic, nondecreasing function of q; it is constant if and
only if pi = λ
s
i for some s independent of i (in which case dimS(µ, q) = s for all q > 1),
and otherwise it is strictly decreasing.
Just like for Hausdorff dimension, it always holds that Dµ(q) ≤ min(dimS(µ, q), 1),
and the only known mechanisms for a strict inequality are dimS(µ, q) > 1 and the
presence of exact overlaps. A variant of the overlaps conjecture asserts that if µ
is a self-similar measure then Dµ(q) = min(dimS(µ, q), 1) unless there is an exact
overlap. This conjecture is stronger than the Hausdorff dimension variant, since
Dµ(q) ≤ dimH(µ) for all q > 1 and Dµ(q) → dimH(µ) as q → 1
+ in the case of self-
similar measures: see [20, Theorem 5.1 and Remark 5.2].
In [19], the author established the following variant of Hochman’s Theorem 1.1 for
Lq dimensions:
Theorem 1.3. If (fi, pi) is a WIFS with exponential separation and µ is the associated in-
variant self-similar measure, then
Dµ(q) = min(dimS(µ, q), 1) for all q > 1.
Again, this theorem is formally stronger than Theorem 1.1, since the latter can be
recovered by letting q → 1+. While at first it may seem that the difference between
Hausdorff and Lq dimensions is merely technical, the Lq dimension version has sev-
eral advantages in applications, especially since it applies to every q > 1. It is useful
to think of the difference between Lq and Hausdorff dimensions as being similar
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to the difference between Lq and L1 functions (on bounded intervals). Both kind
of dimensions give information about the local behaviour of a measure, but the Lq
dimensions do so in a more quantitative fashion. If dimH(µ) > s, then it holds that
(1.3) µ(B(x, r)) ≤ rs
for µ-almost all x and all sufficiently small r (depending on x). On the other hand, if
limq→∞Dµ(q) > s, then (1.3) holds uniformly, for all x and all sufficiently small r: see
Lemma 4.1 below. For some applications of Theorem 1.3 beyond those described in
this article, see [4, 10, 17].
Theorem 1.3 was originally featured in [19, Theorem 6.6]. In this article we will
present the proof of the special case in which the WIFS is homogeneous, that is, all
of the scaling factors λi are equal. The homogeneous case of Theorem 1.3 is a par-
ticular case of [19, Theorem 1.1]. As indicated earlier, this particular case avoids an
ergodic-theoretic part of the argument, and so we hope it will be more accessible.
The proof borrows many ideas from Hochman’s proof of Theorem 1.1, but there are
also substantial differences.
One central element of the proof of Theorem 1.3 is an inverse theorem for the Lq
norm of convolutions, which does not rely on self-similarity and may have other
applications. This theorem is discussed and stated (without proof) in Section 2. Sec-
tion 3 contains the proof of the homogeneous version of Theorem 1.3, starting with a
sketch and proceeding to the details. In Section 4 we introduce some applications to
Frostman exponents, self-similar measures generated by algebraic parameters, abso-
lute continuity and intersections of self-similar Cantor sets. We also briefly discuss
some old and new results by other authors on Bernoulli convolutions, how they re-
late to ours, and a possible line for future research.
Although some of the applications in Section 4 have not been stated in this form in
[18], both the results and the presentation of this survey are strongly based on [18].
2. AN INVERSE THEOREM FOR THE Lq NORMS OF CONVOLUTIONS
Let µ, ν ∈ P . The convolution µ ∗ ν is defined as the push-forward of the product
measure µ× ν under the addition map (x, y) 7→ x+ y. Explicitly,
µ ∗ ν(A) = (µ× ν){(x, y) : x+ y ∈ A} for all Borel A ⊂ R.
Intuitively, one expects the convolution µ ∗ ν to be at least as smooth as µ. A natural
question is then: if µ∗ν is not “much smoother” than µ, can we deduce any structural
information about the measures µ and ν? Of course, this depends on the notion of
smoothness under consideration, and on the precise meaning of “much smoother”.
Here we will measure smoothness by the moment sums Sm(µ, q) (with q > 1 fixed,
andm also fixed but very large). Nevertheless, we begin by discussing the situation
for entropy. Let µ ∈ P1. Its normalized levelm entropy is
Hm(µ) =
1
m
∑
J∈Dm
−µ(J) log(µ(J)),
L
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with the usual convention 0 log 0 = 0. In [12, Theorem 2.7], Hochman showed that if
µ, ν ∈ P1 satisfy
Hm(ν ∗ µ) ≤ Hm(µ) + ε,
where ε > 0 is small, then ν and µ have a certain structure which, very roughly, is of
this form: the set of dyadic scales 0 ≤ s < m can be split into three sets A∪B ∪ C. At
scales inA, the measure ν looks “roughly atomic”, at scales in B the measure µ looks
“roughly uniform”, and the set C is small. This theorem was motivated in part by its
applications to the dimension theory of self-similar measures, as discussed above.
We aim to state a result in the same spirit, but with Lq norms in place of entropy.
Given m ∈ N, we will say that µ is a 2−m-measure if µ is a probability measure sup-
ported on 2−mZ∩[0, 1). Given µ ∈ P1, we denote by µ
(m) the associated 2−m-measure,
given by µ(m)(j2−m) = µ([j2−m, (j + 1)2−m)). Given a purely atomic measure ρ we
define the Lq norms
‖ρ‖q =
(∑
ρ(y)q
)1/q
,
for q ∈ (1,∞) and also set ‖ρ‖∞ = maxy ρ(y). With these definitions, we clearly have
Sm(µ, q) = ‖µ
(m)‖qq.
By the convexity of t 7→ tq , we have that ‖µ ∗ ν‖q ≤ ‖µ‖q‖ν‖1, for any q ≥ 1
and any two finitely supported probability measures µ, ν (this is a simple instance of
Young’s convolution inequality). We aim to understand under what circumstances
‖µ ∗ ν‖q ≈ ‖µ‖q‖ν‖1, where the closeness is in a weak, exponential sense. More
precisely, we are interested in what structural properties of two 2−m-measures µ, ν
ensure an exponential flattening of the Lq norm of the form
(2.1) ‖µ ∗ ν‖q ≤ 2
−εm‖µ‖q.
(Recall that, by definition, 2−m-measures are probability measures, so that ‖ν‖1 = 1.)
One particular instance of this problem has received considerable attention. Given
a finite set A, we denote 1A =
∑
x∈A δx. Then ‖1A ∗ 1A‖
2
2 is the additive energy of A,
a quantity of great importance in combinatorics and its applications. In particular,
estimates of the form
‖1A ∗ 1A‖
2
2 ≤ |A|
−ε‖1A‖
2
2‖1A‖1 = |A|
3−ε
arise repeatedly in dynamics, combinatorics and analysis: see e.g. [7, 1] for some
recent examples.
To motivate the inverse theorem, we discuss cases in which ‖µ ∗ ν‖q ≈ ‖µ‖q for
2−m-measures µ and ν, where we are deliberately vague about the exact meaning of
≈. If ν = δk2−m , then µ ∗ ν is just a translation of µ and so we have an exact equality.
If ν is supported on a small number of atoms (say subexponential in m), then we
still have ‖µ ∗ ν‖q ≈ ‖µ‖q. Reciprocally, if λ denotes the uniform 2
−m-measure giving
mass 2−m to each atom j2−m, then we also have ‖λ ∗ ν‖q ≈ ‖λ‖q. The same holds if λ
is replaced by a suitably small perturbation.
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Furthermore, if ν = 2−εmδ0 + (1 − 2
εm)λ and µ is an arbitrary 2−m-measure, then
we still have ‖µ ∗ ν‖q ≥ 2
−εm‖µ‖q. This shows that a subset of measure 2
−εm is
able to prevent exponential smoothening, so that in order to guarantee (2.1) we need
to impose conditions on the structure of the measures inside sets of exponentially
small measure. This is one significant difference with the case of entropy, since sets
of exponentially small measure have negligible contribution to the entropy.
A naive conjecture might be that if (2.1) fails for a pair of 2−m-measures, then either
µ is close to uniform, or ν gives “large” mass to an exponentially small set of atoms.
However, there other situations in which ‖µ ∗ ν‖q ≈ ‖µ‖q. Let D ≫ 1 be a large
integer and fix ℓ ≫ D. Given a subset S of {0, . . . , ℓ− 1}, let µ˜ be the distribution of
an independent sequence of random variables (X1, . . . , Xℓ) such thatXs is uniformly
distributed in {0, 1, . . . , 2D−1} if s ∈ S andXs = 0 if s /∈ S. Finally, let µ be the push-
forward of µ˜ under the 2D-ary expansion map. In other words, µ˜ is the 2−Dℓ-measure
such that
µ
(
ℓ∑
s=1
Xs2
−Ds
)
= µ˜(X1, . . . , Xs).
It is convenient to think about the structure of µ in terms of trees. Given a base 2D and
a nonempty closed subset A of [0, 1), we may associate to A the family of all intervals
of the form [j2−Ds, (j+1)2−Ds) (i.e. the 2D-ary intervals) that intersect A. This family
has a natural tree structure, where the interval [0, 1) is the root and descendence is
given by inclusion. In general, the tree associated to A is infinite, but in the case of
2−Dℓ-sets we can think of a finite tree with ℓ levels. For the measure µ just defined,
its support A has the following structure: vertices of level s ∈ S have a maximal
number of offspring 2D (“full branching”) while vertices of level s /∈ S have a single
offspring (“no branching”), corresponding to the leftmost interval. Moreover, µ is
the uniform measure on A - it gives all points in A the same mass 1/|A|.
The convolution µ ∗ µ has essentially the same structure, except that vertices of
level s /∈ S such that s− 1 ∈ S have two offspring - due to the carries of the previous
level. Using this structure, it is not hard to check that ‖µ ∗ µ‖q ≈ ‖µ‖q for all q.
In similar ways one can construct 2−m-measures µ, ν supported on sets of widely
different sizes, such that ‖µ ∗ ν‖q ≈ ‖µ‖q.
The inverse theorem asserts that if (2.1) fails to hold then one can find subsets
A ⊂ supp(µ) and B ⊂ supp(ν), such that A captures a “large” proportion of the
Lq norm of µ and B a “large” proportion of the mass of ν, and moreover µ|A, ν|B are
fairly regular (they are constant up to a factor of 2). Themain conclusion, however, is
thatA andB have a structure resembling the example above, and also the conclusion
of Hochman’s inverse theorem for entropy: if D is a large enough integer, then for
each s, either B has no branching between scales 2−sD and 2−(s+1)D (in other words,
once the first s digits in the 2D-ary expansion of y ∈ B are fixed, the next digit
is uniquely determined), or A has nearly full branching between scales 2−sD and
L
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2−(s+1)D (whatever the first s digits of x ∈ A in the 2D-adic expansion, the next digit
can take “most” values). To formalize this, we introduce the following definition:
Definition 2.1. Given D ∈ N, ℓ ∈ N and a sequence R = (R0, . . . , Rℓ−1) ∈ [1, 2
D]ℓ, we
say that a setA ⊂ [0, 1) is (D, ℓ, R)-regular if it is a 2−ℓD-set, and for all s ∈ {0, . . . , ℓ−1}
and for all J ∈ DsD such that A ∩ J 6= ∅, it holds that
|{J ′ ∈ D(s+1)D : J
′ ⊂ J, J ′ ∩A 6= ∅}| = Rs.
In terms of the associated 2D-ary tree, A is (D, ℓ, R)-regular if every vertex of level
s has the same number of offspring Rs.
Before stating the theorem, we summarize our notation for dyadic intervals (some
of it has already been introduced):
• Ds is the family of dyadic intervals [j2
−s, (j + 1)2−s).
• Given a set A ⊂ R, we write Ds(A) for the family of intervals in Ds that hit A.
• Given x ∈ R, we write Ds(x) for the only interval in Ds that contains x.
• We write aJ for the interval of the same center as J and length a times the
length of J .
We also write [ℓ] = {0, 1, . . . , ℓ− 1}.
Theorem 2.2. For each q > 1, δ > 0, and D0 ∈ N, there are D ≥ D0 and ε > 0, so that the
following holds for ℓ ≥ ℓ0(q, δ,D0).
Let m = ℓD and let µ and ν be 2−m-measures with
‖µ ∗ ν‖q ≥ 2
−εm‖µ‖q.
Then there exist 2−m-sets A ⊂ suppµ and B ⊂ supp ν, numbers kA, kB ∈ 2
−mZ, and a set
S ⊂ [ℓ], so that
(A1) ‖µ|A‖q ≥ 2
−δm‖µ‖q.
(A2) µ(x) ≤ 2µ(y) for all x, y ∈ A.
(A3) A′ = A + kA is contained in [0, 1) and is (D, ℓ, R
′) uniform for some sequence R′.
(A4) x ∈ 1
2
DsD(x) for each x ∈ A
′ and s ∈ [ℓ].
(B1) ‖ν|B‖1 = ν(B) ≥ 2
−δm.
(B2) ν(m)(x) ≤ 2ν(y) for all x, y ∈ B.
(B3) B′ = B + kB is contained in [0, 1) and is (D, ℓ, R
′′) uniform for some sequence R′′.
(B4) y ∈ 1
2
DsD(y) for each y ∈ B
′ and s ∈ [ℓ].
Moreover
(5) for each s, R′′s = 1 if s 6∈ S, and R
′
s ≥ 2
(1−δ)D if s ∈ S.
(6) The set S satisfies
log ‖ν‖−q
′
q −mδ ≤ D|S| ≤ log ‖µ‖
−q′
q +mδ.
Here, and throughout the paper, q′ = q/(q − 1) denotes the dual exponent. We
make some remarks on the statement.
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a) In the original version of the theorem in [19], both the convolution and the
translations take place on the circle [0, 1) with addition modulo 1. See [17,
Theorem 2.2 and Remark 2.3] for this formulation.
b) The main claim in the theorem is part (5). Obtaining setsA,B satisfying (A1)–
(A4) and (B1)–(B4) is not hard, and (6) is a straightforward calculation using
(5).
c) The theorem fails for q = 1 and q = ∞. In the first case there is an equality
‖µ ∗ ν‖1 = ‖µ‖1 for any 2
−m-measures, and in the second case there is always
an equality ‖1A ∗ 1−A‖∞ = ‖1A‖∞‖1A‖1. On the other hand, the proof can
easily be reduced to the case q = 2, with the remaining cases following by
interpolation with the endpoints q = 1 and q =∞.
The proof of Theorem 2.2 (including the proofs of the results it relies on) is elemen-
tary and, at least in principle, it is effective, although the value of ε that emerges from
the proof is extremely poor and certainly sub-optimal. However, for the purposes of
proving Theorem 1.3, the existence of any ε > 0 is enough.
3. PROOF OF THE MAIN THEOREM
3.1. Homogeneous self-similar measures. We restate the particular case of Theo-
rem 1.3 that we will prove.
Theorem 3.1. Let (fi(x) = λx+ ti)i∈I be a homogeneous IFS with exponential separation.
Then for any probability vector (pi)i∈I , if µ is the invariant self-similar measure for the WIFS
(fi, pi), then
(3.1) Dµ(q) = min(dimS(µ, q), 1) = min
(
log
∑
i∈I p
q
i
(q − 1) logλ
, 1
)
for all q > 1.
We recall that “homogeneous” here refers to the fact that all scaling factors are
equal. We may and do assume that λ > 0; if λ < 0, note that µ can also be generated
by the WIFS (fifj, pipj)i,j∈I , for which the scaling factor is λ
2 > 0. This iteration of
the IFS does not change the validity of exponential separation.
The key advantage of homogeneity is that, in this case, the self-similar measure µ
has an infinite convolution structure: if ∆ =
∑
i∈I piδti , then
(3.2) µ = ∗∞n=0Sλn∆,
where Sa(x) = ax rescales by a. Formally, this infinite convolution is defined as
the push-forward of the countable self-product µN under the series expansion map
(x1, x2, . . .) 7→
∑∞
n=0 xn; this is well-defined since the series always converges abso-
lutely. To verify that this is indeed the self-similar measure, one only needs to check
that it satisfies the self-similarity relation
µ =
∑
i∈I
pi fiµ.
L
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In more probabilistic terms, µ can also be defined as the distribution of the ran-
dom series
∑∞
n=0 λ
nXn, where Xn are IID random variables with distribution ∆. The
well-known fact that the distribution of a sum of independent random variables is
the convolution of the distributions (which extends to countable sums) then gives
another derivation of (3.2).
3.2. Outline of the proof. The overall strategy of the proof of Theorem 3.1 follows
the broad outline of [12]. However, while Hochman’s method is based on entropy,
we need to deal with Lq norms and, as we will see, this forces substantial changes in
the implementation of the outline.
The right-hand side in (3.1) is easily seen to be an upper bound for the left-hand
side, so the task is to show the reverse inequality. Write τ = τµ and D = Dµ. We
want to show that if D(q) < 1 (or, equivalently, τ(q) < q − 1) then D(q) = dimS(µ, q)
(under the hypothesis of exponential separation).
Recall that the Lq spectrum τ(q) is concave, so in particular it is continuous and dif-
ferentiable outside of at most a countable set. Hence it is enough to prove the claim
above for a fixed differentiability point q. The advantage of this assumption is that
the “multifractal structure” of a measure µ is known to behave in a regular way for
points q of differentiability of the spectrum. In particular, we will see that if α = τ ′(q)
then, for large enough m, “almost all” of the contribution to the sum
∑
J∈Dm
µ(J)q
comes from ≈ 2τ
∗(α)m intervals I such that µ(J) ≈ 2αm; here τ ∗ is the Legendre trans-
form of τ (see §3.5 for the definition). Moreover, using the self-similarity of µ, we
establish also a multi-scale version of this fact, see Proposition 3.11.
The following is the key estimate in the proof; as we will see in Section 4, it has
other applications. Recall that µ(m) is given by
(3.3) µ(m)(j2−m) = µ([j2−m, (j + 1)2−m))
and that, by definition, ‖µ(m)‖qq = Sm(µ, q) ≈ 2
−mτ(q).
Theorem 3.2. Let µ be a self-similar measure associated to a homogeneous WIFS (not nec-
essarily with exponential separation) and let q > 1. Suppose τµ(q) < q − 1. Then for every
σ > 0 there is ε = ε(σ, q) > 0 such that the following holds for all large enoughm: if ρ is an
arbitrary 2−m-measure such that ‖ρ‖q
′
q ≤ 2
−σm, then
(3.4) ‖ρ ∗ µ(m)‖qq ≤ 2
−εm‖µ(m)‖qq.
This theorem is proved by combining the inverse theorem for the Lq norm of con-
volutions (Theorem 2.2), together with the study of the multifractal structure of µ.
We sketch the idea very briefly: suppose (3.4) fails. The inverse theorem then asserts
that there is a regular subset A of supp(µ(m)) that captures much of the Lq norm of
µ(m). By part (5) of the inverse theorem, and since ρ is assumed to have exponentially
small Lq norm, Amust have almost full branching on a positive density set of scales
in a multi-scale decomposition. But A itself does not have full branching (this will
follow from the assumption τ(q) < q − 1, which rules out µ(m) having too small Lq
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norm). So there must also be a positive density set of scales on which A has smaller
than average branching. The regularity of the multifractal spectrum discussed above
rules this out, since it forces A to have an almost constant branching on almost all
scales. For a detailed proof, see §3.6 below.
The conclusion of the proof of Theorem 3.1 from (3.4) tracks fairly closely the ideas
of [12]. One consequence of self-similarity, as expressed by (3.2), is that
µ = µn ∗ Sλnµ,
where
(3.5) µn = ∗
n−1
j=0Sλj∆.
Note that the atoms of µn are the points of the form fi1 ◦ · · · ◦ fin(0). The exponential
separation assumption implies that there exist R ∈ N such that all these atoms are
distinct and λRn-separated. Hence for this value of R we have
log ‖µ
(Rm)
n ‖qq
(q − 1)n log(1/λ)
=
log ‖µn‖
q
q
(q − 1)n log(1/λ)
=
n log ‖∆‖qq
(q − 1)n log(1/λ)
,
where m = m(n) is chosen so that 2−m ≤ λn and 2−m ∼ λn. It is easy to see that the
right-hand side is equal to the right-hand side of (3.1). Hence, it remains to show
that
(3.6) lim
n→∞
log ‖µ
(Rm)
n ‖qq
n log(1/λ)
= τ(q).
In other words, we need to show that the Lq norm of µn at scale 2
−m ≈ λn (which
is easily seen to be comparable to the Lq norm of µ at scale 2−m, and hence is ≈
Sm(µ, q)
1/q) nearly exhausts the Lq norm of µn at the much finer scale 2
−Rm which, in
turn, equals the full Lq norm of µn, by the exponential separation assumption.
To show (3.6), we recall that µ = µn ∗ Sλnµ, and use this to decompose
µ((R+1)m) =
∑
J∈Dm
µ(J)ρ˜J ∗ Sλnµ,
where ρ˜J is the normalized restriction of µn to J . Since the supports of ρ˜J ∗Sλnµ have
bounded overlap, it is not hard to deduce that
‖µ((R+1)m)‖qq ≈
∑
J∈Dm
µ(J)q‖ρJ ∗ µ
(Rm)‖qq,
where ρJ = Sλ−n ρ˜J . This is the point where we apply Theorem 3.2, to conclude that if
on the right-hand side above we only add over those J such that ‖ρJ‖q ≥ 2
−σq , where
σ > 0 is arbitrary, then, provided n is large enough depending on σ, we still capture
almost all of the left-hand side. This follows since (3.4) can be shown to imply that
the contribution of the remaining J is exponentially smaller than the left-hand side
(incidentally, this is the only step where it is crucial to use that q > 1). A similar
L
q DIMENSIONS OF SELF-SIMILAR MEASURES 13
calculation, now with µ
((R+1)m)
n in place of µ((R+1)m) in the left-hand side, then shows
that (3.6) holds, finishing the proof.
3.3. Notational conventions. Throughout this section, µ denotes a self-similar mea-
sure associated to a homogeneous WIFS {λx+ ti}i∈I with weights (pi)i∈I . We do not
assume exponential until the very end, when we finish the proof of Theorem 3.1. We
continue to denote
∆ =
∑
i∈I
pi δti .
Other measures, without any assumptions on self-similarity, will be denoted by ρ
and ν, possibly with subindices.
We use Landau’s O(·) and related notation: if X, Y are two positive quantities,
then Y = O(X) means that Y ≤ CX for some constant C > 0, while Y = Ω(X)
means that X = O(Y ), and Y = Θ(X) that Y = O(X) and X = O(Y ). If the constant
C is allowed to depend on some parameters, these are often denoted by subscripts.
For example, Y = Oq(X)means that Y ≤ C(q)X , whereC(q) is a function depending
on the parameter q.
3.4. Preliminary lemmas. In this section we collect some standard lemmas for later
reference. They are all of the form: bounded overlapping does not affect Lq norms
too much. We refer to [19, Section 4] for the very short proofs.
Lemma 3.3. Let (Y, ν,B) be a probability space. Suppose P,Q are finite families of measur-
able subsets of Y such that each element of P can be covered by at mostM elements ofQ and
each element of Q intersects at mostM elements of P . Then, for every q ≥ 1,∑
P∈P
ν(P )q ≤M q
∑
Q∈Q
ν(Q)q
Lemma 3.4. Let ν =
∑ℓ
i=1 νi, where νi are finitely supported measures on a space Y , such
that each point is in the support of at mostM of the νi. Then
‖ν‖qq ≤M
q−1
ℓ∑
i=1
‖νi‖
q
q.
Lemma 3.5. For any q ∈ (1,∞), for any ν1, ν2 ∈ P1 and anym ∈ N,
‖(ν1 ∗ ν2)
(m)‖qq = Θq(1)‖ν
(m)
1 ∗ ν
(m)
2 ‖
q
q.
Recall the definition of µn given in (3.5).
Lemma 3.6. For any q ∈ (1,∞),
‖µ(m)‖qq = Θq(1)‖µ
(m)
n ‖
q
q.
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3.5. Multifractal structure. We turn to the multifractal estimates that will be re-
quired in the proof of Theorem 3.2. The Legendre transform plays a key role in
multifractal analysis. Given a concave function ζ : R → R, its Legendre transform
ζ∗ : R→ [−∞,∞) is defined as
ζ∗(α) = inf
q∈R
αq − ζ(q).
It is easy to check that if ζ is concave and is differentiable at q, then
ζ∗(α) = αq − ζ(q) for α = ζ ′(q).
As indicated earlier, we will establish some regularity of the multifractal structure
for those values of q such that τ is differentiable at q.
The next lemma is well known; we include the very short proof for completeness.
Lemma 3.7. If τ is differentiable at q > 1, τ(q) < q−1, and α = τ ′(q), then τ ∗(α) ≤ α < 1
Proof. Since τ(1) = 0 (this is immediate from the definition) and τ(q) < q−1, we have
(τ(q)− τ(1))/(q − 1) < 1. On the other hand, as τ is concave and differentiable at q,
we must have α ≤ (τ(q)− τ(1))/(q − 1) < 1. Furthermore, τ ∗(α) ≤ α · 1 − τ(1) = α,
so the lemma follows. 
The following lemmas illustrate the regularity of the Lq spectrum for values q of
differentiability of τ (or dually, points of strict concavity of τ ∗). The proofs are similar
to [14, Theorem 5.1]. The heuristic to keep in mind is that, whenever α = τ ′(q) exists,
almost all of the contribution to ‖µ(m)‖qq comes from ≈ 2
τ∗(α)m intervals, each of mass
≈ 2−αm
Lemma 3.8. Suppose that α0 = τ
′(q0) exists for some q0 ∈ (1,∞).
Given ε > 0, the following holds if δ is small enough in terms of ε, q0 and m is large
enough in terms of ε, q0 and δ.
Suppose D′ ⊂ Dm is such that
(1) 2−αm ≤ µ(J) ≤ 2 · 2−αm for all J ∈ D′ and some α ≥ 0.
(2)
∑
J∈D′ µ(J)
q0 ≥ 2−(τ(q0)+δ)m.
Then |D′| ≤ 2m(τ
∗(α0)+ε).
Proof. Set η := ε/(3q0), and pick δ ≤ η
2/9, and also small enough that, if q1 = q0−δ
1/2,
then
(3.7) τ(q0)− τ(q1) ≤ δ
1/2α0 + δ
1/2η.
On one hand, using (1) and the definition of τ(q), we get
2−(τ(q1)−δ)m ≥ ‖µ(m)‖q1q1 ≥ |D
′|2−αq1m,
if m is large enough (depending on q0, τ ). On the other hand, by the assumptions
(1)–(2),
|D′|2−αq0m ≥ 2−q02(−τ(q0)−δ)m ≥ 2(−τ(q0)−2δ)m
L
q DIMENSIONS OF SELF-SIMILAR MEASURES 15
ifm≫δ,q0 1. Eliminating |D
′| from the last two displayed equations yields
αq0 − τ(q0)− 2δ ≤ α(q0 − δ
1/2)− τ(q0 − δ
1/2) + δ,
so that, recalling (3.7),
δ1/2α ≤ τ(q0)− τ(q0 − δ
1/2) + 3δ ≤ δ1/2α0 + δ
1/2η + 3δ.
Hence α − α0 < 2η, since we assumed δ ≤ (η/3)
2. Using this, we get that if m ≫ε 1,
then
2(−τ(q0)+ε/3)m ≥ ‖µ(m)‖q0q0 ≥ 2
−q0αm|D′| ≥ 2−q0α0m2−(q02η)m|D′|.
The conclusion follows from the formula τ ∗(α0) = q0α0 − τ(q0) and our choice η =
ε/(3q0). 
Lemma 3.9. Let q0 > 0 be such that α0 = τ
′(q0) exists. Given σ > 0, there is ε = ε(σ, q0) >
0 such that the following holds for large enoughm (in terms of σ, q0):
(3.8)
∑
{µ(J)q0 : J ∈ Dm, µ(J) ≥ 2
−m(α0−σ)} ≤ 2−m(τ(q0)+ε).
Proof. Let η ∈ (0, 1) be small enough that
(3.9) τ(q0 + η) ≥ τ(q0) + ηα0 − δ,
where δ = ησ/(4 + 2q0).
Let αj = α0− δj, and write N(αj , m) for the number of intervals J inDm such that
2−mαj ≤ µ(J) < 2−mαj+1 . For any fixed value of q, ifm≫q 1 then,
N(αj , m)2
−mqαj ≤ ‖µ(m)‖qq ≤ 2
−m(τ(q)−δ).
Applying this to q = q0 + η, and using (3.9), we estimate
N(αj , m)2
−mq0αj ≤ 2mηαj2−m(τ(q0+η)−δ)
≤ 22δm2−jδηm2−τ(q0)m.
Let S be the sum in the left-hand side of (3.8) that we want to estimate. Using that
δ = ησ/(4 + 2q0), we conclude that
S ≤
∑
j:δ(j+1)≥σ
N(αj , m)2
−mq0αj+1
≤
∑
j:δ(j+1)≥σ
2δq0m22δm2−jδηm2−τ(q0)m
≤
∑
j≥0
2−jδηm2(2+q0)δm2−ησm2−τ(q0)m
≤ Oδη(1)2
(ησ/2−ησ)m2−τ(q0)m,
as claimed. 
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Lemma 3.10. Let q0 > 1 be such that α0 = τ
′(q0) exists. Given κ > 0, there is ε =
ε(κ, q0) > 0 such that the following holds for large enough m (in terms of q0, ε).
If D′ ⊂ Dm has ≤ 2
(τ∗(α0)−κ)m elements, then∑
J∈D′
µ(J)q0 ≤ 2−(τ(q0)+ε)m.
Proof. Let σ = κ/(2q0). In light of Lemma 3.9, we only need to worry about those J
with µ(J) ≤ 2−m(α0−σ). But∑
{µ(J)q0 : J ∈ D′, µ(J) ≤ 2−m(α0−σ)} ≤ 2(τ
∗(α0)−κ)m2−(q0α0−q0σ)m
= 2−(κ−q0σ)m2−τ(q0)m.
By our choice of σ, κ− q0σ = κ/2 > 0, so this gives the claim. 
The results in this section so far hold for general measures. The following propo-
sition, on the other hand, relies crucially on self-similarity. The second part was first
proved in [15]. Since the claim of Theorem 3.1 is not affected by rescaling and trans-
lating µ (from the point of view of the IFS, this amounts to doing these operations on
the translation parameters ti), from now on we assume that µ is supported on [0, 1).
Proposition 3.11. Let q > 1 be such that α = τ ′(q) exists.
(i). Given κ > 0, there is η = η(κ, q) > 0 such that the following holds for all large
enough m: for any s ∈ N, J ∈ Ds, if D
′ is a collection of intervals in Ds+m(J) with
|D′| ≤ 2(τ
∗(α)−κ)m, then∑
J∈D′
µ(J)q ≤ 2−(τ(q)+η)mµ(2I)q.
(ii). Given δ > 0, the following holds for all large enoughm: for any I ∈ Ds, s ∈ N,∑
J∈Ds+m(I)
µ(J)q ≤ 2−(τ(q)−δ)mµ(2I)q.
Proof. We prove (i) first. Let n be the smallest integer such that λn < 2−s−2. Let yj be
the atoms of µn such that [yj, yj + λ
n] ∩ I 6= ∅, let p˜j be their respective masses, and
write
µn,I =
∑
j
p˜jδyj .
Then the support of µn,I is contained in the λ
n-neighborhood of I . Moreover, since
δz ∗ Sλnµ is supported on [z, z + λ
n], as we assumed that µ is supported on [0, 1] , it
follows from the self-similarity relation µ = µn ∗ Sλnµ and the definition of µn,I that
µ|I = (µn,I ∗ Sλnµ)|I . Write
p˜ = ‖µn,I‖1 =
∑
j
p˜j ≤ µ(2I),
L
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using that the support of µn is contained in the λ
n-neighborhood of the support of µ,
and that 4λn ≤ 2−s.
We can then estimate∑
J∈D′
µ(J)q =
∑
J∈D′
(∑
j
p˜jδyj ∗ Sλnµ(J)
)q
=
∑
J∈D′
(∑
j
p˜jµ(λ
−n(J − yj))
)q
≤
∑
J∈D′
p˜q−1
∑
j
p˜j µ(λ
−n(J − yj))
q
= p˜q−1
∑
j
p˜j
∑
J∈D′
µ(λ−n(J − yj))
q,
where we used the convexity of tq in the third line. Now for each fixed j, each inter-
val λ−n(J−yj)with J ∈ D
′ can be covered by Oλ(1) intervals inDm, and reciprocally
each interval in Dm hits at most 2 intervals among the λ
−n(J − yj). We deduce from
Lemmas 3.3 and 3.10 that, still for a fixed j,∑
J∈D′
µ(λ−n(J − yj))
q ≤ Oλ,q(1)2
−(τ(q)+ε)m,
provided m is taken large enough, where ε = ε(κ, q) > 0 is given by Lemma 3.10.
Combining the last three displayed equations yields the first claim with η = ε/2.
The second claim follows in the same way, adding over Ds+m(I) instead of D
′. 
3.6. Proof of Theorem 3.2. In this section we prove Theorem 3.2. A similar re-
sult, with smoothness measured by entropy rather than Lq norms, was proved by
Hochman in [12, Corollary 5.5], using his inverse theorem for the entropy of con-
volutions. In Hochman’s approach, a crucial property of self-similar measures is
that their entropy is roughly constant at most scales and locations, a property that
Hochman termed uniform entropy dimension, see [12, Definition 5.1 and Proposition
5.2] for precise details. Unfortunately, there is no useful analog of the notion of uni-
form entropy dimension for Lq norms. One of the key differences is that nearly all
of the Lq norm may be (and often is) captured by sets of extremely small measure;
while sets of small measure also have small entropy. Instead, we will use the regular-
ity of the multifractal spectrum established in the previous section in the following
manner: if the flattening claimed in Theorem 3.2 does not hold, then the inverse the-
orem provides a regular set A which captures much of the Lq norm of µ. The upper
bound on ‖ρ‖q, together with (5)–(6) in the inverse theorem imply that A has nearly
full branching for a positive proportion of 2D-scales, so it must have substantially
less than average branching also on a positive proportion of scales. On the other
hand, we will call upon the lemmas from the previous section to show that, in fact,
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Amust have nearly constant branching on nearly all scales (this is the part that uses
the differentiability of τ at q), obtaining the desired contradiction.
Proof of Theorem 3.2. Suppose ρ is a 2−m-measure with ‖ρ‖q
′
q ≤ 2
−σm. In the course of
the proof, we will choose many numbers which ultimately depend on σ and q only.
To ensure that there is no circularity in their definitions, we indicate their dependen-
cies: α = α(q), κ = κ(α, σ), γ = γ(q, α, κ), δ′ = δ′(α, σ, κ), η = η(q, κ), δ = δ(q, δ′, γ, η),
ξ = ξ(q, δ′, η, γ), D0 = D0(q, σ, δ), D = D(q, δ,D0), ε = ε(q, δ,D0). Moreover, at dif-
ferent parts of the proof we will require δ′, δ, ξ to be smaller than certain (positive)
functions of the parameters they depend on; in particular, all of the requirements can
be satisfied simultaneously.
Finally,mwill be taken large enough in terms of all the previous parameters (hence
ultimately in terms of q and σ).
Write α = τ ′(q), and define κ as
(3.10) κ = (1− τ ∗(α))σ/4.
Then κ > 0 thanks to Lemma 3.7, and the assumption τ(q) < q − 1.
We apply Proposition 3.11 to obtain a sufficiently large D0 (in terms of δ, σ, q, with
δ yet to be specified) such that
(A) For any D′ ≥ D0 − 2, any I ∈ Ds′ , s
′ ∈ N, and any subset D′ ⊂ Ds′+D′(J) with
|D′| ≤ 2(τ
∗(α)−κ)D′ , ∑
J ′∈D′
µ(J ′)q ≤ 2−(τ(q)+η)D
′
µ(2J)q,
where η depends on κ and q, hence on σ, q only.
(B) For any D′ ≥ D0 − 2 and any J ∈ Ds′ , s
′ ∈ N,∑
J ′∈Ds′+D′(J)
µ(J ′)q ≤ 2−(τ(q)−δ)D
′
µ(2J)q.
(C) 1/D0 < δ.
Let ε > 0, D ∈ N be the numbers given by Theorem 2.2 applied to δ,D0 and q. For
the sake of contradiction, suppose
‖ρ ∗ µ(m)‖q ≥ 2
−εm‖µ(m)‖q.
We will derive a contradiction from this provided m = ℓD is large enough (if m is
not of the form ℓD, we apply the argument to ⌊m/D⌋D instead; we omit the details).
We apply Theorem 2.2 to ρ and µ(m) to obtain (assuming m is large enough) a set
A ⊂ supp(µ(m)) as in the theorem, with corresponding branching numbers R′s. Since
translating ρ and µ(m) does not affect their norms or the norm of their convolution,
we assume for simplicity that the numbers kA, kB are both 0.
L
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The key to the proof is to show, using the structure of A provided by Theorem 2.2,
that
(3.11) |{s ∈ [ℓ] : R′s ≤ 2
(τ∗(α)−κ)D}| ≥ γℓ,
where γ > 0 depends on q, α and κ only (and κ is given by (3.10)). We first show
how to complete the proof assuming this. Consider the sequence
Ls = − log
∑
J∈DsD(A)
µ(J)q.
By (B) applied with s′ = sD + 2 and D′ = D − 2,
Ls+1 ≥ (τ(q)− δ)(D − 2)− log
∑
J∈DsD+2(A)
µ(2J)q.
But if J ∈ DsD+2(A), then 2J is contained in a single interval in DsD(A) by property
(A4) from Theorem 2.2, and conversely J ′ ∈ DsD(A) hits at most two intervals 2J ,
J ∈ DsD+2(A). We deduce that
Ls+1 ≥ Ls + (τ(q)− δ)(D − 2)− 1
for all s ∈ [ℓ]. Likewise, by (A),
Ls+1 ≥ Ls + (τ(q) + η)(D − 2)− 1,
whenever R′s ≤ 2
(τ∗(α)−κ)D . Recall that η depends on q, κ. In light of (3.11), and using
also (C), we have
Lℓ ≥ (τ(q) + η)γℓ(D − 2) + (τ(q)− δ)(1− γ)ℓ(D − 2)− ℓ
≥ (τ(q) + ηγ − δ(1− γ))m− 2δ(τ(q) + η)m− δm.
Hence, by choosing δ small enough in terms of τ(q), γ and η we can ensure that,
form large enough,
Lℓ = − log ‖µ
(m)|A‖
q
q ≥ (τ(q) + ηγ/2)m.
On the other hand, by (A1) in Theorem 2.2, if ξ > 0 is a small number to be fixed
later, then (always assuming m is large enough)
‖µ(m)|A‖
q
q ≥ 2
−qδm‖µ(m)‖qq ≥ 2
−qδm2−(τ(q)+ξ)m.
From the last two displayed equations,
ηγ/2 ≤ qδ + ξ.
Recall that η = η(κ, q), γ = γ(q, α, κ) is yet to be specified, while δ so far was taken
small enough in terms of τ(q), γ and η, and no conditions have been yet imposed on
ξ. By ensuring qδ < ηγ/8 and ξ ≤ ηγ/8we reach a contradiction, as desired.
It remains to establish (3.11). The idea is very simple: Theorem 2.2 (together with
the assumption that ‖ρ‖q
′
q ≤ 2
−σm) imply that A has “nearly full branching” on a
positive proportion of scales. On the other hand, Lemma 3.8 says the size of A is at
most roughly 2τ
∗(α)m ≪ 2m (by Lemma 3.7), so there must be a positive proportion
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of scales on which the average 2D-adic branching is far smaller than 2τ
∗(α)D, which is
what (3.11) says.
We proceed to the details. Using (A1), (A2) in Theorem 2.2, we get that (for m≫δ
1) there is α˜ > 0 such that µ(m)(a) ∈ [2−α˜m, 21−α˜m] for all a ∈ A, and∑
J∈Dm(A)
µ(J)q ≥ 2−qδm
∑
J∈Dm
µ(J)q ≥ 2−(τ(q)+qδ+ξ)m.
We let δ ≤ δ′ and ξ be small enough in terms of δ′ and q that, invoking Lemma 3.8,
(3.12) |A| ≤ 2(τ
∗(α)+δ′)m.
Let S ′ = [ℓ] \ S, where S = {s : R′s ≥ 2
(1−δ)D}. Using (A3) in Theorem 2.2, we see
that
(3.13) |A| =
ℓ−1∏
s=0
R′s ≥ 2
(1−δ)D|S|
∏
s∈S′
R′s.
Let m1 = D|S|, m2 = D|S
′| = m − m1. Combining (3.12) and (3.13), and using that
δ ≤ δ′, we deduce
(3.14)
∏
s∈S′
R′s ≤ 2
−(1−δ)m12(τ
∗(α)+δ′)m ≤ 2−(1−τ
∗(α)−2δ′)m12(τ
∗(α)+δ′)m2 .
Note that 1 − τ ∗(α) > 0 by Lemma 3.7. At this point we take δ′ small enough that
1 − τ ∗(α)− 2δ′ > 0. Using (6) in Theorem 2.2, and the assumption ‖ρ‖q
′
q ≤ 2
−σm, we
further estimate
(3.15) (σ − δ)m ≤ m1 ≤ ((τ(q) + ξ)/(q − 1) + δ)m.
We can plug in the left inequality (together with m2 ≤ m) into (3.14), to obtain the
key estimate
log
∏
s∈S′
R′s ≤ (τ
∗(α) + δ′ − (1− τ ∗(α)− 2δ′)(σ − δ))m2.
Recalling (3.10), this shows that by making δ′ (hence also δ ≤ δ′) small enough in
terms of α, σ, κ, we have
log
∏
s∈S′
R′s ≤ (τ
∗(α)− 2κ)m2.
Let S1 = {s ∈ S
′ : logR′s ≤ (τ
∗(α)− κ)D}. Recall that our goal is to show (3.11), i.e.
|S1| ≥ γ(q, α, κ)ℓ. We have
D|S ′ \ S1| ≤
1
τ ∗(α)− κ
∑
s∈S′\S1
logR′s ≤
τ ∗(α)− 2κ
τ ∗(α)− κ
D|S ′|,
so that, using the right-most inequality in (3.15), and recalling that D|S ′| = m−m1,
D|S1| ≥
κ(m−m1)
τ ∗(α)− κ
≥
(
κ(1− (τ(q) + ξ)/(q − 1)− δ)
τ ∗(α)− κ
)
m.
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By ensuring that δ, ξ are small enough in terms of q, the right-hand side above can
be bounded below by (
κ(1− τ(q)/(q − 1))/2
τ ∗(α)− κ
)
m,
confirming that (3.11) holds with γ = γ(q, α, κ). 
3.7. Proof of Theorem 3.1. Theorem 3.1 will be an easy consequence of the follow-
ing proposition, which relies on Theorem 3.2. It is an analog of [12, Theorem 1.4],
and we follow a similar outline. We emphasize that exponential separation is not
required for the validity of the proposition.
Proposition 3.12. Let q ∈ (1,∞) be such that τ is differentiable at q and τ(q) < q − 1. Fix
R ∈ N. Then
lim
n→∞
log ‖µ
(Rm(n))
n ‖qq
n log λ
= τ(q),
wherem(n) is the smallest integer with 2−m(n) ≤ λn.
Proof. Fix n ∈ N. We write m = m(n) for simplicity, and allow all implicit constants
to depend on q only. Using the self-similarity relation µ = µn ∗ Sλnµ and Lemma 3.5,
we get
‖µ((R+1)m)‖qq ≤ O(1)‖µ
((R+1)m)
n ∗ (Sλnµ)
((R+1)m)‖qq
= O(1)
∥∥ ∑
J∈Dm
µn(J)(µn)
((R+1)m)
J ∗ (Sλnµ)
((R+1)m)
∥∥q
q
.
Here (µn)J = µn|J/µn(J) is the normalized restriction of µn to J (note that we
are only summing over J such that µn(J) > 0). Since the measures (µn)
((R+1)m)
J ∗
(Sλnµ)
((R+1)m) are supported on J + [0, λn], the support of each of them hits the sup-
ports of O(1) others. We can then apply Lemma 3.4 to obtain
‖µ((R+1)m)‖qq ≤ O(1)
∑
J∈Dm
µn(J)
q‖(µn)
((R+1)m)
J ∗ (Sλnµ)
((R+1)m)‖qq
Let ρJ = Sλ−n(µn)J (we suppress the dependence on n from the notation, but keep
it in mind). Note that Sa(η) ∗ Sa(η
′) = Sa(η ∗ η
′) for any a > 0 and measures η, η′. It
follows from Lemmas 3.3 and 3.5 that
‖(µn)
((R+1)m)
J ∗ (Sλnµ)
((R+1)m)‖qq ≤ O(1)‖ρ
(Rm)
J ∗ µ
(Rm)‖qq,
so that, combining the last two displayed formulas,
(3.16) ‖µ((R+1)m)‖qq ≤ O(1)
∑
J∈Dm
µn(J)
q‖ρ
(Rm)
J ∗ µ
(Rm)‖qq.
On the other hand, using Lemma 3.3 again,
(3.17) ‖µ((R+1)m)n ‖
q
q =
∑
J∈Dm
µn(J)
q‖(µn)
((R+1)m)
J ‖
q
q ≥ Ω(1)
∑
J∈Dm
µn(J)
q‖ρ
(Rm)
J ‖
q
q.
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Fix σ > 0, and let D′ = {J ∈ Dm : ‖ρ
(Rm)
J ‖
q
q ≤ 2
−σm}. According to Theorem 3.2,
there is ε = ε(σ, q) > 0 such that, if n is taken large enough, then
J ∈ D′ =⇒ ‖ρ
(Rm)
J ∗ µ
(Rm)‖qq ≤ 2
−(τ(q)+ε)Rm.
Applying this to (3.16), we get
‖µ((R+1)m)‖qq ≤ O(1)2
−(τ(q)+ε)Rm
∑
J∈D′
µn(J)
q +O(1)
∑
J /∈D′
µn(J)
q‖µ(Rm)‖qq
≤ O(1)2−(τ(q)+ε)Rm‖µ(m)‖qq +O(1)‖µ
(Rm)‖qq
∑
J /∈D′
µn(J)
q
using Young’s inequality in the first line, and Lemma 3.6 in the second. On the other
hand,
2−(τ(q)+ε)Rm‖µ(m)‖qq ≤ 2
−εm/2‖µ((R+1)m)‖qq
if n is large enough (depending on R). Inspecting the last two displayed equations,
we deduce that if n≫σ 1, then∑
J /∈D′
µn(J)
q ≥ Ω(1)
‖µ((R+1)m)‖qq
‖µ(Rm)‖qq
≥ 2−m(τ(q)+σ).
Recalling (3.17), we conclude that
‖µ((R+1)m)n ‖
q
q ≥ Ω(1)
∑
J /∈D′
µn(J)
q‖ρ
(Rm)
J ‖
q
q
≥ Ω(1)2−σm
∑
J /∈D′
µn(J)
q ≥ Ω(1)2−2σm2−mτ(q).
The inequality ‖µ
((R+1)m)
n ‖qq ≤ ‖µ
(m)
n ‖qq holds trivially, so that by Lemma 3.6
‖µ((R+1)m)n ‖
q
q ≤ ‖µ
(m)
n ‖
q
q ≤ 2
σm2−mτ(q),
provided n ≫σ 1. Since σ > 0 was arbitrary and 2
−m = Θ(λn), this concludes the
proof. 
We can now conclude the proof of Theorem 3.1
Proof of Theorem 3.1. We continue to write m = m(n) = ⌈n log(1/λ)⌉. To begin, we
note that, for any q ∈ (1,∞),
(3.18) ‖µ(m)n ‖
q
q ≥ ‖µn‖
q
q ≥ ‖∆‖
qn
q .
(The latter inequality is an equality if and only if there are no overlaps among the
atoms of µn.) Since ‖ν
(m)‖q
′
q ≥ 2
−m for any probability measure ν, it follows from
(3.18) and Lemma 3.6 that
D(q) ≤ min(dimS(µ, q), 1).
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Hence the proof will be completed if we can show that for each q ∈ (1,∞), either
τ(q) ≥ q − 1 (so that in fact τ(q) = q − 1) or
(3.19) τ(q) = log ‖∆‖qq.
Since τ(q) is concave, it is enough to prove this for all q such that τ is differentiable
at q. Hence, we fix q such that τ(q) < q− 1 and τ is differentiable at q, and we set out
to prove (3.19).
By the exponential separation assumption, the atoms of µn are λ
Rn-separated for
infinitely many n and some R ∈ N. We know from Proposition 3.12 that
(3.20) lim
n→∞
log ‖µ
(Rm(n))
n ‖qq
n log λ
= τ(q).
On the other hand, if n is such that the atoms of µn are λ
Rn-separated then (since
λRn ≥ 2−Rm(n))
(3.21) ‖µ(Rm(n))n ‖
q
q = ‖µn‖
q
q = ‖∆‖
qn
q .
Combining Equations (3.20) and (3.21), we conclude that (3.19) holds, finishing the
proof. 
3.8. About the proof of Theorem 1.3. In the proof of Theorem 3.1 the convolution
structure played a crucial role. While a general self-similar measure does not have
such a clean convolution structure, we can proceed as follows. Let (λi)i∈I be the
scaling factors of the IFS generating µ (there may be repetitions). Givenm, let
Ωm = {(j1 . . . jk) : λj1 · · ·λjk ≤ 2
−m < λj1 · · ·λjk−1},
Λm = {λj1 · · ·λjk : (j1 . . . jk) ∈ Ωm}.
One can then check, using self-similarity, that
µ =
∑
λ∈Λm
µλ,m ∗ Sλµ,
where µλ,m are certain purely atomic measures constructed from the translations of
the maps fj1 · · · fjk with λj1 · · ·λjk = λ. Thanks to the fact that |Λm| is polynomial
in m (even though |Ωm| is exponential in m), the proof given in the homogeneous
case can be adapted with minor technical complications. We refer to [19, §6.4] for the
details.
4. APPLICATIONS
In this section we present several applications of Theorem 3.1.
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4.1. Frostman exponents. If µ is a finite measure on a metric space X , we say that
µ has Frostman exponent s if µ(B(x, r)) ≤ C rs for some C > 0 and all x ∈ X, r > 0.
There is a very simple relation between Lq dimensions for large q and Frostman
exponents:
Lemma 4.1. Let µ ∈ P . If Dµ(q) > s for some q ∈ (1,∞), then there is r0 > 0 such that
µ(B(x, r)) ≤ r(1−1/q)s for all x ∈ R, r ∈ (0, r0].
Proof. If D(µ, q) > s, then there is s′ > s such that for all large enough m and each
J ′ ∈ Dm,
µ(J ′)q ≤
∑
J∈Dm
µ(J)q ≤ 2−m(q−1)s
′
.
Since any ball can be covered byO(1) dyadic intervals of size smaller than the radius,
we get that if r is sufficiently small then
µ(B(x, r)) ≤ C r(1−1/q)s
′
,
where C is independent of x and r. This gives the claim. 
Theorem 3.1 together with the previous lemma immediately yields the following
corollary:
Corollary 4.2. Let µ be the self-similar measure associated to a homogeneous IFS (λx+ti)i∈I
with exponential separation and the uniform probability weights (1/|I|, . . . , 1/|I|). Then µ
has Frostman exponent s for every s < min(log |I|/ log(1/λ), 1).
4.2. Algebraic parameters. We now discuss the special case in which the IFS has
algebraic parameters, that is, both the contraction ratio λ and the translations ti are
algebraic numbers. Hochman [12, Corollary 1.5] proved that the overlaps conjecture
holds in this case and, in the same way, we extend this to the Lq-dimension version
of the overlaps conjecture. The deduction is based on the following classical lemma;
see [13, Lemma 6.30] for a proof.
Lemma 4.3. Given algebraic numbers (over Q) α1, . . . , αk and a positive integer h, there
exists δ > 0 such that the following holds: if P ∈ Z[x1, . . . , xk] is a polynomial of degree n,
all of whose coefficients are at most h in modulus, then either P (α1, . . . , αk) = 0 or
|P (α1, . . . , αk)| ≥ δ
n.
Corollary 4.4. Let µ be the self-similar measure associated to a homogeneous WIFS with
algebraic coefficients (i.e. the contraction ratio and the translations are algebraic). Then
either there is an exact overlap, or
Dq(µ) = min(dimS(µ, q), 1) for all q > 1.
Proof. Note that for any pair of sequences i = (i1, . . . , in), j = (j1, . . . , jn), the differ-
ence fi(0)−fj(0) can be written as Pi,j(λ, t1, . . . , t|I|), where Pi,j ∈ Z[x1, . . . , x|I|+1] has
degree at most n + 1 and coefficients ±1. Since we assume that there are no exact
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overlaps, Pi,j(λ, t1, . . . , t|I|) 6= 0 for i 6= j. Lemma 4.3 then guarantees that the IFS has
exponential separation, so that Theorem 3.1 yields the corollary. 
Even if there are exact overlaps, the proof of Theorem 3.1 yields an expression for
the Lq dimensions of µ. Recall that µn is the purely atomic measure given by
µn = ∗
n−1
j=0Sλj∆ =
∑
u∈In
pu1 · · · pun δfu(0).
Corollary 4.5. Let µ be the self-similar measure associated to a homogeneous WIFS with
algebraic coefficients (i.e. the contraction ratio and the translations are algebraic). Define
Tµ = lim
n→∞
−
1
n
log ‖µn‖
q
q.
Then the limit in this definition exists, and
Dq(µ) = min
(
Tµ
(q − 1) log(1/λ)
, 1
)
.
Proof. By Lemma 4.3, and arguing as in the proof of Corollary 4.4, there is R ∈ N
such that any two distinct atoms of µn are λ
Rn-separated. Suppose Dq(µ) < 1. By
Proposition 3.12,
lim
n→∞
log ‖µ
(Rm(n))
n ‖qq
n log λ
= τ(q).
But ‖µ
(Rm(n))
n ‖qq = ‖µn‖
q
q since 2
m(n) ≤ λn, so the claim follows. 
4.3. Parametrized families and absolute continuity. Exponential separation holds
outside of a small set of exceptions in parametrized families satisfying mild regular-
ity and non-degeneracy assumptions:
Lemma 4.6. Let J ⊂ R be a compact interval, and let λ : J → (−1, 0) ∪ (0, 1) and
t1, . . . , tℓ : J → R be real-analytic functions. For a pair of {1, . . . , ℓ}-valued sequences i, j,
define
gi,j(u) =
∞∑
k=0
λ(u)ktik(u)−
n−1∑
k=0
λ(u)ktjk(u).
Assume that if i 6= j then gi,j is not identically zero. Then the IFS {λ(u)x + ti(u)}
ℓ
i=1 has
exponential separation for all u outside of a set E ⊂ J of zero Hausdorff (and even packing)
dimension.
See [12, Theorem 1.8] for the proof and some further discussion. Now Theorem 3.1
shows that for parametrized families of WIFS satisfying the assumptions of Lemma
4.6, there is a zero-dimensional exceptional set of parameters outside of which the
Lq dimensions of the self-similar measures have the value predicted by the over-
laps conjecture (note also that the exceptional set is independent of the probability
weights).
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When dimS(µ, q) > 1, the overlaps conjecture predicts that (in the absence of exact
overlaps) Dµ(q) = 1, but in fact it is plausible that under the same assumptions the
measure µ is absolutely continuous with a Lq density. While this is of course still
open, and appears to be even harder than the dimension version of the overlaps
conjecture, we have the following result for parametrized families:
Theorem 4.7. Let J ⊂ R be an closed interval, and let λ : J → (−1, 0) ∪ (0, 1) and
t1, . . . , tℓ : J → R be real-analytic functions. For a pair of {1, . . . , ℓ}-valued sequences i, j,
define
gi,j(u) =
∞∑
k=0
λ(u)ktik(u)−
∞∑
k=0
λ(u)ktjk(u).
Assume that if i 6= j then gi,j is not identically zero. Then then there is a set E ⊂ J of
zero Hausdorff dimension such that the following holds for all u ∈ J \ E: if µ is a self-
similar measure associated to the IFS (λ(u)x + ti(u))
ℓ
i=1 and a probability vector (pi)
ℓ
i=1,
and if dimS(µ, q) > 1 for some q ∈ (1,∞), then µ is absolutely continuous and its Radon-
Nikodym density is in Lq.
This theorem provides the correct range for the possibility of having an Lq density
(up to the endpoint), since measures µ with an Lq density satisfy D(µ, q) = 1; this
follows from the inequality (
∫
J
f)q ≤ |J |q−1
∫
J
f q for all intervals J , where f is the Lq
density of µ. The proof of the theorem follows the ideas from [18, 20]; the only new
element is the stronger input provided by Theorem 3.1.
Recall that the Fourier transform of a measure ρ ∈ P is defined as
ρ̂(ξ) =
∫
exp(2πixξ) dρ(x).
The following result asserts that convolving a measure of full Lq dimension and
another measure with power Fourier decay results in an absolutely continuous mea-
sure with an Lq density; see [20, Theorem 4.4] for the proof.
Theorem 4.8. Let ν, ρ ∈ P be such thatDν(q) = 1 for some q > 1 and ρ satisfies the Fourier
decay estimate
|ρ̂(ξ)| ≤ C|ξ|−δ
for some C, δ > 0. Then the convolution ν ∗ ρ is absolutely continuous and its Radon-
Nikodym density is in Lq.
The proof of this theorem shows that, additionally, ν ∗ ρ has fractional derivatives
in Lq.
Proof of Theorem 4.7. Fix a weight (p1, . . . , pℓ) for some ℓ ≥ 2. For u ∈ J , let µu be the
self-similar measure associated with the WIFS (λ(u)x+ ti(u), pi)
ℓ
i=1. We also denote
∆(u) =
ℓ∑
i=1
pi δti(u).
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Fix k ∈ N. Using the convolution structure of µu, we decompose
(4.1) µu =
(
∗k∤jSλ(u)j∆(u)
)
∗
(
∗k|jSλ(u)j∆(u)
)
=: ν(k)u ∗ ρ
(k)
u .
We can think of ρ
(k)
u and ν
(k)
u as the measures obtained from the construction of µu by
“keeping only every k-th digit” and “skipping every k-th digit” respectively. Both
ρ
(k)
u and ν
(k)
u are, again, self-similar measures arising from homogeneous IFS’s. In-
deed, ρ
(k)
u is the invariant measure for the IFS (λ(u)kx + ti(u), pi)
ℓ
i=1. The WIFS gen-
erating ν(k) is more cumbersome to write down: it consists of ℓk−1 maps, indexed by
sequences i ∈ {1, . . . , ℓ}k−1. The maps and weights are given by
gu,i(x) = λ(u)
k(x) +
k−2∑
j=0
tij+1λ(u)
j,
pi = pi1 · · · pik−1 .
A short calculation shows that, for any q > 1,
(4.2) dimS(ν
(k)
u , q) = (1− 1/k) dimS(µu, q).
On the other hand, it is easy to check that (for each k) the family of IFS’s generating
ν
(k)
u also satisfies the assumptions of Lemma 4.6. Hence there are sets E ′k of zero
Hausdorff dimension such that the WIFS generating ν
(k)
u has exponential separation
for all u ∈ J \ E ′k. Letting E
′ = ∪kE
′
k and apply Theorem 3.1, we deduce that E
′ has
zero Hausdorff dimension, and if u ∈ J \ E then
D(ν(k)u , q) = min((1− 1/k) dimS(µu), q) for all k ∈ N.
Turning to the measures ρ
(k)
u , we claim hat there are exceptional sets E ′′k of zero
Hausdorff dimension such that if u ∈ J \E ′′k , then ρ
(k)
u has power Fourier decay, that
is, there are C(u, k), δ(u, k) > 0 such that
|ρ̂
(k)
u (ξ)| ≤ C(u, k)|ξ|
−δ(u,k).
This follows by variants of an argument that goes back to Erdo˝s [9]. If the function
λ(u) is nonconstant then, by splitting J into finitelymany intervals and reparametriz-
ing, we may assume that λ(u) = u. This case is closer to Erdo˝s original argument;
see e.g. [18, Proposition 2.3] for a detailed exposition. Suppose now that λ(u) ≡ λ. In
this case we must have ℓ ≥ 3. Indeed, suppose ℓ = 2. Replacing t1(u) by 0 and t2(u)
by 1 has the effect of rescaling and translating the measures µu, which does not affect
the claim. If |λ| < 1/2, then dimS(µ, q) < 1 for any q and there is nothing to do, while
if |λ| ≥ 1/2, there are two sequences i, j ∈ {0, 1}N such that
∑∞
k=0(ik − jk)λ
k = 0, and
this implies that the non-degeneracy assumption fails. Hence we assume that ℓ ≥ 3
from now on. In this case, the function
h(u) =
t3(u)− t1(u)
t2(u)− t1(u)
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is non-constant and real-analytic outside of a finite set of u ∈ J (where the denom-
inator vanishes). Otherwise, if either the denominator or h(u) itself were constant,
the non-degeneracy condition would fail. As before, this shows that we may assume
h(u) = u. The claim now follows from [20, Proposition 3.1]. Let E ′′ = ∪kE
′′
k .
Set E = E ′ ∪ E ′′ and fix u ∈ J \ E. If dimS(µ, q) > 1, then (4.2) ensures that
D(ν
(k)
u , q) = 1 provided k is taken large enough. Since also ρ
(k)
u has power Fourier
decay by the definition of E ′′ ⊂ E, the decomposition (4.1) together with Theorem
4.8 show that µu is absolutely continuous with an L
q density, finishing the proof. 
4.4. Bernoulli convolutions. Given λ ∈ (0, 1), we define µλ as the distribution of the
random sum
∑∞
n=0Xnλ
n, where the Xn are IID and take values 0 and 1 with equal
probability 1/2. In other words, µλ is the self-similar measure associated to the WIFS
(λx, 1/2), (λx + 1, 1/2). The measures µλ are known as Bernoulli convolutions.
When λ ∈ (0, 1/2), the topological support of µλ is a self-similar Cantor set of
dimension log 2/ log(1/λ) < 1; in particular, µλ is purely singular (and D(µλ, q) =
log 2/ log(1/λ) for all q). For λ = 1/2, the Bernoulli convolution µλ is a multiple
of Lebesgue measure on the interval [0, 1/(1 − λ)]. Understanding the smoothness
properties of µλ for λ ∈ (1/2, 1) has been a major open problem since the 1930s.
Although the problem is still very much open, dramatic progress has been achieved
in the last few years. In this section we briefly state the consequences of the results of
the previous sections for Bernoulli convolutions, and discuss their connections with
other old and new results about them.
In two foundational papers, Erdo˝s [8, 9] showed that µλ is singular if 1/λ is a Pisot
number (an algebraic integer > 1 all of whose algebraic conjugates are < 1 in modu-
lus), and that µλ has a density in C
k for almost all λ sufficiently close to 1 (depend-
ing on k). In the 1960s, Garsia [11] exhibited an explicit infinite family of algebraic
numbers λ for which νλ is absolutely continuous. These remained the only explicit
known parameters of absolute continuity until very recently when Varju [23], intro-
ducing several new techniques, exhibited a new large family of algebraic numbers
very close to 1 for which µλ is absolutely continuous, with a density in L logL.
In a celebrated paper, Solomyak [21] proved that µλ is absolutely continuous with
an L2 density for almost all λ ∈ (1/2, 1). Much more recently, in another landmark
paper [12] that we have already encountered several times, Hochman proved that
dimH(µλ) = 1 for all λ outside of a set of λ of zero Hausdorff (and even packing)
dimension. Building on that, the author [18] proved that µλ is absolutely continu-
ous for all λ outside of a set of λ of zero Hausdorff dimension. As an immediate
application of Theorem 4.7, we have:
Corollary 4.9. There exists a set E ⊂ (1/2, 1) of zero Hausdorff dimension such that νλ is
absolutely continuous and its density is in Lq for all q ∈ (1,∞), for all λ ∈ (1/2, 1) \ E.
We underline that the information that the density is in Lq for q > 2 is new even
for a.e. parameter. Note that Corollary 4.2 shows that µλ has Frostman exponent
1− ε for every ε > 0 for every λ for which there is exponential separation. Although
L
q DIMENSIONS OF SELF-SIMILAR MEASURES 29
this is weaker than Lq density for all q > 1, exponential separation can be checked
for some explicit parameters; in particular it holds for all rationals in (1/2, 1).
An active area of research concerns investigating the properties of µλ for algebraic
values of λ. We only summarize some of the recent results in this area. The entropy
of a purely atomic measure ν is defined as H(ν) =
∑
x ν(x) log(1/ν(x)). The Garsia
entropy associated to µλ is defined as
hλ = lim
n→∞
1
n
H(µλ,n),
where µλ,n is the n-th step discrete approximation to µλ, that is, the distribution of
the finite random sum
∑n−1
j=0 Xjλ
j . It is well-known that the limit exists. The number
hλ can also be interpreted as the entropy of the uniform random walk generated by
the similarities λx and λx+ 1.
It follows from Hochman’s work [12] (see [5, §3.4] for a detailed argument) that if
λ is algebraic, then
(4.3) dimH(µλ) = min
(
hλ
log(1/λ)
, 1
)
.
Breuillard and Varju [5, Theorem 5] gave bounds for hλ in terms of the Mahler mea-
sureMλ of λ (see e.g. [5, Eq. (1.1)] for the definition of Mahler measure):
(4.4) cmin(1, logMλ) ≤ hλ ≤ min(1, logMλ),
where c > 0 is a universal constant that they numerically estimate to be at least
0.44. Using this theorem, they uncover a connection between Bernoulli convolutions
and problems related to growth rates in linear groups. Very roughly, the idea is
that the worst possible rate occurs for the group generated by the similarities λx,
λx + 1, which can be easily realized as a linear group. An easy consequence of
(4.3) and (4.4) is that, assuming Lehmer’s conjecture that the Mahler measure Mλ is
either 1 or bounded away from 1, the Hausdorff dimension of µλ is 1 for all algebraic
numbers which are close enough to 1. In [6], further progress was obtained; among
many other results, the authors show that if dimH(µλ) < 1 for some transcendental
number λ, then λ can be approximated by algebraic numbers with the same property.
Hence, conditional on the Lehmer conjecture, dimH(µλ) = 1 for all λ close to 1. Very
recently, combining results from most of the papers mentioned in this section with
a clever new argument, Varju [22] achieved another major breakthrough by proving
that dimH(µλ) = 1 for all transcendental λ ∈ (1/2, 1).
The formula (4.3) makes it important to be able to compute Garsia entropy. An
algorithm for this was developed in [2]. Among other applications, this algorithm
makes it possible to check that dimH(µλ) = 1 for specific (new) algebraic values of λ.
All of these recent advances depend on the formula (4.3), and hence apply only to
Hausdorff dimension and not to Lq dimensions. However, Corollary 4.5 shows that
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the Lq version of (4.3) remains valid: for all algebraic λ ∈ (1/2, 1),
D(µλ, q) = min
(
Tq,λ
(q − 1) log(1/λ)
, 1
)
,
where
Tq,λ = lim
n→∞
−
1
n
log ‖µλ,n‖
q
q
is an Lq analog of Garsia entropy. Hence it would be interesting to know if there are
Lq versions of some of the results described above.
4.5. Intersections of Cantor sets. To finish the paper, we show how Theorem 3.1 can
be used to obtain strong bounds on the dimensions of intersections of certain Cantor
sets. Indeed, a conjecture of Furstenberg about the dimensions of intersections of
×2, ×3-invariant closed subsets of the circle was the main motivation for the results
of [19]. While the resolution of Furstenberg’s intersection conjecture requires a more
general version of Theorem 3.1 and is therefore beyond the scope of this survey, we
will still be able to derive other intersection bounds.
In the following simple lemma we show how Frostman exponents (and therefore,
by Lemma 4.1, also Lq dimensions) of projected measures give information about
the size of fibers. We recall the definition of upper box-counting (or Minkowski)
dimension in a totally bounded metric space (X, d). Given A ⊂ X , let Nε(A) de-
note the maximal cardinality of an ε-separated subset of A. The upper box-counting
dimension of A is then defined as
dimB(A) = lim sup
ε↓0
log(Nε(A))
log(1/ε)
.
Lemma 4.10. Let X be a compact metric space, and suppose π : X → R is a Lipschitz
map. Let µ be a probability measure on X such that µ(B(x, r)) ≥ rs for all x ∈ X and
all sufficiently small r (independent of x). If πµ has Frostman exponent α, then there exists
C > 0 such that for all balls Bε of radius ε in R, any ε-separated subset of π
−1(Bε) has size
at most Cε−(s−α).
In particular, for any y ∈ R,
dimB(π
−1(y)) ≤ s− α
Proof. Let (xj)
M
j=1 be an ε-separated subset of π
−1(Bε) with ε small. Then
µ
(
M⋃
j=1
B(xj , ε/2)
)
≥ M(ε/2)s,
while the set in question projects onto an interval of size at most O(ε). Hence M =
O(εα−s), giving the claim. 
We give one concrete application of Theorem 3.1 in conjunction with this lemma,
and refer to [19, §6.3] for further examples. Let p ≥ 2 be an integer, and let D ⊂
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{0, 1, . . . , p − 1} be a proper subset. Let A = Ap,D be the set of [0, 1] consisting of
all points whose p-ary expansion has only digits from D. This is the self-similar set
associated to the IFS ((x + j)/p : j ∈ D). For example, the middle-thirds Cantor set
is the case p = 3, D = {0, 2}. We call such a set a p-Cantor set.
Corollary 4.11. Let A ⊂ [0, 1) be a p-Cantor set, p ≥ 2. Then for every irrational number
t ∈ R and any u ∈ R,
dimB(A ∩ (tA + u)) ≤ max(2 dimH(A)− 1, 0).
Proof. Let A = Ap,D, and let µ be the uniform self-similar measure on A. Since the
IFS generating A satisfies the open set condition, it is well-known, and not hard to
see, that µ(B(x, r)) = Θ(rs) for all x ∈ A, with the implicit constant depending only
on p,D. Hence the product measure µ× µ satisfies
(4.5) (µ× µ)(B(z, r)) = Θ(r2s)
for all z ∈ A× A = supp(µ× µ).
Let Πt(x, y) = x+ ty. Then Πt(µ×µ) is the uniform self-similar measure generated
by the IFS (
p−1(x+ i+ tj) : i, j ∈ D
)
.
We claim that this IFS has exponential separation for all irrational t. Assuming the
claim, the corollary follows by combining Corollary 4.2 and Lemma 4.10 (keeping
(4.5) in mind) .
The argument to establish exponential separation in this setting is due to B. Solomyak
and the author, and was originally featured in [12, Theorem 1.6]. Fix t ∈ R \Q. The
separation number Γk associated to Πtµ has the form xk + tyk, where xk, yk have the
form
∑k−1
j=0 ajp
−j with aj ∈ D −D. Moreover, xk and yk cannot be simultaneously 0
since this would imply an exact overlap in the IFS generating A. If either xk or yk are
zero for infinitely many k, then Γk ≥ min(1, t)p
−k for infinitely many k and hence we
are done. So assume xkyk 6= 0 for all k ≥ k0, and therefore∣∣∣∣Γkyk − Γk+1yk+1
∣∣∣∣ = ∣∣∣∣xkyk − xk+1yk+1
∣∣∣∣ = ∣∣∣∣ zkykyk+1
∣∣∣∣ ,
where zk = xkyk+1 − xk+1yk. If zk = 0 for all k ≥ k1, then for all k ≥ k1 we have
Γk = |yk(xk1/yk1 + t)| ≥ p
−k−1|xk1/yk1 + t|
so, again using the irrationality of t, there is exponential separation. It remains to
analyze the case zk 6= 0 for infinitely many k. For any such k, the quotient zk/(ykyk+1)
is a non-zero rational number of denominator at most 4p2k+1. Since |yk| ≤ 2 for all
k, we conclude that there are infinitely many k such that either Γk ≥ p
−2k−1/16 or
Γk+1 ≥ p
−2k−1/16. Thus exponential separation also holds in this case, finishing the
proof. 
32 PABLO SHMERKIN
For rational t the behaviour is completely different: it follows from [3, Theoren 1.2]
that if A = Ap,D is any p-Cantor set of dimension > 1/2, and p ∤ |D|
2 (in particular
this holds if p is prime), then for every rational t there are many values of u such that
dimH(A ∩ tA + u) > 2 dimH(A)− 1.
More precisely, for a given t this holds for a typical u chosen according to the natural
self-similar measure on A×A.
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