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Introduccio´n
La Teor´ıa de Codificacio´n de Redes estudia problemas de flujo de in-
formacio´n a trave´s de una red. Suponga por ejemplo, que hay una
red informa´tica donde los nodos fuente tienen archivos de informacio´n
demandados por los nodos receptores de la red. El problema central,
esta´ en encontrar una manera eficiente de enviar la informacio´n y sat-
isfacer la demanda de ciertos archivos requeridos. La solucio´n a este
problema, se basa en hallar una estructura algebraica en donde se cod-
ifica la informacio´n y en la forma de elegir una coleccio´n de funciones
sobre la estructura, que permitan transformar la informacio´n que va a
trave´s de los canales, para que finalmente e´sta sea decodificada en los
nodos receptores de acuerdo a como se requiera. En vista de la com-
plejidad de los problemas de codificacio´n de redes, se vio´ la necesidad
de hallar relaciones entre las Redes y otros objetos matema´ticos como
los I´ndices y las Matroides. Estas relaciones son estudiadas en [4], [5]
y [6].
El objetivo central de este trabajo, es presentar algunas conexiones
que existen entre la Codificacio´n de Redes, la Codificacio´n de I´ndices
y la Teor´ıa de Matroides. Estas conexiones, se plantean a partir de
ciertas construcciones, que permiten establecer relaciones entre los dis-
tintos objetos de estas teor´ıas.
El trabajo esta organizado de la siguiente manera: en los cap´ıtulos
uno y dos, se presentan todos los preliminares sobre Redes e I´ndices,
necesarios para comprender los resultados presentados ma´s adelante.
Se muestra como la codificacio´n lineal es insuficiente para hallar la
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solucio´n de algunas redes.
En el tercer cap´ıtulo, se presenta un algor´ıtmo que asocia a cada red
de informacio´n N , un ı´ndice IN , de tal manera que N es linealmente
soluble sobre el campo finito Fq, si y so´lo si, IN tiene una solucio´n
lineal perfecta sobre el mismo campo. Esta conexio´n, permite mostrar
la existencia de un ı´ndice para el cual no existe una solucio´n lineal
perfecta sobre algu´n campo finito, pero tiene una solucio´n perfecta no
lineal sobre un alfabeto de 4 elementos.
En el u´ltimo cap´ıtulo, se muestra una construccio´n que asocia a cada
matroide M, un ı´ndice IM, que captura las relaciones de dependencia
e independencia presentes en la matroide M. Se establece que M es
n−linealmente representable sobre el campo finito Fq, si y so´lo si, IM
tiene una solucio´n lineal perfecta sobre Fq. Adema´s, se presenta una
construccio´n que relaciona cada ı´ndice IM, dado por la construccio´n
anterior, con una red N (IM), de tal manera que IM tiene una solucio´n
lineal perfecta sobre Fq, si y so´lo si, N (IM) es linealmente soluble Fq.
As´ı, componiendo estas construcciones se obtiene un me´todo para con-
struir redes que provienen de matroides, las cuales refleja´n todas las
relaciones de dependencia e independencia de e´stas. Se establece que
una matroide M es n−linealmente representable sobre Fq, si y so´lo
si, N (IM) es linealmente soluble sobre Fq. En consecuencia, se puede
estudiar la representabilidad n−lineal de una matroideM, estudiando
la solubilidad lineal de su red asociada N (IM).
El aporte de este trabajo esta´ en la presentacio´n detallada de las de-
mostraciones de los resultados presentados en [4], [5] y [6].
Capı´tulo1
Preliminares
En este cap´ıtulo, se exponen las nociones ba´sicas de la Teor´ıa de Codi-
ficacio´n de Redes. La idea principal, consiste en interpretar la informa-
cio´n sobre una estructura algebraica, con el fin de permitir que cada
nodo opere la informacio´n de llegada y produzca cierta informacio´n de
salida. Esta nocio´n, contrasta con las operaciones tradicionales de las
redes de intercambio de paquetes de informacio´n, como la internet, en
la cual cada nodo debe transmitir informacio´n de las aristas de entrada
a las arista de salida, sin operar la informacio´n.
En este trabajo, se consideran so´lo redes de informacio´n cuyo grafo es
ac´ıclico, dirigido y con un conjunto finito de mensajes sobre sus nodos
de entrada, los cuales son requeridos por sus nodos de salida. Formal-
mente una red de informacio´n N , es una cuadrupla, N = (G,X, ζ, δ),
en donde:
1. G = (V,E) es un grafo ac´ıclico dirigido, V es un conjunto finito
de nodos y E ⊆ V × V es el conjunto de aristas. Cada arista
de la red e ∈ E, es una pareja ordenada de nodos e = (u, v).
Estos nodos u y v se denominan cola y cabeza de la arista e,
que denotaremos pi1(e) y pi2(e), respectivamente. Dada una arista
e = (u, v), definimos su grado de entrada Int(e) como el nu´mero
de aristas que llegan al nodo u y su grado de salida Out(e) como
el nu´mero de aristas que salen del nodo v.
Sean S = {e ∈ E|Int(e) = 0} y D = {e ∈ E|Out(e) = 0}. Nos
referiremos a S como el conjunto de aristas de entrada y a D
como el conjunto de aristas de salida.
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2. X = {x1, · · · , xk} es un conjunto finito no vac´ıo de variables con
dominio Σn, siendo Σ un alfabeto1 y n ∈ N = {1, 2, 3, · · · }. Las
variables en X se denominan mensajes de la red. Se considera
que las aristas de la red esta´n indexadas por los enteros de 1 a
m, de tal manera que, S = {e1, · · · , ek} y D = {em−d+1, · · · , em},
donde d = |D|.
3. ζ : S −→ X, tal que ζ(ei) = xi; se denomina funcio´n de
entrada. ζ especifica el mensaje que posee cada arista de entrada
en su nodo cola. Esta funcio´n es biyectiva.
4. δ : D −→ S, se denomina funcio´n de demanda. La funcio´n
δ especifica para cada arista de salida ei, i = m − d + 1, · · · ,m,
un mensaje ζ(δ(ei)), el cual se llamara´ mensaje demandado por
el nodo pi2(ei).
Observaciones:
En este modelo de red de comunicacio´n, cada arista tiene una
capacidad unitaria, es decir, que sobre cada arista fluye un u´nico
mensaje. Adema´s, el nu´mero de mensajes en X, coincide con el
nu´mero de aristas de entrada de la red, es decir, |X| = |S| = k.
Para cada arista e ∈ E, notaremos por P(e) al conjunto de aris-
tas parientes de e, es decir, si e = (u, v) entonces P(e) =
{(w, u)| (w, u) ∈ E}.
Cada mensaje xi ∈ X, i = 1, · · · , k, es una variable en el espacio
producto Σn y por lo tanto, se puede representar como un vector
fila de n componentes, as´ı: xi = (xi1, xi2, · · · , xin). De esta man-
era, se dira´ que cada mensaje esta´ conformado por n paquetes.
En adelante, se representara´ el conjunto de mensajes X = {x1, · · · , xk}
como una variable ξ ∈ (Σn)k tal que ξ = (x1, x2, · · · , xk), la cual se con-
struye, concatenando todos los mensajes en el orden creciente de sus
respectivos ı´ndices.
1En este trabajo, un alfabeto Σ es un conjunto finito con cardinal mayor que 1
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Definicio´n 1 (Co´digo de Red). Un co´digo de red (n, q) para la red
N = (G,X, ζ, δ), que tiene k mensajes sobre Σn, siendo Σ un alfabeto
de q elementos, es una coleccio´n de funciones
CN =
{
fe| e ∈ E, fe : (Σn)k −→ Σn
}
indexada por el conjunto E de aristas de G. Estas funciones se llaman
funciones de decodificacio´n globales y satisfacen, para todo ξ ∈
(Σn)q las siguientes condiciones:
N1: fei(ξ) = xi, para i = 1, · · · , k.
N2: fei(ξ) = ζ(δ(ei)) para i = m− d+ 1, · · · ,m.
N3: Para cada arista e ∈ E \ S con P(e) = {e1, · · · , epe}, existe una
funcio´n φe : Σ
npe −→ Σn, conocida como funcio´n de decodifi-
cacio´n local de e, tal que fe(ξ) = φe(fe1(ξ), · · · , fepe (ξ)), donde
pe es el grado de entrada de e, y P(e) es el conjunto de aristas
parientes de e.
Definicio´n 2. Un co´digo de red (n, q), CN , sobre Σ = Fq es lineal, si
cada funcio´n fe ∈ CN es una aplicacio´n lineal respecto a las variables
xij. Adema´s, si n = 1 entonces se dice que el co´digo es lineal escalar,
de lo contrario, se dice que es lineal vectorial.
En este trabajo, estamos interesados en los co´digos de red lineales donde
el alfabeto Σ es un campo finito Fq de q elementos, y las funciones de
codificacio´n globales y locales son lineales respecto a los paquetes o
variables xij.
Un problema de Codificacio´n de Redes consiste en hallar un co´digo de
red (n, q) para una red dada. Si el co´digo de red existe, se dira´ que la red
es soluble. Un paso fundamental en la Codificacio´n de Redes consiste
en hallar un alfabeto apropiado que permita resolver el problema de
codificacio´n asociado a la red. Usualmente en este trabajo, se elige como
alfabeto Σ un campo finito Fq.
Ejemplo 1. (La red mariposa, tomada de [1]). Sea N = (G,X, ζ, δ)
donde:
G es el grafo que se muestra en la figura 1.
X = {x1, x2}
1. Preliminares 4
ζ : S = {e1, e2} −→ X, tal que, ζ(e1) = x1 y ζ(e2) = x2
δ : D = {e10, e11, e12, e13} −→ S, tal que, δ(e10) = e1, δ(e11) = e2,
δ(e12) = e1 y δ(e13) = e2.
Si el conjunto de mensajes se nota por ξ = (x1, x2) ∈ (F2)2, entonces
una solucio´n lineal escalar para N esta´ dada por las siguientes fun-
ciones de codificacio´n globales:
fe1(ξ) = x1 y fe2(ξ) = x2
fe10(ξ) = ζ(δ(e10)) = ζ(e1) = x1 y fe11(ξ) = ζ(δ(e11)) = ζ(e2) = x2
fe12(ξ) = ζ(δ(e12)) = ζ(e1) = x1 y fe13(ξ) = ζ(δ(e13)) = ζ(e2) = x2
Las correspondientes funciones de codificacio´n locales son:
fe3(ξ) = φe3(fe1(ξ)) = φe3(x1) = x1
fe4(ξ) = φe4(fe1(ξ)) = φe4(x1) = x1
fe5(ξ) = φe5(fe2(ξ)) = φe5(x2) = x2
fe6(ξ) = φe6(fe2(ξ)) = φe6(x2) = x2
fe7(ξ) = φe7(fe4(ξ), fe5(ξ)) = φe7(x1, x2) = x1 + x2
fe8(ξ) = φe8(fe7(ξ)) = φe8(x1 + x2) = x1 + x2
fe9(ξ) = φe9(fe7(ξ)) = φe9(x1 + x2) = x1 + x2
fe10(ξ) = φe10(fe3(ξ), fe8(ξ)) = φe10(x1, x1 + x2) = x1
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Figura 1.1: La red Mariposa
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fe11(ξ) = φe11(fe3(ξ), fe8(ξ)) = φe11(x1, x1 + x2) = x1 + (x1 + x2) = x2
fe12(ξ) = φe12(fe6(ξ), fe9(ξ)) = φe12(x2, x1 + x2) = x2 + (x1 + x2) = x1
fe13(ξ) = φe13(fe6(ξ), fe9(ξ)) = φe13(x2, x1 + x2) = x2
1.1. Insolubilidad de los co´digos de red lineales
En los inicios de la teor´ıa de Codificacio´n de Redes, se conjeturaba que
los co´digos de red lineales (escalares y vectoriales) eran suficientes para
resolver redes solubles sobre digrafos ac´ıclicos. En apoyo de esta idea,
en [7], Li, Yeung, y Cai probaron que todas las redes multidifusio´n
solubles son solubles lineal-escalarmente sobre algu´n campo finito. En
contraste, R. Koetter presento una red soluble linealmente pero no
lineal-escalarmente sobre cualquier campo finito, llamada la M−red
(vease la figura 1.2). Finalmente, Dougherty, Freiling y Zeger [2] pro-
pusieron una red no linealmente soluble sobre cualquier campo finito,
ni sobre mo´dulos.
A continuacio´n se establece la existencia de una red soluble que no tiene
solucio´n lineal sobre cualquier campo finito y cualquier dimensio´n vec-
torial. Adema´s, se presentan algunos ejemplos de redes solubles lineal-
mente so´lo sobre campos de caracter´ıstica par o de caracter´ıstica impar.
Notacio´n: Se denotara´ por N1 la red que se muestra en la figura 1.3.
Lema 1. La red N1 tiene una solucio´n lineal escalar sobre cualquier
campo de caracter´ıstica dos, pero no tiene solucio´n lineal sobre un cam-
po finito de caracter´ıstica impar.
Demostracio´n. Una solucio´n lineal escalar para la redN1 sobre cualquier
campo de caracter´ıstica dos esta dada por las siguientes funciones de
decodificacio´n donde ξ = (x1, x2, x3):
fe10(ξ) = φe10(fe5(ξ), fe6(ξ)) = φe10(x1, x2) = x1 + x2
fe11(ξ) = φe11(fe7(ξ), fe8(ξ)) = φe11(x2, x3) = x2 + x3
1. Preliminares 7
Figura 1.2: La M red es soluble vectorial-lineal ma´s no escalar-lineal sobre
algu´n campo
fe16(ξ) = φe16(fe12(ξ), fe14(ξ)) = φe16(x1 + x2, x2 + x3) = (x1 + x2) −
(x2 + x3) = x1 − x3
fe17(ξ) = φe17(fe13(ξ), fe9(ξ)) = φe17(x1 + x2, x3) = (x1 + x2)− x3
fe22(ξ) = φe22(fe4(ξ), fe18(ξ)) = φe22(x1, x1 − x3) = x1 − (x1 − x3) = x3
fe23(ξ) = φe23(fe20(ξ), fe19(ξ)) = φe23(x1+x2−x3, x1−x3) = (x1+x2−
x3)− (x1 − x3) = x2
fe24(ξ) = φe24(fe21(ξ), fe15(ξ)) = φe24(x1+x2−x3, x2+x3) = (x1+x2−
x3) + (x2 + x3) = x1 + 2x2 = x1
(Las funciones que no aparecen definidas explicitamente, corresponden
a la transformacio´n ide´ntica). Note que la hipo´tesis de que el alfabeto
es un campo de caracter´ıstica dos, se usa solamente en la decodificacio´n
del mensaje x1 en la arista e24 donde 2x2 = 0.
Ahora, se supone que la red tiene un co´digo de red (n, q) lineal sobre
el campo finito Fq. Entonces, existen matrices n×n, M1,M2, · · · ,M14,
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Figura 1.3: La red N1
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con entradas en Fq (como se ilustra en 1.3), tal que
fe10(ξ) = x1M1 + x2M2 (1.1)
fe11(ξ) = x2M3 + x3M4 (1.2)
fe16(ξ) = fe10(ξ)M5 + fe11(ξ)M6 (1.3)
fe17(ξ) = fe10(ξ)M7 + x3M8 (1.4)
fe22(ξ) = x1M9 + fe16(ξ)M10 = x3 (1.5)
fe23(ξ) = fe16(ξ)M11 + fe17(ξ)M12 = x2 (1.6)
fe24(ξ) = fe17(ξ)M13 + fe11M14 (1.7)
Igualando los coeficientes de x1, x2 y x3 en 1.5, 1.6 y 1.7 se obtiene:
M9 +M1M5M10 = 0 (1.8)
(M2M5 +M3M6)M10 = 0 (1.9)
M4M6M10 = In (1.10)
M1M5M11 +M1M7M12 = 0 (1.11)
M2M5M11 +M3M6M11 +M2M7M12 = In (1.12)
M4M6M11 +M8M12 = 0 (1.13)
M1M7M13 = In (1.14)
M2M7M13 +M3M14 = 0 (1.15)
M8M13 +M4M14 = 0 (1.16)
Por 1.10 y 1.14, las matrices M1,M4,M6,M7,M10,M13 son invertibles.
Por lo tanto, M2M5 +M3M6 = 0 por 1.9, y luego,
M2M7M12 = In (1.17)
por 1.12. Esto implica que las matrices M2 y M12 son invertibles. Se
tiene que M5M11 = −M7M12 por 1.11, luego las matrices M5 y M11
son invertibles. Como M3M14 = −M2M7M13 por 1.15, las matrices M3
y M14 son invertibles. Como M9 = −M1M5M10 por 1.8, la matriz M9
es invertible. As´ı, como M8 = −M4M14M−113 por 1.16, la matriz M8 es
invertible. As´ı, Mi es invertible para i = 1, · · · , 14.
Ahora, se tiene que
0 =M5M11 +M7M12 (De 1.11)
=M5M11 +M
−1
2 (M2M7M12)
=M5M11 +M
−1
2 (De 1.17)
−In =M2M5M11 (1.18)
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y
0 =M4M6M11 +M8M12 (De 1.13)
=M4M
−1
3 (M3M6)M11 −M4M14M−113 M12 (De 1.16)
= −M4M−13 (M2M5)M11 +M4M−13 (M2M7M12) (De 1.9, 1.15)
=M4M
−1
3 (−M2M5M11 + In) (De 1.17)
In =M2M5M11 (1.19)
Pero 1.18 y 1.19 implica que In = −In lo cual es imposible en un campo
con caracter´ıstica impar.
Se denotara por N2 la red mostrada en la figura 1.4.
Lema 2. La red N2 tiene una solucio´n lineal escalar sobre cualquier
anillo donde 2 es una unidad, pero no tiene solucio´n lineal para cualquier
campo finito de caracter´ıstica dos.
Demostracio´n. Una solucio´n lineal escalar paraN2 sobre cualquier anil-
lo donde 2 es una unidad, esta dada por las siguientes funciones de
decodificacio´n, donde ξ = (x1, x2, x3, x4, x5):
fe26(ξ) = φe26(fe10(ξ), fe12(ξ), fe14(ξ)) = φe26(x1, x2, x3) = x1 + x2 + x3
fe34(ξ) = φe34(fe8(ξ), fe11(ξ)) = φe34(x1, x2) = x1 + x2
fe35(ξ) = φe35(fe9(ξ), fe15(ξ)) = φe35(x1, x3) = x1 + x3
fe36(ξ) = φe36(fe13(ξ), fe16(ξ)) = φe36(x2, x3) = x2 + x3
fe27(ξ) = φe27(fe19(ξ), fe21(ξ), fe23(ξ)) = φe27(x3, x4, x5) = x3 + x4 + x5
fe37(ξ) = φe37(fe17(ξ), fe20(ξ)) = φe37(x3, x4) = x3 + x4
fe38(ξ) = φe38(fe18(ξ), fe24(ξ)) = φe38(x3, x5) = x3 + x5
fe39(ξ) = φe39(fe22(ξ), fe25(ξ)) = φe39(x4, x5) = x4 + x5
fe52(ξ) = φe52(fe40(ξ), fe28(ξ)) = φe52(x1+x2, x1+x2+x3) = (x1+x2+
x3)− (x1 + x2) = x3
fe53(ξ) = φe53(fe29(ξ), fe42(ξ)) = φe53(x1+x2+x3, x1+x3) = (x1+x2+
x3)− (x1 + x3) = x2
fe54(ξ) = φe54(fe30(ξ), fe44(ξ)) = φe54(x1+x2+x3, x2+x3) = (x1+x2+
x3)− (x2 + x3) = x1
fe55(ξ) = φe55(fe41(ξ), fe43(ξ), fe45(ξ), fe46(ξ), fe48(ξ), fe50(ξ)) = φe55(x1+
x2, x1 + x3, x2 + x3, x3 + x4, x3 + x5, x4 + x5) = 2
−1((x1 + x3) + (x2 +
x3)− (x1 + x2)) = x3
fe56(ξ) = φe56(fe31(ξ), fe47(ξ)) = φe56(x3+x4+x5, x3+x4) = (x3+x4+
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Figura 1.4: La red N2
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x5)− (x3 + x4) = x5
fe57(ξ) = φe57(fe32(ξ), fe49(ξ)) = φe57(x3+x4+x5, x3+x5) = (x3+x4+
x5)− (x3 + x5) = x4
fe58(ξ) = φe58(fe33(ξ), fe51(ξ)) = φe58(x3+x4+x5, x4+x5) = (x3+x4+
x5)− (x4 + x5) = x3
Ahora, supongase que la red N2 tiene un co´digo de red (n, q) sobre
el campo finito Fq de caracter´ıstica dos. En lo sucesivo, + denotara´ la
adicio´n en Fq. Se puede escribir
fe34(ξ) = x1M1 + x2M2
fe35(ξ) = x1M3 + x3M4 (1.20)
fe36(ξ) = x2M5 + x3M6 (1.21)
fe26(ξ) = x1M7 + x2M8 + x3M9
fe52(ξ) = x3 = (x1M1 + x2M2)M10 + (x1M7 + x2M8 + x3M9)M11
(1.22)
fe53(ξ) = x2 = (x1M3 + x3M4)M12 + (x1M7 + x2M8 + x3M9)M13
(1.23)
fe54(ξ) = x1 = (x2M5 + x3M6)M14 + (x1M7 + x2M8 + x3M9)M15
(1.24)
donde cada Mi es una matriz n×n con entradas en Fq, y los mensajes
x1, x2, x3, x4, x5 ∈ Fnq . Igualando los coeficientes de x1, x2, x3 en 1.22 -
1.24 se obtiene
In =M9M11 =M8M13 =M7M15 (1.25)
M1M10 =M7M11 (1.26)
M2M10 =M8M11 (1.27)
M3M12 =M7M13 (1.28)
M4M12 =M9M13 (1.29)
M5M14 =M8M15 (1.30)
M6M14 =M9M15 (1.31)
donde los signos menos han sido omitidos ya que se esta´ trabajando
sobre un campo finito de caracter´ıstica dos. La ecuacio´n 1.25, implica
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que
M7,M8,M9,M11,M13,M15
son invertibles. Como las matrices en los lados derecho de 1.26 a 1.31
son invertibles, las matrices de los lados izquierdo
M1,M2,M3,M4,M5,M6,M10,M12,M14
tambie´n son invertibles. As´ıMi es invertible para i = 1, · · · , 15. Luego,
M2 =M8M
−1
7 M1 (De 1.26 y 1.27)
M4 =M9M
−1
7 M3 (De 1.28 y 1.29)
M6 =M9M
−1
8 M5 (De 1.30 y 1.31)
y por lo tanto,
x1M1 + x2M2 = (x1 + x2M8M
−1
7 )M1
x1M3 + x3M4 = (x1 + x3M9M
−1
7 )M3
x2M5 + x3M6 = (x2 + x3M9M
−1
8 )M5
Finalmente
fe34(ξ)M
−1
1 +fe35(ξ)M
−1
3 +fe36(ξ)M
−1
5 M2M
−1
1 = (x1M1+x2M2)M
−1
1
+ (x1M3 + x3M4)M
−1
3 + (x2M5 + x3M6)M
−1
5 M2M
−1
1
= (x1+x2M8M
−1
7 )+(x1+x3M9M
−1
7 )+(x2+x3M9M
−1
8 )(M8M
−1
7 M1)M
−1
1
= 0
As´ı,
fe34(ξ) = fe35(ξ)M
−1
3 M1 + fe36(ξ)M
−1
5 M2 (1.32)
Luego, para cualquier x3, si se elige x1 = x3M4M
−1
3 y x2 = x3M6M
−1
5 ,
entonces fe35(ξ) = fe36(ξ) = 0, por 1.20 y 1.21, y por lo tanto, fe34(ξ) =
0 por 1.32. Un argumento similar muestra que, para cualquier men-
saje x3, existen elecciones para los mensajes x4 y x5 tal que fe37(ξ) =
fe38(ξ) = fe39(ξ) = 0.
Luego, para todo mensaje x3, existen elecciones para x1, x2, x4, x5 tal
que fe55(ξ) = 0, lo cual es una contradiccio´n.
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Figura 1.5: La red N3
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+ (0, 0) (0, 1) (1, 0) (1, 1)
(0, 0) (0, 0) (0, 1) (1, 0) (1, 1)
(0, 1) (0, 1) (1, 0) (1, 1) (0, 0)
(1, 0) (1, 0) (1, 1) (0, 0) (0, 1)
(1, 1) (1, 1) (0, 0) (0, 1) (1, 0)
⊕ (0, 0) (0, 1) (1, 0) (1, 1)
(0, 0) (0, 0) (0, 1) (1, 0) (1, 1)
(0, 1) (0, 1) (0, 0) (1, 1) (1, 0)
(1, 0) (1, 0) (1, 1) (0, 0) (0, 1)
(1, 1) (1, 1) (1, 0) (0, 1) (0, 0)
Cuadro 1.1: Adicio´n sobre Z4 y GF(4), respectivamente.
Se denotara por N3 la red mostrada en la figura 1.5, esta red se con-
struye pegando redes de tipo N1 y N2. El pro´ximo teorema muestra
que los co´digos de red lineales son insuficientes tomando como alfabetos
campos finitos.
Teorema 1. Existe una red soluble que no tiene solucio´n lineal sobre
cualquier campo finito.
Demostracio´n. Como N3 se obtiene pegando redes de tipo N1 y N2,
entonces por los lemas 1 y 2 se tiene que la red N3 no tiene solucio´n
sobre cualquier campo finito dado como alfabeto.
En esta red, los mensajes X = {x1, x2, x3, x4, x5} son variables con do-
minio en el conjunto Z2 × Z2, visto algebraicamente como el anillo Z4
de enteros mo´dulo 4 o como el campo finito GF(4), segu´n el contexto
operacional. Los s´ımbolos + y − indican adicio´n y sustraccio´n en el
anillo Z4, el s´ımbolo ⊕ indica adicio´n en el campo finito GF(4) (vease
el cuadro 1.1), y la funcio´n t : Z2 × Z2 → Z2 × Z2 tal que, para todo
(x, y) ∈ Z2 × Z2, t(x, y) := (y, x).
Notese que las funciones + y − son lineales sobre Z4 pero no sobre
GF(4), la funcio´n ⊕ es lineal sobre GF(4) pero no sobre Z4, y la fun-
cio´n t(·) no es lineal sobre cualquiera de ellos. Un co´digo de red (1, 4) no
lineal para N3, sobre el alfabeto Z2 × Z2 y los mensajes representados
por ξ = (x1, x2, x3, x4, x5), es:
fe75(ξ) = fe13(ξ)⊕ fe59(ξ) = x1 ⊕ (x1 ⊕ x3) = x3
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fe76(ξ) = fe60(ξ)⊕ fe61(ξ) = (x1 ⊕ x3)⊕ (x1 ⊕ x2 ⊕ x3) = x2
fe77(ξ) = fe62(ξ)⊕ fe44(ξ) = (x1 ⊕ x2 ⊕ x3)⊕ (x2 ⊕ x3) = x1
fe78(ξ) = fe45(ξ)− fe63(ξ) = (x1 + x2 + x3)− (x1 + x2) = x3
fe79(ξ) = fe46(ξ)− fe65(ξ) = (x1 + x2 + x3)− (x1 + x3) = x2
fe80(ξ) = fe47(ξ)− fe67(ξ) = (x1 + x2 + x3)− (x2 + x3) = x1
fe81(ξ) = t(fe66(ξ) + fe68(ξ)− fe64(ξ)) + (fe69(ξ) + fe71(ξ)− fe73(ξ))
= t((x1+x3)+(x2+x3)−(x1+x2))+((t(x3)+x4)+(t(x3)+x5)−(x4+x5))
= t(2x3) + 2t(x3) = x3
fe82(ξ) = fe48(ξ)− fe70(ξ) = (t(x3) + x4 + x5)− (t(x3) + x4) = x5
fe83(ξ) = fe49(ξ)− fe72(ξ) = (t(x3) + x4 + x5)− (t(x3) + x5) = x4
fe84(ξ) = t(fe50(ξ)−fe74(ξ)) = t((t(x3)+x4+x5)−(x4+x5)) = t(t(x3)) =
x3
Capı´tulo2
Conexio´n entre Codificacio´n
de Redes y Codificacio´n de
I´ndices
En este cap´ıtulo, se presentan los preliminares sobre la Codificacio´n
de I´ndices necesarios para desarrollar los resultados de los cap´ıtulos
presedentes. Se presenta la nocio´n de Co´digo de I´ndice perfecto, la
cual sera´ fundamental para hallar la conexio´n entre la Codificacio´n de
I´ndices y la Codificacio´n de Redes y mostrar que la propiedad de in-
solubilidad lineal para redes se refleja en la insuficiencia de los co´digos
de ı´ndices lineales (escalares y vectoriales) para alcanzar el mı´nimo
nu´mero de transmisiones.
2.1. Codificacio´n de I´ndices
Las ideas desarrolladas en esta seccio´n, provienen de la formalizacio´n
de la nocio´n de servidor e informacio´n distribuida a una coleccio´n de
receptores de manera o´ptima. Se trata de estudiar el siguiente problema
de manera formal: Un servidor posee cierto conjunto finito no vac´ıo de
mensajes y su tarea es satisfacer los requerimientos de un conjunto
de receptores cada uno de los cuales demanda un mensaje y posee un
subconjunto de mensajes propio. El problema consiste en codificar y
operar la informacio´n de tal manera que el servidor env´ıe el menor
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nu´mero de mensajes y se satisfaga la demanda de cada receptor. Este
problema se conoce como problema de codificacio´n de ı´ndices.
Definicio´n 3 (´Indice). Un ı´ndice, I es un par ordenado (X,R),
donde:
1. X = {x1, · · · , xk} es un conjunto finito no vac´ıo de variables con
dominio Σn, siendo Σ un alfabeto de q elementos y n un entero
positivo, y
2. R ⊆ {(x,H)|x ∈ X,H ⊆ X − {x}}.
Observaciones:
X se conoce como conjunto de mensajes del ı´ndice y R su re-
spectivo conjunto de receptores. Se denotara´ el mensaje xi ∈ Σn,
como xi = (xi1, · · · , xin), para i = 1, · · · , k.
X se puede representar como una variable ξ con dominio en (Σn)k,
haciendo ξ = (x1, x2, · · · , xk) = (x11, · · · , x1n, x21, · · · , xk1, · · · , xkn).
Definicio´n 4 (Co´digo de ı´ndice). Sea I = (X,R) un ı´ndice, sobre un
alfabero Σ de q elementos, donde X = {x1, x2, · · · , xk} y xi ∈ Σn para
i = 1, · · · , k. Un co´digo de ı´ndice (n, q) para el ı´ndice I = (X,R)
sobre Σ, es una funcio´n f : (Σn)k → Σc, con c ∈ Z+, tal que para cada
receptor ρ = (x,H) ∈ R, existe una funcio´n ψρ : Σc+n|H| → Σn que
satisface la igualdad:
ψρ (f(ξ), γH) = x, para todo ξ ∈ (Σn)k,
donde ξ = (x1, · · · , xk) y γH = (xi1 , · · · , xi|H|). Aqu´ı, γH es una repre-
sentacio´n de H que se obtiene considerando que H =
{
xi1 , · · · , xi|H|
}
⊆
X y i1 < · · · < i|H|.
Observaciones:
1. El entero positivo c, se denomina la longitud del co´digo de
ı´ndice (n, q) para I = (X,R) sobre Σ.
2. La funcio´n ψρ, es la funcio´n de decodificacio´n para el recep-
tor ρ, ya que nos permite obtener el mensaje demandado por el
receptor ρ.
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3. X esta indexado por los enteros de 1 a k, esto significa que existe
una funcio´n biyectiva ι : {1, · · · , k} → X que ordena los elemen-
tos de X. As´ı, las variables ξ y γH , para todo H ⊆ X, esta´n bien
definidas bajo la biyeccio´n ι.
4. Dado un par de enteros positivos (n, q) y un ı´ndice I = (X,R)
sobre el alfabeto Σ que tiene q elementos, siempre existe un co´digo
de ı´ndice (n, q) para I sobre Σ.
5. Un co´digo de ı´ndice (n, q) para I = (X,R) sobre el alfabeto Σ es
lineal, si Σ es un campo, y f junto con las funciones de decodifi-
cacio´n ψρ, ρ ∈ R, son lineales respecto a las operaciones sobre el
campo. Adema´s, si n = 1 el co´digo se llamara´ lineal escalar, en
otro caso, se dira´ que es lineal vectorial.
Ejemplo 2. Considerese el ı´ndice I = (X,R), con conjunto de vari-
ables X = {x1, x2, x3, x4} y conjunto de receptores R conformado por:
ρ1 = (x1, H1 = {x2, x3})
ρ2 = (x2, H2 = {x1, x3})
ρ3 = (x3, H3 = {x2, x4})
ρ4 = (x4, H4 = {x1}).
Asumamos que cada mensaje en X es una variable con dominio en
Z2 y sea f : Z24 −→ Z22 tal que f(ξ) = (x1 + x2 + x3, x1 + x4) y
ξ = (x1, x2, x3, x4). Se tienen las siguientes funciones de decodificacio´n
para cada uno de los receptores dados:
ψρ1(f(ξ), γH1) = ψρ1((x1 + x2 + x3, x1 + x4), (x2, x3))
= (x1 + x2 + x3) + x2 + x3 = x1
ψρ2(f(ξ), γH2) = ψρ2((x1 + x2 + x3, x1 + x4), (x1, x3))
= (x1 + x2 + x3) + x1 + x3 = x2
ψρ3(f(ξ), γH3) = ψρ3((x1 + x2 + x3, x1 + x4), (x2, x4))
= (x1 + x2 + x3) + (x1 + x4) + x2 + x4 = x3
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ψρ4(f(ξ), γH4) = ψρ4((x1 + x2 + x3, x1 + x4), (x1))
= (x1 + x4) + x1 = x4
As´ı, los mensaje solicitados por los receptores son decodificados. Luego,
tenemos que f es un co´digo de ı´ndice (1, 2) lineal escalar sobre el alfa-
beto Z2 de longitud 2.
Nos interesa hallar co´digos de ı´ndice de longitud mı´nima. A esta clase
de co´digos los llamaremos o´ptimos. Precisando:
Definicio´n 5 (Co´digo de ı´ndice o´ptimo). Se dice que un co´digo de
ı´ndice (n, q) para I = (X,R) sobre Σ es o´ptimo, si su longitud es
mı´nima.
Observaciones:
1. Por el principio del buen orden, dado un par de enteros positivos
(n, q) y un ı´ndice I = (X,R) sobre el alfabeto Σ de q elementos,
existe un co´digo de ı´ndice o´ptimo (n, q) para I sobre Σ.
2. La longitud de un co´digo de ı´ndice o´ptimo (n, q) para I sobre Σ
se notara´ como l(n, q).
3. El punto central de la codificacio´n de ı´ndices, es hallar un alfabeto
Σ de q elementos y un co´digo de ı´ndice o´ptimo (n, q) sobre Σ, para
un ı´ndice I = (X,R) dado.
Definicio´n 6. La tasa de transmisio´n de un co´digo de ı´ndice o´pti-
mo (n, q) para I = (X,R) sobre Σ, denotada λ(n, q), se define como:
λ(n, q) := l(n,q)
n
.
Definicio´n 7. Dado un ı´ndice I = (X,R). Sea µ(I) el ma´ximo nu´mero
total de mensajes en los receptores que tienen el mismo conjunto de
mensajes propios, es decir:
µ(I) = maxY⊆X |{xi : (xi, Y ) ∈ R}| .
El siguiente resultado muestra que la tasa de transmisio´n, λ(n, q), del
co´digo de ı´ndice o´ptimo (n, q) para I = (X,R) sobre Σ esta´ acotada
inferiormente por µ(I).
Proposicio´n 1. Dado un ı´ndice I = (X,R) sobre Σ, se tiene que:
λ (n, q) ≥ µ (I)
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Demostracio´n. Sean Y ∗ ∈ arg maxY⊆X |{xi| (xi, Y ) ∈ R}| y
W = {xi| (xi, Y ∗) ∈ R}. Considere el subconjunto de receptores
R∗ = {(xi, Y ∗)| (xi, Y ∗) ∈ R}, como Y ∗ ∩ W = ∅ entonces la tasa
de transmisio´n de cualquier co´digo de ı´ndice o´ptimo (n, q) para I∗ =
(W,R∗) es igual a |W | = µ(I). No´tese que la tasa de transmisio´n de I∗
es menor o igual a la de I, y por lo tanto, λ(n, q) ≥ µ(I).
Definicio´n 8. Un co´digo de ı´ndice o´ptimo (n, q) para I sobre el alfabeto
Σ de q elementos que satisface λ(n, q) = µ(I) se denomina un co´digo
de ı´ndice perfecto.
Ejemplo 3. El co´digo de ı´ndice lineal (1, 2) sobre Z2 para el ı´ndice I
del ejemplo 2 es o´ptimo, pero no es perfecto ya que λ(1, 2) = 2/1 = 2
y µ(I) = 1 son diferentes.
Capı´tulo3
Conexio´n entre Codificacio´n
de Redes y Codificacio´n de
I´ndices
En este cap´ıtulo, se presenta una relacio´n entre la Codificacio´n de Re-
des y la Codificacio´n de I´ndices, mediante una construccio´n que asocia
a cada red N un ı´ndice IN , de tal manera que si existe un co´digo de
red lineal (n, q) sobre Fq para N , entonces existe un co´digo de ı´ndice
perfecto (n, q) para el ı´ndice asociado IN sobre el mismo campo finito
Fq. Para transformar una red N = (G,X, ζ, δ) a un ı´ndice relacionado
IN = (Y,R), se utiliza la siguiente construccio´n1:
Construccio´n 1. Sea N = (G,X, ζ, δ) una red. Se construye el ı´ndice
correspondiente IN = (Y,R), de la siguiente manera:
1. El conjunto de mensajes Y incluye un mensaje yi para cada arista
ei ∈ E y todos los mensajes xi ∈ X, donde X es el conjunto de
mensajes de los nodos fuente, es decir, Y = {y1, · · · , ym} ∪ X
donde |E| = m.
2. El conjunto de receptores R = R1 ∪ · · · ∪R5, donde:
a) R1 = {(xi, {yi})| ei ∈ S}
1Esta construccio´n es debida a los ingenieros El Rouayeb, Sprintson, y Georghiades en
[4]
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b) R2 = {(yi, {xi})| ei ∈ S}
c) R3 = {(yi, {yj|ej ∈ P(ei)})| ei ∈ E \ S}
d) R4 = {(ζ(δ(ei)), {yi})| ei ∈ D}
e) R5 = {(yi, X)| i = 1, · · · ,m}
El siguiente teorema muestra la relacio´n que existe entre un co´digo de
red lineal (n, q) para la red N sobre Fq y un co´digo de ı´ndice perfecto
(n, q) para IN sobre Fq.
Teorema 2. Sean N = (G,X, ζ, δ) una red y IN = (Y,R) el ı´ndice
asociado mediante la construccio´n 1. Entonces, existe un co´digo de red
lineal (n, q) para N sobre Fq, si y so´lo si, existe un co´digo de ı´ndice
lineal perfecto (n, q) para IN sobre Fq.
Demostracio´n. (⇒) Supongamos que existe un co´digo de red (n, q) lin-
eal CN =
{
fe| e ∈ E, fe : (Fnq )k → Fnq
}
para N = (G = (V,E), X, ζ, δ)
donde |E| = m, |D| = d, X = {x1, · · · , xk} y xi ∈ (Fq)n, para
i = 1, · · · , k.
Se define la funcio´n g : (Fnq )k+m → (Fq)nm tal que, para todo z =
(x1, · · · , xk, y1, · · · , ym) ∈ (Fnq )k+m, g(z) = (g1(z), · · · , gm(z)) donde
gi(z) = yi + fei(ξ), i = 1, · · · ,m y ξ = (x1, · · · , xk). Espec´ıficamente,
usando las propiedades de la definicio´n 1 se tiene que:
gi(z) = yi + xi i = 1, · · · , k
gi(z) = yi + fei(ξ) i = k + 1, · · · ,m− d
gi(z) = yi + ζ(δ(ei)) i = m− d+ 1, · · · ,m
Ahora, se probara´ que la funcio´n g determina un co´digo de ı´ndice para
IN = (Y,R) sobre Fq, mostrando la existencia de las funciones de
decodificacio´n para cada receptor ρ ∈ R. Considere los siguientes 5
casos:
1. Para todo ρ = (xi, {yi}) ∈ R1, ψρ = gi(z)− yi, ya que:
ψρ = gi(z)− yi = yi + fei(ξ)− yi = fei(ξ) = xi
2. Para todo ρ = (yi, {xi}) ∈ R2, ψρ = gi(z)− xi, ya que:
ψρ = gi(z)− xi = yi + fei(ξ)− xi = yi + xi − xi = yi
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3. Para todo ρ = (yi,
{
yi1 , · · · , yip
}
) ∈ R3, existe una funcio´n lineal
φei tal que fei(ξ) = φei(fei1 (ξ), · · · , feip (ξ)) con P(ei) =
{
ei1 , · · · , eip
}
.
As´ı, ψρ = gi(z)− φei(gi1(z)− yi1 , · · · , gip(z)− yip), ya que:
ψρ = gi(z)− φei(gi1(z)− yi1 , · · · , gip(z)− yip)
= yi + fei(ξ)− φei(fei1 (ξ), · · · , feip (ξ))
= yi + fei(ξ)− fei(ξ)
= yi
4. Para todo ρ = (ζ(δ(ei)), {yi}) ∈ R4, ei ∈ D, ψρ = gi(z) − yi, ya
que:
ψρ = gi(z)− yi = fei(ξ) = ζ(δ(ei))
5. Para todo ρ = (yi, X) ∈ R5, ψρ = gi(z)− fei(ξ).
Se concluye que la funcio´n g determina un co´digo de ı´ndice lineal per-
fecto (n, q) ya que g y las funciones ψρ, para todo ρ ∈ R, son lineales
respecto a las operaciones de Fq y la tasa de transmisio´n λ(n, q) =
nm/n = m y µ(IN ) = m coinciden.
(⇐) Se supone que g : (Fnq )m+k → (Fq)nm es un co´digo de ı´ndice
lineal perfecto (n, q) para IN sobre el campo finito Fq. Se denota como
z = (x1, · · · , xk, y1, · · · , ym) la variable con dominio (Fnq )m+k.
Debido a la linealidad de la funcio´n g, podemos escribir
g(z) = (g1(z), · · · , gm(z)),
donde :
gi(z) =
k∑
j=1
xjAji +
m∑
j=1
yjBji (3.1)
para i = 1, · · · ,m, gi(z) ∈ Fnq y Aji, Bji ∈ MFq(n, n), donde MFq(n, n)
es el conjunto de matrices n× n con entradas en el campo finito Fq.
Las funciones ψρ existen, para todo ρ ∈ R5, si y so´lo si, la matriz
por bloques B = [Bji] es invertible. En efecto, cada receptor ρi ∈ R5
tiene la forma ρi = (yi, X) para algu´n i, 1 ≤ i ≤ m, entonces se cumple
que ψρi(g(z), γX) = ψρi(g1(z), · · · , gm(z), x1, · · · , xk) = yi para todo
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z ∈ (Fnq )m+k y por la linealidad de la funcio´n ψρi , existen matrices Pji
y Qji en MFq(n, n) tales que:
ψρi(g(z), γX) = ψρi(g1(z), · · · , gm(z), x1, · · · , xk)
=
m∑
j=1
gj(z)Pji +
k∑
j=1
xjQji = yi (3.2)
Sustituyendo gi(z) en la ecuacio´n 3.2 por la expresio´n equivalente dada
en 3.1, se obtiene:
ψρi(g(z), γX) =
m∑
j=1
(
k∑
s=1
xsAsj +
m∑
s=1
ysBsj)Pji +
k∑
j=1
xjQji = yi (3.3)
En vista de que la ecuacio´n 3.3 se satisface para todo z ∈ (Fn)m+k, se
elige zr ∈ (Fn)m+k, para cada r, r = 1, · · · ,m, tal que:
zr = (0, · · · , 0, yr, 0, · · · , 0) y yr 6= 0 donde 0 es el vector nulo de Fq.
Al sustituir z por cada uno de los zr en la ecuacio´n 3.3, se obtiene que:
1. Para r = i,
ψρi(g(zi), 0, · · · , 0) =
m∑
j=1
yiBijPji = yi,
= yi
m∑
j=1
BijPji = yi
y como yi es una variable con dominio Fnq \{0}, entonces
∑m
j=1BijPji =
In.
2. Para r 6= i,
ψρr(g(zr), 0, · · · , 0) = yr
m∑
j=1
BrjPji = 0,
y como yr es una variable con dominio Fnq \{0}, entonces
∑m
j=1BrjPji =
[0]n donde [0]n es la matriz nula de taman˜o n× n.
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Por lo tanto, se tiene que BP = Inm, donde P es la matriz por bloques
[Pji], j, i = 1, · · · ,m. Luego, P = B−1.
Por otra parte, si suponemos que la matriz B es invertible, entonces la
funcio´n de decodificacio´n para cada receptor ρi ∈ R5 es:
ψρi =
[
g1 −
∑
xjAj1, · · · , gm −
∑
xjAjm
]
P(i)
donde P(i) es la matriz por bloques tal que P(i) = [P1i, · · · , Pmi]T , con
i = 1, · · · ,m.
Ahora, se define la funcio´n h : (Fnq )m+k → (Fq)nm tal que h(z) :=
g(z)B−1, para todo z ∈ (Fnq )m+k. As´ı, se obtiene que:
h(z) = g(z)B−1
= ((x1, · · · , xk)A+ (y1, · · · , ym)B)B−1
= (x1, · · · , xk)C+ (y1, · · · , ym)
donde A = [Aji] y C = AB
−1. De aqu´ı, se tiene que
hi(z) = yi +
k∑
j=1
xjCji, 1 ≤ i ≤ m (3.4)
donde C = [Cji] y Cji ∈MFq(n, n).
No´tese que la funcio´n h tambie´n es un codigo de ı´ndice valido para
IN . En efecto, para todo ρ = (x,H) ∈ R con una funcio´n de decodi-
ficacio´n ψρ(g(z), γH) = x, correspondiente al co´digo de ı´ndice g(z), la
funcio´n ψ′ρ(h(z), γH) = ψρ(h(z)B, γH) es una funcio´n de decodificacio´n
valida para el receptor ρ, ya que ψρ(h(z)B, γH) = ψρ(g(z)B
−1B, γH) =
ψρ(g(z), γH) = x.
Para todo receptor ρ ∈ R1 ∪ R4, existe ψ′ρ, si para i = 1, · · · , k,m −
d+1, · · · ,m, j = 1, · · · , k y i 6= j se tiene que Cji = [0]n ∈MFq(n, n) y
Cii es no singular, donde [0]n representa la matriz que tiene todas sus
entradas nulas.
Sea ρi ∈ R1, entonces ρi = (xi, {yi}) para i = 1, · · · , k, tal que el
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mensaje yi esta asociado a la arista ei ∈ S. Ahora, supongamos que ex-
iste la funcio´n de decodificacio´n ψρ
′
i para ρi, entonces existen matrices
Rji, Si ∈MFq(n, n) tales que:
xi = ψρ
′
i(h(z), yi)
= ψ′ρ(h1(z), · · · , hm(z), yi)
= (
m∑
j=1
hj(z)Rji) + yiSi (3.5)
Sustituyendo los hj en la ecuacio´n 3.5, por la expresio´n equivalente
dada en 3.4, se obtiene:
m∑
j=1
(yj +
k∑
s=1
xsCsj)Rji + yiSi = xi (3.6)
En vista de que la ecuacio´n 3.6 se satisface para todo z ∈ (Fn)m+k, se
eligen zr ∈ (Fn)m+k, para r = 1, · · · ,m, tal que:
zr = (0, · · · , 0, yr, 0, · · · , 0) y yr 6= 0 donde 0 es el vector nulo de Fq.
Al sustituir z por cada uno de los zr en la ecuacio´n 3.3, se obtiene que:
1. Para r = i,
yiRii + yiSi = 0
yi(Rii + Si) = 0
como yi es una variable con dominio Fnq \ {0}, entonces:
Rii + Si = 0
Rii = −Si (3.7)
2. Para r 6= i,
yrRri = 0
como yr es una variable con dominio Fnq \ {0}, entonces:
Rri = [0]n (3.8)
Usando 3.7 y 3.8, la ecuacio´n 3.6 se reduce a:
(
k∑
s=1
xsCsi)Rii = xi (3.9)
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De aqu´ı, tomando xi 6= 0 y xs = 0 para s = 1, · · · , k y s 6= i, se obtiene
que:
xiCiiRii = xi
de donde CiiRii = In y por lo tanto Cii es invertible para i = 1, · · · , k.
Por otra parte, eligiendo xj 6= 0, j 6= i, y xs = 0 para s = 1, · · · , k y
s 6= j, se obtiene que:
xjCjiRii = 0
xjCjiRiiR
−1
ii = 0R
−1
ii
xjCji = 0
de donde Cji = [0]n para i 6= j y i, j = 1, · · · , k.
Ahora, considere un receptor ρi ∈ R4, para algu´n i ∈ {m− d+ 1, · · · ,m},
entonces por la construccio´n 1 se tiene que ρi = (ζ(δ(ei)), {yi}). Como
existe la funcio´n de decodificacio´n lineal, ψρi , entonces:
xi′ = ψρi(h(z), yi)
=
m∑
j=1
hj(z)Rji + yiSi
=
m∑
j=1
(yj +
k∑
s=1
xsCsj)Rji + yiSi (3.10)
donde xi′ = ζ(δ(ei), para algu´n i
′ ∈ {1, · · · , k}.
Notese que i′ 6= i y por lo tanto anulando apropiadamente algunas de
las variables en la ecuacio´n 3.10, se obtiene que las matrices Cji = [0]n
y Ci′i es invertible para j = 1, · · · , k e i = m− d+ 1, · · · ,m.
Lo anterior implica que
hi(z) = yi + xiCii, i = 1, · · · , k
hi(z) = yi +
k∑
j=1
xjCji, i = k + 1, · · · ,m− d, (3.11)
hi(z) = yi + ζ(δ(ei))Ci′i, tal que ζ(δ(ei)) = xi′ e i = m− d+ 1, · · · ,m
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Ahora, se construye un co´digo de red lineal (n, q) para la red N sobre
Fnq , definiendo las funciones de decodificacio´n fei : (Fnq )k −→ Fnq como
sigue:
1. fei(ξ) = xi, para i = 1, · · · , k
2. fei(ξ) =
∑k
j=1 xjCji, para i = k + 1, · · · ,m− d
3. fei(ξ) = ζ(δ(ei)), para i = m− d+ 1, · · · ,m
Se probara´ que C = {fei : ei ∈ E} es un co´digo de red (n, q) lineal para
N sobre Fq, mostrando que la condicio´n N3 de la definicio´n 1 se satis-
face.
Sea ei una arista en E \ S cuyo conjunto de aristas padres es P(ei) ={
ei1 , · · · , eip
}
. Sean Ii = {i1, · · · , ip} el conjunto de ı´ndices de P(ei), y
ρi = (yi,
{
yi1 , · · · , yip
}
) ∈ R3. Entonces, existe una funcio´n lineal ψ′ρi
tal que yi = ψ
′
ρi
(h1(z), · · · , hm(z), yi1 , · · · , yip), para todo z ∈ (Fnq )m+k.
Por consiguiente, existen matrices Tji, T
′
αi ∈MFq(n, n) tales que
yi =
m∑
j=1
hjTji +
∑
α∈Ii
yαT
′
αi, i = k + 1, · · · ,m (3.12)
Sustituyendo en la ecuacio´n 3.12 las expresiones de los hj dada por la
ecuacio´n 3.4, se obtiene que:
yi =
m∑
j=1
(yj +
k∑
s=1
xsCsj)Tji +
∑
α∈Ii
yαT
′
αi i = k + 1, · · · ,m (3.13)
Se eligen yi 6= 0, xs = 0 para s = 1, · · · , k, y yj = 0 para j 6= i y
j = 1, · · · ,m, y sustituyendolos en 3.13 se obtiene:
yi = yiTii, i = k + 1, · · · ,m
como yi es una variable con dominio Fnq \ {0}, entonces Tii = In para
i = k + 1, · · · ,m.
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Ahora, para algu´n α ∈ Ii, se elige yα 6= 0, y asignamos a los otras
variables en 3.13 el vector nulo, entonces:
0 = yαTαi + yαT
′
αi
= yα(Tαi + T
′
αi)
como yα es una variable con dominio Fnq \ {0}, entonces Tαi + T ′αi = 0
y Tαi = −T ′αi para todo α ∈ Ii.
Finalmente, se elige yj 6= 0 para algu´n j /∈ Ii ∪ {i} y j = 1, · · · ,m, a
las otras variables en 3.13 les asignamos el vector 0. Entonces:
0 = yjTji, i = k + 1, · · · ,m.
Como yj es una variable con dominio Fnq \{0}, entonces Tji = [0]n para
j = 1, · · · ,m, j /∈ Ii ∪ {i} e i = k + 1, · · · ,m. En conclusio´n,
Tii es la matriz identidad,
T ′αi = −Tαi para todo α ∈ Ii,
Tji = [0]n para todo j /∈ Ii ∪ {i}.
Por lo tanto, al sustituirlas en la ecuacio´n 3.12 se obtiene que
yi = hi +
∑
α∈Ii
hαTαi −
∑
α∈Ii
yαTαi
hi − yi = −
∑
α∈Ii
(hα − yα)Tαi
fei = −
∑
α∈Ii
feαTαi, i = k + 1, · · · ,m
y C es un co´digo de red para N .
Lema 3. Sea N = (G,X, ζ, δ) una red de comunicacio´n, y sea IN =
(Y,R) el ı´ndice correspondiente dado por la construccio´n 1. Si existe
un co´digo de red (n, q) (no necesariamente lineal) para N , entonces
existe un co´digo de ı´ndice (n, q) perfecto para IN .
Demostracio´n. Supongamos que existe un co´digo de red
C = {fe| e ∈ E, fe : (Σn)k → Σn}
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para N , sobre el alfabeto Σ de q elementos. Sin perdida de generali-
dad, se puede asumir que Σ = {0, 1, · · · , q − 1}. Se define la funcio´n
g : (Σn)m+k → (Σ)nm tal que para todo z = (x1, · · · , xk, y1, · · · , ym) ∈
(Σn)m+k, g(z) = (g1(z), · · · , gm(z)) con
gi(z) = yi + fei(ξ), ξ = (x1, · · · , xk) e i = 1, · · · ,m
donde el s´ımbolo + representa la adicio´n en Zq. Entonces, con un ar-
gumento similar al de la prueba anterior se puede mostrar que g es un
co´digo de ı´ndice para IN .
3.1. Insolubilidad lineal de los co´digos de ı´ndice
perfectos
En esta seccio´n, mostraremos que existen ı´ndices para los cuales hay
un co´digo de ı´ndice lineal vectorial perfecto ma´s no lineal escalar sobre
algu´n campo finito. Adema´s, mostraremos la existencia de ı´ndices que
tienen un co´digo de ı´ndice perfecto ma´s no lineal sobre algu´n campo
finito. Estos resultados son consecuencia inmediata del teorema 2.
En [3], se prueba que la M−red (vease figura 1.2), denotada como
NM , tiene un co´digo de red lineal (n, q) sobre Fq, si y so´lo si, n es par.
Ahora, considere el ı´ndice INM asociado a NM bajo la construccio´n
1, para este ı´ndice no existe un co´digo de ı´ndice lineal escalar que al-
canze la cota dada por µ(INM ), pero se tiene un co´digo de ı´ndice de
longitud 2 que si la alcanza. Este resultado muestra que los co´digos de
ı´ndice lineales escalares son subo´ptimos. Resumimos esta afirmacio´n en
el siguiente resultado:
Corolario 1. Para el ı´ndice INM , se satisface que:
λ∗(2, 2) < λ∗(1, 2)
donde λ∗(n, q) es la tasa de transmisio´n mı´nima alcanzada por un co´di-
go de ı´ndice lineal (n, q) sobre el campo finito Fq
Por otra parte, los co´digos de ı´ndice no lineales superan a los lineales
en el sentido de que existen ı´ndices para los que hay un co´digo de ı´ndice
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(n, q) no lineal perfecto pero no uno lineal sobre cualquier campo finito
y cualquier dimensio´n vectorial finita. Se sabe por el teorema 1 que, la
red N3 no es soluble linealmente sobre algu´n campo finito, pero tiene
una solucio´n no lineal (2, 4) sobre Z2 × Z2. As´ı, por el teorema 2, el
ı´ndice asociado a esta red, IN3 , no tiene un co´digo de ı´ndice lineal per-
fecto (n, q) sobre Fq. Sin embargo, por el lema 3, el co´digo de red no
lineal (2, 4) para N3 sobre Z2 × Z2 puede ser utilizado para construir
un co´digo de ı´ndice no lineal perfecto (2, 4) para IN3 sobre Z2 × Z2.
As´ı, se obtiene el siguiente resultado:
Corolario 2. Para el ı´ndice IN3 y para todo par de enteros (n, q), se
satisface que:
λ(n, q) < λ∗(n, q)
Capı´tulo4
Conexio´n entre Teor´ıa de
Matroides y Codificacio´n de
I´ndices
La Teor´ıa de Matroides es una a´rea de las matema´ticas, fundada en
1935 por Whitney [8] que generaliza muchos conceptos del A´lgebra Lin-
eal y de la Teor´ıa de Grafos. Principalmente, en esta teor´ıa se estudia de
manera general la nocio´n de independencia presente en diferentes a´reas
de las matema´ticas, como la ı´ndependencia lineal en espacios vectori-
ales o la independencia en los caminos de los grafos. En esta seccio´n, se
presenta una construccio´n que asocia cada matroide, con un ı´ndice que
captura las relaciones de dependencia e independencia de la matroide.
Se muestra que la existencia de un co´digo de ı´ndice lineal para el ı´ndice
correspondiente a una matroide dada, esta´ ligada a la existencia de una
representacio´n multilineal de la misma, y viceversa.
A continuacio´n, se presentan los preliminares sobre la Teor´ıa de ma-
troides necesarios para desarrollar estas ideas.
Definicio´n 9 (Matroide). Una matroideM = (S, r) es un par formado
por un conjunto finito S y una funcio´n r : 2S → N0 donde 2S es el
conjunto de partes de S y N0 = {0, 1, 2, · · · }, que satisface las siguientes
condiciones:
M1 r(A) ≤ |A| para todo A ⊆ S
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M2 r(A) ≤ r(B) para todo A ⊆ B ⊆ S
M3 r(A ∪B) + r(A ∩B) ≤ r(A) + r(B) para todo A,B ⊆ S
Observaciones:
1. S es llamado el conjunto soporte de la matroide M, y la funcio´n
r es conocida como la funcio´n rango de la matroide.
2. El rango de la matroideM, denotado rM, es definido como rM =
r(S).
3. Un conjunto B ⊆ S es independiente, si r(B) = |B|, de lo con-
trario, es dependiente.
4. Un conjunto independiente maximal es conocido como una base,
y un conjunto minimal dependiente es llamado un circuito.
5. B(M) y C(M), denotan el conjunto de todas las bases y el con-
junto de todos los circuitos de la matroide M, respectivamente.
6. Para toda base B de la matroide M, se tiene que r(B) = |B| =
rM.
7. Para todo circuito C de M, se tiene que r(C) = |C| − 1 = r(C \
{c}) para cada c ∈ C.
Ejemplo 4. La matroide uniforme U2,3 esta´ definida sobre un conjunto
soporte S = {s1, s2, s3} de tres elementos, tal que para todo I ⊆ S y
|I| ≤ 2, r(I) = |I|, y r(S) = 2.
Ejemplo 5. La matroide no-Pappus Mnp = (S, r) esta´ definida sobre
un conjunto soporte S = {s1, s2, s3, s4, s5, s6, s7, s8, s9}. Sea
K = {{s1, s2, s3} , {s1, s5, s7} , {s3, s5, s9} , {s2, s4, s7}}∪
{{s4, s5, s6} , {s2, s6, s9} , {s1, s6, s8} , {s3, s4, s8}}
La funcio´n rango de la matroide no-Pappus esta´ dada por
r(I) =
{
min (|I| , 3), para todo I ∈ 2S \K,
2, para todo I ∈ K.
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Figura 4.1: Representacio´n gra´fica del matroide no-Pappus de rango 3. Los
nodos que esta´n sobre la misma l´ınea recta representan los circuitos de esta
matroide
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Definicio´n 10. Sea S = {s1, · · · , sm} un conjunto indexado por los en-
teros de 1 a m. Para cualquier coleccio´n de m matrices M1, · · · ,Mm ∈
MF(n, k), y cualquier subconjunto I = {si1 , · · · , siδ} ⊆ S con i1 < · · · <
iδ y δ = |I|, se define
MI = [Mi1 |· · · |Miδ ] ∈MF(n, δk)
donde la matrizMI es obtenida concatenando las matricesMi1 , · · · ,Miδ
de izquierda a derecha en el orden creciente de los ı´ndices i1, · · · , iδ.
Definicio´n 11. Sea M = (S, r) una matroide de rango rM = k sobre
el conjunto soporte S = {s1, · · · , sm}. La matroideM se dice que tiene
una representacio´n multilineal de dimensio´n n, o una representacio´n n-
lineal, sobre un campo F, si existen matrices M1, · · · ,Mm ∈MF(kn, n)
tal que, para todo I ⊆ S,
rank(MI) = n · r(I) (4.1)
La nocio´n de representacio´n lineal de una matroide, corresponder´ıa
segu´n la anterior definicio´n al caso n = 1.
Ejemplo 6.
M1 =
[
1
0
]
, M2 =
[
0
1
]
, M3 =
[
1
1
]
M1, M2 y M3 forman una representacio´n 1−lineal de la matroide U2,3
sobre cualquier campo.
Ejemplo 7.
M1 =

1 0
0 0
0 1
0 0
 , M2 =

0 0
1 0
0 0
0 1
 , M3 =

1 0
1 0
0 1
0 1

M1, M2 y M3 forman una representacio´n 2−lineal de la matroide U2,3
sobre cualquier campo.
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Ejemplo 8. Se sabe que la matroide no-Pappus no es linealmente
representable sobre algu´n campo. Sin embargo, esta tiene una repre-
sentacio´n 2−lineal sobre GF(3), dada por las siguientes matrices:
M1 =

1 0
0 1
0 0
0 0
0 0
0 0
 ,M2 =

1 0
0 1
0 0
0 0
1 0
0 1
 ,M3 =

0 0
0 0
0 0
0 0
1 0
0 1
 ,M4 =

1 0
0 1
1 0
0 2
0 1
2 1
 ,M5 =

0 0
0 0
1 0
0 1
0 0
0 0
 ,
M6 =

1 0
0 1
2 1
2 0
0 1
2 1
 , M7 =

1 0
0 1
0 1
1 2
0 0
0 0
 , M8 =

1 0
0 1
1 0
0 2
1 1
1 0
 , M9 =

0 0
0 0
1 0
0 1
1 0
0 1
 .
A continuacio´n se define un ı´ndice asociado a cualquier matroide, a
trave´s de la siguiente construccio´m:
Construccio´n 2. Sean M = (S, r) una matroide de rango k sobre el
conjunto soporte S = {s1, · · · , sm}, Y = {y1, · · · , ym} un conjunto de
variables con dominio Σn donde Σ es un alfabeto y n un entero positivo,
y Φ : S → Y una biyeccio´n tal que Φ(si) = yi para i = 1, · · · ,m. Se
define el correspondiente problema de codificacio´n de ı´ndices IM =
(Z,R), as´ı:
1. Z = X ∪ Y donde X = {x1, · · · , xk} es un conjunto de variables
con dominio Σn.
2. R = R1 ∪R2 ∪R3, donde
a) R1 = {(xi,Φ(B))|B ∈ B(M), i = 1, · · · , k}
b) R2 = {(Φ(s),Φ(C − {s}))|C ∈ C(M), s ∈ C}
c) R3 = {(yi, X)|i = 1, · · · ,m}
Concluimos de la anterior construccio´n que µ(IM) = m.
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El siguiente resultado muestra una equivalencia entre las matroides
y una clase especial de ı´ndices dada mediante la construccio´n anteri-
or. As´ı, la propiedad de representabilidad n−lineal de una matroide
se traduce en la solubilidad lineal perfecta del ı´ndice asociado sobre el
mismo campo finito, y viceversa.
Teorema 3. Sean M = (S, r) una matroide sobre el conjunto S =
{s1, · · · , sm}, y IM = (Z,R) su correspondiente ı´ndice. Entonces, la
matroide M tiene una representacio´n n−lineal sobre el campo Fq, si y
so´lo si, existe un co´digo de ı´ndice (n, q) lineal perfecto para IM.
Demostracio´n. Iniciamos asumiendo que cada mensaje de Z = X ∪ Y
es una variable con dominio Fnq , y escribimos xi = (xi1, · · · , xin) y
yi = (yi1, · · · , yin).
Teniendo presente la anterior notacio´n y que los conjuntos X y Y esta´n
indexados, podemos representar al conjunto X y Z como una kn−u´pla
y una (m+ k)n−u´pla de elementos de Fq respectivamente, as´ı:
ξ = (x11, · · · , x1n, · · · , xk1, · · · , xkn)
y
χ = (y11, · · · , y1n, · · · , ym1, · · · , ymn, x11, · · · , x1n, · · · , xk1, · · · , xkn).
=⇒) Sea M1, · · · ,Mm ∈MFq(kn, n) una representacio´n n−lineal de la
matroide M. Consideremos la siguiente funcio´n lineal: f : F(m+k)nq →
Fmnq , donde f(χ) = (f1(χ), · · · , fm(χ)) y
fi(χ) = yi + ξMi ∈ Fnq , i = 1, · · · ,m
Afirmamos que f es un co´digo de ı´ndice (n, q) lineal perfecto para IM.
Para probar la anterior afirmacio´n, mostraremos la existencia de las
funciones de decodificacio´n para todos los receptores en R:
1. Fijamos una base B = {si1 , · · · , sik} ∈ B(M), con i1 < i2 <
· · · < ik, y sea ρi = (xi,Φ(B)) ∈ R1, i = 1, · · · , k. Por la defini-
cio´n de representacio´n n−lineal de la matroide M tenemos que
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rank(MB) = n·r(B) = nk, luego la matrizMB de taman˜o kn×kn
es invertible. Por lo tanto, las funciones de decodificacio´n corre-
spondientes pueden ser escritas como
ψρi = [fi1 − yi1 | · · · |fik − yik ]Ui,
= [ξMi1| · · · |ξMik ]Ui,
= ξMBUi,
= xi
donde las matrices Ui de taman˜o kn×n son bloques de la matriz
M−1B en el siguiente sentido:
[U1| · · · |Uk] =M−1B .
2. Sean C = {si1 , · · · , sic} ∈ C(M), con i1 < i2 < · · · < ic y
ρ = (yi1 ,Φ(C
′)) ∈ R2, con C ′ = C − si1 . Tenemos que r(C) =
r(C ′) = |C ′| por definicio´n de ciclo matroidal y as´ı rank(MC′) =
rank(MC). Por lo tanto, existe una matriz T ∈ MFq(cn − n, n),
tal que, Mi1 =MC′T . Ahora, notemos que
[fi2 − yi2| · · · |fic − yic ] = ξMC′ .
Luego, la funcio´n de decodificacio´n correpondiente es
ψρ = fi1 − [fi2 − yi2| · · · |fic − yic ]T,
= fi1 − ξMC′T,
= fi1 − ξMi1 ,
= yi1
3. Para todo ρ = (yi, X) ∈ R3, ψρ(f(χ), ξ) = fi − ξMi = yi.
Adema´s, como este co´digo de ı´ndice satisface que µ(IM) = m, entonces
es un co´digo de ı´ndice (n, q) lineal perfecto sobre Fq.
=⇒) Supongamos que f(χ) = (f1(χ), · · · , fm(χ)), donde fi(χ) ∈ Fnq y
1 ≤ i ≤ m, es un co´digo de ı´ndice lineal (n, q) perfecto para IM. Pro-
baremos que este induce una representacio´n n−lineal de la matroide
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M sobre Fq.
Debido a los receptores R3, podemos usar el mismo razonamiento del
teorema anterior y asumir que las funciones fi(Z), 1 ≤ i ≤ m, tienen
la siguiente forma diagonal:
fi(χ) = yi + ξAi (4.2)
donde las matrices Ai son de taman˜o kn× n con entradas en Fq. Afir-
mamos que estas matrices Ai forman una representacio´n n−lineal de
la matroide M sobre Fq.
Para probar la afirmacio´n anterior, es suficiente mostrar que las matri-
ces Ai, 1 ≤ i ≤ m, satisfacen la propiedad dada por la ecuacio´n 4.1,
para todas las bases y circuitos de M.
Sea B ∈ B(M) una base. Cada receptor de R1 tiene la forma ρj =
(xj,Φ(B)), para algu´n j ∈ {1, · · · , k}, adema´s, existe la funcio´n lineal
de decodificacio´n ψρj tal que:
ψρj(f1(χ), · · · , fm(χ), yi1 , · · · , yik) = xj (4.3)
donde B = {si1 , · · · , sik}, sustituyendo 4.2 en la ecuacio´n 4.3 y usando
la linealidad de la funcio´n ψρj se tiene que existen matrices Nij y Msj
de taman˜o n× n con entradas en Fq tales que:
ψρj(f(χ), yi1 , · · · , yik) =
n∑
i=1
fiNij +
k∑
s=1
yisMsj,
=
m∑
i=1
(yi + ξAi)Nij +
k∑
s=1
yisMsj,
=
∑
i∈{1,··· ,m}\{i1,··· ,ik}
(yi + ξAi)Nij+
+
k∑
s=1
(yis + ξAis)Nisj +
k∑
s=1
yisMsj. (4.4)
Sea i′ ∈ {1, · · · ,m} \ {i1, · · · , ik}. Eligiendo yi′ 6= 0, yi = 0 para todo
i 6= i′ e i = 1, · · · ,m y ξ = 0, se sigue de 4.4 que
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yi′Ni′j = 0
de donde se concluye que Ni′j = 0, para i
′ ∈ {1, · · · ,m} \ {i1, · · · , ik}.
As´ı, la ecuacio´n 4.4 se transforma en:
ψρj(f(χ), yi1 , · · · , yik) =
k∑
s=1
(yis + ξAis)Nisj +
k∑
s=1
yisMsj (4.5)
Finalmente, se eligen los yis = 0 en la ecuacio´n anterior y se obtiene que
ξ
∑k
s=1AisNisj = xj para j = 1, · · · , k. Por lo tanto, [Ai1| · · · |Aik ] [Nisj] =
Ink y as´ı AB es invertible y rank (AB) = nk = n r(B).
Sea C ∈ C un circuito. Elegimos si1 ∈ C y sea C ′ = C − si1 . Tenemos
que r(C ′) = |C|−1 = |C ′|, es decir, C ′ es un conjunto independiente de
la matroide y existe una base B deM tal que C ′ ⊆ B. As´ı, rank(AC′) =
|C ′|n. Por otro lado, consideremos el receptor ρ = (yi1 , C ′) ∈ R2, la
existencia de su correspondiente funcio´n de decodificacio´n lineal ψρ im-
plica que existe una matriz T ∈ MF(|C|n− n, n) tal que Ai1 = AC′T .
Luego, rank (AC) = rank (AC′) = n (|C| − 1) = n r(C).
Ejemplo 9. Sabemos que M1, M2 y M3 forman una representacio´n
1−lineal de la matroide U2,3 sobre cualquier campo.
M1 =
[
1
0
]
, M2 =
[
0
1
]
, M3 =
[
1
1
]
Luego, la funcio´n f : (Fq)3+2 → (Fq)3 tal que f(χ) = (f1(χ), f2(χ), f3(χ))
y
fi(χ) = yi + ξMi, i = 1, 2, 3.
donde χ = (y1, y2, y3, x1, x2) y ξ = (x1, x2), es un co´digo de ı´ndice (1, q)
lineal perfecto para IU2,3 sobre Fq.
4.1. Conexio´n entre I´ndices y Redes
En esta seccio´n, se describe un me´todo para construir una red que
proviene de un ı´ndice asociado a una matroide, de tal manera que to-
das las relaciones de dependencia e independencia en la matroide se
reflejan en la red. As´ı, el problema de determinar si una matroide es
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n−linealmente representable sobre Fq es equivalente a determinar si su
red asociada es soluble linealmente sobre el mismo campo, y viceversa.
Se considera que las aristas de entrada de la red obtenida representan
todos los mensajes disponibles del ı´ndice y las aristas de salida corre-
sponden a los diferentes receptores. La disponibilidad del conjunto de
informacio´n propia que tiene cada receptor es capturada por aristas di-
rigidas que conectan el receptor a los nodos correspondientes que llevan
esta informacio´n. En el problema de codificacio´n de ı´ndices, el conjun-
to de mensajes esta´ conectado con los receptores a trave´s de un canal
invisible, esta conectividad es modelada en la red por un conjunto de
aristas “cuello de botella”, conectadas a todas las aristas de entrada y
de salida.
Construccio´n 3. Sea M = (S, r) una matroide de rango k definida
sobre el conjunto S = {s1, · · · , sm}, y IM = (Z,R) el correspondi-
ente ı´ndice dado por la construccio´n 2. Asociamos a este ı´ndice la red
N (IM) = (G,Z, ζ, δ) donde G = (V,E) construida como sigue:
1. V1∪V2∪V3 ⊂ V , donde V1 = {s1, · · · , sm+k}, V2 = {n′1, · · · , n′m},
y V3 = {n′′1, · · · , n′′m}.
2. Cada nodo si ∈ V1, i = 1, · · · ,m + k, es la cabeza de la arista
de entrada ei que posee en su nodo cola el mensaje xi para i =
1, · · · , k, y el mensaje yi−k, para i = k + 1, · · · , k +m.
3. Forme las aristas (si, n
′
j), para i = 1, · · · ,m+ k y j = 1, · · · ,m.
4. Forme las aristas (n′j, n
′′
j ) para j = 1, · · · ,m.
5. Para cada receptor ρ = (z,H) ∈ R, forme un nodo nρ ∈ V que
sea la cola de una arista de salida que requiera el mensaje z en
su nodo cabeza. Adema´s, para cada z′ ∈ H construya la arista
(s′, nρ), donde s′ ∈ V1 es la cabeza de una arista de entrada eρ
que tiene el mensaje z′ en su nodo cola.
6. Para cada ρ ∈ R, forme la arista (n′′j , nρ), para j = 1, · · · ,m.
Teorema 4. La matroide M tiene una representacio´n n−lineal sobre
el campo finito Fq, si y so´lo si, la red N (IM) tiene un co´digo de red
lineal (n, q).
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Figura 4.2: La red N (IM) obtenida aplicando la construccio´n 3.
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Demostracio´n. Supongamos que f : (Fnq )m+k → (Fnq )m es un co´di-
go de ı´ndice lineal perfecto (n, q) para IM = (Z,R) sobre Fq, donde
f = (f1, · · · , fm) y fi : (Fnq )m+k → Fnq . Entonces, para cada arista
(n′j, n
′′
j ) se elige la funcio´n f(n′j ,n′′j ) = fj, j = 1, · · · ,m, para cada arista
de salida eρ asociada al receptor ρ ∈ R, la funcio´n feρ = ψρ y para las
dema´s aristas la funcio´n identica. Esta coleccio´n de funciones definida
sobre las aristas de la red N (IM), determinan un co´digo de red lineal
(n, q) para N (IM) sobre Fq.
Reciprocamente, dado un co´digo de red lineal (n, q) sobre Fq para
N (IM), entonces f = (f(n′1,n′′1 ), · · · , f(n′m,n′′m)) es un co´digo de ı´ndice
lineal perfecto (n, q) para IM, donde la funcio´n de decodificacio´n ψρ
para cada receptor ρ ∈ R es la funcio´n feρ .
Por lo tanto, IM tiene un co´digo de ı´ndice lineal perfecto (n, q) so-
bre Fq si y so´lo si N (IM) tiene un co´digo de red lineal (n, q) sobre Fq.
As´ı, por el teorema 3 se obtiene el resultado deseado.
A continuacio´n, se presenta una red que no admite un co´digo de red lin-
eal escalar, pero tiene uno lineal vectorial. Esta red es dibujada parcial-
mente en 4.3 y es obtenida aplicando la construccio´n 3 a la matroide no-
Pappus. El nodo n1 representa los receptores R3, n2 la base {s1, s2, s4}
de la matroide no-Pappus, y n3, n4, n5 el circuito {s1, s2, s3}. Por el
teorema 4 y la representabilidad n−lineal de la matroide no-Pappus,
se concluye que esta red no tiene un co´digo de red lineal escalar so-
bre algu´n campo finito, pero tiene un co´digo de red lineal vectorial de
longitud 2 sobre GF (3).
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Figura 4.3: Parte de la red obtenida aplicando la construccio´n 3 a la matroide
no-Pappus
Conclusiones
1. Este trabajo se centra en analizar algunas conexiones entre la
Codificacio´n de Redes, Co´dificacio´n de I´ndices y la Teor´ıa de Ma-
troides. Primero, a partir de una red N se definio´ un ı´ndice aso-
ciado IN tal que N tiene una solucio´n lineal vectorial si y so´lo si
existe un co´digo de ı´ndice lineal perfecto para IN sobre el mismo
campo finito. Esta conexio´n implica que varios resultados impor-
tantes de la Codificacio´n de Redes pueden ser llevados a la Codi-
ficacio´n de I´ndices. En particular, usando los resultados en [2], se
mostro que los co´digos no lineales superan a los co´digos lineales
vectoriales.
2. Dada una matroide M se definio´ un ı´ndice asociado IM tal que
M tiene una representacio´n n−lineal si y so´lo si existe un co´digo
de ı´ndice lineal perfecto para IM sobre el mismo campo. Usando
las propiedades de la matroide no-Pappus se dio´ un ejemplo de
un ı´ndice que tiene un co´digo de ı´ndice lineal vectorial perfecto
ma´s no lineal escalar sobre algu´n campo finito.
3. Se desarrollo´ un me´todo para construir redes a partir de ma-
troides, tal que cualquier representacio´n n−lineal de la matroide
produce un co´digo de red lineal para la red cuyas funciones esta´n
definidas sobre el mismo campo, y viceversa. Esta conexio´n se lo-
gra v´ıa ciertas estructuras denominadas ı´ndices, el procedimiento,
construye a partir de una matroide M un ı´ndice asociado IM,
luego, a partir de IM, se define una red N (IM) para la cual ex-
iste un co´digo de red lineal, si y so´lo si, la matroide M tiene una
representacio´n n−lineal sobre el mismo campo.
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4. Esta conexio´n entre matroides y redes, permite caracterizar las
matroides representables n-linealmente sobre un campo finito, a
trave´s de una subclase de las redes linealmente solubles sobre el
mismo campo. Por lo tanto, los co´digos de red linealmente solubles
pueden verse como una representacio´n de este tipo de matroides.
5. En vista de que no existe una conexio´n completa entre Redes y
Matroides 1, surge la cuestio´n de si existe una estructura matema´tica
que nos permita establecer dicha conexio´n y caracterizar las redes
linealmente solubles sobre un campo finito. En [6] se sugiere una
posible respuesta a esta pregunta, estableciendo relaciones entre
Redes y cierto tipo de estructuras llamadas Relaciones de Depen-
dencia Funcional, este tipo de estructuras abarcan las matroides,
las topolog´ıas y en general toda estructura que sea definible v´ıa
una funcio´n de clausura.
1Ve´ase el argumento presentado por Dougherty, Freiling y Zeger en el art´ıculo Network
Coding and Matroid Theory (Seccio´n IX) que utiliza la nocio´n de sistemas polinomiales
asociados a redes.
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