A new vector hysteresis model is presented, based on the function approximation capabilities of feed-forward neural networks. Two-dimensional circular and elliptical magnetization of laminated SiFe steel sheets can be successfully handled by the model. A feed-forward neural network with four inputs, derived at each time step from the time-dependent magnetic induction vector, yields an accurate prediction of the magnetic field strength vector. Measurement results for a steel sheet sample are used to train and test the neural network. The model accuracy is good and can be easily adapted to the requirements of the application by extending or reducing the network training set and thus the required amount of measurement data. Besides, the presented technique is fast, requires no large data set, and applies standard neural network algorithms. Future extension of the model to other magnetization patterns is possible.
I. INTRODUCTION
The finite element analysis of electromagnetic devices requires a computationally efficient material hysteresis model describing the time-dependent nonlinear relation between the magnetic field strength vector H(t) and the magnetic induction vector B(t). This article discusses laminated SiFe steel, used in the cores of electric motors and transformers, where two-dimensional ͑2D͒ hysteresis phenomena in the lamination plane are of interest. Both vectors are thus restricted to vary in this plane and denoted H(t) ϭ͉H(t)͉ exp͓j H (t)͔ and B(t)ϭ͉B(t)͉ exp͓j B (t)͔, see Fig.  1 . The classical Preisach model 1 provides accurate results for quasistatic unidirectional ͑scalar͒ magnetization, but its extensions to vector magnetization, proposed by Mayergoyz 1 and Della Torre, 2 still contain certain limitations. The Mayergoyz model is computationally intensive 3 and not valid for circular magnetization at high induction levels, as it does not predict the correct dependence of the losses on the induction. 4 The Della Torre model is not experimentally tested for SiFe steel yet. On the other hand, an alternative scalar hysteresis model was developed recently, based on the function approximation capabilities of feed-forward artificial neural networks ͑FFNNs͒. 5 In this article, the technique is extended to the modeling of 2D vector hysteresis.
II. HYSTERESIS MODELING WITH NEURAL NETWORKS
Consider a scalar hysteresis system, with input the field strength H k and output the induction B k at the time point k. The output B k is determined by the input H k and the magnetic memory state of the system at time point k. The magnetic memory state is derived from the relevant part of the input ͑and, eventually, output͒ history, thus containing sufficient information to determine the output B k when the input H k is known. In the classical Preisach model, describing rate-independent hysteresis, the magnetic state at time point k is determined by the last relevant field reversal value H k extr and the corresponding induction B k extr , taking into account the wiping-out property while closing minor loops. 1 The classical Preisach model exhibits the congruency property as well. This property states that all minor loops, formed when the field is cycled between two fixed reversal values, are congruent, independent of the induction level. Taking the wiping-out and the congruency properties into account, the output B k of the hysteresis system can be described by
with f a nonlinear function of two variables. The identification of the function f is carried out using the measured first order reversal curves for the material. Feed-forward neural networks ͑FFNNs͒ with at least one hidden layer ͑Fig. 2͒, on the other side, can approximate any smooth nonlinear function of an arbitrary number of variables with arbitrary accuracy, using standard algorithms. 6 The outputs y k of such a network are determined as weighed sums of its inputs u i , combined with a nonlinear sigmoidal activation function g ͑a linear activation g is used for the output layer͒: in the case of one hidden layer. The weights w l j (k) are determined by training the network, so that the difference between the network predictions and the actual system outputs, for given inputs, approaches a minimum. A training set of measured input-output pairs spanning the whole range of possible input and output values is used for this task, as neural networks are capable of performing accurate nonlinear interpolations, but should not be used for extrapolation. The network is trained with the Levenberg-Marquardt algorithm. 6 The performance of the trained network is determined using a test set of measured input-output pairs which were not used during training. The suitable size of the training set, the number of hidden layers and units of the neural network and the number of iterations of the training algorithm are determined experimentally to ensure the generalization capability of the network ͑accurate prediction for cases not used during training͒ and to avoid overfitting.
A FFNN can thus be used to approximate the function f (H k extr ,H k ) from Eq. ͑1͒ with arbitrary accuracy, taking the relevant part of the field strength history H k extr , along with the current field H k , as network inputs. 5 The training set consists of a selection of measured first order reversal curves. The model is equivalent to the classical Preisach model and provides a computationally efficient implementation of Eq. ͑1͒.
The presented approach can also be used in the case of vector hysteresis. However, the problem in which part of the input trajectory history determines the current memory state for arbitrary vector magnetization patterns has remained largely unsolved. 1, 7 Therefore, in this article, we focus our attention on the important class of the quasistatic circular and elliptical magnetization patterns in laminated SiFe alloys. These patterns are idealized cases of the patterns present in electrical motors.
Consider an isotropic vector hysteresis system with input B k and output H k at the time point k. As B k is the available parameter to be used as input of the hysteresis model during finite element calculations, this presentation is convenient. It is possible to take H k as input and B k as output as well. When the magnetization patterns are restricted to circles and ellipses, the magnetic memory state, and thus the output H k , can be derived from the known input parameters B k ͑ampli-tude ͉B k ͉ and phase k B ͒ at each time point k ͑Fig. 1͒, the maximum induction magnitude ͉B͉ max and the axis ratio a ϭ͉B͉ min /͉B͉ max ͑with ͉B͉ min the minimum induction magnitude͒, for the corresponding magnetization pattern. The output H k can be presented conveniently by its amplitude ͉H k ͉ and the phase shift k between H k and B k ͑Fig. 1͒. A FFNN with four inputs would thus yield an arbitrary accurate prediction of the relation between B k and H k for quasistatic elliptical magnetization patterns, for axis ratios a ranging from aϭ0 ͑unidirectional magnetization͒ to aϭ1 ͑circular magnetization͒, in isotropic materials:
The training set consists of a selection of measured quasistatic elliptical magnetization patterns for different axis ratios a from 0 to 1, as they span the whole range of possible input-output pairs. The model will automatically predict the correct dependence of the rotational power loss on the induction for circular magnetization patterns (aϭ1), as such measurements are used for the model identification itself.
III. RESULTS AND DISCUSSION
The proposed approach was tested on a sample from an almost isotropic SiFe lamination. The relation between B k and H k was measured for different controlled quasistatic circular, elliptical and unidirectional magnetization patterns on a rotational single sheet tester, at a frequency of 5 Hz. 8 As the sample is not completely isotropic, measurements were performed for ellipses and unidirectional patterns oriented along different angles with respect to the rolling direction of the sample. The mean value of these measurements was determined in order to average out the sample anisotropy.
Out of the networks trained and tested for different network parameters, the one described below yields the best results. In practice, the use of two neural networks according to Eq. ͑3͒, one to determine ͉H k ͉ and the other to determine k ͓both with the four inputs from Eq. ͑3͔͒, yields better results than the use of Eq. ͑3͒ itself. The training lasted about 15 min per network, on a Pentium III PC. After training, the prediction of new hysteresis loops is very fast. The training set included the measured loops for ͉B͉ max from 0.2 to 1.4 T with a step ⌬(͉B͉ max )ϭ0.2 T and axis ratios aϭ0, 0.25, 0.50, 0.75, and 1. The network had 2 hidden layers with 10 units in each hidden layer. The training algorithm was run for 1000 iterations.
For the case of circular magnetization (aϭ1), Fig. 3 compares B x H x hysteresis loops calculated by the neural network with measured ones ͑the B y H y loops are identical to the B x H x loops due to the isotropy of the material͒. The presented loops were not used during network training. The prediction accuracy is excellent. For elliptical magnetization (0ϽaϽ1), a comparison of calculated and measured B x H x and B y H y loops not used during training, is presented in Fig.  4 . Figure 5 shows typical H and B loci, along with the variation of H k during a magnetization cycle. The accuracy is good and can be easily adapted to the requirements of the application by extending or reducing the training set and thus the required amount of measurement data.
IV. CONCLUSIONS
In this article, a new vector hysteresis model based on FFNNs was presented. Circular and elliptical magnetization of isotropic laminated SiFe steel sheets can be successfully handled by the model. The presented technique is fast, requires no large data set, and applies standard neural network algorithms. Future extension of the model to other magnetization patterns is possible by adding the parameters that describe the current memory state of the material to the input of the neural network. 
