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Abstract-The approximation-solvability of the following class of nonlinear variational inequality 
problems (NVIP) based on the general auxiliary problem principle (GAPP) is discussed. Find an 
element I’ E K such that 
(T(z1),2 - I*) + f(z) - f(l’) 2 0, for all 2 E K, 
where T : K + E’ is a nonlinear mapping from a nonempty closed convex subset K of a reflexive 
Banach space E into its dual E’, and f : K + R is a continuous convex functional on K. @ 2003 
Elsevier Science Ltd. All rights reserved. 
Keywords-General auxiliary problem principle, Approximation-solvability, Approximate solu- 
tions. 
1. INTRODUCTION 
In some recent work, Argyros and Verma [1,2] established a new global Kantorovich-type con- 
vergence theorem for Newton’s method for approximating a solution of a nonlinear equation 
in a Banach space setting where a solution was assumed to exist and the mapping involved as 
mth F’rgchet-differentiable and Lipschitz continuous. The class of m-times continuously F’rhchet- 
differentiable mappings seem to have some nice applications to the general auxiliary problem 
principle-a suitable framework to describe and analyze iterative optimization algorithms such 
as gradient or subgradient ss well as decomposition/coordination algorithm. 
Cohen [3] introduced the auxiliary problem principle and applied it to approximate solutions of 
a class of nonlinear variational inequalities involving strongly monotone mappings in a reflexive 
Banach space setting, but convergence analysis requires the mapping involved to not just be 
strongly monotone but Lipschitz continuous ss well. When Zhu and Marcotte [4] computed the 
solutions of a similar class of nonlinear variational inequalities involving cocoercive mappings, 
because of convergence concerns in a reflexive Banach space, they investigated in R” instead. In 
that situation, any bounded sequence can have a strongly convergent subsequence leading to the 
existence of a cluster point, and the Lipschitz continuity is derived from the cocoercivity since 
any /%cocoercive mapping is (l/P)-Lipschitz continuous. 
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We consider here based on [1,2] a general version of the auxiliary problem principle [3] and 
apply it to the approximation-solvability of a general class of nonlinear variational inequalities. 
This framework involves a mapping h : E --+ F from a Banach space E into F, which may be 
m-times continuously Frechet-differentiable, while in the case of the auxiliary problem principle 
proposed by Cohen [3], h : E -+ R is just a functional with first continuous derivative. In the 
present approximation solvability, unlike the case of Cohen [3], the mapping involved only needs 
to be partially relaxed monotone. 
Let E and F be any two real Banach spaces with norms for both denoted by )I . I/ and L(E, F) 
denote the space of all bounded linear mappings from E into F. Let T : E + L(E, F) and 
h : E --+ F be two mappings, and let (,) denote the pairing between L(E, F) and E. Then the 
norm ]I . II on L(E, F) is defined by 
IIQII = sup {IIQ(~)II : 11~11 I 11, for Q E L(E, F). 
It turns out that L(E, F) is a Banach space. Now, we consider a class of nonlinear variational 
inequality problems (abbreviated as NVIP): find an element X* E K such that 
(T(cc*),z - z’) + f(z) - f(z*) 2 0, for all 5 E K, (1.1) 
where T(z*) E L(E, F) and f : E --) F is continuous convex. 
For F = R, the NVIP (1.1) reduces to: determine an element z* E K such that 
(T(x*),x -x*) + f(x) - f(x*) 2 0, for all 2 E K, (1.2) 
where E is a Banach space with the duality pairing (., .) and norm I] . )I. Here, T : K -+ E* is 
any mapping from K, a closed convex subset of E, to E* (dual of E). 
Now, we need to recall the following definitions crucial to the work on hand, especially to the 
approximation-solvability of nonlinear variational inequality problems. 
A mapping T : E -+ L(E, F) is said to be y-p-partially relaxed monotone if for each 2, y, z E E, 
we have 
(T(x) - T(Y), .z - Y) 2 (-~)llz - ~11~ + ~11~ - ~11~1 for constants y, p > 0. 
It follows that the y-p-partial relaxed monotonicity implies the y-partial relaxed monotonicity; 
that is, 
(T(z) - T(Y), z - Y) L (-~)llz - 412, for a constant y > 0. 
When F = R, we find the following. A mapping T : E -+ E* is called y-p-partially relaxed 
monotone if for each x, y, z E F, we have 
(T(x) - T(Y),~ - Y) 2 (-_y)llz - 412 + PIIX - yl12, for constants y, 1-1 > 0. 
When p = 0, the y-ypartial relaxed monotonicity implies the y-partial relaxed monotonicity; 
that is, 
(T(x) - T(Y), z - Y) 2 (-~)llz - 412, for a constant y > 0. 
The y-partial relaxed monotonicity is more general than the notions of strong monotonicity and 
cocoercivity. Let us consider an example of a y-partially relaxed monotone mapping [5]. 
EXAMPLE 1.1. Let T : R” + R” be defined by 
T(x) = dI(x) + v, 
where d > 0, x, v E R” with v fixed, and I is the n x n identity matrix. Then, T is y-partially 
relaxed monotone for d = y, and if T is y-partially relaxed monotone, then d < 47. 
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To see that T is r-partially relaxed monotone, let x, y, z E R”. Then, we have 
IIY - Al2 + IIY - XII2 + 112 - 412 L cl. 
It follows that 
(Y - z, y - 2) + (y - 2, y - z) + (CT - z, z - z) > 0, 
Or 
-(GY) - (Y,4 + (Y,Y) + (z, 4 - (z, 4 -t- (?Z) 2 0, 
d[(x - y, z - y) + (% - x, % - x)] 2 0, 
Or 
or 
(dx - dy, t - y) + dllz - x(12 2 0, 
(T(z) - T(Y), z - Y) + dllz - xl12 10, 
which clearly shows that T is y-partially relaxed monotone for d = y. For a more detailed account 
on the partial relaxed monotonicity, we recommend [5,6]. 
2. GENERAL AUXILIARY PROBLEM PRINCIPLE 
In this section, we discuss the approximation-solvability of the NVIP (1.2), based on a general 
version of the existing auxiliary problem principle (APP) initiated by Cohen [3] and applied and 
studied by others. Let E and F be any two Banach spaces with norms denoted (1. II and L(E, F) 
be the space of all bounded linear mappings from E into F. If T : E + L(E, F) and h : E + F 
are two mappings and (, ) denotes the pairing between L(E, F) and E, then the general auxiliary 
problem principle (GAPP) is described as follows. 
GAPP 2.1. For a given iterate xk, determine an xk+’ such that (for k > 0) 
(pT (x”) + h’ (xk+‘) - h’ (x”) ,x - xk+l) + p [j(x) - f (x”“)] 2 0, for all x E K, (2.1) 
where h : E + F is twetimes continuously Ekhet-differentiable, f : E ---) F is proper continuous 
convex, p > 0 a constant, and h”(x) E L(E2, F) d enotes the second $Mchet-derivative of h. 
For F = R in (2.1), we have the following problem. 
GAPP 2.2. For a given iterate xk, determine an xk+’ such that (for k 2 0) 
(PT (x”) + h’ (xk+‘) - h’ (x”) ,x - xk+‘) + p [f(x) - f (x”“)] > 0, for all x E K, (2.2) 
where h : E + R is two-times continuously Frkhet-differentiable, f : E + R is proper convex 
lower semicontinuous convex, and p is a positive constant. 
The GAPP (2.2) is an extension to the auxiliary problem principle proposed and studied by 
Cohen [3]. 
Next, we recall some auxiliary results crucial to the approximation-solvability of the NVIP (1.1). 
LEMMA 2.1. Let El and Ez be two Banach spaces and h : El + E2 be a nonlinear mapping 
such that h is two-times continuously &Whet-differentiable on El. Suppose that there exist an 
x* E El and nonnegative numbers CY and cy2 such that 
(h”(x) - h”(x*), (x -x*)“) 2 czy1lx -x*113 
and 
Ilh”(x*)II > a2. 
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Then we have 
h(z) - h(z*) - @‘(x*),x - 5*j 2 [(Z) + (Z) 112 - z*\l] [lx - 5*l12. 
PROOF. The proof follows using the above hypotheses and the following identity [l]: 
h(z) - h(z*) - @‘(x*),x -x8) = S’(h’(x* + &(a: - x*)) - h’(Z*),Z - lc*j dO1 
0 
l = 
ss 
l(h"(z* +8281(x - x*)),el(z - x*,2> d61dfJ2 
0 0 
l = 
SJ 
l(h"(s" +8281(2-x*)) - h"(2*),8& - cc*,") d6$df?2 
0 0 
l + JJ l(h"(z*),B,(x - LIT*,"> &dfl2. 0 0
Now, we are just about ready to present, based on the GAPP (2.2), the approximation- 
solvability of the NVIP (1.2). 
THEOREM 2.1. Let E be a reflexive Banach space and T : K -+ E* a r-p-partially relaxed 
monotone mapping from a nonempty closed convex subset K of E into E*, the dual of E. Let 
f : K -+ R be proper, convex, and lower semicontinuous (1s~) on K and h : K -+ R be two-times 
continuously fikhet-differentiable on K. Suppose that there exist an x’ E K and nonnegative 
numbers CQ and cz such that 
(h”(x) - h”(x’), (x - x’)‘) 2 (Y/X - x’(13, 
and 
Ilh”(x’)ll 2 ~2. 
Then, for any fixed solution x* E K of the AJVIP (1.2) and 
(2.3) 
(2.4) 
we find that the sequence {x”} converges (strongly) to x*. 
PROOF. To show the sequence {z”} converges to x*, a solution of the NVIP (1.2), we need to 
compute the estimates. Let us define a function A* by 
A*(x) := h(x*) - h(x) - (h’(x),x* - x). 
Then, by Lemma 2.1 we have 
R*(x) := h(x*) - h(x) - (h’(x),x* - x) 2 { [$I + [;I 115 -I’ll} llx - ~*1121 
where z* is any fixed solution of the NVIP (1.2). It follows that 
A* (xk+‘) = h(x*) - h (x”“) - (h’ (xk+‘) , z* - xk+‘) 
Now, we can write 
A* (x”) - A* (xk+‘) = h (xk+‘) - h (x”) - (h’ (x”) ,xk+’ - x”) 
+ (h’ (xk+l) - h’ (x”) ,x* - x”“) 
1 [Z + (;) JIxk+l - x”ll] Ilxk+l - xkj12 
+ (h’ (xk+‘) - h’ (x”) ,x* - xk+l) 
L [$ + (S) llxk+l - x”ll] JIxk+l - xqZ 
(2.5) 
for x = x* in (2.2) 
+ p(T (x”) ,xk+’ - x”) -t- p (f (xk+‘) - f (x*)) , 
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If we replace z by CI?+~ in (1.2) and combine with (2.5), we obtain 
Ii* (x”) - II* (x”“) 2 [$ + (;) ((xk+l - x”II] (Ix”+’ - xq2 
+ p (T (x”) , xk+l - x*> - p (T(x*), xk+l - x*) 
= [$ + (g) JIxk+l - xq] l)xk+l - xq2 
+ p (T (x”) - T(x*), xk+l - x:‘) . 
Since T is y-p-partially relaxed monotone, it implies that 
A* (x”) - A* (xk+l) 2 [$ - (g) ((xk+l - xq] l(xk+l - xq2 
that is, 
for 02 - 2py > 0; 
A* (CC”) - A* (x”“) 2 p,~ ](z~ - z*/]~, for (~2 - 2p7 > 0. (2.6) 
It follows from (2.6) that (except for xk = x*) A*(x”) - A*(x’+l) is nonnegative and as a result, 
the sequence {11*(x”)} is strictly decreasing for 
and nonnegative by its definition. Thus, it converges to some number, and therefore, the difference 
of two successive terms tends to zero, which implies in turn that xk + x* (strongly) as k + 00. 
This concludes the proof. 
When we consider the case of y-partially relaxed monotone mappings, the convergence analysis 
changes dramatically in the sense that we have to restrict even involved Banach spaces to be 
finite-dimensional so that a bounded sequence can have a cluster point. Otherwise, any bounded 
sequence in a reflexive (infinite-dimensional) Banach space converges only weakly. 
THEOREM 2.2. Let E be a reflexive (finite-dimensional) Banach space and T : K -+ E* be 
y-partially relaxed monotone from a nonempty closed subset K of E into E*, the dual of E. Let 
f : K + R be proper, convex, and lower semicontinuous (1s~) on K and h : K --) R be two-times 
continuously Frkhet-differentiable on K. Suppose that there exist an x’ E K and nonnegative 
numbers CQ and a such that 
and 
(h”(x) - h”(x’), (x - +I!)“) 2 a/)x - x’113, (2.7) 
and 
llh”(x’)II 2 (~2, 
(h”(x) - h”(x’), (x - x’)“) 5 /3/1x - x’113, 
Ilh”(4II I P2. 
(2.8) 
(2.9) 
(2.10) 
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Then, if x* E K is any fixed solution of the NVIP (1.2) and 
it follows that the sequence {xk} converges (strongly) to x*. 
PROOF. Based on the proof of Theorem 2.1, using the y-partial relaxed monotonicity 
mapping T, we can have 
A* (x”) - A* (xk+l ) 2 [% f (;) IIxk+l - x”ll] l)xk+l - xy2 - py (lxk - xk+y2 
2 $ (Ixk+l [ .I - xk/12 - p-f llxk - xk+1112 
= - 0 ; [o - 2py] l/Z+ - Z?fl (( 2. 
of the 
(2.11) 
It follows from similar arguments as that of the proof of Theorem 2.1 that the sequence {A*(x”)} 
is strictly decreasing for 
0.,.x, 
and nonnegative by its definition. As a result, it converges to some number, which implies that 
the difference of two successive terms tends to zero. It follows in turn that 
Since (applying (2.7)) 1)~~ - z*113 5 (l/o)A*(~~) an se d q uence {A*($“)} is strictly decreasing, 
we claim that the sequence {x”} is bounded. Thus, if we assume c is any cluster point of the 
sequence {zk} and take the limit in (2.2), then c is a solution of the NVIP (1.2). 
Now, if we replace x* by c, the above convergence analysis can still hold for the corresponding 
function A. That means the sequence {A(z”)} is strictly decreasing. It follows from (2.9) that 
A (x”) I p 11~~ - ~1)~. 
This implies that the sequence {A(z”)} tends to zero. On the other hand, using (2.7), we have 
A (x”) 2 (Y Ijxk - ~11~. 
Baaed on the above arguments, we conclude that the entire sequence {zk} converges to C. 
3. APPLICATIONS 
This section deals with some applications to Theorem 2.2 on partially relaxed monotone map- 
pings in R”, that is, for E = R”. For E = R” and F = R, the NVIP (1 .l) reduces to the 
following. Find an element Z* E K such that 
(T(x*), z - s*) + f(x) - f(~*) L 9, for all z E K, (3.1) 
where T : K -+ R” is any mapping from K, a closed convex subset of R”, into R”. 
THEOREM 3.1. Let T : K + R” be y-partially relaxed monotone from a nonempty closed convex 
subset K of R” into R”, f : K -+ R proper convex continuous on K, and h : K -+ R two-times 
continuously FMhet-differentiable on K. Suppose that there exist an x’ E K and nonnegative 
numbers oz and cx such that 
(h”(x) - h”(x’), (x - x’)“) 1 a/)x - x* )13, 
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and 
and 
and 
Then, if x* E K is any fixed solution of the NVIP (3.1) and 
the sequence {CC”} converges (strongly) 
When T = dI(x) f u, as in Example 
theorem. 
O<p<$, 
to x*. 
1.1, and E = R” in Theorem 2.2, we have the following 
THEOREM 3.2. Let T : K -+ R” be a mapping as in Example 1 .l, f : K -+ R be proper convex 
continuous on K, and h : K + R be two-times continuously fikhet-differentiable. Suppose that 
there exist an x’ E K and nonnegative numbers CY~ and CK such that 
(h”(x) - h”(x’), (x -x’),) 1 (r/lx - x*l13, 
and 
llh”(2’)ll 2 a27 
(h”(z) - h”(x’), (x - x’)“) 5 ,k?Ijx - x*113, 
and 
llw4ll I P2. 
Then, if x* E K is any fixed solution of the NVIP (3.1) and 
O<p<$, 
it follows that the sequence {x”} converges (strongly) to x*. 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
REFERENCES 
A.K. Argyros and R.U. Verma, Semilocal convergence theorems for a certain class of iterative procedures 
involving mth Frechet-differentiable operators, Math. Sci. Res. Hot-Line 4 (8), l-12, (2000). 
A.K. Argyros and R.U. Verma, Forcing sequences and inexact iterates involving m-FrChet differentiable 
operators, Math. Ski. Res. Hot-Line 4 (9), 35-46, (2000). 
G. Cohen, Auxiliary problem principle extended to variational inequalities, J. Optim. Theo. Appl. 59 (2), 
325-333, (1988). 
D.L. Zhu and P. Marcotte, Co-coercivity and its role in the convergence of iterative schemes for solving 
variational inequalities, SIAM J. Optim. 6 (3), 714-726, (1996). 
A.K. Argyros and R.U. Verma, Approximation-solvability of nonlinear variational inequalities and partially 
relaxed monotone mappings, Comm. Appl. Nonlinear Anal. 7 (4), 1-9, (2000). 
R.U. Verma, Generalized pseudocontractions and nonlinear variational inequalities, Publ. Math. Debrecen 33 
(l-2), 23-28, (1998). 
J.C. Dunn, Convexity, monotonicity and gradient processes in Hilbert spaces, J. Math. Anal. Appl. 53, 
145-158, (1976). 
J.S. Guo and J.C. Yao, Extension of strongly nonlinear quasivariational inequalities, Appl. Math. Lett. 5 (3), 
35-38, (1992). 
B.S. He, A projection and contraction method for a class of linear complementarity problems and its appli- 
cations, Appl. Math. Optim. 25, 247-262, (1992). 
B.S. He, A new method for a class of linear variational inequalities, Math. Programming 66, 137-144, (1994). 
1756 E.-B. LIN AND R. U. VERMA 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
22. 
23. 
24. 
D. Kinderlehrer and G. Stampacchia, An Introduction to Variational Inequalities, Academic Press, New 
York, (1980). 
G.M. Korpelevich, The extragradient method for finding saddle points and other problems, M&con 12, 
747-756, (1976). 
E. Lin and X. Zhou, Connection coefficients on an interval and wavelet solutions of Burgers equation, J. Com- 
putational and Appl. Math. (to appear). 
E.B. Lin and Z. Xiao, Multi-scaling function interpolation and approximation, AMS Contemporary Math. 
216, 129-148, (1998). 
E.B. Lin and X. Zhou, Coiflet interpolation and approximate solutions of elliptic partial differential equations, 
Numerical Method for Partial Di#erential Equations 13, 303-320, (1997). 
P. Marcotte and J.H. Wu, On the convergence of projection methods, J. Optim. Theo. Appl. 85, 347-362, 
(1995). 
J.S. Pang and D. Ghan, Iterative methods for variational and complementarity problems, Math. Programming 
24, 284-313, (1982). 
R.U. Verma, Nonlinear variational and constrained hemivariational inequalities involving relaxed operators, 
ZAMM 77 (S), 387-391, (1997). 
R.U. Verma, RKKM mapping theorems and variational inequalities, Math. Proc. Royal Irish Acad. 98A (Z), 
131-138, (1998). 
R.U. Verma, An iterative algorithm for a class of nonlinear variational inequalities involving generalized 
pseudocontractions, Math. Sci. Res. Hot-Line 2 (S), 17-21, (1998). 
R.U. Verma, Strongly nonlinear qua&variational inequalities, Math. Sci. Res. Hot-Line 3 (2), 11-18, (1999). 
R.U. Verma, Approximation-solvability of nonlinear variational inequalities involving partially relaxed mono- 
tone (prm) mappings, Adv. NonPnenr Var. Inequal. 2 (2), 137-148, (1999). 
R.U. Verma, An extension of a class of nonlinear quasivariational inequality problems based on a projection 
method, Math. Sci. Res. Hot-Line 3 (5), l-10, (1999). 
R.U. Verma, A class of projection-contraction methods applied to monotone variational inequalities, Appl. 
Math. Lett. 13 (B), 55-62, (2000). 
25. R.U. Verma, A new, class of iterative algorithms for approximation-solvability of nonlinear variational in- 
equalities, Computers Math. Applic. 41 (3/4), 505-512, (2001). 
26. R.U. Verma, Approximation solvability of nonlinear variational inequalities based on general auxiliary prob- 
lem principle, International J. of Pure and Appl. Math., (submitted). 
27. E. Zeidler, Nonlinear Functional Analysis and Its Applications I, Springer-Verlag, New York, (1986). 
