The Petrov-Galerkin ultraspherical polynomial/Chebyshev polynomial discretization of the highest derivative of a differential equation is a diagonal matrix. The same is true for Fourier Galerkin discretizations. Nevertheless, the spectral discretizations of simple problems like u xx + q(x)u = f(x) are usually dense matrices. The villain is the"multiplication matrix", the Galerkin representation of a term like q(x)u(x); unfortunately, this part of the Galerkin matrix is dense. However, if the ODE coefficient q(x) has a Chebyshev or Fourier series that converges much more rapidly than u(x), then it is possible to realize great costs-savings at no loss of accuracy by truncating the full N ×N Galerkin matrix to a banded matrix where the bandwidth m N . One of our themes is that when the spectral series for q(x) and u(x) have similar rates of convergence, as is almost universal when a nonlinear equation is linearized for a Newton-Krylov iteration, such "[accuracy] lossless" truncation is impossible. Nonlinearity is but one of many causes of this sort of solution/coefficient "equiconvergence". When bandwidth truncation is possible, though, our second theme is to show that a modest amount of floating point operations and memory can be saved by an unsymmetric truncation in which the number of elements retained to the left of the main diagonal is roughly double the number kept to the right. Our second improvement is to replace the M -term spectral series for q(x) by its [(M/2)/(M/2)] Chebyshev-Padé rational approximation. This sometimes allow one to have the matrix bandwidth, reducing the linear algebra costs by a factor of four.
Introduction
Olver and Townsend have shown the great potential of Petrov-Galerkin spectral methods which use Chebyshev polynomial basis functions and Gegenbauer polynomial test functions. 1 The Gegenbauer order is chosen to match the order of the differential equation [20, 22] . They write (pg. 469) 2 : "At first glance, it appears that the multiplication operator and any truncation of it are dense. However, since q(x) is continuous with bounded variation, we are able to uniformly approximate q(x) with a finite number of Chebyshev coefficients to any 1 Some purists restrict "Petrov-Galerkin" to instantiations in which the basis functions individually satisfy homogeneous boundary conditions; perhaps it would be more precise to label the Olver-Townsend work as "boundary-bordered Petrov-Galerkin", but we shall usually omit "boundary-bordered" for brevity. 2 We replace their a(x) by our q(x) 2 desired accuracy. That is, for any > 0 there exists an m ∈ N such that
where the q k = (2/π) 1 −1 q(x)T k (x)(1 − x 2 ) −1//2 dx are the usual Chebyshev coefficients of q(x). As long as m is large enough, to all practical purposes, we can use the truncated Chebyshev series to replace q(x). Recall that in our implementation we approximate this truncation by the polynomial interpolant. Hence, the N × N principal part of the multiplication matrix for q(x) is banded with bandwidth m band for N > m band . Moreover, m band can be surprisingly small when q(x) is analytic or many times differentiable." Fig. 1 schematically illustrates a dense matrix (left) and a bandwidth-truncated matrix (middle). For a symmetric truncation to bandwidth m band , there are (2m band + 1) nonzero elements in each row of the matrix (excluding boundary rows).
The cost of factoring and solving a bandlimited matrix of bandwidth m band is vastly cheaper than computing with a dense N × N matrix when N is large. (O(m 2 band N ) versus O(N 3 ) when Crout Reduction (Gaussian Elimination) is applied.) Thus, great savings are realized by truncating the dense matrix to a finite bandwidth so that all elements G jk with |j − k| > m band are set equal to zero.
In this article, we discuss three subtleties. The first is to identify situations where m band N will not be possible. The second is to point out that an unsymmetric truncation, as illustrated in the right panel of Fig. 1 , is often more efficient than a symmetrical pruning of diagonal rows. Third, approximating ODE coefficients by a Chebyshev-Padé approximant instead of a series often allows the bandwidth to be halved, saving a factor of four in operation count.
For simplicity, we examine only ordinary differential equations (ODEs). However, it will be obvious that the same considerations apply to Galerkin discretizations of partial differential equations as well, albeit with a more complicated analysis.
The effectiveness of Chebyshev and Fourier spectral methods in general and applications in almost every field of science and engineering is discussed in the books by the second author [5, 7] and by Trefethen, Fornberg and others [23, 11, 10, 13, 14] . The ultraspherical Petrov-Galerkin spectral method is closely related and in many cases identical with apparently different strategies of "integration sparsification" [of the Galerkin matrix] such as doubly integrating the differential equations [4, 9, 12, 24, 25] and manipulating recurrence relations [8, 12] In this work, both Fourier Galerkin and Chebyshev Petrov-Galerkin treatments of ordinary differential equations are analyzed. Ultraspherical test functions generate derivative-approximating Petrov-Galerkin matrices which are diagonal and the same is true for Fourier Galerkin methods, too. Bandwidth truncation is then entirely a story narrated by the properties of the multiplication matrix. One helpful simplification is that the Chebyshev multiplication matrix for q(x) is identical with the Fourier Galerkin discretization of q(arccos(x)) and thus the Fourier and ultraspherical/Chebyshev algorithms can be analyzed simultaneously.
The rate of convergence of Chebyshev series controls the size of the elements of the multiplication matrix. We therefore begin with a short section that answers: How fast do spectral coefficients diminish?
Spectral Series: Rate of Convergence
Chapter 2 of [5] , the review [6] and the old but valuable book of Gottlieb and Orszag [16] all give thorough discussions of spectral coefficient asymptotics, so only the briefest review will be given here.
First, it is generic for functions analytic on the domain that the coefficients q n -or at least the "envelopes" of the coefficients decrease at a "geometric rate", that is proportional to p n for some |p| < 1 as shown schematically in Fig. 2 . Oscillations with degree are common as shown schematically in Fig. 2 , but it is unlikely that bandwidth truncation or any other simple adaptive procedure can take advantage of them. The geometric decay of the envelope that tightly bounds the peaks in the coefficients from above will, however, be a major theme in what follows.
Often, coefficients will be O(1) up to some finite degree n shelf , the "preasymptotic shelf", and then, metaphorically fall off a cliff to the rapid exponential decay. We shall analyze the consequences of such cliffs by looking also at an exaggeration of this behavior, a step function in degree: The coefficients and error may exhibit three regimes. For small degree n, the coefficients may decrease very little, or decay at a rate different from the asymptotic rate that sets in for large n. This "preasymptotic" regime may be absent, or may be a fast decay that is replaced for larger degree by a slower decay. Because Chebyshev series converge exponentially fast, high degree coefficients often "plateau", that is, cease to decrease but instead bounce around randomly. This plateau is due to roundoff error; it typically is at ten to one thousand times the product of "machine epsilon" with the magnitude of the largest Chebyshev coefficient maxn |an|. Generically, Chebyshev coefficients and errors asymptote to an exponential rate of decay, proportional to exp(−μn) where μ is a positive constant, the "asymptotic rate of geometric convergence". The exponential is often multiplied by non-exponential, slower-than-exponential functions. Sometimes the asymptotic decay of coefficients and errors is monotonic, but oscillations in degree n are common. When the coefficients oscillate with degree, it is always possible to bound the curve rather tightly by an "envelope" [dashed line] which does decay monotonically.
General Structure of Multiplication Matrices
When a differential equation like u xx + q(x)u = f(x) is discretized by a Galerkin method [Fourier basis] or Petrov-Galerkin method [Chebyshev basis], the second derivative will contribute only a diagonal matrix to the discretization matrix, as noted earlier. The possibilities of truncating a dense matrix to a banded matrix depends entirely upon the properties of the dense "multiplication matrix" which is the discretization of q(x)u(x). It follows that it behooves us to thoroughly understand the structure of this matrix and how it depends upon the coefficients of the differential equation, q(x).
The multiplication matrix for Chebyshev polynomials/cosines is
which are identical in form except that in the Chebyshev case, the function q(x) appears as q(cos(t)) Olver and Townsend observe on pg. 469 of [20] that the multiplication matrix is the sum of a Toeplitz matrix plus an "almost Hankel" matrix where the Toeplitz matrix elements are 2T k,k = 2q
and the "almost-Hankel" matrix is 2H 1,j = 0, j = 1 . . . N and 2H j,k = q j+k−2 , j = 2 . . . , k = 1 . . . N ⎡
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The degree of the Toeplitz contribution is always larger than that of the Hankel term except in the first column where the two are identical. This implies the following. Theorem 1 (Degrees). Each element of the multiplication matrix is the sum of two coefficients of the series for q(x). One is from the element in row j and column k of the Hankel matrix which we shall denote by q H(j,k) where H(j, k) is the degree of the coefficient and another from the Toeplitz matrix whose degree will be denoted T (j, k). For all row and column indices (j, k),
If |q n | ≥ |q n+1 | for all n, this implies
Theorem 2 (Bound). Suppose that the cosine coefficients of q(t) [Fourier case] or q(cos(t)) [Chebyshev case] can be bounded by a function q(k):
In particular, if q has a spectral series with a geometric rate of convergence so that
for some positive constants C and p < 1, then
Thus, generically, the elements of multiplication matrix decay exponentially fast with distance from the main diagonal. This would seem to be very favorable for bandwidth truncation. Unfortunately, as explained in the next section, the matrix elements are only part of the story.
Galerkin sums

Row sums of Galerkin discretizations
Estimates of the multiplication matrix are all well and good, but what really matters is the "Galerkin sums", which are the components of the product of the multiplication matrix with the vector of the Chebyshev coefficients a k of the solution to the differential equation, u(x). We can organize the terms in the sums into an array ("Galerkin term array") of the same size as the multiplication matrix. The n-th sum, whose terms are the n-th row of the term array, is
The elements of the Galerkin term array arẽ
The term array is more complicated to analyze than the multiplication matrix because the array is a function of both u(x) and q(x), but it is also more illuminating because a poor approximation of the Galerkin residual is disastrous. Before analyzing the general case with bounds and theorems, it is helpful to first work a concrete example.
Good and Bad Bandwidth Truncation for the SIL Function
A useful exemplar is the SIL function defined in Chapter 2 of [5] ; this has both an explicit analytic form and also a cosine series whose general coefficient is known explicitly; further, its geometric convergence is typical for functions periodic and analytic on the real axis and for nonperiodic nonsingular functions expanded in Chebyshev polynomials. This function is known variously as the "Symmetric Imbricated Lorentzian", "Periodized Witch of Agnesi" and "Geometric Fourier Series" function, among other names:
where p < 1 and μ > 0 are constants related by
Larger μ or equivalently smaller p implies faster convergence and a smoother function.
In the Chebyshev case, f SILC (x) ≡ f SIL (arccos(x)) will fulfill the same role. The crucial point is that a geometric rate of convergence, that is, with the envelope of the coefficients bounded by exp(−nμ) for some μ > 0, is generic. Different functions with the same μ will yield error graphs similar to those for the SIL function. Fig. 3 shows the errors in solving a typical ordinary differential equation such that both the coefficient q and the solution u were chosen to be the SIL function with independent rates of geometric convergence. The ODE contains an additional parameter Q to control the magnitude of q(x; Q, p) independent of its smoothness, but this plays only a secondary role. Varying Q by a factor of about 60 does not change the qualitative behavior.
When q(x; p) has a spectral series that converges much faster than the solution u(x; p), there is no penalty in truncating the Galerkin matrix to bandwidth m as illustrated in Fig. 3 , provided that m N/5, roughly, for this example. The error falls geometrically with increasing bandwidth until the error flattens out at some bandwidth m plateau (N ).
The smoothest class of coefficients are polynomials; then q(x) has a finite Chebyshev series and the Petrov-Galerkin matrix is banded. Bandwidth truncation to the actual bandwidth induces no error at all.
In contrast, when the coefficient of the ODE and the solution have equal rates of convergence, the error falls exponentially with increasing m until the matrix is the full N × N Galerkin matrix as also shown in Fig. 3 . For ODE coefficients no smoother than the ODE solution, any bandwidth truncation is error-inducing, and truncation to a small bandwidth throws away many decimal places of accuracy.
The lower graphs in Fig. 3 confirm the assertion in Sec. 2 that the type of singularity is much less important than location of the singularity, which controls the asymptotic rate convergence, μ = − log(p). The coefficient q has third order poles in the lower left of Fig. 3 [second derivative of the SIL function] or when q(x; p) has singularities much weaker than simple poles, such as x log(x) branch points, as in the lower right of Fig. 3 . These changes multiply or divide the n-th Fourier coefficient, relative to 2p n , by n 2 and n −2 . Nevertheless, truncating the bandwidth yields an exponentially bad increase in error for the "equiconvergence" case that solution and coefficient have singularities the same distance from the real axis.
We shall therefore return to the SIL function, and to geometric convergence that is not modulated by powers of degree, in the next section.
Theorem 3 (Right-of-the-Diagonal Bound).
Suppose that the cosine coefficients of q(t) [Fourier case] or q(cos(t)) [Chebyshev case] can be bounded by a function q(k) and similarly for u:
In particular, if u and q are spectral series with the same geometric rate of convergence so that
for some positive constants C and p < 1, then Maximum pointwise errors (errors in the L∞ norm, that is,
. For all four curves in all three panels, f (x) is chosen so that the exact solution is u(x; P ) = SIL(x; P ) with P = 1/2 . Top panel:q is the SIL function. Lower left: Same as top panel except that the SIL function has been replaced by its second derivative in q(x; p) ≡ −Q 2 P (N −1) n=1 (p n n 2 ) cos(nx). Lower right: Same except that the SIL function has been replaced by its double integral as defined by the series q = −Q 2 P (N −1) n=1 (p n /n 2 ) cos(nx).
Bandwidth Truncation Versus Basis Reduction
Recommendation
When the convergence-limiting singularity of an ODE coefficient q(x) coincides in location with that of the solution u(x), our recommendation is: do not truncate the N × N Galerkin matrix to a banded matrix with m ≤ N . Equality of rates of convergence, as is automatic (but not restricted to) when the convergence-limiting singularities are coincident in the complex plane implies that roughly equal numbers of terms will be needed to approximate both q(x) and u(x) to within a given tolerance. Truncating the series for q(x) [by bandwidth truncation] more drastically than the ODE solution u(x) makes no sense.
In the rest of this section, we add theoretical analysis to the empirical evidence of Fig. 3 to support this recommendation. To work through an example, set u(x) = q(x) = 1 + m p m cos(mt), and then retain just the largest terms in p. The array of Galerkin terms, multiplied by one-half to eliminate annoying and irrelevant fractions, is 
The term array is very unsymmetric as illustrated in Fig. 5 :
There is very fast exponential decay to the right of the main diagonal because the elements of the multiplication matrix are decaying as p m and these multiply coefficients of u(x) which are decaying as p m , too. There is no decay to the left of the main diagonal. One might why bandwidth truncation would ever produce useful approximations.
To understand the answer, we need to extend our analysis a little deeper. First, though, we shall summarize what we have learned so far. If we take N terms in the series for u(x), then this means our error tolerance must be about p N . We can consistently neglect terms proportional to p N+1 , but nothing larger. Fig. 5 illustrates the matrix elements ofM in the "equiconvergence" case that the solution and ODE coefficients have similar rates of convergence. If we truncate the bandwidth of the term array by deleting the gray-shaded elements, we obtain an approximation that retains all terms of O(p 4 ) and is therefore a satisfactory approximation for sufficiently small p.
However, an equally accurate reduction is obtained by truncating the matrix dimension to five, which is equivalent to truncating the Galerkin basis at N = 5 Chebyshev polynomials; the full 5 × 5 matrix resulting from this truncation is bounded by the dashed lines in Fig. 5 . Since this full matrix has fewer elements than the bandwidth-truncated 8 × 8 matrix, it is obvious that "basis reduction" is the better way.
The effects of a pre-asymptotic cliff on bandwidth truncation
The SIL function is unrepresentative in one regard: For many functions the spectral coefficients do not immediately begin their asymptotic descent, but instead oscillate at O(1) magnitude for n ≤ n shelf . The asymptotic large-n formulas do not apply on this shelf or plateau in the magnitude of the spectral coefficients, which is therefore labeled "pre-asymptotic". For example, the Truncating the Galerkin matrix to its upper 5 ×5 block ("basis reduction" to N = 5) is equally accurate in the sense of including all elements proportional to p 4 or larger, but it is cheaper to factor than the larger banded matrix. (The matrix has been multiplied by a factor of (1/2) to eliminate a lot of irrelevant factors of two.)
Chebyshev coefficients of cos(M πx) isolate without decay until N > M and then fall supergeometrically. Detailed analysis confirms the obvious: Slow convergence in either u(x) or q(x) both makes error-free bandwidth truncation harder. When bandwidth truncation is contra-indicated for an ODE wose coefficients fall geometrically fast, a preasymptotic shelf only makes bandwidth truncation even less desirable.
Rates of Convergence of ODE coefficients and the ODE solution
A full discussion would be a two-semester course, but some remarks are both brief and useful.
1. The ODE coefficients, such as q(x) in an ODE like u xx + q(x)u = f(x) can indeed be much smoother, with faster spectral series convergence than the ODE solution. An example u xx − u = 1/(1 + 25x 2 ), whose solution must inherit the poles of the inhomogeneous term at x ± i/5 while q(x) is justs a constant. 2. The linearization of a nonlinear ODE, as for a Newton's iteration, is an ODE in which the coefficients have the same singularities 3 as the solutions because the ODE coefficients are the solution. Nonlinear ODEs almost always linearize to ODEs with equiconvergence of solution and coefficients.
The one-dimensional Helmholtz equation is
where Q is a constant we shall dub the "Helmholtz constant". The homogeneous solutions are cos(Qx) and sin(Qx). As explained in [5, 16] , the number of Chebyshev polynomials required to approximate a sinusoidal function on x ∈ [−π, π] asymptotically approaches π polynomials per wavelength, which here translates to N ≥ Q. Thus large spectral truncation N is essential for accurate homogeneous solutions if Q 1. However, the ultraspherical Petrov-Galerkin method generates a pentadiagonal matrix for the Helmholtz equation. Exploiting parity splits the problem into a pair of tridiagonal matrices of size N/2; the large Helmholtz constant and large-N -requiring particular solutions are not incompatible with extreme bandwidth truncation. 4. The situation is more complicated when
where q 0 is the mean ofq(x). Both the rate of convergence ofq(x) and the magnitude of the coefficient will control the accuracy of bandwidth truncation.
Improvement I: Unsymmetrical bandwidth truncation
The elements of the multiplication matrix decay roughly symmetrically about the main diagonal, diminishing exponentially with increasing distance from the main diagonal either to the left or the right. However, in solving differential equations, it is necessary to multiply the elements of this matrix by the spectral coefficients of the solution. The magnitude of the contribution of each element to these matrix vector products can be represented by an array (henceforth "term array") in which each element is the corresponding element of the multiplication matrix multiplied by the corresponding coefficient a n of the solution u(x). Fig. 4 [right] shows that the resulting term array is extremely unsymmetric about the main diagonal, decaying slowly -or perhaps not decaying at allto the left of the main diagonal, but decaying very rapidly to the right. Fis. 5 reiterates this theme.
It therefore is advantageous to delete matrix elements in an unsymmetrical way, the leading many more elements to the right of the main diagonal than to the left. The theoretical justification for unsymmetric bandwidth truncation has already been presented. Because this analysis used the approximation M j,j±k ≈ q k , it is useful to see some concrete approximation-free illustrations generated by actually solving ordinary differential equations using the Petrov-Galerkin ultraspherical/Chebyshev method for some examples and the Fourier-Galerkin scheme for others. Fig. 6 plots the isolines of the base-10 logarithm of the maximum pointwise error in solving the typical ODE
using an ultraspherical/Chebyshev Petrov-Galerkin matrix which has been unsymmetrically truncated to a sparse matrix. The number of nonzero elements to the left of the diagonal is m left while the number to the right of the main diagonal is m right . The isolines are all L-shaped, that is, the union of a line segment parallel to the m left axis and another segment parallel to the m right axis. The reason that the contours have this shape is that when m right m left [bottom of the plot], the error is dominated by the consequences of lopping off Petrov-Galerkin matrix elements that are right of the main diagonal. The error therefore improves exponentially as m right increases [moving vertically on the plot]. However, eventually a plateau is reached for sufficiently large m right and the isoline rotates ninety degrees to parallel the m right . The reason is that for a fixed m left , a saturation point is reached for increasing m right in which the error is now limited by missing elements to the left, rather than to the right, of the main diagonal.
The most efficient truncation is at the corners of each L: at a corner, increasing either of (m left , m right ) does nothing; the error can be reduced only by simultaneously increasing both m left and m right . In the left graph of Fig. 6 , the ODE coefficient q(x) is very smooth. The optimum is a truncation which is only slightly unsymmetric.
When P > p, that is the series for the solution converges more slowly than that of the very smooth function q(x), the optimum choice is m left ≈ m right .
When p = P [equal rates], m left ≈ 2m right as shown in the right panel of Fig. 6 . When P < p, that is, the series for u(x; P ) is converging much faster than the series for the coefficient q(x; p), m left ≈ 3m right [not illustrated].
Another perspective is offered by shifting to nonperiodic ODEs solved by Chebyshev polynomials and making contour plots for symmetric truncations m in the plane spanned by m and the size of the Chebyshev basis N . The plots are triangular because the maximum bandwidth is limited to N . These Chebyshev m−N plots tell the same story as the Fourier m left −m right plots. In the upper left of Fig. 7 , the coefficient is very smooth. For fixed N , increasing bandwidth m (i. e., moving vertically in the plot) shows rapid decrease in error at first, but the contour lines quickly turn vertical. The error has reached a plateau controlled entirely N ; Olver and Townsend's strategy of drastic bandwidth truncation enormously reduces costs without a loss of accuracy.
In the upper right, q − u equiconvergence shows a very different pattern. For fixed N ,the color gradient and the contours are horizontal almost all the way to the m = N diagonal line. Unlike the Fourier cases, a modest truncation of bandwidth, such as to m = 100 when N = 140 say, causes little loss of accuracy, but only a small fraction of the matrix elements are omitted, saving little over the cost of factoring the full N × N Galerkin matrix.
In the lowest plot, the contours near the bottom are horizontal. Unlike the upper left, however, the contours never turn vertical. Instead, for fixed N > 50, the error saturates at very tiny errors limited by machine precision. It appears -and indeed is true -that one can truncate to a bandwidth m N without loss of accuracy. However, this is misleading. The coefficient q and solution u(x) are very both smooth compared to the other two panels: u(x) = sech(x) + tanh(x) has poles which are 10 times as far on the real axis as u(x) = sech(10x) + tanh(10x). A dense matrix of full bandwidth with N = 30 gives an approximation accurate to the roundoff plateau. It is therefore silly, except in multiple precision arithmetic, to use larger N . The lower panel of Fig. 7 is thus a parable reminding us the truncating the dimension N of the Galerkin matrix is significant for cost-reduction, too. A full 30 × 30 is much less expensive than a 100 × 100 matrix truncated to bandwidth m = 30. We repeated Fig. 7 with q multiplied by a large constant Q 2 = 90, 000. The only major change was in the "over-resolved" plot: the huge magnitude of q(x) requires roughly twice as many Chebyshev polynomials as when q(x) is equally
The key insight is unchanged by the magnitude of q(x): truncating the bandwidth of the Galerkin matrix to m N is accuracy-neutral is possible only when the coefficients of the differential equation are much smoother than the solution. Fig. 8 schematically compares the symmetric and unsymmetric bandwidth truncation with the third option, dubbed "basis reduction", which is to use a square matrix of dimensions m band × m band , the standard Petrov-Galerkin of the largest size which is bandlimited of bandwidth m band .
Bandwidth truncation versus basis reduction
Symmetric bandwidth truncation
Right−of−diagonal bandwidth truncation 
Basis reduction
Improvement II: Chebyshev-Padé approximations
Suppose that the ODE coefficient q(x) is sufficiently smooth that it can be approximated to within the desired error tolerance by a Chebyshev series truncated at degree M , allowing truncation of the dense N ×N Galerkin matrix to a banded matrix of bandwidth m N where m is proportional to, but not necessarily equal to, M . If one can approximate q(x) to the same accuracy by a rational function which is the ratio of two polynomials P and Q of degree M/2, and this is not improbable given that the rational approximation and the truncated Chebyshev series have the same number of degrees of freedom, then
The Petrov-Galerkin procedure then yields a matrix whose bandwidth is M/2.
Halving the bandwidth reduces the cost of an LU factorization by a factor of four and memory storage is reduced by a factor of two.
Having demonstrated the theoretical advantages of replacing ODE coefficients by rational approximations, the next step is to ask: Do such approximations exist? And if so, how to construct them?
Indeed, such approximations exist. We will begin with classical, Taylorseries-derived Padé approximants. Although these are highly nonuniform in space and therefore not suitable for spectral methods, which are usually blessed with errors that are almost uniform in x, Padé approximants provide useful insights into their much more uniform Padé-Chebyshev brethren.
The [M/N ] Padé approximant to a function f(x) is a polynomial of degree M divided by a polynomial of degree N which is chosen so that the leading terms of the power series of the approximant match the first (M + N + 1) terms of the power series of f(x). One might suppose that the approximant would be restricted to the same domain of convergence as the Taylor expansion from whence it came. In reality, the Padé approximant will usually converge on the entire real axis if f(x) is free of singularities there [1, 2, 3] .
In the power series/Padé realm, it has been proven that for some classes of functions, the diagonal approximants [equal numerator and denominator degrees] are not merely equal in accuracy to the comparable truncated series, but in some sense superior. For example, the power series of the Stieltjes function is asymptotic but has a zero radius of convergence; the diagonal Padé approximants converge at a subgeometric but exponential rate on the entire positive real axis, an error proportional to exp(−4 N /z) for the [N /N] approximant (pg. 405 of [3] ). For the exponential function, pg. 404 of [3] asserts that Error(degree-N Taylor series) ∼ 2 N Error([(N /2)/(N/2)] Padé)
The success of Padé approximants inspired the invention of Chebyshev and Fourier equivalents known collectively as "Padé-spectral" approximations. The rational functions with equal numerator and polynomial degrees are the "diagonal approximants" in the standard jargon of both Padé and spectral-Padé theory.
Taylor-series-derived Padé approximants are unique for a given f(x) and specified numerator and denominator degrees, but Chebyshev-Padé approximations come in several flavors [19, 18] . For our purposes, it will suffice to use "linear Chebyshev-Padé" or "Maehly Chebyshev-Padé" approximants. First, let
Note that without loss of generality, we have normalized the coefficient of T 0 in the denominator to one so that P M (x) and Q N (x) together have only M +N +1 undetermined coefficients. The linear Chebyshev-Padé approximants are defined by the requirement
at each of N col interpolation points where we usually took N col = 2N . This yields a matrix problem for the unknown spectral coefficients of the numerator and denominator polynomials. Fig. 10 compares the errors made by a symmetric truncation of the N × N Galerkin matrix to a banded matrix of bandwidth m band [Olver-Townend costreduction] and the Chebyshev-Padé strategy with
followed by multiplication of the ODE by the denominator polynomial . The Padé approximation thus yields a matrix with only half the bandwidth of the bandwidth truncation with which it is being compared. The degree of the Padé approximant is not m band but m band − 2 because a constant q generates a pentadiagonal multiplication matrix and in general a polynomial of degree m band − 2 generates (for the Petrov-Galerkin method for a second order ODE) a matrix of bandwidth m band . Bandwidth truncation is unnecessary because the Chebyshev-Padé approximant, followed by clearing denominators before applying the Petrov-Galerkin method, constructs a matrix of bandwidth m band . Figs. 10-13 show that for most problems, the rational approximation to q(x) is a much better strategy than bandwidth truncation. Fig. 10 is a little silly because q(x) is a rational function so all Chebyshev-Padé approximations with denominator degree of two or higher is exact. A heptadiagonal matrix now yields near machine precision when N is sufficiently large. Rigidly sticking to a program of diagonalizing the highest derivative and reducing cost only by truncating a full multiplication matrix is here exposed as a foolish. Fig. 11 compares the Padeé and bandwidth truncation strategies when the ODE coefficient is −1 + cos(10x). For small bandwidths, the Chebyshev-Padsé 22 approach is actually worse. The reason is that the cosine and sine functions have "pre-asymptotic shelves"; the error does not fall below O(1) errors until N > πM wavelengths where M wavelengths is the number of wavelengths of the oscillating. However, when the Chebyshev-Padé approach is awful, bandwidth truncation is awful, too. When the degree of the rational approximation is large enough for accuracy, the Chebyshev-Padé is triumphant for this example, too.
The graphs are similar when q(x) − 1 − exp(5x) as shown in Figs. 12 except that there is no shelf of O(1) coefficients and error for the exponential functions. The final example with q(x) = cos(5x)sech(10x) is as lop-sided in favor of rational approximation as a soccer game whose final score is 10-0. Both methods solved matrices of bandwidth m band , which is plotted as the horizontal axis. The red curve with x's shows the errors in bandwidth truncation as described previously. The black curve results from (i) replacing q(x) by the rational approximation which is the ratio of two polynomials each of degree (m band − 2) (ii) multiplication of the ODE by the denominator polynomial (iii) computation and solution of the Petrov-Galerkin matrix which by construction -not truncation -is of bandwidth m band . This case has a rational q(x), as listed in the title, so all rational approximations whose denominator degree is quadratic or higher is exact to within roundoff error.
We will not shrink from a catalogue of possible liabilities to the Padé approach. First, we have not made a systematic study of "high N " problems. Perhaps multiplication by the denominator of the Padé approximation degrades the condition number so that Petrov-Galerkin method is beat up by floating point errors when N , the truncation of the Chebyshev series, is sufficiently large. Fig. 14 shows that the rational strategy works well for N as large as 500 though the accuracy plateaus at about 10 −8 , show that ill-conditioning for large N is worthy of future study.
Rational approximations have their difficulties such as ill-conditioning, "Froissart doubles" and other sorrows. Rational approximations have been very useful in a wide variety of applications despite these complications. These difficulties will not be discussed here. Instead, we refer the reader to the new (and exceptional) papers by Gonnet, Guttel and Trefethen [15] and Pachon, Gonnet and van Joris [21] , who devise new strategies that largely eliminate these worries.
A final difficulty is that computing the rational approximation by interpolation requires solving a matrix problem whose cost is not insignificant compared to that of solving the Petrov-Galerkin linear algebra problem.
Even so, the error graphs are eloquent advocates for rational approximations. Chebyshev polynomials to be approximated to near machine precision. However, q(x) is approximated to the maximum useful precision by a 50/50 rational function; although not obvious from the magnitude of the coefficients for the numerator and denominator polynomials graphed on the right, the ratio of two polynomials of degree 50 is accurate to a maximum pointwise error of 1.25 × 10 −10 . There is no improvement by applying a bandwidth for the 500 × 500 Petrov-Galerkin matrix that is greater than 50 for the Chebyshev-Padé method or a bandwidth of 100 with symmetrical bandwidth truncation.
Practical Advice
If one has absolutely zero information about the rate of decrease of the and spectral coefficients of the solution, then one cannot sensibly trim the Petrov-Galerkin matrix. On the other hand, one cannot sensibly choose the truncation of the spectral basis N either.
However, it is unusual to perform just one calculation in a given region of parameter space; rather, a thoughtful arithmurgist will learn from each additional calculation. A posterior, the rate of convergence can be estimated by merely inspecting a graph of the spectral coefficients.
We will assume that the user begins with the desired error tolerance δ and an estimate for N that is sufficient but barely sufficient to achieve this tolerance. If the convergence is a geometric convergence with |a n | ∼ O(p n ), then
One may apply Chebyshev interpolation to compute the Chebyshev coefficients of the ODE coefficient q(x). One can then estimate a constantp such that the series coefficients for q(x) are decreasing proportional top n . Ifp ≥ p, meaning that the spectral series for the coefficient decreases as slowly or slower than the series for the solution, then symmetric bandwidth truncation will fail. It may still be possible to reduce costs by using unsymmetrical truncation or the Chebyshev-Padé strategy. If, on the other hand, the series for the coefficient is converging much faster than the solution, then drastic approximation of the Petrov-Galerkin matrix is possible.
Using a theorem proved earlier and assuming that we have approximate bounds on the coefficients of q(x) and u(x), |q k | ≤ q(k) and |u k | ≤ u(k), then we can delete all elements to the right of the main diagonal such that, with δ as the desired error tolerance,
Note that this right-only bandwidth truncation and the Chebyshev-Padé methods are mutually exclusive: Apply one or the other but not both. The first step in applying the Chebyshev-Padé method is to expand q(x) as a diagonal rational approximation of increasing degree until
then replace q by the rational approximation, multiply the ODE by the denominator of the rational approximation and apply the Petrov-Galerkin procedure to generate the discretization matrix. Exploit the fact the matrix has bandwidth m band = M + 2.
Summary
The ultraspherical Petrov-Galerkin discretization was devised to reduce the matrix condition number, but as Olver and Townsend have emphasized, Galerkin and Petrov-Galerkin matrices can often be truncated to banded matrices whose bandwidth m is small compared to the dimensionality N of the Galerkin matrix. Here, we have analyzed one restriction or two improvements in such "bandwidth truncation".
The first is that bandwidth truncation does not worsen the error if and only if all the coefficients of the differential equation have spectral series that converge much faster than that of the ODE solution u(x). "Equiconvergence", that is, ODEs such that u(x) and q(x) have similar rates of convergence does not allow truncation of the dense Galerkin matrix to a banded matrix except at the price of a severe loss of accuracy. Nonlinearity usually implies equiconvergence and therefore is unfavorable to bandwidth truncation. On the other hand, an inhomogeneous term f(x) whose spectral series converges slowly will usually force the expansion of u(x) to converge slowly even if the ODE coefficient q(x) is smooth, and this is favorable to drastic bandwidth truncation.
The second is that although the matrix elements decay exponentially with distance from the main diagonal in roughly symmetrical fashion, the corresponding inner product sums -matrix elements multiplied by coefficients of u(x)decay very unsymmetrically. In the equiconvergence case, the most efficient procedure is a truncation that keeps roughly twice as many elements to the left of the main diagonal as to the right. Modest savings in storage (perhaps 25 %) and execution time can be thus realized. Often, though, an even better option is to just reduce the size of the Galerkin basis from N to something smaller.
A second improvement to be bandwidth truncation can be realized by replacing the ODE coefficient by a diagonal Chebyshev-Padé approximation. After clearing the denominator, it is often possible to half the bandwidth, reducing matrix factorization costs by about a factor of four.
These concepts generalize to other spectral expansions. The Hermite function Galerkin discretization of the second derivative is a pentadiagonal matrix, or tridiagonal if the basis is restricted to even or odd parity. Some important problems are trivially but exactly banded with low bandwidth. For example, the quantum quartic oscillator is the eigenproblem v yy + (−y 2 − y 4 )v = λv where λ is the eigenvalue; the Galerkin matrices, one for each parity, are without approximation pentadiagonal. When the coefficients of the differential equation are transcendental functions, bandwidth truncation is again nontrivial. Since a subgeometric, root-exponential rate of convergence is normal for Hermite series [5] , a full analysis is left for another time [17] .
Similarly, the Galerkin representation of the two-dimensional Laplace operator on the surface of a sphere is diagonal. These extensions of Galerkin sparsification to spherical geometry, etc., are best left to specific applications.
Olver and Townsend showed that the stigma of dense matrices associated with Chebyshev polynomial methods is often unjust, even for differential equations with complex transcendental coefficients. They never claimed that it is always possible to generate an accurate Chebyshev discretization of small bandwidth. We have shown that there are important classes of problems where drastic bandwidth truncation comes only at the price of a drastic loss of accuracy. When truncation of the Petrov-Galerkin matrix to a matrix of low bandwidth is 29 possible, we have shown that (i) unsymmetrical truncation and (ii) application of Chebyshev-Padé approximations to ODE coefficients, can significantly reduce costs still further.
