In this paper, we prove the existence of a classical solution to a Neumann boundary problem for Hessian equations in uniformly convex domain. The methods depend upon the established of a priori derivative estimates up to second order. So we give a affirmative answer to a conjecture of N. Trudinger in 1986.
Introduction
In this paper, we study the existence of the classical solution for the following Neumann problem:
where σ k (D 2 u) is the k-th elementary symmetric function of eigenvalues of D 2 u, and ν is outer unit normal vector of ∂Ω. When k = 1, this is well-known Laplace equation with Neumann boundary condition, for priori estimates and the existence theorem we refer to the book [12] . For k = n, the priori estimates and existence result were obtained by Lions, Trudinger and Urbas [31] . But for 2 ≤ k ≤ n − 1, Trudinger [38] established the existence theorem when the domain is a ball, and he conjectured (in [38] , page 305) that one can solve the problem in sufficiently smooth uniformly convex domains. Now we give a positive answer to this problem. Theorem 1.1. Let Ω be a C 4 bounded uniformly convex domain in R n . Where f ∈ C 2 (Ω) is positive function and ϕ ∈ C 3 (Ω). Then there exists a unique k admissible solution u ∈ C 3,α (Ω) of the boundary value problem,
in Ω,
Remark 1: For simplicity we only states this particular form of existence theorem, due to the C 0 estimate is easy to handle in this case while we do not want to emphasize C 0 estimate in this paper (see [31] for more general cases). Hessian equation is an important nonlinear elliptic partial differential equation. It appears naturally in classical geometry, conformal geometry and Kähler geometry. Now let us brief recall some history and development for this equation, for more detail please see the paper by Wang [45] .
First for the Hessian equation on R n , its Dirichlet boundary value problem
was studied by Caffrelli-Nirenberg-Spruck [2] , Ivochkina [19] and Trudinger [39] . ChouWang [7] got the Pogorelov type interior estimates and the existence of variational solution. Trudinger-Wang [40] developed a Hessian measure theory for Hessian operator.
For the curvature equations in classical geometry, the existence of hypersurfaces with prescribed Weingarten curvature was studied by Pogorelov [34] , Caffarelli-NirenbergSpruck [3, 4] , Guan-Guan [14] , Guan-Ma [15] and the later work by Sheng-TrudingerWang [35] . The Hessian equation on Riemannian manifolds was also studied by Y.Y.Li [22] , Urbas [44] and Guan [13] . In recent years the Hessian type equation also appears in conformal geometry, which started from Chang-Gursky-Yang [5] and the related development by ( [16] , [23] , [17] , [36] , [10] ). In Kähler geometry, the Hessian equation was studied by Hou-Ma-Wu [18] and Dinew-Kolodziej [8] .
The Yamabe problem on manifolds with boundary was first studied by Escobar [9] , he shows that (almost) every compact Riemannian manifold (M, g) is conformally equivalent to one of constant scalar curvature, whose boundary is minimal. The problem reduces to solving the semilinear elliptic critical Sobolev exponent equation with the Neumann boundary condition. It is naturally, the Neumann boundary value problem for Hessian type equations also appears in the fully nonlinear Yamabe problem for manifolds with boundary, which is to find a conformal metricĝ = exp(−2u)g such that the k-th elementary symmetric function of eigenvalues of Schouten tensor is constant and with the constant mean curvature on the boundary of manifold. See for Jin-Li-Li [21] , Chen [6] and Li-Luc [24, 25] , but in all these papers they need to impose the manifold are umbilic or total geodesic boundary for k ≥ 2, which are more like the condition in Trudinger [38] that the domain is ball.
The Neumann or oblique derivative problem on linear and quasilinear elliptic equations was widely studied for a long time, one can see the recent book written by Lieberman [27] . Especially for the mean curvature equation with prescribed contact angle boundary value problem, Ural'tseva [41] , Simon-Spruck [37] and Gerhardt [11] got the boundary gradient estimates and the corresponding existence theorem. Recently in [33] , Ma-Xu got the boundary gradient estimates and the corresponding existence theorem for the Neumann boundary value problem on mean curvature equation. For related results on the Neumann or oblique derivative problem for some class fully nonlinear elliptic equations can be found in Urbas [42, 43] .
We give a brief description of our procedures and ideas to this problem. By the standard theory of Lieberman-Trudinger [28] (see also [30] , [27] ), it is well known that the solvability of the Hessian equations with Neumann boundary value can be reduced to the priori global second order derivative estimates. We have done C 1 estimate (jointed with J.J. Xu) in [32] a year ago, there we constructed a suitable auxiliary function and use particular coordinate to let the estimate computable. For C 2 estimate, we first reduce the global estimate to the boundary double normal derivative, this estimate also plays an important role in our boundary double normal estimate. The main difficulty lies to construct the barrier functions of u ν . The Neumann boundary condition will bring us a trouble term as " The rest of the paper is organized as follows. In section 2, we first give the definitions and some notations. We get the C 0 and C 1 , which was obtained by Trudinger [38] and Ma-Qiu-Xu [32] . In section 4, we obtain the C 2 estimates, which is the main estimates in this paper. In last section 5, we prove the main Theorem 1.1.
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Preliminaries
In this section, we introduce the admissible solution and some element properties for k-th elementary symmetric function.
Definition For any k = 1, 2, · · · , n, and λ = (λ 1 , · · · , λ n ) ∈ R n we set
We denote by σ k (λ|i) the symmetric function with λ i = 0 and σ k (λ|ij) the symmetric function with
And we let
We say a function u is k admissible if λ(
ii . Sometimes we write the equation (1) in the form
and use the notation
σ k operator has following simple properties.
Proposition 2.1.
and
Proof. See [26] .
and σ
The following proposition is so called MacLaurin inequality.
Moreover,
then we have
Proof. See [29] for these inequalities, one can also see [18] for the first inequality. The third one can be induced by the first inequality and (11).
3 C 0 and C 1 estimates
In this section we get the a priori bounded estimates and gradient estimates for the k-admissible solution of the equation (2) . For the C 0 estimates, which was gotten by Trudinger [38] .
Theorem 3.1. [38] Let Ω ⊂ R n be a bounded C 1 domain, and ν is the outer unit normal vector of ∂Ω. Suppose u ∈ C 2 (Ω) C 3 (Ω) is an k -admissible solution of the following Neumann boundary problems of Hessian equation
Then sup
where M 0 depends on k, n, diamΩ, ϕ, sup f .
Proof. Taking o ∈ Ω and let us consider u − A|x| 2 . Fixing A large depend on k, n and sup f so that we have
Comparison principle tells us u − A|x| 2 attains its minimum point at x 0 on the boundary.
0
Similarly we consider u which attains its maximum on the boundary. Then we get
The gradient estimate was done in [32] , since that paper was written in Chinese, for completeness we contain its proof in this section. We set
Then it is well known that there exists a positive constant 1 ≥ µ > 0 such that d(x) ∈ C 4 (Ω µ ). As in Simon-Spruck [37] or Lieberman [27] (in page 331), we can extend ν by ν = −Dd in Ω µ and note that ν is a C 2 (Ω µ ) vector field. As mentioned in the book [27] , we also have the following formulas
As in [27] , we define
and for a vector ζ ∈ R n , we write ζ ′ for the vector with i-th component 1≤j≤n c ij ζ j . Then we have
We first state an useful lemma from [7] .
To state the gradient estimate on Neumann problems, we need first recall an interior estimate in [7] . Lemma 3.2. (Chou-Wang) [7] Let Ω ⊂ R n be a bounded domain. Suppose u ∈ C 3 (Ω) is a k-admissible solution of Hessian equation
where M 1 is a positive constant which depends on n,
Now we get the global gradient estimate which was done in [32] .
Let Ω ⊂ R n be a bounded C 3 domain, and ν is the outer unit normal vector of ∂Ω.
is an k-admissible solution of the following Neumann boundary problems of Hessian equation
satisfying |u| ≤ M 0 , where f, ϕ are given functions defined onΩ
Then there exists a small positive constant µ 0 which depends only on n, k, Ω,
where M 1 is a positive constant depending only on n, k, µ 0 , M 0 , L 1 , which is from the interior gradient estimates; M 2 is a positive constant depending only on n, k,
Proof of Theorem 3.2
Proof. We consider the auxiliary function
where
in which α 0 large to be chosen later. By (35) we have
By (34) we have
If we assume that |Du| > 8nL 2 and µ 0 ≤ 1 2L2 , it follows from (40) that
These inequalities will be used below. We assume that G(x) attains its maximum at x 0 ∈ Ω µ0 , where 0 < µ 0 < µ ≤ 1 is a sufficiently small number which we shall decide it later. Now we divide three cases to complete the proof of Theorem 3.2. Case I: If G(x) attains its maximum at x 0 ∈ ∂Ω, then we shall use the Hopf Lemma to get the bound of G(x 0 ).
Case II: If G(x) attains its maximum at x 0 ∈ Ω µ0 , in this case for the sufficiently small constant µ 0 > 0, then we can use the maximum principle to get the bound of G(x 0 ).
Case III: If G(x) attains its maximum at x 0 ∈ ∂Ω µ0 Ω, then we shall get the estimates of |Du|(x 0 ) via the standard interior gradient bound as in [7] . Which in turn give the bound for G at point x 0 . Since G(x) ≤ G(x 0 ), we get the bound of G, which in turn give the bound of |∇u| in Ω µ0 . Now all computations work at the point x 0 . We use Einstein's summation convention. All repeated indices come from 1 to n.
Case I: boundary estimates
If maximum of G is attained on the boundary, at the maximum point we have
We have decomposition |Dw|
On the other hand, take tangential derivative to the Neumann boundary condition:
Then contracting (44) with w p , and inserting it into (43), we can cancel the term with the second derivative of u,
So we choose α 0 = 2C +
Thus we have estimate |Dw|(x 0 ) ≤ 1, and G(x 0 ) ≤ −log(1 + 3M 0 ) + 2C + L2 1+3M0 + 1.
Case II: Near boundary estimates
If G attains its maximum in Ω µ0 . We take the first derivatives and second derivatives to the auxiliary function:
Because
Recalling w = u + ϕd, its second derivatives is
w ij has relation with u ij that
Differential w ij again,
Now we choose coordinate at x 0 such that |∇w| = w 1 and (u ij ) 2≤i,j≤n is diagonal. So from (40) and (47), we have for i = 1,
and for 2 ≤ i ≤ n,
here we assume µ 0 ≤ µ 1 := 1 2L2 , such that
So from (50) and (55) we get the key fact that
here we assume that µ 0 ≤ µ 2 := 1 64C(1+5M0) . For i ≥ 2, we have
Then we continue to compute F ij G ij . By using (40), (50) and (53) it follows that
The equation (1) is k-homogenous, and differentiating it gives
We obtain from (63), (64), (66), and (67) that
(68)
By definition of h, we have h
Thus from (25)
If we assume further |Du|
From above estimates (25), (69), (70), and (71), we obtain
Finally, inequality (26) in the Lemma 3.1 implies that
provided that |Du|(
Inequality (73) is a contradiction. We conclude that if µ 0 = min{ µ, µ 1 , µ 2 , µ 3 }, we have the estimate
Thus we get the estimate of G(x 0 ). Because G attains its maximum at x 0 and h, g is bounded from below, the gradient estimate of u follows the above three cases.
C 2 priori estimates
We come now to the a priori estimates of second derivative necessary for our existence theorem. For these bounds we restrict attention to the following problem
Theorem 4.1. Let Ω be a bounded C 4 uniformly convex domain in R n , ν is the outer unit normal vector of ∂Ω. If u ∈ C 4 (Ω) ∩ C 3 (Ω) a k-admissible solution of Neumann problem (75). Where f ∈ C 2 (Ω × R) is positive and ϕ ∈ C 3 (Ω × R) is non-increasing in z. Then we have sup
where C depends only on n, k, ||u|| It is well known that it is easy to get the estimates for second tangential-normal derivative of the solution on the boundary. We here follow the same line as in LionsTrudinger-Urbas [31] with minor changes.
Lemma 4.1. Denoting the tangential direction τ at any point y ∈ ∂Ω, we have
where the constant C only depends on ||u|| C 1 , ||ϕ|| C 1 and ||∂Ω|| C 2 .
Proof. Taking tangential derivative to the boundary condition
as in (44) we have
Take inner pruduct with τ i , it follows that
So
Now we again use the technique of Lions-Trudinger-Urbas [31] , we can reduce the second derivative estimates of the solution to the boundary double normal derivative bounds.
where C 0 depends only on ||u|| C 1 ,||ϕ|| C 3 , ||∂Ω|| C 4 ,||f || C 2 , min f , and convexity of ∂Ω.
Proof. We consider the function
We compute
Taking first derivative of equation (6), we have
And we have from the concavity of σ
Then we contract (85) with the F ij , using (87) and (86),
At interior maximum point, we assume (u ij ) is diagonal and u 11 ≥ u 22 ≥ · · · ≥ u nn . So we have by (14)
We can assume u ξξ ≥ 0, otherwise we have the estimate (82). If we choose
Now if we choose K 1 large, such that
So v(x, ξ) attains its maximum on ∂Ω.
Case a: ξ is tangential.
We shall take tangential derivative twice to the boundary condition, first we rewrite (79) as following
So let's take tangential derivative (92) and we get
it follows that
and in above formula we take sum with ξ i ξ p , then we obtain
So we have
Here in the second inequality we assume that ϕ is non-increasing in z.
If we assume ξ = e 1 , it is easy to get the bound for u 1i (x 0 ) for i = 1 from the maximum of v(x, ξ) in the ξ direction. In fact, we can assume ξ(t) =
(1,t,0,··· ,0) √ 1+t 2 . Because v(x, ξ) attains its maximum at ξ(0). Then we have
Similarly, we have for all i = 1,
Due to D 1 ν 1 ≥ κ > 0, we have
On the other hand, we have from the Hopf lemma, (77) and
Combining (99) and (100), we therefore deduce
Case b: ξ is non-tangential. We write ξ = ατ + βν, where α = ξ · τ , |τ | = 1, τ · ν = 0, β = ξ · ν = 0 and α 2 + β 2 = 1.
By definition of v(x, ξ), we have
Hence
Then we get the estimate,
so that this case is also reduced to the purely normal case.
Second Normal Derivative Bounds On The Boundary
In this section, we consider the double normal derivative estimate which is the most difficulty part in the Neumann problem for Hessian equations. Note we do not know boundary double tangential bound apriori, or it is hard to get this estimate due to the Neumann boundary condition in general. Compare this with Dirichlet problem in ( [1] , [2] , [39] ). We give some definitions first. Let
We know from the classic book [12] section 14.6 that h is C 4 in Ω µ for some constant µ ≤ µ small depending on Ω. In terms of a principal coordinate system, see [12] section 14.6, we have
So h also satisfied the following properties in Ω µ :
provided µ ≤ µ small depend on ||∂Ω|| C 2 . Here k 1 and k 0 are positive constants depend on κ := (κ 1 , · · · , κ n ). It is easy to see
for unit outer normal ν on the boundary. In order to do this estimate we construct barrier functions of u ν on the boundary. Motivated by [31] , [38] , [20] and [42] , we introduce the following functions. In Ω µ , we denote
where σ, β, µ, A are positive constants to be chosen later. Now we consider the sub barrier function,
And we want to prove the following lemma.
Proof. We use maximum principle to prove this lemma. First we assume the function attains its minimum point x 0 in the interior of Ω µ . We derivative this function twice,
At the minimum point x 0 , as before we can assume (u ij (x 0 )) is diagonal. Contracting (120) with F ij , we get
Where in the second inequality we use
which in turn implies that
We choose µ ≤ 1 β in (122). Then we divided the index 1 ≤ i ≤ n into two categories.
we say i ∈ B.
We choose β ≥ 2nk 0 , in order to let
(ii) If
we denote i ∈ G. For any i ∈ G, we use P i (x 0 ) = 0 to get
and (123), we have that
By chosen A large such that
Due to 2 ≥ |Dh| ≥ 1 2 and (125), there is a i 0 ∈ G, say i 0 = 1, such that
Then we continue to compute the equation of P ,
Since
From (131) and (134), we have
Now we analysis the above terms case by case. Without generality, we assume that u 22 ≥ · · · ≥ u nn . Case 1: u ii ≥ 0, for all i. This is the most easy case. Using equation, we get
If we choose A >
, then from (135) we have
In the following cases we can assume u nn < 0. Case 2:
The terms in line (135) become
Using (139), and choose A > 3(C3β+k1k max f ) k0 in (135), then we obtain the result (137).
In the following cases we assume
We denote λ := (u 11 , · · · , u nn ) and choose A ≥ 2σ. Case 3: σ k−1 (λ|1) ≥ δ 1 (−u nn )σ k−2 (λ|1n), for small positive constant δ 1 chosen in later case. If u 11 ≥ u 22 , we know from (14) that,
Otherwise u 11 ≤ u 22 , we have from (129), (82) and (14) that
We infer from the hypothesis
Note we only use hypothesis of Case 3 in the first inequality above.
Using (10), and assumption u nn < 0, we have from (8) that
2 , then we substitute (140) and (141) into (142), and using (143),
Using (82), and we choose β ≥
, such that for the last two terms in (135) we have
So choose A >
+ 2σ in (135), and using (145), we obtain the inequality (137).
By hypothesis and for i ≥ 2,
We compute as follows,
Using (82) and (129), we continue
Now we let δ 1 = k0σ 6k1nC0 . As in (142) and (144), we obtain
Inserting (129) into above inequality, we have
If we choose β ≥ 36kn(n−k+1)(n−1)k
, such that for the last two terms in (135) we get
in (135), and using (151), we obtain the inequality (137) which contradicts with 0 ≤ F ij P ij at minimum point x 0 . Then the function P attains its minimum on the boundary of Ω µ . Now we treat the boundary value of P . On ∂Ω, it is easily to see
On the ∂Ω µ /∂Ω, we have
provided A ≥
2C5
µ . We conclude that we first choose
µ . Using the maximal principle for the function P (x), we get
Similarly, we can also find super barrier function of u ν .
, for any x ∈ Ω µ , if chosen β large, µ small, A large in proper sequence, we have we denote i ∈ G. For any i ∈ G, we use P i (x 0 ) = 0 to get
Because |h i | 2 > k0 2β and (161), we have that
By chosen A large such that A 3 ≥ βC 4 , we infer
Due to 2 ≥ |Dh| ≥ 1 2 and (159), there is a i 0 ∈ G, say i 0 = 1, such that
We treat some terms in last formula, first
It follows that
Then we have
This is easy when u 11 < 0, because we have by (16) and (15)
From (82) and (163) we obtain − β 2n
If we choose β ≥ 3nk1C0 cσ and A ≥ 2σ + βC6 k0 , then by (169) and (171) we get
Then the function P attains its maximum on the boundary of Ω µ . On ∂Ω, it is easily to see P = 0.
2C7
µ . We conclude that we first choose β ≥ Using the barrier functions, we have the main normal-normal second derivative estimate in this section.
Theorem 4.2.
Let Ω be a bounded C 4 uniformly convex domain in R n , ν is the outer unit normal vector of ∂Ω. If u ∈ C 4 (Ω) ∩ C 3 (Ω) a k-admissible solution of Neumann problem (75). Where f ∈ C 2 (Ω × R) is positive and ϕ ∈ C 3 (Ω × R) is non-increasing in z. Then we have sup
where constant C depends on n, k, ||u|| C 1 , min f , ||ϕ|| C 3 , ||f || C 2 , convexity of ∂Ω and ||∂Ω|| C 4 .
Proof. Assume z 0 is the maximum point of u νν , we have
≥ g(
In the second inequality we assume u νν (z 0 ) ≥ 0. Then we get sup ∂Ω u νν ≤ C + σM.
Similarly, by 0 ≤ P ν (z 0 ) here z 0 is the minimum point of u νν , we get 
Existence of the boundary problem
In this section we complete the proof of the Theorem 1.1. As in [31] , by combining Theorems 3.1, 3.2 and 4.1 with the global second derivative Hölder estimates (see [30] or [28] ), we get a global estimate
for k-admissible solution, where C, α depending on k, n, Ω, ||Ω|| C 4 , ||f || C 2 , min f and ||ϕ|| C 3 . Applying the method of continuity (see [12] , Theorem 17.28), we complete the proof of Theorem 1.1.
