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FAVARD SEPARATION METHOD FOR ALMOST PERIODIC
STOCHASTIC DIFFERENTIAL EQUATIONS
ZHENXIN LIU AND WENHE WANG
Abstract. Favard separation method is an important means to study almost periodic so-
lutions to linear differential equations; later, Amerio applied Favard’s idea to nonlinear
differential equations. In this paper, by appropriate choosing separation and almost period-
icity in distribution sense, we obtain the Favard and Amerio type theorems for stochastic
differential equations.
1. Introduction
The theory of almost periodic functions was founded by Bohr in 1924–1926 [8, 9, 10], and
many significant contributions were made to the subject in the immediate decade following
Bohr’s work; see, for example, Bochner [5, 6], von Neumann [30], van Kampen [23]. In the
early stage of the theory, much attention was paid to the Fourier series theory of almost
periodicity. Later it was observed that many differential equations arising from physics
admit almost periodic solutions, then almost periodic phenomenon was extensively studied
in differential equations, following Favard’s pioneering work [14, 15]; we refer the reader to
the books, e.g. Amerio and Prouse [2], Fink [17], Levitan and Zhikov [27], Yoshizawa [37]
etc, for the survey.
We know that the white noise perturbations have the effect of mixing and averaging,
so what will happen when the almost periodic equation in consideration is perturbed by
white noise? In this situation, the almost periodic phenomenon was studied in stochastic
differential equations. To the best of our knowledge, only the fixed point method was used
so far to investigate the existence of almost periodic solutions by assuming that the linear
part of the equation admits the exponential dichotomy; see Halanay [20], Morozan and Tudor
[29], Da Prato and Tudor [12], and Arnold and Tudor [3], among others.
In this paper, we aim to adopt the Favard separation method to study almost periodic
solutions for stochastic differential equations. The separation method goes back to Favard
[14] for linear equations. Consider1 the linear equation on Rd
(1.1) x˙ = A(t)x+ f(t).
If A and f are periodic with common period, the classical Massera criterion [28] states that
(1.1) admits a periodic solution with the same period if and only if it admits a bounded
solution. When A and f are almost periodic, the situation is more complicated. When A is
a constant matrix and f is almost periodic in (1.1), Bohr and Neugebauer [11] proved that a
solution of (1.1) is almost periodic if and only if it is bounded. But in the general case, the
existence of bounded solutions of (1.1) does not imply the existence of almost periodic ones;
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1To compare the results for periodic solutions, we reverse somewhat the history of the subject.
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see counterexamples given by Zhikov and Levitan [38], Johnson [22], and the more recent work
of Ortega and Tarallo [31] which unifies the situations of [38, 22]. Assuming the existence
of bounded solutions, Favard [14] proved that (1.1) admits an almost periodic solution if
the so-called Favard separation condition holds, which means that, for any B ∈ H(A), each
nontrivial bounded solution x(t) of the equation
x˙ = B(t)x,
satisfies
inf
t∈R
|x(t)| > 0.
Here the hull H(A) of A is defined as follows
H(A) = cl{Aτ : τ ∈ R}
with Aτ (·) = A(τ + ·) and the closure being taken under the uniform topology. The Favard
separation condition is optimal in some sense since all the counterexamples we know so
far (e.g. the works mentioned above) fail to obey it. The Favard separation condition
was extensively studied in the literature in various situations. In particular, Amerio [1]
applied Favard’s idea to nonlinear differential equations to study almost periodic solutions.
Later, Seifert [34] proposed a kind of separation, which is equivalent to almost periodicity, to
study the almost periodic solutions of nonlinear equations. Fink [16] generalized separation
conditions of [1, 34] to semi-separation ones.
What we mainly concern in the present paper is the existence of almost periodic in distri-
bution solutions to stochastically perturbed differential equations under the Favard or Amerio
type separation condition. For instance, when (1.1) is perturbed by small white noise:
dX = (A(t)X + f(t))dt+ ǫdW,
does it admit almost periodic solutions in some sense if the unperturbed equation admits
bounded solutions and satisfies the Favard separation condition? To this interesting question,
the answer is positive. Actually, we can obtain more general result than this; see the following
Favard type theorem.
Theorem A. Consider the Itoˆ stochastic differential equation on Rd
(1.2) dX = (A(t)X + f(t))dt+
m∑
i=1
(Bi(t)X + gi(t))dWi,
where A,B1, . . . , Bm are (d × d)-matrix-valued and f, g1, . . . , gm are R
d-valued; all of these
functions are almost periodic; W = (W1, . . . ,Wm) is a standard m-dimensional Brownian
motion. Assume that (1.2) admits an L2-bounded solution X, i.e. supt∈RE|X(t)|
2 <∞, and
that the Favard separation condition holds for (1.2). Then (1.2) admits an almost periodic
in distribution solution.
For nonlinear stochastic differential equations, we have the following Amerio type theorem.
Theorem B. Consider the Itoˆ stochastic differential equation on Rd
(1.3) dX = f(t,X)dt+ g(t,X)dW,
where f(t, x) is an Rd-valued uniformly almost periodic function, g(t, x) is a (d×m)-matrix-
valued uniformly almost periodic function, and W is a standard m-dimensional Brownian
motion. Assume that f and g are globally Lipschitz in x with Lipschitz constants independent
of t, and that the Amerio semi-separation condition holds for (1.3) in Dr for some r > 0.
Then all the L2-bounded solutions of (1.3), with supt∈RE|X(t)|
2 ≤ r2, are almost periodic
in distribution.
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For the Favard separation condition for (1.2) and the Amerio semi-separation condition
for (1.3) as well as the meaning of Dr, we refer the reader to Section 2 for details.
Besides the above Theorems A and B, we also obtain a result for linear stochastic equations,
which suggests the existence of non-minimal almost periodic in distribution solutions (see
Theorem 3.14 for details), a result for nonlinear stochastic equations which weakens, in some
sense, the Amerio semi-separation condition in Theorem B (see Theorem 4.6 for details), and
a result which reduces the existence of L2-bounded solutions for (1.3), hence also for (1.2),
on the whole real line to that on the positive real line (see Theorem 4.7 for details).
The paper is organized as follows. Section 2 is a preliminary section in which we mainly
review some fundamental properties of almost periodic functions and introduce separation
conditions for stochastic differential equations. In Section 3, we study almost periodic solu-
tions for linear stochastic equations under the Favard type separation condition. In Section 4,
we investigate almost periodic solutions for nonlinear stochastic equations under the Amerio
type semi-separation condition. In Section 5, we illustrate our results by some applications.
Finally, we discuss, in Section 6, the possibility of improving some results of Sections 3–5,
i.e. we can obtain almost periodicity of solutions in distribution sense on the path space.
Throughout the paper, we use R to denote the set of real numbers, and R− = (−∞, 0],
R+ = [0,+∞); we use the same symbol | · | to denote the absolute value of a number, the
Euclidian norm of a vector and the induced norm of a matrix, and the cardinality of a set;
we denote by Br the closed ball in R
d with radius r centered at the origin.
2. Preliminary
Through this section, we assume that (M,d) is a complete metric space.
2.1. Almost periodic functions.
Definition 2.1 (Bohr [8]). A continuous function f : R→M is called (Bohr) almost periodic
if for any given ǫ > 0, the set
T (ǫ, f) := {τ ∈ R : sup
t∈R
d(f(t+ τ), f(t)) < ǫ}
is relatively dense on R, i.e. there is a number l = l(ǫ) > 0 such that (a, a + l) ∩ T (ǫ, f) 6= ∅
for any a ∈ R. The set T (ǫ, f) is called the set of ǫ-almost periods of f .
Remark 2.2. For given almost periodic function f : R→M , it is not hard to prove that f is
uniformly continuous on R and the range R(f) of f is precompact, i.e. the closure of R(f) is
compact; see, e.g. [27, page 2].
For simplicity, we follow Bochner’s notation [7]. We denote a sequence of real numbers
{αn} by α. By α ⊂ β we mean α is a subsequence of β; −α means {−αn}; α > 0 means
αn > 0 for each n; {α + β} means {αn + βn}; α and β being common subsequences of α
′
and β′ means that αk = α
′
n(k) and βk = β
′
n(k) for the same function n(k). The notation
Tαf = g means g(t) = limn→∞ f(t+αn) and is written only when the limit exists; the mode
of convergence will be specified at each time when the notation is used.
The following definition of almost periodicity is due to Bochner [5].
Definition 2.3. A continuous function f : R→M is called (Bochner) almost periodic if for
any sequence α′, there exists a subsequence α ⊂ α′ such that Tαf exists uniformly on R.
Proposition 2.4 (Bochner [5, 7]). For a given continuous function f : R→M , the following
statements are equivalent.
(i) The function f is Bohr almost periodic.
(ii) The function f is Bochner almost periodic.
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(iii) For every pair of sequences α′ and β′, there are common subsequences α ⊂ α′ and
β ⊂ β′ such that
Tα+βf = TαTβf pointwise.
(iv) For every pair of sequences α′ and β′, there are common subsequences α ⊂ α′ and
β ⊂ β′ such that
Tα+βf = TαTβf uniformly on R.
Remark 2.5. Since Bohr’s almost periodicity is equivalent to Bochner’s by the above result,
we will just call them almost periodicity in what follows.
To study almost periodic solutions of differential equations, we need to consider uniformly
almost periodic functions.
Definition 2.6 (Yoshizawa [37]). Let D ⊂ Rd be an open set. A continuous function
f : R ×D → Rd is called almost periodic in t uniformly for x ∈ D if for any ǫ > 0 and any
compact set S ⊂ D, the set
T (ǫ, f, S) := {τ ∈ R : sup
(t,x)∈R×S
|f(t+ τ, x)− f(t, x)| < ǫ}
is relatively dense on R, i.e. there is a number l = l(ǫ, S) > 0 such that (a, a+l)∩T (ǫ, f, S) 6= ∅
for any a ∈ R.
Similar to almost periodic functions, we have the following result.
Proposition 2.7 (Yoshizawa [37]). Let D ⊂ Rd be an open set. For a given continuous
function f : R×D → Rd, the following statements are equivalent.
(i) The function f is almost periodic in t uniformly for x ∈ D.
(ii) For any sequence α′, there exists a subsequence α ⊂ α′ such that Tαf := limn→∞ f(t+
αn, x) exists uniformly on R× S for any compact S ⊂ D.
(iii) For every pair of sequences α′ and β′, there are common subsequences α ⊂ α′ and
β ⊂ β′ such that for any compact S ⊂ D
Tα+βf = TαTβf uniformly on R× S.
For a given function f : R×D → Rd almost periodic in t uniformly for x ∈ D, the hull of
f is defined as follows:
H(f) := {g : there exists a sequence α such that Tαf = g
uniformly on R× S for every compact set S ⊂ D}.
We will need the following results in the sequel.
Proposition 2.8. Let D ⊂ Rd be an open set and f : R ×D → Rd be almost periodic in t
uniformly for x ∈ D.
(i) If a sequence α is such that Tαf exists uniformly on R × S for any compact S ⊂ D,
then Tαf is almost periodic in t uniformly for x ∈ D.
(ii) Any g ∈ H(f) is also almost periodic in t uniformly for x ∈ D and H(g) = H(f).
(iii) For any g ∈ H(f), there exists a sequence α with αn → +∞ (or αn → −∞) such
that Tαf = g uniformly on R× S for any compact S ⊂ R
d.
Remark 2.9. (i) Since we consider stochastic differential equations on Rd in this paper, i.e.
D = Rd in our situation, we will simply call a function, which is almost periodic in t uniformly
for x ∈ Rd, “uniformly almost periodic” in the sequel if there is no confusion.
(ii) Fink [17] and Seifert [35] introduced slightly different concepts of uniform almost
periodicity; see [35] for some discussions on their relations.
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2.2. Asymptotically almost periodic functions.
Definition 2.10. A continuous function f : R+ → M is asymptotically almost periodic if
there exists an almost periodic function p : R→M such that
lim
t→+∞
d(f(t), p(t)) = 0.
The function p is called the almost periodic part of f . The asymptotically almost periodic
function on R− is defined similarly.
Remark 2.11. For a given asymptotically almost periodic function f : R+ → M , its almost
periodic part is unique.
Proposition 2.12 (Seifert [34], Fink [16]). For a given continuous function f : R+ → M ,
the following statements are equivalent.
(i) The function f is asymptotically almost periodic.
(ii) For any sequence α′ > 0 with α′n → +∞, there exists a subsequence α ⊂ α
′ and
a constant d(α) > 0 such that Tαf exists pointwise on R+ and if sequences δ > 0,
β ⊂ α, γ ⊂ α are such that
Tδ+βf = h1 and Tδ+γf = h2
exist pointwise on R+, then either h1 ≡ h2 on R+ or inft∈R+ d(h1(t), h2(t)) ≥ 2d(α).
2.3. Almost periodicity in distribution. Through the paper, we assume for convenience
that (Ω,F , P ) is a probability space which is rich enough to support random variables for
any given distribution on Rd or the path space C(R,Rd), the space of Rd-valued continuous
functions on R. Let L2(P,Rd) stand for the space of all Rd-valued random variables X
such that E|X|2 =
∫
Ω |X|
2dP < ∞. For X ∈ L2(P,Rd), let ‖X‖2:=
(∫
Ω |X|
2dP
)1/2
. Then
L2(P,Rd) is a Hilbert space equipped with the norm ‖ · ‖2. For an R
d-valued stochastic
process X = {X(t) : t ∈ R}, if supt∈R ‖X(t)‖2 < ∞, we say X is L
2-bounded and denote
‖X‖∞ := supt∈R ‖X(t)‖2. Then the set of L
2-bounded stochastic processes is a Banach
space with the norm ‖ · ‖∞. In what follows, we also denote by X(t) or X(·) an R
d-valued
stochastic process for convenience. Let P(Rd) be the space of all Borel probability measures
on Rd. For a given Rd-valued random variable X, we denote by L(X) the law or distribution
of X on Rd; for a given process X, by the law of X on Rd we mean the P(Rd)-valued mapping
µ : R→ P(Rd), t 7→ L(X(t)).
Next, let us introduce the concept of almost periodicity in distribution. For the definiteness,
we endow P(Rd) with the ρ metric (actually other metrics are also available):
ρ(µ, ν) := sup
{∣∣∣∣
∫
fdµ−
∫
fdν
∣∣∣∣ : ‖f‖BL ≤ 1
}
, for µ, ν ∈ P(Rd),
where f are Lipschitz continuous real-valued functions on Rd with the norms
‖f‖BL = ‖f‖L + ‖f‖∞, ‖f‖L = sup
x 6=y
|f(x)− f(y)|
|x− y|
, ‖f‖∞ = sup
x∈Rd
|f(x)|.
A sequence {µn} ⊂ P(R
d) is said to weakly converge to µ if
∫
fdµn →
∫
fdµ for all f ∈
Cb(R
d), the space of all bounded continuous real-valued functions on Rd. It is well-known that
(P(Rd), ρ) is a separable complete metric space and that a sequence {µn} weakly converges
to µ if and only if ρ(µn, µ) → 0 as n → ∞. See [13, Chapter 11] for this metric ρ (denoted
by β there) and its related properties. A sequence {Xn} of R
d-valued stochastic processes is
said to converge in distribution to X if L(Xn(t)) weakly converges to L(X(t)); the mode of
convergence in t will be specified at each use.
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Definition 2.13. An Rd-valued stochastic process X is said to be (asymptotically) almost
periodic in distribution if its law on Rd is a P(Rd)-valued (asymptotically) almost periodic
mapping.
Remark 2.14. Since (P(Rd), ρ) is a complete metric space, all the assertions on (asymptotic)
almost periodicity for the abstract space (M,d) hold for the Rd-valued stochastic processes
which are (asymptotically) almost periodic in distribution.
2.4. Stochastic differential equations and separation. Assume that W1 and W2 are
two independent Brownian motions on the probability space (Ω,F , P ). Let
W (t) =
{
W1(t), for t ≥ 0,
−W2(−t), for t ≤ 0.
ThenW is a two-sided Brownian motion defined on the filtered probability space (Ω,F , P,Ft)
with Ft = σ{W (u) : u ≤ t}, t ∈ R.
Consider the equation (1.3). The triple (X ′,W ′), (Ω′,F ′, P ′), {F ′t : t ∈ R} is a weak
solution of (1.3) if (Ω′,F ′, P ′) is a probability space and {F ′t : t ∈ R} is a filtration of sub-σ-
algebras of F ′, W ′ = {W ′(t) : t ∈ R} is an F ′t-adapted m-dimensional Brownian motion and
X ′ = {X ′(t) : t ∈ R} is an F ′t-adapted d-dimensional process such that
X ′(t) = X ′(s) +
∫ t
s
f(r,X ′(r))dr +
∫ t
s
g(r,X ′(r))dW ′(r)
for all t ≥ s and each s ∈ R almost surely. The weak solution (X ′,W ′), (Ω′,F ′, P ′), {F ′t : t ∈
R} is a strong solution if for given t0 ∈ R, there exists a measurable function h such that
X ′(·) = h(X ′(t0),W
′(·)) on R almost surely. For strong/weak solutions on the positive real
line, see [21] or [24] for details; when the coefficients of (1.3) are globally Lipschitz and of
linear growth, see Remark 3.2 for some properties of strong/weak solutions of (1.3) on R.
For the Cauchy problem of (1.3) on the positive real line, it is well-known that the pathwise
uniqueness implies uniqueness in the sense of probability law on the path space which we
simply call “weak uniqueness”, see e.g. [21, §IV.1]; in the meantime, we note that the weak
uniqueness implies the uniqueness of law on Rd.
Consider (1.3). To emphasize explicitly the coefficients of (1.3), we also call it equation
(f, g). For given r > 0, we introduce the following notations:
Br := {X ∈ L
2(P,Rd) : ‖X‖2 ≤ r}, Dr := {µ ∈ P(R
d) :
∫
Rd
|x|2dµ(x) ≤ r2},
B(1.3)r = B
(f,g)
r := {X(·) : (X,W ) weakly solves equation (f, g) on R
on some filtered probability space for some W and ‖X‖∞ ≤ r},
D(1.3)r = D
(f,g)
r := {µ : µ(·) = L(X(·)) for some X ∈ B
(f,g)
r }.
Definition 2.15. If B
(1.3)
r is non-empty for some r > 0, then λ := infX∈B(1.3)r
‖X‖∞ is called
the minimal value of (1.3); if X0 ∈ B
(1.3)
r and ‖X0‖∞ = λ, then X0 is a minimal (weak)
solution of (1.3).
Definition 2.16. (i) Assume that the coefficients A, f,Bi, gi of (1.2) are almost periodic. If
there is a sequence α such that TαA = A˜, Tαf = f˜ , TαBi = B˜i and Tαgi = g˜i uniformly on
R for i = 1, . . . ,m, then the equations
dX = (A˜(t)X + f˜(t))dt+
m∑
i=1
(B˜i(t)X + g˜i(t))dWi,
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and
dX = A˜(t)Xdt+
m∑
i=1
B˜i(t)XdWi
are called hull equation of (1.2) and homogeneous hull equation of (1.2), respectively.
(ii) Assume that f, g in (1.3) are uniformly almost periodic. The equation (f˜ , g˜) is called a
hull equation of (1.3), denoted by (f˜ , g˜) ∈ H(f, g), if there exists a sequence α such that
Tαf = f˜ and Tαg = g˜, also denoted by Tα(f, g) = (f˜ , g˜), uniformly on R×S for any compact
subset S ⊂ Rd.
Definition 2.17. We say that the Favard (separation) condition holds for (1.2) if for any
homogeneous hull equation corresponding to (1.2)
(2.1) dX = A˜(t)Xdt+
m∑
i=1
B˜i(t)XdWi,
every nontrivial L2-bounded weak solution X of (2.1) on R satisfies inft∈R ‖X(t)‖2 > 0.
Remark 2.18. Note that if any nontrivial deterministic solution x(t) of the equation x˙ = A(t)x
satisfies inft∈R |x(t)| > 0, then we have inft∈R ‖X(t)‖2 > 0 for any nontrivial L
2-bounded
stochastic process X which satisfies the same equation. The converse is obviously true.
Therefore, the Favard separation condition in Definition 2.17 is a natural generalized version
of the usual one mentioned in the Introduction.
Definition 2.19. Assume that f, g in (1.3) are uniformly almost periodic. We say that the
Amerio positive (resp. negative) semi-separation condition holds for (1.3) in Dr if any hull
equation (f˜ , g˜) of (1.3) only admits positive (resp. negative) semi-separated in distribution
solutions in Br; that is, for any µ ∈ D
(f˜ ,g˜)
r , there is a constant d(µ) > 0, called separation
constant, such that inft≥0 ρ(µ(t), ν(t)) ≥ d(µ) (resp. inft≤0 ρ(µ(t), ν(t)) ≥ d(µ)) for any other
ν ∈ D
(f˜ ,g˜)
r .
Definition 2.20. A property P is called negative semi-separating in D
(1.3)
r if for any distinct
µ, ν ∈ D
(1.3)
r which satisfy P , there exists a constant dµ,ν > 0 such that inft∈R− ρ(µ(t), ν(t)) ≥
dµ,ν .
Definition 2.21. Assume that f, g in (1.3) are uniformly almost periodic. A property P is
inherited in distribution in Dr if µ ∈ D
(f,g)
r has property P with respect to the elements of
D
(f,g)
r , (f˜ , g˜) ∈ H(f, g) with Tα(f, g) = (f˜ , g˜) and Tαµ = ν uniformly on compact intervals
for some sequence α, then ν also has property P with respect to the elements of D
(f˜ ,g˜)
r .
3. Favard separation for linear stochastic equations
The following result, which simply says that limits of solutions are solutions of the limit
equation in distribution sense, is a key “lemma” for what follows and interesting on its own
rights, so we state it as a theorem.
Theorem 3.1. Consider the following family of Itoˆ stochastic equations on Rd
dX = fn(t,X)dt+ gn(t,X)dW, n = 1, 2, · · · ,
where fn are R
d-valued, gn are (d ×m)-matrix-valued, and W is a standard m-dimensional
Brownian motion. Assume that fn, gn satisfy the conditions of global Lipschitz and linear
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growth with common Lipschitz and linear growth constants; that is, there are constants L and
K, independent of t ∈ R and n ∈ N, such that for all x, y ∈ Rd
|fn(t, x)− fn(t, y)| ∨ |gn(t, x)− gn(t, y)| ≤ L|x− y|,
|fn(t, x)| ∨ |gn(t, x)| ≤ K(1 + |x|),
where a∨b = max{a, b}. Assume further that fn → f , gn → g pointwise on R×R
d as n→∞
and that Xn ∈ B
(fn,gn)
r0 for some constant r0, independent of n. Then there is a subsequence
of {Xn} which converges in distribution, uniformly on compact intervals, to some X ∈ B
(f,g)
r0 .
Proof. Fix n ∈ N. For given bounded interval [a, b] ⊂ R and Xn ∈ B
(fn,gn)
r0 with (Xn,Wn)
weakly solving equation (fn, gn) on some filtered probability space, by Cauchy-Schwarz in-
equality and Itoˆ’s isometry we have for any a ≤ s ≤ t ≤ b
E|Xn(t)−Xn(s)|
2 = E
∣∣∣∣
∫ t
s
fn(r,Xn(r))dr +
∫ t
s
gn(r,Xn(r))dWn(r)
∣∣∣∣
2
≤ 2(t− s)
∫ t
s
E|fn(r,Xn(r))|
2dr + 2
∫ t
s
E|gn(r,Xn(r))|
2dr
≤ 2(t− s)K2
∫ t
s
E(1 + |Xn(r)|)
2dr + 2K2
∫ t
s
E(1 + |Xn(r)|)
2dr
≤ 4(t− s)K2
∫ t
s
E(1 + |Xn(r)|
2)dr + 4K2
∫ t
s
E(1 + |Xn(r)|
2)dr
≤ 4K2(‖Xn‖
2
∞ + 1)(b− a+ 1)(t − s)
≤ 4K2(r20 + 1)(b− a+ 1)(t − s).(3.1)
Note that the estimate (3.1) is uniform in Xn, n ∈ N.
It follows from Chebyshev’s inequality that, for any X ∈ Br0 and C ∈ R+, we have
P{|X| > C} ≤
E|X|2
C2
≤
r20
C2
.
So for given ǫ > 0, there is a compact set Kǫ := BC , a closed ball in R
d, such that
P{X ∈ Rd\Kǫ} ≤ ǫ
by choosing C > 0 large enough. By the Prohorov’s theorem [33], Dr0 is contained in a
compact set in P(Rd); actually the Fatou’s lemma yields that Dr0 is closed and hence compact
in P(Rd). It follows from (3.1) that the sequence {Xn}, regarded as continuous mappings
from [a, b] to L2(P,Rd), is equi-continuous. Denote µn(·) = L(Xn(·)) : [a, b] → P(R
d), the
law of Xn(·) on R
d. Then since L2-continuity implies continuity in distribution, the sequence
{µn} is equi-continuous. Applying a general version of Arzela-Ascoli Theorem (see, e.g. [25,
Theorem 7.17]), we obtain a subsequence of {µn}, still denote by {µn}, which converges
uniformly on [a, b]. Since the interval [a, b] is arbitrary, by the diagonal method there is a
further subsequence, still denote by {µn}, such that µn : R→ P(R
d) converges to a function
µ : R→ P(Rd), uniformly on any compact interval.
In the remaining part of the proof, we prove that the limit µ is the law of some L2-bounded
solution X of the equation (f, g) with ‖X‖∞ ≤ r0, so the theorem is proved.
For the given bounded interval [a, b], since µn(a)→ µ(a) as n→∞, by the Skorohod rep-
resentation theorem there is a probability space (Ω˜, F˜ , P˜ ) and random variables {X˜n(a)}
∞
n=1,
X˜(a) defined on it so that L(X˜n(a)) = L(Xn(a)), L(X˜(a)) = µ(a) and X˜n(a)→ X˜(a) almost
surely as n→∞. We consider the equation (fn, gn) with a common Brownian motion W on
the probability space (Ω˜, F˜ , P˜ ). Then since the coefficients fn, gn satisfy the global Lipschitz
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and linear growth conditions, by the classical approximation theorem (see, e.g. [19, p54,
Theorem 3]), we have
(3.2) sup
t∈[a,b]
|X˜n(t)− X˜(t)| → 0 in probability as n→∞,
where X˜n(·) and X˜(·) are strong solutions on [a, b] of equations (fn, gn) and (f, g) with the
common Brownian motion W and initial values X˜n(a) and X˜(a), respectively. This implies
that
µn(t) = L(Xn(t)) = L(X˜n(t))→ L(X˜(t))
uniformly on [a, b], where L(Xn(t)) = L(X˜n(t)) holds since the weak uniqueness for equation
(fn, gn) on [a, b] holds and weak uniqueness implies uniqueness of laws on R
d. On the other
hand, µn(·)→ µ(·) on [a, b]. So this enforces that µ(t) = L(X˜(t)), t ∈ [a, b]. We may restart
from b and repeat the above procedure. In this way, we have proved that µ is the law of some
solution of the equation (f, g) on the half line [a,∞).
Next we will construct, by Kunita’s stochastic flow method [26], a strong solution on
(−∞, a] of the equation (f, g) with the above common W so that its law on Rd coincides
with µ on (−∞, a]. Since f and g satisfy the global Lipschitz condition, by [26, Theorem
2.4.3] we know that the solution mapping Φs,t(·, ω) : R
d → Rd of the equation (f, g) is a
homeomorphism of Rd for any s < t and almost all ω. For given c < a, we take X˜(c, ω) =
Φ−1c,a(X˜(a, ω), ω) for each ω, i.e. the inverse image of X˜(a) at “time” c. So if we consider the
equation (f, g) on [c, a] with initial value X˜(c), then the value of the solution at “time” a is
exactly X˜(a). In the same way, we take X˜n(c, ω) = (Φ
n
c,a(X˜n(a, ω), ω))
−1, with Φn being the
solution mapping of the equation (fn, gn). Then the convergence of X˜n(a) to X˜(a) implies
that of X˜n(c) to X˜(c) since Φ
n is a homeomorphism and Φnc,a → Φc,a as n→∞ by the above
mentioned approximation theorem. The same argument as that on [a, b] shows that µ(·) is
the law of X˜(·) on the interval [c, a]. By repeating the procedure, it follows that µ(·) is the
law of X˜(·) on (−∞, a] and hence on R.
Since X˜n(t) converges in probability to X˜(t) for each t ∈ R, the Fatou’s lemma and the
fact ‖X˜n‖∞ ≤ r0 imply that
E|X˜(t)|2 ≤ lim inf
n
E|X˜n(t)|
2 ≤ r20.
That is, ‖X˜‖∞ ≤ r0.
Finally, we replace X˜(a) on (Ω˜, F˜ , P˜ ) by a random variable X(a) on (Ω,F , P ) with the
same law on Rd, and denote the corresponding solution (the existence and uniqueness is
guaranteed by the Lipschitz and linear growth conditions) of equation (f, g) by X(t). Then
this solution X(t) admits the same distribution on Rd as that of X˜(t) by weak uniqueness
for the equation (f, g), and we also have ‖X‖∞ ≤ r0. This X(t) is what we look for. The
proof is complete. 
Remark 3.2. (i) The above theorem is nontrivial since we consider solutions on the whole
real line instead of the usual case where we consider solutions of the Cauchy problem on a
positive finite interval or the positive real line.
(ii) For given Brownian motion on some probability space, it follows from the proof of
Theorem 3.1 that each solution of (1.3) on R is determined by the “initial value” at time
0 or at any given “time” a ∈ R, under the global Lipschitz and linear growth conditions.
That is, a weak solution on R is actually a strong solution on R in this case; this is similar
to the usual case of solutions on the positive real line. Therefore, on some occasions we
will not distinguish weak or strong solutions (just call them solutions) in what follows since
the equations we consider in this paper satisfy the conditions of global Lipschitz and linear
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growth. In this case, for convenience we assume that the probability space (Ω,F , P ), the
Brownian motion W and the filter Ft are fixed, as pointed out in the Introduction.
(iii) We can also observe from the proof of Theorem 3.1 that if we only consider the law on
R
d of solutions of (1.3) on R, then the law on Rd is determined by the “initial law” at time
0 or at any given “time” a ∈ R by the weak uniqueness on the positive real line and the fact
that the Kunita’s stochastic flow theorem holds under the global Lipschitz and linear growth
conditions. That is, for any given two random variables at 0 or any a ∈ R with the same law,
the solutions on R they determine share the same law on Rd. Actually the stronger result
holds: they share the same law on the path space.
Lemma 3.3. Assume that the coefficients f, g of the equation (1.3) satisfy the conditions of
global Lipschitz and linear growth, and that there is an L2-bounded solution for (1.3). Then
(1.3) admits a minimal solution.
Proof. Denote λ as the minimal value of (1.3). Take a sequence {Xn} of L
2-bounded solutions
of (1.3) such that
‖Xn‖∞ ≤ λ+
1
n
.
Then it follows from Theorem 3.1 that there is a subsequence of {Xn} which converges in
distribution to some solution X of (1.3), with ‖X‖∞ ≤ λ. This limit solution is a minimal
solution of (1.3). 
Lemma 3.4. Consider the homogeneous linear equation corresponding to (1.2) on Rd
dX = A(t)Xdt+
m∑
i=1
Bi(t)XdWi.
Assume that A,Bi are almost periodic and that Y (t) is an L
2-bounded solution of the above
equation on R which is almost periodic in distribution. Then we have the following alternative:
inf
t∈R
‖Y (t)‖2 > 0 or Y (t) = 0 for all t ∈ R a.s.
Proof. We only need to show that inft∈R ‖Y (t)‖2 = 0 implies Y (t) = 0 almost surely for
all t ∈ R, which implies Y (t) = 0 for all t ∈ R almost surely since Y (t) is a continuous
process. So let us assume inft∈R ‖Y (t)‖2 = 0, then there exists a sequence α
′ = {α′n} such
that Y (α′n) → 0 in L
2(P,Rd). It follows from Proposition 2.4 (iv) (by choosing β′ = −α′
there) that there exits a subsequence α ⊂ α′ so that
TαA(t) = A˜(t), TαBi(t) = B˜i(t), T−αA˜(t) = A(t), T−αB˜i(t) = Bi(t)
and
Tαµ(t) = µ˜(t), T−αµ˜(t) = µ(t)
uniformly on R, where µ(·) is the law on Rd of the solution Y (·). By the proof of Theorem
3.1, the limit µ˜(·) is the law of some solution Y˜ (·) of the limit equation
dX = A˜(t)Xdt+
m∑
i=1
B˜i(t)XdWi.
Note that µ˜(0) = Tαµ(0) = limn→∞ µ(αn) = δ0 weakly, with δ0 being the Dirac measure
at 0. So we have Y˜ (0) = 0 almost surely, and hence Y˜ (t) = 0 almost surely for t ≥ 0 by
the uniqueness of solutions; then by the Kunita’s stochastic flow method, as in the proof of
Theorem 3.1 again, we have Y˜ (t) = 0 almost surely for t ∈ R− and hence µ˜(t) ≡ δ0 for t ∈ R.
So we have µ(t) = T−αµ˜(t) = δ0 for each t ∈ R. Therefore, Y (t) = 0 almost surely on R. The
proof is complete. 
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Remark 3.5. Consider the linear equation of the form on Rd
(3.3) dX = (AX + f(t))dt+ g(t)dW,
where A is a constant matrix, and f, g are almost periodic. Since any non-trivial deterministic
bounded solution of x˙ = Ax is almost periodic by [17, Theorem 5.3], it follows from Lemma
3.4 that these solutions are separated from 0. So the Favard condition holds for (3.3) by
Remark 2.18.
Lemma 3.6. Assume that the Favard condition holds for the linear equation (1.2), then, for
given Brownian motion W on the filtered probability space (Ω,F , P,Ft), there is at most one
strong minimal solution for any hull equation of (1.2).
Proof. If the assertion is not true, then there exists a hull equation
(3.4) dX = (A˜(t)X + f˜(t))dt+
m∑
i=1
(B˜i(t)X + g˜i(t))dWi
so that X1 and X2 are both minimal solutions of the above equation with the common
minimal value λ. Then (X1−X2)/2 is a nontrivial L
2-bounded solution of the corresponding
homogeneous hull equation
dX = A˜(t)Xdt+
m∑
i=1
B˜i(t)XdWi.
But the Favard condition yields that there is a constant η > 0 so that
inf
t∈R
1
2
‖X1(t)−X2(t)‖2 ≥ η.
It follows from the parallelogram formula that for any t ∈ R
‖
1
2
(X1(t) +X2(t))‖
2
2 + ‖
1
2
(X1(t)−X2(t))‖
2
2 =
1
2
(‖X1(t)‖
2
2 + ‖X2(t)‖
2
2) ≤ λ
2.
So ‖(X1 +X2)/2‖∞ < λ, the minimal value. This is a contraction since (X1 +X2)/2 is an
L2-bounded solution of (3.4). 
Remark 3.7. By Lemma 3.6 and Remark 3.2 (ii)-(iii), it follows that, for any given hull
equation of (1.2), all the weak minimal solutions (if they exist) of it share the same law on
the path space and hence on Rd if the Favard condition holds for (1.2).
Lemma 3.8. Assume that f, g in (1.3) are uniformly almost periodic and satisfy global
Lipschitz condition with Lipschitz constants independent of t. Then any hull equation of
(1.3) admits the same minimal value as that of (1.3).
Proof. Firstly note that the coefficients f, g of (1.3) satisfy the linear growth condition since
f(·, 0), g(·, 0) are bounded on R by Remark 2.2. Assume that ϕ is a minimal solution of (1.3),
i.e. ‖ϕ‖∞ = λ, the minimal value of (1.3). Then we have for any s < t
ϕ(t) = ϕ(s) +
∫ t
s
f(r, ϕ(r))dr +
∫ t
s
g(r, ϕ(r))dW (r)
for some Brownian motion W . Consider the hull equation (f˜ , g˜) with Tα(f, g) = (f˜ , g˜).
Denote ϕn(·) := ϕ(· + αn), fn(·, ·) := f(· + αn, ·), gn(·, ·) := g(· + αn, ·), and Wn(·) :=
W (· + αn) −W (αn). Note that fn, gn are uniformly almost periodic and globally Lipschitz
with the same Lipschitz constants as that of f, g, Wn are standard Brownian motions, and
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that fn → f˜ , gn → g˜ uniformly on R × S as n → ∞ for any compact subset S ⊂ R
d. It is
clear that ϕn satisfies the following equation for any s < t
ϕn(t) = ϕn(s) +
∫ t
s
fn(r, ϕn(r))dr +
∫ t
s
gn(r, ϕn(r))dWn(r).
By Theorem 3.1, there is a subsequence of {ϕn} which we still denote by the sequence itself
so that ϕn converges in distribution, uniformly on compact intervals, to some ϕ˜ as n → ∞
which satisfies the hull equation on R, i.e. for any s < t
ϕ˜(t) = ϕ˜(s) +
∫ t
s
f˜(r, ϕ˜(r))dr +
∫ t
s
g˜(r, ϕ˜(r))dW˜ (r)
for some Brownian motion W˜ . The Fatou’s lemma implies that ‖ϕ˜‖∞ ≤ ‖ϕ‖∞ = λ. Hence
λ˜ ≤ λ, where λ˜ denotes the minimal value of the hull equation (f˜ , g˜).
Conversely, by the property of uniform almost periodic functions, we have T−αf˜ = f and
T−αg˜ = g. By the symmetry, we have λ ≤ λ˜. Therefore, λ = λ˜. The proof is complete. 
Corollary 3.9. Consider (1.3) and assume that the assumptions of Lemma 3.8 hold. Assume
further that ϕ is a minimal solution of (1.3), and that the sequence α satisfies Tα(f, g) = (f˜ , g˜)
and Tαϕ converges in distribution, uniformly on compact intervals, to some solution ϕ˜ of
equation (f˜ , g˜). Then ϕ˜ is a minimal solution of equation (f˜ , g˜).
Proof. It is immediate from the proof of Lemma 3.8. 
Lemma 3.10. Assume that each hull equation of (1.3) admits a unique minimal solution in
distribution sense, i.e. all the minimal solutions of the given hull equation possess the same
law on Rd. Then these minimal solutions are almost periodic in distribution.
Proof. For given (f˜ , g˜) ∈ H(f, g) and arbitrary sequences α′ and β′, by the property of
uniform almost periodic functions there exist common subsequences α, β of α′, β′ so that
Tα+β f˜ = TαTβ f˜ , Tα+β g˜ = TαTβ g˜
uniformly on R× S for any compact subset S of Rd. Assume that ϕ˜ is a minimal solution of
the equation (f˜ , g˜) whose law on Rd is µ˜.
By the proof of Theorem 3.1, there exist common subsequences of α and β, which we still
denote by α and β, so that Tα+β µ˜ and TαTβµ˜ exist, uniformly on compact intervals, and they
are laws of processes ϕ1 and ϕ2, which are solutions of the equations (Tα+β f˜ , Tα+β g˜) and
(TαTβ f˜ , TαTβ g˜), respectively. That is, ϕ1 and ϕ2 satisfy the same equation. By Corollary 3.9,
both ϕ1 and ϕ2 are minimal solutions of the equation (Tα+β f˜ , Tα+β g˜). But each hull equation
admits a unique minimal solution in distribution sense, which enforces L(ϕ1) = L(ϕ2) and
hence Tα+βµ˜ = TαTβµ˜ . That is, ϕ˜ is almost periodic in distribution by Proposition 2.4. The
proof is complete. 
The following result is Theorem A in the Introduction.
Theorem 3.11. Consider (1.2) with the coefficients A,B1, . . . , Bm, f, g1, . . . , gm being al-
most periodic. Assume further that (1.2) admits an L2-bounded solution and that the Favard
condition holds for (1.2). Then (1.2) admits an almost periodic in distribution solution.
Proof. It follows from Lemma 3.3 and Corollary 3.9 that each hull equation of (1.2) admits
minimal solutions, and by Lemma 3.6 and Remark 3.7 each hull equation admits a unique
minimal solution in distribution sense. So the theorem follows from Lemma 3.10. 
Remark 3.12. It follows from Remark 3.5 and Theorem 3.11 that the existence of L2-bounded
solutions of (3.3) implies that it admits an almost periodic in distribution solution. This
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can be regarded as a stochastic version of Bohr-Neugebauer type result, mentioned in the
Introduction.
Corollary 3.13. Consider the equation of the form on Rd
(3.5) dX = [A(t)X + f(t)]dt+ g(t)dW,
where A, f, g are almost periodic functions. If the corresponding deterministic equation
(3.6) x˙ = A(t)x+ f(t)
satisfies the Favard condition in usual sense (mentioned in the Introduction) and (3.5) admits
an L2-bounded solution, then (3.5) admits an almost periodic in distribution solution.
Proof. Note that the homogeneous equation corresponding to (3.5) is the same as that of the
deterministic equation (3.6), so the Favard condition holds for (3.5) by Remark 2.18. The
result now follows from Theorem 3.11. 
Finally we give a result, which confirms that there may be other almost periodic in distri-
bution solutions besides minimal ones.
Theorem 3.14. Consider the linear equation on Rd
(3.7) dX = (AX + f(t))dt+ g(t)dW,
where A is a constant matrix, f, g are almost periodic, and W is a given m-dimensional
Brownian motion. If X is a strong L2-bounded solution of (3.7) on R so that X(τ)−X0(τ)
is independent of X0(τ) and W for some τ ∈ R, where X0 is the strong minimal solution of
(3.7). Then X is almost periodic in distribution.
Proof. By Remark 3.5 we know that the Favard condition holds for (3.7), so it follows from
Lemmas 3.3 and 3.6 that there is a unique strong minimal solution X0 for equation (3.7),
which is almost periodic in distribution by Lemma 3.10. Let Y (·) = X(·)−X0(·). Then Y is
an L2-bounded solution of the equation x˙ = Ax on R, which is almost periodic in L2-sense
by [17, Theorem 5.3]2, i.e. the mapping t 7→ Y (t) is an almost periodic L2(P,Rd)-valued
mapping. By the Bochner’s definition for almost periodicity, it follows that Y (·) is almost
periodic in distribution since L2-convergence implies convergence in distribution.
Since X0 is the solution of (3.7) with “initial value” X0(τ), by the strong solution theorem
of Yamada-Watanabe (see [36] or [21, Theorem IV.1.1]),
(3.8) X0(·) = F (X0(τ),W ) for some measurable function F
and t ≥ τ . Since the coefficients of (3.7) are globally Lipschitz in x, Kunita’s stochastic flow
theorem implies that we may regard that (3.8) holds for all t ∈ R. Similarly, for the equation
x˙ = Ax, we have Y (·) = G(Y (τ)) for some measurable function G. Since the random variable
Y (τ) is independent of X0(τ) and W , Y (·) is independent of X0(·). In particular, X0(t) is
independent of Y (t) for each t ∈ R. So we have
L(X(t)) = L(X0(t)) ∗ L(Y (t)) for each t ∈ R.
Denote µ1(t) = L(X0(t)) and µ2(t) = L(Y (t)) for each t ∈ R. For arbitrary sequences α
′
and β′, it follows from the almost periodicity of µ1 and µ2 that there are common subsequences
α ⊂ α′ and β ⊂ β′ such that
Tα+βµi(t) = TαTβµi(t) for each t ∈ R, i = 1, 2.
Since the convolution of probability measures is continuous (see, e.g. [13, Theorem 9.5.9]), it
follows that
Tα+β [µ1(t) ∗ µ2(t)] = TαTβ[µ1(t) ∗ µ2(t)] for each t ∈ R.
2 Note that the argument there still applies when the initial value is replaced by an L2-random variable.
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That is, L(X(·)) is almost periodic by Proposition 2.4. The proof is complete. 
4. Amerio separation for nonlinear stochastic equations
In this section, we consider the nonlinear equation (1.3). Firstly, let us state the following
standing hypothesis which is used frequently in the sequel:
(H) Assume that f(t, x) is an Rd-valued uniformly almost periodic function, g(t, x) is a
(d×m)-matrix-valued uniformly almost periodic function, andW is a standardm-dimensional
Brownian motion. Assume further that f and g are globally Lipschitz in x with Lipschitz
constants independent of t.
Lemma 4.1. Consider (1.3) and assume (H). If (1.3) admits an L2-bounded solution X on
R which is asymptotically almost periodic in distribution on R+, then (1.3) admits a solution
Y on R which is almost periodic in distribution such that
lim
t→+∞
ρ(L(X(t)),L(Y (t))) = 0 and ‖Y ‖∞ ≤ ‖X‖∞.
In particular, L(Y ) is the almost periodic part of L(X). The similar result holds when X is
asymptotically almost periodic in distribution on R−.
Proof. Denote µ(t) := L(X(t)) for each t ∈ R and fix a sequence α′ ⊂ R+ with α
′
n → ∞.
Since f, g are uniformly almost periodic, there is a subsequence α of α′ such that Tαf and
Tαg uniformly exist on every R × S, with S ⊂ R
d being compact. By the proof of Theorem
3.1, the above subsequence α can be chosen such that Tαµ exists uniformly on any compact
interval of R. On the other hand, since µ is asymptotically almost periodic on R+, there
is a P(Rd)-valued almost periodic function η such that limt→∞ ρ(µ(t), η(t)) = 0. Note that
the above subsequence α can be chosen such that Tαη uniformly exits on R by the almost
periodicity of η (so Tαη is almost periodic by Proposition 2.8 (i)) and
Tαµ(t) = Tαη(t) for all t ∈ R.
Also the proof of Theorem 3.1 implies that Tαµ (and hence Tαη) is the law of some L
2-bounded
solution X˜(t), with ‖X˜‖∞ ≤ ‖X‖∞, of the limit equation
dX(t) = Tαf(t,X(t))dt+ Tαg(t,X(t))dW (t).
We take a subsequence of α if necessary (still denote it by α) such that
T−αTαf = f, T−αTαg = g
uniformly on every R× S and
T−αTαη = η
uniformly on R. It follows from the proof of Theorem 3.1 again that T−αTαη is the law of
some L2-bounded solution Y of the equation
dX(t) = T−αTαf(t,X(t))dt+ T−αTαg(t,X(t))dW (t)
with ‖Y ‖∞ ≤ ‖X˜‖∞. That is, the almost periodic function η is the law of the solution Y of
the equation (1.3).
The proof in the case of X being asymptotically almost periodic on R− is similar. 
The following Amerio type result is Theorem B in the Introduction.
Theorem 4.2. Consider (1.3). Assume (H) and that the Amerio positive (or negative) semi-
separation condition holds for (1.3) in Dr. Then |D
(1.3)
r | is finite. If B
(1.3)
r is non-empty, then
it consists of almost periodic in distribution solutions of (1.3).
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Proof. We only consider the case of positive semi-separation since the negative semi-separation
case is similar.
Firstly, D
(1.3)
r consists of finite number of elements, so the separation constant for (1.3)
depends only on the equation itself, independent of elements of D
(1.3)
r . Indeed, by Theorem
3.1, if there are infinite elements in D
(1.3)
r , then there exists a subsequence which converges,
uniformly on compact intervals, to an element of D
(1.3)
r . But this limit cannot be positively
semi-separated, a contradiction to the Amerio semi-separation condition.
Secondly, the separation constant can be taken the same for all the hull equations of (1.3).
To see this, for any (f˜ , g˜) ∈ H(f, g), by Proposition 2.8 (iii) there exists a sequence α′ with
α′n → +∞ such that Tα′(f, g) = (f˜ , g˜) uniformly on R× S for any compact S ⊂ R
d. Denote
D
(1.3)
r = {µ1, . . . , µκ} and the separation constant for (1.3) by d
(f,g). Then there exists a
subsequence α of α′ such that Tαµi(·), i = 1, . . . , κ exist uniformly on any compact interval
and Tαµi ∈ D
(f˜ ,g˜)
r by the proof of Theorem 3.1. Note that inft∈R+ ρ(µi(t), µj(t)) ≥ d
(f,g)
implies that
(4.1) inf
t∈R+
ρ(Tαµi(t), Tαµj(t)) ≥ d
(f,g) for 1 ≤ i, j ≤ κ and i 6= j.
That is, Tαµi are distinct and so |D
(f˜ ,g˜)
r | ≥ κ. Conversely, it follows from the fact (f, g) ∈
H(f˜ , g˜) that the above argument holds symmetrically. So |D
(f,g)
r | is no less than |D
(f˜ ,g˜)
r |.
This enforces that |D
(f˜ ,g˜)
r | = |D
(f,g)
r |. In the meantime, it follows from (4.1) that D
(f˜ ,g˜)
r =
{Tαµ1, . . . , Tαµκ} and d
(f˜ ,g˜) ≥ d(f,g), with d(f˜ ,g˜) being the separation constant for the equation
(f˜ , g˜). By symmetry, we have d(f,g) ≥ d(f˜ ,g˜). So d(f,g) = d(f˜ ,g˜), which we denote by dH(f,g).
Thirdly, any X ∈ B
(1.3)
r , with µ(·) = L(X(·)), is asymptotically almost periodic in distri-
bution on R+. Indeed, for any sequence η
′ > 0 with η′n → ∞, there exists a subsequence
η ⊂ η′ such that Tη(f, g) exists uniformly on R× S for any compact S ⊂ R
d by the uniform
almost periodicity of f, g and Tηµ exists uniformly on any compact interval by the proof of
Theorem 3.1. Assume that sequences δ > 0, β ⊂ η, γ ⊂ η are such that
Tδ+βµ = ν1 and Tδ+γµ = ν2
exist pointwise on R+. By taking subsequences of δ, β, γ if necessary, we may assume that
Tδ+βµ, Tδ+γµ exist uniformly on any compact interval of R, and
Tδ+β(f, g) = TδTβ(f, g) = TδTη(f, g), Tδ+γ(f, g) = TδTγ(f, g) = TδTη(f, g)
uniformly on R × S for any compact S. So by the proof of Theorem 3.1 again, ν1 and ν2
are the laws on Rd of solutions for the same equation TδTη(f, g). Then it follows from the
Amerio positive separation condition that ν1(t) ≡ ν2(t) or ρ(ν1(t), ν2(t)) ≥ d
H(f,g) on R+.
That is, µ is an asymptotically almost periodic P(Rd)-valued mapping by Proposition 2.12.
Therefore, X is asymptotically almost periodic in distribution on R+.
Finally, the above given X ∈ B
(1.3)
r is actually almost periodic in distribution. To see this,
note that the almost periodic part p of the law µ(·) = L(X(·)) is indeed the law of some
solution of (1.3) by Lemma 4.1. That is, µ, p ∈ D
(1.3)
r . But limt→+∞ ρ(µ(t), p(t)) = 0, so
the Amerio semi-separation condition enforces that µ(t) ≡ p(t) on R. That is, X is almost
periodic in distribution. The proof is complete. 
Remark 4.3. Note that, under the assumptions of Theorem 4.2, we have |D
(f˜ ,g˜)
r | = |D
(f,g)
r |
for any hull equation (f˜ , g˜) of (1.3) and all the elements of D
(f˜ ,g˜)
r are almost periodic.
The following trivial separation case is very important in applications.
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Corollary 4.4. Consider (1.3). Assume (H) and that each hull equation (f˜ , g˜) of (1.3)
admits a unique distribution in Dr, i.e. |D
(f˜ ,g˜)
r | = 1. Then B
(1.3)
r consists of almost periodic
in distribution solutions with the unique common distribution in D
(1.3)
r .
Remark 4.5. In the literature, the only applications of deterministic Amerio type theorems
to specific models are the trivial separation case, i.e. there is a unique solution in some given
compact subset of Rd (Dr in our case); see, e.g. [17]. For stochastic equations, it is certainly
interesting to find (if possible) applications in nontrivial separation case.
One weakness of Amerio type results (Theorem 4.2 and Corollary 4.4) is that they impose
hypotheses on all hull equations. This may be partly remedied by the inheritance property,
as stated in the following result.
Theorem 4.6. Consider (1.3) and assume (H). Assume that the property P is negative semi-
separating in D
(1.3)
r and inherited in distribution in Dr, and that the number of elements of
D
(1.3)
r satisfying property P is finite. Then every element of D
(1.3)
r with property P is almost
periodic. In particular, (1.3) admits almost periodic in distribution solutions in Br.
Proof. Assume that the elements of D
(1.3)
r with property P are µ1, . . . , µκ, so the sepa-
ration constant depends only on the equation (1.3), which we denote by d(f,g). That is,
inft∈R− ρ(µi(t), µj(t)) ≥ d
(f,g) for i, j = 1, . . . , κ and i 6= j.
We now show that any hull equation (f˜ , g˜) of (1.3) also admits κ elements of D
(f˜ ,g˜)
r with
property P and the separation constant for the equation (f˜ , g˜) can be chosen the same as
that of (1.3). Indeed, by Proposition 2.8 (iii) we may take a sequence α′ with α′n → −∞ such
that Tα′(f, g) = (f˜ , g˜) uniformly on R×S for any compact S ⊂ R
d. Take a subsequence α of
α′ such that Tαµi(·), i = 1, . . . , κ exist uniformly on any compact interval and Tαµi ∈ D
(f˜ ,g˜)
r
by the proof of Theorem 3.1. Furthermore, inft∈R− ρ(Tαµi(t), Tαµj(t)) ≥ d
(f,g) for i 6= j and
it follows from the inheritance of property P that each Tαµi also satisfies property P . That
is, the equation (f˜ , g˜) admits at least κ elements of D
(f˜ ,g˜)
r with property P . By symmetry,
there exists a sequence β′ with β′n → −∞ such that Tβ′(f˜ , g˜) = (f, g), so the same argument
yields that equation (f˜ , g˜) admits exactly κ elements of D
(f˜ ,g˜)
r with property P which are
Tαµi, i = 1, . . . , κ. The symmetric argument also implies that the separation constant among
these elements of D
(f˜ ,g˜)
r with property P can be chosen the same as that of (1.3), which we
denote by dH(f,g).
The remaining proof is almost the same as that of Theorem 4.2, just replacing R+ by R−.
The proof is complete. 
In applications, the inheritance property is usually checked through stability properties.
Since this topic itself deserves a separate paper, here we will not discuss it further in this
direction.
To conclude this section, we give a sufficient condition on the existence of L2-bounded
solutions.
Theorem 4.7. Consider (1.3) and assume (H). If (1.3) admits a solution ϕ on [t0,∞)
with supt∈[t0,∞) ‖ϕ(t)‖2 ≤ M for some t0 ∈ R and constant M > 0, then (1.3) admits an
L2-bounded solution ϕ˜ on R satisfying ‖ϕ˜‖∞ ≤M .
Proof. By Proposition 2.7 (i)–(ii) and Proposition 2.8 (iii), we may take a sequence α such
that Tα(f, g) = (f, g) uniformly on R×S for any compact S ⊂ R
d, with αn → +∞ as n→∞.
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Note that for any t ≥ s ≥ t0
ϕ(t) = ϕ(s) +
∫ t
s
f(r, ϕ(r))dr +
∫ t
s
g(r, ϕ(r))dW (r)
for some Brownian motionW . Similar to the proof of Lemma 3.8, let ϕn, fn, gn,Wn be defined
the same as there. Then ϕn is defined on [t0−αn,∞), satisfies supr∈[t0−αn,∞) ‖ϕn(r)‖2 ≤M
and
ϕn(t) = ϕn(s) +
∫ t
s
fn(r, ϕn(r))dr +
∫ t
s
gn(r, ϕn(r))dWn(r)
for any t ≥ s ≥ t0 − αn.
For any fixed a ∈ R, ϕn is defined on [a,∞) when n is large, and by Theorem 3.1 there
is a subsequence of {ϕn} which converges in distribution, uniformly on compact intervals of
[a,∞), to some ϕ˜ as n→∞ which satisfies the limit equation (i.e. (1.3) itself) on [a,∞), i.e.
for any a ≤ s ≤ t
ϕ˜(t) = ϕ˜(s) +
∫ t
s
f(r, ϕ˜(r))dr +
∫ t
s
g(r, ϕ˜(r))dW˜ (r)
for some Brownian motion W˜ . By choosing a to be a sequence converging to −∞ and the
standard diagonal method, we may assume that the limit ϕ˜ satisfies (1.3) on R. The Fatou’s
lemma implies that ‖ϕ˜‖∞ ≤ supt∈[t0,∞) ‖ϕ(t)‖2 ≤M . The proof is complete. 
5. Applications
In this section, we give some applications of our results.
Theorem 5.1. Consider (1.3) and assume (H). Assume that the function V : R×Rd → R+
is C2 in t ∈ R and C3 in x ∈ Rd, and that the differentials DiV of V with i = 0, 1, 2 and the
derivatives Vtxixj , Vxixjxk , i, j, k = 1, . . . , d are bounded on R × S for any compact S ⊂ R
d.
Assume further that V satisfies:
L V (t, x− y) :=
∂V
∂t
(t, x− y) +
d∑
i=1
(fi(t, x)− fi(t, y))
∂V
∂xi
(t, x− y)
+
1
2
d∑
i,j=1
m∑
l=1
(gil(t, x)− gil(t, y))
∂2V
∂xi∂xj
(t, x− y)(gjl(t, x)− gjl(t, y))
≥a(|x− y|) for all t ∈ R and x, y ∈ Rd,(h0)
(h1) inf
t∈R
V (t, x) > 0 for each x 6= 0, and V (t, 0) = 0 for any t ∈ R,
and
(h2) V (t, x) ≤ b|x|
2 + c for all (t, x) ∈ R× Rd and some positive constants b, c,
where a : R+ → R+ is continuous, a(0) = 0, a(r) > 0 for r > 0 and lim infr→∞ a(r) > 0.
Then ∪r>0D
(1.3)
r is empty or consists of a unique element which is almost periodic in t.
Proof. We divide the proof into 3 steps.
Step 1. Uniqueness of strong L2-bounded solutions. Assume that X and Y are two strong
L2-bounded solutions of (1.3) on R for given Brownian motion W . Fix t0 ∈ R. Then for any
t ≥ t0,
X(t) − Y (t) =X(t0)− Y (t0) +
∫ t
t0
[f(s,X(s))− f(s, Y (s))]ds
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+
∫ t
t0
[g(s,X(s)) − g(s, Y (s))]dW (s).
We define a sequence of stopping times as follows:
τn := inf{t ≥ t0 : max{|X(t)|, |Y (t)|} ≥ n}.
Then we have by Itoˆ’s formula and (h0)
EV (t ∧ τn,X(t ∧ τn)− Y (t ∧ τn)) = EV (t0,X(t0)− Y (t0)) + E
∫ t∧τn
t0
L V (s,X(s) − Y (s))ds
≥ EV (t0,X(t0)− Y (t0)) + E
∫ t∧τn
t0
a(|X(s) − Y (s)|)ds.
Noting that τn →∞ almost surely as n→∞, we have
(5.1) EV (t,X(t) − Y (t)) ≥ EV (t0,X(t0)− Y (t0)) + E
∫ t
t0
a(|X(s) − Y (s)|)ds.
In particular,
(5.2) EV (t,X(t) − Y (t)) ≥ EV (t0,X(t0)− Y (t0)).
By the L2-boundedness of X(t), Y (t) and (h2), the limit limt→∞EV (t,X(t)−Y (t)) exists.
This together with (5.1) implies that
lim
n→∞
E
∫ ∞
n
a(|X(s)− Y (s)|)ds = 0.
Since a is nonnegative, there exists a sequence {tn}, with tn → ∞ as n → ∞, such that
limn→∞Ea(|X(tn)−Y (tn)|) = 0. Since the function a only vanishes at 0 and lim infr→∞ a(r) >
0, this enforces that limn→∞ |X(tn)− Y (tn)| = 0 in probability. So the Lebesgue dominated
convergence theorem and (h1)-(h2) yield that
lim
n→∞
EV (tn,X(tn)− Y (tn)) = 0,
which implies EV (t0,X(t0)−Y (t0)) = 0 by (5.2) and the non-negativeness of V . So X(t0) =
Y (t0) almost surely by (h1) again. Since f, g are global Lipschitz, we have X(t) = Y (t) on R
almost surely by Remark 3.2 (ii).
Step 2. Convergence of V and inheritance of (h0)-(h2). For given sequence α
′, let Vn(·, ·) :=
V (·+α′n, ·). For any compact interval I ⊂ R and compact subset S ⊂ R
d, since V, Vt, Vxi are
bounded on R×S, Vn are uniformly bounded and equi-continuous on I×S. So it follows from
the Arzela-Ascoli theorem that there exists a subsequence α of α′ so that TαV = limn→∞ V (·+
αn, ·) uniformly exists on I × S; by the diagonalization argument, the subsequence α may
be chosen such that TαV uniformly exists on any compact subsets of R × R
d. In the same
way, by the hypothesis on the bounded differentials and derivatives of V , the subsequence α
can be further chosen such that TαVt, TαVxi , TαVxixj (the meaning of these notations is like
TαV ) uniformly exists on any compact subsets of R×R
d.
Since TαV and TαVt uniformly exist on any compact subsets of R × R
d, it follows that
∂TαV
∂t = TαVt on R× R
d. Similarly, we have ∂TαV∂xi = TαVxi and
∂TαVxi
∂xj
= TαVxixj on R × R
d
for i, j = 1, . . . , d, which implies further that ∂
2TαV
∂xi∂xj
= TαVxixj on R× R
d.
Since the above sequence α′ is arbitrary, for given (f˜ , g˜) ∈ H(f, g), we may assume that α′
is such that Tα′(f, g) = (f˜ , g˜) uniformly on R × S for any compact S ⊂ R
d. So, in this case
we have
Tα(L V ) = LTα(f,g)(TαV ) on R× R
d
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with
LTα(f,g)(TαV ) =
∂TαV
∂t
(t, x− y) +
d∑
i=1
(Tαfi(t, x)− Tαfi(t, y))
∂TαV
∂xi
(t, x− y)
+
1
2
d∑
i,j=1
m∑
l=1
(Tαgil(t, x)− Tαgil(t, y))
∂2TαV
∂xi∂xj
(t, x− y)(Tαgjl(t, x)− Tαgjl(t, y)).
It is immediate to see that TαV satisfies (h1)-(h2), and LTα(f,g)(TαV ) ≥ a(|x − y|), i.e.
(h0) also holds with TαV , Tαf , Tαg replacing V, f, g, respectively.
Step 3. Conclusion. Consider the hull equation
dX = Tαf(t,X)dt+ Tαg(t,X)dW.
Clearly the hypothesis (H) holds for this equation, so the same argument as in Step 1 implies
that this hull equation admits a unique strong L2-bounded solution on R for given Brownian
motion W .
By the proof of Theorem 3.1, we know that if the unique strong L2-bounded solution
X of (1.3) satisfies ‖X‖∞ ≤ r0 for some r0 > 0, then the unique L
2-bounded solutions of
the hull equations are also bounded with the same r0. Note that the pathwise uniqueness
implies the uniqueness of laws on Rd, so |D
Tα(f,g)
r0 | = |D
(f,g)
r0 | ≤ 1 and hence | ∪r>0D
Tα(f,g)
r | =
| ∪r>0 D
(f,g)
r | ≤ 1. The result now follows from Corollary 4.4. 
Now we give some applications of Theorem 5.1.
Corollary 5.2. Consider one dimensional linear stochastic differential equation with m-
dimensional Brownian motion:
(5.3) dX(t) = (A(t)X(t) + f(t))dt+
m∑
i=1
(Bi(t)X(t) + gi(t))dWi(t),
where A, f , Bi, gi are almost periodic functions. If there exists some constant c > 0 such
that 2A(t) +
∑m
i=1B
2
i (t) ≥ c for all t ∈ R, then all the L
2-bounded solutions of (5.3) share
the same distribution on R which is almost periodic.
Proof. Consider the nonnegative function V (t, x) = x2 exp{arctan t} for t ∈ R and x ∈ R.
Note that (h1)-(h2) hold and the derivatives of V satisfy the boundedness condition on R×S
for any compact subset S ⊂ R, which are required in Theorem 5.1. Since
L V (t, x− y) =
1
t2 + 1
V (t, x− y) + (2A(t) +
m∑
i=1
B2i (t))V (t, x− y)
≥ cV (t, x− y) ≥ ce−π/2(x− y)2,
the condition (h0) holds. The result now follows from Theorem 5.1. 
Corollary 5.3. Consider one dimensional stochastic differential equation withm-dimensional
Brownian motion:
(5.4) dX(t) = f(t,X(t))dt+
m∑
i=1
gi(t)dWi(t),
where gi are almost periodic, f(t, x) is uniformly almost periodic and global Lipschitz in x.
If there is a constant L0 > 0 such that
(5.5) L0(x− y)
2 ≤ (f(t, x)− f(t, y))(x− y) for all t, x, y ∈ R,
then all the L2-bounded solutions of (5.4) share the same distribution on R which is almost
periodic.
20 ZHENXIN LIU AND WENHE WANG
Proof. Consider the function V : R× R→ R+ given by
V (t, x) = exp{arctan t} ln(x2 + 1).
It is immediate to check that (h1)-(h2) hold and the derivatives of V satisfy the boundedness
condition on R× S for any compact subset S ⊂ R. On the other hand,
L V (t, x− y) =
1
t2 + 1
V (t, x− y) +
2(x− y)(f(t, x)− f(t, y)) exp{arctan t}
(x− y)2 + 1
≥
2L0(x− y)
2 exp{arctan t}
(x− y)2 + 1
.
That is, (h0) also holds. So the result follows from Theorem 5.1. 
6. Some discussions and improvements
From the viewpoint of differential equations and dynamical systems, it is very natural
to consider how the distribution of solutions evolves with the time, as we did in previous
sections. Almost periodicity is an important recurrent property (in the sense of Birkhoff [4]),
which roughly means that the motion will turn back repeatedly with any preassigned small
error. When an equation, with recurrent solutions (motions), is stochastically perturbed,
does the perturbed equation still admit recurrent motions in some sense? It is one of our
main motivations to partly answer this problem; and it seems that it is appropriate, by the
results in previous sections, to consider the recurrent motions in distribution sense on Rd.
However, some probabilists may prefer to consider properties they are interested in on path
spaces, i.e. they think that properties for sample functions are more probabilistic. Due to
this, in this section we discuss the almost periodicity of solutions on the path space; we note
that the similar concept was considered by Da Prato and Tudor [12].
In Sections 3 and 4, we proved that under the Favard or Amerio separation condition
(besides other conditions), equations (1.2) and (1.3) admit solutions which are almost periodic
in distribution on Rd. Indeed, under the Favard condition or the trivial Amerio separation
condition, these solutions are almost periodic in distributions on the path space C(R,Rd). It
is well-known that C(R,Rd) is a separable complete metric space with the metric
d(ω1, ω2) =
∞∑
n=1
1
2n
min
{
1, sup
−n≤t≤n
|ω1(t)− ω2(t)|
}
,
i.e. the convergence on the path space means the uniform convergence on any compact
interval.
For any solution X of (1.3), it determines a distribution on C(R,Rd). Denote the shift
mapping
µˆ : R→ P(C(R,Rd)), t 7→ µˆ(t) := L(X(t+ ·)),
where P(C(R,Rd)) stands for the space of probability measures on the path space and
L(X(t + ·)) means the law of the C(R,Rd)-valued random variable X(t + ·). Note that
P(C(R,Rd)) is a separable complete metric space (see, e.g. [32, Chapter II, Theorems 6.2
and 6.5]). The solution X is said to be almost periodic in strong distribution sense if µˆ is
a P(C(R,Rd))-valued almost periodic mapping. It is clear that if X is almost periodic in
strong distribution sense, then it is almost periodic in distribution.
Firstly the result of Theorem 3.1 can be improved.
Theorem 3.1’. Consider the following family of Itoˆ stochastic equations on Rd
dX = fn(t,X)dt+ gn(t,X)dW, n = 1, 2, · · · ,
where fn are R
d-valued, gn are (d ×m)-matrix-valued, and W is a standard m-dimensional
Brownian motion. Assume that fn, gn satisfy the conditions of global Lipschitz and linear
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growth with common Lipschitz and linear growth constants; that is, there are constants L and
K, independent of t ∈ R and n ∈ N, such that for all x, y ∈ Rd
|fn(t, x)− fn(t, y)| ∨ |gn(t, x)− gn(t, y)| ≤ L|x− y|,
|fn(t, x)| ∨ |gn(t, x)| ≤ K(1 + |x|).
Assume further that fn → f , gn → g pointwise on R× R
d as n→∞ and that Xn ∈ B
(fn,gn)
r0
for some constant r0, independent of n. Then there is a subsequence of {Xn} which converges,
in strong distribution sense (the meaning is obvious), to some X ∈ B
(f,g)
r0 .
Proof. We only need to point out the difference from the proof of Theorem 3.1. Note that,
in the proof of Theorem 3.1, (3.2) actually implies that X˜n converges in distribution to X˜ on
C([a, b],Rd). Since the interval [a, b] is arbitrary, the convergence indeed occurs on C(R,Rd)
in distribution. 
By Theorem 3.1’ and minor revising the proof of Lemma 3.10, we have the following result.
Lemma 3.10’. Assume that each hull equation of (1.3) admits a unique minimal solution
in strong distribution sense, i.e. all the minimal solutions of the given hull equation possess
the same law on the path space. Then these minimal solutions are almost periodic in strong
distribution sense.
Therefore, we have the following
Theorem A’. Consider (1.2) with the coefficients A,B1, . . . , Bm, f, g1, . . . , gm being almost
periodic. Assume further that (1.2) admits an L2-bounded solution X, and that the Favard
condition holds for (1.2). Then (1.2) admits a solution which is almost periodic in strong
distribution sense.
Proof. The theorem follows immediately from Lemmas 3.3, 3.6, Remark 3.7, Corollary 3.9,
and Lemma 3.10’. 
Remark 6.1. Note that Remark 3.12 and Corollary 3.13 can be correspondingly improved by
Theorem A’.
For the nonlinear equation (1.3), under the trivial Amerio separation condition, we have
the following
Corollary 4.4’. Consider (1.3). Assume (H) and that each hull equation (f˜ , g˜) of (1.3)
admits, in B
(f˜ ,g˜)
r , a unique distribution in strong sense, i.e. all the elements of B
(f˜ ,g˜)
r share
the same distribution on the path space. Then B
(1.3)
r consists of solutions which are almost
periodic in strong distribution sense with the unique common distribution on the path space.
Proof. The proof is completely similar to that of Lemma 3.10’ since only the uniqueness of
distribution on the path space is essential in the proof. 
Remark 6.2. We note that the conclusion of Theorem 5.1 (and hence its applications) can be
correspondingly improved by Corollary 4.4’.
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