An approximation method based on the Born and Rytov approximation is presented for the wave-theoretic prediction of acoustic arrival patterns associated with long-range pulse propagation in weakly range-dependent ocean environments. The environment is considered as a perturbation of a range-independent background state, and normal-mode theory is used, for the representation of the background Green's function. Using the Born and Rytov approximations, the perturbed Green's function corresponding to the range-dependent environment is expressed for each frequency within the source bandwidth in terms of the background Green's function and the medium ͑sound-speed͒ perturbation. The actual arrival pattern in the time domain is then computed through the inverse Fourier transform. Using the normal-mode representation, closed-form expressions for the first and second Born and Rytov approximations are derived, generalizing previous range-independent results, and indicating that the effect of range dependence on the acoustic field in the case of adiabatic perturbations is of second order. To cope with the multimodal nature of ocean acoustic propagation, a variation of the standard Rytov method is applied, proposed by Keller, according to which each modal component must be treated independently. A number of numerical examples demonstrate an advantage of the Rytov approximation ͑over the Born approximation͒ for time-domain calculations.
I. INTRODUCTION
Ocean acoustic travel-time tomography 1 seeks to infer the ocean state from travel-time measurements of pulsed acoustic signals traveling through the water from broadband sources to distant receivers. Arrival times depend on sound speed, and sound speed is related with water temperature; 2 thus, from travel-time measurements temperature estimates can be obtained by inversion. 3 The spatial variability of sound speed ͑temperature͒ gives rise to refraction which in turn causes multipath propagation. Each path traverses different water masses with different temperature and soundspeed values. Thus a pulsed acoustic signal emitted by the source will reach the receiver at different time instants depending on the path it is traveling along. This leads to a sequence of arrivals at the receiver in the time domain conveying information about different water layers.
In long-range, deep-water propagation early arrivals at the receiver can be sufficiently described in terms of rays, in particular steep rays with a relatively small number of turning points, whereas late arrivals can be described by a limited set of low-order modes. 4 Still, the identification of individual modes in the late arrival pattern is not always possible due to mode interference and temporal overlapping, especially in cases of strong dispersion. A way to retrieve information about modes in such cases is by mode filtering using a vertical receiving array. 5, 6 The other alternative for the analysis of late arrival patterns is full wave form inversion, [7] [8] [9] which, however, is associated with a large number of forward calculations and thus with a heavy computational burden. Several methods have been developed for accelerating the computation of wave-theoretic arrival patterns, based on approximations with respect to frequency, such as narrowband normal-mode approximations relying on Taylor expansions of eigenvalues and eigenfunctions, [10] [11] [12] broad-perturbations about a range-independent reference state. The corresponding arrival pattern is then calculated from the perturbed Green's function through the inverse Fourier transform. The range-independent background allows for the use of normal-mode theory as the basis for propagation modeling, leading to closed-form expressions for the perturbed Green's function in terms of background quantities and range-dependent sound-speed perturbations, offering a computationally efficient alternative to the exact range-dependent calculations at each frequency. 25 A similar approach based on medium perturbations but in a range-independent framework was presented recently 26 relying upon perturbations of the vertical eigenvalue problem with respect to the sound speed. The present approach is more-general and allows for arbitrary sound-speed perturbations, either range independent or range dependent. The latter are assumed to be weak in the adiabatic sense, i.e., with large horizontal scales compared with the double-loop length of the corresponding eigenrays. 27 The contents of the work are organized as follows: Section II addresses the Green's function and its perturbations in the Born and Rytov approximations up to second order, as well as the relations between the two approximations. In Sec. III using the normal-mode representation for the background acoustic field closed-form expressions for the first and second Born and Rytov approximations are derived. Section IV presents some numerical results from the application of the various approximations for the calculation of time-domain arrival patterns in range-dependent ocean environments, as well as comparisons with exact adiabatic and coupled-mode results. Finally, Sec. V contains a discussion of results and main conclusions from this work.
II. THE GREEN'S FUNCTION
The Green's function G͑x ͉ x s ; ; c͒ of an ocean acoustic waveguide in the frequency domain describes the acoustic field of a harmonic point source of unit strength and satisfies the following inhomogeneous Helmholtz equation:
where x is the space vector, the circular frequency of the source, and x s its location, c͑x͒ the sound-speed distribution, and ␦ the Dirac delta function. The Laplacian operator is denoted by ٌ 2 ͑the symbol ⌬ is reserved to denote variations in the following͒.
Equation ͑1͒ is supplemented by boundary and interface conditions according to which G vanishes at the sea surface whereas pressure and normal velocity are continuous across interfaces, as well as by a radiation condition according to which the field decays away from the source and consists of a system of outgoing waves. 25 The acoustic field P of a source distribution S͑x ; ͒, satisfying the inhomogeneous Helmholtz equation
and the same boundary/interface/radiation conditions as before, can be represented through the Green's function by the integral 28 P͑x,͒ = − ͵͵ ͵ V G͑x͉xЈ;;c͒S͑xЈ;͒dV͑xЈ͒, ͑3͒
i.e., it is a superposition of the acoustic fields of point sources distributed over the support of S͑x ; ͒.
The acoustic pressure field in the time domain can be expressed through the inverse Fourier transform
In particular, the acoustic field of a point source in the time domain can be expressed through the inverse Fourier transform in terms of the source signal P s ͑͒ in the frequency domain, i.e., S͑x ; ͒ =−P s ͑͒␦͑x − x s ͒, and the frequency-domain Green's function
Due to multipath propagation, the pressure amplitude at a fixed receiver location x = x r in the time domain consists in general of a number of peaks, the acoustic arrivals, whose shape and temporal locations are dependent on the source characteristics, the source/receiver locations, and the soundspeed distribution within the water column. In this connection, the function a͑t͒ = ͉p͑x r , t͉͒ is called arrival pattern at the receiver.
A. Green's function perturbations-Born approximation
Since the Green's function is dependent on the soundspeed distribution, perturbations of the latter will give rise to changes in the Green's function. Expressions relating the perturbations of the Green's function to the underlying sound-speed perturbations will be derived in the following.
Let a background ͑reference͒ state be characterized by a sound-speed distribution c 0 ͑x͒ with corresponding Green's function G 0 ͑x ͉ x s ͒ = G͑x ͉ x S ; ; c 0 ͒ satisfying the inhomogeneous Helmholtz equation
and the above-mentioned boundary/interface/radiation conditions. A perturbation of the reference sound-speed by ⑀⌬c, where ⑀ is a small parameter, 29 will cause a perturbation ⌬G in the Green's function. The perturbed Green's function G = G 0 + ⌬G satisfies the inhomogeneous Helmholtz equation
Equating terms of equal order, expressions can be obtained for the terms in the expansion ͑10͒ of the Green's function perturbation.
First order ͑⑀͒:
͑12͒
This is the first Born approximation 30, 31 expressing the firstorder perturbation ⌬G 1 of the Green's function as linear functional of the underlying sound-speed perturbation ⌬c. The kernel G 0 ͑xЈ ͉ x s ͒G 0 ͑x ͉ xЈ͒ represents a single scattering mechanism, in which a scatterer ͑sound-speed perturbation͒ at the position xЈ, stimulated by the source at position x s , with stimulation magnitude G 0 ͑xЈ ͉ x s ͒ acts as a secondary source whose acoustic field G 0 ͑·͉xЈ͒ is observed at the point x. In this connection the first Born approximation is also called single-scattering approximation. The approximation ͑12͒ represents efficiently the perturbations caused by very weak scatterers and due to this it is alternatively called weakscattering approximation. The volume V in Eq. ͑12͒ spans the support of the sound-speed perturbation ␦c.
Second order ͑⑀
2 ͒:
͑13͒
This is the second Born approximation 30 expressing the second-order perturbation ⌬G 2 as quadratic functional of the underlying sound-speed perturbation. While the second integral represents a single-scattering mechanism applying on ⌬c 2 , the kernel of the first integral
͑14͒
represents a double-scattering mechanism: the source stimulates a scatterer at position xЉ which then stimulates a scatterer at position xЈ which is finally received at position x. In this connection the second Born approximation is also called double-scattering approximation.
B. Green's function perturbations-Rytov approximation
An alternative representation of the perturbed Green's function was introduced by Rytov 24 in the form
This representation emphasizes the phase perturbation ⌬⌿. Taking into account that phase perturbations in the frequency domain reflect in wave form shifts in the time domain, 32 i.e., in arrival-time perturbations, the Rytov approximation is expected to be suitable for time-domain ͑arrival-time͒ calculations. Expanding the phase perturbation with respect to ⑀,
and using a Taylor expansion of Eq. ͑15͒ in the neighborhood of the unperturbed state ͑⑀ =0͒ the perturbed Green's function can be written in the form
Equating the factors of corresponding orders in Eqs. ͑17͒ and ͑10͒ the following relations can be obtained between the terms of the Born and Rytov approximation: [33] [34] [35] 
͑19͒
This means that if the terms of the Rytov approximation are known the corresponding terms of the Born approximation can be calculated and vice versa:
͑21͒
Thus from expressions ͑12͒ and ͑13͒ for the Born approximation, expressions for the corresponding terms of the Rytov approximation can be obtained though Eqs. ͑20͒ and ͑21͒. This is because the two approximations, though based on different types of expansions, have the same asymptotic ͑⑀ → 0͒ behavior. In this sense they are closely related to each other. Nevertheless, they are not equally efficient in describing travel-time variations, as will become clear from the numerical results in Sec. IV, due to their different form: The Born approximation focuses on variations of the Green's function itself, whereas the Rytov approximation focuses on variations of the phase.
III. NORMAL-MODE REPRESENTATION
Assuming the background ocean to be range independent, the background Green's function G 0 can be represented in terms of normal modes. Adopting a cylindrical coordinate system ͑r , z , ͒ with origin at the sea surface and the source located on the vertical z axis ͑positive downwards͒ at depth z = z s , G 0 at any location ͑r , z͒ in the water is expressed in the form 25, 36 
where w is the water density, H 0 ͑2͒ is the Hankel function of the second kind and zeroth order, k n and n , n =1, ... , M, are the real eigenvalues and the corresponding eigenfunctions ͑propagating modes͒ of the vertical Sturm-Liouville problem:
supplemented by the conditions that n = 0 at the sea surface ͑z =0͒ , n and −1 d n / dz are continuous across the interfaces, and n and d n / dz are vanishing as z → ϱ.
The sum in Eq. ͑22͒ represents the contribution of the finite set of propagating modes with / c B Ͻ k n Ͻ / c min , n =1,2, ... , M, where c min is the minimum sound speed in the water and c B is the sound speed in the bottom half-space ͑c B is assumed to be constant and also the highest sound speed in the propagation domain͒. The first integral in Eq. ͑22͒ represents the contribution of the half-space modes ͑high-order modes with grazing angle greater than critical entering the bottom half-space͒ whereas the second integral spans the evanescent spectrum ͑modes with imaginary k values and exponentially decaying contribution͒. 36 Both integrals are negligible in the water layer away from the source.
In the following we focus on the perturbation behavior of the low-order modes, with k n close to / c min , contributing to the late arrival pattern. Taking into account that the derivatives of modes ͑eigenvalues and eigenfunctions solving the vertical Sturm-Liouville problem͒ with respect to soundspeed perturbations can be expressed in terms of background eigenvalues and eigenfunctions, with the nearby modes ͑closest in terms of eigenvalues͒ playing the dominant role, 26 higher order half-space and evanescent modes will be omitted from the representation of the Green's function.
A. First Born approximation
Substituting the normal-mode expression for the background Green's function in the right-hand side of Eq. ͑12͒ and considering sound-speed perturbations in the water column of separable form ⌬c͑x͒ = ⌬c r ͑r͒⌬c z ͑z͒⌬c ͑͒, ͑24͒
where ⌬c r , ⌬c z , and ⌬c are smooth, slowly varying functions of r , z, and , respectively, the first Born approximation can be written as
where h is the water depth, ␥ = ͱ r 2 + R 2 −2Rr cos is the horizontal distance from an arbitrary scattering location to the receiver, and R is the horizontal source-receiver distance. The use of the same axisymmetric Green's function to describe propagation from the source to the scattering point and from that point to the receiver is justified by the fact that the background environment is rangeindependent and thus axisymmetric with respect to any vertical axis including the source, the receiver, or the ar-bitrary scattering point. In the following the double integral in line of Eq. ͑25͒, denoted I nm , is evaluated.
Since the Hankel functions are singular for r = 0 and ␥ = 0, i.e., at the location of the source and the receiver, the integration domain is divided into three subdomains: two disks ⌫ s,␤ and ⌫ r,␤ of radius ␤ centered at the source and receiver, respectively, over which the integral I nm is evaluated analytically, and the remaining part S ␤ of the plane, where I nm is evaluated by the stationary-phase method exploiting the oscillatory behavior of the kernel.
In the vicinity of the source we can assume that ⌬c ͑͒ and ⌬c r ͑r͒ are constants represented by ⌬c and ⌬c r . Using the addition theorem 37 the Hankel function H 0 ͑2͒ ͑k m ␥͒ for r Ͻ R can be expressed in terms of Bessel functions of the first kind and Hankel functions as follows:
Thus the integral I nm over a disk ⌫ s,␤ becomes
The latter integral is first evaluated over an interval ͓a , ␤͔, with a 0, 38 and then the limit a → 0 is taken. The final result reads
for n m · ͑28͒ where o.t. stands for an oscillating term with respect to ␤ averaging to zero. ⌬c r and ⌬c are taken at the source location. Similar expressions can be derived for I nm ͑⌫ r , ␤͒ over the disk centered at the receiver. Assuming that the radius ␤ is large enough the asymptotic expression for the Hankel functions can be used away from the source and receiver, such that the integral I nm in the exterior domain S ␤ takes the form
͑29͒
The exponential part in the kernel of this integral is a rapidly oscillating function of , see, e.g., Fig. 3 in Sec. IV. In this connection the method of stationary phase 39 can be applied for the evaluation of I nm ͑S ␤ ͒. The phase is
and the stationary points are: = 0 and = . Using the stationary-phase formula for the -integral, I nm ͑S ␤ ͒ can be approximated by
͑31͒
This expression describes the range integration along the semiaxis = 0 from the source to the receiver ͑first integral͒ and beyond ͑second integral͒ as well as along the semiaxis = ͑third and fourth integrals͒. The exponential kernels in Eq. ͑31͒ are all oscillatory except for the one in the first line for m = n. For m n this kernel oscillates with wavelength determined by the wave number difference k m − k n which becomes smallest for successive wave numbers, n = m +1, in which case the corresponding wavelengths coincide with the double-loop length of the corresponding rays, 27 see e.g. Fig.  4 in Sec. IV. In the following we assume range-dependent perturbations with horizontal scales large compared with the double-loop length of the corresponding rays ͑adiabatic range dependence͒, such that there is no contribution by the cross terms in the first integral-the integration result will be an oscillating term with respect to ␤ averaging to zero. The remaining three integrals in Eq. ͑31͒ will have an even smaller contribution since the corresponding kernels oscillate at a higher rate governed by the wave number sums k m + k n . Thus, assuming weak ͑adiabatic͒ range dependence the term I nm ͑S ␤ ͒ can be expressed as
where ␦ nm is the Kronecker delta, and the Hankel function has been restored from its asymptotic representation. Combining the expressions for I nm ͑⌫ s , ␤͒ and I nm ͑⌫ r , ␤͒, Eq. ͑28͒, with the above-noted expression for I nm ͑S ␤ ͒ and omitting oscillating terms we finally obtain for I nm ,
Substituting this expression into Eq. ͑25͒, the first-order Born approximation is finally written in the compact form
where
Expression ͑34͒ is a generalization of previous rangeindependent results. 26 The integral term in expression ͑34͒ is proportional to R, e.g., in the case of range-independent perturbations, but vanishes in the case of zero-mean rangedependent perturbations ͑͐ 0 R ⌬c r ͑r͒dr =0͒. Equation ͑34͒ holds under the assumption of large-scale ͑adiabatic͒ range dependence, where the scale of ⌬c r is large compared with the double-loop length of the corresponding rays.
The first term in expression ͑34͒, including the sum over m, is dominated by the orders m close to n for which the denominator ⌳ nm becomes small. This explains the small contribution of the high-order half-space and evanescent modes to the perturbation behavior of the low-order modes ͑small n͒: the half-space modes ͑large m͒ are characterized by large ⌳ nm , whereas for the evanescent modes ͑k m imaginary͒ the differences ⌳ nm become sums of the form k n 2 + ͉k m ͉ 2 and thus even larger. As will become clear in Sec. III C the integral term in Eq. ͑34͒ is associated with traveltime variations, whereas the sum term is related with amplitude changes in the time domain-still, it gives rise to terms, associated with travel-time changes in the second order.
B. Second Born approximation
Substituting the normal-mode representation for the background Green's function and expression ͑34͒ for the first Born approximation into the first term in Eq. ͑13͒, denoted T 1 , we obtain
The integrals with respect to ͑r , ͒ in the above-noted expression are of the general form
where F is a smooth slowly varying function of r. This integral is of the same type as the integral I nm evaluated in the previous section. Applying the same method ͑analytical calculation close to the source/receiver, and stationary phase in the far field͒ the integral K nl integral can be evaluated,
Using this result T 1 can be finally expressed in the form
In this expression only the terms proportional to R ͑double sums͒ and R 2 ͑single sum͒ are retained. The remaining ͑lo-cal͒ terms are of significance, with respect to travel-time variations, for the third order and higher, but not for the second order studied here.
Substituting the normal-mode representation for the background Green's function into the second term in Eq. ͑13͒, denoted T 2 , and applying Eq. ͑41͒ to the integral with respect to ͑r , ͒ , T 2 finally becomes
where again the sum over the off-diagonal terms ͑m n͒ has been omitted since it is not significant for the second order.
Combining relations ͑42͒ and ͑43͒ we obtain the following expression for the second-order term of the Born approximation.
As in the case of the first Born approximation this is a generalization of previous results obtained for rangeindependent perturbations 26 and holds under the assumption of adiabatic range dependence. The above-presented expression contains the dominating terms, including the factors R and R 2 , whereas the remaining terms ͑not essential for the second-order approximation͒ have been omitted.
C. Rytov-Keller approximation
By substituting expressions ͑34͒ and ͑45͒ for the first and second Born approximations into Eqs. ͑20͒ and ͑21͒, expressions for the first and second Rytov approximations can be obtained. To cope with the multimodal nature of ocean acoustic propagation, a variation of the standard Rytov method is applied, which was proposed by Keller. 40 The standard Rytov approximation is sufficient for perturbations of single-component wave fields but fails in the case of multiple components such as in ocean acoustic propagation. 31 The reason is that each field component ͑mode͒ has its own phase, with different perturbation behavior, whereas the Rytov approximation assumes that the perturbed wave field can be described by a single phase perturbation. The variation proposed by Keller consists in applying the standard Rytov method to each wave ͑modal͒ component independently, rather than to the total wave field. 40 In this connection, the perturbed Green's function is written as follows:
where G 0 n is the contribution of the nth mode to the unperturbed Green's function. Based on Eqs. ͑20͒ and ͑34͒ the first-order phase variation for the nth mode according to the Rytov-Keller approximation is given from
where Q nm , V nm , ⌳ nm , U n are the quantities defined in Eqs. ͑35͒-͑38͒. Using the normal-mode expression ͑22͒ for the background Green's function G 0 n the first-order phase perturbation of the nth mode can be finally written in the form
This expression holds under the assumption of adiabatic range dependence. The first term in Eq. ͑48͒ in this expression is real and represents attenuation effects. The imaginary integral term represents phase variations in the frequency domain which are associated with displacements in the time domain ͑travel-time variations͒. In the case of zero-mean range-dependent perturbations this term vanishes, such that there are no first-order effects of range dependence on travel times. This is in agreement with ray-theoretic results for environments with adiabatic range dependence. 21, 22 The second-order phase perturbation of the nth mode according to the Rytov-Keller approximation is obtained by substituting the nth component of the first-and second-order Born terms, Eqs. ͑34͒ and ͑45͒, into the Born-Rytov relations Eq. ͑21͒,
Substituting the modal representation for G 0n we finally obtain
The dominating term in this expression in the case of a zeromean range perturbation is the imaginary term in the third and last line. All other terms either vanish or they are real, which means that they are associated with attenuation effects ͑no effect on travel times͒. The second-order Rytov-Keller approximation has strong similarities to the second-order adiabatic approximation of the Green's function ͑see the Appendix͒. This is a consequence of the adiabatic assumptions made not only in the evaluation of the Born integrals ͑omission of cross terms͒ but also in the independent treatment of each modal component in the Keller approach.
IV. NUMERICAL RESULTS
This section presents some numerical examples for simple range-dependent ocean environments that are perturbations of a range-independent background state. The background sound-speed profile, shown in Fig. 1 , is representative of winter conditions in the western Mediterranean sea. The water depth is taken 2500 m, the source and receiver depth 150 m, and the propagation range 600 km; these values are motivated from the Thetis-2 tomography experiment conducted from January to October 1994 in the Western Mediterranean. 41 The emitted signal is assumed to be a Gaussian pulse of central frequency 150 Hz and effective bandwidth 60 Hz. In the following calculations the Green's function ͑complex pressure͒, either exact or approximate, is evaluated at 501 frequencies from 100 to 200 Hz, with a step of 0.2 Hz, using a normal-mode code, and then fast Fourier transform is applied to obtain results in the time domain. An absorbing bottom is assumed filtering out the bottominteracting part of the acoustic energy. 42 Figure 2 shows the background arrival pattern corresponding to the reference profile of Fig. 1 . Early arrivals have the form of distinct triplets corresponding to particular ray groups which propagate at steep grazing angles and thus sample the deep water layers. Late arrivals on the other hand correspond to acoustic energy propagating at low grazing angles, i.e., close to the surface, and thus they are affected most by near-surface range dependence. These arrivals are best described in terms of a few low-order modes. 4 In the following the calculations will concentrate on the late part of the arrival pattern shown in the bottom panel of Fig. 2 . Figure 3 shows the evaluation of the integral
͑51͒
for the case m = n = 2 corresponding to the highest peak in Fig. 2 ͑mode 2͒. L nm represents the integral in Eq. ͑29͒ for ⌬c = 1. The upper panel in Fig. 3 shows the real part of the exponential term versus angle, over the interval ͓−3°,3°͔, for r = 300 km. The stationarity of the phase at =0°is evident. The panel in the middle shows the real part of L 22 evaluated through numerical integration and also through the stationary-phase approach ͑omitting the oscillating terms͒ for ranges from 260 to 300 km, whereas the bottom panel shows the same result in detail over a range interval of 100 m length. The oscillation of L 22 evaluated numerically is governed by twice the wave number k 2 , cf. Eq. ͑31͒ ͓in this case k 2 = 0.624 541 m −1 resulting in a wavelength 2 / ͑2k 2 ͒Ϸ5 m͔. The oscillation in the middle panel is subsampled in range ͑using a range step of 79 m͒ in order to avoid a dark image, whereas in the lower panel the complete oscillation is shown. For large-scale perturbations ⌬c r this oscillation is smoothed out by the integration in range carried out in Eq. ͑29͒, such that the remaining term coincides with the stationary-phase result. Figure 4 ͑upper panel͒ shows the result of the numerical evaluation of L nm for n = 2 and m = 3 for ranges from 260 to 300 km. In addition to the fast oscillation that we had in Fig.  3 ͑and which is again subsampled, as before͒ we also have a slow oscillation in this case, which is governed by the difference k 2 − k 3 , cf. Eq ͑31͒. In the particular case k 2 = 0.624 541 m −1 and k 3 = 0.624 046 m −1 such that the resulting wavelength is 2 / ͑k 2 − k 3 ͒ = 12 693 m. This wavelength corresponds to the double-loop length of the rays associated with modes 2 and 3 shown in the bottom panel of Fig. 4 . From this figure it becomes clear that if the soundspeed perturbation has horizontal scale which is large compared with the double-loop length of the corresponding rays ͑adiabatic range dependence͒, the corresponding cross terms in Eq. ͑31͒ are smoothed out ͑cancelled͒ through the range integration, and thus they can be omitted.
Three cases of range-dependent perturbations are considered in the following. The first two are of large horizontal scale based on linear zero-mean and nonzero-mean range modes ⌬c r combined with the depth mode ⌬c z shown in the rightmost panel in Fig. 1 . The particular depth mode is confined in the upper 50 m layer ͑range dependence is more pronounced close to the surface͒ attaining its maximum ͑1 m/s͒ at the surface, decreasing linearly to zero at 50 m depth and remaining zero thereafter. The third case concerns a sound-speed perturbation of small horizontal scale, for which the assumption of adiabatic range dependence does not hold.
A. Large-scale, zero-mean range dependence
In the first numerical example the range mode ⌬c r of the sound-speed perturbation is taken to be a linear function of range r, varying from −5 at the source to +5 at the receiver, Fig. 5 ͑top͒, and thus averaging to zero. The bottom panel of Fig. 5 shows the resulting sound-speed profiles at various ranges. The profiles close to the source are upward refracting with a strong surface duct whereas the ones close to the receiver form a weak channel at 50 m depth. The 10 m / s difference in the sound speed at the surface over the 600 km range corresponds to temperature gradients observed in the Western Mediterranean sea along the north-south axis. Figure 6 shows the result of the exact adiabatic-and coupled-mode calculation of the perturbed arrival pattern corresponding to the range-dependent environment of Fig. 5 ; for these calculations the range-dependent environment was discretized into 21 range segments ͑piecewise constant discretization͒. The background arrival pattern is also shown in Fig. 6 for comparison. The difference between the adiabatic and coupled mode is very small indicating that propagation in this case can be considered as adiabatic. On the other hand the perturbed arrivals are significantly displaced with respect to their background positions: the late arrival ͑at 398.4 s͒ is delayed by as much as 70 ms whereas the earlier arrivals including the highest one ͑detail in upper right corner of the figure͒ are advanced by approximately 10 ms. Figure 7 shows the arrival pattern predicted from the second Born approximation ͑top͒ and the second Rytov approximation ͑bottom͒, together with the exact adiabatic prediction and the background arrival pattern. Since the range mode ⌬c r ͑r͒ of the sound-speed perturbation averages to zero, the first Born and first Rytov approximation results are practically the same as the background arrival pattern and in this connection they are not shown. The second-order Born approximation differs from the background arrival pattern in amplitude but hardly as far as the arrival times are concerned. Thus, the Born approximation fails to predict correct arrival times in the perturbed state. The second-order Rytov approximation, on the other hand, manages to describe efficiently the arrival shifts in nearly all cases. Thus, for the late arrival it reproduces the ϳ70 ms delay, with respect to the background state, whereas for the earlier arrivals it reproduces the advancements. Further, the second-order Rytov approximation results in a prediction of the arrival amplitudes which is remarkably close to the exact prediction. and thus it is just the average of the equivalent travel time.
In Fig. 8 the equivalent travel times corresponding to the background and perturbed state are shown, as well as the first and second Rytov approximation. The background equivalent travel time for each mode is constant with respect to range and equals the corresponding group travel time. In the first Rytov approximation the phase has a linear dependency on the sound-speed perturbation and since the latter in this case is a linear function of range, the equivalent travel times are linear functions of range, as we see in Fig. 8 , fully reflecting the zero-mean property of the range mode ⌬c r ͑r͒. In this connection the first Rytov approximation results in the same group travel times as in the background situation. In the second Rytov approximation the phase is a quadratic functional of the sound-speed perturbation and, since the latter varies linearly with range, the corresponding equivalent travel times are quadratic functions of range, and thus their average will be different than the background group travel times. In this sense the effect of range dependence on travel times is a second-order effect. We see from Fig. 8 that the second Rytov approximation lies close to the exact prediction as far as the equivalent travel times are concerned. This explains the good agreement between the Rytov approximation and the adiabatic prediction in Fig. 7 . Figure 9 shows the effect of the perturbation magnitude on the Green's function ͑real part͒ at the central frequency of 150 Hz, as well as on the travel time of the highest peak ͑mode 2͒. The predictions are based on the exact adiabatic and coupled-mode calculation as well as on the second-order Born and Rytov approximations. The horizontal axis in this figure measures the value of ⌬c r at the receiver position, assuming linear, zero-mean perturbations in all cases. Thus, ⌬c r ͑R͒ = 5 corresponds to the perturbation shown in Fig. 5 , whereas ⌬c r ͑R͒ = −5 is the opposite perturbation ͑negative horizontal gradient͒. The values between, −5 and 5 in the horizontal axis of Fig. 9 correspond to linear range modes with smaller horizontal gradients, and finally the value 0 corresponds to the range independent background state ͑no perturbation͒. The adiabatic character of the propagation is verified once again by the agreement between the exact adiabatic and coupled-mode predictions. These predictions are approximated far better by the Rytov than by the Born approximation. The second-order character-in the neighborhood of the range independent background-is clear both in the fre- quency and the time domain. Still, in the frequency domain this character is not preserved over the entire domain of variability, whereas in the time domain it is. This occurs because travel times are associated with the phase which has a second-order dependence on sound-speed changes, whereas the complex pressure depends on the exponential of the phase. This also explains why the Rytov approximation which focuses on the phase performs better than the Born approximation in Fig. 9 . As seen in Fig. 9 the two approximations ͑Born and Rytov͒ are asymptotically ͑⌬c r → 0͒ equivalent.
B. Large-scale, nonzero-mean range dependence
In the second case the range mode ⌬c r is taken to be linear, but not zero mean, varying from 0 at the source to +5 at the receiver as shown in Fig. 10 ͑top panel͒. The bottom panel in Fig. 10 shows the resulting sound-speed profiles at various ranges, varying from upward refracting profiles close to the source to profiles with a channel of 50 m depth close to the receiver. Figure 11 shows the result of the exact adiabatic-and coupled-mode calculation of the late arrival pattern corresponding to the range-dependent ocean of Fig.  10 , together with the background prediction. It is seen that the perturbed arrivals, especially the late ones, are advanced by more than 120 ms with respect to their background location. Further, the deviation between the adiabatic-and coupled-mode results is very small, indicating that propagation is adiabatic. Figure 12 shows the late arrival pattern predicted from the first and second Born approximations ͑top panel͒ and first and second Rytov approximations ͑bottom panel͒. In the present case ⌬c r is nonzero-mean, such that the first Born and the first Rytov approximations predict arrival patterns different from the background one. The background arrival pattern is also shown in Fig. 12 together with the adiabatic prediction for the perturbed state. The top panel of Fig. 12 shows that the two Born approximations differ from the background arrival pattern in amplitude but very little in the arrival times. From the comparison with the adiabatic prediction ͑target arrival pattern͒ it is seen that the approximation fails to predict the correct arrival times in the perturbed state, whereas there is a remarkable disagreement in the arrival amplitudes as well.
The bottom panel of Fig. 12 shows that the first Rytov approximation differs from the background arrival pattern mainly in amplitude but not very much in the arrival times. The second Rytov approximation offers a significant improvement in getting closer to the exact adiabatic prediction, still it does not describe efficiently the arrival shifts in all cases, especially in the case of the last two arrivals for which the discrepancies are as high as 20 ms. Figure 13 shows a range-independent prediction of the perturbed arrival pattern by considering a range-independent perturbation equal to the average ͑+2.5͒ of the range mode. It is seen that the results of this approximation are very close, and in fact they are slightly better than the previous approximate prediction resulting from the range-dependent perturbation. This indicates that in case of perturbations whose range average is nonzero the dominant effect on travel times is that of the range average of the perturbation and not that of range dependence.
To focus on the effects of range dependence the perturbation analysis must use the range average as a background ͑reference͒ state. This is done in the following by taking a new background sound-speed profile which differs from the previous one by a term +2.5c z ͑z͒, thus coinciding with the range average of the perturbed range-dependent ocean environment. The range mode about this new background state varies from −2.5 to +2.5 and thus averages to zero. The late arrival pattern predicted from the second Rytov approximation in this case is shown in Fig. 14 . It is seen that the prediction resulting from the perturbation of the new background coincides with the exact adiabatic calculation. This example points to the importance of the proper selection of the reference sound-speed profile for the application of the Rytov approximation to study the effects of range dependence.
C. Small-scale, zero-mean range dependence
The approximations obtained in Sec. III are of adiabatic nature, see also the Appendix , and thus they are expected to be closer to the exact adiabatic prediction, than to the exact coupled-mode prediction, when these two differ. In order to check this, a perturbation case beyond the limits of adiabatic range dependence is considered. The range and depth mode defining this perturbation are shown in Fig. 15 . The range mode is a single-loop sinusoid with scale smaller than the double-loop length of the rays corresponding to the main peak ͑highest peak in Fig. 2͒, cf. Fig. 4 , whereas the depth mode is selected to concentrate around the turning depths of these rays, such as to maximize the perturbation influence. Figure 16 shows the effect of the perturbation magnitude a on the Green's function ͑real part͒ at the central frequency of 150 Hz, and also on the travel time of the highest peak, as predicted by the exact adiabatic and coupled-mode calculation, by the second-order ͑adiabatic͒ Born and Rytov approximations, as well as by the corresponding first-order approximations including cross terms ͑ct͒ described in the following. The horizontal axis in this figure measures the deviation a of the first half-cycle of the range mode ⌬c r .
Positive a values correspond to the range mode as shown in Fig. 15, i .e., a positive half-cycle followed by a negative one. Negative a values correspond to the opposite function ͑nega-tive half-cycle followed by a positive one͒. The backgroundstate corresponds to a =0.
It is seen from Fig. 16 that while the exact adiabatic prediction is of second order, and the second-order Born and Rytov approximations behave similarly, the exact coupledmode prediction exhibits a clear first-order component both in the frequency and the time domain. Thus, for small-scale range dependence the exact adiabatic prediction and the Born and Rytov approximations based on the assumption of adiabatic range dependence fail to describe the true ͑first-order͒ character of travel-time changes. However, by retaining the significant cross terms ͑first line͒ in Eq. ͑31͒ the Born and Rytov-Keller approximations can describe first-order effects in the case of small-scale perturbations.
The results denoted by ͑ct͒ in Fig. 16 are from the firstorder Born and Rytov-Keller approximations including the above-mentioned cross terms. These results are in good agreement with the coupled-mode prediction both in the frequency and the time domain. It is remarkable that in this case the two approximations ͑Born and Rytov͒ describe the firstorder character of the travel-time changes nearly equally well ͑the first-order Born approximation describes linear changes in the frequency domain, whereas the first-order Rytov approximation describes linear travel-time changes-this goes back to the first-order approximation of the phase in this case͒. Thus, by including cross terms, the Born and RytovKeller approximations can be enhanced to deal with smallscale perturbations giving rise to first-order effects.
V. DISCUSSION AND CONCLUSIONS
The objective of this work was to examine the feasibility of using Born and Rytov approximations of the Green's function for arrival-pattern calculations associated with longrange pulse propagation in weakly range-dependent ocean environments. Such calculations are important in the context of ocean acoustic travel-time tomography, particularly in connection with full-wave-form inversion.
The proposed approach is to use first-and second-order Born and Rytov approximations to calculate the perturbed frequency-domain Green's function associated with rangedependent sound-speed perturbations about a rangeindependent background state, repeat this for a large number of frequencies within the source bandwidth and then obtain the time-domain acoustic field through the inverse Fourier transform.
The use of the normal-mode representation of the background ͑unperturbed͒ Green's function, together with the assumption of adiabatic range dependence ͑sound-speed perturbations with horizontal scales large compared with the double-loop length of the rays corresponding to the arrivals under study͒, leads to closed-form expressions describing the perturbation behavior of the low-order modes. The performance of the various approximations was numerically studied for propagation over a range of 600 km in simple rangedependent ocean environments.
In the cases of large-scale ͑adiabatic͒ range dependence considered the Born approximation failed to describe the temporal displacement of arrivals caused by the sound-speed perturbations, unless the perturbations were very small, cf. Fig. 9 . The reason is that the Born representation is based on a perturbation expansion of the Green's function itself in the frequency domain which can hardly be translated into shifts in the time domain ͑temporal displacements͒ through the inverse Fourier transform. The nature of the Born approximation makes it more suitable for backscattering problems focusing on changes in the intensity of the returning field than for transmission problems focusing on travel-time changes. 31 The Rytov approximation, on the other hand, is based on a perturbation expansion of the phase in the frequency domain, which is directly associated with shifts in the time domain. In this connection the Rytov approximation is suitable for modeling perturbations in the time domain with emphasis on temporal displacements, as is the case in ocean acoustic travel-time tomography. However, since the acoustic field in the ocean is a multicomponent wave field, each component ͑mode͒ being characterized by a different phase and perturbation behavior the standard Rytov approximation cannot be applied, since it imposes a single phase perturbation to the whole field.
To address multimode propagation, an approach proposed by Keller ͑Rytov-Keller approximation͒ was adopted here. According to this approach the Rytov method is applied to each wave component ͑mode͒ independently, i.e., isolated from the other modes. In the case of adiabatic sound-speed perturbations the effect of range dependence on travel times is of second order, in agreement with previous ray-theoretic results. 21, 22 This means that in the case of zero-mean range- dependent perturbations of large horizontal scale first-order approximations predict no travel-time changes. In this case second-order approximations ͑or higher͒ are required. Further, for the study of the effects of range dependence on travel times it is essential to separate from the effects of range-independent perturbations. This can be done by using the range-average sound speed profile as a background ͑ref-erence͒ state. Further, this will minimize range-dependent perturbations by turning them zero-mean. The second-order character of travel times is a result based on the assumption of adiabaticity, i.e., of sound-speed perturbations with large horizontal scales compared with the double-loop lengths of the rays corresponding to the arrivals under study. In the case of small-scale perturbations ͑hori-zontal scales comparable to or smaller than the ray doubleloop lengths͒ the adiabatic assumption and the second-order character of travel times no longer hold. In that case the cross terms in Eq. ͑31͒ become important and give rise to firstorder contributions, even in the case of zero-mean range modes. This explains why in a recent work on travel-time sensitivity kernels 43 the effects of local sound-speed perturbations on travel times were described as first-order effects. By retaining the cross terms the Born and Rytov-Keller approximations can be enhanced to deal with small-scale perturbations and first-order effects. These effects become less and less important as the horizontal scale of the sound-speed perturbation increases, and finally at the adiabatic limit they disappear such that the second-order behavior prevails.
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APPENDIX
The axisymmetric acoustic field of a harmonic point source for a range-dependent environment is given in the adiabatic approximation by 25 
GЈ͑R,z r ͉z

͑A1͒
where z s is the depth of the source located on the z axis of the ͑r , z , ͒ cylindrical coordinate system, R and z r are the receiver range and depth. In the case of a range-dependent environment the quantities n and k n are functions of range as well, defined by the eigenvalue problem Eq. ͑23͒ with c = c͑r , z͒. The phase of each modal component is associated with the integral
Assuming a range-independent background environment, with sound speed profile c 0 ͑z͒, and an axisymmetric range-dependent sound-speed perturbation of the form ⌬c r ͑r͒⌬c z ͑z͒, we can derive the perturbed phase using a second-order Taylor expansion of k n ͑r͒ with respect to the sound-speed about the background state Comparing the right-hand side with the first and second Rytov-Keller approximation, Eqs. ͑48͒ and ͑50͒, we observe that the first-order adiabatic approximation is equivalent to the dominant part of the first Rytov-Keller approximation. Further, in case of zero-mean range dependent perturbations, the second-order adiabatic approximation has the same dominant part as the second Rytov-Keller approximation except for the last term in the brackets in Eq. ͑A4͒ which does not appear in the Rytov-Keller approximation ͑this term, however, is much smaller than the previous term including the sum over m͒. Thus, the Rytov-Keller approximation has a strong similarity with the second-order adiabatic approximation. 
