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Abstract. In this paper we study the initial value problem for the scalar semilinear strictly 
hyperbolic equation in multidimensional space with data strongly singular at one point. Under 
the assumption of the initial data being conormal with respect to one point and bounded or 
regular with a certain low degree, the existence of the solution to this problem is obtained; 
meanwhile, it is proved that the singularity of the solution will spread on the forward 
characteristic cone of the hyperbolic operator issuing from this point, and the solution is 
bounded and conormal with respect to this cone. 
1. Introduction 
The Cauchy problem of nonlinear hyperbolic equations with data 
weakly singular at one point has been studied by M. BEALS [1] for 
the semilinear wave equation. Later on, J. M. BONY [5J and J. Y. 
CHEMIN [7]--[9] have also studied singularities of solutions to this 
kind of Cauchy problems for general nonlinear hyperbolic equations 
after establishing the theory of the second microlocalization (see [4]). 
Here we wish to study the conormal property of solutions to general 
second order hyperbolic equations with data being strongly singular 
at one point. The special case of the semilinear wave equation has 
been investigated in [15]. Compared with the existing literature, our 
methods allow to reduce the regularity required of the initial data to 
the case whose existence couldn't be implied by classical facts. The 
result relies on the use of additional L~ 
Let x = (xl, . . . ,  x,), 8x = (Sx, . . . . .  8x,), 
P(t,x;dt, dx)=aodZt + ~ aid}x+ ~ bijdz~,x, (1.1) 
i=1  i , j=l 
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is a second order strictly hyperbolic operator with respect to t, its 
coefficients are smooth functions in ._+~"+ 1 = ~"+ 1 n {t t> 0} with blj = 
= bj l .  
At first, consider the following special Cauchy problem in ~3.  
"P(t, x; dr, O~,)u = f ( t ,  x, u) 
ult= o = 0 (1.2) 
u , l , = o  = u~(x) 
where f is smooth with respect to its arguments and other notations 
are given as above with n = 2. For this problem, we have the following 
result: 
Theorem 1.1. Let c~ be the forward characteristic cone issuing from 
the origin for P, k >t 0 be an integer, co be a neighborhood of  the origin 
on {t--0}. I f  Ul(X)~L ~ c~N~o}(r then there exists a unique solution 
u e L  ~176 c~N~'k(~) to (1.2), where ~ is a small determinacy domain of  co 
3 k with respect to P in R +, N { o} (Co) and N~'k(~) are conormal distribution 
spaces defined as in [15] (Their definitions will be recalled in Sect. 2.). 
Remark 1.1. From the proof of this theorem, which will be given 
in Sect. 4, we can easily obtain that the above result is also valid 
for the case of the operator P containing some linear lower order 
terms. 
Let us discuss the general Cauchy problem for the fully semilinear 
second order hyperbolic equation in _.+•"+ 1 = R.+ 1 c~ {t >~ 0} with n ~> 2 
as follows: 
P(t, x; 0,, ~x)u = f ( t ,  x, u, Vu) 
u I,= o = Uo(X)  
Ut[t= 0 = Ul(X ) 
(1.3) 
with P being given in (1.1). For this problem, usirig the idea of [13] 
for the .choice of the solution space, we have 
Theorem 1.2. Let (6 be given as in Theorem 1.1, k >>-0 be an 
integer. Given any s > n/2, if ui(x)~H s+ 1-i c~ N~i.k(r (i = 0, 1), then 
(1.3) admits a unique solution ue W 1"~176 n N~'k(~), where H ~+ 1 -i(o)) and 
WI'~ are Sobolev spaces based on L2(~) and L~(~) respectively, and 
all other notations are defined as in Theorem 1.1. 
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Remark  1.2. If the nonlinear  term F(t, x, u, Vu) of (1.3) does not  
depend on Vu, and the initial condit ion of Theorem 1.2 is weakened 
as 
u i ( x ) e H s - i n N ~ i ' k ( ~ o )  ( i=  0, 1) (1.4) 
n 
with any s > ~, then the problem (1.3) also admits a unique solution 
u in L ~ n N~e'k(f~), where every nota t ion is the same as in Theorem 1.2. 
The remainder  of this paper is arranged as follows. In Sect. 2, 
we will introduce the definition and some properties of conormal  
distr ibution spaces, and establish a result for the symbol of the 
operator  P as a preparat ion by using an argument  similar to [2]. In 
Sect. 3, we discuss the linear problem corresponding to (1.2) or (1.3), 
and establish several estimates. Then, by using estimates obtained in 
Sect. 3, we deal with the nonlinear problem (1.2), and obtain the 
proof  of Theorem 1.1 in Sect. 4. Finally, by combining some well- 
known classical results with estimates of Sect. 3 it follows the 
conclusions of Theorem 1.2 and Remark 1.2 in Sect. 5. 
2. Some Basic Results 
Without  loss of generality, we can suppose that  the forward 
characteristic cone ~ issuing from the origin with respect to P has the 
s tandard form c~ = {t = tx[ > 0} by using a proper  t ransformation 
(The proof  of this fact can be found in [7].). As in [15], we know that 
the algebra ~r of vectors tangential to ~f and {0} in R~_ § can be 
generated by 
Mo, {Mh}h= 1, { M j s } l < ~ j < s < n  (2.1) 
where M o = tO t + ~7= i xi~?x,, Mh =- tt~xh + XhOt and Mjs = xj~?~, s - xfxj ,  
the algebra J/Co of vectors tangential to {0} in R" is generated by 
{ X i ~ x , } l  <~ i,j<~ n" (2.2) 
Definition 2.1. Let f2 (~o resp.) be a domain  of R+ + 1 (R" resp.), 
be a space of vector fields in f* (~o resp.), {M1 . . . .  , MR} be generators 
o f ~ ,  p e R ,  q >~ 0 be an integer. We define 
NP'q(f~; 5 p) = {ueH ' ( • ) IMtueHP(D) ,  where M I = Mi l  1 . . .M~ k, 
Ill = il + "'" + ik ~ q} 
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(NP,~(co; 6e) resp.), and its norm 
[lu[[~,~a,.~)= ~ [IM~u[[~a) 
I~1 ~< q 
Ne (f~), N~'~(o~) = NP'"(og;--///o) Set N~'~(fl) = N"q(f~; ~') ,  N~(f~) = o,s 
and N~o}(Co)= N~(co).  
For  the above conormal distribution spaces, we have 
Lemma 2.1 (see [11], Lemma 5.2). I f  p, q >1 0 are integers, then 
there is a contant C > 0 such that for any ue L ~ n N~'~(I)), the estimate 
II ~ ~Mt~u II L ~ )  ~< C(ll u II L ~ )  + II u II ~ , ~ ) )  (2.3) 
" ~ M a = M ~ , . .  ~ t4~  holds, where~'=O~~ i<~P, ~ ~'*k 
2(p + q) 
with Ifll = Y.~= , fli <% q and Mie~/l  (i = 1, . . . ,  k) and s = la] + Ifll 
P r o p o s i t i o n  2.1. Suppose a, u~L ~ r~N~e'q(t) ) for integers p, q >~ O. 
(1) The estimate 
tl an  II N~,q~) ~< C( II u II L ~ )  + II u II N r  (2 .4)  
holds, where the constant C depends only on the norm of a in 
L ~176 c~ N~'q(fl). 
(2) I f  f ~C~176 then f(u)~N~'e(~); moreover, we have 
sup (l[UllL~O~o)+ IlullN~,.,~) ~ (2.5) I1 f(u)pp N~.,"tn) <% F( 1[ u I I , , ) )  ~ ~ k~ ~+q 
p+q (i) - with the function F(r) = SUPo.<e.<~/= o I f  (r)[. 
Proof. (1) For any ~3 ~, M a indicated as in Lemma 2.1, we have 
][a~Ml~(au)][L~ <~ ~ [l(a~'MIJ'a)(~2Ml~2u)[[L 2 (2.6) 
[0td + lazl = I~l,I//xl +1~21 =IPl  
2(I~I + I~I) 
From Lemma2.1, we know that c~,MP,a~L~,~+~,~ and 
2(lal + IBi) c~"~M~ H61der's inequality implies that (2.6) can be 
controlled by the right hand side of (2.4). 
(2) The Leibniz formula implies that UM#(f(u)) may be written 
as a sum of terms of the form 
g,a(u)O ~' Ma'u . . .  O:~ MOmu 
with g,a smooth, ~ ' =  x I~1 = I~1 and ~ ' =  a I/~*l = I/~1. Again by applying 
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H61der's inequality and Lemma 2.1 for this term, we obtain the 
estimate (2.5). 9 
lw+ 1,k- 1(~) for  Lemma 2.2. I f  w(x)eN{'~}(~o), then xiw belongs to ~, {0} 
any s >>. O, integer k >1 1 and i t { l , . . . ,  n}; moreover, there is a constant 
C > 0 such that for  any w(x)eN{~}(co), the following estimate 
II xiw 11 c II w II (2.7) 
is valid. 
Since 
Ox,(XjW) = Oijw + x~Ox,w 
with 6ij being the Kronecker symbol, this lemma is immediately 
deduced from (2.2) and Definition 2.1. 
Next, we give a commutator  result which will be used in Sect. 3. 
Lemma 2.3 (see [151). Let  [] = 02 - S'" 02 be the d'Alembertien 
~.ai  = 1 Xi  
operator, then 
f 
[Mo, D ] = - 2 D ,  [ M  h , D ] = O ,  [Mjs, D ] = O  
[Mo, Mh] = 0, [Mo, Mjs ] = O, 
[Mh, Mjs ] = bhjMs -- t~hsM j [Mh, Mk] = Mhk , (28) 
[Mjs , Mpq] = t~psMjq + bqjM~p + (~qsMpj -]- ~jpMqs 
where h, k~{1, . . . ,  n}, 1 <~ j < s <<. n, 1 <<. p < q <~ n, all vectors are given 
in (2.1) and we set MjI~I = -M~, j~  as 1 <<. s I < Jl <<- n. 
Since the operator P given in (1.1) is strictly hyperbolic with 
respect to t, we can always assume a 0 --- 1 of P in the following 
discussion. Let p(t, x; z, ~) = T 2 -]- ~ 7 = 1  ai'cr '}- 2in, j =1 biJ~i~3 denote the 
symbol of - P, mo = tz + y'7= 1 xi~i, mh = t~h + XhZ (h = 1 . . . .  , n) and 
mj~ = xj(~ - xs(  j (1 ~< j < s ~< n) with ~ = (~1,.. . ,  4,) which represent 
the respective symbols of tangential vectors introduced in (2.1) with 
respect to cg. For this symbol p(t, x; z, ~), by using an argument similar 
to [2] we get a decomposition result as follows: 
Proposition 2.2. For this p(t, x; z, ~), the following decomposition 
p= Z 2 -  ~ ~ "k- ~ Phmh q- Z pjsmj, (2.9) 
i = l  h = 0  l < ~ j < s < ~ n  
is valid, where Ph and pj, are all symbols o f  order one. 
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Proof.  Here, we only prove (2.9) for the case n = 2, the general 
case can be similarly proved. First, we denote the relation A - B = Ca 
for any two smooth  functions A and B by A ,~ B, where ~ = t 2 - x~ - x~ 
and C is an arbitrary smooth  function. 
Since the normal  vector of cg is (t, - x l ,  - x 2 )  at (t, x l, x2)ecg, and 
cg is the l ightcone of P issuing from the origin, we have 
2 2 p(t, x; t, -- x) = t 2 + b t 1 xa + bE2X 2 - al txx + 2b~ 2 X 1x2 - -  a E x 2 t  ~ O. 
(2.10) 
Obviously, we have t 2 ~ x12+ x2 ,2 which substi tuted into (2.10) 
gives that  there is a smooth  function C1 such that  
[(1 + b l l ) X  1 - a l t + 2 b l 2 X z ] X  1 + [(1 - } - b 2 2 ) x z - - a 2 t ] x  2 = C1~.  (2.11) 
Therefore, there are two smooth  functions C2 and C3 such that  
C 1 = C z x  1 + C3x 2. Now, (2.11) is reduced to 
[(1 + b 11)xl - a l t  + 2 b l z x 2 -  Cza]Xl  + 
+ [(1 + b 2 2 ) x  2 - -  azt - -  C30~]x 2 = 0 (2.12) 
which implies that  there is a smooth  function C4 such that  
(1 + b22)x 2 - a2t ,,~ C4x  a . (2.13) 
F r o m  (2.13), we know that  there are two smooth  functions C5 and 
C 6 such that  
1 + b22 --~ C 5 x  x + C 6 t .  (2.14) 
On the other  hand,  (2.13) implies that  as x2 4 = O, we have 
1 + b22 a2 C I  ~ - - t  + - - X  I.  
X 2 X2 
Compar ing  this with (2.14) we deduce that  there is a function Cv which 
is smooth  in {x2 # 0}, such that  
a 2 ,~ C 6 X  2 'I- C 7 x 2 x  1 . (2.15) 
Since a2 and C6x 2 are all smooth  at {x 2 -- 0}, we have Cv = C7x2 is 
smooth  at {x2 = 0} which implies C7 smooth  in R 3 since Cv is smooth  
in {x 2 4: 0}. Substi tut ing (2.14) and (2.15) into (2.11), we obtain 
(1 + bl 1)xl - al t + C 8 X 2  " ~  0 (2.16) 
with C a = 2bx2 + C s x  2 -  Cvt.  
Semilinear Second-Order Hyperbolic Equations 29! 
Therefore, there exist two smooth functions C 9 and Clo such that 
1 + bl l  "~ C9x2 + Clo t. (2.17) 
But, (2.16) implies that as x 1 r 0 
1 + b 11 al C8 x2 ~ - - t - - -  . (2.18) 
X1 X1 
Comparing this with (2.17) it follows that there is a function C1 ~ which 
is smooth in {xt -r 0}, such that 
a I "-~ C l o x  I + CllX1X 2. (2.19) 
Since a 1 and CloXl are smooth at {x I =0},  we have Cll  = C l l X  1 
being also smooth at {x 1 = 0} which implies that t7~1 is smooth in 
Ra+ since (~11 is smooth in {x 1 4= 0}. Substituting (2.19) into (2.18), and 
using (2.17) we get 
9 C8 ~ C11 t - C 9 X 1 "  (2.20) 
But C8 = 2b12 + C5x2 - Cvt, so 
b~2 ,~ (C~ 1 t + C7 t - C9x I - -  C5x2)/2. (2.21) 
Substituting (2.14), (2.15), (2.17), (2.19) and (2.21) into p, and noting 
that the term ~/52 can always be expressed as a sum of the third and 
fourth terms of the right hand side of(2.9) for any second order symbol 
/52, we obtain our conclusion by simple computation. 9 
3. The Linear Problem 
In the following discussion we shall always use C or C~ to denote 
some constants independent of k, T and u with A being an integer, 
assume that f~ is the domain of the determinacy of co with respect to 
P with co being given in Theorem 1.1, and set f ~ r - - t 2 n  {t < T} for 
any T > 0 unless otherwise stated. 
We first give a lemma, which will be used later, to point out the 
regularity of solutions to the Cauchy problem of strictly hyperbolic 
linear equations (we refer to [6], page 370-371). 
Lemma 3.1. Suppose that P(t, x, c? t, ax) ---- ~ t m  _ _  .(...j= oVm- 1A, ,_ jv  t.,~j is 
strictly hyperbolic with respect to t in R t x R ' ,  where A,,_ j = a s _j(t, x, 0x) 
is a pseudodifferential opera).or with order m -  j and independent o f  
(t, x) for  Ix[ sufficiently large. Let  s eN ,  feLZ([0,  T]; HS), g j e H  s + " - j  
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with j = l , . ,  m, then there exists a unique uef'~m-lCk([O,T]; 
" ' I Ik=O 
H~ + m- 1 - k) such that Pu = f in ~ '  ( (0, T) • ~'), 0 / -  1 u(O, ") = g j. Further- 
more, there exists C such that 
[[t?/-lu(T,.)]l~+m_j<. C [[gj[12+,,_j+ [[f(t, ')ll2dt . (3.1) 
j = l  j 
In this section, we consider  the following p rob lem in R~_ + 1: 
P(t ,  x; St, 8x)v = 9(t, x) 
v[t = o -- Uo(X) (3.2) 
v,l,=o = u~(x) 
where  P is given as in (1.1). For  this p rob lem we have 
s + l  Proposition 3.1. Given any s >. 0, and integer k ,I O. I f  uie N { o } -i.k(@ 
(i = 0, 1) and 9eN~k(f2r) ,  then there is a unique solution w N ~  + l 'k(~r)  
to (3.2); moreover, the est imate 
IIVlINv~,~a~)<~C~x/~(IlUoIIN~%~)+ Ilu~ ~.,~o~(,o) + llgIIN;,~(a~) (3.3) 
holds. 
Before the p roof  of this proposi t ion,  we first give 
Lemma 3.2. Given any s >1 O, if u ie H ~ + 1 - i(o)) (i = 0, 1) and # ~ H~(f~ r), 
then the solution v o f  (3.2) constructed in Lemma 3.1 belongs to 
H ~+ l(f~r); moreover, the estimate 
II v II Hs+ ~a~) <<- C2x/-f( l l  no II H.§ ~o~) + II UX II n ~ )  + II 0 II Hs~n~)) (3.4) 
is valid. 
Proof. Applying the classical result L e m m a  3.1 for (3.2) immedi-  
ately implies the est imate 
1 
j=O 
II ~+~ + II 9(t, ")II m(fi,)dt (3.5) ~< C II uj -~o~ 
j=O 
holds for the solut ion v of (3.2), where  ~ , ,  = ~ n {t = tx } with tl  > 0. 
In tegrat ing the above relat ion with respect to tl  over [0, T]  it follows 
that  II ~,v IIL~tt0.Trn~ta,~) and I[ v II L=(tO,T1,H~+ ~ , ~  can be control led by 
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the right hand  side of (3.4), which implies that  the estimate (3.4) is 
valid for the case of s = O. 
If s ~> 1 is an integer, by using (3.5) and the equat ion of (3.2) we 
obtain that  for any 2 ~< j ~< s + 1, ]] ~/v 2 is controlled [[ L2([O,T],Hs+ i - J(fi t))  
by the right hand  side of (3.4). Therefore, the relation (3.4) is valid for 
the case of s being integer. That  is to say that  the linear operator  
(Uo, Ul, 9)F--~v defined by the problem (3.2) is bounded  from H s+ i (co) x 
x HS(oo) x HS(flT) to H s+ 1(Or), and its norm is less or equal to C e x f T  
for any T > 0 and integer s >~ 0. Applying the usual interpolat ion 
theory (see [-14-]) for this operator  we deduce that this operator  is also 
bounded  between the above two spaces for any s >~ 0, and its norm 
still can be controlled by Czx/-f ,  which is equivalent to the estimate 
(3.4) holding for the solution v to the problem (3.2). 9 
Proof of Proposition 3.1. For  simplicity, we only prove the case 
n = 2, and it is obvious that  the general case can be similarly proved. 
F r o m  L e m m a  3.2, we know that the estimate (3.3) holds for the 
case k = 0. Now, we want to prove the case k = 1. Let Po(t, x; 3t, Ox) 
(P1(t, x; Or, 0x), Pe(t, x; 0t, 0x) and P12(t, x; ~z, Ox) resp.) be the differential 
operator  corresponding to the symbol ipo (ipl, ip2 and ipl 2 resp.) 
which is given in (2.9), then Proposi t ion 2.2 implies 
2 
P = [] + ~ PiMi + PlzM12 (3.6) 
i = 0  
with [] = ~ -  #2 _ ~72 being the d'Alembertien operator  and all X1 X2 
vectors being given in (2.1). 
Using Lemma  2.3 and (3.6) there is a 4 • 4 matrix Q of first order 
differential operators such that  
~ V  + QV= G (3.7) 
with ~ = d i a g ( P ,  P, P, P), V=(Mov,  Mlv, MzV , M12v) T and 
G = ((M o + 2)9, MI9, Mzg, M~29) T. Under  the assumption of this 
proposi t ion,  we have: VIt=o~H~+X(co), V~lt=o~H~(co) by using 
Lem ma  2.2. For  the equat ion (3.7), again using Lemma 3.2 we get the 
estimate (3.3) for the case k = 1. In the same way, we can prove (3.3) 
for any integer k, which implies that  the solution v of (3.2) belongs to 
NS+ 1,k(f~r). 9 
Let us consider the L~-boundedness  of the solution v to (3.2) for 
the particular case u o -= 0 and n = 2. 
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Proposit ion 3.2. Consider the following linear problem in Ra+ : 
P( t, x; ~t, ~x)v = g( t, x) 
vlt=o = 0 (3.8) 
v,l ,= o -- ul(x) 
with x = (xl,Xz) and P given as in (1.1). I f  gsL~176 and ul~L~176 
then the solution v satisfies the estimate 
IIvlIL~(aT) <~ Cs(Ilu~IIL~(~) + TIIglIL~ta~)). (3.9) 
Proof. F r o m  the Book III of [10], we know that  the solution v of 
the problem (3.8) can be written in the form: 
v(t, x l ,Xz)  = I f  G(t 'xl 'x2;O' ~1, r ~z)d~ldr + 
J J a  
o 
+ G(t, Xl ,Xz; 'c ,~l ,~2)g(z,~l ,~z)d~ld~2d'c (3.10) 
z 
where a~(0 ~< z ~< t) is the domain  of the intersection of {t = z} with the 
backward characteristic cone with vertex at (t, x1,x2)  , G is the 
elementary solution with the form 
H 
G(t, x 1, x2; z, ~1, ~2) - F1/2. (3.11) 
In (3.11), H is a smooth  function of( t ,  xl,X2;'C,~l,~2), F - 0  is a 
backward conic surface with vertex at  (t, x l , x2 )  , V F  760 except 
('~,~I,~2)=(t, x1,x2). Particularly, when P is the wave operator  
~2 02 2 - x~ - Ox~, we have H = 1 and F = ( t -  17) 2 - -  (X 1 - -  ~ l )  2 
- (x~ - ~)~. 
Obviously, from (3.11) we know that  G is an integrable function 
with respect to (~1, ~2)eo~ for any 9 ~ [0, t]. Therefore, (3.10) immedi-  
ately implies 
II v II L~(aT) ~< C(ll u,  II L~(~) + T II g II L~(a~))" 9 
4. Proo f  o f  Theorem 1.1 
Without  loss of generality, we will assume that  f ( t ,  x, 0) = 0 in this 
section. For  the problem (1.2), we construct  an iterative sequence 
{uV~ ~ by the following process: 
~ v = 0  
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{ P(t,x,t~t, cg~)u ~+l = f ( u ' ) ,  in Ra+ uV+ lit= o = 0 (4.1) 
uyl l ,=o=Ul  
with u ~ satisfying 
f 
e(t, x, (3, (3~)u ~ = 0, in R3+ 
u~ It = o = 0 (4.2) 
u~ ul 
where  we a l ready write f( t ,  x, u) as f(u) for simplicity. 
By using Proposi t ions  2.1, 3.1 and  3.2, we k n o w  that  for any  
v e {0, 1, 2, . . .},  the solut ion u v of (4.1), (4.2) belongs to L ~176 1,k c~N~ (fiT) 
for any  T >  0 under  the assumpt ion  of Theo rem 1.1. Fo r  this 
sequence, we have 
Proposition 4.1. Given any T O > O, there is T 1 e(0, To] such that the 
sequence ~u ~1 ~o is bounded in oo 1,k L c~N~ (f~T1)" ( Jv=O 
Proof. Let R1 = [I ui [1N~o ~(~,)' r ,  = C 3 [1U 1 [[ L oo (a)) with C a given as in 
(3.9), r = max  (rl + 1, II u ~ 11 L~(~To)) and  R = II u ~ II N~'~(.To) + 1, then we 
want  to prove that  there is a T~ e(0, To] such that  
Ilu~ltL~(a~O<<.r and  IluVllNff,~(n~)~<R (4.3) 
for any  v = 0, 1, 2 , . . . ,  which we will prove by induct ion  over v. 
F r o m  the above  choice of R and  r, we k n o w  that  (4.3) is obviously 
satisfied for the case v = 0. Assuming (4.3) valid for v, it is enough  to 
prove it for the case v + 1. 
Since (4.3) holds for u ~, using Propos i t ion  2.1 yields 
IIf(u~)IIN~(.~)<<.F(Ilu~IIL~(.~)) sup (Ilu~IIL~(.T) + 
l <~ k l <~ k 
+ II u ~ I[ N~(~T)) k~ ~ F(r)(r + R) k (4.4) 
where  F(r) = sup~l  o,~l ~1 ~ I~ < k [ f(~)(f) [" 
Let Tie(0,  To] satisfy 
{ Clx//--~i(gl + F(r)(r ~ g)k)~ R (4.5) 
r 1 + C3T1 sup~tO,,l[ f (f)lr  ~< r 
with C~ and  C 3 being constants  indicated as in Proposi t ions  3.1 and  
3.2 respectively. 
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For  the problem (4.1), using (3.3) and (3.9) it follows that  (4.3) holds 
for the case v + 1 from the choice of 7'1 in (4.5). 9 
Proposition 4.2. For T 1 given in Proposition 4.1, there is T 2 ~(0, T1] 
such that the sequence {u~}~_ o is convergent in L ~176 1.k nN~ e (f~r~). 
Proof. For  any ve {1, 2, 3,.. .}, u ~+ ~ - u ~ satisfies 
~p(u~+l _ u ~) = f ( u  ~) _ f ( u  ~- l) 
U v + 1 U v J( - ) I t = o = 0  (4.6) 
( ( u V +  1 _ u ~ ) ~ l , = o  = 0 .  
The L~-boundedness  of {u~}y=0 in Or1 implies that  for any 
and 
LI u ~+  ' - u ~ LI ~ , 4 . , ( a ~  < C x / ~ (  II u ~ - u ~ -  ~ [I N ~ n . ~  + 
+ [I u~ - u~-I IIL~(aT~) (4.10) 
are valid by using (4.7) and (4.8). 
Combin ing  (4.9) with (4.10) yields our conclusion of this propo-  
sition. 9 
F r o m  Proposi t ions  4.1 and 4.2 we immediately obtain the 
conclusion of Theorem 1.1. 
5. Proof  of Theorem 1.2 
Without  loss of generality, we will always consider the problem 
(1.3) in te[0,  To] with T o being chosen so that  ~ro  = f~c~ {t = To} is 
a non-void connected open domain,  and we suppoose that  there is a 
Te(0,  T1] 
I I f ( u V ) - - f ( u ~ - I ) I [ L ~ a T ~ C [ [ u ~ - - U ~ - l r I L ~ ( n ~  (4.7) 
is valid, and the boundedness  of {u ~} y= 0 in L ~ ~ N~'k(f2 T l) implies that  
for any r e ( 0 ,  7"1], 
[I f ( u  ~) - f ( W  -1) 11N~(nT~ ~< C( 11 u v -- u v-1 l[ L~a~-~ + 
holds by using the mean  value theorem and Proposi t ion  2.1(a). 
Therefore, by applying Proposi t ion  3.1 and 3.2 to the problem 
(4.6) we obtain that  for any Te(0,  T~], 
1[ u~+ 1 _ u ~ i[ LO~nT ) ~< c r  [I u~ -- u~- 1 IIL~nT) (4.9) 
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sufficiently regular diffeomorphism Z:l)To --+ [0, To] x ~ro such that Z 
preserves {t = constant}. For convenience, we introduce 
Definition 5.1. The space C=([0, T]; H*(~,)) is defined by trans- 
formation to [0, T] x fiT o_, i.e. ue C=([O, T]; H*(~,))iffu~ ~ e C=([O, T]; 
H*(OTo)), where m >~ 0, 1), denotes f i n  {t = v} with any ,e (0 ,  T] and 
T<~ T o. 
Before the discussion of the problem (1.3), we first give a 
well-known Sobolev embedding theorem as follows; its proof can be 




Given any s > ~, for any u E C( [O, T], H~(~,)), we have 
it u II L~ (aT) ~ C II u I1 c(to,r3, .=(~)) (5.1) 
with C independent of TE(0, To]. 
As in Sect. 4, for the problem (1.3) we construct an iterative 
sequence {uV}~=o by the following process: 
{ P(t,x,O,,Ox)u ~+1 = f(u~, Vu~), in [~U ~ u ~+ 11,= o = u o (5.2) 
uv+l [  
t I t = O  ~ R1 
with u ~ satisfying 
P(t, x, a,, ax)u ~ = 0, in R~+ 1 
u~ = u o (5.3) 
where we already write f ( t , x ,u ,  Vu) as f (u,  Vu), and suppose 
f ( t ,  x, 0, 0) = 0 for simplicity. 
n 
Given any s > ~, from now on we will always suppose that the 
assumption of Theorem 1.2 is valid for the problem (5.2), (5.3). 
From Lemma 3.1 we know that the initial condition ui(x)~ 
~HS+ 1-i(~o) (i = 0, 1) yields that the solution u ~ of (5.3) belongs to 
C([0, T], HS+~(~,))c~C'([0, TJ, H~(fi,)) for any T~(0, To], which 
implies u~ WI '~(~T)  by using Lemma 5.1. 
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As in Lemma 1.5 of [3], we have that for any smooth function f, 
there is a function G which depends only on f such that 
It f (  u~ Vu~ II ~s(~t~ ~< G( III u ~ III s, ~) (5.4) 
uniformly in te[0,  T], where III'IL,T denotes the norm of C([0, T], 
U s + 1 ( ~ t ) )  ('~ C1 ( [0 ,  T ] ,  HS(~t)) .  Therefore, we deduce that f(u ~ Vu ~ 
belongs to L2([0, T], ns(~t)). 
Again using Lemma3.1 implies ul(x)eC([O,T], HS+l(~t))c~ 
c~ C1([0, T], HS(~,)) for the problem (5.2) with v = 0. By the above 
procedure we conclude that for any v e {0, 1, 2,... }, the solution u ~ of 
(5.2), (5.3) belongs to C([0, T], n s+ l (~ , ) )n  C1([0, T], ns(~t)), which 
implies u~e WI'~(OT) as above. 
The condition ui(x)eN~i'k(c,)(i = 0, 1)implies that the solution 
uOeN~'k(f~T) by using Proposition 3.1. Hence f(u ~ Vu ~ belongs to 
N~(f~T) by using Proposition 2.1 since we already have u~ WI'~(f~T) 
above. Again applying Proposition 3.1 to the problem (5.2) with v = 0 
it follows u~eN~'k(f~r). By this procedure we obtain that for any 
ve{0,1,2, . . . ) ,  the solution u v of (5.2), (5.3) belongs to N~'k(f~T). 
Therefore we have already obtained the following result: 
Proposition 5.1. Under the assumption of Theorem 1.2, the solution 
u ~ of (5.2), (5.3) belongs to C([O, T], ns+ ~ (fi,))c~ C~([0, T], H~(f]t))n 
c~ N~'k(f~T)for any Te(0, To] and ve{0, 1,2,...}. 
Let us discuss some properties of the solution sequence ~u~ ~176 I J r=0"  
Proposition 5.2. Given To > O, there is  T1 e(0, To] such that the 
sequence {uv)v~=0 is bounded in C([0, T1], ns+l(fit))nCl([O, Zl], 
H'(~)t))nNl'k(nr,). 
Proof. At first, we establish esimate for ]Hu~H]~,T . Applying 
Lemma 3.1 to the problem (5.2) implies 
III u v+ 'llls, T < C, (II u0 I1,.+,(~) + II U l II n.(o,) + 
T 2 ~1/2 
+(;o ) (,,) 
From our discussion, it is easy to see that the estimate (5.4) also 
holds if we substitute u ~ for u ~ with any re{I ,2, . . .} .  Hence, (5.5) is 
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reduced  to 
Ill u~ + l llls, T <~ C4( II Uo II Hs+,(o,i + If ul ff n~(,o) § x /Ta( l l l  u~ lilt, r))- (5.6) 
Let  r 1 = C4(lluollH.+,~o,~ + Ilul IIHs.o~), r = m a x ( r l  + 1, Illu~ 
R,  = II Uo II Nd~(o, ~ + II ul II N~o}l~ and  R = II u ~ II N l'k'~'~ ~,To,' + 1. We wan t  to 
p rove  tha t  there is a T~ e (0, To] such tha t  
Illu~lll,,r ~<r and  Ilu~llNg,~(,~)~R (5.7) 
for any  v~{0, 1 ,2 , . . .} ,  which we will p rove  by i nduc t ion  over  v. 
F r o m  the above  choice of r and  R, the es t imate  (5.7) is obvious ly  
satisfied by u ~ 
Assuming  (5.7) valid for the case v, it is sufficient to p rove  the case 
v + 1. Us ing  P ropos i t i on  2.1 and  L e m m a  5.1 we k n o w  tha t  the 
induct ive  hypothes i s  implies 
II f (  u~, Vu~)I1N~tf2~-) <<" C(lll u ~llls T) sup (111 u ~lll~,r + II u ~ II Nff.k(,~-))k~ ~< 
" l<<.kl<~k 
<<, C(r)(r + R) max( 1,k} (5.8) 
where  C( ')  is a con t i nuous  increasing funct ion,  and  we always take  
the value of kl as 1 for the case k = 0 in the above  expression.  
Let T1 e(0, To] satisfy: 
{Clx/ -T~(R i + C(r)(r + R) m~x{Lk}) ~ R r, + C4x/~lG(r)  <~ r (5.9) 
with C~ being indica ted  as in P ropos i t i on  3.1. 
F o r  the p r o b l e m  (5.2), us ing (3.3), (5.6) it follows tha t  (5.7) holds  
for the case v + 1 f rom the choice of T1 in (5.9). 9 
Proposi t ion 5.3. For T i 9iven in Proposition 5.2, there is T 2 E(0, T1] 
such that the sequence {u~}~= i is convergent in C([O, T2], H ~+ l(~t))  
1,k n C ' ( [ 0 ,  T2] , H~(fit))c~N~ (f~r:). 
Proof. F o r  any v~{1 ,2 ,3 , . . . } ,  u ~+1 - u * satisfies 
{ p(u~+ i _ u ~) = f ( u  ~, Vu ~) _ f (u  ~ - i, V u ' -  l) 
(u~+ 1 _ u~)l,=o = 0 (5.10) 
( u  ~ + '  - u ~ ) ~ l ~ = o  = 0 .  
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We decompose the right hand side of the above equation into 
f ( u  v, V u  ~ ) _ f ( u  v -  1, V u  ~- 1) = f ( u  ~, Vu  ~ ) _ f ( u  ~ - 1, V u  ~ ) + 
+ f ( u  ~- 1, Vu v) _ f ( u  ~- 1, VU v- 1) (5.11) 
and we have 
1[ f ( u  ~, Vu  ~ ) _ f ( u  ~ - 1, Vu v ) II N~(~ T) ~ 
<~CI( I IU~--U~-I I IL~gf~T)+ IluV- u~-I I I~T) )  (5.12) 
by using the usual mean value theorem and Propositions 2.1, 5.2. On 
n 
the other hand, since s > ~ ,  using Lemma 5.1 it follows that 
11 u v -  u~-I [IL~nT)can be controlled by C Ill u ~ -  u~-llll~,r which is 
substituted into (5.12) implies 
II f (  uv, V u~ ) - f (u ~ - 1, Vu  v ) II N~(f~T) ~ 
<<- C z ( l l r u  ~ - u ~ -  l lll~,T + II u ~ - -  u ~ -  1 1 1 N ~ T ) ) "  (5.13) 
Similarly, we can establish 
11 f ( u  v -  1, Vu v) _ f ( u  ~- 1, Vu  ~- x)I1 N~("T) ~ 
< C3( I1 uv -- uv-  1 II WI,~(~T) "~- II uv -- uv-  1]l Nl,k(f~T )) < 
<~ c,(lllu~-u~-llll~,T+ IIu~--U~-IIIN~,k(n~.)). (5.14) 
Substituting (5.13), (5.14) into (5.11) it follows 
I] f (  u~, Vu~) - f (  u v -  1, Vu  v -  1)II N~(f~ T) < 
<<Cs(Illu=--u~-IlII~,T+ I]U~--UV-IlJN~,~(,T) ). (5.15) 
Using Proposition 3.1 and (5.15) for the problem (5.10) we obtain 
<C6x/ /"Z( l l tuv_ur- l l l l s ,T  + IluV--uV--II1N~,k(f~T)) (5.16) 
for any Te(0, 7"1]. 
Applying the estimate (5.6) to (5.10), and using the mean value 
theorem and Schauder's Lemma (see Lemma 1.3 of [3]) it follows 
Illu~+ I -- U~III~,T <~ Cx/TI I IuV- -  U~- XlII,,T (5.17) 
being valid. 
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Combining (5.16) with (5.17) yields our conclusion of this 
proposition. 9 
Summarizing Propositions 5.2 and 5.3 immediately produces. 
Theorem 5.1. Under the condition of Theorem 1.2, there is T, > 0 
such that the problem (1.3) admits a unique solution u in C([0, T,],  
H s+ '(fi,)) c~ C1([0, T,], n~(fi,))c~N~'k(f~r,). 
Obviously, the above theorem directly implies the conclusion of 
Theorem 1.2 by using the usual Sobolev embedding theorem. 
Remark 5.1. By using Lemma 3.2, we know that the solution u ~ 
of (5.2) and (5.3) belongs to  Hs+l(~T) for any ve{0,1,2, . . . }  and 
Te [0, To]. Since u~e W l"~ obtained before Proposition 5.1, and 
HSc~L~176 is an algebra, we have that the solution u of (1.3) 
constructed above also belongs to H~+l(f~r, ) while T, > 0  small 
enough by using uniqueness of (1.3). 
For the case of the nonlinear term f(t ,x,u, Vu) of (1.3) being 
independent of Vu, Remark 1.2 can be discussed by the same 
argument as above, and its proof is simpler than Theorem 1.2 in 
notations. 
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