We explore the importance of global relation reasoning in Human Pose Estimation (HPE). Global relation reasoning aims to globally learn relations among regions of images or videos. For HPE, if we can globally model the relations among different body joints, we may mitigate some challenges such as occlusion. Most existing human pose estimation methods rely on building Convolutional Neural Networks (CNNs). Because convolution operations can only model local relations, in order to capture global relations, they must inefficiently stack multiple convolution layers to enlarge the receptive fields to cover all the body joints in the image. In this paper, we propose to utilize Global Relation Reasoning Graph Convolutional Networks (GRR-GCN) to efficiently capture the global relations among different body joints. GRR-GCN projects all the features in the original coordinate space to a graph space. In the graph space, these features are represented by a set of nodes to form a fully-connected graph, on which global relation reasoning is performed by graph convolution. After reasoning, node features are projected back to the coordinate space for further processing. GRR-GCN is a plug-and-play module, and can be integrated into current state-ofthe-art networks. Experiments on human pose estimation benchmark, MPII and COCO keypoint detection dataset, show that GRR-GCN can boost the performance of state-of-the-art human pose estimation networks including SimpleBaseline and HRNet (High-Resolution Net).
I. INTRODUCTION
Human pose estimation refers to the problem of predicting the precise pixel locations of body joints (e.g., ankle, knee, etc.) from a single image. It serves as a fundamental research for higher level tasks like pose tracking [42] , human-computer interaction [43] , human action recognition [44] , animation [45] , etc.
Although great progress has been made benefited from deep Convolution Neural Networks (CNNs) [24] , [33] , there are still a lot of challenges in human pose estimation, such as body joints occlusion. To tackle these problems, many pose estimation networks [3] - [6] , [8] are interested in relation reasoning between different joints. These networks are typically divided into multiple stages. In the earlier stage, network can recognize most ''simple'' body joints. During the latter stage, The associate editor coordinating the review of this manuscript and approving it for publication was An-An Liu . the network tries to utilize the relation of different body joints to locate some ''hard'' ones. For example, Cascaded Pyramid Network (CPN) [8] involves two sub-networks: GlobalNet and RefineNet. GlobalNet is based on ResNet [9] backbone, which can recognize most ''simple'' body joints. RefineNet explicitly selects ''hard'' body joints based on the pyramid features produced by GlobalNet, and then refines them to acquire more accurate predictions. Stacked Hourglass Networks [3] use intermediate supervision, which implies that the succedent hourglass modules can utilize the relation of joints learned from the former hourglass modules to boost the whole network's performance.
Obviously, global relation reasoning between different body joints is crucial for human pose estimation. However, the recent successful human pose estimation methods [3] , [5] , [7] , [8] , [2] are almost based on deep Convolutional Neural Networks (CNNs). CNNs are good at capturing local relations but not excel at capturing global relations FIGURE 1. Illustration of our main idea. Fig (a) . shows a person with predicted keypoints. Rather than making relation reasoning among keypoints over the full input image in the coordinate space (shown in Fig (b) ), we propose a new method (shown in Fig (c) ). Keypoints from the coordinate space are projected to the graph space and represented as nodes, forming a fully-connected graph. After global relation reasoning, these nodes will be projected back to the coordinate space.
between different body joints in the entire image. To make global reasoning, CNNs need to build deep networks to enlarge receptive field to cover all the body joints in the image, which is very inefficient. For instance, ResNet [9] is a popular backbone network for human pose estimation [7] , [8] .
ResNet-50 has 16 residual units. If we want to make a global relation reasoning in the image of size 224*224, we need to get enough receptive field at 11th unit, which is near the end of ResNet-50.
To solve this problem, in this paper we utilize Graph Convolutional Networks (GCN) [1] , [11] to model the global relation among different body joints. Compared with CNNs, GCN directly inferences between nodes, and is better at relation reasoning between body joints.
More specifically, as illustrated in Fig.1 , we project all the features in the coordinate space to the graph space where global reasoning can be performed directly. Every joint feature in the coordinate space can be represented as nodes in the graph space. Then, we can globally learn the relations among these nodes by graph convolution in the graph space. After relation reasoning, these node features which contain relation information are projected back to the coordinate space for further processing. In this way, pose estimation networks can utilize the relationship between the body joints in early stages, thereby improving the final performance. To realize the above ideas, we propose a Global Relation Reasoning Graph Convolutional Networks (GRR-GCN), which is plugand-play and end-to-end trainable.
II. RELATED WORK A. PERSON POSE ESTIMATION 1) SINGLE PERSON POSE ESTIMATION
DeepPose [33] proposes a cascade of CNN pose regressors to solve human pose estimation problem, which is the first deep learning method. Later, Tompson et al. [35] predicts heatmaps that characterize the probabilities of each keypoint at different locations. By looking for the maximum in the aggregation of heatmaps, the exact location of keypoints can be further estimated. Convolutional Pose Machines (CPM) [26] and Stacked Hourglass Network (Hourglass) [3] are the state-of-the-art deep learning networks for human pose estimation.
2) MULTI-PERSON POSE ESTIMATION
Multi-person pose estimation is to estimate keypoints of multiple people in one image, which is a more practical but difficult challenge. There are two types of methods for multi-person pose estimation: top-down and bottom-up. The bottom-up methods are to detect all the keypoints first and then distinguish who the keypoints belong to. For instance, Openpose [14] learns the locations of multi-person keypoints and their relation via Part Affinity Fields (PAFs) and then utilizes a greedy algorithm to group the keypoints that belong to the same person.
Top-down methods [3] , [7] , [18] , [46] is to detect the person in the image first and then estimate the keypoints respectively. For example, Fang et al. propose the RMPE (Alpha-Pose) [46] , which utilizes SSD [47] (or Faster RCNN [32] ) to detect people in the image first and then uses Hourglass [3] (or PyraNet [2] ) to estimate the keypoints of each person. Chen et al. propose Cascaded Pyramid Network (CPN) [8] , which applies Mask RCNN [18] to detect people in the image and then designs the CPN for single pose estimation. CPN is cascaded by two subnetworks: GlobalNet and RefineNet. GlobalNet, which is based on ResNet backbone, is to detect ''simple'' keypoints, and RefineNet uses the feature pyramid representation generated by GlobalNet to refine the ''hard'' keypoints.
B. GRAPH CONVOLUTIONAL NEURAL NETWORKS
In recent years, CNN based graph methods [11] , [39] , [40] have been widely used in computer vision tasks and proven to be useful for relation reasoning. [39] , [40] apply CNN to spectral domain based on graph Laplacian. In [11] , Graph Convolutional Networks (GCN) is first proposed for semi-supervised classification. After that, GCN is widely used in various tasks. Wang and Gupta [41] utilize GCN to obtain relation reasoning between objects for video recognition, however the object detector is pre-trained by extra data. Chen et al. [1] propose the graph-based global reasoning networks. They design a global reasoning unit for reasoning between disjoint and distant regions and no extra data or object detectors are needed. The global reasoning unit [1] can boost the performance of state-of-the-art backbone architectures, such as ResNet [9] .
Motivated by previous works [1] , [11] , in this paper we utilize Graph Convolutional Networks (GCN) [11] for human pose estimation to model the global relation among different body joints. VOLUME 8, 2020 
III. OUR APPROACH
In this section, we will first give a brief overview of our proposed method of Global Relation Reasoning Graph Convolutional Networks (GRR-GCN) for human pose estimation, and then illustrate it in detail.
A. GLOBAL RELATION REASONING GRAPH CONVOLUTIONAL NETWORKS (GRR-GCN)
Human pose estimation, i.e. human keypoints detection, is to predict the locations of human keypoints (e.g., ankle, knee, etc) from an image of size W × H × C, where W and H are the width and height of the input image respectively and C is the channel number. Currently, most CNN based methods treat this problem as producing K heatmaps for the body joints, where K is the joints number. Each heatmap represents the predicted location of a human keypoint. The relations between these heatmaps are very important. For example, Hourglass networks [3] stack multiple hourglass modules to learn the relations between different heatmaps. CPN [8] utilizes the context information of simple keypoints to infer difficult keypoints. However, because convolution operations can only model local relations, so most of the state-of-theart methods have to inefficiently build deep network layers to capture global relations between different human keypoints.
To alleviate this problem, we propose to utilize the so called Global Relation Reasoning (GRR) module to make global relation reasoning in early stage, as illustrated in Fig.2 . We first project the original features X from the coordinate space to the graph space. After projecting, these features, which are far apart in the coordinate space, can be represented as a series of nodes to build a fully-connected graph G g in the graph space. Each node in the graph G g contains the information of a human keypoint, so that the global relation reasoning can be directly processed over a graph G g in the graph space. More specifically, we utilize graph convolution [1] , [11] to capture the global relation among the nodes. Once we finish the global reasoning, we project the features back to the coordinate space for the following layers to learn better human keypoints representations.
We can put the GRR module at the beginning of the pose estimation networks, so that the networks can take advantage of the global relation of human keypoints in the earlier stages. This will mitigate the problem that existing pose estimation networks can only acquire the keypoints relations in the later stages. We name the networks integrated with GRR modules as Global Relation Reasoning Graph Convolutional Networks (GRR-GCN). In the following subsections, we will detail our GRR module in three steps.
B. PROJECTING ORIGINAL FEATURES TO GRAPH SPACE
The first step is to project original features from coordinate space to graph space. We need to find the projection function f (·) that transforms original features X to graph node features F. For a set of input features X ∈ R L×C , where L = W × H being the locations and C being the number of FIGURE 2. Illustrating the architecture of the Global Relation Reasoning (GRR) module for human pose estimation. It is with five convolution layers, from top to bottom, the first one is to reduce the dimension of the input features X, the most right one is to generate the projection weights P, and the second and third one is to make relation reasoning in the graph space, the last one is to expand the dimension of the output features Y. channels, we formulate a projection function to acquire new graph features F = f (X ) ∈ R N ×C , where N is the number of nodes (keypoints) in the graph space. We aim to make directly global relation reasoning in the graph space, which means the node features should store information of the entire image. We use a linear projection (i.e. weighted global pooling) of original features to obtain new node features. To be specific, each node feature is generated by
with learnable projection weights P = [p 1 , . . . , p n ] ∈ R N ×L ,
The above equation is a generic formulation, in practice, we operate a 1 × 1 convolution to directly generate projection weights P = θ(X ; W θ ) (W θ are the learnable convolutional kernels), as shown in Fig.2 . The advantage of generating a convolution layer to project features is that it is end-toend trainable and simple to implement. After generating the projection weights P, we multiply it with input features to project the original features from the coordinate space to the graph space. In addition, we use a 1 × 1 convolution layer to generate (X ) to reduce the input dimension and the module parameters, as shown in Fig.2 and Eqn. (2) .
C. RELATION REASONING IN GRAPH SPACE
The second step is to capture global relation reasoning in the graph space. After projecting the features from the coordinate space to the graph space by Eqn. (2), we have a graph where each node potentially stores the information of human keypoints. In the graph space, it is now simplified to make relation reasoning among the nodes. We take the new features as nodes of a fully connected graph and learn the edge weights of each node to make relation reasoning. To do that, we adopt the recently proposed Graph convolutional Networks (GCN) [11] .
More specifically, as shown in Fig.2 , we use a one-dimensional convolution layer to generate G g , which is a N ×N node adjacency matrix. G g aims to diffuse information among all the nodes and is randomly initialized and learned by gradient decent during training. Then we use another one-dimensional convolution layer to generate E g which denotes the state update function. The graph convolution [10, 11] is formulated as:
In particular, we show the implementation of graph convolution in Fig.3 to explain Eqn. (3) . We first use a one-dimensional convolution on each channel to generate G g , which contains the information among channels. Then we use another one-dimensional convolution on each node to generate E g , which contains the information among nodes.
D. PROJECTING GRAPH FEATURES BACK TO COORDINATE SPACE
The last step is to project the learned graph features back to the original coordinate space. After relation reasoning in the graph space, the final output features Z contain the information of the relation among human keypoints. To make the updated features be available for the following pose estimation networks, we use the reverse projection to project graph features back.
We aim to transform the output features Z ∈ R N ×C to Y ∈ R L×C by learning a projection function. It is formulated as:
And we utilize a linear combination to generate g(Z ):
The above Eqn. (5) is very similar to Eqn. (1), it also uses projection weights D which can be generated by a convolution layer. In particular, we find that we can reuse the former projection weights P by a transposition operation. In other words, we set D = P T . Experiments show that this reduces the computational cost and doesn't have a bad effect on the performance of the networks.
E. GLOBAL RELATION REASONING GRAPH CONVOLUTIONAL NETWORKS (GRR-GCN) FOR HUMAN POSE ESTIMATION
We integrate the GRR modules into some state-of-the-art networks for human pose estimation, and the entire architectures are denoted as Global Relation Reasoning Graph Convolutional Networks (GRR-GCN). Specifically, as show in Fig. 4 , we integrate the GRR modules into the recent proposed HRNet (High-Resolution Net) [4] and SimpleBaseline [7] .
The following experiments will demonstrate the effectiveness of GRR-GCN for human pose estimation.
IV. EXPERIMENTS A. COCO KEYPOINT DETECTION 1) DATASET
The COCO dataset [30] includes over 200,000 images and 250,000 person instances labeled with 17 keypoints. As shown in Fig. 4 , we integrate our GRR modules with HRNet [4] and SimpleBaseline [7] , and train them on COCO train2017 dataset, which contains 57K images and 150K person instances. We evaluate these models on the val2017 set and set-dev2017 set, which contains 5000 images and 20K images, respectively.
2) EVALUATION METRIC
The mean Average Precision (AP) based on Object Keypoint Similarity (OKS) is used as our evaluation metric.
Here for i-th keypoint, d i denotes the Euclidean distance between the ground truth and the detected human body joint, v i denotes the visibility flag of the ground truth, s denotes the object scale, and k i controls falloff. We use standard average precision and recall scores, including AP (the mean of AP scores at 10 positions, OKS = 0.50, 0.55,. . . , 0.90, 0.95); AP 50 , AP 75 (AP at OKS = 0.50, 0.75); AP m , AP l (AP at middle and large scales); AR at OKS = 0.50, 0.55,. . . , 0.90, 0.95.
3) TRAINING
The networks are trained on 4 Nvidia GTX 1080Ti GPUs with mini-batch size 32 per GPU. The ground truth human box is made to a fixed aspect ratio: height:width = 4: 3 and then cropped from the image, which is resized to a fixed size, 256× 192 or 384 × 288. We apply random flip, random rotation ([−45 o , 45 o ]) and random scale (0.7 ∼ 1.3).
In the training for HRNet, the base learning rate is set as 1e-3, and is dropped to 1e-4 and 1e-5 at the 170 th and 200 th epochs, where there are 210 epochs in total. For SimpleBaseline, the base learning rate is set as 1e-3, and is dropped to 1e-4 and 1e-5 at the 90 th and 120 th epochs, where there are 150 epochs in total.
4) TESTING
In the testing, we first detect the person instance using a person detector and then predict the keypoints. We use a Faster-RCNN [32] detector with detection AP 56.4 for the person detection on COCO val2017 set, and use a person detector provided by HRNet [4] with detection AP 60.9 for COCO test-dev set. Following the common practice in [3] , [8] , each keypoint location is predicted on the averaged heatmaps of the original and flipped images. To obtain the final location, we use a quarter offset in the direction from highest response to the second highest response. Table 1 illustrates the results of our method on the COCO validation set. ''SimpleBaseline'' and ''HRNet'' are the original models in [7] and [4] , respectively. ''SimpleBaselineours'' and ''HRNet-ours'' refer to the models integrated by the GRR-GCN. The comparison results show that GRR-GCN is effective. Our GRR-GCN could improve the result of Sim-pleBaseline from 70.4 AP to 70.6 AP with the input size 256 × 192, and 72.2 AP to 72.6 AP with the input size 384 × 288. More specifically, it can also boost the performance of the recent proposed state-of-the-art method, HRNet [4] . With GRR-GCN, the AP of HRNet-W32 will be improved by 0.1 with the input size 256 × 192 and 384 × 288, respectively. Table 2 illustrates the pose estimation performances of our method on the COCO test-dev set. On the backbone Sim-pleBaseline, we attain 0.3 gain of AP with the input size 256 × 192 and 384 × 288, respectively. And on the backbone HRNet-W32, we also attain 0.2 gain of AP with both two input sizes.
5) RESULTS ON THE VALIDATION SET

6) RESULTS ON THE TEST-DEV SET
B. MPII KEYPOINT DETECTION 1) DATASET
The MPII Human Pose dataset [25] contains about 25,000 images with over 40,000 annotated poses. The images in this dataset cover a wide-range of real-world activities. We utilize the same setting provided by HRNet [4] to split training and validation sets. And the training and testing settings are similar to that of MS COCO, except that the input images are resized to a fixed size 256 × 256 and we use the provided person boxes instead of detected person boxes.
2) EVALUATION METRIC
PCK reports the percentage of correct detections that fall within a normalized distance. The distance is calculates by the torso size. Letẑ k be the predicted location of the kth body joint, z k is the corresponding ground truth location, then PCK is defined as:
where z lhip and z rsho denote the ground truth locations of the left hip and right shoulder, respectively. r ∈ [0, 1] is a threshold. We use the PCKh (head-normalized probability of correct keypoints) [25] to evaluate performance on MPII dataset. PCKh is similar to PCK, but its distance is normalized by a fraction of head size.
3) RESULTS ON THE TESTSET
Tables 3 shows the PCKh@0.5 (PCKh at threshold of 0.5) results. We reimplement the HRNet-W32 with the input size 256 × 256 and it achieves a 91.2% PCKh@0.5 score. VOLUME 8, 2020 It should note that the result given in the HRNet paper is 92.3% [1] , but we cannot achieve it in our experiments. And then with GRR-GCN, the PCKh@0.5 of HRNet-W32 will be improved by 0.1%. Table 4 , we investigate the effectiveness of various options in our GRR-GCN model. All experiments are evaluated on MPII validation dataset, and the same data augmentation strategies as previous experiments are adopted. The results are reported as mean PCKh@0.5 scores.
C. ABLATION STUDY
As shown in
To study the effects of different integration positions of GRR-GCN, we insert our GRR modules to different stages of SimpleBaseline [7] that uses ResNet-50 as the backbone .  Methods (a, b, c, d) show that GRR-GCN can get best performance of 88.8% score when put after Res2. It may due to the fact that, the location and relationship information of the keypoints can be extracted more accurately in the earlier stages, but in the later stages the higher semantic features are hard for relation reasoning.
Methods (b, e, f) investigate the effects of GRR-GCN numbers. Experiments show that the results will be worse with the increase of GRR-GCN numbers, which proves that one GRR-GCN module may be sufficient for keypoints relation reasoning. And the results of Methods (b, g) show that input image size is critical for performance, larger input size will lead to better performance.
D. QUALITATIVE COMPARISONS
We show some qualitative comparison results on COCO in Fig. 5 , and on MPII in Fig. 6 . We compare HRNet [4] with HRNet integrated by the GRR-GCN to verify the effect of our method. As shown in Fig. 5 and Fig. 6 , the first row contains some original images of COCO test2017 dataset and MPII dataset, the second row are the results predicted by HRNet [4] and the third row are HRNet-ours.
We can see that, our method can be better to predict the keypoints of people who are partially occluded, by utilizing the global relation reasoning among keypoints. For example, as the third column of Fig. 6 shown, the HRNet model can not distinguish knee joints because of occlusion, while our HRNet-ours model can detect the correct knee joints well. It is obvious that our method can improve the performance.
V. CONCLUSION
In this paper, we propose the Global Relation Reasoning Graph Convolutional Networks (GRR-GCN) for human pose estimation. This model can project the original image features from the coordinate space to the graph space, where global relation reasoning could be perform directly by Graph Convolutional Networks (GRR-GCN). After reasoning, the output features will be projected back to the coordinate space for further processing. In experiments, we plug our GRR module into the early stage of HRNet and SimpleBaseline, and the results show that GRR-GCN can effectively learn keypoints relation and therefore boost the performance of the state-ofthe-art pose estimation networks.
