Abstract. We prove finite jet determination results for smooth CR embeddings which are of constant degeneracy, using the method of complete systems. As an application, we derive a reflection principle for mappings between a Levi-nondegenerate hypersurface in C N and a Levi-nondegenerate hypersurface in C N+1 . We also give an independent proof of the reflection principle for mappings between strictly pseudoconvex hypersurfaces in any codimension due to Forstneric [6] .
Introduction
In this paper, we shall derive a complete system of differential equations for CR mappings between a smooth hypersurface in C N and a smooth hypersurface in CN (see e.g. Theorem 8) . This system of differential equations will then be used to prove finite determination results (Theorems 1, 2, and 7) for such mappings. For historical information and background on the finite determination problem, we refer the reader to the introduction of [5] or the survey article [1] . As an application of our main results, we also prove a new reflection principle for smooth mappings between real-analytic Levi nondegenerate hypersurfaces (Corollary 5).
To formulate our results precisely, we shall need to introduce some notation. Let M be a real hypersurface in C N , N ≥ 2, and let us denote by V ⊂ CT M its CR bundle; the reader is referred e.g. to [2] for basic notions and facts about CR manifolds. Recall that a mapping f : M → C k is called CR if f * (V) ⊂ T 0,1 C k , where f * denotes the induced mapping of the tangent spaces (the push forward). This is equivalent to saying that, near every point p ∈ M , there is a neighborhood U ⊂ M of p in which Lāf j = 0, a = 1, . . . , n, j = 1, . . . k, (1) where n = N − 1 and L1, . . . , Ln is a basis for the CR vector fields in U . We use here the convention that e.g. Lā = L a so that the L 1 , . . . , L n form a basis for the vector fields valued in V near p on M .
Suppose thatM ⊂ CN is a real hypersurface and f : M → CN is a CR mapping sending M intoM . Let p be a point in M andρ a local defining function forM nearp := f (p) ∈M . The mapping f is called transversal at p if f * (CT p M ) is not contained in the subspace (of codimension 1)Vp +Vp ⊂ CTpM . One can show (see section 3.4) that if f is transversal and M is Levi nondegenerate at p ∈ M , then f is in fact a local embedding near p.
Following Lamel [9] , we define an increasing sequence of subspaces E k (q) ⊂ CN , for q ∈ M near p, associated to the germ of the mapping f : (M, q) →M as follows. Let L1, . . . , Ln be a basis for the CR vector fields on M near p as above and define E k (q) := span{LJ (ρ Z ′ • f )(q) : J ∈ (Z + ) n , |J| ≤ k} ⊂ CN , (2) 1991 Mathematics Subject Classification. 32H02. The first author is a Royal Swedish Academy of Sciences Research Fellow supported by a grant from the Knut and Alice Wallenberg Foundation and also by DMS-0100110. The second author was supported by the ANACOGA research network. . . . LJ n n and |J| = J 1 + . . . + J n . One can show (cf. [9] ) that the increasing sequence of numbers d k (q) := dim E k (q) is independent of the choice of local defining functionρ and coordinates Z ′ , as well as of the choice of basis of the CR vector fields L1, . . . , Ln. We shall say, again following Lamel (loc. cit.) that f : (M, q) →M is (k 0 , s)-degenerate at q if s is the minimum of the decreasing sequence of codimensions of E k , i.e.
s := min
and k 0 is the smallest integer such that this minimum is attained. The case where s = 0 is actually a nondegenerate situation, and we say that f is k 0 -nondegenerate if it is (k 0 , 0)-degenerate. If f is (k 0 , s)-degenerate at a point q and the degeneracy s is constant in a nieghborhood of q, then we shall say that f is constantly (k 0 , s)-degenerate at q. The notion of (k 0 , s)-degeneracy will be presented in a more intrinsic form in section 3.2.
The following are the main results in this paper. Let us note here that in the setting of Theorem 2, the mapping f is automatically transversal (see e.g. the paper [6] by Forstneric). The reader should also notice that in Theorem 2, where the hypersurfaces are required to be strictly pseudoconvex, there is no restriction on the codimensionN − N of the mapping f whereas in Theorem 1, where no pseudoconvexity is assumed, the codimension is restricted to be one. The reason for this is easily seen by considering the case where M ⊂ C N is given by the equation
The mapping
where f is an arbitrary holomorphic function with f (0) = 0, sends (M, 0) into (M , 0). It is not difficult to see that if k 0 is the smallest integer ≥ 2 for which there is a multi-index α ∈ Z
We shall see that in fact, given a mapping f as in the preceding theorems, there exists a dense, open subset M f of M such that for each p ∈ M f , f is constantly (k 0 , s)-degenerate for some s and furthermore, that k 0 ≤N − N + 1 − s ≤N − N + 1 (see Lemma 12). Hence, we have the following corollaries. 
As an application of Theorem 1, we obtain the following reflection principle. 
Let us give the (short) proof here. We first point out that given a mapping f as in Corollary 5, there exists a dense, open subset M 0 of M such that for each p ∈ M 0 , f is constantly (k 0 , s)-degenerate, for some s, in an open neighborhood of p (see Lemma 11); in fact, one may choose M 0 such that f is locally constantly (k 0 , s)-degenerate on M 0 with s ≤N − N and k 0 ≤N − N + 1 − s ≤N − N + 1 (see Lemma 12). For points p 0 ∈ M 0 , we can use a result of the second author ( [8] , Theorem 6) to conclude that the formal Taylor series of f at p 0 converges (in some neighbourhood V of p 0 ) to a holomorphic mapping F : V → CN with F (M ∩ V ) ⊂M . By Theorem 1, F | M = f , which proves the corollary.
The same argument (using Lemma 11 and Theorem 2) also gives an independent proof of the following theorem due to Forstneric [6] . 
A special case for which we also derive finite determination results without any conditions onN is the case of nondegenerate mappings. These have already been investigated by Kim and Zaitsev [10] in the general codimension case. However, our method is a bit different, and we have an easy, independent proof of the following result for nondegenerate mappings between hypersurfaces. 
In order to prove Theorems 1, 2, and 7 we will construct complete systems of differential equations for all the cases considered. To formulate the result more precisely, we shall use the following notation. For an open subset U ⊂ M , we shall denote by J m (U,M ) the space of m-jets of smooth (not necessarily CR) mappings F : U →M and by j m p F the m-jet of such a mapping at p ∈ U (which we shall think of as the collection of all derivatives of F , in some local coordinate system near p, up to order m). The result needed to prove Theorems 1 and 2 can now be formulated as follows. 
Theorems 1 and 2 follow from Theorem 8 using standard arguments about uniqueness of solutions of complete systems of differential equations (see e.g. [4] ) and the fact that the m-jet of any mapping f : M →M , as in Theorems 1 and 2, at p 0 , for any m (and hence in particular the 2k 0 + 2-jet) is determined by its 2k 0 jet at p 0 ( [8] , Theorem 8) . Thus, to prove Theorems 1 and 2 it suffices to prove Theorem 8. Also, by a remark given earlier, we could drop the assumption of transversality in the strictly pseudoconvex case, since it is satisfied automatically.
The organization of the paper is as follows: In section 2, we review the definition of a CR vector bundle, give definitions of the nondegeneracy conditions introduced above in this context, and introduce some essential notation and tools. Following that, we give the proof of Theorem 7. In the next two sections, we derive some jet reflection identities which we use in section 7 to prove Theorem 8.
CR vector bundles
In this section, we define the notion of a CR vector bundle. This notion is not new and has been extensively used in the literature, but we give a thorough definition nonetheless. We also give some examples, and introduce the canonical derivative operator D (which is the same as∂ b in most of the literature). For our purposes, the local formalism of this derivative operator is more important than the global formalism developed alongside it.
2.1. Definition. Let M be a CR manifold. Let us first recall some basic definitions. We are given a subbundle V(M ) ⊂ CT M (which we will refer to as the CR bundle of M ) which satisfies
, and 0 stands for the 0 section of CT M . If M is a CR manifold, we also say that M has a CR structure, and sometimes we even refer to V(M ) as a CR structure on
is called a CR vector field over U . A CR function on U is one which is annihilated by all CR vector fields on U . If M ,M are two CR manifolds and f : M →M is a map, say of class C 1 , we say that f is CR provided f * (V(M )) ⊂ V(M ). Let us also recall that if X is a complex manifold, then X has a natural CR structure given by V(X) = T (0,1) X. We consider a complex vector bundle E over M with projection π : E → M . A vector bundle atlas A consists of pairs (U α , φ α ) where {U α : α ∈ A} is an open cover of M , and φ α :
is a diffeomorphism such that π| π −1 (Uα) = proj 1 •φ α , where proj l denotes the projection on the lth component in a product. The chart change φ α • φ
, where the transition functions φ αβ are smooth functions (on U α ∩ U β ) valued in GL(C k ) satisfying the usual cocyle conditions (cf. e.g [7] ). We say that (E, A) is a CR vector bundle if for α, β ∈ A the transition functions φ αβ are CR. We refer to A as a CR atlas for E, and if a CR atlas is fixed, we simply say that E is a CR vector bundle.
A vector bundle chart (U, φ) for E is said to be compatible with
is CR for all α ∈ A; we say that (U, φ) is a CR chart (for (E, A)), and that U is a trivializing neighbourhood. If A has the property that every CR chart (U, φ) for (E, A) belongs to A, we say that A is a maximal CR atlas (for E). By including all compatible charts we can associate to A a unique maximal atlas A max with the property that A ⊂ A max . Two CR vector bundles (E, A) and
Equivalently, the CR vector bundles (E, A) and (E, A ′ ) are compatible if every chart (U α , φ α ) ∈ A is a CR chart for (E, A ′ ) and vice versa. If a CR atlas A for E is fixed, we drop the atlas from the notation, understanding that if we refer to E we really refer to (E, A).
We should point out that a given vector bundle E may have many incompatible CR vector bundle structures. For instance, the trivial line bundle E = M × C with the trivial CR atlas A consisting of the single chart (M, φ) with φ(x, u) = (x, u) is compatible with the CR atlas A ′ consisting of the single chart
, where f : M → C is some nonvanishing function, if and only if f is CR.
The canonical CR structure.
In what follows, (E, A) will denote a CR vector bundle over the CR manifold M . We shall keep the CR atlas A fixed and simply refer to the CR vector bundle (E, A) as E. In this section, we shall define a CR structure on E. The main point is that the CR structures induced on π −1 (U α ) by the product CR structures on U α × C k , via the diffeomorphisms φ α , fit together since the transition functions are CR. The CR structure induced on E in this way can also be characterized by a property of sections of E. Before we start with the proof, let us explain some of the notions used in the lemma. M is of finite type if the Lie algebra generated by the CR vector fields and their conjugates, evaluated at p ∈ M , is all of CT p M . A CR section on U is a section σ ∈ Γ(U, E) which is CR as a map U → E, i.e.
We will use that a bundle chart (U α , φ α ) induces a splitting of the tangent space
The former isomorphism is given by the push forward (φ α ) * . To make the latter isomorphism explicit, let ι 1 denote the natural inclusion
Proof of Lemma 9. We define V(E) P = (φ
We will show that V(E) defined this way is the unique CR structure claimed in Lemma 9. To start, let us first show that this definition is independent of the chart used. Consider a chart change φ = φ α • φ −1 β . We denote the fiber coordinate in the chart φ α by u = (u 1 , . . . , u k ), the fiber coordinate in the chart φ β by v = (v 1 , . . . , v k ), and let
the last equality holds since φ αβ is CR. Also,
It is easy to check that [V(E), V(E)] ⊂ V(E)
(since the derivatives in the fiber directions and the derivatives in the base directions commute). It also follows immediately that V(E) ∩ V(E) = {0}. We conclude that V(E) defines a CR structure on E; furthermore, π * (V(E)) = V(M ), so that π is CR as claimed.
We next verify that V(E) has the properties claimed in Lemma 9. Let σ : U → E| U be a section, and (V, φ) a CR chart with U ∩ V nonempty. By the construction of the CR structure on E, σ is CR if and only if φ•σ is CR. Since σ is a section, we have
, where, for ease of notation, we drop the inclusions ι 1 , ι 2 :
From this we see that φ • σ (and hence σ) is CR if and only if the components ofσ are CR functions. Now let p ∈ M and assume that there exists a CR function g with the property thatLḡ(p) = 0. Let us show that the CR structure constructed above is unique with the properties in Lemma 9. Pick P 0 ∈ E and a CR chart (V, φ) with
There is no loss of generality in assuming that g(p 0 ) = u 0 . Using the computation above, first withσ = u 0 and then withσ = ge j for standard unit vectors e j , j = 1, . . . , k, we conclude, since σ = φ −1 (p,σ) is CR for each of the choices ofσ above, that V(E) must be the bundle (φ
This completes the proof of the Lemma.
Remark 1.
In what follows, unless specifically stated otherwise, every CR vector bundle will be equipped with the canonical CR structure provided by Lemma 9.
2.3. Constructions with CR vector bundles. All standard vector bundle constructions work in the category of CR vector bundles. In particular, the sum, tensor product, and exterior product of CR vector bundles carry the structure of a CR vector bundle, and the dual bundle E * is a CR vector bundle. Also, ifÊ is a CR vector bundle over another CR manifoldM , and f : M →M is a CR map, the pullback bundle f ♯Ê inherits the structure of a CR vector bundle. Let us discuss the construction of the pullback bundle in detail. We let E x =Ê f (x) and define a vector bundle structure on E = ∪ x∈M E x as follows: IfÛ ⊂M is open andφ :
Since the transition functions for E are just the pullbacks (by f ) of the transition functions forÊ, E is a CR vector bundle. The map f : M →M lifts to a differentiable vector bundle map F : E →Ê. The canonical CR structure onÊ is connected with the structure on E by
2.4. The derivative operator. In analogy with complex analytic vector bundles, we can differentiate sections of a CR vector bundle E (equipped with the canonical CR structure provided by Lemma 9) with respect to CR vector fields. To see this, let σ 1 , . . . , σ k be a local basis of CR sections over some open set
This definition is invariant under changes of the local CR basis σ j : Observe that a section σ ∈ Γ(U, E), σ = 
so that DLσ is independent of the local basis of CR sections used. This allows us to define DLσ for a section σ ∈ Γ(U, E) on any open set U ∈ M . Note that σ is CR if and only if DLσ = 0 (the 0 section) for all CR vector fieldsL. We also note that the operator ω → DLω is local, and since D aL ω = aDLω for any function a, (DLω) p depends only onL p . Moreover, D satisfies the product rule:
If ω = (ω 1 , . . . , ω k ) is any local (not necessarily CR) basis of sections over U andL 1 , . . . ,L n is a local basis of CR vector fields over U , we can write DL i ω j = l a l ij ω l , (or, using matrix notation, DL i ω = A i ω) and A i = (a l ij ) i determines DLσ for all sections σ over U . If we change basis byω j = m C m j ω m , which we will write in matrix notation asω = Cω, we obtain
This means that under a change of basis, the A i transform as follows:
We can also think of D as an operator from sections of E to sections of
. Since D satisfies the product rule (7), we may consider D as a partial connection in E.
If E is the trivial bundle M × C or the holomorphic cotangent bundle
If M is a complex manifold and E is an analytic vector bundle, D is∂. We recall the definition of the holomorphic cotangent bundle 
, by the computation above, the collection of all such charts defines a CR atlas on T ′ M . We equip T ′ M with the canonical CR structure, relative to this CR atlas, given by Lemma 9. By the same argument as above using Cartan's lemma, we see that the following lemma holds. 
To verify this identity, let X ∈ Γ(M, CT M ) be a tangent vector field, and ω = j a j dZ j locally. Then
3.2. Nondegeneracy conditions. Recall that the characteristic bundle T 0 M is defined by
A characteristic form is a real nonvanishing section of T 0 M , and we write ξ 0 (U ) for the space of characteristic forms on U ⊂ M . We usually denote a characteristic form by θ.
By the discussion above, an integrable CR manifold M is finitely nondegenerate (at p) as introduced by Baouendi, Huang and Rothschild [3] if and only if for some k,
where U is a suitable small neighbourhood of p. This follows from the characterization of finite nondegeneracy found in e.g. [2] and equation (8) .
We will use the notion of the pullback bundle introduced before in order to give an intrinsic characterization of the nondegeneracy of a CR map f : M →M as introduced in [9] . Let E = f ♯ T ′M . f is nondegenerate at p 0 if and only if for some k,
where again U is some neighbourhood of p 0 , contained in f −1 (Û ). More generally, we can define subspaces
. . , and for some smallest integer
the degeneracy of f at p and say that f is (k 0 , s)-degenerate at p; we say that f is of constant degeneracy s at p 0 if s(p) ≡ d is constant in a neighbourhood of p 0 , and in this case we also say that f is constantly (k 0 , s)-degenerate (note that the constancy only applies to s). This characterization is equivalent to the definition given in [8] , by a computation in coordinates which we leave to the reader.
Note that p → s(p) is upper semicontinuous. Hence, we have the following: Let us actually observe some more. It is proved in [8] that the degeneracy s of a transversal map is bounded byN − N . Furthermore it follows from that paper (and is easy to prove), that dim E 3.3. Some computations. From now on, unless stated otherwise, we assume that M andM are of hypersurface type and integrable (so that the holomorphic cotangent bundles are CR vector bundles), and that f : M →M is CR. Let us now fix a point p 0 (which we denote by 0 from now on) and a local basis L1, . . . Ln of the CR vector fields on M near 0. We also choose a characteristic form θ for M near 0 and a real vector field T with θ, T = 1. We denote by θ a the dual form (relative to the basis of vector fields T, L 1 , . . . , L n , L1, . . . , Ln) to the anti CR vector field L a . We write0 = f (0) and, as before,θ denotes a (local) characteristic form onM near0, andT a real vector field with θ ,T = 1; we extendθ to a basis of T ′M byn formsθ 1 , . . . ,θn which are the dual forms of a local basisL 1 , . . .Ln of the anti CR vector fields onM . We work on a small neighbourhood of 0 which we may shrink, if necessary, without further mentioning it.
Since f is CR, we can write
Here and from now on we use the summation convention; small indices a, b etc. range from 1 to n, capital indices A, B etc. from 1 ton. We observe here that f is transversal at p ∈ M , as defined in the introduction, if and only if ξ(p) = 0. Let us write Dā = D Lā , f ♯θ = τ , and f ♯θA = τ A ; thus, τ, τ 1 , . . . , τ n forms a local basis (not necessarily CR) for the CR vector bundle E = f ♯ T ′M . We define functions gā 1...āk B , gā 1...āk on M near 0 by
Note that for elements σ p of E p , there is a natural pairing σ p , X f (p) with elements X f (p) of CT f (p)M . With this notation, we can write
We introduce similar notation for sections of T ′M and T ′ M :
With ·, · denoting the canonical pairing between vectors and covectors,
The hā b relate to the Leviform of M by
and similarly forM .
We need to introduce (but just for a short while) one more notation for our three bundles:
Lemma 13. Let σ be a section of T ′M . Then
In particular, Proof. Let us consider a local CR basis ω 1 , . . . ωN for T ′M . We write α j = f ♯ ω j for the corresponding local CR basis of E. Then locally σ = a j ω j for smooth functions a j , and we have
For the other assertions, we note that
and DĀθ =ĥĀ Bθ B + hĀθ.
Since γ A a f ♯ (DĀθ) = γ A aĥĀB τ B + γ A aĥĀ τ, comparing coefficients we get (11). (12) follows by the same argument.
The following lemma is an immediate consequence of (7) 
and in each case, k 0 (p) is the minimal integer k for which the maximum on the right hand side is attained.
The proof is by induction using (13).
Lemma 16 . For each a 1 , . . . , a k , 1 ≤ a l ≤ n, and B, 1 ≤ B ≤n there exist functions uā 1...āk B and uā 1...āk polynomial in their arguments with coefficients smooth on M ×M such that
Furthermore, uā 1...āk A and uā 1...āk depend only on M andM (and not on the mapping f ).
The equalities (16) and (17) mean the following: if the left hand side is evaluated at p, it equals the right hand side with the coefficients evaluated at (p, f (p)) and the arguments evaluated at p. We will encounter many such equalities, and we will always use this time-saving notation.
For the proof of Lemma 16, we recall that for k = 1, gā B = γ A aĥĀB and gā = γ A aĥĀ by Lemma 13. An induction and Lemma 14 finishes the proof of the Lemma 16; the details are left to the reader.
3.4.
The pullback operation. In this section, we discuss the relation between our vector bundle E = f ♯ T ′M and the vector bundle T ′ M over M . Recall that we have a pairing σ, X for sections of E and tangent vectors X at f (p). We define a map φ by φσ, X = σ, f * X .
Since f is CR, φ maps sections of E to sections of
Proof. Since the derivative operation is local, it is actually enough to work on a trivializing open set U = f −1 (V ), where have a family of basic solutionsẐ j in V . A basis of the CR sections of E is then given by σ j = f ♯ dẐ j . Let τ be any section of E over U . Then τ = a j σ j , and φτ = a j φ(σ j ). By the definition of Dj we now see it is enough to show that if σ is a CR section of E, then φσ is a CR section of T ′ M . We compute: This follows comparing the coefficients of Dāφτ and φDāτ . We also need the following equalities:
which follow as in [5] . We observe that the identity (18) implies that if f is transversal at p (i.e. ξ(p) = 0) and M is Levi nondegenerate at p (i.e. the matrix (hā b )(p) is invertible), then the rank of the matrix (γ B a )(p) must be maximal, i.e. = n. Thus, if f is transversal and M is Levi nondegenerate, then f is in fact a local embedding.
Jet reflection identities for nondegenerate mappings
In this section we are going to establish the jet reflection identities necessary to use the machinery developed in [5] . Our first goal is the reflection identities for nondegenerate mappings. Fix an integer k 0 . We denote by K the set of all strings A =ā 1 . . .ā k of elements of {1, . . . ,n} with k ≤ k 0 , and we write Kn for the set of alln-tuples of elements of K. For A =ā 1 . . .ā k we let ℓ(A) = k denote the length of A.
where 
The ∆ are polynomials in L J γ D c with complex coefficients; the functions r In order to define the functions ∆ of the Theorem, we need the following computational Lemma.
Lemma 19. Let f : M →M be a CR mapping. Then for each k ∈ N, all a ∈ {1, . . . , n}, and all A =ā 1 . . .ā k the following identities hold:
where |J| ≤ k − 1, |I| ≤ k. The functions v, w, p, q, and r are rational in L I γ D c , the functions w and r are polynomial in L I ξ, with coefficients smooth on M ×M . Furthermore, v, w, p, q, and r only depend on M andM .
Proof. We start with (25). For k = 1, by (19),
and recalling (11), gā = γ A a h A , we have that
which is (25) for k = 1. To get (25) for k > 1, we use (25) for k − 1 to express gā 1...āk−1B η B and apply Lā k , using Lemma 14 and (21).
The proof of (26) is similar: We start with (18) for the case k = 1, and for k > 1, we use induction, Lemma 14, (20), and (21). A = (A 1 , . . . , An). We rewrite then equations obtained from (25) by replacing A with A 1 , . . . , An in the following form:
Proof of Theorem 18. Let
where
. . .
and the (i, B)th entry of M A is
Similarly, for each a ∈ {1, . . . , n} we rewrite (26) as (a, A) = (a 1 , A 1 ) , . . . , (a n , A n ) for η B and γ Consider a system of vectors of the form
We claim that if f is k-nondegenerate, then span{v A : ℓ(A) ≤ k} = Cn, which implies that ∆ 0 L J γ D c (0) = 0 for some 0 . To prove the last claim, we let
Theorem 18 is completely analogous to Theorem 2.4 in [5] . The proof of Theorem 7 can now easily be completed using the arguments in [5] and a result from [8] .
Proof of Theorem 7. By repeating the arguments in [5] , based on the identities in Theorem 18 instead of those in Theorem 2.4 in [5] , we obtain a complete system of some order l 0 (the exact value of which is not relevant for this argument) for f and g. That is, there exists a neighbourhood U of p 0 and a smooth function φ :
g for all l and, in particular then, j l0 p0 f = j l0 p0 g. The conclusion of Theorem 7 follows from the uniqueness of solutions of complete systems (see e.g. [4] ).
Jet reflection identities for Levi-nondegenerate hypersurfaces
In this section, we consider the caseN = N + 1, where M is Levi-nondegenerate at 0, andM is Levi-nondegenerate at0. We are also assuming that f is transversal, which in our notation is equivalent to ξ(0) = 0.
For the proof of Theorem 1 we first note that by Lemma 20 in [8] , the degeneracy of f is either 0 or 1. In the case where the degeneracy of f is 0, Theorem 1 follows from Theorem 7, so that we only have to deal with the case where f is constantly 1-degenerate. Using (18) it is easy to see that with our assumptions, the vectors g aB (0), a = 1, . . . , n are linearly independent, as are the vectors γ D c (0), c = 1, . . . , n. We conclude that f is constantly (1, 1)-degenerate. Our goal in this section is to derive the following jet reflection identity for such mappings. The unique determination theorem will be proved in section 7 by producing a complete system using this jet reflection identity. We compute
Plugging (36) into (35) and using Lemma 16 we conclude that
where r is rational in γ D c with coefficients smooth on M ×M and r is determined only by M andM . We take the complex conjugate of this equation to obtain
Consider now the equations (18) which we rewrite as
We apply L a to this equation and conclude, using also equations (18) and (19),
where pd is rational in its arguments with coefficients smooth on M ×M and pd is determined only by M andM . We claim that the matrix 
is invertible, so that the system of equations
can be solved uniquely for the X A (in a neighbourhood of 0). Developing the determinant ∆ for the matrix (40) along the last row, we conclude that
We are now going to show that this last expression is not equal to 0. Consider the matrices g1 n+1 (0) . . . . . .
and the n × n matrix
. . . . . .
In matrix notation, (18) then reads as ξH = GΓ. Let us write G A for the matrix G with the Ath column dropped, and Γ
A for the matrix Γ with the Ath row dropped. The Cauchy-Binet Theorem from linear algebra states that det GΓ t = det G A det Γ A . By our convention (33) and (11) it follows that
Writing ǫ = B ǫB B we obtain from the equation above
Recalling that ∆ A = det G A , we see that the Cauchy-Binet Theorem implies that
and our last claim is proved. Using that the matrix (40) is invertible to solve (38) and (39) for L a γ A b , we obtain (by repeatedly differentiating the resulting equations and using the identities (20), (21), and (22)) the first part of Theorem 20.
We also need reflection identities (32) for L a η B . We will deduce those from the equation (31) we just proved. We first compute
, which follows from (9) and the fact that R b ac = 0 (cf. [5] , Lemma 1.33). By (20) and (22), we conclude that
where r(η B ) is a (linear) polynomial in η B with coefficients which are smooth on M (and only depend on M ). The identity (32) with k = 1 now follows by solving for L b η B in (46) (e.g. set b = c = e and recall that hb b = 0) and then applying Lc to (31) with k = 1, and finally using (20) and (21) to substitute for Lcγ B e and Lcη B . The general case follows by differentiating. The details are left to the reader.
Strictly pseudoconvex targets
Our goal in this section is to derive the following reflection identity; in section 7 we will use it to derive a complete system for the mapping f . Proof. Assuming thatM is strictly pseudoconvex, we choose a local basis of CR vector fields tangent tô M such thatĥĀ B (0) = iδ B A . Since f is transversal, it follows that M is strictly pseudoconvex at 0, and we likewise choose a local basis of CR vector tangent to M such that hā b (0) = iδ b a . As in Theorem 2, we assume that f is constantly (k 0 , s)-degenerate at p 0 . We let
and claim that we can assume that V k0 ⊂ Cn is just the subspace spanned by the first s unit vectors. To see this, recall that
Hence, under a change of basisL Since f is constantly (k 0 , s)-degenerate, we can choose A 1,a , . . . , A s,a for a ∈ {1, . . . , n} and A 1 , . . . , A s , whose length does not exceed k 0 , with such that for any a ∈ {1, . . . , n} the vectors
as well as
are linearly independent at 0, and hence each of these n + 1 families of vectors span V k0 . For any t ∈ {1, . . . , n}, C ∈ {1, . . . ,n}, and I = (I 1 , . . . , I k ), the determinants of
and 
where |J| < k, expanding (49) and (50) along the last row we obtain
where again |J| < k, r Lemma 22. Given P = p 1 . . . p k with 1 ≤ p j ≤ n, the following holds for any a.
where P j is obtained from P by removing the jth entry. Now given any I = i 1 . . . i k with i 1 ≤ i 2 ≤ · · · ≤ i k , we first apply the operator L I to the equations (25) and (26) to obtain
where |M | < k, |K| ≤ k 0 − 1, |J| ≤ k 0 , m ≤ k, and |J| + m ≤ k 0 . We have also simplified matters a bit by applying (18) in order to get rid of the terms involving ξ. Let us recall (52):
where |M | ≤ k − 1. Applying Lt to this equation, and applying Lemma 22 and (22), we obtain (56)
. In this equation, |M | < k, and |J| < k − 1.
We consider the system of linear equations in the L I γ For each I and each a we also consider the equations obtained from (52) by replacing t by a, and letting C 0 = s + 1, . . . ,n.
With the simplifications above, it is easy to see that this linear system can be solved for L I γ B a and L I η B . We can now lift the restriction that I is increasing by noting that rearranging the order of the i j s only produces error terms of order less than k. This finishes the proof.
7. Constructing the complete system; proof of Theorem 8
We are now going to construct the complete system for the jets of f . Since Theorems 20 and 21 are a bit different than the reflection identities in [5] , we will go into some detail. For the rest of this section we assume that we are either in the situation of Theorem 20 or in the situation of Theorem 21. First, let us recall the following fact from [5] (the second part of Proposition 3.18):
For any multi-index J, integer k ≥ 1, and index c ∈ {1, . . . , n} there exist smooth functions b c , where j ≤ k − 1. Next, we apply L e1 . . . L em to the result, and we apply our reflection identities (either (31) and (32) or (47) and (48)) to see that the result is rational in
where |M | + l ≤ max(k 0 , |J| + k − 1), |K| + m ≤ k 0 + 1, and m ≤ |J|. Another application of Lc (at most k times) then gives us that
where |M | + l ≤ max(k 0 , |J| + k − 1), |K| + m ≤ k + k 0 + 1, and m ≤ min(|J| + k, k 0 ). We are abusing notation by denoting by u, v and w functions which are rational in their arguments with coefficients smooth on M ×M and which only depend on M andM (and are allowed to change). Now in these equations for |J| + k = 2k 0 + 2 we can substitute for the conjugated terms, yielding the same equations, but with the bounds |M | + l ≤ 2k 0 + 1, |K| + m ≤ 2k 0 + 1. Another use of equations (20) and (21) lets us conclude that for all J, k, R with |J| + k + |R| = 2k 0 + 2,
with |M | + l ≤ 2k 0 + 1, |K| + m ≤ 2k 0 + 1. These two equations together with (18) let us also see that for all J, k, R with |J| + k + |R| = 2k 0 + 2,
again with |M | + l ≤ 2k 0 + 1, |K| + m ≤ 2k 0 + 1. Equations (60), (61), and (62), written in some local coordinate systems, constitute the complete system of differential equations described in Theorem 8. Also note that the same complete system works for mappings whose jets are close to the 2k 0 + 2 jet of f . This finishes the proof of Theorem 8.
