A bayesian approach is used to estimate a nonparametric regression model. The main features of the procedure are, first, the functional form of the curve is approximated by a mixture of local polynomials by Bayesian Model Averaging (BMA); second, the model weights are approximated by the BIC criterion, and third, a robust estimation procedure is incorporated to improve the smoothness of the estimated curve. The models considered at each sample points are polynomial regression models of order smaller that four, and the parameters of each model are estimated by a local window. The estimated value is computed by BMA, and the posterior probability of each model is approximated by the exponential of the BIC criterion. The robustness is achieved by assuming that the noise follows a scale contaminated normal model so that the effect of possible outliers is downweighted. The procedure provides a smooth curve and allows a straightforward prediction and quantification of the uncertainty. 
Introduction
A Bayesian approach is used to estimate non parametrically a regression model
given the bivariate data (x 1 , y 1 ) , . . . , (x n , y n ) . We are interested in estimating the functional relationship m, between the variable y and the explanatory variable x, and to predict the response for new values of the covariate. The functional form of m (·) is unknown and it is approximated by a mixture of local polynomials estimators.
Both parametric and nonparametric techniques are commonly used to find the regression function m (·) . There is an extensive literature for non parametric techniques, see for example Eubank (1988) , Wahba (1990) , Hastie and Tibshirani (1990) and Green and Silverman (1994) for a complete survey. The first parametric approach was to use polynomial regression, by selecting the best order of the polynomial to fit the data, see Anderson (1962 ), Guttman (1967 , Hager and Antle (1968) , Brooks (1972) and Halpern (1973) . The limitations for the polynomial regression are due its global nature, that is, we may need a high order polynomial to approximate the data in the whole range of data and even then the approximation can be poor in wiggly curves. Second, the procedure is very non robust and a simple observation can exert a big influence on the estimated curve. Some better alternatives are the piecewise polynomials, the splines smoothers and the local polynomial regression. The first two methods require to select the number and positions of the knots. Smith and Kohn (1996) use a Bayesian approach to splines smoother to select the number of knots over a large number of knots. Liang et al. (2001) propose an automatic prior setting for the multiple linear regression and they applied the method to Bayesian curve fitting with regression splines. With regards to piecewise polynomials, Mallick (1998) makes the polynomial estimation of the curve by taking the order of the polynomial as a random variable, and making inference of the joint distribution of both the order of the polynomial and the polynomials coefficients and Denison et al. (1998) select the knots using reversible jump Markov chain Monte Carlo to obtain the posterior probabilities for the joint distribution of the both the number and the position of the knots.
These authors use piecewise polynomials instead of splines because the first are more flexible to modelize curves that are not smooth. Local polynomial regression was used by Cleveland (1979) who proposed a method which uses local regression with a kernel around the point of interest and it is made robust by using a weighted regression. This method has been widely used by its good results and its simplicity.
In this work we also use local polynomial regression but introduce some modifications over previous methods. The functional form of the curve is approximated by a mixture of local polynomials by Bayesian model averaging (BMA).
Bayesian model averaging leads to forecasts which are a weighted average of the predictive densities obtained by considering all possible polynomial degrees with weights equal to the posterior probabilities of each degree. BMA takes into account the uncertainty about the different models, as was pointed out in the seminal work of Leamer (1978) . George (1999) reviews Bayesian model selection and discuses BMA in the context of decision theory. For lin-ear regression models there is an extensive literature, see e.g. Raftery et al. (1997) and Fernández et al. (2002) . Liang et al. (2001) propose an automatic prior setting for the parameters of linear regression which allow to implement MCMC methods for a big class of models. In our case BMA is implemented by fitting local polynomial regression models of degree going from zero to d to the data in a window around each observation, and estimating the unknown regression function by a weighted sum of the values corresponding to the polynomials, with weights equal to the posterior probabilities of each polynomial model. These weights are approximated by the exponential of the BIC criterion (Schwarz, 1978) which approximates the Bayes factor. The model is made robust by assuming that the noise may be contaminated. Then the Bayesian estimation provides and automatic downweighting of large observations.
The proposed procedure is completely automatic, very simple to apply and to program. Bayesian inference over the model allows us make predictions and optimal credible intervals: on the one hand, the use of the BIC criterion guarantee that if the true model is a polynomial model of degree smaller than d, then the true model will be use to estimate, and on the other hand, if the true model is not a polynomial, the use of BMA allows us to build credible interval that take into account the variability due the uncertainty about the model and gives us better predictive capability than using a single model (Madigan and Raftery (1994) ). Another advantage of the proposed method is that we obtain the best model (for the BIC criterion) for each point of the sample, which provides an intuitive notion of the fitted curve.
The rest of the paper is organized as follows. Section 2 describes the proposed method and presents its main properties. Section 3 presents the modification of the method to make it robust to outliers. Section 4 analyzes some real data sets to illustrate the behavior of the procedure and provides a Monte Carlo comparison with other methods using several simulated benchmark examples proposed in the literature. Finally, section 5 presents some concluding remarks.
The Proposed Method
Suppose that we have n observations (x i , y i ) which are a sample of independent and identically distributed data from a random variable (X, Y ) . We assume that the observations are related by
where
, and X and ε are independent. Further we suppose that m (·) is a smooth function. It is well know, that the family of polynomials of degree smaller than d, for d large enough, can capture the local structure of any curve. Given a value of d, to be discuss below, we consider polynomial models M J of the forms
where x is the mean of the x variable in the sample considered, and approximate locally the general form m (x i ) by linear combinations of these polynomials. Thus, we compute the posterior probabilities for different polynomial degrees and then estimate m (x i ) at each point by forecasting using Bayesian model averaging (BMA).
The procedure is applied as follows. Suppose that the x observations are ordered, that is, x 1 < x 2 < . . . < x n , then for a given observation x i , we define the symmetric nearest neighborhood around this point as
where w is the bandwidth of the window. Note that we are supposing that the observations are not repeated, if they are, we define the SN N over the set of different observations of x. As we may have repeated values, the number of observations in the window is at least 2w + 1. We assume that w is chosen so that the number of different values of x k in SN N (x i , w) is at least d+1 so that the polynomial of degree d can be fitted using the data in the window. To take into account the left and right endpoints, where the windows contain fewer observations, we redefined the first and the last windows as SN N (x i , w) =
In this work we make all the inference for the predicted value of a future observation y f i = m (x i ) corresponding to a given value x i , although the same analysis can be applied for a new observation x 0 belonging to the range of the data,
predictive distribution for a new observation at y f i is given by
is the posterior probability for the polynomial model of degree J, M J , given the data in the window D i . The prediction under quadratic loss will be given by m (x i |D i ) = E(y f i |D i ) and we have that
where and σ J independently and uniformly distributed,
Then, the predictive distribution for a new observation,
. . , β JJ is the vector of usual least-squares estimators for the parameters of the polynomial of degree J,
J is the standard sum of the squared residuals and X J is the design matrix of the polynomial model (2) of degree J fitted to the data in D i .
The posterior probability for a model M J is approximated by the exponential of the BIC criterion, which as Kass and Raftery (1995) pointed out, approximates the Bayes factor with a relative error O(1) . The Schwarz criterion (Schwarz, 1978) for M J is defined as 
approximates the Bayes factor B J 1 J 2 with a relative error O (1) . Thus, we can approximate the Bayes factors by
and obtain the posterior probability for a model by
where p (M J ) is the prior probability for the polynomial model. The likelihood for a normal linear model evaluated at the MLE estimator is easily seen to be
and the posterior probability of M J may be approximated, after absorbing
, where
Then we approximate the posterior probability of the models by
In order to apply this method several decisions must be made. First we have to decide about the maximum degree d of the polynomials to be fitted. We propose to take d = 3. We have found that this value is large enough to fit very well any curve locally and it avoids the problem of overfitting. Second, we have to decide on the a priori probabilities of the models. 
We have check by simulation that the results are not very sensible to the choice of the parameter w. This fact can be explained by the work of Fan and Gijbels (1995) . They proposed a method which replaces an adaptive bandwidth by an adaptive order of the polynomial to be fitted, and observed that if the bandwidth parameter is large, then the order chosen for the polynomial order is high, whereas when a small bandwidth is used the order chosen was low. This same effect has been observed in the proposed method, and this compensation effect make the procedure fairly robust to the bandwidth parameter chosen.
With regard to the consistency of the proposed method, it can be showed by the consistency of the each polynomial model approach. Also, we can obtain the expressions of the bias and the variance based on the theorem 3.1, pg. 62, in Fan and Gijbels (1996) 
is the residual variance, p J are the posterior probability of the polynomials models, w is the bandwidth, n is the sample size and m i (x) indicates the ith derivate of the m (x) function. We are supposing that the marginal density of the observations x, f (x), is uniform over the range of the data,
In order to have a smoother curve the procedure described can be iterated as follows. Let y (1) by the predicted value obtained by (3), then the observed values (x, y) are replaced by x, y (1) to obtain y (2) , and in the same way y (k) can be computed by using x, y
as the observed values. In practice, we have found that a small number of iterations, k = 2 or k = 3 are enough to produce a good result.
A possible problem when applying this procedure is that a single outlier observation can have a large effect on the estimated models. To reduced this effect, in the next section we propose a procedure for robustifying the method.
Robustifying the method
The method can be made robust to reduce the influence of the outliers in the local estimation by modeling the residuals by a mixture of normals. This model was introduced by Tukey (1960) and studied by Box and Tiao (1968) .
Suppose that observations y are generated by the model (1), where now the errors ε i are a random variable with a normal mixture distribution
where α is the prior probability that one observation comes from a N (0, k
To make inference about this model, we introduce a dummy 
X, we can apply standard inference results for linear models. The BMA predictive distribution for the future observation y f i given the data D i , will be given by
which is a mixture of 
as the expected value of the predictive distribution
Given the model and the configuration, the predictive distribution 
and the variance of the predictive distribution is
is the standard sum of the squared residuals.
The weights of the mixture are given by
where the first term,
, is the posterior probability of the models given a configuration ∆ h . We approximate this term by the exponential of the BIC, given by (4), where s 2 J is replaced by s 2 Jh which depends on the model and on the configuration. The integration constant is computed for the sum of the posterior probability of the four polynomials models, given each one configuration, ∆ h , is one.
The second term for the weights, is computed by
is the prior probability of a configuration,
and n h is the number of elements with high variance in the configuration ∆ h ,
, the prior probabilities, are equal for all the models and this term is absorbed by the integration constant.
In order to compute the marginal density, p (y |∆ h , M J ) the likelihood of the model for the parameters θ J = (β J , σ J ) can be written as
where X Jn h indicates the rows of X J corresponding to the observations with
and finally we can obtain the expression for the marginal of the configuration,
where the constant K 2 is computed by using the condition 2 n h=0 p (∆ h |y ) = 1.
Implementation
The scale contaminated normal model has the problem that the inference is The problem has been solved in the literature using the Gibbs sampler, (see Vernedelli and Wasserman, 1991 and Justel and Peña, 1996) but the local character of the estimation implies to solve approximately n − n 0 local problems which requires intensive computation. Note that in this problem we may take advantage from the fact that the inference in a given window gives us information about the inference in the next window, because they will only differ in a few observations. Suppose we have computed the posterior probabilities for all the configurations of the data corresponding to a set of observations belonging to a window D i . The next window, D i+1 , is obtained from the previous one by deleting some observations in the left extreme of D i and adding some new observations in the right hand of the D i+1 . We propose a procedure to obtain a good approximation to the posterior inference, that takes into account these characteristic of the problem. First, we obtain the configurations with highest probability in the first windows and second, using the information, we obtain the configurations with highest probabilities in the next window, D i+1 .
For this first window, if the sample size is small enough the simplest solution is to carry out an exhaustive study of the configurations. Otherwise, an alternative fast method which allows an automatic implementation was proposed by Peña and Tiao (1992) . Suppose that we have a sample of size n and that we can classify the observations in two groups. The first includes n 1 observations of potential outliers and the second the remaining n 2 = n − n 1 observations which we believe have a high probability of not being an outlier. Then, as
instead of studying all the combinations of h outliers out of n we can compute all the combinations of h outliers out of the n 1 potential set of outliers and a sample of the combinations which include j = 1, 2, ..h − 1 outliers and a small sample of all the combinations of h points out of n 2 . In order to do so we need to divide the observations in this two groups. Peña and Tiao (1992) proposed to study the differences between the probabilities P (A i A j ) , and
where A i is the event that x i is an outlier, and consider as potential outliers to those observations in which both probabilities were different.
To apply this idea to the problem, the set of potential outliers is identified as follows:
(1) Compute the posterior probabilities for all the configurations which have a the number of outliers less or equal to 2. Let ∆ 0 be the configuration without outliers, ∆ i the configuration with only one outlier, the observation x i and ∆ ij the configuration in which only the elements (x i , x j ) are outliers.
(2) Include in the set of potential outliers the isolated outliers defined by the set A = x i :
(3) Include also the partially masked outliers as those belonging to the set
(4) Include also the completely masked outliers defined by the elements of the set C = (x i , x j ) :
The set of potential outliers is formed by elements belonging to (A ∪ B ∪ C) .
Once the configurations of outliers and good points with highest probability 
where 
Examples
To illustrate the methods developed, we consider three data set frequently analyzed in the nonparametric curve fitting. The first one is the Helmets data. The data consists of accelerometer readings taken through time in a experiment on the efficacy of crash helmets in simulated motor-cycle crash, and it is described in detail by Schmidt et al. (1981) . The second one is the Ethanol data. The data includes 88 measurement of two variables from a experiment in which ethanol was burned in a single cylinder automobile test engine (Brinkman, 1981) . The two variables measured are the concentration of nitric oxide (NO) and nitrogen dioxide (NO 2 ) in engine exhaust and the equivalence ratio at which the engine was run (a measure of the richness of the air-ethanol mix).
The third example is the Diabetes data. It includes two variables measured on children with insulin-dependent diabetes. The variables are the age of the children and the level of serum C-peptide, and were obtained from Sockett et al. (1987) . We have analyzed the same subset of 43 observations that appear in Hastie and Tibshirani (1990) which use this data to show the effect of several smoothers in Chapter 2 of their book. The right figure shows the second iteration of the procedure for these three cases.
Monte Carlo experiment
We compare the behavior of the proposed method to the popular loess method due to Cleveland (1979) which is implemented in many computer programs.
The comparison is made by using four simulated function proposed by Donoho and Johnstone (1994) which have been used often in the literature for comparison purposes (see Denison el al., 1998) . The four simulated functions are: where x j = {0. 1, 0.13, 0.15, 0.23, 0.25, 0.4, 0.44, 0.65, 0.76, 0.78, 0.81}, h The proposed method is based on the use of a uniform kernel
. In these simulations we compare the use of the uniform kernel with the mixture of the four polynomials models with the kernels used by Cleveland (1979) 
where h i is the distance |x − x i | from x to the rth nearest neighbor.
The mean of the squared error, slightly better than the tricube, and that the linear fit in loess is better than the cubic fit. The biggest differences among the procedures are observed with the signal to noise ratio is the largest, RSNR=10. Table 2 shows the result obtained for the function Blocks. The best results are again obtained for BMA2, the second iteration of the algorithm, and again Table 3 ECM obtained for the Bumps data with four different signal to noise ratio. 
Concluding Remarks
In this article a new method for fitting a curve is proposed. The proposed method is very simple to apply and to programme. Furthermore, it is com- pletely automatic and the Bayesian inference provides the predictive distribution and credible intervals. The method takes into account the possible polynomial models fitted locally to the data, and the consistency of the BIC criterion , which provides the weights, guarantees that if the true model is a polynomial of degree less than four, then asymptotically the true model will be used for estimation.
In the Monte Carlo results we show that the method works better than methods of similar complexity, with kernels which take into account the distance to the point of interest.
