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Abstract
For multi-source data, blocks of variable information from certain sources are likely miss-
ing. Existing methods for handling missing data do not take structures of block-wise missing
data into consideration. In this paper, we propose a Multiple Block-wise Imputation (MBI)
approach, which incorporates imputations based on both complete and incomplete observa-
tions. Specifically, for a given missing pattern group, the imputations in MBI incorporate more
samples from groups with fewer observed variables in addition to the group with complete ob-
servations. We propose to construct estimating equations based on all available information,
and optimally integrate informative estimating functions to achieve efficient estimators. We
show that the proposed method has estimation and model selection consistency under both
fixed-dimensional and high-dimensional settings. Moreover, the proposed estimator is asymp-
totically more efficient than the estimator based on a single imputation from complete observa-
tions only. In addition, the proposed method is not restricted to missing completely at random.
Numerical studies and ADNI data application confirm that the proposed method outperforms
existing variable selection methods under various missing mechanisms.
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1 Introduction
We encounter multi-source or multi-modality data frequently in many real data applications. For
example, the Alzheimer’s Disease Neuroimaging Initiative (ADNI) data involve multisite longi-
tudinal observational data from elderly individuals with normal cognition (NC), mild cognitive
impairment (MCI), or Alzheimer’s Disease (AD) [36, 35]. The ADNI data contain multi-source
measurements: magnetic resonance imaging (MRI), florbetapir-fluorine-18 (AV-45) positron emis-
sion tomography (PET) imaging, fludeoxyglucose F 18 (FDG) PET imaging, biosamples, gene
expression, and demographic information. Such multi-source data are also common for electronic
medical record (EMR) systems adopted by most health care and medical facilities nowadays, which
contain diverse-source patient information, e.g., demographics, medication status, laboratory tests,
medical imaging and text notes.
However, blocks of variable information could be completely missing as there might be no
need or it might be infeasible to collect certain sources of information given other known variables.
E.g., patients might be either too healthy or too ill. For EMR systems, it could be due to lack of
information exchange or common practice between different medical facilities [34]. Block missing
variables cause a large fraction of subjects with certain sources missing, which could lead to biased
parameter estimation and inconsistent feature selection. Therefore, it is important to fully integrate
data from all complementary sources to improve model prediction and variable selection.
The most common approach for handling missing data is to perform complete-case analysis
which removes observations with missing values and only utilizes the complete cases. However,
the complete-case method produces biased estimates when the missing is not completely at ran-
dom. The inverse probability weighting method [27] is able to reduce this bias via reweighting
the complete observations [42]; nevertheless, incomplete observations are still not fully utilized.
In real applications, such as the ADNI data, removing incomplete cases could incur a great loss
of information since complete cases only account for a small fraction of the data. Alternatively,
likelihood-based methods [24, 29, 8] can incorporate all observations. However, this relies on spec-
ifying a known distribution which might not be available, and could be computationally intractable
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if the number of missing variables is large.
Imputation [49, 31] is another widely-used approach to handle missing data. For example,
[5] propose a structured matrix completion (SMC) method through singular value decomposition
to recover a missing block under a low rank approximation assumption. However, the SMC im-
putes only one missing block at a time. [23] is capable of imputing all missing values through
matrix completion and then apply the adaptive Lasso [28, 59] to select variables. However, this ap-
proach does not guarantee estimation consistency. Alternatively, multiple imputation [38] (MI) is
applicable for conducting variable selection, e.g., [9] propose a multiple imputation-least absolute
shrinkage and selection operator (MI-LASSO), and adopt the group Lasso [55] to detect nonzero
covariates. Furthermore, [51] and [49] select variables on combined multiple imputed data. In ad-
dition, MI can be combined with bootstrapping techniques [26, 31, 33]. However, these imputation
methods are not effective for block-wise missing data.
Recently, several methods have been developed to target block-wise missing data. E.g., [54]
propose an incomplete multi-source feature learning (iMSF) method, which models different miss-
ing patterns separately and minimizes a combined loss function. In addition, [52] introduce an
incomplete source-feature selection (iSFS) model, utilizing shared parameters across all missing
patterns and imposing different weights on different data sources. However, the iSFS is unable
to provide coefficient estimation for all samples due to the different weighting strategy. Alter-
natively, the direct sparse regression procedure using covariance from multi-modality data (DIS-
COM) [53] estimates the covariance matrices among predictors and between the response and
predictors. However, the DISCOM only considers missing completely at random, which could be
restrictive for missing not completely at random data.
The single regression imputation (SI) method [2, 57, 6, 19, 39] is another popular approach
which predicts missing values through regression using observed variables as predictors. Suppose
that the subjects from multi-source data are divided into groups according to their missing patterns.
For a group with a given missing block, the SI estimates association between missing variables
and observed variables within the group based on complete observations. However, in practice, the
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complete observations might only account for a small fraction of the entire data.
To integrate information from the multi-source observed data we propose a Multiple Block-
wise Imputation (MBI) approach, incorporating not only the SI based on complete observations
but also imputations from incomplete observations. The additional imputations in MBI involve
fewer observed variables within a given missing group, but are able to integrate more observations
from multiple groups than the SI. Thus, the MBI can improve estimation and model selection
especially when the missing rate is high. In addition, the proposed method aggregates more groups
with different missing patterns to impute missing variables, which does not rely on the missing
completely at random assumption, and is capable of handling missing at random data.
Furthermore, we propose a new multiple block-wise imputation model selection method. Specif-
ically, we propose to construct estimating equations based on all possible missing patterns and
imputations, and integrate them through the generalized methods of moments (GMM) [25]. In
theory, we show that the proposed method has estimation and model selection consistency under
both fixed-dimensional and high-dimensional settings. Moreover, our estimator is asymptotically
more efficient than the SI estimator. Numerical studies and the ADNI data application also confirm
that the proposed method outperforms existing variable selection methods for block-wise missing
data in missing completely at random, missing at random, and informative missing scenarios.
In general, our work has the following major advantages. First, we are able to optimally com-
bine block-wise imputations of missing values from all missing pattern groups to improve esti-
mation efficiency and model selection consistency. Second, the proposed method is capable of
handling block-wise missing data which might not contain any complete observations, while most
traditional methods, including the matrix completion [5], require partial subjects to have fully
completed observations.
The remainder of the paper is organized as follows. Section 2 introduces the background
and framework for the block-wise missing problem. In Section 3, we propose the MBI approach
incorporating all missing patterns. In Section 4, the implementation and algorithm are illustrated.
In Section 5, we establish the theoretical properties of the proposed method. Sections 6 and 7
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provide numerical studies through simulations and the ADNI data application.
2 Background and Motivation
In this section, we introduce the framework for the block-wise missing problem. Let y = (y1, . . . , yn)T
be the response variable, andX = (Xij) be the N × p design matrix. Suppose that all the samples
are drawn independently from a random vector X = (X1, X1, . . . , Xp), whose covariance matrix
C = (cij) is positive definite. Then, for any 1 ≤ i ≤ N and 1 ≤ j ≤ p, Xij represents the
i-the sample of the j-th covariate. Suppose that all the covariates in X are from S sources where
the k-th source contains pk covariates for k = 1, . . . , S. Figure 1 illustrates a setting with three
sources.
We divide samples X into R disjoint groups based on the missing patterns across all sources,
where xi, the i-th row of X , is in the r-th group if i ∈ H(r), and H(r) is an index set of samples.
For any 1 ≤ r ≤ R, let a(r) and m(r) be the index sets of the observed covariates and missing
covariates corresponding to the r-th group, respectively, and obviously,
R⋃
r=1
a(r) = {1, . . . , p}.
Then, X a(r) and Xm(r) represent observed variables and missing variables in the r-th group, re-
spectively. In addition, let G(r) be the index set of the groups where missing variables Xm(r) and
variables in at least one of the other sources are observed. If there are no missing values in the
r-th group, let G(r) = {r}, a completely observed dataset. We assume that G(r) is nonempty
containing Mr = |G(r)| elements for 1 ≤ r ≤ R. For illustration, the design matrix on the left
of Figure 1 consists of 3 sources which are partitioned into 5 missing pattern groups, where each
white area represents a missing block. For example,H(2) refers to samples in Group 2 and Xm(2)
refers to missing covariates in Group 2. Since Groups 1, 3 and 4 contain observed values of Xm(2)
and covariates in Source 2 or 3, G(2) = {1, 3, 4} and M2 = 3.
We consider the following linear model
y = Xβ0 + ε, (1)
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Source 1 Source 2 Source 3
Group 1
Group 2
Group 3
Group 4
Group 5
←−−−− Xa(2) −−→←− Xm(2) −→
←−−−− XJ(2,1) −→ Xˆ(1)m(2)
XJ(2,3) Xˆ(3)m(2)
XJ(2,4) Xˆ(4)m(2)
Figure 1: Left: Missing patterns for block-wise missing data. Right: Multiple block-wise imputa-
tions for the missing block in Group 2.
where β0 = (β01 , . . . , β
0
p)
T is the true coefficient vector corresponding to all covariates and ε ∼
N(0, σ2εIN) represents an error term independent of X . Let µi(β
0) = xiβ
0 denote the regression
term in the model (1) for yi. We assume that the model is sparse; that is, most of the true coefficients
are zero, where AS = {j : β0j 6= 0} and AN = {j : β0j = 0} correspond to relevant and irrelevant
covariates, respectively, and the total number of relevant covariates is q.
The likelihood-based approaches [24] typically formulate likelihood based on completely ob-
served variables. However, it is likely that no covariate is completely observed under the block-
wise missing structure. Alternatively, [54] construct a model for each missing pattern separately
and use observed variables within each missing pattern as predictors. For instance, for Group 2
in Figure 1, the above method treats the covariates in Sources 1 and 2 as predictors and ignores
information from Source 3. However, Source 3 covariates could be incorporated as well, since they
are relevant to the response variable.
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Traditional imputation methods [57, 6, 19] impute missing values in Group 2 based on the asso-
ciations between missing and observed variables obtained from complete observations in Group 1,
while samples in Groups 3 and 4 are not utilized. However, Groups 3 and 4, also containing values
from Source 3, can provide additional information in imputing missing variables Xm(r) through
correlations with other covariates. This is especially useful when completely observed subjects are
scarce. In the following section, we propose a new imputation approach to fully utilize information
not only from the group with complete cases but also from other groups.
3 Method
3.1 Multiple Block-wise Imputation
In this subsection, we propose a multiple block-wise imputation approach which can utilize more
observed information from incomplete case groups than traditional imputation methods. Specifi-
cally, for a given Group r with missing values ofXm(r), each of the G(r) groups contains observed
values corresponding to missing Xm(r), and also observed values corresponding to a subset of ob-
served X a(r). Therefore, we can predict missing values in the r-th group with Mr = |G(r)| ways
to borrow information from all the groups in G(r), instead of using a complete case group only.
More specifically, for each k ∈ G(r), let J(r, k) = a(r) ∩ a(k) be an index set of covariates
which are observed in Groups r and k. For each j ∈ m(r), we estimate E(Xj|X J(r,k)) utilizing
all the groups containing observed values of both Xj and X J(r,k), and then impute missing values
for Xj in the r-th group using association information in the conditional expectation. Let Xˆ
(k)
m(r)
represent the imputation for all missing values in Group r. The proposed multiple imputations
approach is referred to as Multiple Block-wise Imputation (MBI). We illustrate the MBI with an
example in Figure 1. For Group 2, covariates observed in both Group 2 and a group in G(2) =
{1, 3, 4} are indexed by J(2, 1) = B1 ∪ B2, J(2, 3) = B1, and J(2, 4) = B2, respectively, where
Bk is an index set of covariates from Source k for k = 1, 2, 3.
The traditional imputation methods, such as the SI, only utilize observed values in Group 2
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and Group 1 to impute the missing values in Group 2, namely Xˆ(1)m(2), as shown on the top right
of Figure 1. In contrast, the proposed method can incorporate more information from Groups
3 and 4 in addition to Groups 1 and 2, and impute the missing values in Group 2 using three
different blocks of observed variables. Namely, we estimate E(XB3|XB1∪B2), E(XB3|XB1) and
E(XB3|XB2) based on Group 1, Groups 1 and 3, and Groups 1 and 4, respectively. We then
impute the missing values via the above three estimated conditional expectations and the observed
information in Group 2. Compared with the SI, the proposed MBI incorporates additional imputed
values Xˆ(3)m(2) and Xˆ
(4)
m(2) via E(XB3|XB1) and E(XB3|XB2), where the estimation involves more
observed samples than the SI approach. In particular, when estimating conditional expectation for
the imputations, we aggregate subjects from different missing pattern groups, which can diminish
the influence of specific missing patterns of covariates.
3.2 Integration of MBI
In this subsection, we propose to integrate information from all available sources and multiple
block-wise imputations. Specifically, we construct estimating functions for each group according
to its missing pattern. For a given Group r containing missing values and k ∈ G(r), since missing
Xm(r) are estimated through E(Xm(r)|X J(r,k)) which is a projection onto X J(r,k), the covariates
X J(r,k) are uncorrelated with residuals of the projection Xm(r) − E(Xm(r)|X J(r,k)). Therefore,
for each j ∈ J(r, k),
E
[
Xj
{
y −X a(r)β0a(r) − E(Xm(r)|X J(r,k))β0m(r)
}]
= E (Xj ε) + E
[
Xj
{Xm(r) − E(Xm(r)|X J(r,k))}]β0m(r) = 0,
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where β0a(r) and β
0
m(r) denote the true coefficients of X a(r) and Xm(r), respectively. In addition,
for any j ∈ m(r), since E(Xj|X J(r,k)) is a function of X J(r,k),
E
[
E(Xj|X J(r,k))
{
y −X a(r)β0a(r) − E(Xm(r)|X J(r,k))β0m(r)
}]
= E
{
E(Xj|X J(r,k)) ε
}
+ E
[
E(Xj|X J(r,k))
{Xm(r) − E(Xm(r)|X J(r,k))}]β0m(r) = 0.
Note that J(r, k) ∪m(r) = {a(r) ∩ a(k)} ∪m(r) = a(k) since m(r) ⊂ a(k) for k ∈ G(r).
Thus, we construct estimating functions corresponding to observed covariates in the k-th group
using imputed values Xˆ(k)m(r). In general, for each i ∈ H(r), let x(k)i = (X(k)i1 , . . . , X(k)ip ) be the
i-th imputed sample based on Group k, where X(k)ij = Xij if the j-th covariate is observed in the
sample xi, otherwise X
(k)
ij is an imputed value of Xij in Xˆ
(k)
m(r). The estimating functions for the
imputed samples x(k)i in Group r are
g
(r,k)
i (β) =
∂µ
(k)
i (β)
∂βa(k)
{
yi − µ(k)i (β)
}
=
{
z
(k)
i
}T {
yi − µ(k)i (β)
}
for i ∈ H(r),
where z(k)i is a sub-vector of x
(k)
i consisting of X
(k)
ij for j ∈ a(k), ∂µ(k)i /∂βa(k) is the derivative of
µ
(k)
i (β) = x
(k)
i β with respect to βa(k), and βa(k) is the coefficient vector corresponding to X a(k).
To integrate information from all available missing patterns and imputations, we propose an
aggregated vector of estimating functions:
g(β) = ({g(1)(β)}T , . . . , {g(R)(β)}T )T , (2)
where
g(r) =
1
nr
∑
i∈H(r)
g
(r)
i (β),
nr is the number of samples from the r-th group, and g
(r)
i (β) is a vector consisting of g
(r,k)
i (β) for
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k ∈ G(r). If the r-th group only has complete observations, then G(r) = {r}, Mr = 1 and
g
(r)
i (β) = g
(r,r)
i (β) = x
T
i {yi − µi(β)} for i ∈ H(r).
Note that the total number of equations exceeds the number of coefficient parameters, and
estimating functions from groups with fewer missing variables or more accurate imputations tend
to have smaller variance. To optimally combine all the estimating functions in g(β), we estimate
coefficients β through the penalized generalized method of moments [7] which minimizes
f(β) = {g(β)}TW (β)−1g(β) +
p∑
j=1
pλ(|βj|), (3)
where
W (β) = diag
 1n1 ∑
i∈H(1)
g
(1)
i (β){g(1)i (β)}T , . . . ,
1
nR
∑
i∈H(R)
g
(R)
i (β){g(R)i (β)}T

is the sample covariance matrix of g(β), and pλ(·) is a penalty function with tuning parameter λ.
Here we can choose the SCAD penalty due to its oracle properties [15]. The sample covariance
matrix W (β) is a block diagonal matrix since estimating functions are formulated based on dif-
ferent missing patterns. However,W (β) could be singular or close to singular due to overlapping
information in imputations, or due to a large number of estimating functions compared to a rela-
tively small sample size. For example, as illustrated in Figure 1, the observed values of Source 1
covariates in Group 2 are utilized in the estimation of both Xˆ(1)m(2) and Xˆ
(3)
m(2).
3.3 Solving the singularity issue of estimating equations
To solve the singularity issue of estimating equations, we reduce the dimension of g(r) for r =
1, . . . , R, through combining informative estimating equations, e.g., utilizing the first several largest
principle components (PCs) [50, 10]. Specifically, we divide the estimating functions in g(r) into
two parts g(r)(1) and g
(r)
(2), where g
(r)
(1) consists of the functions with the imputation based on complete
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observations, and g(r)(2) contains the remaining estimating functions in g
(r). We proceed to extract
informative principle components from g(r)(1) and g
(r)
(2) separately. Let Group 1 be the complete case
group, and W (r)11 and W
(r)
22 be the sample covariance matrices of g
(r)
(1) and g
(r)
(2), respectively. If the
dimension of g(r)(1) is too large such that W
(r)
11 is singular or close to singular, we extract the first
t1 principle components h(r) = U
(r)
1 g
(r)
(1) from g
(r)
(1), where U
(r)
1 contains t1 eigenvectors of W
(r)
11
corresponding to the largest t1 nonzero eigenvalues, and t1 can be selected to retain sufficient in-
formation. If W (r)11 is neither singular nor close to singular, we retain all the estimating functions
in g(r)(1), and let U
(r)
1 be an identity matrix, that is, h
(r) = g
(r)
(1).
We orthogonalize g(r)(2) against theh
(r) to store additional information beyondh(r), where g¯(r)(2) =
g
(r)
(2)−V (r)21 {V (r)11 }−1h(r) consists of orthogonalized estimating functions,V (r)11 = U (r)1 W (r)11 {U (r)1 }T ,
and V (r)21 is the sample covariance matrix between g
(r)
(2) and h
(r). Similarly, if the sample covariance
of g¯(r)(2) is singular or close to singular, we select the first t2 principle componentsU
(r)
2 g¯
(r)
(2) from the
orthogonalized g¯(r)(2), where U
(r)
2 contains t2 eigenvectors of the sample covariance matrix of g¯
(r)
(2)
corresponding to the largest t2 nonzero eigenvalues. Otherwise, we retain all the g¯
(r)
(2), and let U
(r)
2
be an identity matrix.
Let
U (r) =
 U (r)1 0
−U (r)2 V (r)21 {V (r)11 }−1U (r)1 U (r)2
 .
If there is no complete case group or Mr = 1, then either g
(r)
(1) or g
(r)
(2) is null, and U
(r) is either
U
(r)
2 or U
(r)
1 . Thus, U
(r)g(r) contains all the essential information from the estimating functions
of the r-th group, while solving the singularity issue of the sample covariance matrix. The num-
bers of principle components t1 and t2 can be tuned through the Bayesian information type of
criterion proposed by [10] to capture sufficient information from the estimating functions in (2).
Consequently, the proposed estimator βˆ is obtained via minimizing
f ∗(β) = (Ug)T (UWUT )−1Ug +
p∑
j=1
pλ(|βj|), (4)
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where U = diag{U (1), . . . ,U (R)}. In the following section, we also provide an algorithm and
implementation strategy of the proposed method.
4 Implementation
In this section, we provide the detailed algorithm for the proposed method. The conditional ex-
pectations of missing covariates in MBI can be estimated via linear regression models, generalized
linear models (GLM) or non-parametric models. In this paper, we utilize the GLM [37] to accom-
modate not only continuous covariates but also discrete covariates. Specifically, for each group
1 ≤ r ≤ R, j ∈ m(r), and k ∈ G(r), we adopt the GLM to predict E(Xj|X J(r,k)) if groups
containing observed values of both Xj and X J(r,k) have a larger sample size than the number
of observed variables |J(r, k)|, or adopt the L1-regularized GLM [21] otherwise. To obtain the
L1-regularized GLM estimator, we apply the glmnet package (https://cran.r-project.org/web
packages/glmnet/index.html) in R. The imputed values in MBI are then computed based on the
estimated conditional expectation.
If the sample covariance matrix W (r) of g(r) from Group r is singular or close to singular,
we select the numbers of principle components t1 and t2 corresponding to Ω, which is W
(r)
11 or
W
(r)
22 − V (r)21 {V (r)11 }−1{V (r)21 }T , through minimizing the BIC-type of criterion [10]
Ψ(t) =
tr{Ω− Ω˜(t)}
tr{Ω} + t
log(nrd)
nrd
, (5)
where d is the dimension of Ω. Here, the Ω˜(t) =
∑t
j=1 λjvjv
T
j is an approximation of Ω based
on the t largest eigenvectors, where λj is the j-th largest eigenvalue of Ω, and vj is the eigenvector
of Ω corresponding to λj . Since tr{Ω− Ω˜(t)} =
∑d
j=t+1 λj , the minimizer of Ψ(t) is indeed the
number of eigenvalues which are larger than tr{Ω} log(nrd)/(nrd).
We plot an example of the objective function f ∗(β) in Figure 2 to illustrate the objective func-
tion f ∗(β) near true coefficients. In this example, there are three sources and four groups with
p1 = p2 = p3 = 20 and n1 = n2 = n3 = n4 = 1000, where each source contains one relevant
12
f ∗(β)
β2 β1
Figure 2: The objective function f ∗(β).
Algorithm 1
1. Obtain initial values β(0) based on complete observations. Set tolerance , and
the tuning parameters λ and a.
2. Estimate Xˆ(j)m(r) via the GLM or L1-regularized GLM depending on the sample
size for each r = 1, . . . , R and j ∈ G(r).
3. At the k-th iteration, given β(k−1) and sk−1 from the (k − 1)-th iteration:
(a) Select the number of principle components using (5) ifW (r) is singular for
r = 1, . . . , R.
(b) Calculate the conjugate direction sk using (6).
(c) Calculate the step size αk using (7).
(d) Update β(k) = β(k−1) + αksk.
4. Iterate Step 3 until the convergence criterion is satisfied, e.g., max
1≤j≤p
{|β(k)j −
β
(k−1)
j |} < .
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predictor with a signal strength of 1 and the missing patterns are the same as in Groups 1–4 in
Figure 1. The true coefficients of β1 and β2 are 1 and 0, respectively. Figure 2 shows that f ∗(β)
has a unique minimizer around the true coefficients.
To obtain the minimizer, we propose to iteratively decrease f ∗(β) via the nonlinear conjugate
gradient algorithm [13] which converges quadratically [11] without requiring the second derivative
of the objective function. At the k-th iteration, the conjugate direction is
sk = −∇f ∗(β(k−1)) + γk−1sk−1, (6)
where∇f ∗(β(k−1)) is the gradient of f ∗(β) at β = β(k−1),
γk−1 = −
{∇f ∗(β(k−1))}T ∇f ∗(β(k−1))
sTk−1 {∇f ∗(β(k−2))−∇f ∗(β(k−1))}
,
and s1 = −∇f ∗(β(0)). Here, the initial values β(0) are obtained by performing the Lasso method
[44] on complete observations, and the gradient is numerically calculated via central differences.
We determine the step size in the conjugate direction sk through a line search:
αk = argmin
α
f ∗(β(k−1) + αsk). (7)
We summarize the whole procedure for the implementation of the proposed method in Algorithm
1. Note that estimation of MBI is carried out in Step 2, and the nonlinear conjugate gradient
method is performed in Step 3.
To select the tuning parameter λ in the penalty function pλ(·), we propose a BIC-type criterion
(MBI-BIC) as follows:
MBI-BICλ = N · log
{
RSS(βˆλ)/N
}
+ dfλ · log(N),
where βˆλ is the proposed estimator for a given λ, dfλ is the number of non-zero estimated coeffi-
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cients in βˆλ, and RSS(βˆλ) =
∑R
r=1RSSr(βˆλ) is the residual sum of squares from all the missing
pattern groups with the r-th group
RSSr(βˆλ) =
1
Mr
∑
j∈G(r)
∑
i∈H(r)
{
yi − µ(j)i (βˆλ)
}2
.
Compared with the traditional Bayesian information criterion (BIC) [41], the proposed MBI-BIC
incorporates additional information from incomplete observations via the MBI. We select the op-
timal tuning parameter λ corresponding to the lowest MBI-BIC.
5 Theory
In this section, we provide the theoretical foundation of the proposed method under regularity con-
ditions. In particular, we establish estimation consistency, selection consistency, and asymptotic
normality of the proposed estimator. We also show that the proposed MBI leads to more efficient
estimation than a single imputation method. Throughout this section, we assume that sources of
covariates for each subject are missing at random.
5.1 Asymptotic properties for fixed p and q
In this subsection, we assume that p and q are both fixed as n → ∞, where n = min{n1, . . . ,
nR}. Let G(β) = (g1(β), . . . , gN(β))T be the estimating functions from N samples, where
gi(β) = (g
(1)
i (β)
T , . . . , g
(R)
i (β)
T )T is a column vector consisting of the i-th sample of all available
estimating functions with g(r)i (β) = 0 if i /∈ H(r) for 1 ≤ r ≤ R. We require the following
regularity conditions:
Condition 1. For any 1 ≤ r ≤ R, k ∈ G(r), l, u ∈ m(r), and j ∈ J(r, k), we have
1
nr
∑
i∈H(r)
Xij
{
E(Xil|XiJ(r,k))− Eˆ(Xl|XiJ(r,k))
}
= Op
(√
log n
n
)
, (8)
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1nr
∑
i∈H(r)
Eˆ(Xu|XiJ(r,k))
{
E(Xil|XiJ(r,k))− Eˆ(Xl|XiJ(r,k))
}
= Op
(√
log n
n
)
, (9)
and
E(X4j ) <∞, E(X4l ) <∞, E(ε4) <∞, E
{
Eˆ(Xl|X J(r,k))
}4
<∞,
where XiJ(r,k) is a vector consisting of samples Xiv for all v ∈ J(r, k), and Eˆ(Xl|XiJ(r,k)) is an
estimator of E(Xl|X J(r,k) = XiJ(r,k)).
Condition 2. For any 1 ≤ r ≤ R, with a sufficiently large n,
P (Columns ofG(r)(β0) are linearly dependent when β0m(r) 6= 0) = 0,
where G(r)(β) = (g(r)1 (β), . . . , g
(r)
N (β))
T is a submatrix of G(β) with columns representing esti-
mating functions of the r-th group.
Condition 3. For each 1 ≤ j ≤ p, there exists 1 ≤ r ≤ R such that j ∈ a(r) ∩ {∪k∈G(r)a(k)}.
Condition 4. Assume that lim
n→∞
n/nr exists and is finite for any 1 ≤ r ≤ R.
Note that, equations (8) and (9) in Condition 1 are satisfied if the consistency of a coefficient
estimator for X J(r,m) holds under a linear model in predicting Xl and Xu, which can be obtained
through the least squares or GLM [14] estimator. Moreover, Condition 1 requires the existence
of the fourth moments of covariates and the error term. Condition 2 holds when the block-wise
imputations based on different missing pattern groups are distinct with probability 1. Condition
3 is satisfied when the block-wise missing data contain complete cases, while for data with no
complete cases, it requires that each covariate is observed from at least one group and utilized in
the MBI to predict missing values. Additionally, Condition 4 assumes that ratios between sample
sizes of different missing pattern groups are finite as n goes to infinity.
To simplify expression of the following theorem, we define some notations. Let βAS and βAN
be vectors of βj for j ∈ AS or j ∈ AN , respectively. Let G∗0(β) = G(β){U(β0)}T be the
sample matrix for transformed estimating functions with linearly independent columns at β = β0.
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Denote an index set for estimating functions of the r-th group in G∗0(β) by E(r). In addition, we
let Vˆ1 = {G∗0(β0)}TDG∗0(β0), Vˆ2 = ∇AS(1TDG∗0)(β0) be the first derivative of 1TDG∗0 with
respect to βAS , and V = (V2V
−1
1 V
T
2 )
−1V3(V2V −11 V
T
2 )
−1, where V1 and V2 are expectations of
Vˆ1 and Vˆ2, V3 = V2D˜
1/2
0 V
−1
1 D˜
1/2
0 V
T
2 , and D and D˜0 are diagonal matrices with Dii = 1/nr if
i ∈ H(r), and (D˜0)ii = lim
n→∞
n/nr if i ∈ E(r), respectively.
Theorem 1. Under Conditions 1–3, if λn
√
n/ log n → 0 and λn
√
n/
√
log n → ∞ as n → ∞,
then there exists a local minimizer βˆ of f ∗(β) such that the following properties hold:
(i) Estimation consistency: ‖βˆ − β0‖2 = Op(n−1/2 log n).
(ii) Sparsity recovery: P (βˆAN = 0)→ 1 as n→∞.
(iii) Asymptotic normality: If Condition 4 holds, then
√
n(βˆAS − β0AS)
d→ N(0,V ).
Theorem 1 states that the proposed estimator is almost root-n consistent and selects the true
model with probability approaching 1. In addition, the estimator of nonzero coefficients βˆAS is
asymptotically normal under Condition 4. The empirical covariance matrix of βˆAS is Vˆ simi-
larly defined as V but replacing V1, V2, and V3 by Vˆ1, Vˆ2, and Vˆ3, respectively, where Vˆ3 =
Vˆ2D˜
1/2Vˆ −11 D˜
1/2Vˆ T2 , and D˜ is a diagonal matrix with (D˜)ii = n/nr if i ∈ E(r).
If only a single regression imputation based on complete observations is utilized, the sample
estimating functions are G(1)(β) = G(β){U(1)}T , where U(1) selects estimating functions corre-
sponding to the single imputation. Then, the empirical covariance matrix of the estimator induced
by G(1)(β) is Vˆ (1), where Vˆ (1), Vˆ
(1)
1 , Vˆ
(1)
2 , and Vˆ
(1)
3 are similarly defined as Vˆ , Vˆ1, Vˆ2, and Vˆ3,
respectively, except thatG∗0(β
0) and D˜ are replaced byG(1)(β0) and D˜(1), and D˜(1) is a diagonal
matrix with (D˜(1))ii = n/nr if the i-th estimating function inG(1) corresponds to the r-th group.
In the following proposition, we show that utilizing the MBI improves the empirical efficiency
of the parameter estimation with a smaller asymptotic variance compared with a single imputation
approach. Let λmax(·) denote the largest eigenvalue of a matrix.
Proposition 1. Under the conditions in Theorem 1, Vˆ (1) − Vˆ is positive semi-definite if n/nM ≥
λmax(F ), where F = {Vˆ (1)2 (Vˆ (1)1 )−1(Vˆ (1)2 )T}1/2(Vˆ2Vˆ −11 Vˆ T2 )−1{Vˆ (1)2 (Vˆ (1)1 )−1(Vˆ (1)2 )T}1/2 and
nM = max{n1, . . . , nR}.
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Proposition 1 indicates that the proposed estimator with MBI gains efficiency through incor-
porating additional information from incomplete case groups. Since the eigenvalues of F are all
smaller than 1 based on the proof of Proposition 1, n/nM ≥ λmax(F ) holds for sufficiently large n
when subjects are almost evenly assigned to different groups as n goes to infinity. In the following,
we will establish consistency of the proposed estimator for diverging p and q.
5.2 Consistency for diverging p and q
In this subsection, we consider cases when p and q increase as n increases, that is, p = pn and
q = qn. We assume that the number of sources does not diverge as n goes to infinity. Let
H(β) =
({1TD∂1G(β)}T , . . . , {1TD∂pG(β)}T )T , HAS(β) and HAN (β) be sub-matrices of
H(β) consisting of rows corresponding to covariates indexed by AS and AN , respectively, where
∂jG(β) denotes the first derivative of G(β) with respect to βj for 1 ≤ j ≤ p. We also let
Ŵ (β) = {U(β0)}T{W ∗0 (β)}−1U(β0) be an estimator of the weighting matrix for all estimating
functions, W˜ (β) = HAS(β)Ŵ (β){HAS(β)}T , and B0 = {β : ‖β − β0‖∞ ≤ n−κ0 log n} be a
neighborhood of β0 for some constant κ0, where W ∗0 (β) = G
∗
0(β)
TDG∗0(β). Denote the mini-
mum signal by βmin = min
j∈AS
|β0j |, and the smallest eigenvalue of a matrix by λmin(·). For simplicity,
we write w.p.a.1 as shorthand for “with probability approaching one.” Since the dimensions of G
and β diverge as n grows, we require the following regularity conditions.
Condition 5. For β ∈ B0, and some positive constants κ4 and κ3 < min{κ′1/2 − κ0/2, κ′1/4 −
κ2/4}, max
i,j∈AS
‖{∂iG(β)}TD∂jG(β)‖∞ = Op(nκ3), max
1≤j≤pn
‖{∂jG(β)}TDG(β)‖∞ = Op(nκ3),
‖Ŵ (β)‖∞ = Op(nκ3), ‖H(β)‖∞ = Op(nκ3), λmin(W˜ (β)) > κ4 w.p.a.1, where κ′1 = κ1 − 1/6,
κ1 ∈ (1/6, 1/2] and κ0, κ2 ∈ (0, κ′1] are constants.
Condition 5 controls the norms of matrices related to the estimating function matrix G for β
in a neighborhood of true coefficients, which is similar to the conditions in [16, Theorem B.1 and
Theorem B.2]. In particular, the condition assumes a lower bound for eigenvalues of W˜ to ensure
a strict local minimizer of the objective function f ∗(β). Let Tn(β) = ∇2NSLn(β){∇2SSLn(β)}−1,
18
where Ln(β) is the first term in (4) with U = U(β0). Here, ∇2NSLn(β) is a sub-matrix of
the Hessian matrix of Ln(β) with rows and columns indexed by AN and AS , respectively, while
∇2SSLn(β) is defined similarly with rows and columns both indexed by AS .
Condition 6. For some constant τ1 > κ0 + κ2, p′λn(βmin/2) = O(n
−τ1) and λ−1n ‖Tn(β)‖∞ ≤
min{η1/p′λn(βmin/2), Op(nη2)}, where η1 ∈ (0, 1) and η2 ∈ (0, κ′1 − 2κ3) are constants.
Condition 6 is standard for the SCAD penalty [18], where p′λn(βmin/2) = O(n
−τ1) can be
satisfied as long as βmin is large enough, since p′λn(·) is decreasing. The requirement for Tn(β) is
similar to the irrepresentable condition of the SCAD penalty under high-dimensionality [18], but
is derived for the loss function based on estimating equations instead of the least squares loss. For
each 1 ≤ r ≤ R and k ∈ G(k), let Xˆ(r,k) be the completed data in Group r using imputed values
based on Group k, and X¯(r,k) be the samples in Group r but with missing values in the i-th sample
replaced by E(Xm(r)|XiJ(r,k)).
Condition 7. There exists a constant τ2 > κ1 − 1/6 such that for β ∈ B0 and 1 ≤ r ≤ R,
k ∈ G(r), ∥∥∥∥ 1nr {Zˆ(r,k)}T
{
X¯(r,k) − Xˆ(r,k)
}
β
∥∥∥∥
∞
= Op(n
−τ2
√
log n), (10)
andE
[∣∣Z {ε+ (Xm(r) − E(Xm(r)|X J(r,k)))βm(r)}∣∣3] = o(√n),where Zˆ(r,k) consists of columns
in Xˆ(r,k) indexed by a(k), and Z = Xj or Eˆ(Xl|X J(r,k)) for l ∈ m(r) and j ∈ J(r, k).
Condition 7 is analogous to Condition 1. Similar to equations (8) and (9), equation (10) can
be obtained through the Lasso [56] or SCAD [18] under linear regression models in predicting
missing covariates, assuming that the magnitude of true coefficients and the numbers of missing
covariates across groups do not diverge too fast as n→∞.
Theorem 2 (Consistency under high-dimensionality). Under Conditions 2 and 5–7, if log pn =
O(n1−2κ1), qn = O(nκ2) and βmin > n−κ0 log n, then there exists a strict local minimizer βˆ of
f ∗(β) in (4) such that the following properties hold:
(i) Estimation consistency: ‖βˆ − β0‖∞ = Op(n−κ0
√
log n).
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(ii) Sparsity recovery: P (βˆAN = 0)→ 1 as n→∞.
Theorem 2 states that when the number of covariates grows exponentially, the proposed method
still processes estimation consistency and recovers sparsity accurately under regularity conditions.
That is, the proposed estimator selects the true model with probability tending to 1. We provide
the proofs of Theorems 1–2 and Proposition 1 in the supplementary material.
6 Simulation study
In this section, we provide simulation studies to compare the proposed method with existing model
selection approaches for handling block-wise missing data, including complete case analysis with
the SCAD penalty (CC-SCAD), the single imputation with SCAD penalty (SI-SCAD), the iSFS,
the DISCOM, and the DISCOM with Huber’s M-estimate (DISCOM-Huber). The simulation re-
sults show that the proposed method achieves higher model selection accuracy than other compet-
ing methods through fully utilizing information from incomplete samples. We simulate data from
a linear model (1) using 50 replications, where ε ∼ N(0, IN) and each row of X is independent
and identically distributed from a normal distribution with mean 0 and an exchangeable covariance
matrix determined by a variance parameter σ2 = 1 and a covariance parameter ρ. We also carry out
simulations with binary covariates or an unstructured correlation matrix. The simulation results for
the unstructured correlation matrix are provided in the supplementary material.
The proposed method is implemented based on Algorithm 1. The imputation in SI-SCAD
is estimated in a similar fashion but only based on the complete case group. The minimization
problem in CC-SCAD and SI-SCAD is solved through the coordinate descent algorithm. We
utilize the Matlab codes in https://github.com/coderxiang/MachLearnScripts to calculate the
iSFS estimator. The implementation of DISCOM and DISCOM-Huber is provide by [53]. In
addition, we tune the parameter λ for the CC-SCAD, SI-SCAD, and iSFS via BIC. Following [53],
the λ in DISCOM and DISCOM-Huber is tuned by a validation set from the complete observations.
For the methods with the SCAD penalty, we choose a = 3.7 [15].
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We calculate the false negative rate (FNR) representing the proportion of unselected relevant
covariates and the false positive rate (FPR) representing the proportion of selected irrelevant co-
variates as follows:
∑p
j=1 I(βˆj = 0, β
0
j 6= 0)∑p
j=1 I(β
0
j 6= 0)
and
∑p
j=1 I(βˆj 6= 0, β0j = 0)∑p
j=1 I(β
0
j = 0)
.
We say that a method has better model selection performance if the overall false negative plus false
positive rate (FNR+FPR) is smaller. We compare all the methods under the following five settings
where the relevant predictors in Source k share the same signal strength βsk for k = 1, . . . , S. In the
first two settings, we assume missing at random and missing completely at random, respectively,
while we assume informative missing in the third and fourth settings. In addition, we consider data
with no complete observations in the last setting.
Setting 1: Let N = 700, p = 40, q = 14, R = 4, S = 4, n1 = 30, n2 = n3 = 220, n4 = 230,
p1 = p2 = p3 = 12, p4 = 4, (βs1, βs2, βs3, βs4) = (6, 7, 8, 9), and ρ = 0.4, 0.5, 0.6, 0.7, or 0.8.
Each of the first three sources contains four relevant covariates, and the last source contains two
relevant covariates. Samples are sequentially randomly assigned into the complete case group
with probabilities proportional to exp(−ai) for 1 ≤ i ≤ N , where ai = 10(Xi37 + · · · + Xi40)
and Xi37, . . . , Xi40 are the four covariates from Source 4 for the i-th sample. Otherwise, they are
uniformly assigned to the other three groups, where Sources 1–3 have the same missing structure
as the three sources in Groups 2–4 in Figure 1, and Source 4 covariates are all observed. This
assignment ensures that samples with higher ai are less likely to be assigned to Group 1 of the
complete cases.
Since ai depends on Source 4 covariates which are observed across all the missing patterns,
samples in Setting 1 are missing at random. The proposed method outperforms other competing
methods for various correlations even with a high missing rate (95.7%) as we are able to extract
more information from incomplete samples. Table 1 shows that the overall FNR+FPR of the
proposed method is the lowest among all methods. For example, when ρ = 0.7, the FNR+FPR
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of the proposed method is 0.481, which is only 66.5%, 56.7%, 62.5%, 63.5%, and 51.5% of the
FNR+FPR of CC-SCAD, SI-SCAD, DISCOM, DISCOM-Huber, and iSFS, respectively. Note
that the FNR+FPR of iSFS is the same for different ρ since the iSFS always selects Source 4
covariates. This is possibly due to the larger weight of Source 4 when applying the iSFS approach,
as covariates of Source 4 are observed in all samples.
We also investigate the performance of the proposed method under high-dimensional situations
in the following Setting 2.
Setting 2: Let N = 90, p = 150, q = 10, R = 4, S = 3, n1 = 40, n2 = 30, n3 = n4 = 10,
p1 = 15, p2 = 20, p3 = 115, (βs1, βs2, βs3) = (6, 5, 4), and ρ = 0.4, 0.5, 0.6, 0.7, or 0.8. Sources
1, 2, and 3 contain 4, 3, and 3 relevant covariates, respectively. All the samples are uniformly
assigned to the four groups, which have the same missing structure as Groups 1–4 in Figure 1.
The proposed method is more powerful in variable selection than other methods under the
high-dimensional situations, as its FNR+FPR is the smallest among all the methods, as indicated
in Table 2. In particular, the proposed method performs especially effectively when correlations
among covariates are as strong as 0.8, with FNR+FPR = 0.251, much smaller than any FNR+FPR
of other methods. This is possibly because the strong correlations improve imputations in MBI,
which compensate the negative effect of highly correlated covariates on variable selection under
high-dimensional settings [58, 18].
In the next setting, we consider the missing not at random.
Setting 3: Let N = 250, p = 60, q = 15, R = 4, S = 3, n1 = n2 = 45, n3 = n4 = 80,
p1 = p2 = p3 = 20, (βs1, βs2, βs3) = (2.5, 3, 3.5), and ρ = 0.4, 0.6, or 0.8. Each source contains
five relevant covariates. Here, missing group assignment of the samples is the same as in Setting
1, except that there is no Source 4 and ai = 3(Xi1 + · · · + Xi5 + yi), where Xi1, . . . , Xi5 are the
i-th sample of the five relevant covariates from Source 1.
In Setting 3, the probability of a missing sample depends on missing covariates and the re-
sponse variable, which leads to informative missingness and biased imputation based on the com-
plete group in SI-SCAD. In contrast, the proposed method, incorporating additional imputed values
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through aggregating different missing patterns, is able to reduce the selection bias caused by miss-
ingness. For example, when ρ = 0.6, the FNR+FPR of the proposed method is 0.402, less than
those of other methods. Note that the FNRs of DISCOM and DISCOM-Huber are small since these
two methods tend to over-select variables, consequently producing large FPRs. On the other hand,
the CC-SCAD tends to select fewer variables due to insufficient numbers of complete observations,
which leads to small FPR and large FNR.
In the following Setting 4, we consider binary covariates. We first simulate data from a multi-
variate normal distribution with correlation ρ similarly as in previous settings, and then transform
each covariate Xj in Source 1 to sign(Xj).
Setting 4: Let N = 250, p = 60, q = 15, R = 4, S = 3, n1 = 45, n2 = n3 = 265, n4 = 125,
p1 = p2 = p3 = 20, (βs1, βs2, βs3) = (7, 8, 9), and ρ = 0.4 or 0.7. Sources 1, 2, and 3 contain 2,
6, and 7 relevant covariates, respectively. Missing group assignment of the samples is the same as
that in Setting 3, except that ai = 10yi for 1 ≤ i ≤ N .
In addition to FNR and FPR, we also calculate the mean-squared-error (MSE) of the estima-
tors. Table 4 shows that the proposed method has the smallest FNR+FPR and MSE among all the
methods under Setting 4, indicating that the proposed method performs better than other compet-
ing methods in both variable selection and coefficient estimation under the situations with binary
covariates. Note that although the CC-SCAD does not perform well in estimation due to informa-
tive missing, it is still able to select variables more accurately than all other methods except the
proposed method, especially for relatively small ρ. Moreover, the DISCOM and DISCOM-Huber
perform the worst in this setting, possibly because the DISCOM methods are based on covariances.
Setting 5: We follow similarly as in Setting 3, except that there is no complete case group and
R = 3. Let N = 300, n1 = n2 = n3 = 100, (βs1, βs2, βs3) = (0.8, 1, 1.5), ρ = 0.5, 0.6, 0.7, or 0.8.
All the samples are uniformly assigned to the three missing groups.
The proposed method is capable of handling data with no complete observations. However,
complete observations are required for CC-SCAD, SI-SCAD, DISCOM, and DISCOM-Huber.
Thus, we only compare the proposed method with iSFS in this setting. The proposed method
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ρ Proposed method CC-SCAD SI-SCAD DISCOM DISCOM-Huber iSFS
0.4 0.536 0.624 0.784 0.859 0.854 0.934
0.5 0.546 0.629 0.859 0.846 0.842 0.934
0.6 0.513 0.740 0.826 0.803 0.806 0.934
0.7 0.481 0.723 0.849 0.770 0.758 0.934
0.8 0.533 0.789 0.824 0.727 0.710 0.934
Table 1: FNR+FPR under Setting 1.
ρ Proposed method CC-SCAD SI-SCAD DISCOM DISCOM-Huber iSFS
0.4 0.256 0.530 0.275 0.558 0.569 0.714
0.5 0.261 0.639 0.294 0.609 0.604 0.706
0.6 0.237 0.675 0.370 0.641 0.683 0.679
0.7 0.283 0.789 0.539 0.654 0.740 0.746
0.8 0.251 0.854 0.725 0.715 0.715 0.732
Table 2: FNR+FPR under Setting 2.
ρ = 0.4 ρ = 0.6 ρ = 0.8
Method
FNR FPR FNR+FPR FNR FPR FNR+FPR FNR FPR FNR+FPR
Proposed method 0.096 0.298 0.394 0.105 0.297 0.402 0.123 0.294 0.417
CC-SCAD 0.351 0.090 0.440 0.461 0.082 0.543 0.613 0.070 0.683
SI-SCAD 0.492 0.308 0.800 0.455 0.288 0.743 0.492 0.280 0.772
DISCOM 0.000 0.541 0.541 0.001 0.541 0.542 0.015 0.465 0.480
DISCOM-Huber 0.009 0.509 0.518 0.069 0.472 0.541 0.196 0.380 0.576
iSFS 0.425 0.289 0.714 0.440 0.304 0.744 0.479 0.285 0.764
Table 3: FNR, FPR, and FNR+FPR under Setting 3.
ρ = 0.4 ρ = 0.7
Method
FNR FPR FNR+FPR MSE FNR FPR FNR+FPR MSE
Proposed method 0.024 0.160 0.184 1.570 0.052 0.151 0.203 2.449
CC-SCAD 0.368 0.096 0.464 16.409 0.588 0.056 0.644 33.813
SI-SCAD 0.264 0.454 0.718 15.291 0.319 0.451 0.770 18.715
DISCOM 0.000 0.726 0.726 2.560 0.000 0.703 0.703 3.909
DISCOM-Huber 0.000 0.916 0.916 39.614 0.005 0.872 0.877 47.117
iSFS 0.215 0.331 0.545 9.758 0.184 0.420 0.604 11.932
Table 4: FNR, FPR, FNR+FPR, and MSE under Setting 4.
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FNR FPR FNR+FPR MSE
ρ
Proposed iSFS Proposed iSFS Proposed iSFS Proposed iSFS
0.5 0.267 0.395 0.233 0.380 0.500 0.774 0.258 0.255
0.6 0.228 0.405 0.154 0.380 0.382 0.785 0.174 0.262
0.7 0.221 0.428 0.135 0.377 0.356 0.805 0.148 0.296
0.8 0.201 0.435 0.114 0.370 0.316 0.804 0.120 0.326
Table 5: FNR, FPR, FNR+FPR, and MSE under Setting 5. “Proposed” stands for the proposed
method.
performs better than iSFS on both estimation and variable selection especially when the correla-
tions among covariates are strong. Table 5 shows that the FNR, FPR, and MSE of the proposed
method are less than those of iSFS, respectively, in most situations. Moreover, the FNR+FPR of
the proposed method decreases as ρ increases, indicating that incorporating correlation informa-
tion among covariates plays an important role in imputation especially when there are no complete
cases.
7 Real data application
In this section, we apply the proposed method to the Alzheimer’s Disease Neuroimaging Initiative
(ADNI) study [35] and compare it with existing approaches. A primary goal of this study is to iden-
tify biomarkers which can track the progression of Alzheimer’s Disease (AD). Since the cognitive
score from the Mini-Mental State Examination (MMSE) [20] can measure cognitive impairment
and is a diagnostic indicator of Alzheimer’s disease [45], we treat the MMSE as the response vari-
able, and intend to select biomarkers from three complementary data sources: MRI, PET, and gene
expression. The MRI is segmented and analyzed in FreeSurfer by the Center for Imaging of Neu-
rodegnerative Diseases at the University of California, San Francisco, which produces quantitative
variables on volume, surface area, and thickness of regions of interest. Quantitative variables from
PET images are computed by the Jagust Lab at the University of California, Berkeley, while gene
expression variables are extracted form blood samples by Bristol-Myers Squibb laboratories.
We mainly focus on quantitative variables from MRI, PET, and gene expression in the second
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phrase of the ADNI study (ADNI-2) at month 48 where block-wise missingness emerges due to
low-quality images, high cost of measurements, or patients’ dropouts. We screen out 100 features
from each source through iterative sure independence screening (ISIS) [17], and select subjects
containing observations from at least two sources. In total, there are 300 features and 223 subjects
in four groups with 69 complete observations, that is, p = 300, N = 223, and R = 4, where the
four groups have the same missing pattern structure as Groups 1–4 in Figure 1. As the missing rate
of this dataset is nearly 70%, it is important to fully utilize incomplete observations such as with
the proposed method.
To compare the performance of the proposed method with existing methods, we randomly
split the data into a test set and a training set 100 times. The test set consists of 20% of all the
samples, which are randomly selected from complete observations, while the training set contains
the remaining 80% of all the samples with a missing rate of 86.5%. Let yi be the i-th true response
value in the test set, and yˆi be the corresponding fitted value using the model based on the training
data. We calculate the prediction root-mean-squared error (RMSE)
√
T−1
∑T
i=1(yˆi − yi)2 for each
test set corresponding to each method, where T is the number of observations in the test set. We
also calculate the relative improvement (RI-RMSE) of the proposed method over other methods
in terms of mean RMSE based on the 100 replications. Specifically, the RI-RMSE of any given
method is the ratio of the difference between the mean RMSE of the given method and the proposed
method, to the mean RMSE of the given method. To investigate data with a higher missing rate,
we also randomly partition all the samples into 25% test and 75% training sets with a missing rate
of 92.2% for 100 times, and calculate the corresponding RMSE and RI-RMSE in a similar fashion.
In general, the proposed method achieves higher variable selection and prediction accuracy
than all other methods for the ADNI data due to incorporating correlation information from in-
complete observations. Specifically, Table 6 shows that the mean RMSE of the proposed method
is smaller than that of any other method under two missing rates, even though the proposed method
selects fewer variables than most of the other methods, which implies that the proposed method
selects variables more accurately. More precisely, the proposed method reduces the RMSE of any
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86.5% missing rate 92.2% missing rate
Method
NS Mean SD RI-RMSE NS Mean SD RI-RMSE
Proposed method 26 4.586 0.569 – 24 4.724 0.431 –
CC-SCAD 11 5.304 0.739 15.7% 7 5.510 1.108 16.6%
SI-SCAD 36 5.224 0.753 13.9% 36 5.687 0.816 20.4%
DISCOM 91 6.199 0.653 35.2% 112 6.579 0.722 39.3%
DISCOM-Huber 103 5.314 0.563 15.9% 126 5.540 0.708 17.3%
iSFS 57 38.875 3.857 >100% 57 39.674 4.022 >100%
Table 6: The “NS” represents the mean number of selected variables. The “Mean” and “SD”
represent mean and standard deviation of RMSE based on 100 replications, respectively. The “RI-
RMSE” for any method is the relative improvement of the proposed method over the competing
method for the ADNI data.
other method by more than 10%, according to the RI-RMSE. Moreover, the relative improvement
increases as the missing rate increases, indicating that the proposed method is more effective in
integrating data from incomplete subjects than other methods. In addition, the proposed method
produces smaller standard deviation of the RMSE and thus is more stable than most other methods.
The CC-SCAD only selects 11 or 7 variables since there are only 24 or 13 complete observations
for 80% or 85% training sets, respectively. The DISCOM and DISCOM-Huber select more vari-
ables than other methods, and iSFS performs the worst, which is consistent with the simulation
findings in Section 6.
Tables 7 and 8 provide the first NS variables most frequently selected by each method based on
the 100 training sets with 86.5% missing rate, where NS is the mean number of variables selected
by the corresponding method. The 26 variables selected by the proposed method contain 10, 8, and
8 biomarkers from MRI, gene expression, and PET, respectively, most of which are also selected
by other methods. In particular, the “ST7SV,” “ST29SV,” “ST90CV,” and PET variables selected
by the proposed method are also selected by the DISCOM, DISCOM-Huber, and iSFS. The 8 PET
biomarkers represent the sizes of fusiform, inferior lateral ventricle (left and right), cerebrospinal
fluid, entorhinal, parahippocampal, middle temporal, and supramarginal areas which are all related
to the presence of AD [22, 1, 4, 47, 46, 12, 48]. In addition, the “ST29SV” is the volume of the
left hippocampus which atrophies in AD patients [43]. Furthermore, the “11748045_x_at” and
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“11719499_at” from the gene expression source are only selected by the proposed method, rep-
resenting the low density lipoprotein receptor gene and monoamine oxidase B gene, respectively,
which are both candidate genes associated with AD [30, 40].
In summary, the proposed method produces smaller RMSE for prediction in test sets than
other competing methods with fewer selected variables, indicating that our method achieves better
performance in variable selection. Moreover, the biomarkers selected by the proposed method
are indeed important and relevant to the response variable, which are also confirmed by medical
studies.
8 Discussion
In this paper, we propose the multiple block-wise imputation approach to solve the block-wise
missing problem arising from multi-source data. The proposed method improves variable selection
accuracy through incorporating more information about missing covariates from incomplete case
groups.
The existing methods for missing data do not fully utilize the structure of block-wise miss-
ing data to impute missing values and select relevant covariates. In contrast, the proposed MBI
estimates missing variables within a group based on other group information, including complete
and incomplete subject groups as well, where the complete subject group contains more observed
variables, while incomplete groups incorporate more samples.
To integrate all the block-wise imputations and missing patterns, we propose to combine esti-
mating equations optimally and put more weight on estimating functions from groups with either
fewer missing values or more accurate imputation. The proposed estimator is obtained through
minimizing the penalized generalized method of moments.
We show that the proposed method outperforms existing competitive methods in numerical
studies, even for informative missing. Specifically, the proposed method is more powerful in han-
dling informative missing data since the MBI reduces selection bias through aggregating more
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Method Biomarkers selected
Proposed method
ST7SV, ST21SV, ST29SV, ST32TA, ST40TA, ST52TS, ST60TA, ST71SV,
ST90CV, ST111TS, 11737668_at, 11748045_x_at, 11716639_a_at,
11723246_s_at, 11739586_a_at, 11760100_x_at, 11719499_at,
11716721_a_at, CTX_LH_FUSIFORM_SIZE, RIGHT_INF_LAT_VENT_SIZE,
LEFT_INF_LAT_VENT_SIZE, CSF_SIZE, CTX_RH_ENTORHINAL_SIZE,
CTX_LH_PARAHIPPOCAMPAL_SIZE, CTX_LH_MIDDLETEMPORAL_SIZE,
CTX_LH_SUPRAMARGINAL_SIZE
CC-SCAD
ST60TA, ST68SV, ST111TS, 11723246_s_at, 11716639_a_at,
11737668_at, 11760100_x_at, 11716721_a_at, 11746766_a_at,
11761965_at, 11737372_at
SI-SCAD
ST25TA, ST30SV, ST31TS, ST32CV, ST35TS, ST39TA, ST60TA,
ST69SV, ST72CV, ST74TA, ST90TA, ST93CV, ST113TA,
ST114TA, ST119TA, ST129TA, 11743801_at, 11724946_at,
11727226_at, 11730174_at, 11753548_x_at, 11737372_at,
11759812_at, 11737155_at, 11745906_at, 11746766_a_at,
11737596_x_at, 11724191_a_at, 11760100_x_at, 11726492_a_at,
11739586_a_at, 11750206_a_at, 11743324_a_at, 11723246_s_at,
RIGHT_CHOROID_PLEXUS_SIZE, WM_HYPOINTENSITIES
DISCOM
ST7SV, ST12SV, ST13CV, ST13TA, ST15CV, ST15TA, ST21SV,
ST24CV, ST24TA, ST25TA, ST26TA, ST26CV, ST29SV, ST30SV,
ST31CV, ST32CV, ST34CV, ST37SV, ST40CV, ST50CV, ST52CV,
ST56CV, ST58CV, ST59CV, ST60CV, ST68SV, ST69SV, ST70SV,
ST71SV, ST72CV, ST80SV, ST83CV, ST85CV, ST88SV, ST89SV,
ST90CV, ST91CV, ST93CV, ST96SV, ST99CV, ST103TA, ST103CV,
ST104TA, ST109TA, ST110TA, ST111CV, ST111TA, ST111TS, ST113TA,
ST114TA, ST115TA, ST116TA, ST117CV, ST117TA, ST118CV, ST118TA,
ST119TA, ST121TA, ST127SV, ST129CV, ST129TA, ST130TA, ST147SV,
ST148SV, 11728584_s_at, 11754084_x_at, CTX_LH_ENTORHINAL_SIZE,
CTX_RH_FUSIFORM_SIZE, CSF_SIZE, CTX_LH_FUSIFORM_SIZE,
CTX_LH_INFERIORTEMPORAL_SIZE, CTX_RH_INFERIORTEMPORAL_SIZE,
CTX_RH_PARAHIPPOCAMPAL_SIZE, CTX_LH_SUPERIORTEMPORAL_SIZE,
CTX_RH_MIDDLETEMPORAL_SIZE, CTX_LH_SUPRAMARGINAL_SIZE,
CTX_RH_SUPERIORPARIETAL_SIZE, CTX_RH_SUPRAMARGINAL_SIZE,
CTX_LH_MIDDLETEMPORAL_SIZE, CTX_LH_PARAHIPPOCAMPAL_SIZE,
RIGHT_CHOROID_PLEXUS_SIZE, LEFT_ACCUMBENS_AREA_SIZE,
CTX_LH_INFERIORPARIETAL_SIZE, RIGHT_INF_LAT_VENT_SIZE,
CTX_RH_ENTORHINAL_SIZE, LEFT_HIPPOCAMPUS_SIZE,
RIGHT_HIPPOCAMPUS_SIZE, LEFT_INF_LAT_VENT_SIZE,
RIGHT_AMYGDALA_SIZE, CTX_LH_BANKSSTS_SIZE, LEFT_AMYGDALA_SIZE
Table 7: Biomarkers selected by the proposed method, CC-SCAD, SI-SCAD, and DISCOM.
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Method Biomarkers selected
DISCOM-Huber
ST7SV, ST12SV, ST13CV, ST13TA, ST15CV, ST15TA, ST21SV, ST24CV,
ST24TA, ST25TA, ST26CV, ST26TA, ST29SV, ST30SV, ST31CV,
ST31TA, ST31TS, ST32CV, ST32TA, ST34CV, ST34TA, ST35TA,
ST35TS, ST36TA, ST37SV, ST38TA, ST39TA, ST40CV, ST40TA,
ST45TA, ST47TA, ST50CV, ST52CV, ST56CV, ST58CV, ST59CV,
ST60CV, ST68SV, ST69SV, ST70SV, ST71SV, ST72CV, ST80SV,
ST83CV, ST85CV, ST88SV, ST89SV, ST90CV, ST91CV, ST93CV,
ST96SV, ST99CV, ST103CV, ST103TA, ST106TA, ST109TA, ST110TA,
ST111CV, ST111TA, ST111TS, ST113TA,ST114TA, ST115TA, ST116TA,
ST117CV, ST117TA, ST118CV, ST118TA, ST119TA, ST121TA, ST127SV,
ST129CV, ST129TA, ST130TA, ST147SV, ST148SV, 11715588_x_at,
11754084_x_at, CTX_RH_FUSIFORM_SIZE, CTX_LH_ENTORHINAL_SIZE,
CTX_LH_INFERIORPARIETAL_SIZE, CTX_RH_SUPERIORPARIETAL_SIZE,
CTX_RH_SUPRAMARGINAL_SIZE, CTX_LH_MIDDLETEMPORAL_SIZE,
CTX_LH_INFERIORTEMPORAL_SIZE, CTX_LH_PARAHIPPOCAMPAL_SIZE,
CTX_RH_INFERIORTEMPORAL_SIZE, CTX_RH_PARAHIPPOCAMPAL_SIZE,
CTX_LH_SUPERIORTEMPORAL_SIZE, CTX_RH_MIDDLETEMPORAL_SIZE,
CTX_LH_SUPRAMARGINAL_SIZE, RIGHT_HIPPOCAMPUS_SIZE,
RIGHT_CHOROID_PLEXUS_SIZE, RIGHT_INF_LAT_VENT_SIZE,
LEFT_ACCUMBENS_AREA_SIZE, CTX_RH_ENTORHINAL_SIZE,
LEFT_AMYGDALA_SIZE, LEFT_HIPPOCAMPUS_SIZE, CSF_SIZE,
LEFT_INF_LAT_VENT_SIZE, RIGHT_AMYGDALA_SIZE,
CTX_LH_FUSIFORM_SIZE, CTX_LH_BANKSSTS_SIZE
iSFS
ST7SV, ST13CV, ST15CV, ST24CV, ST26CV, ST29SV, ST30SV, ST31CV,
ST32CV, ST37SV, ST40CV, ST52CV, ST56CV, ST58CV, ST59CV,
ST60CV, ST80SV, ST83CV, ST85CV, ST88SV, ST89SV, ST90CV,
ST91CV, ST96SV, ST99CV, ST103CV, ST111CV, ST117CV, ST118CV,
ST127SV, ST129CV, ST147SV, ST148SV, LEFT_AMYGDALA_SIZE,
CTX_LH_FUSIFORM_SIZE, CTX_LH_INFERIORTEMPORAL_SIZE,
CTX_LH_PARAHIPPOCAMPAL_SIZE, CTX_RH_INFERIORTEMPORAL_SIZE,
CTX_LH_SUPERIORTEMPORAL_SIZE, CTX_RH_MIDDLETEMPORAL_SIZE,
CTX_LH_SUPRAMARGINAL_SIZE, CTX_RH_SUPERIORPARIETAL_SIZE,
CTX_RH_SUPRAMARGINAL_SIZE, CTX_LH_MIDDLETEMPORAL_SIZE,
CTX_LH_INFERIORPARIETAL_SIZE, CTX_RH_PARAHIPPOCAMPAL_SIZE,
CTX_RH_ENTORHINAL_SIZE, CTX_RH_FUSIFORM_SIZE, CSF_SIZE,
LEFT_HIPPOCAMPUS_SIZE, RIGHT_CHOROID_PLEXUS_SIZE,
RIGHT_HIPPOCAMPUS_SIZE, CTX_LH_ENTORHINAL_SIZE,
CTX_LH_BANKSSTS_SIZE, RIGHT_INF_LAT_VENT_SIZE,
LEFT_INF_LAT_VENT_SIZE, RIGHT_AMYGDALA_SIZE
Table 8: Biomarkers selected by DISCOM-Huber and iSFS.
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samples across different missing pattern groups than a single regression imputation based on com-
plete cases. In addition, we establish the asymptotic normality, estimation and variable selection
consistency for the proposed estimator. We also show that the proposed estimator is asymptotically
more efficient than the estimator with a single imputation based on the complete case group.
Although the MBI creates multiple predictions for each missing value to account for uncer-
tainty of imputation, the proposed method is quite different from multiple imputation [38] which
draws multiple imputed values from a distribution, and utilizes each completed dataset separately.
It is possible that the proposed method can be combined with MI through drawing more imputed
values from the conditional distribution of missing variables, instead of relying on conditional ex-
pectation. In general, the idea of the MBI is flexible and can also be utilized with other predictive
models besides the GLM, e.g., machine learning techniques such as the classification and regres-
sion tree-based approach [32]. Moreover, we can allow the inverse probability weighting in the
MBI to adjust for unequal sampling.
In this paper, we propose a homogeneous model to account for observations across all the
missing patterns. However, in practice, block-wise missing data may contain very different sources
of variables for different subjects. In addition, a new subject might lack information from several
data sources; that is, it is not necessary to select variables from all data sources for personalized
prediction. For example, a healthy person can obtain sufficient information through blood tests and
thus does not need any further examinations such as imaging scans or genetic tests. Therefore, a
further research interest would be to construct a heterogeneous model selection approach to achieve
individualized prediction in the future.
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