Abstract. We prove endpoint-type sparse bounds for Walsh-Fourier Marcinkiewicz multipliers and Littlewood-Paley square functions. These results are motivated by conjectures of Lerner in the Fourier setting. As a corollary, we obtain novel quantitative weighted norm inequalities for these operators. Among these, we establish the sharp growth rate of the L p weighted operator norm in terms of the A p characteristic in the full range 1 < p < ∞ for Walsh-Littlewood-Paley square functions, and a restricted range for Marcinkiewicz multipliers. Zygmund's L(logL) 1 2 inequality is the core of our lacunary multi-frequency projection proof. We use the Walsh setting to avoid extra complications in the arguments.
Introduction
We establish endpoint sparse bounds for Walsh-Fourier multipliers of limited smoothness. A recent article of Andrei Lerner [13] We are concerned with sparse bounds, a recently active line of research [4, 10] , which provide a stronger localized quantification of L p -boundedness properties of maximal and singular integral operators. For an interval I, and index 0 < p < ∞, let
The notation T ψ 2 ,q will stand for the same norm, but with f I,p above replaced by f I,ψ 2 .
2.
We define Hardy space type sparse bounds. Set T H p ,H q to be the infimum over constants C so that for all bounded compactly supported f, g, there holds
Tf, g ≤ C sup S I∈S |I| S I f I,p S I g I,q , (
where
h Q is the L 2 -normalized Haar function associated to Q and Q ranges over the (standard) collection of dyadic intervals of R.
3.
We define inhomogeneous sparse bounds by setting T r,p,q to be the infimum over constants C so that for all bounded compactly supported f, g, there holds These inhomogeneous sparse bounds will be used to estimate the square function S λ .
Conjecture 1.6. [13, §5.2] The following sparse norm estimates hold true:
S λ ψ 2 ,1 1, (1.7)
T q,q m R 1 √ q − 1 .
(1.8)
Here, we are using the norm of the Marcinkiewicz multiplier, as defined in (1.1).
Andrei Lerner does not label these as conjectures, but suggests that they might be true. The estimates (1.8) imply sharp A p weighted inequalities. Note that (1.7) does not imply the full range of expected sharp A p bounds; the estimate that does is rather (1.11) below with r = 3/2.
In this paper, we are concerned with the direct analogues of Marcinkiewicz multipliers and Littlewood-Paley square functions in the Walsh-Fourier setting, with the formal definitions delayed to the next section. We establish a wide scope of sparse domination estimates, which in particular include the Walsh analogue of the conjectured (1.7)-(1.8). The Walsh-Fourier setting arises naturally as a model case, as it preserves the essential difficulties of the Fourier case without some of the purely technical difficulties proper of the latter; in particular, Schwartz tails phenomena are absent. It is often the case that the right proof in the Walsh setting can be transferred to the Fourier case: this will be the object of forthcoming work. See for instance [6, 7, 14, 17] for closely related results.
To state and prove our main result, it is in fact convenient to work with a more general scale of multiplier classes than the Marcinkiewicz class. In fact, the closely related classes R p have already been featured in the characterization of the weak type endpoint behavior of Fourier-Marcinkiewicz multipliers due to Tao and Wright [16] . Definition 1.9. Let J ∈ N. We say that m ∈ R N is an R p,1 -atom of at most J jumps if
We denote by R p,1 the atomic space generated by R p,1 -atoms of at most J jumps, with J ranging over N. 
Using the uniform control of |dm|1 [2 k ,2 k+1 ) , one can write m as a convex combination of atoms in R 1,1 . By virtue of this remark, the classes R q,1 appear as the natural multiplier scale in our main Theorem below. The content of our main result is Walsh version of Lerner's conjectures recalled above. We also prove novel sparse bounds for R q,1 multipliers, and sparse bounds of Hardy space type. Our theorem can also be interpreted as a Walsh and sparse variant of a weak type result proved by Seeger and Tao [15] and further refined by Tao and Wright [16] . 
(1.14)
Notice that the sparse bounds (1.11) include the conjecture of Lerner (r = 1), but there are a full range of interesting sparse bounds for the square function. Taking r = 3 2 will yield the sharp A p inequalities for the square function. The bound for S 2 • T m is an inhomogeneous sparse bound for the composition of the Haar square function S 2 composed with a Marcinkiewicz multiplier. We were inspired to seek for such sparse estimate in light of Lerner's arguments [13] .
The method of proof of the sparse bounds depends upon a multi-frequency decomposition of the multipliers. The core of this argument is in §3. It is the main point of interest in this paper. The proof of Theorem 1.10 descends from this decomposition via iterative arguments: in particular §4 contains the proof of (1.13), §5 is devoted to the square function bounds (1.11) and (1.12), and (1.14) is proved in §6.
As customary in the subject, quantitative weighted norm inequalities descend from sparse norm estimates. We detail the consequences of the estimates from Theorem 1.10 in the next corollary: compare with the discussion in Lerner [13] . We use the language of A p weights and postpone definitions and proofs to Section 7. Corollary 1.15. For the operators T m and S λ on the Walsh system, and weights w, there holds for 1 < q < 2,
The square function inequalities (1.20) for 1 < p < 2 were established by Lerner [13] . We leave open the sharp dependence on A p for 5 3 < p < 5 2 . The other inequalities complement un-weighted estimates of Tao and Wright [16] . All the estimates above can be made quantitative and, likewise, it is potentially interesting to detail weighted weak type estimates; we do not pursue these points in great detail here.
We remark that the Fourier and Walsh cases can, in certain instances, diverge. For instance, the Square Function inequalities above in the case of λ = 2 are trivial, as in that case, the Square function is in fact the Haar, or dyadic martingale, square function. Much stronger inequalities are true in that case. 2018 visit to the Georgia Tech Mathematics Department, whose hospitality is gratefully acknowledged. The authors are grateful to Andrei Lerner for his insightful comments on the sparse estimates of Theorem 1.10.
Walsh Analysis
In this section, we define the Walsh functions as well as the Walsh analogues of the Fourier multiplier operators described in the introduction, and state some definitions that we will need for the proof. Note that w 1 ≡ 1. Extend this to all integers n ∈ N by writing n = 2
uniquely as a sum of distinct powers of 2, and then define
They satisfy this restricted product rule: if n, m do not have a common binary digit, then w nm = w n w m . The Walsh functions form an orthogonal basis for L 2 (0, 1). They are a discrete variant of the exponentials {e 2πikx : k = 0, 1, . . .}, and so we will write
To a bounded function m : N → R we associate a Walsh multiplier by
, for integers α, β ≥ 0, and write T 1ω = T ω . The Walsh-Littlewood-Paley square function with integer parameter λ ≥ 2 is then defined by
Note that S 2 is the usual Haar square function.
Observe that if n ≤ |I| −1 , for dyadic interval I, then w n is constant on I. It follows that T [1,n) f is constant on I. But also note that
So that in this case we have the stronger localization property
This principle is an important fact for us.
2.2.
Tiles. We will be discretizing Walsh multipliers by means of Walsh wave packets, namely localizations of the Walsh characters to a dyadic spatial interval, and we will use the language of tiles to describe the phase space regions associated to wave packets. Let D 0 be the standard dyadic grid on [0, 1], and Ω 0 be the collection of dyadic subintervals ω ⊂ (0, ∞) of length |ω| ≥ 1. We say that
In that case, we have and we define the wave packet associated to p to be
where ℓ Ip is the left endpoint of I p . Under this definition, it follows that for all intervals
is an orthonormal basis for L 2 (I). A much deeper property [17] is that for any two tiles p, q w p , w q = 0 if and only if p ∩ q = ∅.
We understand the intersection to be of two rectangles in [0, 1) × (0, ∞).
Tiles and Haar Functions.
The Haar basis can be described as tile basis. Namely, the Haar basis on L 2 (0, 1) can be given as follows. Set 1] , and for dyadic I ⊂ [0, 1], observe that the classical Haar function is given by
The tiles for the Haar system partition [0, 1] × [0, ∞), and the tiles for the Walsh and Haar systems can be visualized as in Figure 1 . We recall that the (Walsh or Martingale) Hardy space H 1 is defined in terms of the classical Haar square function. In particular, relying upon the notation (1.5) for the local Haar square function, we say that f ∈ H 1 (I) if f ∈ L 1 (I), has integral zero on I, and f H 1 (I) = S I f I,1 . We record another useful fact, one that is basic to the analysis of our multipliers. Each Walsh projection T [1,n] has an expansion in terms of tile operators. Write n in binary, 
. . , n k = n be the partial sums of the binary expansion of n, and let
Setting P(n) = {p ∈ P : ω p = ω j for some 1 ≤ j ≤ k}, we have
This is illustrated in Figure 2 . But, we have this further property, which follows from the definitions and routine computation: see [9, Lemma 2.1] for the details. For p = I × [n j−1 , n j ) ∈ Ω, we have
That is, up to a modulation, the tiles in (2.4) are in fact Haar functions.
Zygmund's Inequality. A basic example of a Marcinkiewicz multiplier is
where {λ k } is an increasing sequence of integers with inf{λ k+1 /λ k } > 1. We refer to such sequences λ k as lacunary. Observe that the uniform control of these multipliers from Ψ(L) to weak L 1 implies that
Indeed, the core of our proof is to take the endpoint versions of the above inequality, and lift it to the setting of more general multipliers. These endpoint versions are known as Zygmund's inequalities.
Theorem 2.6. Let {λ k } be lacunary integers. There holds
The inequalities above are sharp. Since they are associated to Marcinkiewicz multipliers, this shows that the sparse bounds that we prove are sharp. These inequalities are basic to Tao and Wright [16] , and have found previous usage in the treatment of pointwise convergence of lacunary Walsh series near L 1 , see [5, 7] . Closely related is a version of the Chang-Wilson-Wolff inequality [2] .
Proof of Theorem 2.6. The Zygmund inequalities are well known, and classical. We briefly indicate a proof by duality. The dual to (2.7) is
As the square function S of the function on the left is pointwise dominated by {c k } ℓ 2 , the last display follows from an application of the Chang-Wilson-Wolff inequality (2.10).
But, this is a routine computation.
The Key Decomposition
The main step in our proof of Theorem 1.10 is a multi-frequency type Calderón-Zygmund decomposition adapted to the jumps of the multiplier m ∈ R p,1 . We detail one version of it here, and later two variants on the theme.
In the main Lemma 3.5 below, we will be modifying the multiplier m. That step requires these definitions. Given intervals ω and I, we set the interior of ω relative to scale I to be The latter display signifies that m is constant on dyadic subintervals of (0, ∞) of length
The following proposition, which will be used in our recursive construction in Section 4, is an immediate consequence of the definition of atoms. The key multi-frequency decomposition argument is contained in the following Lemma. 
supp f I , supp f ′ I ⊂ I, I ∈ I, (3.8)
In (3.10), we are using the notation of (1.5). the length of I 0 , on the left, and I 1 which is 1/4. The tiles in P(I j ), for j = 1, 2, are drawn. The non-empty "interiors" are indicated for both intervals. For I 1 , one tile would contribute to f I 1 , for I 2 there are two such tiles. The full decomposition above will be used, but also note that forf = f ∞ + I∈I f I , we have
which is a direct consequence of (3.7) and (3.9).
Proof. See Figure 3 for an illustration of the different elements of the decomposition introduced here. We can assume that f I 0 ,ψ 2 = 1. Let E = {I ∈ I}, and f ∞ = f1 I 0 \E . It is clear that (3.7) holds. Our focus is on the orthogonal decomposition of f1 I , for I ∈ I, induced by the disjoint partition of P(I) into
Recall the notation (3.2) for the multiplier, and (3.1) for ω • I . Notice that, in particular, P m (I) is made of those elements of P(I) on which the multiplier m has a jump on the interval ω p . We split f1 I = f I + f f, w p w p .
The support property (3.8) is obvious, as is Property (3.11). It remains to prove the essential control on f I , (3.9) and (3.10). Indeed, (3.9) is a consequence of the Zygmund inequality. Fix a dyadic interval D(I, k) = |I| −1 [2 k , 2 k+1 ). From the above discussion, the cardinality of
is controlled by the number of jumps m makes on D(I, k), which is at most J. Therefore, we can divide P m (I) into at most J collections G j , for 1 ≤ j ≤ J so that G j ∩ P m (I, k) has at most one element. Therefore, for φ ∈ L 2 (I), we have
Here, we have denoted
we have later appealed to the ψ 2 -exp(L 2 ) duality, applied the Zygmund inequality (2.7) in its equivalent dual form and used orthogonality to obtain the last inequality. This proves (3.9) by duality.
It remains to prove the square function estimate (3.10). By the J dependence in that inequality, it suffices to prove it for the case of J = 1, namely that the collections P m (I, k) have cardinality at most one for all integers k. Then, note that for p ∈ P m (I, k), we can expand the projection relative ω p in terms of Haar functions:
The Haar functions are disjointly supported, and this estimate is trivial:
So, we can compute a component of the Haar square function of f I as
It follows from (3.9) that
This proves (3.10), and completes the Lemma.
We need a variant of the previous argument. In the hypothesis, we can impose conditions on the local f I,q norms, for 1 < q ≤ 2. The conclusions then depend on the number of jumps J of the R q,1 atom in a different way. The precise form of this variant is as follows. 
Sparse Bounds for Multipliers
In this section, we will prove the estimate
This is the inequality (1.13). Due to the atomic nature of our multiplier spaces we may restrict ourselves to the case of m being an R q,1 -atom with at most J jumps for some fixed but arbitrary J ∈ N.
We need to verify that whenever 1 < q ≤ 2, and f and φ are bounded functions on I 0 = [0, 1), there is a sparse collection of intervals S so that
The proof is recursive, and it suffices to prove the recursive step. We claim that there is a collection I of disjoint subintervals I ⊂ I 0 = [0, 1], whose union has measure at most 1 2 , so that
Since the induced multipliers m I are again R q,1 atoms with at most J jumps adapted to I, one can recurse on the last sum above. We apply the key Lemma 3.5 to the collection I of maximal dyadic subintervals of I 0 such that
From this, we get a collection of disjoint intervals I whose union is at most 1 2 , so that the functions f, and φ, as well as the multiplier m, have the decompositions (3.6) described in Lemma 3.5. We then expand . Combine this estimate with (3.12) for f and with the q equivalent formulation of (3.12), namely
This controls the term on the right hand side of (4. And, this is the sum we recurse on, completing the proof of (4.1).
The Square Function Bounds
In this section, we first demonstrate the sparse bound (1.11) for the Walsh-LittlewoodPaley square function S λ as defined in (2.1). At the end, we explain how this argument also proves (1.12), the sparse bound for S 2 • T m .
Let {µ k } be any increasing sequence of powers of two. The square function
is an example of a martingale square function, hence it satisfies a much stronger (1, 1) sparse bound. Subtracting a choice of such a square function from S λ , we are left with a simpler problem. We phrase that problem here, with an eye to the recursive proof of the sparse bound. Say that Ω is a I-good collection of intervals if the intervals ω ∈ Ω are pairwise disjoint and take the the form ω = [2 k , v k ), for some v k < 2 k+1 and some integer k with 2 k |I| ∈ N. We shall prove:
For any I 0 -good collection of intervals Ω, and all f, g ∈ L 2 (I 0 ), there is a collection I of disjoint intervals I ⊂ I 0 so that I I has measure at most 1 2 |I 0 |, and
It is important to make this alternate description of S Ω f. As Ω is I 0 -good, we have Ω = {[2 k , v k ) : k ∈ k} and the integers k ∈ k satisfy 2 k |I 0 | ≥ 1. Note that we have
where M φ f = φ · f is the multiplication operator. That is, we can rescale the interval on which we are projecting by precomposing with a Walsh-Fourier multiplier. We carry this further. Recall the equivalence (2.4). For a collection of tiles P k , we have
Moreover, by (2.5), each function w v k −2 k +1 w p is a signed Haar function. Given I ⊂ I 0 , we set P k (I) = {p ∈ P k : |I p | < |I|}, and set
Take I to be the maximal intervals I ⊂ I 0 so that f I,ψ 2 > C f I 0 ,ψ 2 , or g I > C g I 0 . For C an absolute constant big enough the set E = I∈I I has measure at most 1 4 |I 0 |, and we can apply Lemma 3.5.
Applying Lemma 3.5 to I, one obtains a decomposition
which immediately follows from (3.11) for each T ω k . Recalling (3.12), estimate
Using a standard decomposition, we can write
where the terms above satisfy
Combining these estimates, we claim that
Indeed, these two inequalities immediately complete the proof of the Lemma.
The inequality (5.4) is seen as follows. Using Hölder's inequality,
which completes the proof of (5.4) in view of the obvious L 2 estimate for S Ω and (3.12). The second inequality (5.5) depends upon this essential point: For each I ∈ I, the function S Ωf is constant on I. To see this, return to the representation (5.2) and (5.3). For each k ∈ k, we have
Fix I ∈ I. If p ∈ P k with I p ⊂ I, it follows from construction off that the inner product M w 2 kf , w p is zero. And, if I I p , it follows that function w v k −2 k w p is a signed Haar function. That is, the function above is constant on I. With this claim established, note that (5.5) then follows from the same reasoning for (5.4).
Proof of (1.12). To prove this estimate for S 2 • T m , it suffices to restrict attention to a multiplier m of the form k σ k 1 [2 k 
, and σ k ∈ {−1, 0, 1}. Then, S 2 • T m is no more than the square function considered in Proposition 5.1. We see that the claimed sparse bound holds.
Proof of the H p Sparse Bounds
We discuss the bound
Details differ in some respects, since there is no version of this result of R q,1 multipliers, for 1 < q ≤ 2. It might be useful to note that a simple example from Tao and Wright [16] shows that this inequality is optimal. We discuss the example in the setting of the real line. The multiplier is m = 1 [2,∞) . The function f satisfies: f is a bump function supported in a small neighborhood of 1. The function f ∈ H p , for 0 < p ≤ 1. And T m f(x) ∼ e 2πix /x for large x. See Figure 4 . The next step is to state and prove a Hardy space variant of the key decomposition: for this purpose, we will use the Hardy-Zygmund inequality (2.8). Above, m I is the multiplier induced on I, as defined in a manner similar to (3.3) to be
In particular, m I is a Marcinkiewicz multiplier on I.
Proof. Define f ∞ to be
Observe that the condition (6. Then, in analogy to (3.13), we definẽ
With this definition, the support conditions (6.5) holds. The inequality (6.6) on f I is a consequence of the Hardy-Zygmund inequality (2.8). The equality (6.7) follows as in the key decomposition.
Despite the formal similarity between Lemma 3.5 and Lemma 6.2, the two decompositions are not compatible. The proof of the sparse bound (6.1) is entirely similar to the proof of the bound T ψ 2 ,ψ 2 m M , so we omit the proof.
Proof of Corollary 1.15
We will use in what follows the by now widespread language of A p , A ∞ and Reverse Hölder classes; for the relevant definitions, see for instance [8, 11] and references therein. 
This proves the weak-type estimate, as is well known. We can assume that f H 1 (w) = Sf L 1 (w) = 1. Take G ′ = G \ {M w Sf > K/w(G)}, where M w is the w-weighted dyadic maximal function. In particular M w is weakly bounded on L 1 (w). For an absolute choice of constant K, we have 2w(G ′ ) > w(G). Apply the H 1 − H p sparse bound from (1.14), where 0 < p < 1.
Above, I is sparse. We insist that 0 < p < 1 above, so that we can dominate S I g I,p w1 G ′ I . We turn to a standard pigeonholing argument. Divide the collection I into collections I j,k , for j, k ≥ 1. An interval I ∈ I j,k satisfies the conditions
and 2 −k w I < w1 G ′ I ≤ 2 −k+1 w I .
In the top line, with S I f w I we mean the average of S I f on I with respect to w measure. These collections partition I. Let I * j,k be the maximal elements of I j,k , and observe that
Indeed, this follows from the weak-integrability of M w Sf, with respect to w, and of Mw1 G ′ , with respect to w. Then,
This is summable in j, k, and completes the proof of (7.1).
Proof of the
Multipliers. The inequalities (1.19) are a direct consequence of our sparse bound for R q,1 multipliers and bounds for sparse operators. In particular, we need only cite [1, Prop. 6.4] . The interested reader can easily track quantitative dependence on characteristics for the weight. We suppress the details.
Proof of the L(logL)
1/2 (w) → L 1,∞ (w) Bound. We prove (1.17) . This argument is known, and we do not seek to make this argument quantitative. By the restricted weak type approach, given f ∈ L(logL) 1/2 (w), and
We can assume that f L(logL) 1/2 (w) = 1. Define a weighted Orlicz maximal function
The superscript w indicates that we integrate with respect to w measure: f Below, we will take averages of f relative to the weight σ q , and employ a standard sparse trick. Note that we gain an additional power of [w] A 5/2 , giving us the 3/2 power in (7.6). g L 5/2 (w) .
In the last line, it is essential to note that on the function g we have used the 'universal' or 'martingale' maximal function estimate. But, we have no such immediate recourse for the function f.
This inequality will complete the proof of (7.6). Above, v 1−(5/2q) ′ is the 'dual weight.' In our case, the weight is σ 1−q . The 'dual weight' is µ = σ (1−q)(1−(5/2q) ′ ) . We check that v ∈ A 5/2q (σ q ), and that moreover, its A 5/2q (σ q ) characteristic is bounded by a constant. By the martingale version of the Muckenhoupt theorem, we see that (7.8) holds. 
