Abstract-A novel adaptive Bayesian receiver for signal detection and decoding in fading channels with known channel statistics is developed; it is based on the sequential Monte Carlo methodology that recently emerged in the field of statistics. The basic idea is to treat the transmitted signals as "missing data" and to sequentially impute multiple samples of them based on the observed signals. The imputed signal sequences, together with their importance weights, provide a way to approximate the Bayesian estimate of the transmitted signals and the channel states. Adaptive receiver algorithms for both uncoded and convolutionally coded systems are developed. The proposed techniques can easily handle the nonGaussian ambient channel noise. It is shown through simulations that the proposed sequential Monte Carlo receivers achieve nearbound performance in fading channels for both uncoded and coded systems, without the use of any training/pilot symbols or decision feedback. Moreover, the proposed receiver structure exhibits massive parallelism and is ideally suited for high-speed parallel implementation using the very large scale integration (VLSI) systolic array technology.
I. INTRODUCTION
N ARROW-BAND mobile communications for voice and data can be modeled as signaling over frequency-nonselective (flat) Rayleigh fading channels. A considerable amount of research has recently been devoted to signal detection in such channels. Specifically, various techniques for the maximum-likelihood sequence estimation (MLSE) in flat-fading channels have been proposed. The optimal solutions under several fading models are studied in [11] , [21] , and [22] . The exact implementation of these optimal solutions, however, involves prohibitively time-consuming high-dimensional filtering. A number of suboptimal algorithms have thus been proposed, most of which employ a two-stage receiver structure with a channel estimation stage followed by a sequence detection stage. Channel estimation is typically implemented by a Kalman filter or a linear predictor and is facilitated by per-survivor processing [30] , [32] , decision feedback [11] , [14] , [20] , pilot symbols [3] , [7] , [16] , [29] , or a combination of all the above [13] . Other suboptimal solutions to MLSE in flat-fading channels include the method based on a combination of hidden Markov modeling and Kalman filtering [5] , [6] and the method based on the expectation-maximization (EM) algorithm [8] . Furthermore, joint channel estimation and decoding techniques are developed in [9] , [12] for coded systems based on iterative (turbo) processing.
In this paper, we propose a new adaptive receiver technique for signal reception and decoding in flat-fading channels based on a Bayesian formulation of the problem and the sequential Monte Carlo methodology that recently emerged in the field of statistics [19] . The basic idea is to treat the transmitted signals as "missing data" and to sequentially impute multiple samples of them based on the current observation. The importance weight for each of the imputed signal sequences is computed according to its relative ability in predicting the future observation. Then the imputed signal sequences, together with their importance weights, can be used to approximate the Bayesian estimates of the transmitted signals and the fading coefficients of the channel. The novel features of such an approach include the following:
• The algorithm is self-adaptive and no training/pilot symbols or decision feedback are needed.
• The tracking of fading channels and the estimation of data symbols are naturally integrated.
• The ambient channel noise can be either Gaussian or nonGaussian.
• If the system employs channel coding, the coded signal structure can be easily exploited to substantially improve the accuracy of both channel and data estimation.
• The resulting receiver structure exhibits massive parallelism and is ideally suited for high-speed parallel implementation using very large scale integration (VLSI) systolic array technology.
This paper is organized as follows. In Section II, the communication system under study is described and the Bayesian formulation of the problem is stated. In Section III, some background material on Monte Carlo filtering methods for 0018-9448/00$10.00 © 2000 IEEE sequential Bayesian inference is provided. In Section IV, we develop an adaptive Bayesian receiver algorithm for concurrent channel and data estimation in fading Gaussian noise channels for uncoded systems. In Section V, techniques for delayed estimation are discussed. In Section VI, we develop adaptive Bayesian sequential decoding methods for convolutionally coded systems in fading Gaussian noise channels. In Section VII, we discuss adaptive Bayesian receivers for fading non-Gaussian noise channels. Simulation results are provided in Section VIII and a brief summary is given in Section IX. Necessary mathematical proofs are contained in the Appendices A-C.
II. SYSTEM DESCRIPTION
We consider a channel-coded communication system signaling through a flat-fading channel with additive ambient noise. The block diagram of such a system is shown in Fig. 1 . The input binary information bits are encoded using some channel code, resulting in a code bit stream . The code bits are passed to a symbol mapper, yielding complex data symbols , which take values from a finite alphabet set . Each symbol is then transmitted through a flat-fading channel whose input-output relationship is given by (1) where , , , and are the received signal, the fading channel coefficient, the transmitted symbol, and the ambient additive noise at time , respectively. The processes , , and are assumed to be mutually independent. It is assumed that the additive noise is a sequence of independent and identically distributed (i.i.d.) zero-mean complex random variables. In this paper we consider two types of noise distributions. In the first type, assumes a complex Gaussian distribution (2) whereas in the second type, follows a two-term mixture Gaussian distribution (3) where and . Here the term represents the nominal ambient noise, and the term represents an impulsive component. The probability that impulses occur is . Note that the overall variance of the noise is . This model serves as an approximation to the more fundamental Middleton Class A noise model [26] , [27] , [34] , and has been used extensively to model physical noise arising in radio and acoustic channels.
It is further assumed that the channel-fading process is Rayleigh. That is, the fading coefficients form a complex Gaussian process that can be modeled by the output of a lowpass Butterworth filter of order driven by white Gaussian noise (4) where is the back-shift operator and is a white complex Gaussian noise sequence with unit variance and independent real and complex components. The coefficients and , as well as the order of the Butterworth filter, are chosen so that the transfer function of the filter matches the power spectral density of the fading process, which, in turn, is determined by the channel Doppler frequency. In this paper, we assume that the statistical properties of the fading process are known a priori. Consequently, the order and the coefficients of the Butterworth filter in (4) are known.
We next write system (1) and (4) in the state-space model form, which is instrumental in developing the adaptive receiver proposed in this paper. Define Because of (5), the fading coefficient sequence can be written as where
If the additive noise in (1) is Gaussian, i.e., , then we have the following state-space model for the system defined by (1) and (4):
where in (9) is a white complex Gaussian noise sequence with unit variance and independent real and imaginary components.
On the other hand, if the additive noise in (1) is non-Gaussian and is modeled by (3), we introduce an indicator random variable , if if (10) with and . Because is an i.i.d. sequence, so is . We then have the state-space signal model for this case given by (11) (12) We now look at the problem of online estimation of the symbol and the channel coefficient based on the received signals up to time ,
. Consider the simple case when the ambient channel noise is Gaussian and the symbols are i.i.d. uniformly a priori, i.e.,
. Then the problem becomes one of making Bayesian inference with respect to the posterior distribution (13) For example, an online symbol estimation can be obtained from the marginal posterior distribution , and an online channel state estimation can be obtained from the marginal posterior distribution . Although the joint distribution (13) can be written out explicitly up to a normalizing constant, the computation of the corresponding marginal distributions involves very-high-dimensional integration and is infeasible in practice. Our approach to this problem is the sequential Monte Carlo filtering technique.
III. SEQUENTIAL MONTE CARLO METHODS
In this section, the general framework of sequential Monte Carlo methods for updating a dynamic system is described. Of particular interest is the mixture Kalman filtering technique described in [4] , which will be used for designing adaptive Bayesian receivers in fading channels.
A. Sequential Monte Carlo Filtering
Consider the following dynamic system modeled in a statespace form as state equation observation equation (14) where , , , and are, respectively, the state variable, the observation, the state noise, and the observation noise at time . They can be either scalars or vectors. In the communication system described in the previous section (e.g. (13) Very often direct simulation from is not feasible, but drawing samples from some trial distribution is easy. In this case, we can use the idea of importance sampling. Suppose a set of random samples is generated from the trial distribution . By associating the weight (16) to the sample , we can approximate the quantity of interest, , as (17) where . The pair , is called a properly weighted sample with respect to distribution . A trivial but important observation is that the (one of the components of ) is also properly weighted by the with respect to the marginal distribution . Another possible estimate of is (18) The main reasons for preferring the ratio estimate (17) to the unbiased estimate (18) in an importance sampling framework are that a) estimate (17) usually has a smaller mean-squared error than in (18) ; and b) the normalizing constants of both the trial and the target distributions are not required in using (17) (where these constants are canceled out); in such cases, the weights are evaluated only up to a multiplicative constant. For example, the target distribution in a typical dynamic system (and many Bayesian models) can be evaluated easily up to a normalizing constant (e.g., the likelihood multiplied by a prior dis- To implement Monte Carlo techniques for a dynamic system, a set of random samples properly weighted with respect to is needed for any time . Because the state equation in system (14) possesses a Markovian structure, we can implement a recursive importance sampling strategy, which is the basis of all sequential Monte Carlo techniques [19] . Suppose a set of properly weighted samples (with respect to ) is given at time . A Monte Carlo filter (MCF) generates from the set a new one, , which is properly weighted at time with respect to . The algorithm is described in Table I .
The algorithm is initialized by drawing a set of i.i.d. samples from . When represents the "null" information, corresponds to the prior distribution of . We show in Appendix A that the weighted samples generated by this algorithm satisfy (19) (20) Hence, by the law of large numbers as (21) There are a few important issues regarding the design and implementation of a sequential MCF, such as the choice of the trial distribution and the use of resampling (cf. Section IV-B). Specifically, a useful choice of the trial distribution for the state-space model (14) is of the form (22) where in (22) we used the fact that and both following directly from the state-space model (14) . For this trial distribution, the importance weight is updated according to
where (23) follows from the fact that and the last equality is due to the conditional independence property of the state-space model (14) . See [19] for the general sequential MCF framework and a detailed discussion on various implementation issues.
B. The Mixture Kalman Filter
Many dynamic system models, including the flat-fading channel models (8), (9) and (11), (12) belong to the class of conditional dynamic linear models (CDLM) of the form (25) where , (here denotes an identity matrix), and is a random indicator variable. The matrices , , , and are known given . In this model, the "state variable" corresponds to . We observe that for a given trajectory of the indicator in a CDLM, the system is both linear and Gaussian, for which the Kalman filter provides a complete statistical characterization of the system dynamics. Recently, a novel sequential Monte Carlo method, the mixture Kalman filter (MKF), was proposed in [4] for online filtering and prediction of CDLMs; it exploits the conditional Gaussian property and utilizes a marginalization operation to improve the algorithmic efficiency. Instead of dealing with both and , the MKF draws Monte Carlo samples only in the indicator space and uses a mixture of Gaussian distributions to approximate the target distribution. Compared with the generic MCF method described in Section III-A, the MKF is substantially more efficient (e.g., giving more accurate results with the same computing resources). However, the MKF often needs more "brain power" for its proper implementation, as the required formulas are more complicated. Additionally, the MKF requires the CDLM structure which may not be applicable to other problems. Let and let . By recursively generating a set of properly weighted random samples to represent , the MKF approximates the target distribution by a random mixture of Gaussian distributions , , where is obtained by implementing a Kalman filter for the given indicator trajectory . Thus a key step in the MKF is the production at time of the weighted samples of indicators based on the set of samples, , at the previous time . The algorithm is given in Table II . The application of this algorithm to the problem of detection/estimation in fading channels is described in the next section where the correctness of the algorithm is also proved. The MKF can be extended to handle the so-called partial CDLM, where the state variable has a linear component and a nonlinear component. See [4] for a detailed treatment of the MKF and the extended MKF.
IV. ADAPTIVE RECEIVER IN FADING GAUSSIAN NOISE CHANNELS-UNCODED CASE

A. MKF-Based Sequential Monte Carlo Receiver
Consider the flat-fading channel with additive Gaussian noise, given by (8) and (9) . Denote and . We first consider the case of uncoded system, where the transmitted symbols are assumed to be independent, i.e.,
When no prior information about the symbols is available, the symbols are assumed to take each possible value in with equal probability, i.e., for . We are interested in estimating the symbol and the channel coefficient at time based on the observation . The
Bayes solution to this problem requires the posterior distribution (27) Note that with a given , the state-space model (8), (9) becomes a linear Gaussian system. Hence (28) where the mean and covariance matrix can be obtained by a Kalman filter with the given .
In order to implement the MKF, we need to obtain a set of Monte Carlo samples of the transmitted symbols properly weighted with respect to the distribution . Then for any integrable function , we can approximate the quantity of interest as follows:
where , (29) follows from (27) , (30) follows from (28) , and in (30) , denotes a complex Gaussian density function with mean and covariance matrix . In particular, the MMSE channel estimate is given by (32) In other words, we can let , implying that in (30) . Moreover, the a posteriori symbol probability can be estimated as (33) . It is easily seen from (1) that if both the symbol sequence and the channel value sequence are phase-shifted by (resulting in and , respectively), no change is incurred on the observed signal . Alternatively, in the state-space model (8) , (9), a phase shift of on both the symbol sequence and the state sequence yields the same model for the observations. Hence such a phase ambiguity necessitates the use of differential encoding and decoding.
Hereafter, we let , , and . By applying the techniques outlined in Section III to the flat-fading channel system, we describe a recursive procedure for generating properly weighted Monte Carlo samples .
1) Initialization:
Each Kalman filter is initialized as , with , , , where is the stationary covariance of and is computed analytically from (6) . (The factor is to accommodate the initial uncertainty). All importance weights are initialized as , . Since the data symbols are assumed to be independent, initial symbols are not needed.
Based on the state-space model (8) , (9) 
It is shown in Appendix B that the samples , drawn by the above procedure are indeed properly weighted with respect to provided that , are proper at time . The above algorithm is depicted in Fig. 2 . It is seen that at any time , the only quantities that need to be stored are . At each time , the dominant computation in this receiver involves the one-step Kalman filter updates. Since the samplers operate independently and in parallel, such a sequential Monte Carlo receiver is well suited for massively parallel implementation using the VLSI systolic array technology [17] .
B. Resampling Procedures
The importance sampling weight measures the "quality" of the corresponding imputed signal sequence . A relatively small weight implies that the sample is drawn far from the main body of the posterior distribution and has a small contribution in the final estimation. Such a sample is said to be ineffective. If there are too many ineffective samples, the Monte Carlo procedure becomes inefficient. This can be detected by observing a large coefficient of variation in the importance weight. Suppose is a sequence of importance weights. Then the coefficient of variation, is defined as (44) where . Note that if the samples are drawn exactly from the target distribution, then all the weights are equal, implying that . It is shown in [15] that the importance weights resulting from a sequential Monte Carlo filter form a martingale sequence. As more and more data are processed, the coefficient of variation of the weights increases; that is, the number of ineffective samples rapidly increases.
A useful method for reducing ineffective samples and enhancing effective ones is resampling, which was suggested in [10] , [18] under the MCF setting. Roughly speaking, resampling allows those "bad" samples (with small importance weights) to be discarded and those "good" ones (with large importance weights) to replicate so as to accommodate the dynamic change of the system. Specifically, let be the original properly weighted samples at time . It is shown in Appendix C that the samples drawn by the above residual resampling procedure are properly weighted with respect to , provided that is sufficiently large. In practice, when small to modest is used (we used in our simulations), the resampling procedure can be seen as trading off bias against variance. That is, the new samples with their weights resulting from the resampling procedure are only approximately proper, which introduces small bias in Monte Carlo estimation. On the other hand, however, resampling greatly reduces Monte Carlo variance for the future samples.
Resampling can be done at any time. However, resampling also often adds computational burden and decreases "diversities" of the Monte Carlo filter (i.e., it decreases the number of distinctive filters and loses information). On the other hand, resampling may also sometimes result in loss of efficiency. It is thus desirable to give guidance on when to do resampling. A measure of the efficiency of an importance sampling scheme is the effective sample size , defined as
Heuristically, reflects the equivalent size of a set of i.i.d. samples for the set of weighted ones. It is suggested in [19] that resampling should be performed when the effective sample size becomes small, e.g.,
. Alternatively, one can conduct resampling at every fixed-length time interval (say, every five steps).
V. DELAYED ESTIMATION
Since the fading process is highly correlated, the future received signals contain information about current data and channel state. A delayed estimate is usually more accurate than the concurrent estimate. This is true for any channel with memory, such as the intersymbol interference channel, and is especially prominent when the transmitted symbols are coded, in which case not only the channel states but also the data symbols are highly correlated. In delayed estimation, instead of making inference on instantaneously with the posterior distribution , we delay this inference to a later time , , with the distribution . Here we discuss two methods for delayed estimation: the delayed-weight method and the delayed-sample method.
A. Delayed-Weight Method
From the recursive procedure described in Section IV-A, we note by induction that if the set is properly weighted with respect to , then the set is properly weighted with respect to , . Hence, if we focus our attention on at time and let as in (33), we obtain a delayed estimate of the symbol (46)
Since the weights contain information about the signals , the estimate in (46) is usually more accurate. Note that such a delayed estimation method incurs no additional computational cost (i.e., CPU time), but it requires some extra memory for storing . As will be seen in Section VIII, for uncoded systems, this simple delayedweight method is quite effective for improving the detection performance over the concurrent method. However, for coded systems, this method is not sufficient for exploiting the constraint structures of both the channel and the symbols, and we must resort to the delayed-sample method, which is described next.
B. Delayed-Sample Method
An alternative method is to generate both the delayed samples and the weights based on the signals , hence making the target distribution at time . This procedure will provide better Monte Carlo samples since it utilizes the future information in generating the current sample of . But the algorithm is also more demanding both analytically and computationally because of the need of marginalizing out for . For each possible "future" symbol sequence at time , i.e., (a total of possibilities), we keep the value of a -step Kalman filter , where with . Denote
The following recursive procedure is implemented.
1) Initialization:
Each Kalman filter is initialized as , with and , , where is the stationary covariance of and is computed analytically from (6). All importance weights are initialized as , . Since the data symbols are assumed to be independent, initial symbols are not needed.
At time , we perform the following updates for to propagate from the sample , , properly weighted for , to that for . With this and the subset of corresponding to the sample , which has been obtained in the previous iteration, we form the new filter class . 7) Do resampling as described in Section IV-B when in (45) is below a threshold.
The dominant computation of the above delayed-sample method at each time involves the one-step Kalman filter updates, which, as before, can be carried out in parallel. Finally, we note that we can use the delayed-sample method in conjunction with the delayed-weight method. For example, using the delayed-sample method, we generate delayed samples and weights based on the signals . Then with an additional delay , we can use the following (47) (49) (50) delayed-weight method to estimate the symbol a posteriori probability:
(51)
VI. ADAPTIVE RECEIVER IN FADING GAUSSIAN NOISE CHANNELS-CODED CASE
So far we have considered the problem of detecting uncoded independent symbols in flat-fading channels. In what follows we extend the adaptive receiver technique presented in Section IV and address the problem of sequential decoding of information bits in a convolutionally coded system signaling through a flat-fading channel.
Consider a binary rate convolutional encoder of overall constraint length . Suppose the encoder starts with an all-zero state at time . The input to the encoder at time is a block of information bits ; the encoder output at time is a block of code bits . For simplicity here we assume that BPSK modulation is employed. 
As before, given the information bit sequence , the corresponding is obtained by a Kalman filter. Our algorithm is as follows.
1) Initialization: Each Kalman filter is initialized as
, with and , where is the stationary covariance of and is computed analytically from (6 
In (54)- (59) . We obtain .
5) Compute the importance weight:
( 64) where (64) follows from (60). 6) Do resampling as described in Section IV-B when in (45) is below a threshold.
Following the same line of proof as in Appendix B, it can be shown that , drawn by the above procedure are properly weighted with respect to provided that the samples , are properly weighted with respect to . Note that in the coded case, the phase ambiguity is prevented by the code constraint (52), and differential encoding is not needed.
At each time , the major computation involved in the above adaptive decoding algorithm is the one-step Kalman filter updates, which can be carried out by processing units, each computing an -step update. (Note that contains bits of information.) Furthermore, if the delayed-sample method outlined in Section V-B is employed for delayed estimation, then for a delay of time units, a total of one-step Kalman filter updates are needed at each time , which can be distributed among processing units, each computing an -step update.
VII. ADAPTIVE RECEIVERS IN FADING NON-GAUSSIAN NOISE CHANNELS
To date, most of the work on signal detection in fading channels assumes that the additive ambient channel noise has a Gaussian distribution. In practice, however, the ambient noise in many mobile communication channels is impulsive, due to various natural and man-made impulsive sources [1] , [2] , [24] , [25] , [28] . In [33] , a technique is developed for signal detection in fading channels with impulsive noise based on the Masreliez nonlinear filtering [23] and making use of pilot symbols and decision feedback. In this section, we develop an adaptive receiver for flat-fading channels with non-Gaussian ambient noise, using the mixture Kalman filtering technique. As in the case of Gaussian fading channels, we first develop adaptive receivers for uncoded systems. Consider the state-space system given by (11)- (12) . Note that given both the symbol sequence , and the noise indicator sequence , this system is linear and Gaussian. Hence (65) where the mean and the covariance matrix can be obtained by a Kalman filter with given and . As before, we seek to obtain properly weighted samples , with respect to the distribution . These samples are then used to estimate the transmitted symbols and channel parameters.
1) Initialization:
This step is the same as that in the Gaussian case. Note that no initial values for are needed due to independence.
At time , the following updates are implemented for each sample , . 2) Compute the one-step predictive update of the Kalman filter :
Conditioned on and , the predictive distribution is then given by (42) and (43) with . 7) Do resampling as described in Section IV-B when the effective sample size in (45) is below a threshold.
The proof that the above algorithm gives the properly weighted samples is similar to that for the Gaussian fading channels in Appendix B. The dominant computation involved in the above algorithm at each time includes one-step Kalman filter updates. If the delayed-sample method is employed for delayed estimation with a delay of time units, then at each time , one-step Kalman filter updates are needed because , which can be implemented in parallel. Moreover, we can also develop the adaptive receiver algorithm for coded systems in non-Gaussian noise flat-fading channels, similar to the one discussed in Section VI. For a rate convolutional code, if the delayed-sample method is used with a delay of time units, then at each time a total of one-step Kalman filter updates are needed, which can be distributed among processors, each computing one -step update. (With a delay of units, there are possible code vectors, and there are possible noise indicator vectors.)
VIII. SIMULATION RESULTS
In this section, we provide some computer simulation examples to demonstrate the performance of the proposed sequential Monte Carlo receivers in fading channels under various conditions. The fading process is modeled by the output of a Butter- (70) worth filter of order driven by a complex white Gaussian noise process. The cutoff frequency of this filter is , corresponding to a normalized Doppler frequency (with respect to the symbol rate )
, which is a fast fading scenario. Specifically, the fading coefficients is modeled by the following ARMA process (73) where . The filter coefficients in (73) are chosen such that . It is assumed that BPSK modulation is employed, i.e., the transmitted symbols . In order to demonstrate the high performance of the proposed adaptive receiver, in the following simulation examples we compare the performance (in terms of bit-error rate (BER)) of the proposed sequential Monte Carlo receivers with that of the following three receiver schemes.
• Known channel lower bound: In this case, we assume that the fading coefficients are known to the receiver. Then by (1), the optimal coherent detection rule is given by for both the Gaussian noise case (2) and the non-Gaussian noise case (3).
• Genie-aided lower bound: In this case, we assume that a genie provides the receiver with an observation of the modulation-free channel coefficient corrupted by additive noise with the same variance, i.e., , where for the Gaussian noise case and for the non-Gaussian noise case. In case of non-Gaussian noise, the genie also provides the receiver with the noise indicator . The receiver then uses a Kalman filter to track the fading process based on the information provided by the genie; i.e., it computes . The transmitted symbols are then demodulated according to . It is clear that such a genie-aided bound is lower-bounded by the known channel bound. It should also be noted that the genie is used only for calculating the lower bound. Our proposed algorithms estimate the channel and the symbols simultaneously with no help from the genie.
• Differential detector: In this case, no attempt is made to estimate the fading channel. Instead, the receiver detects the phase difference in two consecutively transmitted bits by using the simple rule of differential detection: .
First we consider the performance of the sequential Monte Carlo receiver in a fading Gaussian noise channel without coding. In this case, differential encoding and decoding are employed to resolve the phase ambiguity. The adaptive receiver implements the algorithm described in Section IV-A. The number of Monte Carlo samples drawn at each time was empirically set as . Simulation results showed that the performance did not improve much when was increased to , while it degraded notably when was reduced to . The resampling procedure discussed in Section IV-B was employed to maintain the efficiency of the algorithm, in which the effective sample size threshold is . The delayed-weight method discussed in Section V-A was used to extract further information from future received signals, which resulted in an improved performance compared with concurrent estimation. In each simulation, the sequential Monte Carlo algorithm was run on 10 000 symbols, (i.e., ). In counting the symbol detection errors, the first 50 symbols were discarded to allow the algorithm to reach the steady state. In Fig. 3 , the BER performance versus the signal-to-noise ratio (defined as ) corresponding to delay values (concurrent estimate), , and is plotted. In the same figure, we also plot the known channel lower bound, the genie-aided lower bound, and the BER curve of the differential detector. From this figure it is seen that for the uncoded case, with only a small amount of delay, the performance of the sequential Monte Carlo receiver can be significantly improved by the delayed-weight method compared with the concurrent estimate. Even with the concurrent estimate, the proposed adaptive receiver does not exhibit an error floor, as does the differential detector. Moreover, with a delay , the proposed adaptive receiver essentially achieves the genie-aided lower bound. We have also implemented the delayed-sample method for this case and found that it offers little improvement over the delayed-weight method.
The uncoded BER performance of the proposed adaptive receiver, together with that of the other three receiver schemes, in a fading channel with non-Gaussian ambient noise is shown in Fig. 4 . The noise distribution is given by the two-term Gaussian mixture model (3) with and . As mentioned earlier in this case for the genie-aided bound, the genie not only provides the observation of the noise-corrupted modulation-free channel coefficients, but also the true noise indicator to the channel estimator. It is seen from this figure that, again, the delayed-weight method offers significant improvement over the concurrent estimate, although in this case the BER curve for is slightly off the genie-aided lower bound. Furthermore, the proposed adaptive receiver does not have the error floor exhibited by the simple differential detector.
We next show the performance of the proposed sequential Monte Carlo receiver in a coded system. The information bits are encoded using a rate constraint length convolutional code (with generators 23 and 25 in octal notation). The receiver implements the adaptive decoding algorithm discussed in Section VI with a combination of delayed-sample and delayedweight method. That is, the information bits samples are drawn by using the delayed-sample method with delay , whereas the importance weights are obtained after a further delay of . The coded BER performance of this adaptive receiver with different delays, together with that of the known channel lower bound, the genie-aided lower bound, and the differential detector, is plotted in Fig. 5 . It is seen that unlike the uncoded case, for coded systems the delayed-sample method is very effective in improving the receiver performance. With a sample delay of and weight delay , the receiver performance is close to the genie-aided lower bound.
IX. CONCLUSIONS
We have developed a new adaptive Bayesian receiver for signal detection and decoding in flat-fading channels with known channel statistics based on the sequential Monte Carlo methodology. Specifically, we have derived adaptive receiver algorithms for both uncoded and coded systems, where the delayed-weight method, the delayed-sample method, and a combination of both are employed to improve estimation accuracy. The proposed sequential Monte Carlo receiver techniques can also handle the non-Gaussian ambient noise. The computational complexities of the various algorithms discussed in this paper are summarized in Table III . It is shown through simulations that the performance of the proposed sequential Monte Carlo receivers can be remarkably close to the so-called genie-aided lower bound in fading channels for both uncoded and coded systems without the use of any training/pilot symbols or decision feedback. Moreover, the proposed receiver structure exhibits massive parallelism and is ideally suited for high-speed parallel implementation using the VLSI systolic array technology. Future explorations of sequential Monte Carlo methods include the development of computationally efficient delayed-sample techniques, which will find wide applications in channels with strong memory (e.g., intersymbol interference channels [31] ).
APPENDIX A PROOF OF (19) Note that with (74)
The numerator in (74) is the target distribution, and the denominator is the sampling distribution from which was generated. Hence, for any measurable function , we have
Finally, note that both (19) and (20) are special cases of (75).
APPENDIX B PROOF THAT (40) AND (41) GIVE PROPERLY WEIGHTED SAMPLES
To show that the sample given by (40) and (41) is a properly weighted sample with respect to , we need to verify that (41) gives the correct weight. Assume that at time , we have a properly weighted sample with respect to . That is, assume that is drawn from some trial distribution , and that importance weight is given by , with
By (38) and (40), is drawn from the distribution . Hence, the sampling distribution for is given by . Since the target 
APPENDIX C
In this appendix we verify the correctness of the residual resampling under a general setting. Let be a properly weighted sample with respect to . Without loss of generality, we assume that . Let be the set of samples generated from the residual resampling scheme. The new set consists of copies of the sample for , and i.i.d. samples drawn from set with probability proportional to 
Here we assume that . Hence in probability.
