We investigate the set of spacetime general coordinate transformations (G.C.T.) which leave the line element of a generic Bianchi Type Geometry, quasi-form invariant; i.e. preserve manifest spatial Homogeneity. We find that these G.C.T.'s, induce special time-dependent automorphic changes, on the spatial scale factor matrix γ αβ (t) -along with corresponding changes on the lapse function N (t) and the shift vector N α (t). These changes, which are Bianchi Type dependent, form a group and are, in general, different from those induced by the group SAut(G) -advocated in earlier investigations as the relevant symmetry group-, they are used to simplify the form of the line element -and thus simplify Einstein's equations as well-, without losing generality.
Introduction
It is well known, that spatial homogeneity reduces Einstein's field equations for pure gravity, to a system of ten coupled O.D.E.'s with respect to time [1] : one equation quadratic in the velocitiesγ αβ and algebraic in N 2 (G 00 = 0), three linear in velocities and also algebraic in N α (G 0i = 0), and the six spatial equations (G ij = 0) which are linear inγ αβ and are also involving N,Ṅ, N α ,Ṅ α , γ αβ ,γ αβ .
In attempting to find solutions to this set of equations, it is natural -although seldomly adopted in the literature-to solve the quadratic constraint for N 2 and the linear constraint equations for as many of the N α 's as possible; then substitute into the remaining spatial equations. When this is done, the spatial equations can be solved for only 6-4=2 independent accelerationsγ αβ . Only for Bianchi Type II and III -a particular VI casewe can solve for 6-3=3 accelerations, since only two of the three linear constraints are independent; but then again one of the three N α 's -Type II case-or a combination of the N α 's -Type III case-, remains arbitrary and counterbalances the existence of the third independent acceleration. Thus, the general solution to the above mentioned system of equations will, in every Bianchi Type, involve four arbitrary functions of time, whose specification should, somehow, correspond to a choice of time and space coordinates -in complete analogy to the full pure gravity, whereby four arbitrary functions of the spacetime coordinates, are expected to enter the general solution.
In the literature a different approach is more frequently met. It involves an a priori gauge choice of coordinate system: As far as time is concerned, one may set N to be either an explicit function of time -say 1 or t 2 e.t.c.-, or some combination of γ αβ 's -see (2.8) . For the spatial coordinates, the depicted situation is more vague. In some works, N α 's are set to zero, in others, some N α 's are retained. In any case, most of these choices, are considered as being, more or less, inequivalent and their connection to the well-known existence of Gauss-normal coordinates (g 00 = −1, g 0i = 0) [2] , is not at all clear. When such a gauge choice has been made, the spatial equations can be solved for all independentγ αβ (t). The constraint equations then, become algebraic equations, restricting the initial data -needed to specify a particular solution of the spatial equations.
In both approaches, the ensuing equations are still too difficult to handle; thus further simplifying hypotheses are employed, such as N α (t) = 0, leading to γ αβ = diag((a 2 (t), b 2 (t), c 2 (t))) for Class A Types e.t.c. For the Bianchi types I and IX, the hypothesis N α (t) = 0 and γ αβ = diag((a 2 (t), b 2 (t), c 2 (t))), is known to be linked to kinematics and/or dynamics -although in a, somewhat, vague way see e.g. [3] and Ryan in [1] .
In all other cases, this or any other simplifying hypothesis used, is interpreted only as an ansatz to be tested at the end, i.e. after having solved all the -further simplifiedequations. For example, to take an extreme case, diagonality of γ αβ (t) together with the vanishing of the shift vector is known to lead to incompatibility for Bianchi types IV, VII (Class B) [4, 5] , as well as for the biaxial type VIII cases (a 2 , a 2 , c 2 ), (a 2 , b 2 , a 2 ), [5] .
The diversity of the various ansatzen appearing in the literature, inherits to the problem a considerable degree of fragmentation.
It has long been suspected and/or known, that automorphisms, ought to play an important role in a unified treatment of this problem. The first mention, goes back to the first of [6] . More recently, Jantzen, -second of [6] -has used Time Dependent
Automorphism Matrices, as a convenient parametrization of a general positive definite 3 ×3 scale factor matrix γ αβ (t), in terms of a -desired-diagonal matrix. His approach, is based on the orthonormal frame bundle formalism, and the main conclusion is (third of [6] , pp. 1138): " . . . the special automorphism matrix group SAut (G) , is the symmetry group of the ordinary differential equations, satisfied by the metric matrix γ αβ , when no sources are present . . . " Later on, Samuel and Ashtekar in [7] , have seen automorphisms, as a result of general coordinate transformations. Their spacetime point of view, has led them, to consider the -so called-"Homogeneity Preserving Diffeomorphisms", and link them, to topological considerations.
In this paper, we also take a spacetime point of view, and try to avoid the fragmentation -mentioned above-, by unrevealing those G.C.T.'s, which enable us to simplify the line-element -and therefore Einstein's equations-, while at the same time, they preserve manifest spatial homogeneity. We are, thus, able to identify special automorphic transformations of γ αβ (t), along with corresponding -non tensorial, for the shift vectorchanges of N, N α which allow us to set N α = 0 and bring γ αβ (t) to some irreducible, simple -though not unique-form.
The structure of this paper, is organized as follows:
In section 2, after establishing the existence of Time-Dependent Automorphism Inducing Diffeomorphisms (A.I.D.'s), the general irreducible form of the line element for all Bianchi Types is given, and a uniqueness theorem, is proven.
In section 3, attention is focused on Bianchi Types II and V. Einstein's equations obtain-ing from the irreducible form of the line element, are explicitly written down and completely integrated. The uniqueness of the transformations given in section 2, is explicitly verified, with the aid of the well known Taub's and Joseph's solution -respectively. As a result, we give the closed form of the most general line elements, satisfying equations (2.5).
Finally, some concluding remarks are included in the discussion.
Time Dependent Automorphism Inducing Diffeomorphisms
It is well known that the vacuum Einstein field equations can be derived from an action principle:
The standard canonical formalism [8] makes use of the lapse and shift functions appearing in the 4-metric:
From this line-element the following set of equations obtains, expressed in terms of the extrinsic curvature:
This set is equivalent to the ten Einstein's equations.
In cosmology, we are interested in the class of spatially homogeneous spacetimes, characterized by the existence of an m-dimensional isometry group of motions, acting on each surface of simultaneity Σ t . When m is greater than 3 and there is no proper invariant subgroup of dimension 3, the spacetime is of the Kantowski-Sachs type [9] and will not concern us further. When m equals the dimension of Σ t -which is 3-, there exist 3 basis one-forms σ α i satisfying:
where C α βγ are the structure constants of the corresponding isometry group. In this case there are coordinates t, x i such that the line element in (2.2) assumes the form:
Latin indices, are spatial with range from 1 to 3. Greek indices, number the different basis 1-forms, take values in the same range, and are lowered and raised by γ αβ , and γ αβ respectively.
Inserting relations (2.4) into equations (2.3), we get the following set of ordinary differential equations for the Bianchi-Type spatially homogeneous spacetimes:
where K α β = γ αρ K ρβ and
When N α = 0, equation (2.5c) reduces to the form of the equation given in [10] . Equation set (2.5) , forms what is known as a -complete-perfect ideal; that is, there are no integrability conditions obtained from this system. So, with the help of (2.5c), (2.6), (2.7), it can explicitly be shown, that the time derivatives of (2.5a) and (2.5b) vanish identically. The calculation is staightforward -although somewhat lengthy. It makes use of the Jacobi identity C E 0 = 0, E α = 0, implies that these equations, are first integrals of equations (2.5c) -moreover, with vanishing integration constants. Indeed, algebraically solving (2.5a), (2.5b) for N(t), N α (t), respectively and substituting in (2.5c), one finds that in allbut Type II and III-Bianchi Types, equations (2.5c), can be solved for only 2 of the 6 accelerationsγ αβ present. In Type II and III, the independent accelerations are 3, since E α are not independent and thus, can be solved for only 2 of the 3 N α 's. But then the third -Type II-, or a combination of the three -Type III-, counterbalances the extra independent acceleration. Thus, in all Bianchi Types, 4 arbitrary functions of time enter the general solution to the set of equations (2.5). Based on the intuition gained from the full theory, one could expect this fact to be a reflection of the only known covariance of the theory; i.e. of the freedom to make arbitrary changes of the time and space coordinates.
The rest of this section is devoted to the investigation of the existence, uniqueness, and properties of general coordinate transformations -containing 4 arbitrary functions of time-, which on the one hand, must preserve the manifest spatial homogeneity, of the line element (2.4b), and on the other hand, must be symmetries of equations (2.5).
As far as time reparametrization is concerned the situation is pretty clear: If a transfor-
is inserted in the line element (2.4b), it is easily inferred that
Accordingly, K α β transforms under (2.8a) as a scalar and thus (2.5a), (2.5b) are also scalar equations while (2.5c) gets multiplied by a factor df (t)/dt. Thus, given a particular solution to equations (2.5), one can always obtain an equivalent solution, by arbitrarily redefining time. Hence, we understand the existence of one arbitrary function of time in the general solution to Einstein's equations. In order to understand the presence of the rest 3 arbitrary functions of time it is natural to turn our attention to the tranformations of the 3 spatial coordinates x i . To begin with, consider the transformation:
Under these transformations, the line element (2.4b) becomes:
Since our aim, is to retain manifest spatial homogeneity of the line element (2.4b), we have to refer the form of the line element given in (2.10) to the old basis σ α i (x) at the new spatial pointx i . Since σ α i , as well as, ∂x i /∂x j , -both at x i andx i -are invertible matrices, there always exists a non-singular matrix Λ α µ (x,t) and a triplet P α (t), such that:
The above relations, must be regarded as definitions, for the matrix Λ α µ and the triplet P α . With these identifications the line element (2.10) assumes the form:
If we wish for the transformation (2.9), to have a well defined non-trivial action on γ αβ (t), N(t), N α (t), we must impose the condition that Λ α µ (x,t) and P α (x,t) do not depend on the spatial pointx, i.e. Λ α µ = Λ α µ (t) and P α = P α (t). Then (2.12) is written as:
with the identifications
Of course, the demand that Λ α β and P α does not depend on the spatial pointx i , changes the character of (2.11), from identity, to the following set of differential restrictions, on the functions defining the transformation:
Equations (2.15) consistute a set of first-order highly non-linear P.D.E.'s for the unknown functions f i . The existence of solutions to these equations is guaranteed by Frobenius theorem [11] as long as the necessary and sufficient conditions:
hold. Through (2.15) and repeated use of (2.4a), these equations reduce respectively to:
It is noteworthy that the solutions to (2.16) and (2.17), -by virtue of (2.14)-form a group, with composition law:
where (Λ 1 , P 1 ) and (Λ 2 , P 2 ), are two successive transformations of the form (2.14). Time-Dependent Automorphism Inducing Diffeomorphisms. The importance of automorphisms in Bianchi Cosmologies, has been stressed in [6] . The symmetry group of the differential equations, satisfied by γ αβ (t), -advocated in these works of Jantzen et al -, is the unimodular matrices SAut(G). As we shall see later, we find another symmetry group, which coincides with SAut(G), only for some Bianchi Types. In [7] , the so called Homogeneity Preserving Diffeomorphisms, are considered in relation to the topology of Σ t . A time-independent version of (2.15), appears in [12] , where all homogeneous three-geometries, are classified in equivalence classes, with respect to these "frozen"
transformations. It is straightforward to check, that E 0 , E α , E α β transform -under (2.14)-as follows:
This fact, establishes the covariance of equations (2.5), under the "gauge" transformation A particularly interesting result, is that the shift vector N α can always be put to zero -perhaps at the expense of a more complicated γ αβ . For the sake of completeness,
we give below, a detailed analysis of the space of solutions to (2.16) and (2.17), for each and every Bianchi Type (solutions to (2.16), have been presented in [13] ).
To this end, recall that in 3 dimensions, the tensor C α βγ , admits a unique decomposition in terms of a contravariant symmetric tensor density of weight -1, m αβ and a covariant
C ρ αρ as follows [14] :
The contracted Jacobi identities imply that m αδ ν β , i.e. ν α is a null eigenvector of the matrix m αδ ν β . Under a GL(3, ℜ) linear mixing of the basis 1-forms
the structure constant tensor transforms as:
Accordingly, the m αβ and ν α transform as: 
The different Bianchi Types, arise according to the rank and signature of m αβ , and the vanishing or not, of ν α . Using (2.19), one can -straightforwardly-solve the system of equations (2.16) and (2.17) . We now present, the form of Λ α β (t) and P α (t) satisfying (2.16), (2.17) as well as some irreducible form for γ αβ , for each Bianchi Type:
Type I: m αβ = 0, ν α = 0. This Type has been exhaustively treated, in the literature
, [7] ). We only note that -since all C α βγ are zero-(2.17), implies that P α (t) is arbitrary , is an arbitrary constant matrix. From this point, the standard textbooks, [3] deduce (using algebraic arguments) a diagonal form:
βt , e γt ) and then using Einstein's equations find the general solution, which depends on 1 essential parameter, as expected -see table below.
Indeed, from (2.5c), one has 12 initial constants; 6 γ αβ , and 6γ αβ at some t 0 -according to Peano's theorem. The quadratic constraint equation (2.5a), reduces them to 10, and then, with the usage of constant automorphisms -which contain 9 Λ α β 's-, the number of the remaining essential constants (or essential parameters), is 10 − 9 = 1.
Type II rank(m) = 1 and ν α = 0 . Then, matrix m αβ , can be cast to the form (2.17) give the following form for Λ α β (t):
The triplet P α (t) assumes the form:
The general solution to this Type, is Taub's solution ( [15] ), which contains 2 essential parameters -see table below.
Again, we can understand this number, using Peano's theorem and the arbitrary extra constants, appearing in Λ α β . Using x(t) and y(t), we start with 4 γ αβ 's (i.e. we set γ 12 = γ 13 = 0) and no shift. Thus the initial arbitrary constants, are 2 × 4 = 8. Out of these, the quadratic constraint equation ( 
with ̺ 1 ̺ 4 − ̺ 2 ̺ 3 = 1 and the triplet:
The general solution, is also known, as Joseph's solution ( [16] ), with one essential parameter.
This number comes naturally, within our method; using x(t) and y(t), one can eliminate γ 13 and γ 23 . Then, P (t) can serve to set the subdeterminant of γ αβ , equal to (γ 33 ) 2 . At this stage, we are left with 3 γ αβ 's while the linear constraints equations (2.5b), imply that the shift is zero. Again, the quadratic constraint (2.5a), subtracts 2 arbitrary constants, and the constants contained in Λ α β , 3 more. Then, the result is: 6 − 2 − 3 = 1, essential constants.
Type IV rank(m) = 1 and ν α = 0. We may choose (2.17) give the following form for Λ α β (t):
and the triplet:
In this Type -which is a class B Type-, we can set γ 13 = γ 23 = 0, using x(t) and y(t).
At this stage, the 2 of the 3 linear constraint equations, imply N 1 = N 2 = 0, while the third, involves P (t). Thus we can further, either set N 3 = 0 -through (2.14b)-and retain a non-zero γ 12 , or eliminate γ 12 , at the expense of an non-vanishing N 3 . It is well known, that N 3 = 0 and γ 12 = 0, leads to incompatibility [4] .
We have thus, the following counting of the essential parameters: 
while the triplet:
For h = 0, -class A-, there are two solutions. The first is:
and the second is:
For h = 1, -class B-, the solution is:
For h = −1, -class B-, the solution is:
For each of the previously mentioned cases, we have:
a) When h = 0, (class A), γ αβ can be made diagonal and then the shift vanishes. Thus the counting of the essential parameters is: 6 − 2 (from the quadratic constraint) − 1 (from the constant, contained in Λ α β ) = 3. b) When h = ±1, (class B), using x(t) and P (t), we can eliminate γ 13 c) When h = 0, ±1, the counting algorithm is exactly the same, as in Type IV case.
Type VII rank(m) = 2, signature(m) = Euclidean and ν α = 0. We may set
For all values of h, equations (2.16), (2.17) give the following form for Λ α β (t):
For the case h = 0, there is another solution, except the one deduced from the previous, by setting h = 0:
Again, for each of the previously mentioned cases, we have:
a) When h = 0, (class A), γ αβ can be made diagonal and equations (2.5b) give N a = 0.
Thus: 6 − 2 (from the quadratic constraint) − 1 (from the constant, contained in Λ α β ) = 3 is the number of the essential constants.
b) When h = 0, the counting algorithm is exactly the same, as in Type IV case.
For Bianchi Types VIII and IX, condition (2.17) , does not impose any restriction on Λ α β (t), but rather fixes completely, the triplet P a (t), to be: plane. Thus, the automorphisms are characterized by the two components of the velocity vector, plus the rotation angle. The triplet P a , is:
It can be proven -see appendix A-that a positive definite matrix, can be diagonalized by this automorphism group; i.e. we can set which are characterized by three parameters; e.g. the Euler angles. The triplet P a , is:
Since a positive definite symmetric matrix can be diagonalized by an element of -the connected to the identity component of-O(3), we have that γ αβ (t) = diag(a 2 (t), b 2 (t), c 2 (t)) [18] . Then, from (2.5b), as is well-known N α = 0.
The counting yields -exactly as in Type VIII: 6 − 2 (from the quadratic constraint) = 4, essential constants. The proof rests on the previously established facts: a) That the solutions to (2.16) and (2.17), suffice to reduce the generic γ αβ , to a form that will contain the expected necessary number of essential constants, so as to be regarded as the most general one -for each and every Bianchi Type.
b) That for every given Bianchi Type, the solutions to (2.16) and (2.17), form a group.
Indeed, let γ 1 , γ 2 be solutions to (2.5). Then there are Λ 1 , Λ 2 -along with P 1 , P 2 respectively, if needed-solutions to (2.16) and (2.17), such that:
where γ irreducible , stands for the solution in a form exhibiting, only the essential constants.
From the first of these:
Since, -by definition-γ irreducible is a symmetric matrix there are always, non-trivial matrices Σ, such that:
Substituting the two last in the second, we obtain:
The number of arbitrary constants appearing in general solution for each Bianchi
Type -vacuum model-, is given in the following table -depicted in the first of [18] , pp.
211:
Bianchi Type # of the essential constants
The Space of Solutions for Type II and V Cases
In this section, we adopt the more conventional point of view; that of "gauge" fixing, before solving. As far as time is concerned, we adopt the "gauge" fixing condition N = γ, since this simplifies the form of the equations. As for the spatial coordinates, as explained in the previous section, a choice of reference system, amounts to a choice of time-dependent automorphism -along with a choice of P α (t)-; thus, we select the form of γ αβ (t) to be such that, the linear equation would imply N α = 0. In this "gauge", Einstein's equations (2.5) read:
Note that taking the trace of equations (3.1c), one arrives at:
A somewhat useful result deriving from (3.2), is the following: γ = constant implies R = 0, which is incompatible for all but I Bianchi Types.
We now present, a realization, of the method developed in the previous section, for the cases of Type II and V, Bianchi geometries. At this point, a word of caution is pertinent:
it is evident -from the previously mentioned counting, of the expected number of essential constants-, that the well known Taub's (Type II) and Joseph's (Type V) solutions, are the most general for the respective cases [17] . Thus, we should not expect to find anything new -in this respect. However, the thorough investigation of the complete space of solutions, requires the knowledge of the correct (gauge) symmetry group for Einstein's equations (2.5). In this respect, we shall directly show, that transformations (2.14), -as specified by conditions (2.16) and (2.16), applied to Types II and V-, are essentialy, the only (gauge) symmetries of these Bianchi geometries.
Note: From now on we drop the tildes from the various quantities for simplicity -except in some cases, where misunderstanding could occur.
Bianchi Type II
As it can be seen, from the results concerning Type II, we can consider -without loss of generality-, the time-dependent part γ αβ (t), of the 3-metric, to have the form:
It is interesting to observe that, the freedom in arbitrary functions of time -contained in Λ α β (t)-, does not suffice to diagonalize γ αβ (t), i.e. to set f (t) = 0, a priori. Yet, we know -see (3.16) and (3.17) below-that the diagonal Taub's metric, is the irreducible form of the most general Type II, solution. The reconciliation of these two, seemingly conflicting facts, obtains only on mass shell; after we have completely solved (3.1), with γ αβ (t) given above, f (t) becomes linearly dependent upon b(t) and c(t), and we can thus, gauge it away -utilizing the remaining freedom in arbitrary constants, contained in Λ α β (t). Note: From now on, we drop the t-symbol -for time dependence-, from the various quantities; e.g., a stands for a(t).
Inserting the form of γ αβ in equations (3.1b), we find that they vanish identically.
We next consider, the following quantity q, which is scalar under a general linear mixing
where γ, as usual, denotes the determinant of the matrix γ αβ . Then, (2.7)., gives the following non-zero components for the Ricci tensor R αβ , and the Ricci scalar, R:
The (1,1) component of (3.1c), is an autonomous equation for the scale factor a:
with a first integral:
Using (3.2), (3.3) and (3.4), we get the equation for q:
To obtain first integrals for (3.1c), let us define the new variables:
Then:
It is straightforward to see that, with the use of (3.7), and (3.3), (3.4), (3.6), the spatial Einstein's equations (3.1c), translate into the following simple, integrable, Kasner-like, equations, -in terms of γ αβ :
with first integrals:
where:
Taking the trace of (3.10), we obtain -by means of (3.8):
while the (1,1) component of (3.10), gives:
The last two, imply that θ 1 1 = ϑ s s = θ + π, so finally, the matrix ϑ becomes:
Using the relation γ = a 2 /(2q) -earlier mentioned-as well as (3.5) (3.6), (3.7) and (3.10),
it is straightforward to see that the quadratic constraint equation (3.1a), becomes a relation among constants; that is:
Integrating (3.5), we get the scale factor a:
From this relation and (3.12), we conclude that:
Now utilizing, in matrix notation, the relation: γϑ = ϑ T γ -which is the consistency requirement for (3. and reduce it, to a diagonal form. Then, we are essentially led to the diagonal Taub's solution:
At this point, it is interesting to observe that, if for some reason, we had not invoked this diagonalizing Λ, and instead proceeded with the general ϑ r s , we would had arrived, at a reducible form of the solutions with a non-vanishing γ 23 . However, this off-diagonal element, can be made to vanish through the action of the, previously mentioned, Λ.
Thus, we have shown that "gauge" transformations (2.14) -with (2.16) and (2.17), holding-, suffice to reduce the most general line element, for the Type II Bianchi Model, to the known Taub's metric. According to the theorem stated at the end of section 2, these transformations are, essentially, unique. We are now going to explicitly verify it -for the case at hand.
A convenient way to proceed, is to start from Taub 
where: ̺ = ̺ 1 ̺ 4 − ̺ 2 ̺ 3 , and all ̺'s, are time-dependent.
Consider the transformation, induced be this Λ α β , on γ
T aub αβ
-in matrix notation:
The linear constraint equations (3.1b), still imply N a = 0. As far as the time gauge fixing condition N = √ γ is concerned, we have: γ = |Λ| γ T aub , |Λ| > 0, and thus:
Since we wish for the transformation, to be a symmetry of (2.5), and we have secured that N a = 0, and selected N = γ, the equation satisfied by γ αβ , would be exactly (3.1) and (3.2) . Only the dot -defining the time derivative, with respect to Taub's time-, must be replaced by a prime:
Defining the corresponding scale quantities γ αβ , -according to (3.7) and (3.8)-we must have the analogues of (3.10):
It also holds:
Translating (3.22) in the t T aub -variable, and subtracting (3.23), we get:
which, with the help of γ T aub = a 2 T aub /2q, (3.12) and (θ
The (1,1) component of (3.21) is:
and thus, that component reads:
Inserting the derivative of (3.25) into (3.24), we have:
which in conjunction with (3.6), implies ̺ 2 =constant. Without loss of generality, we can take ̺ 2 =1. Henceforth, the time variable t, may -and will-denote Taub's time . . . cos(g(t)) whereg(t), is an unspecified function of time, and κ, µ, the eigenvalues of ϑ T aub .
It is thus left for us
The system (3.21), gives the following equations for χ(t) and ϕ(t):
Equation ( 
It also implies, γ 11 = γ T aub 11 , or a(t) = a T aub (t), as well as, ω = ω T aub , or -through (3.14)-:
Out of the 4 differential equations (3.26), only the first three, are independent -in view of (3.27). The solution to this system, for σ = 0, is given by:
-from the Riccati (3.26b), where k 1 = (π − θ + λ)/2σ, is the constant special solution and:
Thus, it is easily seen that, (3.29) and (3.30) make the matrix L 
with (ε 1 ) 2 = (ε 2 ) 2 = 1, (σ, c) > 0 and:
There are the special cases σ = 0, or λ = 0, which are easily seen, to fall into the previous case.
Thus, in all cases, always exist matrices Σ and L, such that the transformation matrix Λ α β , can be written as:
This concludes the verification of the Theorem stated at the end of the section 2, since indeed, R and Σ, have trivial action, on γ T aub αβ . It is therefore, evident that the most general γ αβ , N(t) and N a (t), satisfying equations (2.5), are -in matrix notation:
where, the ̺'s are constant, and:
where the fourth arbitrary function h(t), accounts for the time reparametrization covariance, i.e. permits us to depart from the time gauge fixing N = √ γ.
Bianchi Type V
As it can be seen, from the results of section 2, concerning Type V, we can consider -with the usage of time-dependent A.I.D.'s-, the time-dependent part γ αβ (t), of the 3-metric, to be of the form:
. Again, as it happens for Type II, the form of the allowed transformation Λ α β (t) is such that, one can not set b(t) = 0, a priori. Yet, we know -see (3.39) and (3.40) below-that the diagonal Joseph's metric, is the irreducible form of the most general Type V, solution. This puzzle, finds its resolution only on mass shell; after we have completely solved (3.1) with γ αβ (t) given above, b(t) becomes linearly dependent upon a(t) and c(t), and we can thus, put it to zero -utilizing the remaining freedom in arbitrary constants, contained in Λ α β (t). Note: From now on, we drop the t-symbol -for time dependence-, from the various quantities; e.g., a stands for a(t).
We next define, the scalar -under a general linear mixing
Then, (2.7), gives:
The (3,3) component of (3.1c), gives an autonomous equation for the scalar factor q:
Defining the scaled quantities:
and using (3.32), (3.33), equations (3.1c), are translated into the following form:
The form of the matrix ϑ, has been derived, using the form of γ αβ and the property that |γ| = 1. Using (3.31), (3.34) and (3.37), the quadratic constraint (3.1a), becomes a relation, among constants -as it was expected-, namely:
The property |γ| = 1, together with the consistency requirement -in matrix notation-γϑ = ϑ T γ, which follows from (3.37), enables us to conclude that classical solutions, exist only for those values of the parameters, θ, ̺, σ, for which ϑ, is diagonalizable, i.e.
when θ 2 + ̺σ > 0.
Since the matrices Λ α β , of the form:
along with P a = 0, constitute the remaining gauge freedom, we can invoke such Λ α β , to diagonalize ϑ α β , and -at the same time-retain the shift, zero -see (2.14). Now with a diagonal ϑ α β , equations (3.37), essentially imply that γ αβ , is diagonal too. A further integration of (3.34), yields:
and thus, we are laid to the well known Joseph's solution -through complete integration of (3.37), for the diagonal case:
or the Milnor's solution [17] , when ω = 0 -with the corresponding q.
Once again, it is interesting to observe that if, for some reason, we do not invoke this diagonalizing Λ α β and, instead, proceed with the general ϑ α β , we arrive at a reducible form of the solution, which contains a non-vanishing γ 12 . However, this off-diagonal element, can be made to vanish through the action of the -previously mentioned-constant automorphism.
Thus, we have shown, that the "gauge" transformations (2.14), -with (2.16) and (2.17), holding-suffice to reduce the most general line element for the Type V Bianchi Model, to the known Joseph's metric, as predicted from the theorem, stated at the end of section 2. As we have done for the Type II case, we are now going to explicitly verify that these transformations, are essentially unique. To this end, let us consider the most general time-dependent automorphism, complementary to the time-dependent automorphism, described in section 2 -for the Type V, case. |, we conclude that we are in the same temporal, as well as spatial, gauge. Therefore, γ αβ , will also satisfy equations (3.1c).
Since Λ α β , is an automorphism, it is a symmetry of q and thus, if we define the scaled quantities:
γ αβ = q γ αβ they must satisfy, the relations analogous to (3.37): i.e. the symmetries of the Joseph's metric; -in matrix notation
The system (3.42), gives the following differential equations for ϕ(t) and τ (t):
The solution to this system, for σ = 0, leads to incompatibility of the form ϕ 2 = −e 2 , e a function of time.
For σ = 0, we get: Since the first matrix in the product, is a symmetry of (γ αβ ) Joseph , we again conclude that, the non-trivial action of Λ α β , on (γ αβ ) Joseph , is tantamount to the action of a constant matrix in accordance to the theorem of section 2.
Finally, the most general line element (γ αβ , N, N a ) satisfying Einstein's equations (2.5), is thus given, -in matrix notation by:
where the ̺'s are constant, subject to the condition ̺ 1 ̺ 4 − ̺ 2 ̺ 3 = 1 and:
where the fourth arbitrary function h(t), accounts for the time reparametrization covariance.
Discussion
In this work, we present an approach to the problem of solving Einstein's equations, for the case of a generic Bianchi-Type spatially homogeneous spacetime. The approach is not plagued by the fragmentation characterizing the major part of the existing rich literature -which is inherited by the diversity of the various simplifying ansatzen, employed in each case. The key notion for avoiding this fragmentation, is that of a Time-Dependent Automorphism Inducing Diffeomorphism; that is, a general coordinate transformation (2.9), mixing space and time coordinates, whose action on the line-element of a Bianchi A statement that applies to all Types is that, using two of the three arbitrary functions, the scale-factor matrix γ αβ (t) can always -a priori; i.e. before solving any classical equations of motion-be put into a so called "symmetric" [15] form, i.e. γ 13 = γ 23 = 0.
This applies also for Type II, if we take instead of the standard form for the structure constants (C Except of the three arbitrary functions of time, of considerable importance, are also the arbitrary constants, appearing in the solutions to (2.16) and (2.17). The number of these constants, differs for different Bianchi Types. The very interesting fact, is that when this number is subtracted from the number of constants, given be Peano's theorem, -after the freedom in arbitrary functions of time, has been fully exhausted-, the resulting number of the -finally-remaining constants, equals, for each and every
Bianchi Type, to the number of expected essential constants -see [18] , p. 211. This, permits us to conclude that the gauge symmetry transformations (2.14) -with (2.16) and (2.17), holding-are, essentially, unique. It is also noteworthing, that the existence of these constant parameters, helps to rectify a defect from which, the previous approach of Jantzen, is suffering; that of an uneven passage, from the lower to the higher Bianchi Types, owing to the change of the dimension of the invoked symmetry group [18] ; indeed, the arbitrary functions of time are thus varying with dim[SAut(G)], from 8 (Type I), to 5 (Type II and V), to 3 (higher Types). This situation, is rather unsatisfactory, since we know that the independent or dynamical degrees of freedom for the gravitational field, are 2 -per space point. Thus, in cosmology, we expect 2 independent functions of time -irrespective of Bianchi Type.
In contrast to this state of affairs, the solutions to (2.16) and (2.17), contain exactly 3 arbitrary functions of time, which together with the arbitrary function -owing to the time reparametrization covariance of equations (2.5)-, leave us with 6(γ αβ ) − 4 = 2 arbitrary functions, in all Bianchi Types. The required sensitivity, of the method, to the particular isometry group, is represented by the extra constant parameters -as explained.
It is in this remarkable way, that General Relativity manages to encode the memory of spatial G.C.T. covariance, in the set of the reduced equations (2.5), where only functions of time and their derivatives appear. This encoding also persists in the actions -when these actions exist-, and leads to important grouping of γ αβ 's, into the three solutions:
βν , x 3 = γ of the quantum linear constraints [12, 19] . When a truly scalar Hamiltonian exists [12, 20] , the wavefunction depends only on the q i 's:
which completely and irreducibly, determine a spatial three-geometry.
To summarize, the system (2. 
A Appendix
In [21] , the following Theorem, is given: Thus, if we take the pair γ αβ , η αβ , it suffices to prove that η α̺ γ ̺β , has n-real eigen-
values. In what follows, for the sake of completeness, we give a proof on the entire statement that a positive definite matrix γ αβ , can be diagonalized via the Lorentz group.
Theorem
Let γ be a positive definite n × n real matrix. Then, there exists a Lorentz matrix Λ, such that:
where ∆ a diagonal matrix.
Note: Since Λ T = ηΛ −1 η, where η is the Minkowski metric, (A.1) may be written as
In order to prove (A.2) it is useful to write it equivalently using the notation employed with linear mappings. To do that, we consider an n-dimensional real linear space V with basis (e 1 , e 2 , . . . , e n ). The scalar product in this space is defined as < , > : V ×V → ℜ, with < e α , e β >= η αβ . The matrix ηγ defines a mapping f : V → V through the relation:
f (e α ) = n β=1 (ηγ) αβ e β
The following will prove useful later on:
2) A mapping f : V → V is called self-dual, if < f (x), y >=< x, f (y) > for every x, y ∈ V . We may prove that the mapping f defined through the matrix ηγ is self-dual. Indeed:
< f (x), y >=< y, f (x) >= y T ηηγx = y T γx < x, f (y) >= x T ηηγy = x T γy = y T γx For the eigenvectors of ηγ, we can prove that they have a non-zero norm. Indeed, let x be an eigenvector of ηγ, i.e. ηγx = λx ⇒ γx = ληx ⇒ x T γx = λx T ηx = λ < x, x > Since γ is positive definite and x = 0 we have x T γx > 0, so that < x, x > = 0.
We are now in position to prove a spectral theorem for a mapping f with real eigenvalues.
If f : V → V is a self-dual mapping with real eigenvalues, then V has an orthonormal basis consisting of the eigenvectors of f .
Proof
Let λ be an eigenvalue of f , u the corresponding eigenvector and M = [u] the onedimensional subspace spanned by u. Obviously, M is an invariant subspace of V with respect to f .
According to 1), we have V = M ⊕ M ⊥ . As implied by 2) and 3), M ⊥ is also an invariant subspace and thus f induces a self-dual mapping onto M ⊥ . Hence, we can apply induction and show that:
where the M α are one-dimensional invariant subspaces orthogonal to each other. Since u α is an eigenvector of ηγ, it holds that < u, u > = 0, as proved above. We can thus promote the orthogonal basis to an orthonormal set (û 1 ,û 2 , . . . ,û n ). The transformation connecting this orthonormal basis to the initial orthonormal basis (e 1 , e 2 , . . . , e n ) is the matrix Λ sought for in the first theorem, relations (A.2) and (A.1).
