ABSTRACT: Reliability importance measures providing information about the importance of components on the system performance (reliability, maintainability, safety, or any performance metrics of interest) have been widely used in reliability studies and risk analysis. In this paper, the differential importance measure (DIM) introduced recently for use in risk-informed decision-making is extended to Markov reliability models. This allows to qualify the relative contribution of a component (or a group of components), as well as a state (or a group of states) on the total variation of system performance. The estimation of DIM at steady state from the operating feedback data by using perturbation analysis is also investigated. A numerical example of a dynamic system is finally introduced to illustrate the use of DIM, as well as the advantages of proposed approach.
INTRODUCTION
Reliability importance measures providing information about the importance of components on the system performance (reliability, maintainability, safety, or any performance metrics of interest) have been widely used in reliability studies and risk analysis. They are useful tools to identify design weaknesses or operation bottlenecks and to suggest optimal modifications for system upgrade. Recently, a new importance measure, called Differential Importance Measure (DIM), has been introduced for use in riskinformed decision-making (Borgonovo and Apostolakis 2001; Borgonovo et al. 2003; Vinod et al. 2003; Marseguerra and Zio 2004) . The DIM is defined as a first-order sensitivity measure that ranks the parameters of the risk model according to the fraction of the total change in the risk metric that is due to a small change in the parameters' values, taken one at a time. However, this importance measure is often only applicable on a limited class of system with independent components.
The first objective of this paper is to develop the differential importance measure in the context of dynamic systems including inter-component, functional dependencies, or more generally, systems described by Markov models. In such systems, the (un)availability of a component does not depend only on its characteristics but also on other system parameters, and its (un)availability in the system can be different from its (un)availability out of the system, see (Ou and Bechta-Dugan 2003) . In this context, the partial derivatives with respect to the system parameters, or more generally, the directional derivatives (Do Van et al. 2008c) , rather than to the components'(un)availability, appears to be more relevant and is often preferred for design purposes. Hence, we develop the DIM based on the directional derivative in the direction defined by a matrix in an appropriate space. This allows to qualify the relative contribution of a component (or a group of components), as well as a state (or a group of states) on the total variation of system performance.
In the framework of Markov models, one has shown in (Do Van et al. 2008c ) that perturbation analysis and one of its extension presented in (Cao and Chen 1997) can be very well adapted to reliability or maintenance problems at steady state. The second objective of the present paper is to show how the perturbation technique can be used in order to estimate the DIM of Markov models at steady state by using only a single sample path. Moreover, when perturbation parameters have been estimated, the DIM of any direction can be easily obtained without additional calculations. As a consequence, different maintenance policies or inspection schedules can be easily tested and optimized.
This paper is organized as follows: Section 2 is devoted to the development of DIM in the context of Markov models. The analytical calculation of DIM based on the directional derivative is also investigated. Section 3 focuses on the estimation of DIM at steady state from a single sample path of Markov process using the perturbation analysis technique. A simple numerical example is introduced in Section 4 to illustrate the use of DIM in reliability studies, as well as the advantages of proposed approaches. Finally, Sec-tion 5 presents the conclusions drawn from this work. Consider a n-components dynamic system described by an irreducible homogenous Markov process X l = {X l t , t ≥ 0} (initial state l) with finite state space E and the transition rate matrix M. This Markov process is ergodic and a single stationary distribution exists (Ross 1996) . Let a row vector π = (π 1 , π 2 , ...) be the vector of steady state probabilities (stationary distribution vector). ChapmanKolmogorov equations at steady state can be written as:
NOTATION LIST
Let f be the performance function associated with the system states. The system performance (availability, production capacity, etc.) is usually considered as the expected performance function.
where E π denotes the expected with respect to the steady state probabilities π, and f = (f 1 , f 2 , ..., ) T a column vector with f i = f (i). For example, if one considers the system availability then f i = 1 when system is operational in state i and f i = 0 otherwise.
Definition of DIM
Consider now a perturbation on the transition rate matrix M of the Markov process. Consequently, the perturbed transition rates matrix is :
where δ is a real number and Q is a matrix representing the direction of perturbation. If an entry M ij = 0, the corresponding entry Q ij must then equal 0. An entry Q ij = α different from 0 indicates that the transition rate from state i to state j is perturbed by an amount αδ. The only condition on the structure of Q to ensure that the matrix M δ remains a transition rate matrix of a Markov process is that the sum of each row of Q equals 0. The matrix Q can be used to describe the change of one parameter, a group of parameters, more generally, the change in any direction of transition rates.
Example: Consider a system consisting of two independent units C1 and C2 in a parallel structure with constant failure rates λ 1 , λ 2 and constant repair rates µ 1 , µ 2 (see Figure 1) .
The transition rate matrix of this system is given by: Figure 2 sketches the Markov graph with a perturbation on one specific parameter, namely λ 1 , which corresponds to the directional perturbation matrix Q λ 1 .
Figure 3 presents the state diagram modified by a perturbation on the exit transition rates of one specific state, namely state number 3. This perturbation corresponds to the directional perturbation matrix Q 3 .
Figure 3. Perturbation on the exit transition rates of state 3
If one considers the case in which the transition rate matrix is perturbed in
.K could be relative to a parameter, a state, etc), the perturbed transition rates matrix is then:
The variations in transition rate matrix described in Equation (4) may lead to a variation of the system performance, noted δA. If the changes of parameters are small enough, the variation of the system performance δA can be approximated by the first-order contribution δ I A, see (Borgonovo and Apostolakis 2001) :
where:
• dA dQ i is the directional derivative of A in the direction Q i (Cao and Chen 1997) . It is used as an importance measure, namely multi directional importance measure, in reliability sensitivity analysis (Do Van et al. 2008c ; Do Van et al. 2008a ),
is the first-order contribution of the change in transition rates matrix with respect to the direction Q i and the amount δ i .
In order to qualify the relative contribution due to the change in a direction on the total variation of system performance, the differential importance measure (DIM (Borgonovo and Apostolakis 2001; Borgonovo et al. 2003) ) based on the partial derivatives. More precisely, the DIM in the direction Q i can be defined as:
If the direction Q i relates to a component (or a group of components), a state (or a group of states), the DIM in the direction Q i represents then the relative contribution, on the total variation of the system performance, of a component (or a group of components), a state (or a group of states) respectively. An application example of DIM in reliability sensitivity analysis can be found in Section 4. By definition, the DIM shares two interesting properties:
Property 1: Additivity. If we are interested in the DIM in the subset of directions Q i , Q j , ...Q s . Then:
This relationship shows that the DIM is additive. This important property can be used to the DIM relative of a group components given the DIM relative of each component in this group.
Property 2: The sum of the DIMs of all directions equals unity, that is:
This property can be used to determine the DIM of a direction from the other. 
Evaluation of DIM
where M is the generalized inverse (or group inverse) of M defined as: M = (M + eπ) −1 − eπ, with e = (1, 1, ..., 1) .
Proof: the demonstration of this theorem can be found in (Cao and Chen 1997; Do Van et al. 2008c ).
By using this result, Equation (6) can be expressed as:
This formula shows that the DIM of different directions can be easily obtained by changing only the directional matrix without additional calculations. Moreover, the DIM of a group of directions can be directly calculated as:
with
Note well that the DIM can be easily evaluated by using Equation (6), it does not however account for the higher-order effects of simultaneous changes of several parameters, and it can therefore be used only when the changes of parameters are small enough. The idea of second-order extension of the DIM, is considered in (Zio and Podofillini 2006) , and the higher-order extension can be found in (Do Van et al. 2008b ).
3 ESTIMATION OF DIM USING PERTURBA-TION ANALYSIS From a practical point of view, the analytical method developed in the previous section can be used to evaluate DIM. This method may however lead to some difficulties. The reliability behaviour (failure rate, repair rate) of some components of the system may be unknown, and the transition rate matrix of Markov process modeling the system may evenly be unknown. In these cases, the analytical method may be unusable. Moreover, this method could be computationally burdensome or highly inefficient when the state space dimension is too high. It is therefore interesting to have an effective method for estimating DIM from the observed data of the system, i.e. from a nominal trajectory of the corresponding Markov process. (Do Van, Barros, and Berenguer 2008c) shows that perturbation analysis (AP) can be a promising approach since the AP allows to estimate the directional derivative from a single sample path of Markov process.
Directional derivative estimate
Assume that the transition rate matrix M of Markov process is unknown and that only an observed sample path of this Markov process is available. Cao showed in (Cao and Chen 1997) by using perturbation analysis that the directional derivative of the steady state performance measure A with respect to the direction Q can be written as:
where 
with:
• E is the mathematical expectation,
• Γ j (i) = inf{t, t > 0/X j t = i} is the first passage time from state j to state i of Markov process X l t . The first passage time Γ j (i) and the stationary probabilities vector π (and consequently A) can be estimated from X j = (X j t , t ≥ 0) as follows. A Markov process X l t (initial state l and transition matrix M) is observed with the two time sequences {j s } and {i s } so that:
• j s = is the time upon which X l t is in state j for the first time after time i s−1 ,s ≥ 1,
• i s = is the time upon which X l t is in state i for the first time after time j s , s ≥ 1. {j s } and {i s } are well defined on a sample path. Now define: Figure 4 ), Then Γ j (i),
, and A are estimated byΓ j (i),Î, andÂ respectively :
where n is the number of observed interval [j s , i s ], N is the total number of observed transitions and T k is the k-th transition time. Consequently:
The convergence of these estimators based on the realization matrix has been studied and proved by Cao in (Cao and Chen 1997) . The estimation of the matrix D = [d ij ] i,j∈E can also be computationally burdensome because it must be made for each couple (i, j) (complexity of order O(m 2 )). That is why an approximate estimate (with potential vector) is proposed in (Cao and Wan 1998) which reduces the complexity of the calculation to the order O(m).
Hence, thanks to the ergodicity of the process under consideration, the perturbation realization leads to an estimate of the directional derivative that:
• can be evaluated from a single sample path. This is very interesting from a practical point of view for on-line performance optimization, when the parameters are impossible to change intentionally, or when the simulation of each perturbed path is computationally burdensome;
• can be evaluated without knowing the infinitesimal generator M of the Markov process;
• can be evaluated in any direction by changing only the directional matrix Q.
DIM estimate
By using this result showed in Equation (12) , Equation (6) can be written as the following:
The estimation of DIM is then:
can be estimated from a single sample path by using Equations (16) and (18) respectively. It is clear that the estimation of DIM can be obtained, by using perturbation analysis technique, from an observed trajectory of system without knowing the transition rate matrix of Markov process.
NUMERICAL EXAMPLE
The purpose of this section is to show how the differential importance measure DIM can be used in reliability sensitivity analysis of Markov models through a simple example. Performance measure considered in the study is the system availability at steady state. The use of perturbation analysis is also considered in order to estimate the DIM's measures from a single sample path of Markov process. Figure 5 represents the structure of a simple system with 3 units (C1,C2,C3). Unit C3 is in cold redundancy with C2. C2 is thus the main operating unit of group (C2,C3): as soon as C2 is repaired, C3 stops and priority is always given to the repair of C2, see The operational mode of the system is described in Table 2 where "O" denotes an operating state, "S" denotes a standby state, and "F" denotes a failed state. The corresponding Markov process is sketched in Figure 6 . Table 1 gives the values of failure rates λ i , the repair rates µ i (i = 1, 2, 3).
According to the Markov diagram shown in Figure  6 , the system availability at steady state is : withf = (1, 0, 1, 1, 0, 0, 0) T .
By resolving the Chapman-Kolmogorov equations at steady state (1), one obtains finally the steady state availability A = 0, 7895. C1 1e-3 1e-2 C2 5e-3 1e-2 C3 5e-3 1e-2 Table 2 . System states
Assume now that all component's failure rates are simultaneously changed. For example, all of components in an aircraft subsystem would presumably be subject to many of the same stress vibration from the engines, shock of landing, irregularities in the power supplied, etc. To illustrate the application of DIM, two following scenarios of changes could be proposed:
• uniform changes (H1):
If one substitutes this relationship into Equation (6), the DIM's measures do not then depend on the magnitude of change δ, provided that we consider small changes.
• proportional relative changes (H2):
Similarly, by substituting this relationships into Equation (6), the DIM's measures do not depend on the percentage of change ω under the hypothesis that the changes are small. These changes in failure rates may conduct to a variation of the system availability. Our objective is to use the DIM in order to quantify the relative contribution of a component (a group of components), a state (or a group of states) of the system, on this variation.
DIM for a component, a group of components
A directional perturbation matrix Q λ i is first considered corresponding to changes in the direction of a single parameter of interest, e.g. the failure rate of component i, λ i .
Uniform changes:
Consider now the scenario H1, the results of DIMs in the directions Q λ i (i = 1, 2, 3) are obtained by using the analytical expression (Equation 10). The results in Table 3 show that the contribution of C1 on the total variation of system availability is more important than that of C2 or C3, and the components'importance ranking is C1>C2>C3. From the additivity property, the DIMs for the pairs of parameters are:
According to these measures, the groups'/components' ranking is: C3<C2<(C2,C3)<C1<(C1,C3)<(C1,C2). Table 4 represents the results of DIMs for the second scenario (H2). According to these importance measures, the components importance ranking could be drawn. More precisely, C1 becomes the less important one, and the most important component is C2. Similarly, the DIMs for the pairs of parameters are:
Proportional relative changes:
Considering these results, the groups'/components' ranking is: C1<C3<C2<(C1,C3)<(C1,C2)<(C2,C3).
Note however that the components' ranking that we obtain are not absolute importance rankings, but the ranking relative to the DIM criterion with a specific scenario of changes. Obviously, different rankings could be obtained if a different importance measure was used.
DIM for a given state
To study the sensitivity of a given state, some specific directions of sensitivity are considered. In Tables 5 and 6, Q i represents the direction of all failure rate transitions leaving from the operational state i (i = 1, 3, 4). The DIM(Q i ) provides the relative contribution of state i on the total variation of system availability provoked by the changes in components' failure rates. The results of DIM(Q i ) (i = 1, 3, 4) for the case H1 (uniform changes) are reported in Table 5 . According to DIM(Q i )'s measures, state 1 is the most important and state 3 is more important than state 4. This importance ranking still holds for the case where the components' failure rates change proportionally (case H2), see Table 6 . 
Estimation of DIM
The exact results shown in previous paragraphs are obtained by using the analytical calculation under the hypothesis that the transition rate matrix M of Markov process is available. But in practical application, this assumption is not always true. Assume now that the M is unknown and that only available data are a single sample path of Markov process. Since the realistic data set of this trajectory is not available here, it need to be simulated with parameter values given in Table 1 . The goal is to use the perturbation analysis technique to estimate the DIM's measures mentioned above from this data set. In fact, the simulation is made for 100000 transitions. The steady state vector π and the realization matrix D have been estimated by using Equations (16) and (18) respectively. All the results presented in Tables   3, 4 ,5 and 6 are obtained by changing only the directional matrix in Equation (20) . The numerical results show that the estimated values are very close to those given by the analytical method.
To illustrate the convergence of the perturbation analysis approach, the Figure 7 sketches the evolution of the estimatorD IM(Q λ 1 ) as a function of the sample size. In this work, the differential importance measure (DIM) is extended to the dynamic systems including inter-components, functional dependencies, or more generally, systems described by Markov models. This allows to qualify the relative contribution of a component (or a group of components), as well as a given state (or a group of states) on the total variation of system performance provoked by the changes in system parameters' values. In order to evaluate the DIM at steady state, both analytical method and estimation approach based on perturbation analysis are investigated. Numerical results show that the perturbation analysis technique can provide a very good estimation using only a single sample path of Markov process. From a practical point of view, this approach can be therefore a powerful tool to estimate DIM's measures from the operating feedback data of system without knowing components' reliability behavior (failure and/or repair rate,...), consequently, the transition rate matrix of Markov model.
Our further research focuses on the application of perturbation analysis to estimate the high-order extension of the DIM presented in (Do Van et al. 2008b) . At last more detailed applications of these importance measures to decision-marking in reliability engineering, e.g. to the optimization of maintenance policies, are under study.
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