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H I G H L I G H T S  
• Novel distributed optimization algorithm for energy planning. 
• Each energy system is considered as agent interacting with Energy Internet. 
• Consider both cooperative (FCS) and non-cooperative (NCS) scenario. 
• FCS and NCS reduce the cost respectively by 30% and 15% compared present methods.  
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A B S T R A C T   
Distributed energy systems play a significant role in the integration of renewable energy technologies. The 
Energy Internet links a fleet of distributed energy systems to each other and with the grid. Interactions between 
the distributed energy systems via information sharing could significantly enhance the efficiency of their real- 
time operation. However, privacy and security concerns hinder such interactions. A game-theoretic approach 
can help in this regard, and enable consideration of some of these factors when maintaining interactions between 
energy systems. Although a game-theoretic approach is used to understand energy systems’ operation, such 
complex interactions between the energy systems are not considered at the early design phase, leading to many 
practical problems, and often leading to suboptimal designs. The present study introduces a game-theoretic 
approach that enables consideration of complex interactions among energy systems at the early design phase. 
Three different architectures are considered in the study, i.e., energy eystem prior to grid (ESPG), fully coop-
erative (FCS), and non-cooperative (NCS) scenarios, in which each distributed energy system is taken as an agent. 
A novel distributed optimization algorithm is developed for both FCS and NCS. The study reveals that FCS and 
NCS reduce the cost, respectively, by 30% and 15% compared to ESPG. In addition to cost reduction, there is a 
significant change in the energy system design when moving from FCS to NCS scenarios, clearly indicating the 
requirement for a scenario that lies between NCS and FCS. This will lead to reducing design costs while main-
taining privacy.   
1. Introduction 
Integration of renewable energy technologies into the energy infra-
structure has been extensively discussed recently due to the rapid 
depletion of fossil fuel resources and environmental concerns [1,2]. 
Previously, large-scale integration of non-dispatchable renewable 
energy technologies was often followed up reinforcing of the grid, which 
imposes economic constraints. Furthermore, maintaining a reliable and 
robust operation is a challenge following the large-scale integration of 
non-dispatchable energy technologies. Distributed energy systems, such 
as micro-grids and energy hubs, have become an attractive solution in 
this context because they have shown the potential to integrate higher 
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fractions of non-dispatchable energy technologies [3,4]. Both dis-
patchable energy technologies and energy storage devices help to 
withstand the fluctuations in demand and generation with a minimum 
impact on the grid [5]. However, designing distributed energy systems 
that consist of different energy technologies is a difficult task. 
For the energy transition, it is essential to scale up the imple-
mentation of distributed energy systems, catering to local energy de-
mand while harnessing renewable energy potential. To this effect, the 
energy system’s design needs to consider the interactions between sys-
tems (through multi-energy grids). Designing such an energy infra-
structure is a significant challenge for two main reasons:  
• Expansion of the decision space that needs to be explored;  
• Difficulties in considering the interactions among energy systems. 
Moving from a single distributed energy system to a set of energy 
systems interacting with each other extends the decision space. Both 
connectivity and strength of the network need to be optimized in this 
context. This expansion of the decision space makes the optimization 
process more challenging. Maroufmashat et al. [6] conducted a simul-
taneous optimization of energy systems and their energy network in a 
case study consisting of three distributed energy systems. Similarly, 
several studies have focused on the simultaneous optimization of energy 
systems and networks. Many recent studies have also focused on using 
multi-agent systems with fully cooperative scenarios to understand the 
complex interactions between energy systems concerning the operation. 
All of these studies consider the fully cooperative mode in design and 
operation. A fully cooperative scenario considers that all of the decisions 
related to the entire energy infrastructure are made by one entity. The 
distributed energy systems (agents) act in a fully transparent manner 
without maintaining any privacy. 
Energy markets are gradually shifting to a more open environment in 
which distributed energy systems behave as agents with much higher 
autonomy. Consequently, the fully cooperative scenario will misrepre-
sent the transition in the energy sector [6,7]. A bargaining process of 
different agents is often considered during decision making through 
agent-based models. Furthermore, non-cooperative scenarios will 
accommodate sustainable energy technologies depending upon the 
agents’ preferences while guaranteeing each energy system’s reliable 
and robust operation. Moving to a non-cooperative strategy will help to 
study liberalized energy markets. Therefore, such a representation is 
essential for realizing the broader Energy Internet, in which different 
stakeholders related to energy services meet each other in a common 
energy market. 
Several recent studies have focused on non-cooperative games in the 
real-time operation of distributed energy systems (dispatch problem), 
raising a number challenges to the optimization process compared to 
cooperative scenarios. Khan and Pasupuleti [8] used non-cooperative 
game theory to manage the operation within a distributed energy sys-
tem. The focus of their work was to minimize the operation of the fossil 
fuel-based generator. Liu et al. [9] moved beyond the boundary of a 
single energy system and considered the interactions among several 
energy systems. Motelleb et al. [10] extended the concept by consid-
ering the network to be constrained. They used the networked Stackel-
berg game for this purpose. Hanmin et al. [11] considered a similar 
problem with thermal networks. In addition, the non-cooperative sce-
nario has been considered for the optimal dispatch of polygeneration 
[12], energy storage management [13], microgrid energy management 
with the day-ahead energy market [14], voltage control of standalone 
microgrids [15], etc. A comprehensive explanation of these applications 
can be found in a recent review by He et al. [16]. However, these studies 
are limited to the operation of energy systems. Therefore, the influence 
of their design on control has not been discussed. Although it is not 
comprehensive, a game-theoretic approach has been used to design 
energy systems. Jing et al. [17] conducted energy system optimization 
considering the cooperative scenario and represented distributed energy 
systems using multiple agents during the decision-making process. 
Mohseni et al. used a fully cooperative scenario to optimize a distributed 
energy system, regarding each component as an agent [18]. Jin et al. 
[19] compared cooperative and non-cooperative scenarios to design a 
distributed energy system using the Particle Swarm method. 
Moving from a single energy system or a microgrid to an Energy 
Internet (Fig. 1a) complicates the design problem. For example, it is 
required to consider both design and operation of each energy system 
and the energy flow within the network. Wang and Perera [20,21] 
introduced a methodology to optimize the Energy Internet considering 
n − 1 security. The optimization algorithm demonstrated the potential 
to optimize the Energy Internet with more than ten distributed energy 
systems, considering the cooperative scenario. However, the in-
teractions between the grid and distributed energy systems are weakly 
considered in this study, which can easily lead to sub-optimal solutions. 
Furthermore, maintaining the privacy and the autonomy at the system 
level is essential, and is known to be the key to the progress of an Energy 
Internet, as suggested by Inderwildi et al. [22], where a non-cooperative 
approach could be beneficial. The model proposed by Wang and Perera 
[20,21] does not consider non-cooperative scenarios. The non- 
cooperative approach considers each agent (such as a distributed en-
ergy system) as a unit that tries to maximize its profit while interacting 
with an open energy market, including several such agents that do not 
cooperate. Designing energy systems for a non-cooperative energy 
market converts the optimization problem into a set of distributed 
optimization problems (in which each agent represents a distributed 
energy system). To achieve market equilibrium, the optimization pro-
cess is conducted for several rounds until the Nash equilibrium is 
guaranteed. This will extend the computational time. Therefore, ac-
commodating privacy and autonomy at the level of the local energy 
system is a challenging task, and vital to the energy transition. 
Considering the importance of non-cooperative agents in realizing an 
Energy Internet and the importance of moving to a distributed archi-
tecture to design an Energy Internet, this study focuses on introducing a 
novel optimization algorithm. The results are compared between non- 
cooperative, enhanced cooperative, and the present state-of-the-art 
models (Wang and Perera [20,21]). The importance of moving to a 
distributed architecture to design an Energy Internet, and the impact of 
considering autonomy and privacy in the non-cooperative scenario, is 
discussed based on the Pareto solutions obtained using the three 
different techniques. The research paper is organized in the following 
manner: Section 2 presents the overview of the approach used for the 
coordinated design of an Energy Internet consisting of several distrib-
uted energy systems. Sections 3 and 4 illustrate the computational 
model, the optimization algorithm, and the results of the study. 
2. Coordinated design and operation of energy systems for an 
Energy Internet 
The concept of the Energy Internet has been developed to allow 
stronger interactions among multi-energy systems connected through 
multi-energy networks (Fig. 1a). An Energy Internet allows a higher 
integration level of renewable energy technologies while enabling self- 
healing and plug and play devices. The design and operation of the 
energy infrastructure play an important role in the process of realizing 
an Energy Internet in which cyber–physical interactions are considered. 
A multi-energy network supports physical interactions, whereas infor-
mation exchange among the distributed energy systems enables cyber 
interactions with the support of communication technology. This re-
quires making energy systems more intelligent. In addition, interactions 
among distributed energy systems are essential to provide the flexibility 
to integrate renewable energy technologies and cater to the requirement 
of prosumers. The Energy Internet design process can be conducted in 
different ways considering the interactions among the energy hubs 
within the Energy Internet. In this study, three scenarios are considered. 
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2.1. Energy system optimization considering predefined grid curtailments 
(energy system prior to grid, ESPG) 
The design of the Energy Internet requires simultaneous optimiza-
tion of the energy systems and grid. Optimization needs to be performed 
at three levels to achieve this, i.e., 1) the operation of the energy sys-
tems, 2) the system configurations of the energy systems, and 3) the 
connectivity and strength of the network [23]. The Energy Internet 
design process is initiated as a process with two steps by Fazlollahi et al. 
[23], in which the energy system is optimized initially followed by the 
dispatch optimization using a bi-level optimization algorithm. Subse-
quently, the energy network (electricity or heat) is optimized as the 
second step. However, the influences of grid curtailments are not 
considered in detail at the first level, in which the energy system is 
optimized using the bi-level optimization algorithm. Perera et al. 
[24–26] extended this approach by considering predetermined grid 
Fig. 1. In this figure, the outlay of the Energy Internet concept is presented in (a). Respectively, (b), (c), and (d) present the ESPG, non-cooperative, and fully 
cooperative scenarios used to design the Energy Internet. 
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curtailments. Subsequently, Wang and Perera [20] optimized the energy 
system and network simultaneously considering n − 1 security of the 
Energy Internet. The ESPG scenario presents this approach in which the 
energy system is optimized initially considering a set of predetermined 
grid curtailments and, subsequently, the energy network is optimized, as 
shown in Fig. 1b. This approach has several drawbacks. The influences 
of network interactions and neighboring energy systems are disregarded 
in the optimization process. This may lead to significant congestion in 
the grid, resulting in a sub-optimal system design. Furthermore, a 
centralized intervention is used when optimizing the Energy Internet. 
2.2. Fully cooperative scenario (FCS) 
A fully cooperative scenario (FCS) facilitates the sharing of infor-
mation among the agents through a centralized authority, so that each 
energy system is aware of the adjacent system. Usage of the grid, which 
allows purchasing and injection, is shared among all of the energy hubs 
with the support of the centralized authority. This enables each energy 
system to be optimized considering the influences of neighbors. Further, 
it provides more grid capacity whenever stronger interactions need to be 
maintained (as shown in Fig. 1c), in contrast to the ESPG. An iterative 
process is used to update the network and system design improves the 
objective functions compared to the ESPG. 
2.3. Non-cooperative scenario (NCS) 
The non-cooperative scenario falls between the FCS and ESPG. It 
does not have a centralized authority that provides comprehensive in-
formation about the neighboring energy systems and grid congestion 
during the energy system optimization. This allows privacy to be 
maintained. Energy systems interact with their neighboring energy 
systems to maximize their gains through participation in games. Limi-
tations of the grid and influences of neighboring systems are understood 
while participating in the game (until one reaches the Nash equilib-
rium). An iterative process is introduced in this study for the NCS in 
which the grid and energy hub are optimized sequentially. Although the 
iterative process is similar to that of the FCS, the objective function and 
the decision space are limited to the grid connectivity and its cost 
Fig. 1. (continued). 
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without considering the energy system (as performed in the FCS) in both 
objective and decision spaces (as shown in Fig. 1c). The NCS considers 
the network a separate agent similar to a distributed energy system, 
trying to minimize its cost while guaranteeing the flow constraints 
demanded by each distributed energy system (the competition exists 
among the energy systems and with the network agent to minimize their 
cost). This contrasts with the FCS in which a centralized agent selects the 
optimal energy system design for each location (from the Pareto solu-
tions obtained for each energy system) and the network architecture. 
More details of these differences are explained in Section 3. 
3. Modeling approach 
The Energy Internet is assumed to consist of several energy hubs 
connected through the grid. However, each energy hub has its own 
distribution grid, which is not considered to simplify the study. This 
converts the design problem, as shown in Fig. 1 (a), in which each en-
ergy hub and its connectivity (between hubs) need to be optimized. 
However, the design optimization of the energy systems and grid, 
although allowing higher independence to the energy systems, is not a 
process that can be achieved in a single step. Hence, an iterative 
approach should be adopted when sequentially optimizing the energy 
systems’ design and the connectivity in two different stages. A techno- 
economic model is developed to optimize the energy hub and the grid 
connecting the hubs. This section presents a brief overview of the 
techno-economic models for optimizing the energy system and network 
separately. Subsequently, the optimization algorithm is then explained. 
3.1. The design problem of the distributed energy hub 
Each energy hub studied consists of wind turbines, photovoltaic (PV) 
panels, a battery bank, and an internal combustion generator (ICG), and 
interacts with the transmission grid. Catering to both heating and elec-
tricity demands is considered in this study. It is assumed that heat 
pumps, which convert thermal demand into electricity demand, are used 
in all of the buildings. Upper and lower bounds for grid integration level 
(curtailments) and purchasing electricity are obtained on an hourly 
basis using the network model, depending upon the scenario (ESPG, 
FCS, or NCS). 
3.1.1. Energy flow model 
The energy system model consists of individual models for non- 
dispatchable components, dispatchable components, energy storage, 
and energy conversion devices such as heat pumps. Hourly global hor-
izontal solar irradiation for each city is taken from the weather data 
stored in the meteorological database as explained in Section 3.4. This is 
used to compute the power generation from the photovoltaic (PV) panel, 
according to Eq. (1). 
PPV,ht = G
β,h
t ηPV,ht APV,hxPV,h, ∀t ∈ T ∀h ∈ H (1) 
In this equation, h (∀h ∈ H) and t (∀t ∈ T) denote the energy hub and 
time step. Gβ,ht represents the total solar irradiation on a plane with tilt 
angle β. APV,h and xPV,h (xPV,h ∈ Xh) represent the area of a single PV panel 
and the number of PV panels in the energy system. ηPV,ht presents the 
efficiency of a PV panel, which depends on the type of the solar panel 
(materials used for manufacture), solar irradiation, cell temperature, air 
mass, and ambient temperature. A similar approach is used to compute 
the power generation from wind turbines. Power generation from the 
fleet of wind turbines (PW,ht ) connected to the energy hub is computed 
using Eq. (2). 
PW,ht =
̃PW,ht (vht ) x
w,h ηW, ∀t ∈ T ∀h ∈ H (2)  
where xW,h (xW,h ∈ Xh) denotes the number of wind turbines, which is 
optimized using the optimization algorithm, and ηw accounts for other 
losses that take place in the energy conversion. ̃PW,ht (v
h
t ) denotes the 
power generation from a single wind turbine connected to the energy 
hub. vht presents the wind speed at the wind turbine hub level. More 
details about the energy system model and the dispatch strategy are 
presented in Supporting Document A1 and A2. 
3.1.2. Formulation of objective functions 
Pareto optimization is conducted for the energy system considering 
two objective functions, i.e., cost and grid integration level. Net present 
value (NPV) is used as the financial indicator and grid interactions 
reflect the impact of the network interactions on the design of the energy 
system. Higher network interactions will increase the dependence of the 
energy system on the neighboring energy systems, whereas lower grid 
interactions will result in higher cost. 
The net present value is used to present the financial performance of 
the system. The NPV is computed considering the initial capital cost 
(ICC) of the system, in addition to fixed, operation, and maintenance 
costs. The ICC of the complete system is calculated considering initial 
expenditure on system components (∀s ∈ S: set of system components), 
such as wind turbines, PV panels, and battery bank. Regular mainte-
nance costs of system components are considered under the fixed annual 
cash flow (MCF). Replacement costs for ICG, battery bank (calculated 
based on the number of replacements), and power electronic devices are 
considered as a variable annual cash flow (MCV). Finally, the present 
value of the operation and maintenance cash flows (for system compo-
nents (∀s ∈ S: set of system components) such as PV panels, wind tur-
bines and ICG) is calculated according to Eq. (3), taking the lifetime of 












pk MCVs , ∀h ∈ H (3) 
In this equation, CRF denotes the capital recovery factor and p de-
notes the real interest rate. Finally, k represents the year considered. 
Finally, levelized energy cost (LEC) is derived by levelizing the NPV 
considering the entire energy demand serviced by the hub during its 
lifetime. 
The energy hub interacts with the grid by selling and purchasing 
energy depending on fluctuations in energy demand and renewable 
potential. However, the limitations for the grid interactions are imposed 
depending on the strength of connectivity, demand, and generation of 
the other energy hubs. Grid curtailments for both injecting electricity to 
and purchasing it from the distribution network are considered as a 
constraint for the entire period in the ESPG scenario. However, these 
curtailments are updated during the iterative process for both NCS and 
FCS. The curtailments define the upper bound for the energy in-
teractions. Within these upper bounds, the energy hub optimization 
algorithm looks for design solutions that can further minimize the grid 
interactions considering both export and import scenarios. Therefore, 
grid integration level (GIhIG) is defined according to Eq. (4), which is 
considered an objective function in the optimization. 
GIhIG =
∑





, ∀h ∈ H (4) 
In this equation,PIG,ht , PEx,ht , and PELD,ht denote energy imported and 
exported from the energy hub, and the electricity demand of the hub, 
respectively. 
3.2. Distributed network planning problem 
A common model is used to obtain the Pareto solutions for the energy 
hubs for each of NCS, FCS, and ESPG. The distributed network-planning 
problem is considered following the optimization of energy hubs, which 
it uses to update the grid curtailments, which is the exception of the 
ESPG scenario. For the ESPG scenario, fixed grid curtailments are 
considered during the energy hub optimization. Subsequently, the 
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network is optimized at the secondary level. A Pareto optimization is 
conducted considering two objective functions at the secondary level. 
Cost and autonomy levels are considered at this level. However, the 
formulation of the objective function is different when moving from one 
scenario to another, which is explained in detail in this section. 
3.2.1. Formulating the cost of the Energy Internet 
Each energy hub presents a set of Pareto solutions following the 
optimization, as explained in Section 3.1. The minimum cost of the 
entire Energy Internet depends on selecting the optimal Pareto solution 
for each hub and the network connecting the energy hubs. However, 
selecting the optimal system configuration for each energy hub requires 
a centralized intervention (sharing the details of the local energy hubs 
with the centralized body). Both ESPG and FCS scenarios consider the 
entire Energy Internet with this centralized intervention. This leads to 
the formulation of the NPVIE, which is computed considering the net 
present value of all of the energy hubs and the operation and mainte-








In, Eq. (5), NPVxlm denotes the installation, operation, and mainte-
nances cost for the line connecting energy hubs l and m. NPVh denotes 
the net present value of a single energy hub. The decision space for both 
the ESPG and the FCS consists of energy hub design dh (∀d ∈ Dh,∀h ∈ H) 
for each energy hub and connectivity strength for xlm(∀l, m ∈ H). xlm 
presents the upper limit for the interactions maintained (maximum 
power exchanged) between the two hubs. Increasing this will help to 
improve the interactions between the hubs at an additional cost. 
The NCS eliminates the possibility of a centralized intervention. 
Therefore, the network is considered as another agent (similar to an 
energy hub), which minimizes its cost and the interactions with the 
transmission network. As a result, the design configuration of each en-
ergy hub (dh (∀d ∈ Dh, ∀h ∈ H) is not considered in the decision space. 
The formulation only considers design, operation, and the maintenance 
of the network (NPVNetNS ). Therefore, xlm(∀l,m ∈ H) is considered in the 




NPVxlm (6)  
3.2.2. Formulation of grid interactions for the Energy Internet 
Grid interactions maintained with the transmission network (IT) are 
computed in a similar manner for all three scenarios. Both selling and 
purchasing are minimized when reaching lower IT levels. Eq. (7) is used 
to compute the IT. 
IT =
∑





In this equation,PIG, EIt ,PEX,EIt , and PELDt,h , respectively, denote energy 
exported and imported from the transmission network, and the energy 
demand for each energy hub. 
3.3. Optimization framework 
The optimal design of an Energy Internet requires simultaneous 
optimization of distributed energy systems and the network connecting 
the distributed energy systems. Simultaneous optimization of both hubs 
and the network is a challenging task. Wang and Perera [20,21] pro-
posed a three-level optimization algorithm to conduct optimization of 
such an Energy Internet, which is the starting point of the present study. 
Pareto optimization of the energy system is performed, which initially 
provides alternative design solutions for each energy hub, at the first 
step. The second step consists of two levels formulating a bi-level opti-
mization algorithm. The primary level determines a combination of 
energy hubs taking one Pareto solution (derived in the first step) from 
each hub. Subsequently, a secondary algorithm calculates the optimal 
network connecting these energy hubs while guaranteeing an n − 1 
security level. The total expenditure on the network can be obtained 
from the secondary level calculation, which feeds into the primary level 
to compute the total cost of the Energy Internet. Based on the total cost, 
the optimal system configuration of each energy hub is determined. 
The main advantages of the computational model proposed by Wang 
and Perera [20,21] are its capability to scale up and its computational 
efficiency due to using a mixed integer linear program to solve the 
network optimization problem. The main limitation is that the first and 
second steps of the optimization algorithm are poorly linked with each 
other (Pareto solutions for the energy hubs at the first step are obtained 
without any understanding of the network capacities, which are deter-
mined at the second stage). As a result, the method can easily lead to 
sub-optimal solutions. Secondly, the fully cooperative scenario assumes 
that all of the information between different hubs and the centralized 
entities are shared, which is discouraged in certain instances. Due to 
these limitations, we moved beyond the model proposed by Wang and 
Perera [20,21]. Considering the ESPG, we chose a simplified version. 
The bi-level optimization proposed at the secondary level is replaced by 
a single optimization algorithm based on a heuristic method because the 
number of energy hubs considered in the study is small (which leads to a 
much smaller decision space, thus enabling the use of heuristic methods) 
compared to the previous work of Wang and Perera [20,21]. 
The novel optimization algorithm consists of three steps as shown in 
Fig. 2 in the supporting document (for FCS). 
Step 1: The optimal energy system design for the energy hub is ob-
tained considering the energy demand of the building stock, and wind 
and solar energy potential of the location on hourly scale. Pareto opti-
mization leads to a set of alternative designs, which are arranged 
numerically with a descending net present value (NPV). Each alternative 
design might have a unique profile related to the manner in which it 
interacts with the grid. The manner in which it interacts with the grid 
depends on the grid integration level. The energy systems with a higher 
grid integration level will depend more on the grid, resulting in a higher 
cost for the grid. Two constraints are imposed when optimizing the 
distributed energy system, i.e., 
1) Loss of lead probability of the energy hub needs to be maintained 
within 0.1%; 
2) Injecting to the grid and purchasing electricity from the grid 
should be maintained within certain limits. Each energy hub has such a 
set of alternative designs obtained through Pareto optimization of the 
energy hub. Step 1 is common for all of the scenarios. An evolutionary 
algorithm is used in this study to arrive at the Pareto front. Readers who 
are interested in further details about the formulation of the objective 
functions and methodology used for the optimization should see 
Ref. [24,25,27]. 
Step 2: This stage is devoted to optimizing the Energy Internet. The 
transportation model introduced by Romero et al. [28] is used in this 
study to model the grid. The basic formulation of the model used for the 
grid is presented in Wang and Perera et al. [20,21]. The Pareto sets 
determined by Step 1 are used as the input to Step 2. Each energy hub 
consists of a set of alternative solutions as explained in Step 1 (Step 2–1 
in Fig. 2). The strength of the network, in addition to the system 
configuration for each hub, is optimized in Step 2 (Steps 2–2 and 2–3 in 
Fig. 2). Wang and Perera et al. [20,21] use a bi-level optimization al-
gorithm for Step 2. The primary level of the optimization algorithm uses 
the Particle Swarm Algorithm (PSA) to optimize the system configura-
tion, whereas the secondary level uses the mixed integer linear pro-
graming technique to optimize the network. In this study, a heuristic 
algorithm is used to optimize both system configuration and network. 
The difference of cooperative and non-cooperative scenarios arrives in 
this step. The cooperative scenario considers both system and grid in the 
optimization process (Fig. 2(c)) while the non-cooperative scenario 
considers only the grid (Fig. 2(b)) 
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Step 3: The optimal Energy Internet obtained from Step 2 is used to 
arrive at the network capacities. The optimal network capacities ob-
tained and the grid integration requirement for the energy hubs (ob-
tained in Step 1) determine the power flow in each line during each time 
step, which is used to determine further allowances for grid injection 
and purchasing energy from the grid at each node. The allowances ob-
tained at each time step are used to update the grid curtailments that are 
used in Step 1. Subsequently, the energy hubs are optimized again based 
on the updated grid curtailments. 
The Step 1–3 is implemented iteratively in cycles for both coopera-
tive and non-cooperative scenarios. A more straight forward approach is 
used in the ESPG (Fig. 2(a)) where there are no iterations. A 
comprehensive description about the optimization model used, decision 
space variables and the objective functions are presented in the Sup-
porting Document (A2). 
3.4. Outline of the case study 
The three cities of Landskrona, Lund, and Malmö in southern Sweden 
are considered in this study to calculate the energy demand and 
renewable generation profiles. These cities have an oceanic climate with 
relatively mild winters compared to other locations at similar latitudes 
because of their proximity to the sea affected by the Gulf Stream. The 
type of weather data can affect the energy calculations considerably 
Fig. 2. Steps followed in the optimization algorithm. Respectively, Fig. 2 (a), (b) and (c) presents the steps followed in the (a) ESPG, (b) non-cooperative and (c) 
cooperative scenarios. 
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[29]. Future weather data sets were simulated by the RCA4 regional 
climate model with a spatial resolution of 12.5 km and downscaling four 
global climate models (GCMs)–namely, CNRM-CERFACS-CNRM-CM5, 
ICHEC-EC-EARTH, IPSL-IPSL-CM5A-MR, and MPI- 
M− MPI− ESM− LR− forced by two representative concentration path-
ways (RCPs) [30]; the first two are forced by RCP4.5 and RCP8.5, and 
the last two by RCP8.5. In total, six future climate scenarios were used to 
create one typical downscaled year (TDY) for each city during 
2040–2069 (for more details, the reader is referred to [31]). 
The energy demand of the residential buildings in a typical neigh-
borhood in the cities was simulated considering a certain number of 
residential buildings in each city. The size of each neighborhood was set 
so that it did not exceed the peak energy demand of 420 kW. Accord-
ingly, the neighborhoods in Landskrona, Lund, and Malmö, respectively, 
contain 39, 46, and 59 buildings that statistically represent the majority 
of residential buildings in each city. The models for building energy 
simulations were developed in the Simulink toolbox of MATLAB ac-
cording to the BETSI investigation by the Swedish National Board of 
Housing, Building and Planning (Boverket, 2009) [32]. Simulations 
were conducted on an hourly time scale, with calculations of the total 
energy demand profiles, including the demand for heating, cooling, hot 
water, and fans, and considering if heat recovery is used in the building 
or not. The building simulations have been verified and used in some 
previous works (e.g., [33]). 
4. Results and discussion 
The energy systems’ demand higher autonomy while expecting 
support from the grid whenever there is a shortage or excess in gener-
ation. Maintaining the optimum balance between these two objectives is 
difficult. It is interesting to analyze how the different scenarios intro-
duced in this study help to balance autonomy while guaranteeing better 
connectivity to assist energy systems to withstand fluctuations in de-
mand and generation. 
4.1. Analyzing the fully cooperative scenario 
The FCS considers the generation and demand of the other energy 
systems and the grid congestion during the optimization process as a 
centralized entity. As a result, it provides the opportunity to minimize 
the design and operation of the specific energy system, in addition to the 
entire system consisting of several energy hubs along with the grid. The 
LEC-GI (Grid Integration) Pareto front obtained for the four energy hubs 
is presented in Fig. 3. The obtained Pareto front shows a steep reduction 
Fig. 2. (continued). 
Fig. 3. Levelized Energy Cost and Grid Integration (LEC-GI) Pareto fronts ob-
tained for the four hubs for the fully cooperative scenario (FCS) are given in the 
enlarged graph whereas the small graph presents the Pareto fronts for the En-
ergy System Prior to Grid (ESPG) scenario. Pareto solutions to the left side of 
the W–W line are those introduced in the FCS, and result in a reduction in the 
LEC of around EUR 0.05. 
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in the LEC with the increase in grid interactions for design solutions that 
have grid interaction levels of less than 10%. The reduction in LEC is 
notably high for these design solutions compared to ESPG (a compre-
hensive analysis of the ESPG scenario is presented in Section A3, Sup-
porting Document). For example, the LEC decreases from EUR 0.2042 to 
0.1455 when the grid integration level is increased from 2 to 15.6% by 
reducing the LEC by 28% for Hub 1. In addition, the Pareto front ob-
tained for the FCS yields design solutions with higher grid integration 
levels than those of ESPG. The Pareto solutions towards the right-hand 
side of the W–W line are the newly added designs when moving from 
the ESPG to FCS. For example, the grid integration level has increased 
from 16.9 to 46% with an increase of almost a factor of three when 
moving from the design solution with the highest grid interaction levels 
in Hub 1 under the ESPG scenario to the same design solution in the FCS. 
The higher grid interactions result in a significant drop in the LEC. For 
example, the LEC decreases from EUR 0.148 to 0.1161 when moving 
from the design solution with the highest grid interaction levels in Hub 1 
under the ESPG scenario to the same design solution in the FCS, which is 
a drop of about 31%. Furthermore, a reduction in the LEC can be 
observed compared to Hub 4. These results clearly show that it is 
possible to notably reduce the lifecycle cost by improving the in-
teractions with the neighboring energy hubs. The energy network plays 
a vital role in this context because it will enable higher interactions 
among different energy hubs. 
The main advantage of the FCS is that the solutions obtained for each 
energy hub can be used to optimize the entire Energy Internet. The FCS 
presents Pareto solutions for each hub and the energy superstructure 
including all of the energy hubs and the grid. Hence, it is interesting to 
move from the Pareto solutions obtained for each energy hub to the 
optimum solutions obtained for the energy superstructure, which will 
provide a more holistic view. Thus, the two Pareto solutions showing the 
lowest LEC and grid interaction levels, respectively, for the entire energy 
superstructure are taken, and both the grid and energy system config-
urations of these solutions are tabulated in Table 1. Table 1 clearly 
demonstrates that there is a significant reduction in cost and a change in 
system configuration when moving from the ESPG to FCS. 
4.2. Analyzing the non-cooperative scenario (NCS) 
The design solutions obtained for the non-cooperative scenario fall 
between those of the ESPG and FCS. There are interactions among the 
energy systems and the grid, although these are not as strong as those in 
the FCS. Hence, it is important to analyze the changes in both energy 
hubs and the superstructure. To analyze the design solutions of the en-
ergy hubs, Pareto solutions for Hub 1 are plotted for both the FCS and 
NCS (Fig. 3). When analyzing the Pareto solutions, it is clear that the LEC 
obtained for the NCS is slightly higher than that of the solutions obtained 
for the FCS in many instances (marked in Region L). Furthermore, a few 
design solutions exist in which the FCS shows a slightly higher LEC, as 
marked in Region M. Finally, both Pareto fronts overlap each other 
when the grid interactions are very low and very high. To understand 
the possible causes for the deviation, three Pareto solutions with similar 
LEC are taken from each Pareto front (the FCS and NCS which belong to 
Region L) and tabulated in Table 2. When analyzing the design solutions, 
a significant increase in grid interactions can be observed when moving 
from the FCS to NCS for the same LEC. For example, GI increases from 
5.2 to 9.31 when moving from F1 to N1, increasing the total grid 
interaction level by 80%. However, when comparing the grid purchas-
ing levels, Pareto solutions that belong to the same case (with a similar 
LEC from the two different Pareto fronts) have similar grid purchasing 
levels. Therefore, the deviation is entirely due to the grid injection. This 
can be understood when comparing the grid injection levels of the 
Pareto solutions. 
Further analysis of the scenarios showed that the increase in grid 
injection is due to the changes in the energy system design. The design 
solutions obtained for the NCS have a larger number of wind turbines 
compared to the FCS. For example, FC3 has 7 wind turbines whereas N3 
has 28. The number of wind turbines has increased by a multiple by four 
and notably increased the grid injection. However, the LEC and grid 
purchase remain almost the same when moving from NS3 to FC3. NCS 
solutions accommodate more renewable energy technologies while 
maintaining more interactions with the grid, although the design solu-
tions are dominated by the FCS. This clearly reflects the importance of 
coordination among the energy systems when incorporating renewable 
energy technologies and interacting with the neighboring energy sys-
tems. Continued the analysis considering the other three hubs is pre-
sented in Section A4 in the supporting document. 
4.3. Analyzing the Energy Internet for NCS and FCS 
A Pareto analysis of each hub presents an overview from a specific 
energy system perspective. However, it is important to consider the 
entire Energy Internet to obtain a more holistic understanding of the 
influences of cooperative and non-cooperative scenarios. This holistic 
assessment provides the opportunity to understand the impact of energy 
interactions among different energy hubs on the performance of the 
Energy Internet. Thus, NPV and interactions with the transmission 
network are plotted for the Pareto solutions of the Energy Internet in 
Fig. 4, which is followed by a detailed analysis taking several design 
solutions from the Pareto front in Table 3. 
The Pareto front of NPV-IT presents the design solutions obtained 
considering the NPV of the Energy Internet (including the lifecycle cost 
of all of the different energy hubs and the grid) and the interactions the 
Energy Internet maintains with the transmission line for the FCS and 
NCS. When moving into the NCS, Pareto optimization is conducted 
considering the NPV of the grid and the interactions the Energy Internet 
maintains with the transmission line for the FCS. Hence, for the NCS, 
Fig. 5 presents the NPV of the Energy Internet for the Pareto solutions 
obtained considering the NPV of the grid and the IT. However, when 
analyzing Fig. 5, it is clear that the design solutions obtained for the NCS 
are non-dominant and present a Pareto front in the objective space of 
NPV-Energy Internet and the IT. Therefore, it is hereafter referred to as a 
Pareto front. 
The Pareto fronts (FCS and NCS) overlap at the beginning where grid 
interactions are at a minimum. Subsequently, they divert from each 
other with the increase in grid interactions, resulting in a significant 
Table 1 
Pareto solutions having the lowest net present value (NPV) from the ESPG and FCS.  
Scn Hub Pareto Soln GI (%) LEC (Euro) Grid Inject (%) Grid Purchase (%) SPV* WTC* ICGC* 
Low cost-FCS 1 FLCH1 29.9 0.14 13.4 16.6 84 4 60 
2 FLCH2 18.5 0.14 7.1 11.4 119 30 80 
3 FLCH3 3.9 0.19 2.4 1.6 37 0 100 
4 FLCH4 41.7 0.11 17.1 24.7 120 29 40 
Opt. ESPG 1 ESH1 5.1 0.18 3.6 1.5 50 28 100 
2 ESH2 5.8 0.19 0.5 5.3 31 30 100 
3 ESH3 5.8 0.19 4.5 1.4 47 10 100 
4 ESH4 5.7 0.18 3.4 2.3 51 30 100 
*In this table, SPV, WTC and ICGC respectively denote number of solar panels, number of wind turbines and the capacity of internal combustion generator. 
A.T.D. Perera et al.                                                                                                                                                                                                                             
Applied Energy xxx (xxxx) xxx
10
difference in NPV of up to 13%. A notable reduction in NPV is observed 
for the FCS with the increase in the IT in Region P. However, the dif-
ference between NPVs gradually decreases when reaching the end of the 
Pareto front where grid interactions are at a maximum. 
It is of interest to further assess the impacts of the two different 
operation scenarios on the design of two energy hubs. Thus, the optimal 
design of each energy hub within IT 1, IT 2, and IT 3 are taken for both 
the FCS and NCS (as presented in Tables 4 and 5). A notable difference in 
grid interactions, cost, and system configurations can be observed for 
the energy hubs when comparing the NCS and FCS scenarios. It is 
observed that four hubs will have a unique system design under the FCS, 
whereas Hubs 3 and 4 will have the same design as that for NIT 1, 2, and 
3 design solutions. The design solutions obtained for Hubs 3 and 4 (NIT 
1–3–3 and NIT 1–3–4) are the Pareto solutions with the lowest grid 
integration level and the highest LEC. Moving from the NCS to FCS, 
Pareto solutions obtained for the energy hubs are neither the cheapest 
nor the most autonomous. A significant change in the LEC is observed 
when moving from one solution to another within the energy hub, 
including Energy Hubs 3 and 4. For example, the LEC decreases from 
EUR 0.185 to 0.113 when moving from FIT 1–4 to FIT 3–4. More 
importantly, the lowest LEC is observed for Hub 2 (Solution FIT1-2 for 
Grid Scenario FIT 1) and Hub 4 (Solution FIT2-4 and FIT3-4 for Grid 
Scenarios FIT 2 and 3) in the FCS. Hence, it is clear that utilizing the 
local renewable energy potential reduces the LEC, which is the opposite 
behavior from that of the NCS. Furthermore, the grid interactions of 
Hubs 2, 3, and 4 improve significantly compared to the NCS. GI reaches 
41.74% (FIT 3–4) and 12.93% (FIT 2–3), respectively, for Hubs 3 and 4 
for the FCS, and was below 3% for NIT1-3–3 and NIT1-3–4. As a result, a 
significant improvement in renewable energy capacity can be observed 
for Hubs 3 and 4. The design solutions obtained for FCS complement 
each other to operate the Energy Internet as a single energy hub. This 
can be observed in the three Pareto solutions for Hubs 3 and 4. FIT 1–3 
and FIT 3–3 do not have any wind turbines whereas FIT 1–4 and FIT 3–4 
have 29 wind turbines each. In contrast, FIT 2–3 has 30 wind turbines 
and FIT 2–4 does not have any. From a system design perspective, this 
clearly indicates proper organization between the energy hubs for the 
Table 2 
Three Pareto solutions having a similar LEC are taken from each Pareto front (FCS and NCS which belong to Region L).  
Scn Case Pareto Soln GI (%) LEC (Euro) Grid Inject (%) Grid Purchase (%) SPV* WTC* ICGC* 
FCS 1 F1 5.20 0.180 3.628 1.571 54 13 100 
NS 1 N1 9.31 0.180 8.069 1.246 57 29 100 
FCS 2 F2 8.71 0.162 7.223 1.492 110 6 100 
NS 2 N2 13.68 0.162 12.100 1.583 120 30 100 
FCS 3 F3 16.81 0.144 7.340 9.473 120 7 80 
NS 3 N3 20.91 0.146 11.863 9.048 120 28 80 
*In this table, SPV, WTC and ICGC respectively denote number of solar panels, number of wind turbines and the capacity of internal combustion generator. 
Fig. 4. A comparison of Pareto solutions for Hub 1 for FCS and NCS scenarios.  
Table 3 
Connectivity strength of each energy hub for the selected designs, NPV, and grid 
interactions maintained with the transmission line for the Energy Internet.  












FCS FIT 1 17.35 249 290 100 270 60 
FIT 2 15.74 589 290 190 280 90 
FIT 3 15.26 966 290 160 280 190 
NCS NIT1 18.58 257 280 20 210 60 
NIT2 17.73 582 280 20 210 60 
NIT3 16.16 968 240 80 280 60  
Fig. 5. A comparison of the two Pareto fronts obtained for the Energy Internet 
considering the FCS and NCS scenarios. 
Table 4 
System configuration for three Pareto solutions obtained for the FCS.   
Name LEC 
(Euro) 
GI (%) GP (%)* SPV* WTC* ICGC* 
Hub 1 FIT 1–1 0.181 4.90 1.53 52 13 100 
FIT 2–1 0.162 8.71 1.49 110 6 100 
FIT 3–1 0.137 29.95 16.56 84 4 60 
Hub 2 FIT 1–2 0.153 10.91 4.40 120 30 100 
FIT 2–2 0.151 12.52 5.21 120 30 100 
FIT 3–2 0.138 18.54 11.41 119 30 80 
Hub 3 FIT 1–3 0.190 4.61 1.49 41 0 100 
FIT 2–3 0.159 12.93 5.34 86 30 80 
FIT 3–3 0.194 3.95 1.60 37 0 100 
Hub 4 FIT 1–4 0.185 4.39 2.93 38 29 100 
FIT 2–4 0.142 23.80 7.38 111 0 100 
FIT 3–4 0.113 41.74 24.69 120 29 40 
*In this table, GP, SPV, WTC and ICGC respectively denote grid purchased 
electricity as a percentage of the annual energy demand, number of solar panels, 
number of wind turbines and the capacity of internal combustion generator. 
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FCS, which enables them to coordinate their operation properly, as an 
Energy Internet. 
4.4. Limitations of the study 
The present study does not consider the influence of uncertainties 
imposed by the climate, instrumentation outage, energy market, etc. 
According to Perera et al. [34], uncertainties due to external factors can 
notably influence the energy system’s performance, especially during 
extreme events [35]. Maintaining a robust operation of the Energy 
Internet is a significant challenge in this regard [20]. The present study 
also does not consider performance changes due to the uncertainties 
arising during the optimization process. Furthermore, the impact of 
extreme events on the infrastructure (vulnerability to cascade failures) 
and resilience is not considered in the present study. Considering these 
limitations will be an important extension of the present study that will 
immensely help the realization of the Energy Internet. 
5. Conclusions and future perspectives 
The Energy Internet is an emerging area of research that allows large- 
scale penetration of non-dispatchable renewable energy technologies 
such as wind and PV. Although several studies have focused on the 
operation of an Energy Internet consisting of several distributed energy 
systems, a comprehensive study has not been conducted on promising 
techniques that can be used to design such an Energy Internet. To help 
address this research gap, this study introduces a distributed optimiza-
tion algorithm that can be used to optimize an Energy Internet. Then, 
three design strategies are considered assuming different behaviors for 
the distributed energy systems (agents), namely: (1) an energy system 
design with a predefined grid curtailments (ESPG) scenario, (2) a fully 
cooperative scenario (FCS), and (3) a non-cooperative scenario (NCS). 
The results obtained from this study reveal that Energy Internet design 
using the ESPG scenario causes levelized energy costs to be up to 30% 
higher compared to the FCS because of the lack of proper coordination 
between the grid and distributed energy hubs. Hence, it is essential to 
develop more effective methods that can reduce the cost by improving 
the interaction among the energy hubs. The FCS presents results which 
are opposite to those of the ESPG scenario, i.e., in the FCS, energy hubs 
interact efficiently with the grid and neighboring energy hubs. 
The assessment conducted in the study reveals that the concept of the 
Energy Internet enables the co-existence of distributed energy systems 
while enabling higher renewable energy integration levels. A significant 
improvement in renewable energy integration and a reduction in lev-
elized energy costs can be achieved through the NCS and FCS in which 
distributed optimization algorithms help achieve optimum designs. The 
FCS provides a better opportunity for all of the energy hubs irrespective 
of their distance from the transmission line. Furthermore, the FCS en-
ables stronger interactions between energy hubs. However, it should be 
understood that stronger interactions may often lead to stronger de-
pendencies. As a result, there is a tendency for cascade failures whenever 
one or several energy hubs fail to operate according to the expectations 
of the Energy Internet. Hence, methods to improve resilience while 
maintaining the interactions should be investigated. Hierarchical oper-
ation of distributed energy systems combined with a leader–follower 
strategy might be promising in this regard. 
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