Abstract. Many reinforcement learning (RL) algorithms approximate an optimal value function. Once the function is known, it is easy to determine an optimal policy. For most real-world applications, however, the value function is too complex to be represented by lookup tables, making it necessary to use function approximators such as neural networks. In this case, convergence to the optimal value function is no longer guaranteed and it becomes important to know to which extent performance diminishes when one uses approximate value functions instead of optimal ones. This problem has recently been discussed in the context of expectation-based Markov decision problems. Our analysis generalizes this work to minimax-based Markov decision problems, yields new results for expectation-based tasks, and shows how minimax-based and expectation-based Markov decision problems relate.
Introduction
Reinforcement learning (RL) is learning to solve decision problems from experience: an agent interacts with its environment (world) and receives reinforcement signals as punishments for its actions. Its task is to find a behavior that minimizes the punishment, specified as rules that tell the agent which action to choose in every possible situation.
(The reinforcement signals can also be interpreted as rewards. This is equivalent to their interpretation as punishments, except that the agent now has to maximize the reward.)
The interaction of the agent with its environment is often modeled as a special kind of stochastic process, namely a Markov decision process (MDP). 5: is the set of states of the environment as the agent perceives it, A the set of actions that the agent has available, and C the set of scalar reinforcement signals, which we call immediate costs because they can be interpreted as the effort required to execute the actions. In this paper, we limit ourselves to finite sets S and A that are subsets of.M. We assume that the elements of C C 7~ are countable, bounded, and nonnegative. Furthermore, the agent does not have all actions available in every state. The nonempty sets A(i) C_ A denote the set of admissible actions in states i.
The interaction of the agent with its environment takes place in episodes, where episodes correspond to time steps: First, the agent observes the starting state i E 5:. It then has to execute an action a E A(i), which causes a state transition from state i to a successor state j E 5:. Finally, the agent receives the reinforcement signal r E C.
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MDPs make the important assumption that the probability distribution over the successor states depends only on the starting state i and the executed action a but not on t or any previous episodes. Ps (i, a, j) denotes the probability that the successor state of an episode is j if action a is executed in starting state s. Similarly, MDPs assume that the probability that the immediate cost of episode t equals a given number r E C depends only on the starting state, the executed action, and the successor state of that episode, but neither on t nor past episodes. Pc (i, a, j, r) denotes the probability that the immediate cost of an episode is r for a given starting state i, action a, and successor state j. Furthermore, MDPs assume that the starting state of an episode is identical to the successor state of the previous episode. If the MDP is deterministic, then the successor state j~ and the immediate cost c~ are uniquely determined by the starting state i and the executed action a.
The behavior of the agent is specified by a policy, which is a mapping from situations to actions. In general, the action could depend on the current time, the current state of the agent, and all previous states and actions. Furthermore, the action could be selected probabilistically. Stationary policies determine which action to execute based only on the current state of the agent, but prove to be very powerful.
The states and immediate costs are random variables because of the probabilistic nature of the immediate costs and state transitions. These random variables essentially depend on the policy that the agent follows. Therefore, we use the following notation: I~ denotes the starting state and C~ the immediate cost, where rr and t describe the policy of the agent and the time index of the episode, respectively.
There are two problems that make it difficult to define what an optimal policy is. The first problem is often called delayed reinforcement, because actions may reveal their consequences only many time steps after they have been executed. Hence, the action that has the lowest immediate cost is not necessarily best from a global point of view. Therefore, one should consider all immediate costs, including the future costs, which is usually done by evaluating policies according to their return oo T:O where 0 < y < 1 is a discount factor that keeps the sum finite and has the effect that costs are weighted less if they are obtained farther into the future. In deterministic domains, the return of a policy can already be used to measure its performance. In this case, a policy is optimal if it minimizes the return. Unfortunately, there is a second problem, since the return is usually not a real number, but a random variable. In probabilistic domains, using the same policy repeatedly in the same starting state can result in different returns. The common way to handle this problem is to use the expected value of the return as performance measure (Barto, Sutton & Anderson, 1983; Watkins, 1989) . According to this so-called expected value criterion, a policy is optimal if it minimizes the expected value of the return. In operations research and decision theory, however, it is well known that it is not always reliable and can even be very misleading to use the expected value as decision criterion (e.g., Taha, 1987) . In (Heger, 1994a) Q-hat-learning that are based on the minimax criterion. According to this criterion, a policy is optimal if it minimizes the worst-case return. The main contribution of this paper is to present new results for minimax-based tasks. The following two examples are intended to convince the reader that it is worthwhile to consider the minimax criterion as an alternative to the expected-value criterion.
In the stochastic domain of Figure la , the minimax-optimal policy differs from the expectation-optimal one. An agent (robot) has to navigate on the grid from location S (start) to G (goal). Dark squares represent obstacles; so does the perimeter of the grid. In each square, the agent has the four actions UP, DOWN, LEFT, and RIGHT available that take it to the corresponding adjacent square, unless the square is occupied by an obstacle, in which case the agent does not change location. Every state transition has an immediate cost of one except for state transitions from the goal state into itself, which have cost zero. The square with the arrow is a probabilistic one-way door. It can be passed through only in the direction of the arrow and behaves like an obstacle when approached from the opposite direction. If the agent is on the one-way door square, then, with probability p, it moves through the door, no matter which action it executes. With probability 1 -p, however, the agent behaves as if it were on an empty square.
Consider the case where p ~ 0.75. When following the expectation-optimal policy 7r, the agent has to go RIGHT in square S and hence it moves to the one-way door square, where it has to select RIGHT again. The agent reaches its goal in the next step only with probability 0.25 because with probability 0.75 it falls through the one-way door. In the latter case, it needs 18 additional steps to move around the vertical obstacle to the goal. Hence it needs 0.25 • 2 + 0.75 • 20 = 15.5 steps on average to reach the goal from the start. The minimax-optimal policy suggests to go DOWN in square S and move around the horizontal obstacle. This always takes 16 steps.
This example demonstrates that expectation-optimal policies do not necessarily have the lowest return in most cases. If, for example, the above experiment is repeated a large number of times then the expectation-optimal policy needs 25% more cost units in 75% of all cases when compared to the minimax-optimal policy. The latter policy minimizes the worst-case return and hence produces risk-avoiding behavior: the agent avoids the risk of falling through the one-way door.
In the second example (Figure lb) , the vertical obstacle is eleven squares longer than in the previous example. Consider the case where p --1/3. Again, the expectation-optimal policy tells the agent to go across the one-way door because this requires on average .5_+..5_z.2 42.x = 15½ < 16 steps. In this domain, the expectation-optimal policy has the lowest return (2 steps) in most cases, but with probability 1/3 the agent has to follow a very long path around the vertical obstacle. If the agent does not have enough energy for this long path (42 steps), it would be better to use the minimax-optimal policy (16 steps).
This example demonstrates that the expected value criterion is not reliable, especially when solving tasks with resource constraints. Resource constraints cannot be addressed by giving the agent a big punishment (i.e., high immediate cost) when its accumulated cost has exceeded the given limit, because these reinforcement signals depend on the history of the agent's interaction with its environment and, consequently, do not satisfy the Markov property -unless the state representation is augmented with information about the accumulated cost. This, however, would increase the size of the state space to an extent that makes efficient learning impossible. Fortunately, tasks for which the total cost is not allowed to exceed a given limit can be solved using the minimax criterion, because the minimax-optimal policy is guaranteed to obey this constraint if this is possible.
Recently, additional minimax-based reinforcement learning algorithms have been published. The model-based parti-game algorithm (Moore & Atkeson, 1995) uses the minimax criterion for navigation tasks in conjunction with an adaptive state-action space representation. Using the minimax criterion has the advantage that it makes the planning algorithm fast, allows it to use a simple world model, and automatically detects if a planning problem does not have a "safe" solution (in which case the partigame algorithm changes the state-action space). Littman uses the minimax-criterion for Markov games (Littman, 1994 ) that have two kinds of uncertainties: the transition uncertainty (as commonly represented by MDPs) and, additionally, uncertainty introduced by an opponent who does not base his decisions on well defined stationary probabilities. To deal with the latter uncertainty, Littman uses the minimax criterion as is common in game theory.
Before we formalize and analyze the problem addressed in this article, we describe the theory behind Q-learning and Q-hat-learning in Sections 3 and 4, respectively. First, however, we introduce our notation and give an overview of the commonly used RL definitions and theorems.
Basic Definitions and Theorems
We define the set of admissible state-action pairs to be 
We define a partial order on Q-functions as follows: Q < Q~ iff Q(i,a) < Q'(i, a) for all i ~ S and a ~ A(i). For a given real number r and a Q-function Q we write Q + r and r. Q to denote the Q-functions Q' and Q" that satisfy Q'(i, a) = Q(i, a) + r and Q"(i, a) = r. Q(i, a), respectively, for all i C S and a E A(i). We write Q < riff Q(i,a) <_ r for all i ~ S and a C A(i). We use the maximum norm l]'lI for Q-functions, i.e, IIQII --max [Q(i,a) [. iES, aGA(i) An element of 7"g S is called a (state) value function. For a given real number r and a value function V we write V + r and r • V to denote the. value function V ~ and V" that satisfy V'(i) = V(i) +r and V'(i) = r. V(i), respectively, for alt i • S. We write V < riff V(i) <_ r for all i E S. We use the maximum norm {Ill for value functions, i.e.,
IlYll = IV(i)l.
For a given Q-function Q and stationary policy 7r we define the value functions VQ,~ The following theorem is proven in (Williams & Baird, 1993 
Proof: Let Ul = argminueu gl(u) and u2 = argmin~eu g2 (u) . case where gl (ul) _> g2 (u2). Then 
Since this holds for all states, the first inequality follows. For the second inequality, consider an arbitrary state i. Applying Theorem 5 yields aEA(i) and the desired result follows.
•
Expectation-Based Markov Decision Tasks
For expectation-based Markov decision tasks, one uses the value function V~ • 7~ s to measure the performance of a given policy 7r for a given MDP. The value function is defined as follows:
Vi• S: V.~(i)= E(R~ II~=i),
i.e., V~(i) is the return one expects if the agent starts in state i and uses policy 7r.
A policy is called optimal if its value function is equal to the optimal value function V.~ • 7-¢ s that is defined by
vi • s. v.;(i) = inf v:(i).

Dynamic Programming Operators
A fundamental result from the theory of dynamic programming states that there always exists an optimal policy that is stationary. In dynamic programming, one approximates value functions of policies and optimal value functions by applying dynamic programming operators repeatedly. The dynamic programming operator T.y : 7-¢ s ~ k s is a mapping from value functions to value functions, defined by
VV E ~S Vi E S " T'yV(i) --min [ R(i'a) +'y" E jEs
where R(i, a) denotes the expected immediate cost for a given starting state i and executed action a. 1 For convenience we write T7V(i) instead of [T.y(V)] (i) and proceed similarly for other dynamic programming operators defined below. For a given stationary policy 7r, the dynamic programming operator T.~ : 7"¢. S --~ 7~ S is a mapping from value functions to value functions, defined by
vv • n s vi • s: T:v(i) = jES
A policy is called greedy for a value function V if
Vi c S : 7r(i) = arg min [R(i'a) + 7" E Ps(i'a'j) " V(J)] j~s
The following three theorems are known from the theory of dynamic programming (see, e.g., Bertsekas (1987) ):
THEOREM 7 Let Vo E 7~ s and Vk+l = T.~Vk for all i E S and k E N. Then
limk_o~ lIvk -v~* II = 0.
THEOREM 8 Let ~r E A s be a stationary policy, Vo E A s, and Vk+l = T.~Vk for all i E S and k E N. Then limk-~ec IlVk -Vg[ I = 0.
THEOREM 9 A stationary policy 7r is optimal iff it is greedy for V~.
Theorem 7 yields an algorithm for computing the optimal value function, and Theorem 8 yields a similar algorithm for computing the value function of a given policy. Theorem 9 shows that optimal policies can be determined easily from a given optimal state value function, which is the reason why learning algorithms often approximate the optimal value function. To be able to compute a greedy policy for a given value function, one needs to know a world model, in this case the probabilities for the state transitions and the associated expected immediate costs.
We conclude this section by defining the dynamic programming operators B-r and By for stationary policies ~r. These operators are associated with Q-functions and the expected-value criterion, and will be used in Section 5. B.~ : 7~ M --~ 7~ M satisfies
B~Q(i, a) = R(i, a) + "y. ~ Ps(i, a,j)VQ(j) jcS for any Q-function Q, state i, and action a E A(i). By : T4 M ~ ~-~M is defined by
B~Q(i, a) = R(i, a) + "~. ~ Ps(i, a,j)VQ,~(j) jES
for any Q-function Q, state i, and action a E A(i).
In the next section, we introduce a reinforcement learning algorithm that learns a Qfunction with the property that every policy that is greedy for this Q-function is optimal according to the expected value criterion. Greedy policies can be obtained from Qfunctions even if there is no world model available.
Q-Learning
For a stationary policy 7r, we define the Q-function Q.~ by
R(i,a) + ?" Z Ps(i,a,j)" V~ (3) jES
for all i c S and a E A(i). The Q-learning algorithm (Watkins, 1989) approximates the optimal Q-function Q.~ that is defined by
Q;(i,a) = R(i,a) + ~. ~ Ps(i,a,j). V4*(j). jES
From Theorem 9, we conclude that a stationary policy is optimal iff it is greedy for Q~. The Q-learning algorithm begins with an initial estimate Q0 of Q~ and improves this estimate as the results of individual actions become apparent. After each episode t, the Q-value associated with the starting state i and executed action a is updated as follows:
where j is the successor state reached and r is the immediate cost of the episode. The learning rates st(i, a) have to satisfy
In (Watkins & Dayan, 1992) and recently in (Tsitsiklis, 1994) it is proven that the Q-learning algorithm converges to Q.y if every action that is admissible in a state is executed infinitely often in that state.
Minimax-Based Markov Decision Tasks
The theory behind minimax-based Markov decision tasks is very similar to the one behind expectation-based tasks, as will become apparent in the following. We therefore use the same notation where appropriate, which also simplifies our presentation of a unified analysis of both kinds of Markov decision tasks in a later section. From the context, it is always obvious which kind of task we are referring to.
The definitions in this section do not depend on the earlier definitions for expectation-based Markov decision tasks, which avoids cyclic definitions. For minimax-based Markov decision tasks, we use the value function V~ E T~ s to measure the performance of a given policy 7r for a given MDP. The value function is defined as follows: Vi ~ S: V~(i) : sup {r ~ ra: P (n~ > r I±; ~ = i) > 0}, i.e., V~(i) is the worst-case return that can possibly occur if the agent starts in state i and uses policy 7r. A policy is called optimal if its value function is equal to the optimal value function V.~* c 7~ s that is defined by
Dynamic Programming Operators
From (Heger, 1994b) we obtain the result that there always exists an optimal policy that is stationary. Let
denote the worst-case immediate cost that can be obtained for the state transition from i to j under action a, and let
N(i,a) = {j ~ S" Ps(i,a,j) > 0}
be the set of possible successor states when executing action a in state/. The dynamic programming operator T. r : T4 s ~ A S is a mapping from value functions to value functions, defined by
For a given stationary policy rr, the dynamic programming operator ~.~ : A s -+ A s is a mapping from value functions to value functions, defined by
jEN(i,Tr(i))
A policy is called greedy for a value function V if
The following three theorems are proven in (Heger, 1994b) :
THEOREM 10 Let rr E A S be a stationary policy, Vo E A S, and Vk+l = T-~Vk for all i E S and k E N. Then limk__+~ IIVk --V~I I = O.
THEOREM 11 Let rr E A S be a stationary policy, Vo E A s, and Vk+l = T~Vk for all i E S and k E N. Then limk--+oo ][Vk -V#I [ = 0. THEOREM 12 A stationary policy Ir is optimal iff it is greedy for V~.
The first two theorems yield algorithms for computing the optimal value function and the value function of a given policy, respectively. Theorem 12 shows that optimal policies can be determined easily from a given optimal value function. To be able to compute a greedy policy for a given value function, one needs to know a world model, in this case the sets of possible successor states for all state-action pairs and the worst immediate costs which the action executions can result in. Note that this world model is, in general, much simpler than the corresponding world model needed for expectation-based Markov decision tasks.
We conclude this section by defining the dynamic programming operators B. r and B.~ for stationary policies rr. These operators are associated with Q-functions and the minimax criterion, and will be used in Section 5. B-~ : A M --+ A M satisfies
B.~O(i,a) = max [c(i,a,j) +~/. VQ(j)]
jEN (i,a) for any Q-function Q, state i, and action a E A(i). B~ : ,~-~M __+ ~r~M is defined by
jEN (i,a) for any Q-function Q, state i, and action a E A(i).
In the next section, we introduce a reinforcement learning algorithm that learns a Qfunction with the property that every policy that is greedy for this Q-function is optimal according to the minimax criterion. Its advantage is, as in the case of expectation-based Markov decision tasks, that one does not need to know a world model to compute a policy that is greedy for a given Q-function.
Q-Hat-Learning
For a stationary policy 7r, we define the Q-function Q~ by
jeN (i,a) for all i C S and a • A(i). The Q-hat-learning algorithm (Heger, 1994a) approximates the optimal Q-function Q~ that is defined by
Q;(i,a) = max [c(i,a,j) + 7-V4(j)] . jeN(i,a)
From Theorem 12, we conclude that a stationary policy is optimal iff it is greedy for Q.~. The Q-hat-learning algorithm begins with an initial estimate Q0 _< Q-~ and improves this estimate as the results of individual actions become apparent. After each episode t, the Q-value associated with the starting state i and executed action a is updated as follows:
where j is the successor state reached and r is the immediate cost of the episode. Note that the Q-hat-learning algorithm has no need for a learning rate, and that the Q-values are monotonely increasing in time. In (Heger, 1995) it is proven that the Q-hat-learning algorithm converges to Q.~ if every action that is admissible in a state is executed infinitely often in that state.
An advantage of the Q-hat-learning algorithm is that the exploration-exploitation problem (e.g., Thrun, 1992) for Q-hat-learning is not as severe as the one for Q-learning: Let e > 0 be a constant and assume that every state becomes infinitely often a starting state. Assume further that the agent always selects an action from the set of actions that are e-greedy with respect to its current Q-function and starting state, and that it selects an action from this set with uniform probability. Then, the Q-hat-learning algorithm converges, with probability one, to a Q-function Q that is greedy-equivalent to Q.~, and O.(i,a) = Q~(i, a) with probability one for every state i • S and action a • A(i) that is greedy for i and Q~.
The Loss from Imperfect Value Functions
In the previous two sections, we have seen that expectation-based and minimax-based tasks have in common that optimal policies can be determined by finding policies that are greedy for the optimal value function. This is the reason why many dynamic programming approaches, such as the famous Q-learning algorithm and its counterpart for the minimax criterion, the Q-hat-learning algorithm, are only concerned with finding an optimal value function.
The question remains to which extent the performance of the agent differs from its optimal performance if it uses a policy that is greedy for an approximation of the optimal value function instead of a policy that is greedy for the optimal value function itself; see for example (Singh & Yee, 1994) and (Williams & Baird, 1993) . Knowing the magnitude of this loss in performance is important for at least two reasons: First, dynamic programming and RL algorithms iteratively improve an approximation of the optimal value function. The value function obtained after a finite number of iterations is, in general, only an approximation of the optimal value function. Second, one cannot use lookup tables to represent value functions in complex domains, because there are too many states. This makes it necessary to use parametric function approximators, such as neural networks, that have the ability to generalize. Since function approximators cannot guarantee that they generalize correctly, they can only be expected to approximate the optimal value function. In practice, one can therefore only expect to obtain approximations of optimal value functions. If small deviations of these approximations from the optimal value functions resulted in an arbitrarily bad performance of the agent, this would raise significant concerns about the use of function approximators in dynamic programming-based learning.
Results for Value Functions
The maximum norm distance was used in (Singh & Yee, 1994) to measure the approximation quality of a value function; in (Williams & Baird, 1993) , the so-called Bellman error magnitude was used for the same purpose. In both cases, the loss in performance turned out to be at most proportional to the approximation error for expectation-based Markov decision tasks.
We generalize this work by giving an abstract analysis that holds for both expectationbased tasks and minimax-based tasks. We only use properties that dynamic programming operators of both tasks have in common. In the following, we present these common features as "assumptions" and defer their proof to Appendix A. Based on these assumptions, we present in this and the following section our results about the loss from imperfect value functions and Q-functions, respectively. The significance of these results will be discussed in the conclusion of this article, and the corresponding proofs can be found in Appendix B.
Assume V~* and V~ (for some stationary policy 7r) are value functions, and T-v and T.~ : 7Z S ~ 7% s are operators. These value functions and operators have to satisfy the following eight assumptions.
The first assumption guarantees that the value function V~ (V~*) is the only fixed point of the operator T.~ (T~). Assume that we apply operator T-~ or T~ to a value function that is the sum of a real value r and a value function V. The next assumption states that we obtain 7" r plus the value function that is obtained by applying the same operator to V.
Assumption 2 Let 7r be a stationary policy, V be a value function, and r E ~. Then
T.~ (V + r) : T.~V + 7 -r and T.[ (V + r) : T<V +'y -r.
Third, we assume that both operators maintain the partial relation < that was defined earlier for value functions.
Assumption 3 Let U and V be value functions with U < V and 7r be a stationary policy. Then TTU < T.yV and T~U < T~V.
Furthermore, we assume that the maximum norm distance between the images of any two value functions U and V is at most 3' times the maximum norm distance between U and V, no matter which of the two operators is used.
Assumption 4 Let 7r be a stationary policy and U and V be value functions. Then
IIT..,U -T~,VII < 3`. IIU -VII and IlT4U -T4vll < 3`. IIU -vii. The next assumption defines greedy policies in an abstract way that does not depend on details of either expectation-based or minimax-based decision tasks. It also shows the fundamental relationship between the operators T.~ and T~.
Assumption 5 Let 7r be any stationary policy and V be any value function. Then 7r is greedy for V iff 7~V = T-IV.
The following assumption shows the fundamental relationship between the value functions V~* and V~.
Assumption 6 Let i be any state and Us be the set of stationary policies. Then V~(i) = min,~Ert s V~(i).
For deterministic MDPs, the starting state i and the executed action a determine obtained• We asuniquely the successor state j~ reached and the immediate cost c i sume that for deterministic MDPs, the operators T-y and T~ are defined in the following way.
Assumption 7 Let 7r be a stationary policy, i be a state, and V be a value function.
• "
{ .~(i) k
Then T-~V(i) = mmaEA(i) [ca + 7" V (ja)] and T4V(i ) = c[ (~) + 7" V kj ~ ) if the
MDP is deterministic.
Consider a deterministic MDR any stationary policy 7r, and a given starting state i at time t = O. In this case the return, call it r~(i), is uniquely determined. The eighth and final assumption states that V~ is equal to this value}
Assumption 8 V~ (i) = r~ ( i) for any deterministic Markov decision process, stationary policy 7< and state i.
Before we can analyze the loss in performance due to imperfect value functions we have to define what we precisely mean by "imperfect." We measure the distance between a value function V and the optimal value function VT* in two different ways: 
(1 -3")II w -w:ll <_ Ilv -T:V[I <-tiE -w~ll
Theorem 13 ensures that (1-3').din(V) <_ dB(V) <_ (1 +3").dM(V)
. This tight relationship between the Bellman error magnitude and the maximum norm distance justifies the use of the Bellman error magnitude as a measure for the distance between V and V.~. Its advantage over the maximum norm distance is that it can be computed easily even if V~ is unknown.
We measure the loss in performance due to a policy 7r by [IV~ -VT*11. The following two theorems guarantee that the loss in performance is small if dynamic programming based learning approaches are used that satisfy the assumptions above, good approximations of the optimal value functions are achieved, and then a greedy policy is followed -provided that the discount factor 3" is not too close to 1.0.
THEOREM 15 Let V be a value function and rc be a stationary policy that is greedy for V. Then [IV( -V~*[[ < 1z_-~7 • dB(V). Furthermore, this bound is tight, i.e., there exists an example with I[v4 -v.~l ] = 1~_-~7~ -dB(V).
THEOREM 16 Let V be a value function and 7r be a stationary policy that is greedy for V. Then [lV.~ -v~*ll < ~. d~(v) Furthermore, this bound is t@ht.
The next theorem and corollary guarantee that the bound for the loss in performance can be reduced by a factor of 2 if the approximation V underestimates V~*.
THEOREM 17 Let V be a value function with V <_ V~ and 7r be a stationary policy that is greedy for V Then I[V4 -V4[ I < 1@~ " dB(V). Furthermore, this bound is tight.
COROLLARY 1 Let V be a value function with V << V~ and 7r be a stationary policy that is greedy for V. Then I[V~ -Wll -< 1-~ d~(r). Furthermore, this bound is tight.
It might not always be easy to verify that V <_ V~* if I/7" is unknown, but the following two corollaries provide a sufficient condition for V _< V~* that depends only on the dynamic programming operator T-r and is easy to verify.
COROLLARY 2 Let V be a value function andre be a greedy policyfor V. IfV < T.yV, then []V.~ -Vii [ <_ 17~_7 . ds(V). Furthermore, this bound is tight.
COROLLARY 3 Let V be a value function and re be a greedy policy for V. IfV < TTV, then [[V~-V.~[[ _< ~
.dM (V) . Furthermore, this bound is tight.
Results for Q-Functions
This section proceeds similarly to the last section, except that our results now apply to Qfunctions instead of value functions: We first present features of dynamic programming operators that hold for both expectation-based and minimax-based Markov decision tasks and then derive theorems based on these assumptions. Assume that V.~ and V~ (for some stationary policy re) are value functions, Q.~ and Q~ are Q-functions, and B. r : R M --+ ~M and B. r " 7"¢ M ---+ ~M are operators. These value functions, Q-functions, and operators have to satisfy the following assumptions in addition to the eight assumptions stated in the previous section. We show in Appendix A that all of these assumptions are satisfied for both expectation-based and minimax-based Markov decision tasks.
Assumption 9 relates the value functions V~* and V~ to their corresponding Q-functions * 7T
Q'r and Q./, respectively. 
Assumption 10 Let rr be a stationary policy and Q be a Q-function. Then B.rQ = Q iff Q = Q.y, and B.~ Q = Q iff Q = Q~.
Assume that we apply operator/3, r or B.~ to a Q-function that is the sum of a real value r and a Q-function Q. Assumption 11 states that we obtain 7" r plus the Q-function that is obtained by applying the same operator to Q.
Assumption 11 Let re be a stationary policy, Q be a Q-function, and r E ~. Then
B.r( o + r) = B.rQ + 7-r and B~(Q + r) = B~Q + 7"r.
Assumption 12 states that both operators maintain the partial relation _< for Q-functions.
Assumption 12 Let O and Q' be Q-functions with O <_ O' and 7r be a stationary policy. Then BTQ _< B.~Q t and B 7~ Q <_ B 7~ Q:
We assume that the maximum norm distance between the images of any two Qfunctions Q and Q' is at most 7 times the maximum norm distance between Q and Q', no matter which of the two operators is used. The following assumption gives the definitions of the operators B.~ and By for deterministic MDPs.
Assumption 16 Let 7r be a stationary policy, i be a state, a E A(i) be an action, and Q be a Q-function. Then B.yQ(i, a) = c~ + "~. VQ (j~) and similarly, B~Q(i, a) = a
Vt "a ci + "7" Q,~r (34) if the MDP is deterministic.
The final assumption relates the definition of an optimal policy to the Q-function Q~.
Assumption 17 A stationary policy is optimal iff it is greedy for Q~.
Before we can analyze the loss in performance due to imperfect Q-functions we have to define what we precisely mean by "imperfect." We measure the distance between a Q-function Q and the optimal Q-function Q.~ in two different ways:
riM(Q) :----I[Q-Q;t[--max lQ(i,a)-Q;(i,a)l;
We call dM (Q) the maximum norm distance between Q and Q.~ and, following Williams and Baird (Williams & Baird, 1993) , dB (Q) the Bellman error magnitude. 
O-'9IIQ-Q-~II -< IIQ-B-~Q[I -< tlQ-Q-~[I.
Theorem 18 ensures that (1-7).dM(Q) < dB(Q) <_ (I+7).dM(Q).
This relationship justifies to use the Bellman error magnitude as a measure for the distance between Q and Q-r-Its advantage over the maximum norm distance is that it can be computed easily even if Q-r is unknown.
The following two theorems guarantee that the loss in performance is small if dynamic programming based learning approaches are used that satisfy the assumptions above, have achieved good approximations of the optimal Q-function, and then follow a greedy policy -provided that the discount factor 3' is not too close to 1.0.
THEOREM 20 Let Q be a Q-function and 7r be a stationary policy that is greedy for Q. Then IIV.~ -V.~[ I _< 1-~-dB(Q). Furthermore, this bound is tight.
THEOREM 21 Let Q be a Q-function and ~r be a stationary policy that is greedy for Q. Then [[V.~ -V~I I <_ x@~ " dM(Q) . Furthermore, this bound is tight.
The next theorem and corollary guarantee that the bound for the loss in performance can be reduced by a factor of 2 if the approximation Q underestimates Q.y. These results apply especially to Q-hat-learning because this algorithm operates with underestimations of the minimax-optimal Q-function.
THEOREM 22 Let Q be a Q-function with Q < Q.~ and 7r be a stationary policy that is greedy for Q. Then IIv~ -V~*[I _< 1_~1 -dB(Q). Furthermore, this bound is tight.
COROLLARY 4 Let Q be a Q-function with Q < Q~ and 7c be a stationary policy that is greedy for Q. Then []V~ -V~*ll < 1_-~1~ -dM(Q). Furthermore, this bound is tight.
It might not always be easy to verify that Q _< Q~ if Q.~ is unknown, but the following two corollaries provide a sufficient condition for Q _< Q.y that depends only on the dynamic programming operator B.~ and is easy to verify.
COROLLARY 5 Let Q be a Q-function with Q < B~Q and 7r be a stationary policy that is greedy for Q. Then I]v~ -v~l I <_ 11~_~ . dB(Q). Furthermore, this bound is tight.
COROLLARY 6 Let Q be a Q-function with Q < B~Q and 7r be a stationary policy that is greedy for Q. Then IIv; -v;I I < 1-~ ' dM(Q). Furthermore, this bound is tight.
The following theorem and corollary show that policies that are greedy for Q-functions are optimal if the Q-functions approximate the optimal Q-function closely.
THEOREM 23 There exists an e > 0 with the following property: Every stationary policy is optimal if it is greedy for a Q-function Q with dM(Q) < c.
COROLLARY 7 There exists an e > 0 with the following property: Every stationary policy is optimal if it is greedy for a Q-function Q with dB(Q) < e.
However, Q-functions that do not approximate the optimal Q-function well do not necessarily prevent one from obtaining optimal policies, as the following two results show.
THEOREM 24 For every real number r there exists a Q-function Q with dM(Q) > r that has the following property: Every stationary policy that is greedy for Q is optimal.
COROLLARY 8 For every real number r there exists a Q-function Q with dB (Q) > r that has the following property: Every stationary policy that is greedy for Q is optimal.
Conclusions
In this paper, we have studied both minimax-based and expectation-based Markov decision tasks and quantified how much performance is lost if one uses value functions that approximate the optimal value function instead of the optimal value function itself. In particular, we described the properties that both Markov decision tasks have in common (namely Assumptions 1 to 17) and based our analysis solely on these properties. Using this framework, we were able to transfer the results of (Williams & Baird, 1993) and (Singh & Yee, 1994) to minimax-based Markov decision tasks. To the best of our knowledge, our analysis is the first one that studies approximate value functions for minimax-based Markov decision tasks and the resulting loss in performance.
Our main result is that this loss in performance is at most proportional to the approximation error (Theorems 15, 16, 20 and 21) . The factor of proportionality, however, depends on the discount factor 3' and approaches infinity if 3' approaches one. Unfortunately, there are some Markov decision tasks with delayed reinforcement for which it is not reliable to choose "y freely (Schwartz, 1993; see also McDonald & Hingson, 1994) .
We obtained previously unknown results that hold for both the expectation-based tasks and the minimax-based tasks. The right hand side inequalities of the Theorems 13, 14, 18, and 19 we proved show that the Bellman error magnitude (used in (Williams & Baird, 1993) in order to measure the quality of approximation) is more related to the maximum norm distance (used in (Singh & Yee, 1994) ) than was previously known. The results were useful to derive new bounds. Furthermore, on the one hand, we showed that the bounds given in (Singh & Yee, 1994) are tight, i.e., there are examples where these bounds are attained (Theorem 16 and 21). On the other hand if one assumes V < V.~ or Q < Q.~ then the corresponding bounds can be reduced by a factor of two. These new bounds were also proven to be tight (Corollaries 1 and 4) .
In the Q-hat-learning algorithm, the Q-function Q always satisfies Q < Q~ with probability one. This is generally not true in Q-learning. Hence the results of Theorem 22 and Corollary 4 are especially important in minimax-based tasks.
We showed that small non-zero approximation errors in Q-functions are already sufficient to obtain optimal policies (Theorem 23 and Corollary 7). As a consequence, every algorithm that iteratively produces a sequence of Q-functions that converges in infinity to the optimal Q-function, is able to determine optimal policies after a finite time. On the other hand we also showed that small approximation errors are not necessary to obtain optimal policies (Theorem 24 and Corollary 8).
It is still an open problem why expectation-based and minimax-based Markov decision tasks share so many properties. Another related open problem is whether there are other types of Markov decision tasks that satisfy our assumptions. Answers to these questions would probably lead to a better understanding of the existing reinforcement learning algorithms and might lead to the development of algorithms that use decision criteria that are different from the ones we use today.
We have seen that the loss in performance is small when acting greedily on imperfect value functions if the value functions approximate the optimal value function well. A related issue is whether the reinforcement learning algorithms that were designed to be used in conjunction with lookup tables work equally well with function approximators. Theoretical results can be found in (Thrun & Schwartz, 1993) , (Baird, 1995), and (Gordon, 1995) . Practical results in using RL algorithms with function approximators are published in (Tesauro, 1992) , (Lin, 1993) , (Crites & Barto, 1995) , (Boyan & Moore, 1995) , (Zhang & Dietterich, 1995) , and (Sutton, 1995) . RL algorithms that are specifically designed to be used with function approximators were recently published in (Baird, 1995) and (Boyan & Moore 1995) .
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Appendix A Proofs of the Assumptions
It is easy to see that the seventeen assumptions hold for expectation-based Markov decision tasks. They are either standard results from dynamic programming (see e.g., Bertsekas, 1987; Ross, 1970) or follow immediately from Section 3. Assumptions 9 and 10 were proven in (Williams & Baird, 1993) .
The seventeen assumptions also hold for minimax-based Markov decision tasks. Assumption 1 was proven in (Heger, 1994b) . We prove Assumptions 4, 9, 10, and 13 in the following. The remaining eleven assumptions then follow immediately from the results of Section 4.
Proof of Assumption 4 for Minimax-Based Markov Decision Tasks:
Assume T~rU(i* ) >_ T.rV(i* ) for i* = argmaxiES [T.yU (i) -T.yV (i) 
. [IU-VI[. jEN(i*,a*) M. HEGER
A symmetrical arguments holds if T 7 V (i*) > T 7 U (i*). This proves the first inequality.
To prove the second inequality, first consider the special case where A (i) = {Tr (i)} for all i E S. In this case, T.y = T~ r (see (1) and (2) at page 206) and the second inequality follows from the first one. To show that the second inequality holds in general, notice that it does not depend on any assumptions about the sets A(i) other than 7r(i) E A(i), which is trivially true.
• Proof of Assumption 9 for Minimax-Based Markov Decision Tasks: According to Assumption 1, which was proven in (Heger 1994b) , it holds for any state i that
which proves the first equation. Similarly, it follows from Assumption 1 that
which proves the second equation. [c (i, a,j) +'7. vq, 7[ (j)] < max Ic(i, a, , a, j)+7.Vc2, , a) = "7. max IVQ,,~(j)-VQ,,~(j)[ jEN(i,a) < ~,. IIVQ,~--vQ,,,~II _< ~'-IIQ -q'll.
This proves the second inequality. The proof of the first inequality is obtained from this proof by substituting B.~, VQ, and VQ, for B.~, VQ,~, and VQ,,~, respectively.
Appendix B
Proofs of the Results from Section 5
Proof of Theorem 13: The following four inequalities follow from Assumptions 1 and 4 in conjunction with the triangle inequality.
IIv--v.7[I < IIV --T~VII ÷ IIT-,V--V4H < IIV --T~VII ÷~/-IIv--v~II ;
<B.  <82) 
Ilv -
liE -T.WII + "~ 2~Z--7 . dB(V).
=
To see that this bound cannot be tightened any further, consider a deterministic MDP with two states, 1 and 2, and two actions, 1 and 2. Action 1 causes a state transition to state 1 no matter which state it is executed in. Similarly, action 2 always causes a state transition to state 2. All immediate costs are two, except for the execution of action 2 in state 2, which costs nothing. Now consider the value function V that is defined by V(1) = V(2) = 1_--~17. From Assumption 7 it follows that T,V ( (1+-~).
<. 3,.
To see that this bound cannot be tightened any further, consider again the Markov decision problem that we used in the proof of Theorem 15, but this time in conjunction with the value function V that is defined by V(1) = V(2) = 1. Assumptions 6 and 8 imply that V~*(1) = 2 and V7" (2 ) 
v > v 4 d~(V).1_~
We can now prove the desired bound by applying, in turn, Assumptions 1, 3, and 5, Inequality (B.9), and finally Assumptions 3, 2, and 1. 
V~ : T.~ V 4 > T.r V : T~
= V~-I_ ?
Together with Assumption 6 we obtain 0 < V~ -l~* < ~ -dB (V) and, therefore,
IIv~-v;ll <_ ~ .dB(v).
To see that this bound cannot be tightened any further, consider again the MDP that we used in the proof of Theorem 15, but this time in conjunction with the value function V that is defined by V(1) = V(2) = 0. Assumptions 6 and 8 imply that V~*(1) = 2 and V.~(2) = 0 and, therefore, V~*(1) = 2 > V(1) and V.~(2) = 0 _> V(2). From 
-7 -7
To see that this bound cannot be tightened any further, consider a deterministic MDP with a single state 1 and two actions, 1 and 2, that both cause self transitions and have immediate costs 2 and 0, respectively. Now consider the Q-function Q that is defined by Q(1,1) = Q(1, 2) = 1/(1 -7). From Assumption 16 it follows that B~Q(1,1) - 
1-7
To see that this bound cannot be tightened any further, consider again the MDP that we used in the proof of Theorem 20, but this time in conjunction with the Q-function Q that is defined by Q(1,1) = Q(1, 2) = 1. The stationary policy 7r defined by 7r(1) = 1 is greedy for Q and Assumptions 6 and 8 imply that V~(1) = 2/(1 -~/) and V~*(1) = 0. • Proof of Theorem 22: Let i be an arbitrary state. We prove the desired bound by applying, in turn, Assumptions 6 and 9, Theorems 2, 3, 6, and 18, and finally Assumption 14. ; -v;ll <_ vj(i) -v:(i) vq~,~(i) -vQ~(i) <_ vq;,~(i) -vQ(i) = vQ~,,~(~) -vQ,.(~) <_ vq~,. -vQ,. < IIQ~ -QII < IIQ -B~QII --
Ilv
1-7
IIQ -B'rQII dB(Q) 1 -7 1-7
To see that this bound cannot be tightened any further, consider again the MDP that we used in the proof of Theorems 20 and 21, but this time in conjunction with the Q-function Q that is defined by Q(1,1) = Q(1, 2) = 0. In the proof of Theorem 21, we showed that V7"(1 ) = 0, Q.y(1,1) = 2, and Q.r 
Proof of Corollary 8:
The corollary follows immediately from Theorems 24 and 18. Notes 1. In the dynamic programming literature, it is often assumed that the immediate cost of a state transition depends only on the starting state and the executed action, but not on the successor state reached. This is the assumption that we make in this section. We could easily extend the theory to the more general case, but are afraid that the resulting dynamic programming operators might look unfamiliar to the reader. 2. This assumption is made for convenience. It follows already from Assumptions 1 and 7.
