Introduction {#sec1}
============

Radioactive iodine-131 (^131^I) is a byproduct of uranium fission. Under normal operation of a nuclear power plant, little to no iodine is released into the environment; it is either contained in the spent fuel or scrubbed by filtration systems. However, if an incident occurs, such as when the To̅hoku earthquake and tsunami hit the Fukushima Daiichi Nuclear Power Plant in 2011, radioiodine can be released into the environment.^[@ref1],[@ref2]^ The half-life of ^131^I is 8.0262 ± 0.0006 days,^[@ref3]^ during which it can undergo a number of reactions in the atmosphere, including those in the gaseous and aqueous phases as well as solid-state reactions with particulates in the atmosphere that likely result from the incident. After nuclear accidents, ^131^I is commonly observed in the environment. Takeyasu et al. monitored the fallout of radionuclides from the Fukushima accident and found ^131^I to be present in the highest concentration among all radionuclides.^[@ref4]^

Radioiodine presents health problems because it can enter the body through numerous mechanisms. Radioiodine in the aqueous phase can enter local water sources and be imbibed directly or taken up by plants and animals, where it is then passed to the population. In the gaseous phase, radioiodine can enter the bloodstream through inhalation. Once in the body, radioiodine concentrates in the thyroid gland and has the potential to cause thyroid cancer.^[@ref5]−[@ref7]^ For example, after the accident at the Chernobyl Nuclear Power Plant in 1986, those that were not impacted by direct radiation exposure were affected by ^131^I released from the explosion, mainly through contact with contaminated vegetable and dairy products.^[@ref8]^ After the Fukushima accident, ^131^I was detected in human breast milk, even when only mild environmental ^131^I pollution was present.^[@ref9]^ Recently, researchers in Japan have detected high rates of thyroid cancer in young individuals, thought to have resulted from radiation exposure after the Fukushima accident.^[@ref10]^

Radioiodine can react with hydroxyl radicals present in the atmosphere to form an array of species. A number of reports have examined the multitude of species generated in such accidents.^[@ref11]−[@ref15]^ In this work, we adopt the library of iodine reactions in containment (LIRIC) created by Wren and Ball, which provides a comprehensive mechanistic model for the behavior of iodine in containment under nuclear reactor accident conditions.^[@ref12]^ Their library consists of nearly 200 reactions and includes chemical reactions, surface interactions, and mass transport processes, along with their respective rate constants. Notably, LIRIC does not contain nuclear decay rates. As our goal is to explore the utility of deep learning methods in tracking complex chemical evolutions, we do not consider the added complexity of nuclear decay when determining the fate of iodine, as the time scale of the studied system of reactions is much shorter than the half-life of ^131^I.

Deep learning methods are gaining popularity for the task of forecasting time series data. Recurrent neural networks (RNNs), in particular, are powerful tools for predicting large input sequences of variable lengths,^[@ref16]^ exemplified by complex chemical reactions. Such networks are commonly applied to language^[@ref17]^ and image^[@ref18]^ processing. Long short-term memory (LSTM) is a type of RNN that better captures long-term dependencies within the data by passing a sequence of hidden states. LSTM employs input, forget, and output gates to control the information that is passed to the successive cell through the hidden state, allowing important information to pass through cells unchanged. Notably, this gating mechanism overcomes the vanishing and exploding gradient problem encountered when attempting to learn long sequences.^[@ref19],[@ref20]^

When applied to chemistry problems, RNNs are often used for property prediction,^[@ref21],[@ref22]^ product prediction,^[@ref23],[@ref24]^ or molecular design in a specific region of chemical space,^[@ref25]−[@ref27]^ often using a graph or textual representation of the molecule under study. Here, we apply RNNs to a chemical kinetics problem, namely, predicting the chemical evolution of species as a reaction progresses. We combine kinetic models from two systems previously published in the literature to examine the ability of RNNs to predict the chemical evolution of iodine species in a supposed nuclear reactor incident. We combine a previously published model for the radiolysis of water^[@ref28],[@ref29]^ to a closed subset of the LIRIC model that involves aqueous-phase reactions of inorganic iodine species. The RNN is agnostic to the actual species under question and instead utilizes concentration data in the form of a time series. The RNN predicts the concentrations of all species as an ensemble, which allows for correlations between the different species to be leveraged when making predictions. In this report, we show that RNNs are able to produce highly accurate predictions of the evolution of multiple chemical species with concentrations inside the bounds of those in the training set, while the predictions quickly worsen when the concentrations fall too far outside of those bounds. We also investigate the network variability and sampling size necessary to achieve good predictions. We find that the variability in the sampling choice increases as the size of the training set decreases, indicating that the careful selection of samples is necessary when training networks on low amounts of data.

Methods {#sec2}
=======

Data Generation {#sec2.1}
---------------

In 2001, Wren and Ball published a comprehensive kinetic model called LIRIC that describes the behavior of iodine under conditions related to incidents at nuclear power plants.^[@ref12]^ The same year, Pastina and LaVerne published *G* values for the radiolysis of water with γ-rays,^[@ref29]^ and a few years later, Poinssot et al. published a report for the European Commission with a complete kinetic model for radiolytic reactions in pure water.^[@ref28]^ To mimic iodine contamination in a water coolant system at a nuclear power plant, we merged these models, using the full water radiolysis model and a closed subset of the LIRIC model, by first evolving the water radiolysis model and applying the outcome as an input to the iodine model. Note that several of the rate constants in the LIRIC paper were altered; the full list of reactions and rate constants used in this work is given in the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsomega.9b04104/suppl_file/ao9b04104_si_001.pdf) (see Table S1).

When exposed to ionizing radiation, water decomposes into a number of ionic and excited states, which quickly decompose into radical and molecular species. H, OH^•^, H~2~, and solvated electrons are formed within a few picoseconds; short-term products, additional radicals, and primary molecular products (H~2~, H~2~O~2~, etc.) are formed within microseconds; and long-term products (secondary molecular products, such as O~2~) can take up to an hour to form. Evolving the water radiolysis model over 10,000 s (approximately 2.8 h) starting from bulk water results in 2.42 × 10^--7^ M H^+^, 1.35 × 10^--5^ M H~2~, 1.80 × 10^--9^ M HO~2~, 7.02 × 10^--6^ M H~2~O~2~, 3.09 × 10^--6^ M O~2~, 2.01 × 10^--7^ M O~2~^•--^, 1.84 × 10^--10^ M OH^•^, and 4.15 × 10^--8^ M OH^--^. Note that concentrations below 0.1 nM were assumed to be 0. These values were input into the iodine kinetic model along with various concentrations of I~2~ and I^•^, depending on the dataset being generated. The system was integrated over 99 time points from 1 × 10^--5^ to 0.04 s to capture the full dynamics of the system. All kinetics equations were integrated using ChemPy.^[@ref30]^

A training set and four test sets were generated for use with our RNN using the integration method describe above. Of the 12 species with non-zero concentrations resulting from the integration of the kinetic model of aqueous-phase inorganic iodine reactions, H~2~O, H~2~O~2~, and O~2~ were not included because their concentrations did not change significantly during the reaction and thus were unnecessary to track, leaving nine species for our RNN to learn. In the training set, the initial concentration of I~2~ ranged linearly between 1.00 × 10^--7^ and 5.00 × 10^--7^ M, while that of I^•^ ranged linearly between 1.00 × 10^--8^ and 5.00 × 10^--8^ M. Thirty-two concentrations were used for each species, giving a total of 1024 combinations. These 1024 simulations comprised our training set, 10% of which were used for validation during training of the network.

Our first test set was generated to examine the ability of our network to interpolate within the bounds of the initial concentrations in our training set. For this, concentrations between those in the training set were generated. In the training set, each concentration differed by 0.12 × 10^--7^ or 10^--8^ M, such that the initial concentrations in the training set were shifted by 0.06 × 10^--7^ or 10^--8^ M to force the initial concentrations to lie exactly between those in the training set, giving a total of 961 simulations. A second test set was generated to examine the ability of our network to extrapolate outside the bounds of our training data. In this set, the concentrations of I~2~ ranged from 1.00 × 10^--9^ to 1.00 × 10^--7^, while those of I^•^ ranged from 1.00 × 10^--10^ to 1.00 × 10^--8^, again giving a total of 961 simulations. Two more test sets were generated, in which the initial I~2~ concentrations were within the limits of the training set, while those of I^•^ were outside those limits, and vice versa. [Table [1](#tbl1){ref-type="other"}](#tbl1){ref-type="other"} shows the ranges of concentrations for each dataset, along with the number of simulations. Separating the test sets in such a manner allowed us to examine the limits of our network more thoroughly.

###### Dataset Notations, Number (*N*) of Simulations, and Concentration Ranges Used in This Work[a](#t1fn1){ref-type="table-fn"}

  dataset                 *N*    \[I~2~\]~min~                   \[I~2~\]~max~                   \[I^•^\]~min~                    \[I^•^\]~max~
  ----------------------- ------ ------------------------------- ------------------------------- -------------------------------- -------------------------------
  training set            1024   1.00 × 10^--7^                  5.00 × 10^--7^                  1.00 × 10^--8^                   5.00 × 10^--8^
  I~2~ (*I*) I^•^ (*I*)   961    1.06 × 10^--7^                  4.93 × 10^--7^                  1.06 × 10^--8^                   4.93 × 10^--8^
  I~2~ (*I*) I^•^ (*E*)   930    1.06 × 10^--7^                  4.93 × 10^--7^                  1.00 × 10^--10^/5.13 × 10^--8^   9.34 × 10^--9^/7.00 × 10^--8^
  I~2~ (*E*) I^•^ (*I*)   930    1.00 × 10^--9^/5.13 × 10^--7^   9.34 × 10^--8^/7.00 × 10^--7^   1.06 × 10^--8^                   4.93 × 10^--8^
  I~2~ (*E*) I^•^ (*E*)   900    1.00 × 10^--9^/5.13 × 10^--7^   9.34 × 10^--8^/7.00 × 10^--7^   1.00 × 10^--10^/5.13 × 10^--8^   9.34 × 10^--9^/7.00 × 10^--8^

*I* indicates that the initial concentrations are inside the bounds of the training set, while *E* indicates that the initial concentrations are outside the bounds. Note that the values in the *E* datasets encompass a range below the values in the training set and a range above the values in the training set. The minimum and maximum for both ranges are given.

Network Structure {#sec2.2}
-----------------

We apply a feed-forward network in which the simulation sequences of normalized concentrations pass from the input layer through a hidden LSTM layer to a fully connected output layer to produce the normalized concentrations of all species simultaneously at the next time step ([Figure [1](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}). In both the LSTM and fully connected layers, the input data undergo a series of linear transformations, the weights of which are learned during training, which are then passed through a nonlinear activation function. The LSTM layer also applies a series of gates designed to selectively retain and forget certain information from previous time steps; this gating is also learned during training. Given that the training data were generated by solving a set of coupled ordinary differential equations (ODEs), the process of training our network is an attempt to approximate the flow map of the set of ODEs.^[@ref31]^ Note that the process of training our network required no a priori knowledge of the ODEs involved in generating the data.

Both the input and output of our network are a series of concentrations, the values of which vary from 10^--10^ to 10^--7^. Such large variation can decrease the performance of deep learning algorithms, and so we applied min--max scaling to the concentrations before training to ensure that the concentrations of all species were within the same order of magnitude (see [Figure [2](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}). During training, the rectified linear unit (ReLU) was used as the activation function in both the LSTM and fully connected layers to provide nonlinearity and prevent the occurrence of concentrations with negative values. ReLU is a non-negative, piecewise linear activation function that has become popular in recent years for its ability to produce sparse features and further combat the possibility of vanishing gradients during training.^[@ref32]^

![Diagram of our RNN. The input layer, which consists of a vector of the normalized concentrations of all species at *t* = 0, is shown in yellow. The LSTM layer, which has a total of 512 units, is shown in green; the gray arrows represent the passing of the hidden state *h* between LSTM units. The output layer, which is the vector of the predicted normalized concentrations of all species at *t* = 1, is shown in red. The matrices resulting from the LSTM and output layers pass through the ReLU activation function.](ao9b04104_0002){#fig2}

![Example simulation of inorganic iodine reactions coupled with water radiolysis (top). In the training set, I~2~ and I^•^ are given initial concentrations between 1.00--5.00 × 10^--7^ M and 1.00--5.00 × 10^--8^ M, respectively. Any species with concentrations below 0.1 nM over all time steps are assumed to be 0 and are not tracked by the RNN. The remaining concentrations are normalized by min--max scaling to input into the RNN (bottom).](ao9b04104_0001){#fig1}

At the beginning of training, the network parameters are set to an initial state. A poor initialization can impede the training of a highly nonlinear system; therefore, we used the popular initialization scheme outlined by Glorot and Bengio, where the initial values for the weights are drawn from a uniform distribution.^[@ref32]^ Because this initialization scheme is non-deterministic, we set random seeds to ensure reproducible results. Furthermore, to ensure that the final trained network is not an artifact of initialization, we trained the network 16 times with different random seeds. All networks were trained until convergence---that is, we stopped training once no improvement in the loss of the validation set was seen over 100 consecutive epochs or once a predefined number of maximum epochs was reached. All networks were optimized using the Adam algorithm.^[@ref33]^ The initial learning rate was set to 0.001 and allowed to dynamically decrease to a minimum of 0.0001 based on the validation loss; the learning rate was decreased by a factor of 0.2 after the validation loss remained steady for 20 consecutive epochs.

Because the network forecasts only a single time step ahead, predictions are made iteratively to derive the entire chemical evolution. Forecasts from each single time step are added to the growing evolution, which is fed back into the network to make the prediction at the next time step. It is expected that this process may lead to compounding errors.

Results and Discussion {#sec3}
======================

Network Performance {#sec3.1}
-------------------

We first trained a single RNN on all 1024 simulations in our training set. The trained network was then used to predict the chemical evolutions in our four test sets. [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"} (left) shows an example prediction on the interpolation test set. One can see that the predictions, represented by dashed lines, almost exactly overlay the integrated model values, represented by solid lines. The error in the predictions over the entire interpolation test set is shown in [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"} (right). The errors for all species over all time steps are approximately two orders of magnitude smaller than the values of the concentrations, indicating the excellent interpolative ability of our RNN.

![(Left) Example interpolative prediction from an RNN trained on 1024 simulations. The solid lines are the integrated model values (ground truth), while the dashed lines represent the RNN predictions. (Right) Mean errors in the interpolative predictions from the RNN trained on 1024 simulations. The solid line represents the mean prediction at each time step, while the shaded region represents the standard deviation from the mean for each test simulation.](ao9b04104_0003){#fig3}

We next tested the extrapolative ability of our RNN. The mean error begins an order of magnitude higher than that of the interpolation test set and precipitously increases in the negative direction starting at 3 × 10^--2^ s. However, this large error is not consistent across the test set. The extremes of the extrapolation test set (i.e., very high and very low concentrations of both species) give much higher errors than the rest of the set. This is to be expected given that the network was not trained on data that represent this region. Removing the 200 simulations with the highest concentration and the 200 with the lowest, leaving 500 simulations in the extrapolation test set, prevents the error from exploding as time progresses (see [Figure S2](http://pubs.acs.org/doi/suppl/10.1021/acsomega.9b04104/suppl_file/ao9b04104_si_001.pdf)). Therefore, our RNN has the ability to extrapolate up to a point, after which the predictions catastrophically fail.

To gain a holistic understanding of the error in our predictions, we use the symmetric mean absolute percentage error (sMAPE), which was previously shown to be a good descriptor for time series problems, though it should be noted that large positive errors are penalized more than large negative errors^[@ref34],[@ref35]^where *k* is the forecasting horizon (98 in this case), *Y*~*t*~ are the concentrations at time *t* produced by integrating the kinetics equations (i.e., the ground truth), and *Ŷ*~*t*~ are the predictions at time *t*. The sMAPE expressed in this way has a lower bound of 0% and upper bound of 200%.

[Table [2](#tbl2){ref-type="other"}](#tbl2){ref-type="other"} gives the sMAPEs of the predictions of each species in all four test sets. All but two species have low sMAPEs. Notably, the sMAPEs of H^+^ and IO^--^ are above 50%. Both species have very low maximum concentrations of less than 1.8 × 10^--10^ over the entire training set. The comparatively low concentrations are why the comparatively large errors do not show up in strict analysis of the errors, but do appear when analyzed by the sMAPE.

###### sMAPE of the Predictions of Each Species for Four Distinct Test Sets Made by the RNN Trained on 1024 Simulations[a](#t2fn1){ref-type="table-fn"}

  sMAPE (%)                                                  
  ----------- -------------- -------------- ---------------- ----------------
  H^+^        52.41 ± 5.87   53.77 ± 7.07   100.43 ± 34.41   105.73 ± 38.92
  HOI         0.69 ± 0.98    1.34 ± 2.40    42.63 ± 53.71    51.60 ± 55.22
  I^--^       0.32 ± 0.38    0.46 ± 0.79    32.91 ± 46.86    38.13 ± 48.35
  I~2~        1.53 ± 2.70    3.84 ± 8.72    74.51 ± 74.46    80.40 ± 72.92
  IO^--^      51.63 ± 6.94   52.56 ± 7.58   103.35 ± 34.41   109.48 ± 39.74
  I^•^        5.17 ± 5.32    5.32 ± 4.27    17.52 ± 18.48    24.28 ± 31.21
  O~2~^•--^   1.29 ± 0.81    1.83 ± 1.82    39.55 ± 31.28    47.45 ± 37.48
  OH^--^      4.74 ± 2.58    5.31 ± 3.11    30.78 ± 35.47    35.05 ± 38.29
  OH^•^       4.61 ± 1.32    5.15 ± 1.71    31.47 ± 25.88    35.93 ± 35.48

*I* indicates that the initial concentrations are inside the bounds of the training set, while *E* indicates that the initial concentrations are outside the bounds.

Because the extrapolative ability of our RNN was poor compared to its interpolative ability, we next examined combined interpolation/extrapolation test sets in which the initial concentration of one species was within the range of those in the training set, while that of the other was outside of the range of the training set. As shown in [Table [2](#tbl2){ref-type="other"}](#tbl2){ref-type="other"}, when the initial concentrations of I~2~ were within the bounds of the training set, even if those of I^•^ were out of bounds, the sMAPE for each species remained comparable to that when both species were within the bounds. In the opposite situation, when I^•^ was within the bounds and I~2~ was out of bounds, the sMAPE for each species was comparable to that when both species were out of bounds, though slightly lower in all cases. [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"} shows the distribution of the average sMAPE over all species for the four test sets. The interpolative test set (denoted I~2~ (*I*) I^•^ (*I*)) shows the tightest distribution with a mean sMAPE of 13.60 ± 1.66%. This is closely followed by the test set in which the initial concentrations of I~2~ were within the bounds and those of I^•^ were out of bounds (I~2~ (*I*) I^•^ (*E*)), with a mean sMAPE of 14.40 ± 2.92%. The mean sMAPE for the contrasting test set (I~2~ (*E*) I^•^ (*I*)) greatly increased to 52.57 ± 30.95%, which is similar to the mean sMAPE of the extrapolative test set (I~2~ (*E*) I^•^ (*E*)) of 58.76 ± 35.57%. This examination indicates that the network is more sensitive to the concentration of I~2~, likely owing to its order-of-magnitude larger concentration compared with that of I^•^. The sMAPEs of the I~2~ (*E*) I^•^ (*I*) and I~2~ (*E*) I^•^ (*E*) test sets range from 10 to 130%, displaying the large variability in the predictions of simulations in these two test sets.

![Stacked bar plot of the sMAPE averaged over all species for the four distinct test sets. *I* indicates that the initial concentrations of the preceding species are inside the bounds of the training set, while *E* indicates that the initial concentrations are outside the bounds. Each bar depicts the normalized number of simulations producing the indicated sMAPE with a 5% deviation.](ao9b04104_0004){#fig4}

Effect of Training Data Size {#sec3.2}
----------------------------

The RNNs discussed above were trained on 1024 simulations. This number of simulations, while common for deep learning applications in other domains (for comparison, Makridakis et al. used a set of 1045 series for a comprehensive comparison of deep learning versus statistical forecasting methods^[@ref35]^), is often not feasible when, for instance, one simulation corresponds to data from one experiment. Therefore, we examined the effect of minimizing the number of simulations used to train the network.

To create smaller training sets, we sampled from the initial training set consisting of 1024 simulations. Because the training of a network is highly dependent on the data structure, we prepared 16 resamplings of the larger dataset for each dataset of reduced size. We created five equal-sized bins based on the initial concentrations of I~2~. We then sampled proportionately from those bins to ensure that the training data were not skewed around certain initial conditions. We created reduced datasets consisting of 512, 256, 128, 96, 64, and 32 simulations. For comparative purposes, the reported error is on the interpolative test set.

[Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"} shows the variation in the average sMAPE over all species as the training set size decreases. The error bars represent the standard deviation in the average sMAPE for each resampling. As expected, the sMAPE increases as the training set size decreases; however, this decrease is not linear. The average sMAPE from the network trained on 512 simulations is 17%, compared to 14% for the network trained on 1024 simulations. Decreasing the training set size fourfold to 128 simulations increases the average sMAPE only by 4%. However, decreasing this set by a further 25% to 96 simulations increases the average sMAPE by another 5%, after which the increase in the average sMAPE becomes increasingly larger. In addition, the variation ranges between 1.8 and 3.0% until the training set is reduced to 96 simulations, after which the variation increases to above 5%. This indicates that as the number of examples in the training set decreases, one must be more discerning of how the samples are chosen to train the network.

![Change in the sMAPE over all species as the size of the training set decreases. Sixteen resamplings were performed for each size training set; the standard deviation in the sMAPE of the resamplings is shown by the shaded error bars. The seed was kept constant over all trainings. For a breakdown of how the error changes by species, see Figure S3 in the [Supporting Information](http://pubs.acs.org/doi/suppl/10.1021/acsomega.9b04104/suppl_file/ao9b04104_si_001.pdf).](ao9b04104_0005){#fig5}

Network Variance {#sec3.3}
----------------

Because RNNs use their learned internal representations, rather than exact templates from the training data, to make predictions, the final network parameters depend on the initialization conditions.^[@ref16]^ This variability can lead to different trained networks, the variability of which can be quantified by training the network multiple times with different initial weights. Therefore, we retrained our RNN using the largest training set (1024 simulations) with different initial weights, set according to the NumPy and TensorFlow seeds. In each instance, the network converged to a loss on the order of 10^--6^, but at different rates (see [Figure S1](http://pubs.acs.org/doi/suppl/10.1021/acsomega.9b04104/suppl_file/ao9b04104_si_001.pdf) for plots of the loss during training). Notably, the same learning rate did not lead to convergence for every initial set of weights. The default learning rate for the Adam optimizer of 0.001 did not lead to convergence for 8 of the 16 seeds. In 6 cases, convergence was achieved by increasing the initial learning rate to 0.005, indicating that the initial weights were far from ideal. In the remaining 2 cases, convergence was achieved by decreasing the initial learning rate to 0.0005, indicating that these seeds provided good initial guesses for the network weights and taking too large of an initial step moved the network out of the ideal state. In all instances, an adaptive learning rate was used, where after 20 epochs of no improvement in the loss of the validation set, the learning rate was steadily decreased to a minimum of 0.0001. The sMAPEs for each species for the 16 different initial weight configurations were very similar (for a full listing of the sMAPEs for each initial configuration, see [Table S2](http://pubs.acs.org/doi/suppl/10.1021/acsomega.9b04104/suppl_file/ao9b04104_si_001.pdf)), with averages of 51.98 ± 4.20% for H^+^, 1.50 ± 1.08% for HOI, 0.36 ± 0.19% for I^--^, 4.72 ± 3.70% for I~2~, 53.25 ± 3.53% for IO^--^, 4.98 ± 2.24% for I^•^, 1.59 ± 0.60% for O~2~^•--^, 6.26 ± 3.52% for OH^--^, and 4.76 ± 1.45% for OH^•^. Thus, if the network is converged to the lowest possible loss, the predictions will be similar, though not identical.

Conclusions {#sec4}
===========

We have demonstrated that neural networks can be used to predict the chemical evolution of multiple species undergoing a series of interconnected aqueous inorganic iodine reactions that can result from an incident at a nuclear power plant. We showed that LSTM can capture the dynamics of multiple species, over multiple time steps. We also validated the usefulness of our network by considering the inherent network variance and various training set sizes. We believe that neural networks give rise to good surrogate models for chemistry forecasting problems in which data are available but the underlying mechanisms are not known. In practice, we envision that this technique will be useful in a real-world scenario in which scientists have the ability to capture data in real time via atmospheric sensors to examine the environmental transfer of iodine after a nuclear reactor incident. In such a situation, the identification of species may not be certain, but their concentrations can be tracked over time. Neural networks could then be used to perform accurate short-term forecasting of the unknown species. However, working with real-world sensor data presents its own challenges, such as anomalous readings, sensor failures, and noisy data. Neural networks open a path to the data-driven prediction of chemical evolutions that do not rely on explicit knowledge of the chemical species or mechanisms.

The Supporting Information is available free of charge at [https://pubs.acs.org/doi/10.1021/acsomega.9b04104](https://pubs.acs.org/doi/10.1021/acsomega.9b04104?goto=supporting-info).Subset of aqueous inorganic iodine reactions used in this work; plot of training loss of models with different seeds; and sMAPE of each species as the size of the training set decreases with different samplings of the full dataset ([PDF](http://pubs.acs.org/doi/suppl/10.1021/acsomega.9b04104/suppl_file/ao9b04104_si_001.pdf))
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