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The conceptual simplicity and the ability of cohesive finite element models to describe complex fracture phenomena makes them often
the approach of choice to study dynamic fracture. These models have proven to reproduce some experimental features, but to this point,
no systematic study has validated their predictive ability; the difficulty in producing a sufficiently complete experimental record, and the
intensive computational requirements needed to obtain converged simulations are possible causes. Here, we present a systematic inte-
grated numerical–experimental approach to the verification and validation (V&V) of simulations of dynamic fracture along weak planes.
We describe the intertwined computational and the experimental sides of the work, present the V&V results, and extract general conclu-
sions about this kind of integrative approach.
 2007 Elsevier B.V. All rights reserved.
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In the field of brittle dynamic fracture and fragmenta-
tion, the almost entirely empirical design and optimization
of structural systems in ballistic and impact applications
results in a very expensive case by case approach. The
inability to accurately predict dynamic fracture rules out
potentially advantageous manufacturing procedures. This
situation is mostly due to the phenomenal computational
difficulty in describing the nucleation, propagation and
branching of cracks with possibly complex topologies,
and to effectively resolve the huge span of scales involved,
from the sample size to the small-scale physical processes at
the crack tip. A number of computational techniques have0045-7825/$ - see front matter  2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.cma.2006.10.052
* Corresponding author. Tel.: +34 93 401 1072; fax: +34 93 401 182.
E-mail address: irene.arias@upc.edu (I. Arias).been proposed, which manage to qualitatively reproduce
experimental observations. In particular, finite element
implementations of cohesive-zone models have been widely
used to simulate fracture processes for various materials,
including polymers [26], metallic materials [32], ceramic
materials [5], bimaterial systems in polymer matrix com-
posites [35], metal matrix composites [10], fiber reinforced
plastic composites [9,16], concrete [29], functionally graded
materials [37], and ferroelectrics [2]. These models have
also been used to simulate fracture under static
[21,34,14], dynamic [35,5,29,30,11,37], and cyclic [36,31,2]
loading conditions. Nevertheless, agreement between simu-
lation and experiment is achieved only after a careful case-
specific parameter fitting, and thus the present methods are
devoid of real predictive ability. For instance, Hao et al.
[11] recently validated simulations of intersonic crack
growth along weak planes under asymmetric dynamic
loading, which was experimentally identified by Rosakis
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experiments, they had to guess the loading conditions from
indirect experimental data. These experiences manifest the
need for a simulation/validation-driven experimental
design.
We report on recent efforts to develop an integrated
experiment/simulation approach to the verification and
validation of massively parallel finite element dynamic frac-
ture simulations using cohesive elements. More specifically,
we address here the case of interfacial fracture. The inspir-
ing guidelines in this effort are (1) an integrated design of
the experiments and the simulations with the premise of
avoiding unnecessary challenges to the simulation while
probing the essential features, (2) direct one-to-one com-
parison based on a set of relevant predefined metrics, (3)
avoidance of case-specific parameter-fitting to test for pre-
dictive ability, (4) reduction of uncertainty levels through
independent experimental parameter determination (e.g.
loading conditions and cohesive law). A block diagram of
the integrated approach used in this study is shown in
Fig. 1. Key aspects in carrying out this program include
on the experimental side high-resolution full-field diagnos-
tics, and well controlled and well instrumented reproduc-
ible loading. On the simulations side, the scale disparity
between the required sample sizes and the small-scale fields
in the vicinity of the crack tip, which must be resolved for
truly mesh-insensitive results, leads to multi-million ele-
ment models only accessible through massively parallel
computing.
The outline of the article is as follows. In Section 2, we
describe the cohesive finite element model of dynamic frac-
ture and provide evidence of its ability to simulate complex
dynamic fracture phenomena, including dynamic crack ini-
tiation, crack propagation following arbitrary paths, and
hierarchical branching. The design considerations from
the integrated V&V program and the resulting V&V test
are presented in Section 3. Both the experimental configu-
ration and the simulation scheme are presented and justi-
fied thoroughly. In Section 4, results of the V&V test are
presented and discussed. We sum up and close in Section 5.Comparison
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Fig. 1. A block diagram of the integrated approach for the validation of
large-scale simulations of dynamic fracture.2. The cohesive finite element model for dynamic fracture
Explicit treatments of fracture surfaces in finite element
approaches have gained popularity in recent years. In the
most straightforward and effective approach, cohesive the-
ories of fracture dating back to Dugdale [8] and Barenblatt
[3] are introduced through cohesive elements embedded in
the bulk discretization [5,35]. This allows to decouple the
bulk constitutive behavior and the fracture characteristics
of the material. These cohesive elements bridge nascent sur-
faces of decohesion and govern their separation through an
irreversible cohesive law, which encodes the microscopical
physical processes near the crack tip. The parameters defin-
ing the cohesive law can be measured from experiments,
and can also be derived from first principles. This concep-
tually simple technique has been proven to be very power-
ful in dealing with challenging issues, such as crack
nucleation and branching, in a natural manner. It also pro-
vides a simple means of incorporating additional physics
into the description of separation processes, including fric-
tion after debonding, chemistry, corrosion, closure, and
hysteresis to name a salient few. Its simplicity makes it
amenable to massively parallel simulations. Its main draw-
back is the fact that the crack path must conform to the
mesh geometry (surfaces of decohesion can only appear
along finite element faces), although ample experience pro-
vides quantitative recommendations on the level of mesh
refinement and the type of meshes needed to avoid possible
mesh-dependence issues [19,25]. New methods pioneered
by Belytschko et al. [17], which allow for crack propagation
independently of the mesh, have strongly emerged in recent
times (XFEM). Although promising, nucleation and
branching are still issues to be fully addressed in these
approaches, despite recent efforts to use damage models
in these respects for the case of quasi-static fracture [1].
On the other hand, their algorithmic complexity poses
doubts on their implementation in large scale calculations.
The present implementation of finite deformation cohe-
sive elements is due to Camacho and Ortiz [5]. As described
in [23], the model is greatly simplified by the additional
assumption that the cohesive law derives from a cohesive
potential that depends on a scalar effective opening dis-
placement, which is a weighted norm of the normal and
tangential components, thus differentiating between mode
I and modes II and III of fracture. In addition, the initially
rigid cohesive elements are adaptively inserted as needed,
as indicated by the fracture criterion induced by the cohe-
sive law, in the form of
t ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2jtS j þ t2n
q
6 tmax; tmax ¼ arc ð1Þ
where tn and jtS j are the normal and tangential components
of the traction vector at an interface between two elements;
rc is the fracture strength of the material and a is a para-
meter. Each cohesive element insertion introduces major
topological changes in the vicinity of the two elements.
These changes involve insertion of such topological entities
Fig. 2. Snapshots (increasing times to the right) of the fracture process of a square pre-notched PMMA plate subjected to an initial uniform tensile strain
rate. Colors indicate level of a relevant stress. (For interpretation of colour representation in this figure legend, the reader is referred to the web version of
this article.)
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tion of free surfaces between some of the volume elements.
Coalescence of these newly formed cracks may lead eventu-
ally to the formation of new bodies (fragmentation). For a
detailed description of the parallel fracture and fragmenta-
tion algorithm see [15].
The versatility and ability to describe complex fracture
processes of cohesive finite elements have been demon-
strated in numerous works [21,35,5,23,24,29,30,22]. Next,
we provide evidence of the ability of the above described
approach to reproduce complex dynamic fracture phenom-
ena, such as crack nucleation and branching. In the simu-
lations reported in Fig. 2, a square pre-notched PMMA
plate is subjected to a high initial uniform tensile strain
rate. A dynamic crack nucleates and propagates from the
notch, and as sufficiently large energy input is provided,
the crack accelerates to the point in which it becomes
unstable, leading to recursive branching and eventually
fragmentation. The characteristic hierarchical crack pat-
tern is apparent in the later snapshots. The ability to qual-
itatively reproduce a myriad of other dynamics cracking
events has also been investigated, such as the crack deflec-
tion/penetration behavior of cracks approaching inclined
interfaces [33]. Nevertheless, the question remains about
the real predictive ability of this kind of simulations,
beyond realistic simulation results.
To address this question, we follow a validation strategy
based on a divide-and-conquer scheme. Instead of attempt-
ing the validation of the ability of the model to nucleate
new cracks, to propagate cracks through the specimen or
to describe branching in a single experiment, we rather
focus on individual fracture events, understood as unit pro-
cesses. The first step, described here, focuses on the crack
propagation along weak planes. Other fracture events lead-
ing to more complex crack patterns are currently being
addressed and will be reported elsewhere.Fig. 3. A specimen configuration of the dynamic fracture experiment
along a weak interface.3. Design considerations for the validation test
The previously described integrated approach is based
on a unified design of the validation tests as a whole.
Experiments and simulations place restrictions on eachother, which must not seriously impair the feasibility and
simplicity of the overall V&V test. We avoid the practice
of trying to reproduce data from the literature but rather
design experiments specifically targeted to the validation
effort. These experiments, while probing the fundamental
fracture processes, must be simple and reduce unproductive
challenges to the numerical model.
The design that has emerged from this process is
described and justified next. A simple specimen configura-
tion of the crack-face loading problem [33] with a weak
interface is used to perform the dynamic fracture experi-
ments, as shown in Fig. 3. Two Homalite-100 pieces of
229 mm · 190 mm · 9.5 mm are bonded together using a
weak adhesive, Loctite-384. The corresponding material
properties are summarized in Table 1. The quasi-static frac-
ture toughness of the Loctite-384 adhesive when used to
bond Homalite-100 sheets is 0.35 MPa m1/2. A small notch
is made to wedge load the specimen. The weak interface is
implemented numerically by an interface of cohesive ele-
ments with the cohesive properties of the glue. Dynamic
photoelasticity in conjunction with high-speed photography
is used to capture real-time records of the crack initiation
Table 1
Material properties of Homalite-100
Property Static
(_e ¼ 103=s)
Dynamic
(_e ¼ 103=s)
Density (kg/m3) 1230 1230
Young’s modulus (GPa) 3.45 4.8
Dilatational wave speed (m/s) 1890 2119
Shear wave speed (m/s) 1080 1208
Rayleigh wave speed (m/s) 1010 1110
Poisson’s ratio 0.35 0.35
3836 I. Arias et al. / Comput. Methods Appl. Mech. Engrg. 196 (2007) 3833–3840and propagation during the dynamic fracture experiment.
A typical experimental record is shown in Fig. 4. For addi-
tional experimental details, see [6].
For the purpose of validating the fracture models, it is
essential to separate the bulk constitutive behavior from
the fracture response. For this reason, brittle materials
are employed in the tests. Another requirement that the
validation effort imposes on the material is the need for
full-field diagnostics. The photo-elastic and brittle charac-
teristics of Homalite-100 make of this material an ideal
choice. Homalite-100 is a brittle polyester resin whose
mechanical response is mildly rate sensitive [27]. This brit-
tle material is modelled using hyper-elasticity (the deforma-
tions are small but the displacements and rotations can be
large) and the dynamic value for Young’s modulus as
reported by [7]. It should be noted that, for the specific val-
idation tests described here, the cohesive properties of
Homalite-100 are irrelevant since the crack propagatesFig. 4. Photoelastic fringes (contours of maximum shear stress) of a dynamic
camera. (a) t = 18 ls, a = 12.1 mm; (b) t = 48 ls, a = 32.7 mm; (c) t = 93 ls, aalong the weak plane. Furthermore, the fact that the crack
path is known a priori eliminates any orientation-related
mesh dependence issue. This is not the case in ongoing
efforts dealing with different configurations.
For a clean validation of the fracture processes, it is
important to decouple other mechanical effects such as
complex wave propagation patterns. Therefore, the sample
sizes must be large enough for the reflected waves from the
sample boundaries not to enter the field of view during the
observation time. The sample thickness allows for a two-
dimensional treatment without significant loss of accuracy.
Indeed, as observed by [24], the cracks propagating in thin
plates do not exhibit fully three-dimensional character.
The choice of Loctite-384 as the weak plane material
requires that the characteristic length lc = 1.267 mm be
resolved as needed by the requirement the simulation
results be independent of the details of the finite element
discretization. Consequently, if one decides to treat the
original problem as two-dimensional (2D), and moreover,
assume the characteristic length be spanned by +5 ele-
ments, the overall number of elements in a triangular dis-
cretization of the experimental sample may easily exceed
+5 millions. Furthermore, the time records needed for val-
idation are quite long (hundreds of microseconds). As
noted previously, we tackle the considerable size of these
models and the large number of time steps through mas-
sively parallel computing.
One of the major factors impacting the fidelity of com-
puter simulations is the choice and accuracy of the bound-crack propagation along a weak interface as captured by the high-speed
= 65.3 mm and (d) t = 153 ls, a = 110.0 mm.
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Fig. 6. Experimentally obtained cohesive law and corresponding linear
cohesive law.
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ily amenable to computer simulations, and may severely
degrade the accuracy of computer predictions. Moreover,
the translation from the experimentally available data on
the loading to the actual loading on the numerical model
often requires a modelling step on the loading device.
Our experimental set-up and instrumentation have been
designed to eliminate any uncertainties regarding the
boundary conditions (c.f. Fig. 5). As the sample is not con-
strained in any way once impacted, we model the sample as
traction free. The crack notch vicinity and the loading
device (a modified Hopkinson bar) have been instrumented
with strain gages for a direct measurement of the actual
loading pulse (c.f. [6] for details). The recorded data is sup-
plied as input to the simulation. This approach has proven
very effective and allowed the boundary conditions to
remain in strict agreement with their experimental
counterparts.
There is a common assumption in the literature on cohe-
sive finite element simulations of fracture that details on
the cohesive law beyond two independent parameters (the
cohesive energy, and either of the cohesive strength or
the separation length) do not affect significantly the results.
In most of the cases, the parameters are obtained from the
global standard experimental measurements for a given
material system [18,4], and then feeded into simple laws
[20,21,5]. However, the global measurements may inaccu-
rately represent the crack tip process zone because they
involve several uncertain variables. Furthermore, we
choose to avoid any pre-assumption on the shape of the
cohesive law and the importance of this shape. The novelty
of our integrated validation approach is the use of a cohe-
sive law as it is obtained directly from the experiment, in an
effort to reduce unnecessary uncertainties. A framework
developed for the inverse analysis of the crack tip cohesive
response from measurements of the crack tip fields is
employed [12,13]. This approach combines experimental,
numerical and analytical methods to obtain a realistic
cohesive law of the weak interface. The resulting cohesive
law is shown in Fig. 6.
The choice of metrics is at the heart of any V&V effort.
These metrics should be fundamental to the underlyingFig. 5. An experimental setup using a modified Hopkinson bar for well-
controlled loading boundary conditions of dynamic crack-face loading
problem.phenomena and be amenable to accurate experimental
instrumentation. Moreover, they should be easily extract-
able from simulation results. Here, we employ the follow-
ing validation metrics: crack-initiation time, crack-tip
position and crack-tip velocity. This choice satisfies the
above requirements and gives the ability of one-to-one
direct comparison of the simulation results against the
experimental data. In experiment, accurate crack tip posi-
tions for the propagating crack can be inferred from the
real-time records of photoelastic fringes such as those
shown in Fig. 4.4. Verification and validation results
The results of the above described V&V program are
presented next. Verification results include (1) an analysis
of convergence to grasp on the effect of under-resolution,
and (2) a sensitivity analysis to investigate the effect of
the shape of the cohesive law on the simulated fracture
response. The validation results include the results of the
direct one-to-one comparisons between experimental and
numerical records of the predefined metrics.4.1. Convergence analysis
As a result of the design considerations described in Sec-
tion 3, we employ large uniform triangular finite element
meshes and resort to massively parallel computing to tackle
the complexity of the problem. Ample experience provides
quantitative recommendations on the level of mesh refine-
ment needed for mesh-insensitive results. Nevertheless, we
analyze the convergence properties of our numerical
model, for a precise quantification of the required level of
resolution. Five different mesh sizes are considered. The
coarser mesh has an element size of h = 5.27 mm, corre-
sponding to a value of h/lc = 4.16, lc = 1.267 mm being
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meshes are obtained from the coarse mesh by recursive uni-
form subdivision. The finer mesh has an element size of
h = 0.33 mm, or h/lc = 0.26 (i.e. approximately four ele-
ments per the characteristic cohesive length). Fig. 7 shows
the computed position of the crack tip for the different
mesh sizes. As expected, for coarse meshes, the predictions
of the model depend strongly on the element size h. For
values of h smaller than lc, the numerical predictions
converge: the curves corresponding to h/lc = 0.54 and
h/lc = 0.26 are indistinguishable. It is noteworthy that here
convergence refers to the mesh size only, since the crack
path is known a priori.10
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Fig. 8. Crack tip vs. time for Experiment 1 with two different cohesive
laws.that the functional shape of the cohesive law does not have
a significant effect on the fracture response. Thus, the most
popular and extensively used cohesive laws in the literature
(e. g., [20,21,5]) depend only on two parameters (the cohe-0 20 40 60 80
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Fig. 9. Crack tip position vs. time; black curve – experiment, red curve –
simulation. (a) Experiment 1, (b) experiment 2 and (c) experiment 3. (For
interpretation of colour representation in this figure legend, the reader is
referred to the web version of this article.)
Table 2
Crack tip velocity for Experiment 1, 2 and 3
Experiment no. Crack tip velocity [m/s] Relative error [%]
Experiment Simulation
1 844 870 3.1
2 697 698 0.1
3 688 729 6.0
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aration length). We test here this assumption in the present
configuration by comparing the model predictions
obtained with two different cohesive laws: one is the exper-
imentally obtained cohesive law; the other is a linear cohe-
sive law with the same two relevant parameters, namely the
fracture energy and the critical traction. The crack tip posi-
tion computed with each of these cohesive laws is plotted in
Fig. 8 as a function of time. It is apparent that the results
for the present configuration do not depend on the shape of
the cohesive law.
4.3. Validation results
Three different experimental realizations have been con-
sidered, denoted experiment 1, 2 and 3, with three different
loading pulses. We compare experimental records and
numerical predictions of the three metrics specified in Sec-
tion 3, namely crack tip position history, crack tip velocity
history and crack initiation time. The experimental crack
tip position histories are shown in Fig. 9, along the corre-
sponding model predictions. The agreement between exper-
iment and simulation is remarkable. In the three cases, the
crack propagates dynamically at almost constant speed,
both in experiment in simulation. Mean crack velocity his-
tories are obtained from these curves as the slope of the lin-
ear regression fit to the data and presented in Table 2,
along with the relative error of the numerical predictions
with respect to the experimental data. All three relative
errors are below 6%, the lowest being 0.1% in the case of
Experiment 2. Finally, it is apparent that in all three exper-
iments, the crack starts propagating dynamically at 13 ls,
exactly the same time predicted by the model within exper-
imental resolution.
5. Summary and concluding remarks
Despite cohesive finite element models have demon-
strated their ability to simulate complex dynamic fracture
phenomena, in particular dynamic crack initiation, crack
propagation following arbitrary paths, and hierarchical
branching, no systematic V&V approach has been
attempted to assess their fidelity. We have addressed this
challenge by designing an integrated experiment/simula-
tion approach to the verification and validation of mas-
sively parallel cohesive finite element dynamic fracture
simulations. We have presented an application to the case
of dynamic fracture along weak planes. The inspiringguidelines in this effort are (1) an integrated design of the
experiments and the simulations with the premise of avoid-
ing unnecessary challenges to the simulation while probing
the essential features, (2) direct one-to-one comparison
based on a set of relevant predefined metrics, (3) avoidance
of case-specific parameter-fitting to test for predictive abil-
ity, (4) reduction of uncertainty levels through independent
experimental parameter determination (e.g. loading condi-
tions and cohesive law).
The validation test is designed as a whole by accounting
for the often conflicting requirements that experiment and
numerical simulation place on each other. In a divide-and-
conquer strategy, we focus the validation test on the spe-
cific fracture event (unit process): dynamic crack propaga-
tion along weak planes. The validation test specifications
derive from the following design considerations: (1) a
brittle material to decouple fracture from constitutive
response, (2) a photoelastic material to allow for real-time,
full-field diagnostics based on dynamic photoelasticity
in conjunction with high-speed photography, (3) a large
enough sample to isolate fracture response in the field-of-
view during the observation time from the elastic wave
reflections from the sample boundaries, (4) a thin plate
for an accurate two-dimensional simulation, (5) a sophisti-
cated and carefully instrumented loading set-up to produce
well-controlled and characterized loading pulses and
reduce uncertainties in the simulation input data, (6) a
combined experimental–numerical–analytical inversion
technique for an accurate determination of the cohesive
law, and (7) a massively parallel implementation to tackle
the huge complexity of the resulting finite element model.
We have presented the results of the V&V test which
include (1) the convergence analysis, (2) the analysis of
the sensitivity of the model predictions to the functional
shape of the cohesive law revealing no significant effect of
the shape of the cohesive law for the present configuration,
and (3) the excellent agreement in direct one-to-one com-
parisons of the experimental and the simulated records of
the selected relevant metrics: crack tip position history,
crack velocity history and crack initiation time. A perfect
agreement of the latter is outstanding.Acknowledgements
We gratefully acknowledge support from the US
Department of Energy through Caltech’s ASC Center for
the Simulation of Dynamic Response of Materials, from
the European Commission through grant IRG FP6-
029158 to IA, and from the Barcelona Supercomputing
Center – Centro Nacional de Supercomputacio´n.References
[1] P.M.A. Areias, T. Belytschko, Analysis of three-dimensional crack
initiation and propagation using the extended finite element method,
Int. J. Numer. Meth. Engrg. 63 (5) (2005) 760–788.
3840 I. Arias et al. / Comput. Methods Appl. Mech. Engrg. 196 (2007) 3833–3840[2] I. Arias, S. Serebrinsky, M. Ortiz, A phenomenological cohesive
model of ferroelectric fatigue, Acta Mater. 54 (4) (2006) 975–984.
[3] G.I. Barenblatt, The mathematical theory of equilibrium cracks in
brittle fracture, Adv. Appl. Mech. 7 (1962) 55–129.
[4] T.W. Bjerke, J. Lambros, Theoretical development and experimental
validation of a thermally dissipative cohesive zone model for dynamic
fracture of amorphous polymers, J. Mech. Phys. Solids 51 (6) (2003)
1147–1170.
[5] G.T. Camacho, M. Ortiz, Computational modelling of impact
damage in brittle materials, Int. J. Numer. Meth. Engrg. 33 (20–22)
(1996) 2899–2938.
[6] V.B. Chalivendra, S. Hong, J. Knap, I. Arias, M. Ortiz, J.R.A,
Experimental validation of large scale simulations of dynamic
fracture along weak planes. Submitted, 2005.
[7] J.W. Dally, A. Shukla, Energy loss in homalite 100 during crack
propagation and arrest, Engrg. Fract. Mech. 13 (4) (1980) 807–817.
[8] D.S. Dugdale, Yielding of steel sheets containing slits, J. Mech. Phys.
Solids 8 (2) (1960) 100–104.
[9] H.D. Espinosa, S. Dwivedi, H.C. Lu, Modeling impact induced
delamination of woven fiber reinforced composites with contact/
cohesive laws, Comp. Methods Appl. Mech. Engrg. 183 (3–4) (2000)
259–290.
[10] J.W. Foulk, D.H. Allen, K.L.E. Helms, Formulation of a three-
dimensional cohesive zone model for application to a finite element
algorithm, Comp. Methods Appl. Mech. Engrg. 183 (1–2) (2000)
51–66.
[11] S. Hao, W.K. Liu, P.A. Klein, A.J. Rosakis, Modeling and simulation
of intersonic crack growth, Int. J. Sol. Struct. 41 (7) (2004) 1773–1799.
[12] S. Hong, K.S. Kim, Extraction of cohesive-zone laws from elastic
far-fields of a cohesive crack tip: a field projection method, J. Mech.
Phys. Solids 51 (7) (2003) 1267–1286.
[13] S.Hong, K.S. Kim, Experimental measurement of crack-tip cohesive-
zone laws of crazing in glassy polymers, J. Mech. Phys. Solids,
submitted, 2005.
[14] Z.H. Jin, G.H. Paulino, R.H. Dodds, Finite element investigation of
quasi-static crack growth in functionally graded materials using a
novel cohesive zone fracture model, J. Appl. Mech. – Trans. ASME
69 (3) (2002) 370–379.
[15] J. Knap, M. Ortiz, TBD. In preparation, 2005.
[16] S. Li, M.D. Thouless, A.M. Waas, J.A. Schroeder, P.D. Zavattieri,
Use of a cohesive-zone model to analyze the fracture of a fiber-
reinforced polymer-matrix composite, Compos. Sci. Technol. 65 (3–4)
(2005) 537–549.
[17] N. Moe¨s, J. Dolbow, T. Belytschko, A finite element method for
crack growth without remeshing, Int. J. Numer. Meth. Engrg. 46 (1)
(1999) 131–150.
[18] I. Mohammed, K.M. Liechti, Cohesive zone modeling of crack
nucleation at bimaterial corners, J. Mech. Phys. Solids 48 (4) (2000)
735–764.
[19] J.F. Molinari, G. Gazonas, R. Raghupathy, A. Rusinek, F. Zhou,
The cohesive element approach to dynamic fragmentation: Thequestion of energy convergence, Int. J. Numer. Meth. Eng. In Press,
2006.
[20] A. Needleman, A continuum model for void nucleation by inclusion
debonding, J. Appl. Mech. – Trans. ASME 54 (3) (1987) 525–531.
[21] A. Needleman, An analysis of decohesion along an imperfect
interface, Int. J. Fract. 42 (1) (1990) 21–40.
[22] O. Nguyen, E.A. Repetto, M. Ortiz, R.A. Radovitzky, A cohesive
model of fatigue crack growth, Int. J. Fract. 110 (4) (2001) 351–
369.
[23] M. Ortiz, A. Pandolfi, Finite-deformation irreversible cohesive
elements for three-dimensional crack-propagation analysis, Int. J.
Numer. Meth. Engrg. 44 (9) (1999) 1267–1282.
[24] A. Pandolfi, P.R. Guduru, M. Ortiz, A.J. Rosakis, Three dimensional
cohesive-element analysis and experiments of dynamic fracture in
c300 steel, Int. J. Sol. Struct. 37 (27) (2000) 3733–3760.
[25] K.D. Papoulia, S.A. Vavasis, P. Ganguly, Spatial convergence of
crack nucleation using a cohesive finite-element model on a pinwheel-
based mesh, Int. J. Numer. Meth. Engrg. 67 (2006) 1–16.
[26] P. Rahulkumar, A. Jagota, S.J. Bennison, S. Saigal, Cohesive element
modeling of viscoelastic fracture: application to peel testing of
polymers, Int. J. Sol. Struct. 37 (13) (2000) 1873–1897.
[27] A.J. Rosakis, Intersonic shear cracks and fault ruptures, Adv. Phys.
51 (4) (2002) 1189–1257.
[28] A.J. Rosakis, O. Samudrala, D. Coker, Cracks faster than the shear
wave speed, Science 284 (5418) (1999) 1337–1340.
[29] G. Ruiz, M. Ortiz, A. Pandolfi, Three-dimensional finite-element
simulation of the dynamic brazilian tests on concrete cylinders, Int. J.
Numer. Meth. Engrg. 48 (7) (2000) 963–994.
[30] G. Ruiz, A. Pandolfi, M. Ortiz, Three-dimensional cohesive modeling
of dynamic mixed-mode fracture, Int. J. Numer. Meth. Engrg. 52 (1–2)
(2001) 97–120.
[31] S. Serebrinsky, M. Ortiz, A hysteretic cohesive-law models of fatigue-
crack nucleation, Scripta Mater. 53 (10) (2005) 1193–1196.
[32] T. Siegmund, W. Brocks, A numerical study on the correlation
between the work of separation and the dissipation rate in ductile
fracture, Engrg. Fract. Mech. 67 (2) (2000) 139–154.
[33] L.R. Xu, Y.G.Y. Huang, A.J. Rosakis, Dynamic crack deflection and
penetration at interfaces in homogeneous materials: experimental
studies and model predictions, J. Mech. Phys. Solids 51 (3) (2003)
461–486.
[34] X.P. Xu, A. Needleman, Void nucleation by inclusion debonding in a
crystal matrix, Model. Simulat. Mater. Sci. Engrg. 1 (2) (1993) 111–
132.
[35] X.P. Xu, A. Needleman, Numerical simulations of fast crack-growth
in brittle solids, J. Mech. Phys. Solids 42 (9) (1994) 1397–1434.
[36] B. Yang, S. Mall, K. Ravi-Chandar, A cohesive zone model for
fatigue crack growth in quasibrittle materials, Int. J. Sol. Struct. 38
(22-23) (2001) 3927–3944.
[37] Z.Y.J. Zhang, G.H. Paulino, Cohesive zone modeling of dynamic
failure in homogeneous and functionally graded materials, Int. J.
Plast. 21 (6) (2005) 1195–1254.
