Abstract. In this paper we study the controllability for a class of semilinear differential inclusions in Banach spaces. Since we assume the regularity of the nonlinear part with respect to the weak topology, we do not require the compactness of the evolution operator generated by the linear part. As well we are not posing any conditions on the multivalued nonlinearity expressed in terms of measures of noncompactness. We are considering the usual assumption on the controllability of the associated linear problem. Notice that, in infinite dimensional spaces, the above mentioned compactness of the evolution operator and linear controllability condition are in contradiction with each other. We suppose that the nonlinear term has convex, closed, bounded values and a weakly sequentially closed graph when restricted to its second argument. This regularity setting allows us to solve controllability problem under various growth conditions. As application, a controllability result for hyperbolic integro-differential equations and inclusions is obtained. In particular, we consider controllability of a system arising in a model of nonlocal spatial population dispersal and a system governed by the second order one-dimensional telegraph equation.
Introduction
This paper deals with the controllability for a class of semilinear differential inclusions in a reflexive Banach space. Precisely, let [a, b] be a fixed interval of the real line, we investigate the following control system: We will consider the controllability problem for this system, i.e., we will study conditions under which there exists a trajectory x(·) of the above system reaching a given state at the final time b.
x (t) ∈ A(t)x(t) + F (t, x(t)) + Bu(t) a.e. t ∈ [a, b], x(a)
The above problem is largely studied in literature. See, e.g. [3, 4, 12, 14, 19, 25] and the references therein. It is worth noting also that differential inclusions represent a useful and convenient tool for describing various optimal control problems (see, e.g. [1, 2, 20, 22] ).
A usual assumption to obtain controllability for nonlinear problems is the controllability for the associated linear ones. As it was pointed out by Triggiani in [32] and [33] , in infinite dimensional Banach spaces the compactness of the associated evolution operator is in contradiction with the controllability of a linear system while using locally L p -controls, for p > 1. On the other hand, a typical application of abstract differential equations and inclusions is to consider them as the abstract form of a partial differential equation. In this framework sufficient conditions for the controllability of the associated linear problem are usually given for controls in L 2 . Thus, it is meaningful to introduce conditions assuring controllability for semilinear equations without requiring the compactness of the semigroup or evolution operator generated by the linear part.
A first contribution in this direction is related with a regularity assumption on the non-linear term, formulated through a measure of non-compactness, see [27] , and [8] for the case of impulsive semilinear differential inclusions.
In this paper another approach is considered, it exploits the weak topology of the state space. This new tool was introduced to study semilinear differential inclusions associated to various boundary value conditions, see [5, 6] and [7] . In this paper we show that the same approach can be applied to obtain the controllability in finite time for such problems. We stress that this technique allows to consider both sublinear and superlinear growth condition on the nonlinear term.
In the last section some applications arising from physics and biology are provided. More precisely, we apply the main theorem of the paper (Theorem 4.1) to obtain the controllability in two models. The first one is a model in nonlocal spatial dispersal, arising in biology and in the theory of phase transition as a generalization of the classical diffusion. Indeed the introduction of a dispersal kernel well describes the model, because it takes into account the long-distance dispersal (see [11, 13] ). The second one is a system governed by a model of a one-dimensional telegraph equation with constant coefficients. The telegraph equation is important for modeling several relevant problems such as the vibrations of structures (e.g., buildings, beams, and machines) and it is commonly used in signal analysis for transmission and propagation of electrical signals. Recently, telegraph equation became more suitable than ordinary dif-fusion equation in modeling the reaction diffusion for such branches of sciences (see [26, 30] ).
The paper is organized as follows. In Sect. 2 we recall some notions and results that we use in the main part of the paper. In Sect. 3 we state the problem with the main assumptions, in Sect. 4 we prove the controllability for the abstract problem and in Sect. 5 we demonstrate the controllability for the class of partial differential equations mentioned above.
Preliminaries
Let (E, · ) be a reflexive Banach space and E w denote the space E endowed with the weak topology. We denote by nB the closed ball of E centered at the origin and of radius n and, for a set A ⊂ E, the symbol A w denotes the weak closure of A. We recall that a bounded subset A of a reflexive Banach space E is weakly relatively compact. 
we recall (see, e.g. [23, 28] ) that a two parameter family of bounded linear operators {T (t, s)} (t,s)∈Δ , T (t, s) : E → E, is called an evolution system if the following conditions are satisfied:
To every evolution system we can assign the corresponding evolution operator T : Δ → L(E), where L(E) is the space of all bounded linear operators in E.
It is known (see, e.g., [23] ) that there exists a constant M = M Δ > 0 such that
Finally, for sake of completeness, we recall some results that we will need in the main section.
Firstly we state the Glicksberg-Ky Fan fixed point Theorem [18, 24] . 
Problem statement
We study the controllability problem for a system governed by inclusion (1.1) under the following assumptions.
(A) {A(t)} t∈ [a,b] is a family of linear not necessarily bounded operators, generating an evolution operator, i.e.
and there exists an evolution system {T (t, s)} (t,s)∈Δ with T : Δ → L(E) strongly differentiable (see, e.g. [23] ) with respect to t and s, precisely
We assume that the multivalued nonlinearity F : [a, b] × E E has closed bounded and convex values and:
E has a measurable selection for every c ∈ E, i.e., there exists a measurable function f : 
We will consider the controllability problem for the above system, i.e., we will study conditions which guarantee the existence of a mild solution to problem (1.1) satisfying
where
We assume the standard assumption that the corresponding linear problem (i.e. when F (t, c) ≡ 0) has a solution. More precisely, we suppose that
It should be mentioned that we may assume, w.
.g., [3] , p. 9). Denote
Controllability
The set S q is always nonempty as Proposition 4.1 below shows. In the proof we will need the following auxiliary assertion. We denote with S 1 :
We define the solution multioperator Γ :
It is easy to verify that the fixed points of the multioperator Γ are mild solutions of controllability problem (1.1), (3.2). Proof. The linearity follows from the linearity of the integral operator and of the operators B, W −1 and T (t, s) for every (t, s) ∈ Δ. By (2.1) we have
and moreover by (3.1), (3.3) we obtain
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Fix n ∈ N, consider Q n the closed ball of radius n in C( [a, b] ; E) centered at the origin and denote by Γ n = Γ Qn : Q n C( [a, b] ; E) the restriction of the multioperator Γ on the set Q n . We describe some properties of Γ n . ([a, b] ; E); we will prove that x ∈ Γ n (q).
Since q m ∈ Q n for all m and q m (t)
We observe that, according to ( 
Therefore, we have that
implying, for the uniqueness of the weak limit in E, that x 0 (t) = x(t) for all t ∈ [a, b].
To conclude, we have only to prove that g(t) ∈ F (t, q(t)) for a.a. t ∈ [a, b].
By Mazur's convexity Theorem (see e.g. [16] ) we have a sequencẽ 
The convexity of V implies thatf m (t 0 ) ∈ V for all m > m 0 and, by the convergence, we arrive to the contradictory conclusion that g(t 0 ) ∈ V w .
We obtain that g(t) ∈ F (t, q(t)) for a.a. t ∈ [a, b].

Proposition 4.3. The multioperator Γ n is weakly compact.
Proof. We first prove that Γ n (Q n ) is weakly relatively sequentially compact.
By the definition of the multioperator Γ n , there exist a sequence {f m }, f m ∈ S qm , such that
Further, reasoning as in Proposition 4.2, we have that there exists a subsequence, denoted as the sequence, and a function
Furthermore, by the weak convergence of {f m }, by (2.1), (3.1), (3.3) , and the continuity of the operators S 1 and S 2 we have Proof. Fix q ∈ Q n , since F is convex valued, from the linearity of the integral and of the operators T (t, s) for all (t, s) ∈ Δ, B and W −1 it follows that the set Γ n (q) is convex. The weak compactness of Γ n (q) follows by Propositions 4.2 and 4.3.
We are able now to state the main result of this section. 
Theorem 4.1. Under assumptions (A), (F 1), (F 2), (B), (W ) and
controllability problem (1.1), (3.2) has a solution.
Proof. We show that there exists n ∈ N such that the operator Γ n maps the ball Q n into itself.
Assume to the contrary, that there exist sequences {z n }, {y n } such that z n ∈ Q n , y n ∈ Γ n (z n ) and y n / ∈ Q n , ∀n ∈ N. Then there exists a sequence
Reasoning as in Proposition 4.3 we have
w is weakly compact. Let now W n = co(V n ), where co(V n ) denotes the closed convex hull of V n . By Theorem 2.3, W n is a weakly compact set. Moreover from the fact that Γ n (Q n ) ⊂ Q n and that Q n is a convex closed set we have that W n ⊂ Q n and hence
Moreover from Proposition 4.2 and from Corollary 2.1 we obtain that the restriction of the multimap Γ n on W n has a weakly closed graph, hence, by We are able to prove the controllability result also under less restrictive growth assumptions, for instance sublinearity. (A), (F 1), (F 2), (B) , (W ) and
Theorem 4.2. Under assumptions
Proof. Reasoning as in Theorem 4.1 and assuming that there exist {z n }, {y n } such that z n ∈ Q n , y n ∈ Γ(z n ) and y n / ∈ Q n , ∀n ∈ N, we would get
giving the contradiction with (4.6).
The conclusion then follows by Theorem 2.1, like in Theorem 4.1.
Furthermore we are able to consider also superlinear growth condition, as next theorem shows.
where C 1 and C 2 are the positive constants defined in (4.4) and (4.5), then controllability problem (1.1), (3.2) has a solution.
Proof. It is sufficient to prove that the operator Γ maps the ball Q L into itself. In fact, given any z ∈ Q L and y ∈ Γ(z), it holds
Vol. 21 (2014)
Controllability for systems governed 805
Remark 4.2. If, in the previous theorem, we take β(s) = s 2 , s > 0, then it is easy to prove that condition (4.7) is satisfied taking
Applications
Nonlocal diffusion model
In this subsection we are interested in a model of population dispersal. More precisely we study the controllability of the system governed by the following hyperbolic integro-differential inclusion, representing a model in nonlocal spatial dispersal
where Ω is a bounded domain in R n with a sufficiently regular boundary.
Recently, integro-differential equations have been applied to study biological invasions and disease spread. Inclusion (5.1) describes population dispersal better than ordinary differential/difference equations or reaction-diffusion equations, because it takes into account the long-distance dispersal and describes the dispersion via a dispersal kernel, which specifies the probability that an individual moves from one location to another. The function z(t, x) represents the density of infective individuals at point x and time t, while γ is the transmission rate of infection and k(x, y) is the dispersal kernel, i.e., the density function that prescribes the proportion of infective individuals leaving y to x. The multivalued term in (5.1) represents the external influence on the process which is known up to some degree of uncertainty.
We consider controllability problem for (5.1) under the following hypotheses:
and γ(·, x) 1 ≤ γ for every x ∈ Ω and some γ > 0. Relations (5.1) can be represented in the form of the following control system in the Banach space E = L 2 (Ω; R)
, B is the identity operator on E, w(t) = u(t, ·) and {A(t)} t∈ [a,b] is the family of bounded linear operators in E generating the evolution system
Trivially this system is never compact.
Let us show that Theorem 4.1 can be applied to the abstract formulation (5.3) of the controllability problem for system (5.1). According to Pettis measurability Theorem (see Theorem 2.4), it is possible to show that the maps
Now we verify condition (F2). Fix t ∈ [0, b] and consider the sequences
Since β n β, applying Mazur's convexity lemma, we have the existence of a sequenceβ
2 (Ω; R) and up to a subsequence denoted as the sequencẽ β n (x) → β(x) for a.a. x ∈ Ω. By definition we have, for a.a. x ∈ Ω, and passing to the limit as n → ∞, according to (ii), we obtain that β ∈ F (t, y). We have showed that F (t, ·) has weakly closed graph. Moreover, according to 
Telegraph equation
We study the controllability problem for the system governed by the second order one-dimensional telegraph equation with constant coefficients, modeled by the following hyperbolic integro-differential equation 
