Multiple sequence alignments (MSAs) are frequently used in the study of families of protein sequences or DNA/RNA sequences. They are a fundamental tool for the understanding of structure, functionality and ultimately evolution of proteins.
1 Introduction (Sankoff, 1975; Dress and Steel, 1993; Estabrook et al., 1975; Estabrook et al., 1976; Felsenstein, 1973; Felsenstein, 1981; Thorne et al., 1993) are NP-complete (Foulds and Graham, 1982; Jiang and Wang, 1994) , and becomes computationally expensive for many real protein families encountered in a contemporary database. This requires that virtually all MSAs and evolutionary trees that will be used in the post-genomic era will be constructed using approximate heuristics. Definition 1.4 An MSA scoring function is a function F : A → IR. Definition 1.5 Let A be the set of all possible MSAs that can be generated for a given set of sequences S = {s 1 , s 2 , .., s n }. The optimal MSAĀ ∈ A is an MSA such that w.l.o.g. F (Ā) = max A∈A F (A). In many scoring functions the minimum is the optimal.
Problem 1.1 (MSA problem) Given is a set of sequences S = {s 1 , .., s n }. Find the optimal MSA A for S.
The use of heuristics in constructing MSAs creates a third problem, one centering on evaluation. Before using an MSA or tree built by a heuristic, one would like to know approximately how closely the heuristic has approximated an optimum MSA or tree. Even today, it is common for biochemists to evaluate by eye (and adjust by hand) the output of MSA tools. This is a clearly inadequate approach for any systematic reconstruction of natural history using genomic sequence data. A formal method for judging the quality of an MSA is needed.
Accordingly, a variety of groups have proposed or used scoring functions (Altschul, 1989; Thompson et al., 1994; Higgins and Sharp, 1989) that assess the quality of an MSA, following a simple approach that examines every pair of proteins in the family, generates a score for each pairwise alignment using a Dayhoff matrix (Dayhoff et al., 1978) , and creates a score for the MSA by summing each of the scores of the pairwise alignments. We shall call these "sum of pairs" (SP) methods.
Scoring Pairwise Sequence Alignments
To determine if two sequences s 1 , s 2 ∈ Σ are related and have a common ancestor the sequences are usually aligned, and the problem is to find the alignment that maximizes the probability that the two sequences are related:
To actually calculate these probabilities, one applies a Markovian model for sequence evolution (Krogh et al., 1994; Baldi et al., 1994) . This begins with an alignment of the two sequences, e.g.
VNRLQQNIVSL____________EVDHKVANYKPQVEPFGHGPIFMATALVPGLYLLPL VNRLQQSIVSLRDAFNDGTKLLEELDHRVLNYKPQANPFGNGPIFMVTAIVPGLHLLPI
The gaps arise from insertions (or their counterpart deletions) during divergent evolution. The alignment is normally done by a dynamic programming (DP) algorithm using Dayhoff matrices (Gotoh, 1982; Smith and Waterman, 1981; Needleman and Wunsch, 1970; Altschul, 1991) , which finds the alignment that maximizes the probability that the two sequences evolved from an ancestral sequence as opposed to being random sequences. An affine gap cost is used according to the formula a + l · b, where a is a fixed gap cost, l is the length of the gap and b is the incremental cost (Benner et al., 1993) . More precisely, we are comparing two possibilities a) that the two sequences arose independently of each other (implying that the alignment is entirely arbitrary, with amino acid i in one protein being aligned to amino acid j in the other is occurring no more frequently than expected by chance, which is equal to the product of the individual frequencies with which amino acids i and j occur in the database) P r{i and j are independent} = f i f j (1) b) that the two sequences have evolved from some common ancestral sequence after t units of evolution where t is measured in PAM units (Gonnet, 1994b ). i j P r{i and j descended from some x} =
Definition 1.6 A 1-PAM unit is the amount of evolution which will change, on average, 1% of the amino acids. In mathematical terms, this is expressed as a matrix M such that
where f i is the frequency of the i th amino acid.
Definition 1.7 The optimal pairwise alignment OP A(s 1 , s 2 ) of two sequences s 1 , s 2 is an alignment with the maximum score where a probabilistic scoring method (Dayhoff et al., 1978; Gonnet et al., 1992 ) is used. We refer to a pairwise alignment of two sequences s 1 , s 2 with s 1 , s 2 .
D ij = 10 log 10 P r{i and j descended from some x} P r{i and j are independent}
The entries of the Dayhoff matrix are the logarithm of the quotient of these two probabilities. Note that scores represent the probabilities that the two sequences have a common ancestor. The larger the score is the more likely it is that the two sequences are homologous and therefore have a common ancestor.
Sum-of-Pairs Measure
To calculate the score with the SP measure (Carillo and Lipman, 1988) , all n 2 scores of the pairwise alignments within the MSA (see Definition 2.5) are added up. SP methods are obviously deficient from an evolutionary perspective. Consider a tree (Figure 2 ) constructed for a family containing five proteins. The score of a pairwise alignment A, B evaluates the probability of evolutionary events on edges (u, A) and (u, B) of the tree; that is, the edges that represent the evolutionary distance between sequence A and sequence B. Likewise, the score of a pairwise alignment C, D evaluates the likelihood of evolutionary events on edges (C, w), (w, v) and (v, D) of the tree.
By adding "ticks" to the evolutionary tree that are drawn each time an edge is evaluated when calculating the SP score (Figure 2) , it is readily seen that with the SP method different edges of the evolutionary tree of the protein family are counted a different numbers of times. In the example tree on the left side that corresponds to the MSA of figure 1, edges (r, u), (r, w) and (w, v) are each counted six times by the SP method, while edges (u, A), (u, B), (v, D), (v, E), and (w, C) are each counted four times. It gets worse as the tree grows (see tree on the right). There is no theoretical justification to suggest that some evolutionary events are more important than other ones.
Thus, SP methods are intrinsically problematic from an evolutionarily perspective for scoring MSAs. This was the motivation to developed a scoring method that evaluates each edge equally. In addition, we wanted a scoring function that does not depend on the actual tree structure.
We report here a "circular sum" (or CS) method for evaluating the quality of an MSA. The method uses a solution to the Traveling Salesman Problem, which identifies a circular tour through an evolutionary tree connecting the sequences in a protein family. The algorithm gives an upper bound, the best score that can possibly be achieved by any MSA for a given set of protein sequences. Both the bound and the circular tour can be derived without an explicit knowledge of the correct evolutionary tree; thus the method can be applied without need to address the mathematical issues involved in tree construction. Last, it gives us an absolute score of MSAs which is important in designing and verifying MSA heuristics.
Both the tree construction problem and the Traveling Salesman Problem are NP complete. But the Traveling Salesman Problem (see next section) has been studied very extensively (Johnson, 1990; Johnson, 1987) , and optimal solutions can be calculated within a few hours for up to 1000 cities and in a few seconds for up to 100 cities, whereas the construction of evolutionary trees is still a big problem. There are heuristics for large scale problems that calculate near optimal solutions that are within 1% to 2% of the optimum (Padberg and Rinaldi, 1991; Groetschel and Holland, 1991) .
Methods
The task of generating an evolutionary unbiased score for a multiple sequence alignment can be rephrased as a simple problem: How can a tree be traversed, going from leaf to leaf, such that all edges (each representing its own episode of evolutionary divergence) are counted the same number of times? Assume that a tree contains 4 leaves, numbered from 1 to 4.
Circular tours
Definition 2.1 A Circular order C(T ) of set of sequences S = {s 1 , .., s n } is any tour through a tree T (S) where each edge is traversed exactly twice, and each leaf is visited once.
The problem can be solved by walking through the tree in a circular order, that is, from leaf A to B, from B to C, from C to D, from D to E and then back from E to leaf A (Figure 3 ), all edges are counted exactly twice, independent of the tree structure. Lemma 2.1 (Shortest Tour) The circular tour is the shortest possible tour through a tree that visits each leaf once (see Figure 3 ) . It traverses all edges exactly twice and thus weights all edges of the evolutionary tree equally.
Proof 2.1 Starting with 2 leaves, the proof is obvious: there is only one tour and all edges are counted exactly twice (see Figure 4) . When we have a tree with n leaves, subdivide the tree anywhere into the subtree1 and subtree2 (see Figure 5 ) and look at the edge in the middle that connects the two subtrees. When the tree is traversed in the order 1, .., i, .., j, .., n and back to 1 in a circular tour, the edge in the middle is traversed exactly twice. Since the division into subtrees can be done anywhere in the tree, all edges are counted twice. There is no shorter tour, because we have to come back to the first leaf. Proof 2.2 Again take a tree with n leaves, and subdivide the tree anywhere into the subtree1 and subtree2 (see Figure 6 ). When the tree is traversed in the order 1, .., i, .., j, .., n and back to 1, but this time the leaves i and j are swapped, the edge in the middle is traversed four times. For each tree T there exist 2 (n−2) isomorphic forms. An isomorphic tree T ′ has the same tree topology as T , and it differs from T only in the sense that a subtree is rotated (in a graphical representation).
Lemma 2.3 (Isomorphic Trees)
A circular tour C(T ) of a tree T is also a circular tour for all isomorphic trees of T.
Proof 2.3 Take the same tree as in Figure 5 , but this time rotate one of the subtrees (leaves j and n are now on the opposite side as before)(see Figure 7 ). When tree tree is traversed again in the order 1, .., i, .., j, .., n and back to 1, the middle edge is only traversed twice. Again, since the division into subtrees can be done anywhere in the tree, all edges are counted twice, and this is true for all isomorphic trees. An immediate conclusion from this is that any tree has 2 (n−2) different circular tours which correspond to the circular orders of the isomorphic trees.
Example: The order A, B, C, D, E is a circular order in Figure 8 , but not A, C, B, D, E . In the second example, edges x, u and x, w are counted four times, while all other edges are counted only twice. 
Traveling Salesman Problem Application
The probability (exponential of the score) derived from pairwise alignments are now the key to identifying a circular tour. For a set of protein sequences it is computationally simple to obtain a set of n 2 pairwise scores by aligning each sequence with every other sequence using a DP algorithm to obtain the Optimal Pairwise Alignment. We shall refer to these as OPA scores (Carillo and Lipman, 1988) , to distinguish (see below) these from a pairwise alignment inferred from an MSA. These scores can be obtained without either a tree or an MSA. Our goal is to be able to find an circular tour without the need of constructing an evolutionary tree.
The score of a pairwise alignment is the logarithm of the probability of the evolution happening, as we discussed above. In Figure 9 the score of sequences B aligned against sequence C is shown. The score of the pairwise alignment corresponds to evaluating parts of the evolution from x to B and from x to C. Since the scores are logarithms of probabilities, the sum of the OPA scores in circular order divided by two corresponds to the probability of the entire evolution happening for the given set of sequences.
As we have shown above, a circular tour is the shortest possible tour for a tree. A shorter distance corresponds to a higher probability. So when we talk about shorter tours, we also mean higher score. A non-circular tour has at least some edge of the tree traversed more than twice, and no edge less than twice. So at least one evolutionary event is counted more than twice and hence the probability would be lower.
We are only interested in the most likely tree, that is the tree with the maximum score, or maximum probability. In this paper we have so far always been using some tree, which we don't have in reality. The only information available to us is just the sequences and the OPA scores.
So suppose now we do not have any information about the best tree for that given set of sequences. But we know that the best tree has some circular tour. We also know that a circular tour is the shortest possible tour through that tree, and that the best tree has the shortest total path length (sum of all edges) of all possible trees, since we want the tree with the maximum probability (see also section 3.1).
Problem 2.1 (TSP problem) Given is a set of sequences S = {s 1 , .., s n } and the corresponding scores of the optimal pairwise alignments. The problem is to find the longest tour where each sequence is visited once.
Definition 2.2 The TSP order T SP (S) of a set of sequences S = {s 1 , .., s n } is the order of the sequences that is derived from the optimal solution of a TSP.
Hence to find such a circular tour, we need to find the shortest tour from leaf to leaf of the given set of sequences S. To solve this problem we reduce it to the symmetric Traveling Salesman Problem (TSP): given is a matrix M that contains the n 2 distances of n cities (Johnson, 1990; Johnson, 1987) . The problem is to find the shortest tour where each city is visited once. We use a modified version of the problem: in our case, the cities correspond to the sequences and the distances are the scores of the pairwise alignments. In addition, we are interested in the longest, not shortest tour, as our scores represent probabilities and we are interested in the maximum probability 1 . The TSP is very well studied and optimal solutions can be calculated within a few hours for up to 1000 cities and in a few seconds for up to 100 cities. There are heuristics for large scale problems that calculate near optimal solutions that are within 1% to 2% of the optimum (Padberg and Rinaldi, 1991; Groetschel and Holland, 1991) . For real applications we have seldom more than 100 sequences to compare simultaneously, and the calculation of the optimal TSP solution usually takes only a small fraction of the time it takes to compute all pairwise alignments to derive the scores.
We refer to the sum of OPA scores in circular order C(S) as CS max (S). Definition 2.3 Let C(S) be the output permutation of a TSP algorithm, then CS max (S) for a given set of sequences S = {s 1 , s 2 , .., s n }is:
Scoring of MSAs without evolutionary trees
The CS algorithm provides a method to evaluate a specific MSA or to compare different algorithms for constructing MSAs. When an MSA is scored using the CS measure, the score is the probability of such an alignment happening due to common ancestry compared to random sequences. To do so, we abandon scores obtained pairwise from OPAs. Instead, the pairwise relationship between two sequences in the protein family are extracted from the MSA itself. These are scored using a Dayhoff matrix without dynamic programming re-alignment to give an optimal alignment. These are MSA-derived pairwise alignments (MPA).
Definition 2.4 The function S(x, y) scores two symbols x, y ∈ Σ ′ :
DM (x, y), if x = " "andy = " " 0 if x = " "andy = " " otherwise an affine gap cost that depends on the gap length (Benner et al., 1993) DM is an entry in a Dayhoff matrix (Gonnet et al., 1992) .
The function S(x, y) (see Definition 2.4) scores two symbols x, y that are either amino acids or gap characters in our case.
Definition 2.5 The induced MSA-derived pairwise alignment M P A(a i , a i ) of two sequences a i , a j ∈ A is:
MPA scores must be equal to or less than the scores obtained from the OPA pairwise alignments. The CS method can be applied now again without the need for an explicitly defined evolutionary tree by repeating the procedure outlined above, but using MPA scores instead of OPA scores. The CS score of the MSA is the sum of MPA scores in the circular order C divided by two:
Definition 2.6 The score CS(A) of an MSA A is defined as:
where C n+1 = C 1 .
Note that if there is a deletion in both sequences, there is no penalty (score is zero) because that deletion happened in some ancestor, and its penalty has been counted already 2 .
Lemma 2.4 (Upper Bound) Let A be the set of all possible MSAs that can be generated for a given set of sequences S = {s 1 , s 2 , .., s n }. The maximal score CS max (S) serves as an upper bound for the score of any MSA A that can be built from S:
Proof 2.4 OPA scores are optimal. Therefore, CS max (S), which is the sum of OPA scores in circular order obtained by a TSP algorithm, is also maximal. Assume this last statement is wrong there exists another score CS ′ (A) that is higher than CS max (S). Since that score CS ′ (A) is a sum of MPA scores, it would follow that at least one of the MPA scores is higher than the OPA score, which is a contradiction.
Whenever we score an MSA, regardless of the algorithm used to generate it, the score of this alignment must be less than or equal to the upper bound CS max (S). Hence the upper bound can be used to evaluate a given MSA. The closer the score of a calculated MSA is to the upper bound, the better the MSA is.
Note that when none of the optimal pairwise alignments of S have gaps, then the the score of the optimal MSA CS(A) = CS max (S).
Connection between Trees and Msas
We now show that the upper bound CS max (S) also serves as an upper bound for the score of the associated, unknown evolutionary tree T (S). In addition, the scoring function CS(A) serves as a scoring function for a tree T (A).
Probability of an evolutionary tree configuration
To obtain the probability for an entire evolutionary tree configuration, one must sum the logarithms of the probabilities of each event represented by the tree, which yields an overall score that is equivalent to the logarithm of the product of the probabilities of each event. For the example tree in Figure 10 , the total evolutionary history has six associated probabilities: A→B, A→C, B→1, B→2, C→3 and C→4. 
Definition 3.2 An tree scoring function is a function F : T → IR.
If we knew the sequences of the ancestral proteins at the internal nodes of the tree, the probability of the entire tree is: P r{tree of Figure 10} = P r{ A→B }P r{ A→C }P r{ B→1 }P r{ B→2 }P r{ C→3 }P r{ C→4 } (4) where P r{ X→Y } is interpreted as the probability of mutating from the amino acid in the node X to the amino acid in node Y according to the distance of the edge X-Y. The individual probabilities would be obtained by aligning the protein sequences at the beginning and end of each episode of evolution and scoring them using a Dayhoff matrix (for example) as described above.
Normally, of course, the sequences for the ancestor proteins A, B and C are not known, as the organisms that contained them have long since died. In (Gonnet and Benner, 1996) , a formula for the probability of an entire evolutionary configuration (the ensemble of the phylogenetic tree and the corresponding MSA) is derived. It corresponds exactly to the notion of computing the probability of traversing each edge of the tree. We can compute the probability of the tree configuration by adding the probabilities of all episodes represented by each of the edges.
Hence a tree scoring function F (T ) must score each edge of the tree exactly once.
Lemma 3.1 Let T (A) be the the optimal tree for the MSA A (the tree with the maximum probability). The function CS(A) corresponds to the probability of T .
Proof 3.1 The function CS(A) scores each edge in T (A) exactly once, therefore CS(A) can be used to score T (A).
Lemma 3.2 (Maximum Probability) The maximal score CS max (S) is both an upper bound on the probability for the maximum probability tree and it is also an upper bound on the probability of an MSA for the underlying sequences.
Proof 3.2 We have already shown that CS max (S) is the upper bound for CS(A) for any A derived from S. Since the formula for deriving the score is exactly the same for both trees and MSAs, CS max (S) also serves as an upper bound for the score of any tree T (S) that can be derived from S. Therefore, there can be no tree and also no MSA with a higher probability than CS max (S) for a given set of sequences S.
When we score an MSA with the CS method using MPA scores, we immediately also derive the score of the entire evolutionary configuration represented by the tree that corresponding to the MSA. So the score corresponds both to the probability that the sequences in the MSA are related, and it also corresponds to the probability that the evolution happened according to the associated tree.
We have now a way to determine a circular order and thus an upper bound on the score of an MSA and its associated evolutionary tree for a set of sequences. This score has been obtained without requiring the calculation of an evolutionary tree. Only the sequences at the leaves and their OPA/MPA scores with each other are needed. Nevertheless the CS(A) score corresponds to the probability of an evolutionary tree configuration.
Simulation of Evolution
To illustrate how the scoring function can be used, a variety of tools for generating MSAs were challenged with a set of protein families simulated following a Markovian model of evolution, and the outputs of each evaluated using the CS measure. This provides, of course, only an approximate assessment of the MSA tools themselves. A better assessment must come with actual experimental sequence data.
Random trees with a given structure and edge lengths and a random sequence at the root were generated. From this, sequence mutations, insertions and deletions were introduced according to the length of the edges of the tree. At each internal node a new sequence was thus generated. At the end of the simulation, only the sequences at the leaves are retained. Since both the places of insertions and deletions, as well as the "real" tree are known, the correct MSA is known as well.
The retained sequences at the leaves can be given to different algorithms (MSA (Gupta et al., 1996; Lipman et al., 1989) , MAP (Huang, 1994) , ClustalW (Higgins and Sharp, 1989; Thompson et al., 1994 ) and the Probabilistic model (PAS) (Gonnet and Benner, 1996; Gonnet, 1994a) , and the score of the calculated MSAs can be compared to the score of the "real" (generated) MSA using the CS measure. The results for 3 combinations of trees and sizes are shown. These are representative of all other results (Figures 12-14) .
Example
From a random evolutionary tree with 8 leaves a random MSA was produced, that is, the original sequence was mutated and in this case there were two indel events: The score of the alignment is the MPA score introduced above. It is the score derived from the pairwise alignments within the MSA, in TSP order. In this example the order is 1, 2, 6, 5, 7, 8, 3, 4. You can easily verify that this tour is a circular tour of the tree in Figure 11 . The numbers on the edges of the tree are PAM distances.
The maximum possible score, the CS max (S) score (see Definition 2.3), is slightly better than the score derived from the alignment (using MPA scores). This means that the real alignment is not optimal, and the gaps could probably be shifted a bit to either side to increase the score. The indel events are one deletion event that happened in the ancestor of sequence 3 and 4 and one insertion event that happened in the ancestor of sequences 1 and 2.
Note that when the gaps are scored, each indel event is scored only once. When sequence 8 is aligned against sequence 3, the gap is scored. But when the alignment of sequences 3 and 4 is scored in the MSA, the gap scores 0, because it has already been accounted for, and you could actually simply remove the gap in the MPA (see Definition 2.5), since they have exactly the same length. Another observation is that the gaps form "blocks", that is, the gaps that belong to the same evolutionary event are not interrupted with sequences without gaps. This is an indication that the correct circular order was found.
The sequences at the leaves are then fed to different algorithms. None of the algorithms knows the correct tree or the correct MSA. , 6, 5, 7, 8, 3, 4, 1] First, the sequences were fed to the MSA algorithm, which produces the following output: The alignment looks very similar to the constructed MSA. The only difference is that the gaps appear in different places, and the score is slightly lower than the score of the constructed MSA. In the simulation, the difference of the upper bound − the CS score were noted (see tables). In this case the difference would be 23.156.
The next algorithm is the probabilistic model. In this case the algorithm merges the two gaps: The last algorithm tested in this example is ClustalW. It looks like the algorithm also found two indel events, but when you look closer you can see that the gaps are shifted against each other. This means that the second block of gaps are two indel events and not just one, which is the reason for the lower score. Following is the result of a large simulation. For each tree type hundreds of alignments were produced. This is the reason why the scores have variances, because the upper bound is not the same for each set of sequences, but lies in the same order, because similar PAM distances were used and the same underlying tree structure.
Higher scores or smaller differences mean better alignments. The rows are sorted into ascending order. Figure 12 shows the result for balanced binary trees with 16 leaves. The length of the sequences is 300 amino acids and the average edge distance is 30 PAM (so the maximum PAM distance between two sequences is about 240 PAM). In this and all the following examples the tables show the data that was collected from over a hundred MSAs each. For this tree, MSA scored the best followed by PAS, ClustalW and MAP. The alignments of MSA and PAS are slightly better than the "real" alignment. The reason for this is that the simulated MSAs are not necessarily optimal. As a comparison the score of a bad alignment (all the sequences aligned without deletions) was calculated in the last row (Dummy). The tree on the right is an example of a generated phylogenetic tree.
The next trees ( Figure 13 ) are unbalanced with 30 sequences of length 300 and the average edge distance is 30 PAM (so the maximum PAM distance is about 300). Only PAS, MAP and ClustalW were able to compute the alignments (in a reasonable time). In this case PAS did slightly better than ClustalW.
The trees of the last table shown here ( Figure 14 ) had 50 sequences with length 300 and an average edge length of 15 PAM. In the simulation the PAS method was the best followed by ClustalW. No other methods were able to calculate an MSA in a reasonable time. These experiments show how the CS measure can be used. It also shows that the upper bound CS max (S) is very close to the actual score CS(A) of the simulated MSA. Obviously the ultimate evaluation of tools must be done with real rather than simulated data.
Discussion
We have defined a new scoring function, called CS measure, for the evaluation of MSAs that is based on a Markovian model of evolution. The frequently used SP measure, which calculates the sum of the scores of all pairwise alignments, ignores the structure of any associated phylogenetic tree and thus weights some evolutionary events more than others. This can be avoided by traversing the tree in a circular order, where all edges are traversed exactly twice. Any other non-circular tour results in a longer path, because some edges are traversed more than twice, and hence some evolutionary events are counted more often, which corresponds to a lower probability. Therefore the shortest cycle through the tree, which is an circular tour, yields the highest CS score. Such a tour can be calculated with any TSP algorithm.
The TSP application allows us to avoid the calculation of an evolutionary tree altogether, and only the sequences at the leaves are needed with their OPA or MPA scores. In addition, the CS measure yields a direct connection between an MSA and the associated evolutionary tree, because the formula for the calculation of the score is exactly the same. This allows us to use the CS measure evaluate evolutionary trees. The CS measure based on the OPA scores gives an upper bound on the score of the optimal MSA and evolutionary tree.
To illustrate the new scoring tool we simulated evolution by generating random trees according to a Markovian model with the corresponding MSA. The CS score of the generated alignment was then compared to the score of alignments calculated by different methods (MSA, ClustalW, PAS, and MAP). For less than twenty sequences MSA and PAS gave the best score, whereas for larger samples PAS and ClustalW calculated the best alignments. A better assessment must come with actual experimental sequence data though.
With the new CS measure we have now the possibility of improving current algorithms and finding new heuristics by maximizing the scoring function. The description of the new methodologies exceeds the scope of this paper and will be available in (Korostensky and Gonnet, 1999) .
