We present an homogeneous set of stellar atmospheric parameters (T eff , log g, [Fe/H]) for a sample of about 700 field and cluster stars which constitute a new stellar library in the near-infrared developed for stellar population synthesis in this spectral region (λ 8350-9020Å). Having compiled the available atmospheric data in the literature for field stars, we have found systematic deviations between the atmospheric parameters from different bibliographic references. The Soubiran, sample of stars with very well determined fundamental parameters has been taken as our standard reference system, and other papers have been calibrated and bootstrapped against it. The obtained transformations are provided in this paper. Once most of the datasets were on the same system, final parameters were derived by performing error weighted means. Atmospheric parameters for cluster stars have also been revised and updated according to recent metallicity scales and colour-temperature relations.
INTRODUCTION
This paper is the second one in a series devoted to advance in the understanding of the stellar population properties of composite stellar systems by studying the strength of the integrated Ca triplet in the near-infrared spectral range. As we have already explained in Paper I (Cenarro et al. 2001a) , the main objectives of the series are to derive empirical fitting functions describing the behaviour of the Ca triplet index in terms of the stellar atmospheric parameters (Cenarro et al. 2001b, Paper III) , and to perform stellar populations synthesis modeling in the near-IR spectral range (Vazdekis et al. 2001, Paper IV) . An ample stellar library covering a wide range of atmospheric parameters is necessary to obtain accurate fitting functions (Worthey et al. 1994, hereafter W94; Gorgas et al. 1999) and to derive reliable synthetic spectra for stellar populations of different ages and metallicities (Vazdekis 1999) . Even so, this is not enough to ensure the ⋆ E-mail: cen@astrax.fis.ucm.es quality of the empirical predictions, since they also depend on the accuracy of the input atmospheric parameters.
Recently, Gorgas et al. (1999) have shown how important an accurate, homogeneous set of input atmospheric parameters is when deriving empirical fitting functions. When calculating fitting functions for the λ4000Å break, and after a thorough treatment of the errors, these authors show that the residuals from the derived functions are considerably larger than those just expected from measurement errors, indicating that the uncertainties in the input atmospheric parameters are the main source of random errors. Moreover, it is worth noting that, in order to obtain accurate fitting functions, not only an homogeneous but also a reliable set of atmospheric parameters is needed. Although an homogeneous set of parameters optimizes the scatter of the derived fitting functions, it does not guarantee that the zero points of the adopted scales are absent of systematic errors. Therefore it is also important to choose an absolute scale as reliable as possible.
Up to date, most of the previous authors which use stellar libraries to model the composite spectra of external c RAS galaxies (e.g. Díaz, Terlevich & Terlevich 1989; Gorgas et al. 1993, hereafter G93; W94; Jones 1997 ) have hardly tackled the already known problem of uncertainties in the atmospheric parameters and their implications on the final predictions of fitting functions. Instead of doing this, the usual approach has been to choose the parameters of the sample stars from the most recent bibliographic sources or take the average values, without checking whether they were on a completely homogeneous system. As an example, it is common practice to use straight means from previous parameter compilations (like the one of Cayrel de Strobel et al. 1997) , even though the individual analyses do not necessarily all have the same quality or are mutually independent. We refer the reader to the work of (hereafter SKC) for a thorough discussion of these and related problems. Furthermore, systematic deviations among different bibliographic sources may exist due to the different approaches for measuring atmospheric parameters.
In this paper we have derived an homogeneous set of stellar atmospheric parameters for the stellar library presented in Paper I. Section 2 introduces the working method and the atmospheric data compilation for the field stars. In Section 3 we present a calibration of the different bibliographic sources. The new atmospheric parameters for these stars are derived in Section 4, whereas in Section 5 we estimate the uncertainties in the final parameters. In addition, we have also revised the atmospheric parameters for the cluster stars in the library (Section 6). Finally, Section 7 is reserved to discussion and summary.
Along this paper, the fundamental atmospheric parameters are considered, that is, effective temperature (T eff in K), surface gravity (log g with g in cm s
−2 ) and metallicity ([Fe/H] = log(Fe/H) -log(Fe/H) ⊙ ).
THE METHOD
The main goal of this paper is to obtain a new and homogeneous set of atmospheric parameters for the stars of the library introduced in Paper I. For this purpose, we have made a compilation of the three main atmospheric parameters of these stars in the literature. We selected one article of data, the reference source, which contained a large number of stars with parameters of high quality and bootstrapped all other sources against it, to end up with an homogeneous system of stellar atmospheric parameters. After this, the relative quality of all other data sources was determined by computing the r.m.s. deviation from the reference sample. Weighted according to the data quality, the various data sources were averaged to provide a final homogeneous set of atmospheric measurements.
The compilation includes 356 bibliographic sources, although not all of them were finally used to derive the final parameters. To start with, we included all the data from the catalogue of [Fe/H] determinations of Cayrel de Strobel et al. (1997) , which contains parameters for more than 3000 stars from 700 sources up to 1995. After that, since not all our stars were included in the above catalogue, and to take into account more recent papers, we enlarged the compilation with 47 additional sources. Unavoidably, we could not include sources that were published during or after the last steps of this work (i.e. mid 1999). It must be noted that, even for stars with data in Cayrel de Strobel et al. (1997) , we went back to the original data sources to exclude references that simply quote previous determinations.
To calculate systematic deviations, we had to select one standard source as a reference system. It was essential that this standard source contained a large number of stars including the three atmospheric parameters in an homogeneous way, and with a reasonably large parameter coverage. It is worthwhile to remark the latter since it is well known that a generic atmospheric parameter can not be derived independently from the other two ones. Concerning the choice of a reference system, it is important to keep in mind that our final purpose is to obtain an empirical calibration of the behaviour of several line-strength indices as a function of atmospheric parameters, We are basically interested in ensuring that stars with very similar spectra have the same atmospheric parameters. This is the main reason why we have selected the paper of SKC as the initial standard source. It provides self-consistent atmospheric parameters for a total of 211 echelle spectra of cool stars (4000 K < T eff < 6300 K) covering a wide range in gravity and metallicity. Making use of a reference spectral library (which includes stars with well-known atmospheric parameters) and input parameters for the target stars (weighted means of previous determinations from the literature), they followed an iterative method that takes into account spectral features comparisons, deriving revised values of effective temperature, gravity and metallicity for the sample of target stars. See full details of the above method in . The final atmospheric parameters are, in the mean, consistent with the literature, and constitute an homogeneous set in the sense that similar spectra have similar parameters and the other way round.
Therefore, the atmospheric parameters from SKC will be our initial reference system. To obtain statistically significant comparisons between SKC and other sources, not only the 108 stars from SKC in common with our stellar library were included but also the rest of the stars in their catalogue. Obviously, these calibrations will only be valid for stars in the effective temperature range spanned by the sample of SKC, i.e. from 4000 K to 6300 K. We did not follow a fully automatic approach and the original parameters for every star were checked for inconsistencies or outliers, removing original references when necessary.
CALIBRATION OF THE DIFFERENT SOURCES
Once the compilation was finished, we selected for each of the three atmospheric parameters those references that had at least 25 stars in common with the complete sample of SKC. That minimum number was chosen to ensure that comparisons between any source and SKC were statistically significant. Let p and p ref be generic atmospheric parameters from any literature and the reference system (SKC in this first iteration) respectively. In order to calibrate this source onto the reference system we determined the following two types of fits and their significance level, α:
We then tested whether the slope B was significantly different from 1, using a t-test and a significance level of α = 0.1. If that was the case, we adopted relation (i) to bootstrap the data from the source against the reference system (p * = (p − A)/B, where p * is the corrected parameter). If it was not significant, we used the same procedure to test the significance of the offset term A in relation (ii) and applied that correction if necessary (p * = p − A). Obviously, the original parameters were kept when this term was not statistically different from 0 (p * = p). The procedure detailed above leads to a set of corrected parameters which were used to calculate the final parameters of a large number of stars not included in SKC. These stars constitute a new reference set of stars (hereafter RF1), with parameters in the same system as SKC. In order to calibrate all those reference sources which did not have enough stars in common with SKC, the whole process was repeated using SKC and RF1 together as the reference samples. Since the number of stars in the remaining sources is generally rather small, the minimum number of stars in common required to calibrate a reference was decreased to 15. In this way, we derived a second set of final parameters which is called RF2. We did not perform further iterations since, after the second one, those sources that had not been calibrated yet did not possess enough stars in common with the reference systems (SKC, RF1 and RF2) to ensure reliable calibrations.
In Tables 1, 2 and 3 we present, repectively, the details of the calibrations on effective temperature, gravity and metallicity for all the calibrated sources. Reference codes are explained in Table 4 . To illustrate the procedure, in Fig. 1 , we show some representative calibrations for each atmospheric parameter and kind of correction that was applied. In the above tables we include a code to indicate the different methods used to derive the original atmospheric parameters in each paper. Note that, although the tabulated standard deviations are due to uncertainties both in the SKC parameters and in the calibrated reference, a relative comparison of the different values can provide an estimate of the reliability of the different methods. Even though a critical analysis of these techniques is out of the scope of this paper, it must be noted that we do not find any systematic trend when comparing the uncertainties (σ) or the calibration parameters (A, B) of the different working methods.
ATMOSPHERIC PARAMETERS FOR FIELD STARS
The new set of atmospheric parameters of the stellar library presented in this paper has been derived in different ways depending on the original literature sources which were available. Table 6 lists the final derived atmospheric parameters for the field stars of the library. In Table 5 we present a brief explanation of the different methods and the codes we have used to identify them. A more detailed description is the following:
(i) If the star is included in the sample of SKC, the three atmospheric parameters from that paper were kept (coded SKC). This was the case for a total of 108 stars of our sample.
(ii) When the star is not included in the sample of SKC but in N previously calibrated sources, and the original parameters are within the calibration ranges listed in Tables 1,  2 and 3, the new parameters P were determined by taking the weighted average:
where p * i is the corrected parameter and σi corresponds to the r.m.s. standard deviation of the comparison with the reference system (SKC, or RF1 & SKC) (listed in Tables 1,  2 and 3) . Most (about 60 per cent, see below) of the atmospheric parameters of the stellar library presented here have been derived in this way (coded RF1 and RF2). Note that this procedure was only carried out when the atmospheric parameter of the star was within the range of calibration, that is, extrapolations from the fits have never been applied.
(iii) When the star is not included in any calibrated source (or, if included, the atmospheric parameters are out of the calibration range), the final parameter is the raw mean value from all the available original sources and no previous correction to the parameter value has been applied. Obviously, these final parameters should be less reliable than those obtained from calibrated sources. Since the scatter of ½ Figure 1 . Calibrations onto the reference system (SKC or SKC & RF1). The upper three panels show representative cases of null, offset and linear corrections for sources giving effective temperatures. A dashed line show the expected behaviour when no systematic deviation exists, whereas the solid line is the applied correction. The same is done for sources publishing surface gravities and metallicities in the centred and lower panels respectively. Points deviating more than 3σ from an initial fit were not used to derive the final calibration. More details about these and other calibrations are presented in Tables 1, 2 and 3. effective temperatures from different sources is different for hot and cold stars than for intermediate temperature stars, we divided the stars from non-calibrated sources into three groups:
-Stars of intermediate temperatures, 4000 K < T eff < 6300 K (coded RF3). -Hot stars with T eff > 6300 K (coded RF4). -Cold stars with T eff < 4000 K (coded RF5).
This will allow us to derive a more accurate temperature uncertainty for each one of the three new categories.
(iv) If there is no data in the literature, both the effective temperature and surface gravity are estimated from the spectral type and the luminosity class using the tabulated atmospheric data from Lang (1991) . Only a few parameters (2 per cent of the temperature estimations and 7 per cent for gravities) were derived in this way, which we coded as RF6.
To summarize, Fig. 2 illustrates the number of stars with final atmospheric parameters in each different category. A total of 549 temperatures, 547 gravities and 476 metallicities were derived for the 550 field stars of the stellar library. RF1 is clearly the most populated category, including about half of the final atmospheric parameters. Moreover, it is worth noting that most of the effective temperatures (72.3 per cent), gravities (75.3 per cent) and metallicities (91.0 per cent) were taken from the initial reference system (SKC), or derived from calibrated and corrected original sources (RF1 and RF2).
A detailed table containing all the original data which were used to derive the final atmospheric parameters of the stellar library is available from: http://www.ucm.es/info/Astrof/ellipt/CATRIPLET.html and http://www.nottingham.ac.uk/~ppzrfp/CATRIPLET.html.
UNCERTAINTY ESTIMATES IN THE DERIVED PARAMETERS
In this section, we calculate mean error estimates for the final atmospheric parameters of the library stars. In general, the number of original atmospheric parameters for a single star is not large enough to estimate a reliable individual error. This is the reason why we present an uncertainty estimate for each one of the categories defined in Section 4 by calculating a mean r.m.s standard deviation of all those stars whose final parameters were derived from two or more original sources. Since categories RF1 and RF2 were derived from corrected atmospheric parameters in an homogeneous way, it is expected that their uncertainties are very similar. Therefore, we estimate a more reliable error for both samples together by using all the stars in RF1 and RF2. If P k is the final parameter of the k th star derived from N k corrected parameters p * i,k , and σ i,k is the r.m.s standard deviation of the fit used to calculate each corrected parameter, then the unbiased unbiased r.m.s standard deviation σ of both categories is derived as follows:
where Nstar is the total number of stars with at least two original sources which were used to derive the final atmospheric parameter.
Categories RF3, RF4 and RF5 consist of stars in different temperature ranges, and we have estimated errors for Table 6 . Final atmospheric parameters of field stars. References for atmospheric parameters: SKC from Soubiran et al. (1998) . Numerical references ijk indicate that T eff is from RFi, log g from RFj and [Fe/H] from RFk (see Table 5 ). Sources for spectral types are the Bright Star Catalog (Hoffleit & Jaschek 1982) , Andrillat, Jaschek & Jaschek (1995) , Gorgas et al. (1999) each one of them separately. The method is the same for the three samples. Using the same notation and requirements given above and considering non-corrected original parameters p i,k , the mean r.m.s. standard deviation of each category can be given by:
It is clear that errors for those categories which were defined from a single source, namely SKC and RF6, could not be calculated in this way. However, an error estimation for SKC data is published in the original paper. They adopt 100 K, 0.5 dex, and 0.3 dex respectively for T eff , log g and [Fe/H] as an upper limit for the scatter inherent to their method.
In summary, Table 7 shows the uncertainty estimates obtained for the rest of categories.
ATMOSPHERIC PARAMETERS FOR CLUSTER STARS
The stellar library presented in this series of papers is an extension of the Lick/IDS (Image Dissector Scanner) stellar sample (G93, W94). This library included a large number of (open and globular) cluster stars which have been retained in the present version. In this section we revise the atmospheric parameters of these cluster stars. The final adopted parameters are presented in Table 8 .
Metallicity scale
Although the cluster metallicities adopted in G93 were chosen as the most reliable estimates at the time, a revision can provide more accurate values. The updated metallicities, together with Lick/IDS values, are listed in Table 9 .
The [Fe/H] values for globular clusters stars that were adopted in the Lick/IDS system, taken from several sources (see references in the original papers), are basically in the Zinn & West (1984, hereafter ZW84) metallicity scale. This scale is based in a compilation of metallicities from several parameters (mainly the photometric index Q39) tied to a high resolution scale using relatively old echelle spectra. In the last years, and from high-quality high-dispersion spectra and improved model atmospheres, several authors (Carretta & Gratton 1997, hereafter CG97; see also Rutledge, Hesser & Stetson 1997) have derived a new homegeneous [Fe/H] scale which shows significant deviations from the ZW84 scale. Although at this time no consensus exists about which scale is more reliable, in this work we have decided to adopt the new scale from CG97 for the following reasons: (i) Rutledge et al. (1997) have shown that their near-IR Ca index (W ′ ), the calibration of which is the objective of this series of papers, correlates linearly with metallicities in the CG97 scale, but shows a non-linear behaviour with respect to the ZW84 values (in agreement with the previous work from CG97, which suggested that the ZW84 may be nonlinear with respect to the true [Fe/H] scale, although note there is no a priori reason to expect a linear behaviour); (ii) The main difference between the two scales occurs at the high [Fe/H] end, where the ZW84 scale overestimates the metallicities compared to the high-dispersion studies. Table 8 . Final atmospheric parameters of cluster stars. References for effective temperatures: (1) Derived from B −V versus T eff relations in ALO (Alonso et al. 1996b , Alonso et al. 1999 ; (2) Mean from B − V and V − K versus T eff relations in ALO; (3) From Worthey et al. (1994) . Surface gravities from Gorgas et al. (1999) , Worthey et al. (1994) and references therein. See Table 9 for metallicity sources. Sources for spectral types of Coma and Hyades stars are as in Table 6 . For the rest of clusters, we list positions in the HR diagram (SGB: subgiant branch; GB: giant branch; HB: horizontal branch; AGB: asymptotic giant branch). Zakhozhaj & Shaparenko (1996) The discrepancy is specially important for M71, the highest [Fe/H] From non calibrated sources. 4000 K < T eff < 6300 K RF4
From non calibrated sources. T eff > 6300 K RF5
From non calibrated sources. T eff < 4000 K RF6
From spectral type and luminosity class (Lang 1991) follow the behaviour of the rest of the sample stars (almost 700, most of them from the field). Furthermore, in general, the globular cluster residuals against the fitting functions derived in Paper III are significantly reduced when changing from the ZW84 to the CG97 scale. We think that this adds further support to the reliability of the CG97 metallicity scale.
Concerning the open clusters stars, we have not introduced important revisions to the adopted values in the Carretta & Gratton (1997) ; (2) Rutledge, Hesser & Stetson (1997) , in the CG97 scale; (3) Boesgaard & Friel (1990) ; (4) Friel & Boesgaard (1992) ; (5) Friel & Janes (1993) ; (6) Friel (1995 Twarog & Tyson (1985) . The new metallicity of this cluster, listed by Friel (1995) , is fully consistent with the recent value derived from near-infrared photometry by Vallenari, Carraro & Richichi (2000) .
Effective temperatures
Due to the lack of direct measurements of effective temperatures for cluster stars (mainly for globular clusters stars), we calculated improved effective temperatures by means of colour-temperature calibrations. Several recent papers have presented detailed colour-temperature calibrations which take into account metallicity and gravity effects. From a theoretical point of view, the work of Houdashelt, Bell & Sweigart (2000) (hereafter HBS) provides a grid of colours which has been obtained from synthetic spectra and put onto the observational system by comparing with field stars. It is appropriate for stars having 4000 K ≤ T eff ≤ 6500 K, 0.0 ≤ log g ≤ 4. Roger (1999) . In the following, we will denote the calibrations from Alonso et al. (1996b) and Alonso et al. (1999) as ALO.
It is important to keep in mind that our purpose is not only to derive improved temperatures for the cluster stars but also to obtain an homogeneous set of temperatures with the field stars. In order to check whether the temperatures derived from the mentioned colour-temperature relations are on our reference system, we selected a subsample of 103 field stars from SKC which had both B −V and V −K data in the literature and compared their effective temperature with the values predicted by the colour-temperature calibrations. Input atmospheric parameters for the temperature predictions (log g and [Fe/H]) are those published in SKC. B − V input values were the mean taken from the electronic database in Mermilliod, Mermilliod & Hauck (1997) , while V − K data were extracted, in order of preference, from Johnson et al. (1966) , Johnson, MacArthur & Mitchell (1968) , Carney (1983) and Laird (1985) . The comparison is shown in Fig. 3 and reveals a systematic deviation of the temperatures predicted by HBS for low metallicity stars, whereas no significant deviations owing to metallicity effects are found in the data from ALO. Thus, in order to preserve the homogeneity and quality of the final data, we decided to use only ALO to derive the effective temperatures of our library cluster stars. It is worth noting that, in our stellar population synthesis model, these empirical colour-temperature relations are preferred over the theoretical ones (see Paper IV).
Following the procedure described in Section 3, we have calibrated the effective temperatures predicted by ALO onto the system of SKC (see Fig. 4 ). For temperatures derived from the B − V relations, a statistically significant offset of 26 K was found, which has been applied to correct and bootstrap the predicted data against the reference system. On the contrary, no significant deviation has been found for temperatures derived from the V − K relations. In addition, the fact that the r.m.s standard deviations from the fits are very similar (σB−V = 75 K and σV−K = 78 K.) allows us to deduce that the data quality of both predictions is the same. Thus, final effective temperatures for cluster stars were calculated by averaging the temperatures derived from B − V and V − K relations (when only B − V was available, final temperatures were exclusively derived from this colour). Input metallicities are those previously established in Section 6.1, while gravities are the same as in G93 and W94. Concerning the input colours, V − K values where taken from G93, whilst B − V colours are from Mermilliod et al. (1997) for Coma and Hyades, W94 for a few horizontal-branch stars, and G93 for the rest of the sample. The reddening corrections were applied using the color excesses given by G93.
It is important to note that, due to the validity range of the colour-temperature calibrations, the effective temperatures of the hot stars Hya vB 104, M5 II-53, M92 I-10, M92 II-23 and M92 XII-24 could not be predicted in this way. In these cases, temperatures from W94 were kept.
Surface gravities
Surface gravities for most of the cluster stars were originally derived by G93 by fitting the location of the stars in the HR diagrams to different evolutionary tracks (see the original paper for details on the tracks that were used). In the recent years, and thanks to the new Hipparcos data, distances and absolute ages of most globular clusters have been substantially modified (see e.g. Carretta et al.
2000 and references therein). In this work we have studied what changes should be introduced in the derived surface gravities to account for the new, usually larger, distances and, therefore, younger ages for the globular cluster stars. Changes in the effective temperatures do not affect the derived gravities since the original values were computed by matching only absolute magnitudes to avoid uncertainties in the colour-T eff determinations. Using the relation ∆(log g) = ∆(log(M/M⊙)) + 0.4∆M bol and applying the analytic formulae by Hurley, Pols & Tout (2000) to convert an age difference to a mass change for the stars in the different evolutionary phases, we have checked that distance and age effects tend to cancel each other, leading to systematic differences in log g always below 0.05 dex (for all the globular clusters with the exception of M71). This offset is below the uncertainties associated with the employed evolutionary tracks and the assumed metallicities and, therefore, we have decided not to change the gravities derived in G93.
The case for M71 is more uncertain since the Hipparcosbased distance modulus ((m − M )V = 14.06, Reid 1998) is rather larger than that employed in G93 ((m − M )V = 13.40). Furthermore, Salaris & Weiss (1998) have lowered the colour-magnitude derived age from the 18 Gyr assumed in G93 to only 9.2 Gyr. We must note here that if we assume the distance modulus from Reid (1998), we are unable to fit the location of the stars in the M71 horizontal branch to theoretical isochrones, while a modulus around (m − M )V = 13.60 (employed in the colour-magnitude diagram analyses of Hodder et al. 1992 , Geffert & Maintz 2000 , and Rosenberg et al. 2000 can explain the position of these stars. Assuming the latter distance, we have checked that the original gravities should be decreased or increased by ∼ 0.05 dex for ages of 9.2 and 15 Gyr respectively. We have therefore assumed that the gravities given by G93 are correct within the uncertainties associated with the absolute parameters of this cluster.
To summarize, we have not introduced any change to the gravities given by G93. Systematic errors of the order of 0.10 dex (well below the random errors given in Table 7 for the field stars) may still exists for the absolute gravities of the cluster stars. The detailed investigation of these errors is beyond the scope of this work, and, in any case, they do not represent a major drawback for the purposes of this series of papers.
SUMMARY
The uncertainties in the input atmospheric parameters are one of the main sources of potential errors when computing the predicted line-strengths of composite stellar systems using evolutionary synthesis models. In this paper we have derived a reliable, and highly homogeneous, set of atmospheric parameters (2747 K < T eff < 38367, 0.00 < log g < 5.12 and -3.45 < [Fe/H] < +0.60) for the 706 stars which constitute a new stellar library in the near-infrared spectral range of the calcium triplet (λ 8350-9020Å). Systematic deviations between parameters from different sources have been calibrated and corrected by bootstrapping them onto a reference system. Fig. 5 shows the complete stellar library in the parameter space of temperature and gravity for various metallicity-ranges. In the forthcoming papers, the results of this work will be used to derive empirical fitting functions for the calcium triplet index (Cenarro et al. 2001b, Paper III) and to predict the integrated spectral energy distributions of stellar populations in the near-IR spectral range (Vazdekis et al. 2001, Paper IV) . Moreover, the utility of the new set of improved parameters goes beyond the objectives of this series. In particular, it should represent a basic ingredient for the new generation of spectral synthesis work and to improve the existing empirical calibrations of other relevant spectral features.
ACKNOWLEDGMENTS
We are indebted to the anonymous referee for very useful suggestions. Work on writing this paper was partially developed while AC was a visitor at the Department of Physics (University of Durham) and at the School of Physics and Astronomy (University of Nottingham), whose hospitality is acknowledged gratefully. This research has made use of the Simbad database (operated at CDS, Strasbourg, France), the NASA's Astrophysics Data System Article Service, and the Hipparcos Input Catalog. AV acknowledges the support of the PPARC rolling grant 'Extragalactic Astronomy and Cosmology in Durham 1998 Durham -2002 
