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Abstract

Early detection of infectious disease is the must to prevent/avoid multiple infections, and Covid19 is an example. When dealing with Covid-19 pandemic, Cough is still ubiquitously presented as
one of the key symptoms in both severe and non-severe Covid-19 infections, even though
symptoms appear differently in different sociodemographic categories. By realizing the
importance of clinical studies, analyzing cough sounds using AI-driven tools could help add more
values when it comes to decision-making. Moreover, for mass screening and to serve resource
constrained regions, AI-driven tools are the must. In this thesis, Convolutional Neural Network
(CNN) tailored deep learning models are studied to analyze cough sounds to detect the possible
evidence of Covid-19. In addition to custom CNN, pre-trained deep learning models (e.g., Vgg16, Resnet-50, MobileNetV1, and DenseNet121) are employed on a publicly available dataset. In
our findings, custom CNN performed comparatively better than pre-trained deep learning models.
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Chapter 1
Introduction:

Since the World Health Organization (WHO) proclaimed Covid-19 a global health emergency at
the beginning of the year 2020, it has wreaked havoc around the world. As of July 12, 2022, there
were a total of 589.68 million cases and almost 6.44 million fatalities globally [1]. Even more than
that, this virus is still being fought by about 18.69 million people. Despite all of our efforts, this
virus has a huge human cost in terms of person-hours spent and lives lost. Although there are
several ways to combat the virus, vaccines, of which 12,355,390,461 have been distributed
globally, offer the best chance of putting an end to the epidemic. But before mankind can put this
epidemic behind us, there will be a great deal more deaths if we only rely on vaccines. Therefore,
beyond taking the recommended precautions like washing our hands and donning masks, how else
can we combat this virus? In addition to diagnosis, screening tests will be one of the most crucial
steps in completely limiting this virus, particularly in resource-limited areas of the world where
vaccines are not available or are not trusted due to widespread vaccine skepticism.
Artificial Intelligence (AI) guided tools are nowadays used in health care for the digital diagnosing
process. In contrast, with the help of deep learning, the Covid-19 detection process has become
easier to use the cough sounds dataset [5]. Cough is used to diagnose and predict many diseases to
help clinicians better serve patients, including but not limited to pneumonia and asthma. Several
recent studies have used AI-guided tools to help classify various coughs and diagnose or predict
certain diseases. For example, Chung et al. (2021) analyzed that the level and its spectrum
fluctuations were represented by cough noises, loudness, and energy ratio. The diagnostic
1

algorithm was built using these two features. By comparing the developed algorithm's diagnostic
efficacy to pulmonologists' diagnoses made solely based on cough sound, we were able to quantify
its effectiveness [2]. A study by Rudraraju et al. (2020) discovered that AI tools can classify
obstructive vs. restrictive lung problems [3]. Finally, Han et al. (2020) estimated the severity level
of illness using cough and other types of valuable data [4]. Mel-frequency cepstral coefficients
(MFCCs) features in the deep learning method help Covid-19 diagnosing process, it is an excellent
case study for the research that will be discussed in this article. AI-guided tools can detect coughs
and diagnose Covid-19 patients based on features extracted from audio recordings, such as MFCCs
[6-8]. In one study, zhou et al. (2021) demonstrated the Cough Recognition Network (CRN), which
they suggest as a solution for cough recognition based on a Mel-spectrogram and a deep learningbased model Convolutional Neural Network, is capable of effectively differentiating cough sounds
[9].
Moreover, the cough presentation rate is high relative to all symptoms in all of these studies, and
it can be considered the second most common symptom after fever. This research thoroughly
examines AI-guided tools for analyzing cough sounds for Covid-19 detection. To avoid any
confusion, a diagnostic test is used to determine the presence or absence of a disease, whereas a
detecting test is used to diagnose potential disease indicators. In short, we used AI-based deep
learning models to detect Covid-19 and analyzed the performance among them. Deep learning
methods are one of the quickest and most accurate tools for identifying or detecting Covid-19 [10,
11] and rely on completely observed clinically diagnosed data (in our example, cough noises).
Although other information, such as respiratory and breathing sounds, can also be taken into
account for detection [12], our study is restricted to analyzing cough sounds because it is one of
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the most common symptoms that can be quickly and easily classified for a large number of people
using inexpensive equipment.
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Chapter 2
Related work for Covid-19 detection using cough sounds:

AI has made significant contributions to healthcare, and integrating speech/audio processing tools
is no exception [13, 14]. We examine cutting-edge research on Covid-19 screening using cough
sounds. Furthermore, we address data types such as sneezing, respiratory, speech, throat clearing,
wheezing, and breathing. Figure 1 depicts a work-flow of how AI-guided tools are commonly used
for better understanding. It takes cough sound data as input, extracts features, and distinguishes
Covid-19 positive from non-Covid human subjects.
AI-guided audio/speech processing tools/techniques that extract and leverage acoustic biomarker
features to pre-screen Covid-19 recordings from cough are possible. Before we get into the details,
let's look at a few examples of how biomarkers and smart phone-based tools/techniques can be
used. To detect and track Covid-19 through asymptomatic and symptomatic stages, experts
proposed a speech modeling and signal-processing framework. A dataset with a high level of
complexity in neuromotor coordination across speech subsystems involved in respiration,
phonation, and articulation, which is encouraged by the distinct nature of Covid-19's lower versus
upper respiratory tract inflammation, aids in the detection of Covid-19 in both asymptomatic and
symptomatic patients [15]. These biomarker features can be combined with AI-guided tools to
significantly improve the detection accuracy of forced cough Covid-19 [16]. This review also
found smartphone-based self-testing of Covid-19 using breathing sounds and their implications to
find breathing complications by comparing specific acoustic signal patterns. The authors of
Faezipour et al. (2020) [17] propose using advanced signal processing in tandem with new deep
4

machine learning and pattern recognition techniques on smartphone technology. For a better
understanding, we organized the results in Tables 1 and 2 to contrast studies with and without
laboratory confirmation of their datasets. Other data sources, such as speech, breathing, and
respiratory sounds, are considered in some studies in addition to cough sounds (Fig. 1).

Figure 1: AI-guided tools that use cough sounds for Covid-19 detection. Human participants that
tested positive for Covid-19 are categorized using both shallow and deep learning models.
Although many different forms of data can be taken into account, in this study we are concentrating
on cough sounds.
2.1 Related works on non-laboratory confirmed datasets
Tawfik et al. (2022) [18] proposed a smart system based on deep learning to detect COVID-19
patient's using cough sounds. The suggested system is divided into three phases: noise reduction
in audio pre-processing, segmentation, feature extraction, classification, and model deployment.
Eight characteristics, including 573 COVID-19 positive and 1062 COVID-19 negative coughs,
were retrieved from 1635 sound subjects. The authors used Convolutional Neural Network model
to detect Covid-19 and achieved an accuracy of 0.985. After deployment, the models were
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assembled to function as a flask-based web service. The cough model takes in the sound of a cough
via a mobile app or online interface and determines whether it is present before passing it on to the
coivd1-9 model to determine whether the cough is positive or negative. Then return the outcome
to the mobile application.
Gupta et al. (2022) [19] studied early detection of COVID-19 based on cough sounds and machine
learning algorithms. They tested the effectiveness of 10 different machine learning methods for
the automatic detection of COVID-19. For cough sounds of new patients, the suggested stacked
ensemble of machine learning models performs best, with an accuracy of 0.7986 and an area under
the area under curve of 0.797. For the validation of the research, the authors used COUGHVID
dataset. More than 25,000 cough recordings are available in the COUGHVID collection, which
primarily includes participants from different sexes, COVID-19 statuses, age groups, and
geographical areas [20].
MFCCs made significant contributions to audio/speech processing. The authors of Dash et al.
(2021) [21] used speech signal MFCCs. The authors used 570 participants from the coswara
dataset, designated database-1, and each participant contributed nine audio files to various sample
categories (3470 are clean, 1055 are noisy, and the rest are highly degraded sound samples).
Unfortunately, they did not specify whether the data had been verified by a laboratory. The authors
then used a crowdsourced database called database-2, which had 6631 users; 235 of them were
Covid-19 positive. The frequency range and conversion scale of the recordings were appropriately
optimized by the authors. To generate synthetic data, the authors used an adaptive synthetic
sampling approach for imbalanced learning. They reported an accuracy of 0.86 (0.74) for database2 (database-1) cough sounds in their experiments.

6

Similarly, Mouawad et al. (2021) [22] used cough sounds and speech to detect Covid-19 cases
using symbolic recurrence quantification measures derived from MFCC features. On sustained
vowel' ah' recordings, they used recurrence dynamics and a variable Markov model to demonstrate
that their model is robust for detecting disease in sustained vowel utterances. Their dataset included
1927 cough sound samples from 32 sick patients and 1488 speech records from 20 sick patients.
The authors tested a variety of data sampling techniques, such as oversampling the minority class
and undersampling the majority class, to ensure that the classification model was not biased
towards the majority class. They reported the following test results: 0.91 accuracy and 0.84 AUC.
Loey et al. (2021) [23] analyzed six types of deep learning methods for detecting Covid-19 using
different cough sounds. They used GoogleNet, ResNet18, ResNet50, ResNet101, MobileNetv2,
and NasNetmobile for detection process. They used the dataset of 1457 (755 of COVID-19 and
702 of healthy) wave cough sounds. The results demonstrate that ResNet18, which has a sensitivity
of 0.944 and a specificity of 0.954, is the most reliable model to categorize cough sound from a
small dataset. The model also achieve the accuracy of 0.949.
Han et al. (2021) [24] proposed a voice-based framework to detect Covid-19 positive cases
automatically and evaluated its performance on a subset of data crowdsourced from the 'Covid-19
Sound App.' The InterSpeech 09 Computational Paralinguistics Challenge (COMPARE) set,
openSMILE toolkit, MFCCs features, and SVM with linear kernel as the classifier were used by
the authors. Users were asked to record information in the App by submitting their breathing,
coughing, and voice samples, as well as reported symptoms, if any, and providing some basic
demographic and medical information while using the App. The authors reported an AUC of 0.79
on 828 samples (326 Covid-19 positives and 502 Covid-19 negatives), with a sensitivity of 0.68
and a specificity of 0.74. Other studies highlight the use of common machine learning classifiers,
7

such as Neural Networks (NNs), Support Vector Machines (SVM), Random Forest (RF), and
Logistic Regression, in addition to handcrafted features (LR).
Brown et al. (2021) [25] used data analysis on a large-scale crowdsourced dataset, but some of
their data appears to be laboratory confirmed because they ask their patients if they are in a hospital
or not. Furthermore, the dataset contains 154 cough and breathing sounds from Covid-19 infected
users, 54 of whom report a dry cough. In addition, the experiment's control groups included 298
nonCovid-19 users, 32 nonCovid-19 users with a cough, and 20 nonCovid-19 users with asthma
and cough. They used an 80/20 split for training and analysis in all cases, and undersampled the
majority for training. They put classifiers like LR, Gradient Boosting Trees, and SVM to the test
(with a radial basis function kernel). They reported binary classification tasks for: a) distinguishing
Covid-19 users from non-Covid-19 users; b) distinguishing Covid-19 users with cough from nonCovid-19 users with cough; and c) distinguishing Covid-19 users with cough from non-Covid-19
users with asthma and cough. The authors discovered an AUC of 0.80 across all tasks and a
sensitivity of 0.69 in their findings.
Shimon et al. [26] used a variety of shallow learning techniques, including SVM, Random Forest,
and Radial Based Function. Their dataset was derived from non-publicly available crowdsourced
data that collected various types of recordings from people over the course of several days. Both
cough sounds and the vowel "a" were recorded for this article. 1296 cough recordings and 428 "a"
recordings were used in total. The experimenters extract the audio feature using a variety of
techniques, including the openSMILE toolkit and librosa. After the classifiers classified each audio
sample, the experimenters used simple majority voting to determine whether the patient was
Covid-19 infected or not. SVM demonstrated the best performance of the classifiers, with accuracy

8

of.78 and.74, AUC of.64 and.6, sensitivity of .95 and .9, and specificity of .36 and .35 for "a" and
cough, respectively.
Similarly, Vrindavanam et al. [27] presented an approach for classifying audio samples between
Covid-19 patients and healthy people using LR, SVM, and RF classifiers. Their dataset included
150 cough audio samples, 54 of which were Covid-19 positive, but the study did not specify
whether they had been laboratory confirmed. In their test, SVM outperformed LR and RF on all
performance metrics, with an accuracy of 0.84. (with AUC of 0.88). Because the dataset was small,
the results could have been skewed, which was not mentioned in their article.
Following that, Anupam et al. (2021) [28] examined the Covid-19 classification of cough sounds
used to distinguish Covid-19 coughs from non-Covid-19 and healthy coughs. They used 640 cough
samples from the Coswara database, which included approximately 160 infected and 480 healthy
people. Other papers written around this paper had nearly double the number of cough samples.
Unfortunately, the paper did not specify which technique they used to eliminate half of the dataset,
as well as any other pre-processing techniques they may have used. The authors used shallowbased machine learning classifiers for classification, such as logistic regression (LR), K-Nearest
Neighbor (KNN), support vector machines (SVM), and decision tree algorithms. With an area
under the receiver operating characteristic curve (ROC) of 0.98, accuracy of.969, sensitivity
of.967, precision of.991, and an F1-score of.9792, the SVM classifier proved to be the best in
classification. - Deep features (deep learning): The authors also presented a Deep Neural Network
(DNN) for cough sound analysis.
The authors of Mohammed et al.(2021) [29] created a robust classifier for a COVID-19 prescreening model using crowdsourced cough sound data. The authors faced two major challenges
while detecting Covid-19 from sound datasets. The first challenge is the variable number of coughs
9

in each recording, and the second is the low number of Covid-19 positive cases in the data when
compared to healthy coughs. They were able to obtain 8886 cough samples in total, which they
then used to create a balanced dataset of 1276 cough samples by under-sampling the majority.
They used a VGG16 to extract audio features such as Mel-spectrograms, MFCCs, spectrograms,
and even raw audio data to obtain 25088 feature vectors per audio input after obtaining their
balanced dataset. Following that, they used two separate ensemble learning training pipelines, one
with shallow-based learning such as LR, SVM, and K-Nearest Neighbor, and the other with
ensemble learning of three different CNNs, one CNN built from scratch and two pretrained VGG
models. Their method performed well on the testing dataset, with an area under the receiver
operating characteristics curve of 0.77, precision of 0.80, recall of 0.71, F1 measure of 0.75, and
Kappa of 0.53, and an accuracy of 0.77.
Following that, Bansal et al. (2021) [30] proposed a CNN-based audio classifier using an open
cough dataset. The dataset is manually labeled into cough categories before being divided into
Covid and Non-Covid classes. The two approaches proposed in this paper use MFCC features and
spectrogram images as CNN network input. They started with a dataset of 911 cough sounds.
Eighty-seventy-one are from YouTube videos, and forty are from audio files. After labeling, they
pared that down to 500 audio samples. Overall, the explanation of the steps they took to create
their dataset in this article is a little hazy, as they refer to "manual labeling without expert input."
However, according to the author's findings, the MFCC approach produced a.7058 test
Accuracy,.81 Sensitivity,.6071 Precision, and.6959 F1-score. These results outperformed the
spectrogram-based approach. It would be fascinating to see the results of this paper's methods, as
well as mel-spectrograms.
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Next, Grant et al. (2021) [31] developed a simple method for analyzing sounds that can be used in
a system to detect Covid-19 unobtrusively while using a crowd-sourced database of sound
recordings from self-identified Covid-19 positive and negative subjects. They collected 1040
cough samples (78 Covid-19 positive) and 1199 speech and breathing samples (81 Covid-19
positive). Mel-frequency cepstral coefficients (MFCCs) and relative specTrA perceptual linear
prediction (RASTA-PLP) features are evaluated independently with two different classification
techniques, deep neural networks (DNN) and random forests, for training the different classifiers
(RF). They obtained an AUC of 0.6836 for cough sounds using the DNN classifier, an AUC of
0.7938 for speech sounds using the Random Forest classifier, and an AUC of 0.7575 for breathing
sounds using the DNN classifier.
The authors of Nessiem et al. (2021) [32] investigate the use of deep learning models as a
ubiquitous, low-cost pre-testing method for detecting COVID-19 from audio recordings of
breathing or coughing captured with mobile devices or via the web. They began by gathering 1427
audio files from a crowdsourced database. The researchers then created an ensemble of three
Convolutional Neural Networks that use breathing and coughing raw audio, spectrograms, and
Mel-spectrograms to determine whether or not a speaker is infected with Covid-19. Furthermore,
different models are obtained through automatic hyper parameter tuning using Bayesian
Optimization in conjunction with Hyper-Band. By assembling neural networks, it eventually
obtained an Unweighted Average Recall (UAR)/ Sensitivity of.749, AUC of.807, and Accuracy
of.731.
The authors of Khiriji et al. (2021) [33] proposed a deep Long Term Short (LSTM) technique for
detecting Covid-19 infections from cough, breath, and sneeze signals using smartphones or
wearable sensors. The dataset was made up of audio signals such as coughing, sneezing, and
11

breathing. This dataset was further subdivided into three subsets: training (sick (1435) + not sick
(2283), validation (sick (468) + not sick (753), and test (sick (642) + not sick (1012). The authors
did not specify whether the dataset was laboratory confirmed. The accuracy was 0.80 and the
sensitivity was 0.78, according to the authors.
Lella and Pja (2021) [34] used a Deep CNN with multi-feature channels and data augmentation to
extend the work of Brown et al. (using the exact same dataset). In comparison to previous work,
their results were better. However, it was not specified whether the improvement was due to data
augmentation, the use of the DCNN classifier, or an increase in dataset size. These authors are also
somewhat ambiguous in stating whether or not their data is entirely non-laboratorial confirmed,
mentioning that users have been admitted "into the clinic." This model's results are based on five
binary classification tasks. An accuracy of 0.95 was reported when classifying Covid-19 positive
and negative cases. Other metrics, such as sensitivity and specificity, were not reported.
Pahar et al. (2021) [35] applied multiple machine learning techniques to the 'coswara' dataset,
which was crowdsourced and publicly available. It was made up of 92 (1079) Covid-19 positive
samples (negative samples). To balance the data, the authors generated synthetic Covid-19
samples. ResNet50 achieved the highest reported accuracy among many classifiers (e.g., LR,
LSTM, CNN, and ResNet50) (0.95). However, sensitivity remained in the lower nineties
throughout the entire set of results reported (percentage-wise). Following training on the Coswara
dataset, the researchers tested their model on a clinically validated dataset called Sarcos. Their best
performing model was a combination of LTSM and SFS, with an accuracy of 0.9291, an AUC of
0.938, sensitivity of 0.91, and specificity of 0.96.
Sunil et al. (2022) [36] designs for COVID-19 cough detection with the long-term goal of
embedding them in a testing device. They used log-mel spectrogram features extracted from
12

coughing audio signals and design a series of customized deep-learning algorithms to develop fast
and automated COVID-19 detection tools. They investigated the effect of pruning the neural
network based on the Lottery Ticket Hypothesis (LTH) optimization process on detection
performance. They customized the convolutional neural network and VGG-13 architecture for the
detection using the DiCOVA-2021 and COUGVID Covid-19 cough audio dataset. They used the
softmax activation function for categorizing the cough sounds. They took 50 cough audio data
from the DiCOVA-2021 dataset and 400 from the COUGHVID dataset. After analyzing the
dataset, authors found that a unique ensemble of the VGG-13 architecture performs better than
other architectures and achieved the Accuracy of 0.65, AUC of 0.822 and sensitivity of 0.805.
Table 1: Cough sounds for Covid-19 detection performance in terms of Accuracy (ACC), Area
Under the Curve (AUC), Sensitivity (SEN) and Specificity (SPEC) on ‘no laboratory confirmed
data.’
Authors (year)

Data Type

ACC

SEN

SPEC

AUC

(sample size)
Tawfik et al. (2022) [18]

Cough Sounds (1635)

0.985

-

-

-

Gupta et al. (2022) [19]

Cough sounds (25,000)

0.798

-

-

0.797

Dash et al. (2021) [21]

Cough sounds (5130)

0.860

-

-

0.500

Mouawad et al. (2021)

Cough sounds (1927)

0.940

-

-

0.840

[22]

Speech (1488)

0.890

-

-

0.860

Loey et al. (2021) [23]

Cough sounds (1457)

0.949

0.944

0.954

-
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Han et al. (2021) [24]

Multiple data types* (828)

-

0.62

0.74

0.79

Brown et al. (2021) [25]

Multiple data types* (430)

-

0.69

-

0.80

Shimon et al. (2021) [26]

Cough sounds (1296)

0.74

0.90

0.35

0.60

Vrindavanam et al. [27]

Cough sounds (150)

0.84

0.81

-

0.88

Anupam et. al. (2021) [28]

Cough sounds (640)

0.969

0.967

-

0.980

Mohammed et al. (2021)

Cough sounds (1276)

0.77

0.71

-

0.77

Bansal et al. (2021) [30]

Cough sounds (500)

0.7058

0.81

-

-

Grant et al. (2021) [31]

Multiple data types* (2239)
-

-

-

0.6836

Multiple data types* (1427)

0.731

0.749

-

0.807

Multiple data types* (3718)

0.800

0.780

-

-

Multiple data types* (6000)

0.950

-

-

-

[29]

Nessiem et al. (2021) [32]

Khiriji et al. (2021) [33]

Lella and Pja (2021) [34]
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Pahar et al. (2021) [35]

Cough sounds (1171)

0.950

0.930

0.980

-

Sunil et al. (2022) [36]

Cough sounds (450)

0.65

0.805

-

0.822

* denotes multiple data types, including cough sound.

2.2 Related works on laboratory confirmed datasets
Chowdhury et al. (2022) [37] studied how successfully state-of-the-art machine learning
approaches categorize COVID-19 from cough sounds and discover the model(s) that consistently
perform well across different cough datasets such as Cambridge, Coswara, Virufy, and
NoCoCoDa. The total number of cough sound samples were 2232. The suggested method
classifies cough samples as COVID-19 or non-COVID-19 by first using machine learning (ML)
techniques to analyze the audio aspects of the cough samples. After that, they consider a multicriteria decision-making (MCDM) method that combines ensemble technologies to choose the best
model. The authors achieved AUC of 0.95, precision of 1.0 and recall of 0.97.
Rahman et al. (2022) [38] proposed novel machine learning approach to detect COVID-19
(symptomatic and asymptomatic). The authors collected the datasets of cough and breath sounds
from Cambridge University research group samples from 582 healthy and 141 COVID-19 patients.
The stacking CNN model employs the spectrograms produced from the breath and cough sounds
of sick and asymptomatic patients as input. It is based on a logistic regression classifier metalearner. Authors achieved the accuracy, sensitivity, and specificity were 96.5%, 96.42%, and
95.47% respectively.
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Pal and Sankarasubbu et al. (2020) [39] used a medical dataset containing symptoms and
demographic data from 30000 audio segments to test their model. They collected 328 cough
sounds from 150 patients representing four cough classes (Covid-19, Asthma, Bronchitis and
Healthy). They used a CNN to classify cough sounds, and their model captured many robust
features of cough sounds to distinguish between Covid-19 coughs and several types of non-Covid19 coughs, according to the study. The accuracy was 0.95, the sensitivity was 0.90, the specificity
was 0.97, the f1-score was 0.90, and the precision was 0.91.

Furthermore, the authors discovered that biomarkers are important features. Laguarta et al. (2020)
[40] used their tool to extract and leverage acoustic biomarker features to aid in the pre-screening
of Covid-19 recordings. The dataset consisted of 2660 laboratory-confirmed Covid-19 infected
patients, with coughs drawn from a group of "hundreds of thousands" of non-infected Covid-19
people to balance the dataset. A total of 5,320 cough samples were used to train the CNN using
multiple biomarker feature models. Muscular degradation, vocal cords, sentiment, and lung and
respiratory tract were among the biomarkers studied. They achieved 0.97 forced cough Covid-19
screening accuracy, 0.97 AUC, 0.98 sensitivity, and 0.94 specificity. Furthermore, asymptomatic
patients had a sensitivity of 1.0 and a specificity of 0.83.
In Wei et al. (2020) [41] investigated a real-time robot-based auxiliary system for risk evaluation
of Covid-19 infection, which combined real-time speech recognition, temperature measurement,
keyword detection, cough detection, and other functions to convert live audio into actionable
structured data in order to screen for Covid-19 infection. For the test evaluation, the authors
gathered a dataset of 1283 speech recordings from 184 people via human-robot conversations.
Covid-19 infection was confirmed in 392 segments from 64 people. The remaining samples
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included healthy people with a smoking history, people with acute bronchitis, chronic pharyngitis,
children with pertussis, and healthy people with no smoking history. They reported an accuracy of
0.76 for cough detection using a CNN, with a high sensitivity (0.99).
According to Imran et al. (2020) [42] the 'AI4Covid-19' App recorded three seconds of sound and
provided results in less than two minutes. To identify cough sounds, this app used a Convolutional
Neural Network (CNN). They used Deep Transfer Learning-based MultiClass Classifier (DTLMC) CNN with multiple output classifiers in their first test for Covid-19 and three other diseases.
The second used a Classical machine learning-based Multi-Class classifier (CML-MC) to
determine whether the first was over-fitting. The final test used a Deep Transfer Learning-based
Binary Class classifier (DTL-BC), which was similar to the first, but it was limited to a binary
output (yes/no) for a possible Covid-19 infection. They used 1,838 cough sounds and 3,597 noncough environmental sounds for training, and 96 bronchitis, 130 pertusses, 70 Covid-19, and 247
normal cough samples for tetsing. The authors did not specify whether they were laboratoryconfirmed, but they referred to the people who provided the samples as "patients," so we assume
they were collected in a hospital/clinical setting and are thus laboratory confirmed. In this study,
the DTL-BC classifier had the highest overall accuracy of 0.93 in distinguishing Covid-19 from
non-Covid-19 cough sounds, as well as a sensitivity of 0.96 and specificity of 0.91.
In the literature, another type of NN known as Recurrent Neural Network (RNN) was used. Pinkas
et al. (2020) [43] used RNN to create specialized sub-models for SARS-CoV-2 classification using
self-recordings from phones (vocal utterances, speech, and cough sound). 235 samples were used
for training the model and 57 samples were used for testing from 29 laboratory-confirmed Covid19 patients and 59 negative control subjects. To prevent over-fitting, an ensemble stacking was
used to combine the predictions of the sub-models, and pre-training, bootstrapping, and
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regularization techniques were used. Based on the leave-one-out validation protocol, they reported
an accuracy of 0.79 (with a corresponding sensitivity of 0.79).
Similarly, Hassan et al. (2020) [44] used RNN to study early screening and diagnoses of Covid19 patients and leveraged its significant architecture to discover the patients' acoustic features of
cough, breathing, and voice. In their study, 60 healthy people and 20 Covid-19 patients were asked
to record three different samples: cough, breath, and voice sounds. Covid-19-infected patient
samples were collected from hospitals in the United Arab Emirates. They achieved the following
accuracies with a 70:30 data split (train:test): 0.97 for cough sounds, 0.98 for breathing sounds,
and 0.88 for voice sounds.
DNN is no exception when it comes to detecting Covid-19 through cough sound analysis. To detect
cough in Covid-19 patients, Andreu-Perez et al. (2020) [45] used empirical mode decomposition
with the tensor of speech features and a Deep Artificial Neural Network (ANN). 8380 cough sound
samples were collected anonymously using a web app called 'Cough Detect;' 2339 of the samples
are from patients with confirmed qRT-PCR laboratory tests for Covid-19 infection. With an AUC
of 0.99, sensitivity of 0.96, and specificity of 0.96, the authors reported promising results.
Cough sounds alone may not be enough to fully analyze Covid-19 positive cases, and physiological
impact is another important data type that could aid in analysis. Lonini et al. (2020) [46] presented
a novel paradigm based on recording the physiological responses elicited by a brief 2-minute
sequence of activities (physical activity, cardio-respiratory function and cough sounds). They used
a novel body-conforming soft wearable sensor placed on the suprasternal notch to capture physical
activity data and cardio-respiratory function while validating the data. When these features were
combined on snapshots from 19 Covid-19 positive and 14 healthy cases, the AUC was 0.94 as
opposed to 0.64. (with only forced cough sounds).
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Arif et al. (2021) [47] tried to utilize AI to classify COVID-19 using cough sounds. The experiment
was carried out using 2 different datasets which are COUGHVID dataset and the Coswara dataset.
In total the dataset have 7724 (5120 from COUGHVID dataset and 2601 from Coswara dataset)
cough samples. The models was trained and tested on their respective datasets. In the training of
each model, they used 5-fold cross validation. For validating the dataset, authors used 3 different
shallow modelling methods, namely Support Vector Machine (SVM), K-nearest neighbour
(KNN), and Extreme Gradient Boosting (XGBoost). The authors found the best result using the
combination of the NMF-Spectrogram feature, with the SVM model. The model achieved the
sensitivity of 0.909, specificity of 0.556 and AUC of 0.733.
Tena et al. (2022) [48] presents a solution to the Covid-19 detection process. Their major goal is
to create an approach that is easily accessible, rapid, and effective for automatically detecting
COVID-19 in raw audio recordings. For the analysis, they used University of Cambridge,
Coswara, Virufy, Pertussis dataset of in total of 813 cough audio record for the detection process.
For the validation they used 10 fold cross validation step using Random Forest (RF), Support
Vector Machine (SVM), Linear Discriminant Analysis (LDA), Logistic Regression (LR) and
Naïve Bayes (NB). Authors found that Random Forest achieved the highest accuracy of 0.90,
sensitivity of 0.938, specificity of 0.815, AUC of 0.960.

Table 2: Cough sounds for Covid-19 detection performance in terms of Accuracy (ACC), Area
Under the Curve (AUC), Sensitivity (SEN) and Specificity (SPEC) on ‘laboratory confirmed data.’
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Authors (year)

Data Type

ACC

SEN

SPEC

AUC

Cough sounds (2232)

-

0.97

-

0.95

Cough sounds (723)

0.965

0.9642

0.9647

-

(sample size)
Chowdhury et al.
(2022) [37]

Rahman et al. (2022)
[38]

Multiple data types* (328)

0.95

0.90

0.97

-

Cough Sounds (5320)

0.97

0.98

0.94

0.97

Wei et al. (2020) [41]

Cough sounds (1283)

0.76

0.99

0.95

−

Imran et al. (2020)

Cough sounds (543)

0.93

0.94

0.91

-

Complete Recordings*(292)

0.79

0.79

-

-

Hassan et al. (2020)

Cough Sounds (80)

0.97

0.96

-

0.97

[44]

Breathing Sounds (80)

0.98

0.98

-

0.98

Voice Sounds (80)

0.88

0.91

-

0.84

Pal and Sankarasubbu
(2020) [39]

Laguarta et al. (2020)
[40]

[42]
Pinkas et al. (2020)
[43]
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Andreu-Perez et al.

Cough sounds (8380)

-

0.96

0.96

0.99

Multiple data types* (288)

-

0.94

-

-

Arif et al. (2021) [47]

Cough sounds (7724)

-

0.909

0.556

0.733

Tena et al. (2022) [48]

Cough sounds (813)

0.900

0.938

0.815

0.960

(2020) [45]
Lonini et al. (2020)
[46]

* denotes multiple data types, including cough sound.
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Chapter 3
Dataset:

The dataset for the current experiment got collected from an online repository. It consists of 121
segmented cough samples data from 16 patients. Among them, 48 cough recordings are Covid-19
positive, and 73 cough recordings are Covid-19 negative [49]. This dataset was preprocessed and
labeled with Covid-19 status (PCR testing) and patient demographics such as age, gender, and
medical history. The clinical data was collected in the hospital under the supervision of physicians
and informed patient consent. The segmented coughs were created by identifying periods of
relative silence in the recordings and separate the coughs based on those silences. The audio
segments which were not coughs or had extreme background noise were removed. The collected
audio records were in MP3 format.
Table 3 is provided to show patients data that have generated cough samples.

Covid-19 Age Gender

Medical History

Smoker

Patient reported symptoms

Test
Negative

53

Male

None

Yes

None

Positive

50

Male

Congestive heart

No

Shortness of breath.

No

Sore throat.

failure
Negative

43

Male

None

22

Positive

65

Male

Asthma or chronic

No

lung disease

Positive

40

Female

None

Shortness of breath, new or
worsening cough.

No

Sore throat, loss of taste, loss of
smell.

Negative

66

Female

Diabetes with

No

None

complications

Negative

20

Female

None

No

None.

Negative

17

Female

None

No

Shortness of breath, sore throat,
body aches.

Negative

47

Male

None

No

New or worsening cough.

Positive

53

Male

None

Yes

Fever, breath shortness,
worsening cough, taste loss.

Positive

24

Female

None

No

None.

Positive

51

Male

Diabetes with

No

Fever new or worsening cough,

complications
Negative

53

Male

None

sore throat.
No

23

None

31

Male

None

No

Positive

Shortness of breath, new or
worsening cough.

37

Male

None

No

None

24

Female

None

No

New or worsening

Negative

Negative

cough..
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Chapter 4
Deep Learning Overview:

In this chapter, Neural Network (NN) will be discussed which is the functional unit of deep
learning [50, 51]. A neural network accepts input and gives an output and it imitates the human
brain’s behavior to solve complex data problems such as image recognition, speech recognition,
pattern recognition, and natural language processing and so on.

4.1 Perceptron
A perceptron or neuron is the fundamental unit of a neural network. It learns and classifies data
using the supervised learning approach. A perceptron operates by receiving numerical inputs along
with weights and bias. It then multiplies these inputs by the corresponding weights. These
products, along with the bias, are then added together. The activation function takes the weighted
sum and the bias as inputs and outputs a result [52].
A perceptron consists of several parts: input values, weights and a bias, a weighted sum, and an
activation function.
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Figure 2: Perceptron

From Figure 2, a single Neuron has three inputs. These are x1, x2, x3 which are multiplied by
weights such as w1, w2, and w3 respectively. The concept is straightforward: given the numerical
values of the inputs and weights, there is a function within the neuron that passes into the activation
function which is pertained to produce an output.
4.2 Artificial Neural Network
A neural network is made up of artificial neurons that receive and analyze data input. All data
move through different types of layers such as input layer, hidden layer, and the output layer. When
input data is fed into a neural network, the process begins. The intended output result is
subsequently produced by processing the data through its layers. A neural network generates
results after learning from structured data.
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Figure 3: Artificial Neural Network

From Figure 3, information or data is provided to the neurons first which is the input layer. Then
data is passed into the hidden layers. Here, W1, W2, and W3 are considered as weight which is
the strength of the connection between two neurons. The influence of the input on the output is
determined by weights. An additional component, known as bias, is the sum of the product of
weights and inputs to produce an output. The final results passed through the output layers with
the help of the activation function.
4.3 Activation Function
In artificial neural networks, an activation function is a function that outputs a smaller value for
tiny inputs and a higher value if its inputs are greater than a threshold. The activation function
"fires" if the inputs are big enough; otherwise, nothing happens. Moreover, the activation function
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works as a gate that identifies the incoming value is bigger than a critical number. Activation
functions are useful because they introduce nonlinearities into neural networks, allowing them to
learn complex operations [67, 68].
If the activation functions in a feed-forward neural network were removed, the entire network
could be re-factored to a simple linear operation or matrix transformation on its input, rendering it
incapable of performing complex tasks like image recognition. There are a lot of useful activation
functions such as Binary step function, Linear, Sigmoid, Tanh, ReLU, Leaky ReLU, Parameterised
ReLU, Exponential Linear Unit, Exponential Linear Unit, and Softmax. In this thesis, ReLU and
Softmax has been used for the validation [69].
ReLU (Rectified Linear Unit) is a non-linear activation function that has grown in prominence
in the deep learning field. Rectified Linear Unit is referred to as ReLU. The ReLU function's
primary advantage over other activation functions is that it does not simultaneously fire all of the
neurons. As a result, the neurons will only stop firing if the linear transformation's output is less
than 0.
The formula for ReLU : f(x) = max(0,x)
The ReLU function and its derivative are both monotonic functions. If the function is given a
negative value, it returns 0; however, if it is given a positive value, it returns that value. As a result,
the output ranges from 0 to infinity. ReLU is the most commonly used activation function in neural
networks, particularly CNNs, and serves as the default activation function.
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Figure 4: Activation Function
Softmax is a type of sigmoid function that can be useful mostly when dealing with multi-class
classification problems. The activation function is non-linear. This function is commonly found in
image classification problems in the output layer. The softmax function would divide by the sum
of the outputs and squeeze the outputs for each class between 0 and 1. The softmax function is best
used in the classifier's output layer, where we are attempting to obtain the probabilities to define
the class of each input. If we don't know what activation function to use, the general rule of thumb
is to use RELU, which is a general activation function in hidden layers and is used in most cases
these days in the deep learning. If the output is for binary classification, the sigmoid function is a
natural choice for the output layer; if the output is for multi-class classification, softmax is an
excellent tool for predicting the probabilities of each class.
The mathematical expression of the softmax function written below:

𝜎(𝑧⃗)𝑖 =

ⅇ 𝑧𝑖
∑𝑘𝑗=1 ⅇ 𝑧𝑗
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Here, where each zi value is one of the input vector's components and can take any real value. The
normalization term at the bottom of the calculation ensures that all of the function's output values
will total to 1, creating a proper probability distribution.
𝑧⃗

The softmax function's input vector is built up of (z0, ... zK)

𝑧𝑖

The softmax function's input vector contains all of the zi values, and they
can all have a real value of either a positive, zero, or negative sign.
For instance, a neural network might have produced a vector like (-0.55,
7.13, 2.61), which is not a legitimate probability distribution, which is why
the softmax would be required.

ⅇ 𝑧𝑖

Every component of the input vector is subjected to the usual exponential
function. This results in a positive value that is greater than zero, which will
be very little if the input was negative and very large if the input was large.
It is still not specified in the range (0, 1), which is what a probability must
be.

ⅇ 𝑧𝑖
∑𝑘𝑗=1 ⅇ 𝑧𝑗

The normalization term is the term at the bottom of the formula.
It assures that the function's output values will all add up to 1 and fall within
the range (0, 1), forming a legitimate probability distribution.

K

How many classes the multi-class classifier can handle or number of
classes.
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4.4 Convolutional Neural Network (CNN)
In deep learning, a convolutional neural network (CNN) is a type of artificial neural network
(ANN) that is commonly used to analyze image recognition [53]. CNNs are made up of threedimensional neuron arrangements. The convolutional layer is the first stage. Convolutional layer
neurons only process information from a small portion of the visual field (image). Input features
in convolution are abstracted in batches. This usually comprises a layer that does a dot product of
the convolution kernel with the input matrix of the layer. The activation function of this product is
usually ReLU, and it is usually the Frobenius inner product. As the convolution kernel slides along
the input matrix for the layer, the convolution operation generates a feature map, which in turn
contributes to the input of the next layer.
The convolution operation generates a feature map, which in turn contributes to the input of the
next layer. This is followed by other layers such as pooling layers
Pooling is the second stage. It reduces the dimensions of the features while preserving valuable
data. CNNs launch into the third phase (fully connected neural network) when the features get to
the right granularity level.
In the final stage, the final probabilities are analyzed to determine which class the image belongs
to. This type of network comprehends the image in segments. It also computes the operations
multiple times to complete the image processing. Image processing entails converting an RGB
image to a greyscale image. After the image has been processed, changes in pixel value aid in
identifying the edges. The images are also classified into various classes. CNN is primarily applied
to signal and image processing [54].
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4.5 Visual Geometry Group-16 (VGG-16)
VGG-16 is the pre-trained Convolutional Neural Network [55]. The 16 in VGG-16 refers to 16
weighted layers. VGG-16 has 13 convolutional layers, 5 Max Pooling layers, and 3 dense layers
in total, for a total of 21 layers, but only 16 weight layers, i.e., learnable parameters layers. The
most distinctive feature of VGG-16 is that it prioritized convolution layers of a 3 × 3 filter with
stride 1 rather than a large number of hyper-parameters and consistently employed the same
padding and max pooling layer of a 2 × 2 filter with stride 2 [56].
4.6 Resnet-50
Resnet-50 is one kind of Convolutional Neural Network that has 50 layers [57, 58]. The model is
mainly designed with 5 stages. A convolution with 64 distinct kernels, each with a stride of size 2,
and a kernel size of 7 × 7 gives us 1 layer. Following that, we see max pooling with a stride size
of 2. The next convolution consists of three layers. These three levels have been repeated a total
of three times, giving us 9 layers in this phase. In stage three, the convolution consists of four times
for a total of 12 layers. Following that, the convolution is repeated six times for a total of 18 layers
in stage four. After that, the next convolution was repeated three times for a total of 9 layers.
Finally, an average pool and conclude with a fully connected layer containing 1000 nodes and a
softmax function, yielding 1 layer. The activation functions and the maximum/average pooling
layers are not counted. So, in total, we have a 1 + 9 + 12 + 18 + 9 + 1 = 50 layer Deep Convolutional
network [59].
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4.7 MobileNetV1
The MobileNet model is based on depthwise separable convolutions, a type of factorized
convolution that factors a standard convolution into a depthwise convolution and a 1x1
convolution known as a pointwise convolution. Depthwise convolution applies a single filter to
each input channel in MobileNets. The depthwise convolution outputs are then combined using a
1 × 1 convolution by the pointwise convolution. In a single step, a standard convolution filters and
combines inputs to produce a new set of outputs. The depthwise separable convolution divides this
into two layers, one for filtering and one for combining. This factorization significantly reduces
computation and model size [66].
4.8 DenseNet121
DenseNet121 is made up of four layers: connectivity, dense blocks, growth rate, and bottleneck.
The feature maps from the previous layers are concatenated and used as inputs in each layer, rather
than being summed. As a result, DenseNets need less parameters than an equivalent traditional
CNN, allowing for feature reuse by discarding redundant feature maps. As a result, the lth layer
receives the feature-maps of all previous layers. We can see from the DenseNet-121 architecture
that each dense block has a different number of layers (repetitions) with two convolutions each; a
1x1 sized kernel as the bottleneck layer and a 3x3 kernel to perform the convolution operation.
There is also a 1x1 convolutional layer and a 2x2 average pooling layer with a stride of 2.
Therefore, DenseNet-121 has 1 7x7 Convolution, 58 3x3 Convolution, 61 1x1 Convolution, 4 Avg
Pool. 1 Fully Connected Layer. In short, DenseNet-121 has 120 Convolutions and 4 Avg Pool [64,
65].
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Chapter 5
Methodology:

The proposed methodology begins with data collection and then moves on to pre-processing. The
selected Deep model such as custom CNN, VGG-16, ResNet-50, MobileNetV1, and DenseNet121
(ref. Section 4) are then trained, tested, and validated on 121 cough sounds datasets using the holdout-validation approach. The findings are computed and analyzed to determine the effective
method for Covid-19 detection.

5.1 Dataset pre-processing
A melspectrogram is a visual way of representing the signal strength, or “loudness”, of a signal
from sound over time at various frequencies present in a particular waveform. The linear audio
spectrogram is best suited for applications in which all frequencies are equally important, whereas
melspectrograms are better suited for applications in which human hearing perception must be
modeled. Data from Mel spectrograms can also be used in audio classification applications for
better results. For this reason, the segmented 121 cough audio files have been utilized to classify
Covid-19 positive or negative with help of melscpectrograms. A library used in python called
'librosa' [60] is used for generating that mel spectrogram from the cough audio dataset.
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Figure 5: Melspectrogram samples: Covid-19 positive (first row) and Covid-19 negative
(second row)
5.2 Hold-out validation
The dataset was split into testing training and validation sets prior to utilizing hold-out validation
to explore results for CNN, VGG-16, ResNet-50, DenseNet121 and MobileNetV1 respectively.
This was done to compensate for the limited number of samples while getting a significant
performance for the dataset. The standard hold-out validation was used on 121 cough sounds
melspectrogram where 70% of data was selected for training, 15% data on testing, and 15% on
validation.
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Chapter 6
Implementation:

6.1 CNN architecture
In our study for CNN, the input image 256 × 256 was initially passed to a convolution layer with
the value of 16 filters, 4 × 254 × 254 of features maps and kernel size of 3 × 3 to look for the most
general features. Then, the output of convolutional layer passed on to a max pooling layer having
a feature maps of 4 × 127 × 127 to halve the amount of spatial data for the next layer. Next, this
output was passed to another convolution layer with filters value of 32, feature maps of 8 × 125 ×
125 and kernel size of 3 × 3. After, the output of this layer was passed on to max pooling layer
having a feature maps of 8 × 62 × 62 to halve the amount of spatial data for the next layer. This is
followed by another sequence of convolution and pooling layers. In this case, the convolution layer
consisted of 64 filters with feature maps of 16 × 58 × 58 with kernel size of 3 × 3 and the pooling
layer having feature maps of 16 × 29 × 29. The final output last convolutional layer was then
flattened and passed to 130 dimensional fully connected dense layer that created. The output from
this was routed to the final output layer which has softmax activation function. All layers use a
ReLU activation function, and a dropout of 0.5 while the final layer uses a softmax activation with
no dropout for the final output. Figure 6 has been provided to show the above layout of the
proposed CNN architecture. The model was trained with a learning rate of .01, 80 epochs, and 18
batch sizes. A categorical crossentropy based loss function was used along with adam optimizer.
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Figure 6: CNN architecture
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Table 4: Summery in different layers of the proposed CNN
Layers

Filters

Parameters

Output

Input

3x3

0

256x256

Convolution 1

16x16

448

254x254

Batch Normalization 1

16x16

64

254x254

Max Pooling

16x16

0

127x127

Convolution 2

32x32

4640

125x125

Batch Normalization 2

32x32

128

125x125

Max Pooling

32x32

0

62x62

Convolution 3

64x64

18496

60x60

Convolution 4

64x64

36928

58x58

Batch Normalization 3

64x64

256

58x58

Max Pooling

64x64

0

29x29

Flatten

N/A

0

N/A

Dense 1

N/A

3444800

64

Dense 2

N/A

130

2

Total

N/A

3,505,890

N/A
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6.2 VGG-16 architecture
There are 16 layers in VGG-16. A series of VGGs are exactly the same in the last three fully
connected layers. Five sets of convolutional layers make up the overall structure, which is followed
by a maxpool. The difference is that the five sets of convolutional layers contain an increasing
number of cascaded convolutional layers. In our proposed study for VGG-16, it takes input image
tensor size as 224 × 244 with 3 RGB channels. The most unique feature of VGG-16 is that it
prioritized convolution layers of a 3 × 3 filter with stride 1 rather than a large number of hyperparameters and consistently employed the same padding and maxpool layer of a 2 × 2 filter with
stride 2. Throughout the whole architecture, the convolution and max pool layers are uniformly
ordered. There are 64 filters in the Conv-1 Layer, 128 filters in Conv-2, 256 filters in Conv-3, and
512 filters in Conv-4 and Conv-5. A stack of convolutional layers is followed by three FullyConnected (FC) layers of a neural network; the first two have 4096 channels each, while the third
performs 1000-way ILSVRC classification and so has 1000 channels (one for each class). The
soft-max layer is the last one. The model was trained with a learning rate of .01, 80 epochs, and
18 batch sizes. A categorical crossentropy based loss function was used along with adam
optimizer. In Figure 7, the proposed VGG-16 architecture has been shown for better
understanding.
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Figure 7: VGG-16 architecture
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Table 5: Note in different layers of the proposed VGG16
Layers

Filters

Parameters

Output

Input Image

3x3

0

224x224

Conv 1_block 1

64x64

1792

224x224

Conv 2_block 1

64x64

36928

224x224

Pooling_block 1

64x64

0

112x112

Conv 1_block 2

128x128

73856

112x112

Conv 2_block 2

128x128

147584

112x112

Pooling_block 2

128x128

0

56x56

Conv 1_block 3

226x226

295168

56x56

Conv 2_block 3

226x226

590080

56x56

Conv 3_block 3

226x226

590080

56x56

Pooling_block 3

226x226

0

56x56

Conv 1_block 4

512x512

1180160

28x28

Conv 2_block 4

512x512

2359808

28x28

Conv 3_block 4

512x512

2359808

28x28

Pooling_block 4

512x512

0

14x14

Conv 1_block 5

512x512

2359808

14x14

Conv 2_block 5

512x512

2359808

14x14

Conv 3_block 5

512x512

2359808

14x14

Pooling_block 5

512x512

0

7x7

Flatten

N/A

0

N/A
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Dense

N/A

50178

2

Total

N/A

14,764,866

N/A

6.3 ResNet-50 architecture
The model is designed with 5 stages. In this study, the input size as 224 x 224 has been considered.
Every ResNet architecture performs the initial convolution and max-pooling using 7 × 7 and 3 × 3
kernel sizes respectively. The convolution with 64 distinct kernels, each with a stride of size 2, and
a kernel size of 7 × 7 gives us 1 layer. Following that, max pooling has a stride size of 2. The next
convolution consists of three layers: a 1 × 1, 64 kernel, a 3 × 3, 64 kernel, and finally a 1 × 1, 256
kernel. These three levels have repeated a total of three times, giving us 9 layers in this phase. In
stage three, kernel of 1 × 1,128 is shown in the next following stage, followed by the kernel of 3
× 3,128 and, finally, the kernel of 1 × 1,512, this procedure is four times for a total of 12 layers.
Following that is a kernel of 1 × 1,256, followed by two more kernels of 3 × 3,256 and 1 × 1,1024,
which is repeated six times for a total of 18 layers in stage four. Then a 1 × 1,512 kernel with two
more of 3 × 3,512 and 1 × 1,2048, which was repeated three times for a total of 9 layers.
After that, finally, an average pool and conclude with a fully connected layer containing 1000
nodes and a softmax function, yielding 1 layer. The activation functions and the maximum/average
pooling layers are not counted.
So, in total, we have a 1 + 9 + 12 + 18 + 9 + 1 = 50 layer Deep Convolutional network.

42

Figure 8: ResNet-50 architecture
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Table 6: Note in different layers of the proposed ResNet50
Layers

Filter size

Number of Filters

Output

Input Image

N/A

3

224x224

Conv layer 1_zero

N/A

3

230x230

Conv layer 1

7x7

64

112x112

Max Pooling 1

3x3

64

56x56

Conv layer 2

1x1

64

56x56

3x3

64

1x1

256

1x1

128

3x3

128

1x1

512

1x1

256

3x3

256

1x1

1024

1x1

512

3x3

512 x3

1x1

2048

Average pooling

7x7

N/A

2048

Fully connected

N/A

N/A

2

padding

Conv 3

Conv 4

Conv 5
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x3

28x28
x4

14x14
x6

7x7

6.4 MobileNetV1
The MobileNetV1 convolution layer is divided into ten blocks [62, 63]. In the implementation,
224x224 image size has been considered. The first of which employs basic convolution and
generates 32 features, while the following block makes use of Depth-wise Separable Convolution
(DSC) and down-sampling with max-pooling. By using binary multiplication, the feature map
grows to 1024 features in the final block. In the ten blocks of MobileNetV1 architecture, the first
six blocks of the MobileNetV1 are delimited by dotted lines. The use of a portion of the
MobileNetV1 architecture has the benefit that initial weights can be pre-trained utilizing millions
of photos and countless classes. When trained to utilize the initial weight of the pre-trained
MobileNetV1, the pre-trained weights are capable of recognizing a variety of image attributes,
which comprises of considerable advantages. In order to reduce the amount of parameters and take
into account the characteristics of covid-19, the four blocks of the MobileNetV1 convolution were
eliminated and five additional blocks were added. In the Figure 9, implemented MobileNetV1
architecture has been showed.
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Figure 9: MobileNetV1 architecture

46

Table 7: Note in different layers of the proposed MobileNetV1
Type/Stride

Filter shape

Input size

Input Image

3x3x3x224

224x224x3

Conv/s2

3x3x3x32

224x224x3

Conv dw/s1

3x3x32 dw

112x112x32

Conv/s1

1x1x32x64

112x112x32

Conv dw/ s2

3x3x64 dw

112x112x64

Conv/s1

1x1x64x128

56x56x64

Conv dw/s1

3x3x128 dw

56x56x128

Conv/s1

1x1x128x128

56x56x128

Conv dw/ s2

3x3x128 dw

56x56x128

Conv/s1

1x1x128x256

28x28x128

Conv dw/s1

3x3x256 dw

28x28x256

Conv/s1

1x1x256x256

28x28x256

Conv dw/ s2

3x3x256 dw

28x28x256

Conv/s1

1x1x256x512

14x14x256

5x

Conv dw/s1

3x3x512 dw

14x14x512

Conv/s1

1x1x512x512

14x14x512

Conv dw/s2

3x3x512 dw

14x14x512

Conv/s1

1x1x512x1024

7x7x512

Conv dw/s2

3x3x1024 dw

7x7x1024

Conv/s1

1x1x1024x1024

7x7x1024
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Avg pooling/s1

Pool 7x7

7x7x1024

Fc/s1

1024x1000

1x1x1024

Softmax/s1

Classifier

1x1x1000

6.5 DenseNet121
Every DenseNet121 architecture performs the initial convolution input image of 224 × 224 with
64 filters of size 7 × 7, stride of 2 with max pooling layer of 3 × 3, stride of 2. After that, dense
block 1 with convolutions repeated with 6 times with transition layer 1 (1 convolution+ 1 average
pool). Then it moves to dense block 2 with 2 convolutions repeated with 12 times and transition
layer 2 (1 convolution + 1 average pool). Then it moves to dense block 3 with 2 convolutions
repeated 24 times with transition layer 3 (1 convolution + 1 average pool). Finally, it moves to
dense block 4 with 2 convolutions repeated 16 times. Then, the global average pooling layer
accepts all the feature maps of the network to perform classification. Then it moves the final output
layer to detect the Covid-19 with the softmax activation function. Therefore, DenseNet-121 has 1
7 × 7 conv, 58 3 × 3 conv, 61 1 × 1 conv, 4 average pooling, 1 fully connected layer. In total
DenseNet121 has 120 convolutions and 4 average pooling [64, 65]. In Figure 10, The
DenseNet121 has been visualized.
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Figure 10: DenseNet121 architecture

Table 8: Note in different layers of the proposed DenseNet121
Layers

DenseNet121 (Filter size)

Output size

Input Image

N/A

224x224

Zero Padding

N/A

230x230

Convolution

7x7 conv, stride 2

112x112

Pooling

3x3 max pool, stride 2

56x56

Dense block 1

1x1 conv

56x56

x6

3x3 conv
Transition 1

Dense block 2

1x1 conv

56x56

2x2 avg pool, stride 2

28x28

1x1 conv

28x28

x12

3x3 conv
Transition 2

1x1 conv

28x28
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Dense block 3

2x2 avg pool, stride 2

14x14

1x1 conv

14x14

x24

3x3 conv
Transition 3

Dense block 4

1x1 conv

14x14

2x2 avg pool, stride 2

7x7

1x1 conv

7x7

x16

3x3 conv
Classification

7x7 avg pool, 1024 FC,
softmax activation

50

2

Chapter 7
Results and Discussion:

After implementing the methods of CNN, VGG-16, ResnNet-50, DenseNet121, and MobileNetV1
it is observed that CNN performed better than other deep learning models and considered the
proposed model for Covid-19 detection by cough sounds. The CNN achieved the validation
accuracy of 0.895, testing accuracy 0.833, validation AUC of 0.972, validation Recall of 0.894,
and a validation loss of 0.260. Thus, although the dataset is relatively small, we have shown that
clinically verified cough datasets can be leveraged to generate highly accurate results for Covid19 screening using only cough sounds. This fact stresses that if a Covid-19 screening application
gets built, it may use clinically verified cough data to generate a deep learning based model that is
effective in early detection of the Covid-19 disease.
7.1 Results analysis for CNN
In Figure 11, the first graph is representing the validation accuracy, the second is the validation
AUC and the third is the validation loss function. For the detection process, 70% of the data was
used for training, 15% for testing, and 15% for validation using 80 epochs and 18 batch sizes. In
the graphs, the blue line presents training, and the orange line presents the validation in every
epoch and is plotted in the graph. CNN achieved the validation accuracy of 0.894, testing accuracy
of 0.833, and validation AUC of 0.972.
The loss function tells us about the deviation from validation values and training values. A plot of
learning curves shows a good fit if, a. the plot of training loss decreases to a point of stability, b.
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the plot of validation loss decreases to a point of stability and has a small gap with the training
loss. If the validation value is too much away from the training value then the values of our loss
function tend to be high. To increase the accuracy of the algorithm, the values of loss functions
should be low. A categorical crossentropy loss function was analyzed along with the adam
optimizer. While analyzing the CNN model, validation loss has been calculated and found 0.260
which is considered a low value. Apart from that, there is a very little gap between validation loss
and training loss which can be considered for a good fit model.

Figure 11: Accuracy, AUC, and loss function graph for CNN

7.2 Results analysis for VGG-16
In Figure 12, the validation accuracy, validation AUC, and validation loss function graph for
VGG-16 have been demonstrated. For the detection process, 70% of the data was used for training,
15% for testing, and 15% for validation using 80 epochs and 18 batch sizes. . In the graphs, the
blue line presents training, and the orange line presents the validation in every epoch and is plotted
in the graph. VGG-16 achieved a validation accuracy of 0.842, testing accuracy of 0.833 and a
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validation AUC of 0.840. Apart from that, VGG-16 achieved a comparatively high validation loss
function which is 3.969 because the validation value is too much away from the training value then
the values of our loss function tend to be high.

Figure 12: Accuracy, area under curve and loss function graph for VGG-16

7.3 Results analysis for ResNet-50
In Figure 13, the validation accuracy, validation AUC, and validation loss function graph for
ResNet-50 have been demonstrated. For the detection process, 70% of the data was used for
training, 15% for testing, and 15% for validation using 80 epochs and 18 batch sizes which was
the same as CNN and VGG-16. In the graphs, the blue line presents training, and the orange line
presents the validation in every epoch and is plotted in the graph. ResNet-50 achieved a validation
accuracy of 0.894, testing accuracy of 0.777, and a validation AUC of 0.890. Besides, ResNet-50
achieved also high validation loss function but less than VGG-16 which is 1.87.
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Figure 13: Accuracy, AUC, and loss function graph for ResNet-50

7.4 Results analysis for MobileNetV1
In Figure 14, the graph is showing the validation accuracy, validation AUC, and validation loss
function curve respectively for MobileNetV1 model. For the training, 70% data was taken from
the dataset and 15% for testing and 15% for the validation. For this model, 80 epochs and 18
batch size used for implementation. According to the analysis, MobileNetV1 achieved the
validation accuracy of 0.842, testing accuracy of 0.611, validation AUC of 0.870, and high
validation loss function output with 1.656.

Figure 14: Accuracy, AUC, and loss function graph for MobileNetV1
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7.5 Results analysis for DenseNet121
In the Figure 15, the validation accuracy, validation AUC, and validation loss function graphs
are illustrated for DenseNet121. According to the validation, 70% of the dataset used for
training, 15% for testing and 15% for validation. From the analysis, DenseNet121 achieved the
validation accuracy of 0.737, testing accuracy of 0.833, validation AUC of 0.848 and validation
loss function with 1.825.

Figure 15: Accuracy, AUC, and loss function graph for DenseNet121

7.6 Performance analysis for deep models:
Here, results of deep learning methods such as CNN, VGG-16, ResNet-50, MobileNetV1, and
DenseNet121 have been computed in the Table 9 for performance analysis for Covid-19 detection
using cough sounds. In the Table 9, we showed the performance results in terms of validation
accuracy, testing accuracy, validation recall, testing recall, validation AUC, testing AUC,
validation loss and testing loss.
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Table 9: Performance analysis in terms of validation accuracy, testing accuracy, validation recall,
testing recall, validation AUC, testing AUC, validation loss and testing loss.
Models

Val

Test

Val

Test

Val

Test

Val

Test

Acc

Acc

Recall

Recall

AUC

AUC

Loss

Loss

CNN

0.895

0.833

0.894

0.833

0.972

0.830

0.260

0.650

ResNet-50

0.894

0.777

0.894

0.780

0.890

0.812

1.878

3.721

VGG-16

0.842

0.833

0.842

0.833

0.840

0.796

3.969

2.45

MobileNetV1

0.842

0.611

0.842

0.611

0.870

0.730

1.656

2.11

DenseNet121

0.737

0.833

0.736

0.833

0.848

0.873

1.825

1.323

From Table 9, we can observe that CNN achieved the highest validation & testing accuracy score
rather than other deep learning methods. Not only accuracy but also achieved the highest recall
and AUC score rather than other deep learning methods with a nominal validation loss of 0.260.
For this reason, custom CNN is considered the proposed model for detecting Covid-19 by cough
sounds. Besides, ResNet-50 performed also well but not as much as CNN did. In addition, VGG16 and MobileNetV1 achieved the same validation accuracy and recall whereas CNN, VGG-16,
and DenseNet121 achieved the same testing accuracy. However, MobileNetV1 performed the
lowest testing score than other models. In contrast, the validation loss of VGG-16 is the highest
rather to other models which is 3.969.
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7.7 Results comparison with other existing works
From Table 10, we can see the comparison of the results between the other existing works and
this thesis works. Here from the review analysis from chapter 2, the best results are computed and
compared with the thesis output result. As we observe in Table 10, Lagurta et al. [40] achieved
excellent results using multiple biomarker techniques such as muscular degradation, vocal cords,
sentiment, and lung and respiratory tract along with cough samples of 5320 were used for Covid19 detection. They achieved an accuracy of 0.97, AUC of 0.97, and recall of 98 respectively.
Whereas almost using a similar number of samples Dash et al. [21] achieved lower results and
achieved an accuracy of 0.86 and AUC of 0.50. However, using a standard number of cough sound
samples, other authors such as Imran et al. [42], Pahar et al. [35], Anupam et al. [28], Rahman et
al. [28] achieved great results, and all results are almost close to the results made by Lagurta et al.
[40]. Imran et al. [42] achieved an accuracy of 0.93, AUC of 0.97, and recall of 0.98. Pahar et al.
[35] achieved an accuracy of 0.95, and recall of 0.93. Anupam et al. [28] achieved an accuracy of
0.969, AUC of 0.98, and recall of 0.967. Rahman et al. [28] achieved an accuracy of 0.965 and
recall of 0.964 respectively. Here most of the authors used deep learning algorithms for the
classification process and cough sound samples were the primary data for Covid-19 detection.
In this thesis, the cough sound samples are very few in number 121 only which is comparatively
very low rather than to other authors’ work. Here several deep learning models such as CNN,
ResNet-50, VGG-16, DenseNet121, and MobileNetV1 were used to verify the output results
respectively but CNN achieved great results and outperformed the other models. The CNN
achieved validation accuracy of 0.895, AUC of 0.972, and recall of 0.894 with a nominal loss of
0.026 respectively. The results are very challenging although the dataset is very small in number.
If it is possible to get a large number of cough sounds dataset, the result might be better and can
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be possible to outperform the other’s works in terms of performance. According to the overall
analysis, this thesis work is very competitive with others’ work and results are very promising for
detecting Covid-19 from cough sounds.
Table 10: Comparison
Authors (year)

Data Type

Accuracy

AUC

Recall

Cough sounds (5320)

0.970

0.97

0.98

Imran et al. (2020) [42]

Cough sounds (543)

0.93

0.97

0.98

Dash et al. (2021) [21]

Cough sounds (5130)

0.86

0.500

-

Pahar et al. (2021) [35]

Cough sounds (1171)

0.950

-

0.930

Anupam et al. (2021)

Cough sounds (640)

0.969

0.980

0.967

Cough sounds (723)

0.965

-

0.9642

Cough sounds (121)

0.895

0.972

0.894

(Sample Size)
Lagurta et al. (2020)
[40]

[28]
Rahman et al. (2022)
[38]
Thesis work
(Proposed CNN)
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Chapter 8
Conclusion and Future Work:

In this thesis, deep learning-based model, particularly CNN was used to analyze cough sounds in
patients to determine Covid-19 infection and compared the performance of CNN with other deep
learning techniques namely, ResNet-50, VGG-16, MobileNetV1, and DenseNet121. Clinically,
we have found that cough via the use of cough presentation rate is considered one of the primary
symptoms in severe and non-severe infections alike. Covid-19 detection using cough sound is
found to be a cheaper, more effective and readily available alternative to help people for diagnosis.
This thesis involved implementing CNN and the above mentioned deep learning methods to
analyze 121 clinically verified segmented audio files of cough sounds from sample patients and
comparing the model’s performances. Upon comparing it was found that CNN performed better
than other methods and achieved accuracy of 0.895, Recall of 0.894 and AUC of 0.972
respectively. Based on the findings it can be concluded that it is possible to develop deep learning
based models with high accuracy to do mass detection using cough sounds. This method of
detecting deserves to get more thoroughly investigated and developed into production via a mobile
app. Integrating other data types, such as sneezing, respiratory, speech, throat clearing, wheezing,
breathing, biomarkers and clinical data can help build better decision-making process, which can
be considered as future work upon this thesis.
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