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Abstract
To address difficult optimization problems, convex relaxations based on semidefinite programming
are now common place in many fields. Although solvable in polynomial time, large semidefinite
programs tend to be computationally challenging. Over a decade ago, exploiting the fact that in
many applications of interest the desired solutions are low rank, Burer and Monteiro proposed a
heuristic to solve such semidefinite programs by restricting the search space to low-rank matrices.
The accompanying theory does not explain the extent of the empirical success. We focus on Syn-
chronization and Community Detection problems and provide theoretical guarantees shedding light
on the remarkable efficiency of this heuristic.
Keywords: Semidefinite Programming, Burer–Monteiro heuristic, SDPLR, Synchronization, Com-
munity Detection
1. Introduction
Estimation problems in many fields, including signal processing, statistics and machine learning, are
formulated as intractable optimization problems. A now popular technique to attempt solving some
of these problems is to replace the difficult optimization problem by a surrogate tractable convex
problem and take advantage of existing machinery for convex optimization. In many instances, the
surrogate problem is obtained by considering a larger, convex feasible space, and thus it is often
called a convex relaxation. Relaxations based on semidefinite programming are among the most
popular.
We will focus mostly on a certain class of problems, namely, synchronization problems on
graphs (Singer (2011); Bandeira et al. (2015)). Synchronization problems consist in estimating n
group elements g1, . . . , gn from information about their offsets gig
−1
j . A simple instance of this
class is Z2-Synchronization (Abbe et al. (2014)), corresponding to the group on two elements. In
that case, the task is to estimate n bits x1, . . . , xn ∈ {±1} from noisy measurements of xixj .
The problem of Community Detection in the Binary Stochastic Block Model (SBM) can also
be regarded as an instance of Synchronization over Z2. SBM on two communities (also known
as planted partition) is a model of a random graph G(n, p, q) on n = 2m nodes split evenly in
two communities, identified by {±1} node labels. Edges for this graph are drawn randomly and
independently, where each pair of nodes in the same community gets connected with probability
p and in different communities with probability q. The task is to estimate the partition, given an
c© 2016 A.S. Bandeira, N. Boumal & V. Voroninski.
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observation of the graph. This fascinating problem was the target of much study in the last few years,
including identification of remarkable phase transitions on the values of p and q and possibility of
recovering the unknown labels (Decelle et al. (2011); Mossel et al. (2014a,b); Massoulie´ (2014);
Abbe et al. (2016); Mossel et al. (2014c)).
While computing the maximum likelihood estimator (MLE) for either of the problems above
is known to be computationally intractable, several heuristics have been proposed and studied. A
particularly successful approach is based on Semidefinite Programming. Following the seminal
work of Goemans and Williamson (1995) in the context of the Max-Cut problem, the maximum
likelihood estimation problem (originally an intractable optimization problem in n node variables)
is relaxed to a semidefinite program (SDP) (a tractable problem on n2 variables). Importantly, the
solution to the SDP is only guaranteed to correspond to the solution of the original problem if it has
rank 1. Enforcing this constraint explicitly would render the problem intractable. Remarkably, in
some regimes, it is known that the solution of this semidefinite program is naturally of rank 1, and
that furthermore this solution allows to identify the true labels (Abbe et al. (2014); Bandeira et al.
(2014b); Abbe et al. (2016); Bandeira (2015b); Hajek et al. (2014)).
While SDP’s are known to be solvable up to arbitrary precision in polynomial time (Nesterov
(2004)), the increase in dimension due to the lifting technique (the relaxation) and the semidefinite-
ness constraint render solving them rather slow in practice. This is mainly because intermediate
iterates involve matrix decompositions of dense, full-rank matrices of size n. On the other hand, in
certain regimes, the optimal solution is expected to have low rank. Indeed, in the problems studied
here, the solution being rank 1 coincides precisely with it corresponding to the desirable MLE. It is
then natural to attempt to reach the solution via a sequence of similarly simple objects instead.
The most popular and successful such low-rank approach is SDPLR, as proposed in (Burer and Monteiro,
2003, 2005) (also in a particular form in (Burer et al., 2002)). In a nutshell, the idea is to restrict the
search space to matrices of bounded rank. While, after adding this rank constraint, the optimization
problem is no longer convex (and it is hence unclear whether it is tractable or not), this approach
is empirically successful for a variety of instances (Burer and Monteiro, 2003; Journe´e et al., 2010;
Bandeira et al., 2014b; Boumal, 2015).
The original SDPLR papers come with general theory supporting the fact that relaxing the rank
up to about
√
2n might work well. Yet, in practice, for well-behaved SDP’s which admit a solution
of rank 1, it is often seen that relaxing the rank merely to 2 works fantastically. To date, there was no
satisfactory explanation for this nonconvex success. This paper provides the first such guarantee, in
the context of synchronization over Z2 and community detection. More precisely, we show that, in
certain noise regimes, there are no spurious second-order critical points for the rank-2 constrained
problem, while in other (more inclusive) regimes we show that all such points need to correlate
non-trivially with the ground truth. Second-order critical points (that is, points which satisfy second-
order necessary optimality conditions) can be computed in our context (Boumal et al., 2016).
In this paper, we focus on a selection of well-studied problems, keeping in mind that the pro-
posed analysis has the potential to generalize to many problems where semidefinite relaxations are
successful yet demanding to solve. A more general setting will be the focus of a future publication.
It is also worth noting that semidefinite relaxations have been observed to work well on problems
for which other standard heuristics seem to not perform well. One relevant example is the Multiref-
erence Alignment problem (Bandeira et al. (2014a)). Furthermore, low-rank semidefinite program-
ming has the potential to yield a posteriori certifiably correct algorithms (Bandeira (2015a)) and is
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known to be robust to certain monotone adversary models (Feige and Kilian (2001); Moitra et al.
(2015)).
Notation
Given a matrix M and its vector of singular values ν, we write ‖M‖ = ‖ν‖∞ for its operator norm
(largest singular value), ‖M‖F = ‖ν‖2 for its Frobenius norm and ‖M‖∗ = ‖ν‖1 for its nuclear
norm (sum of singular values). The operator ddiag : Rn×n → Rn×n sets all off-diagonal entries of
a matrix to zero. The Hadamard or entry-wise product is written ◦.
2. The Z2 Synchronization problem
The goal of Z2 Synchronization is to estimate labels z ∈ {±1}n from noisy pairwise measurements
Yij = zizj + σWij , where Wi>j
i.i.d.∼ N (0, 1) and Wij = Wji, Wii = 0. In matrix notation,
Y = zzT + σW. (1)
Because only zzT is measured, the labels can only be estimated up to a global sign flip. One can
also consider more realistic noise models on which Yij also takes binary values (Abbe et al. (2014))
but, for the sake of simplicity, we will consider Gaussian noise. Since ‖zzT ‖ = n and ‖σW‖
concentrates around a constant multiple of σ
√
n (in operator norm), a natural way to parametrize
the signal-to-noise ratio is by taking λ =
√
n
σ . For this reason, some authors consider the scaled
model
Y = λ
n
Y =
λ
n
zzT +
1√
n
W. (2)
The problems of recovering z from Y or Y are clearly equivalent. The former choice of notation
has been used, for example, in (Bandeira et al., 2014b; Bandeira, 2015b) and has the advantage
of highlighting the fact that the observation is an entry-wise noisy version of the ground truth,
while the latter has been used in (Javanmard et al., 2015) and has the advantage of highlighting
the spike model interpretation of the problem and making a more transparent connection with the
well-studied spike model in random matrix theory and the BBP transition phenomenon (Baik et al.,
2005; Fe´ral and Pe´che´, 2006) (this connection had already been made in (Singer, 2011)). For the
sake of completeness, we will state our results in both notation choices.
The most natural approach to recovering z is to consider the MLE, which solves
min
x∈{±1}n
n∑
i,j=1
(Yij − xixj)2 . (3)
It is readily seen that solutions of this problem are the same as those of
max
x∈{±1}n
xTY x, (4)
which is known to the NP-hard in general. In fact, when Y  0 this is known as the little
Grothendieck problem (Brie¨t et al., 2014; Bandeira et al., 2013), and, when Y corresponds to the
Laplacian of a graph, it corresponds to the Max-Cut problem (Goemans and Williamson, 1995).
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Following the now standard lifting technique (dating back at least to Goemans and Williamson
(1995) ), we set a new variable X = xxT and write the equivalent formulation
maxX Tr (Y X)
s.t. Xii = 1, for 1 ≤ i ≤ n
X  0
rank(X) = 1.
(5)
Problems (4) and (5) are equivalent. One arrives at a tractable SDP formulation by dropping the
problematic rank constraint:
max Tr (Y X)
s.t. Xii = 1, for 1 ≤ i ≤ n
X  0.
(6)
By construction, problem (6) has the same solutions if Y is replaced with Y (but it will have a
different optimal value, since Y and Y are scaled versions of each other.)
Recall the model (1) (or equivalently (2)). It is known that, as long as σ <
√
n
2 logn , or equiva-
lently λ >
√
2 log n, with high probability, the solution X of (6) is unique and corresponds exactly
to the ground truth X = zzT . We refer to this phenomenon as exact recovery. It is also known that
on the other side of this threshold exact recovery is information-theoretically impossible, showcas-
ing the efficiency of semidefinite relaxations for this type of task (Bandeira et al., 2014b; Bandeira,
2015b).
While exact recovery is impossible for constant λ (or, equivalently, σ ∼ √n), simply taking the
top eigenvector of Y is known to produce an estimator that correlates non-trivially with the ground
truth, precisely when λ > 1 (Fe´ral and Pe´che´ (2006); Singer (2011)). This phenomenon is often
referred to as the BBP transition (Baik et al. (2005)). This motivates the question of whether (6)
gives meaningful results for the constant λ regime (Montanari and Sen (2015); Javanmard et al.
(2015); Guedon and Vershynin (2014)). In the context of community detection, this question was
first addressed by Guedon and Vershynin (2014). In (Montanari and Sen, 2015), a phase transition
is shown to exist at λ = 1: similarly to what happens with the top eigenvalue of Y (Fe´ral and Pe´che´
(2006)). For λ < 1, the value of (6) with cost Y converges (in probability) to 2, and for λ > 1
its limit is strictly larger than 2. Javanmard et al. (2015) give fascinating predictions, based on
non-rigorous statistical mechanics tools, for the behavior of both (6) and (4) as a function of λ.
Another, related, type of synchronization problem is phase synchronization, where one esti-
mates z ∈ Cn with |zi| = 1 for all i. This is a direct complex analogue of Z2 synchronization. The
SDP relaxation works similarly in the complex field. See (Singer, 2011) for a first analysis of the
SDP relaxation, see (Bandeira et al., 2014b) for a proof of tightness of the SDP relaxation in a sim-
ilar regime as here and, still in the same regime, see (Boumal, 2016) for a proof that the nonconvex
problem has no spurious local optima either. A key difference with the present paper is that phase
synchronization is a continuous problem, whereas Z2 synchronization is discrete. This explains
why, in the present setting, the constraint rank(X) = 1 has to be relaxed at least to rank(X) = 2
(to connect the search space), whereas in the former paper, the rank is not relaxed at all.
2.1. The Burer–Monteiro Approach
In transiting from (5) to (6), one effectively replaces the constraint rank(X) ≤ 1 by the vacu-
ous constraint rank(X) ≤ n, thus going from a combinatorial problem to a tractable but high-
4
THE LOW-RANK APPROACH FOR CERTAIN SEMIDEFINITE PROGRAMS
dimensional SDP. One of the insights of Burer and Monteiro (2003, 2005) is that relaxing the rank
only partially, as rank(X) ≤ p for variable p, gives access to a family of low-dimensional (but
nonconvex) nonlinear optimization problems, which can be put to good use to understand both (5)
and (6).
In general, given an SDP of the form
max
X
Tr(Y X) s.t. A(X) = b,X  0, (7)
where A is a linear operator from the symmetric matrices of size n to Rm, the SDPLR algorithm
(sometimes referred to as the Burer–Monteiro approach) consists in parameterizing X as X =
QQT , where Q lives in Rn×p. In so doing, X  0 is naturally enforced. This yields the following
nonlinear optimization problem:
max
Q∈Rn×p
Tr(QTY Q) s.t. A(QQT ) = b, (8)
where both the cost and the constraints are quadratic in Q. This is typically nonconvex. Both prob-
lems are equivalent, up to the additional constraint rank(X) ≤ p forced in the nonlinear program.
Of course, if the SDP admits a solution of rank at most p, then the two problems attain the same op-
timal value. When the search space is compact, this is known to happen as soon as p(p+1)/2 ≥ m
(m is the number of constraints), as per general results put forth in (Shapiro, 1982; Barvinok, 1995;
Pataki, 1998). Burer and Monteiro (2005) show that rank deficient local optima of the nonlinear
program are globally optimal.1 See also Lemma 10.
The latter observations motivate the algorithm SDPLR (Burer and Monteiro, 2003), where the
nonlinear program is tackled in lieu of the SDP, using classical nonlinear optimization algorithms
such as the augmented Lagrangian method. The above discussion suggests setting p ≈ √2m. If
the local method converges to a rank-deficient local optimum (which is often the case in practice
but is not satisfactorily explained in theory), then we have found a global optimum. The advantage
(compared to the SDP) is that the search space has lower dimension.
In practice, if we are optimistic about our chances, we can set p as low as p = 2 for exam-
ple (Burer et al. (2002)). If the SDP has a solution of rank 1, then the corresponding nonlinear
program has local optima (actually, global optima) of rank 1 as well, thus being rank deficient,
which allows certifying their optimality. In practice, this is seen to work remarkably well for the
problems considered in this paper (in certain noise regimes), as had already been observed in other
papers as well. It is not obvious why this is so, as the rank restriction could (in general) spawn a
large number of spurious local optima.
Here, for the first time, we provide a proof that, at p = 2 and in favorable regimes, all local
optima are global optima, which explains why local methods behave appropriately. In fact, we even
show that saddle points can always be escaped using solely second-order derivatives.
Local algorithms such as the augmented Lagrangian method are useful to tackle generic con-
strained nonlinear programs. The SDP’s under scrutiny, though, have rather special structure. In
particular, they are such that the search space in Q is a smooth manifold already for p ≥ 2. As
originally advocated by Journe´e et al. (2010), this suggests solving the nonlinear program using
techniques from optimization on manifolds (Absil et al., 2008). The latter are indeed better suited
to fully leverage the special geometry of these problems. See also (Wen and Yin, 2013; Boumal,
1. This renders these methods potentially a posteriori certifiable (Bandeira (2015a)).
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2015) for further numerical and theoretical investigation. See (Boumal et al., 2016) for a Rieman-
nian version of the trust-region method which globally converges to global optima owing to the
special properties of our problem, with global rates of convergence.
As described above, here we consider the rank constrained problem as follows (Burer et al.
(2002)):
max Tr (Y X)
s.t. Xii = 1, for 1 ≤ i ≤ n
X  0
rank(X) ≤ 2.
(9)
By taking X = QQT with Q ∈ Rn×2, one can reformulate (9) as:
max Tr
(
QTY Q
)
s.t. ‖Qi:‖2 = 1, for 1 ≤ i ≤ n
Q ∈ Rn×2,
(10)
where Qi: denotes the ith row of Q. Note the geometry here: the search space is a product of circles.
We now present our main results in the realm of Z2 Synchronization.
Theorem 1 Consider model (2) (or equivalently (1)). If λ > 8 (or equivalently σ < 18
√
n), then,
with high probability, all second-order critical points Q of (10) correlate non-trivially with the
ground truth z in the sense that, for every such λ, there exists ε such that
1
n
∥∥QT z∥∥
2
≥ ε. (11)
Proof All the interesting ingredients of the proof are in Section 3. The claim will follow from
Lemma 8, noting that
∥∥QT z∥∥2
2
=
〈
QQT , zzT
〉
, the behavior of (10) is unchanged by changing the
diagonal values ofY , and the fact that for any δ > 0, with high probabily, 1nSDP(W−ddiag(W )) ≤
‖W − ddiag(W )‖ ≤ (2 + δ)√n (see Lemma 16 and eq. (21)).
Remark 2 (Rounding) In Theorem (1) we ask for non-trivial correlation in the form of (22), but
it would also be natural to ask for an estimator zˆ ∈ Rn (or even zˆ ∈ {±1}n) that exhibits non
trivial correlation with z. We note that if we take x and y to be the columns of Q satisfying (22),
then a random linear combination g1x + g2y, where g1 and g2 are independent standard Gaus-
sian variables, can be shown to be likely to produce meaningful correlation estimators. Indeed,
E{‖Qg‖2} = ‖Q‖2F = n and E{〈z,Qg〉2} = ‖QT z‖22. We also direct the reader to Section 4
of (Montanari and Sen, 2015) for techniques to construct meaningful {±1, 0}n estimators from so-
lutions of the SDP. We note furthermore that if ε is large in (22) (as will be the case in Theorem 3,
for example), then constructing such estimators becomes considerably easier.
Theorem 3 Consider model (2) (or equivalently (1)). If λ > 16 (or equivalently σ < 116
√
n), then
for any ε > 0, with high probability, all second-order critical points Q of (10) satisfy
1
n
∥∥QT z∥∥
2
≥ 1− (1 + ε)16
λ
= 1− (1 + ε)16σ√
n
. (12)
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Proof Again, all the interesting ingredients of the proof are in Section 3, as this will follow directly
from Lemma 9 and the considerations in the proof of Theorem 1.
Theorem 4 Consider model (2) (or equivalently (1)). There is a universal constant C such that: If
λ ≥ Cn 13 (or equivalently σ ≤ 1Cn
1
6 ) then, with high probability, all second-order critical points
Q of (10) are optimal and correspond to the ground truth, meaning QQT = zzT .
Proof This follows from Theorem 15 and the high probability bounds in Lemma 16.
Note that there are no guarantees in general that nonlinear optimization algorithms (such as the
augmented Lagrangian method) converge to local optima. Yet, we know that only local optima
are stable fixed points for such methods; and that this is true regardless of initialization. Hence,
one perspective is that the contribution of this paper is to show that all stable fixed points of local
methods—without the need for a good initial guess—are global optima (in the given regime). As we
mentioned earlier though, because in our case second-order necessary optimality conditions are suf-
ficient for global optimality, results in (Boumal et al., 2016) show that the Riemannian trust-region
method converges to global optimizers, regardless of initialization, with global rates of convergence.
2.2. Community Detection in the Binary Stochastic Block Model
The Stochastic Block Model (SBM) on two communities is a random graph model G(n, p, q) on
n = 2m nodes. The nodes are divided evenly in two communities, identified by a vector of labels
g ∈ {±1}n satisfying gT1 = 0. Edges on this graph are drawn independently at random. A pair
of nodes in the same community is connected by an edge with probability p; nodes in different
communities with probability q. We focus on the case p > q. This means that the adjacency matrix
A of this graph has the following distribution:
Aij =
{
1 with probability p
0 with probability 1− p,
if gigj = 1 (thus including the diagonal), and
Aij =
{
1 with probability q
0 with probability 1− q,
if gigj = −1.
The goal of community detection is to recover the labels g from a realization G ∼ G(n, p, q).
Roughly half a decade ago, Decelle et al. (2011) conjectured a remarkable phase transition in the
constant average–degree regime: if p = an and q =
b
n with a > b constants, Decelle et al. (2011)
conjectured that as long as
λ(a, b) :=
a− b√
2(a+ b)
> 1, (13)
it is possible to construct an estimator that, with high probability, correlates with the true partition,
whereas below this threshold that would be impossible. This conjecture was proven in a series of
papers (Mossel et al., 2014a,b; Massoulie´, 2014).
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Another natural question is to understand when it is possible to exactly recover g (or −g). A
similar phase transition was established in (Abbe et al., 2016) and (Mossel et al., 2014c): if p =
α lognn and q = β
logn
n with α > β constants, then as long as
√
α−
√
β >
√
2, (14)
the MLE for the partition, solution of
max xTAx
s.t. x ∈ {±1}n
xT1 = 0,
(15)
coincides exactly with the partition, with high probability; and, moreover, below this threshold it is
information-theoretically impossible to recover the partition.
Abbe et al. (2016) studied a semidefinite relaxation of (15) analogous to (6), and conjectured
that its solution coincides with the ground truth (that is, the SDP achieves exact recovery) at
the information-theoretical limit (14). This was confirmed independently in (Hajek et al., 2014)
and (Bandeira, 2015b). The performance of the semidefinite relaxation on the constant average–
degree regime has also been target of recent work (Guedon and Vershynin (2014); Montanari and Sen
(2015); Javanmard et al. (2015)). Guedon and Vershynin (2014) showed that when the left hand side
of (13) is a sufficiently large constant, the solution of the SDP correlates nontrivially with the parti-
tion. This was improved by Montanari and Sen (2015) who showed that, for every ǫ > 0, and large
enough average degree, λ(a, b) > 1 + ǫ suffices. Javanmard et al. (2015) give precise predictions
for the behavior of the SDP in this regime, albeit using non-rigorous techniques. Interestingly, the
results in (Moitra et al., 2015) suggest that there may be values of a and b satisfying (13) for which
the SDP does not, with high probability, provide meaningful solutions.
We will now write A in a form close to (2) to help illustrate how community detection in the
SBM is closely related to Z2 Synchronization. We start by noting that
EA =
p+ q
2
11
T +
p− q
2
ggT .
Since 1 is a fixed vector, we can consider A♮ defined as
A♮ = A− p+ q
2
11
T .
It is readily seen that, because of the balanced partition constraint (xT1 = 0), replacing A by A♮
does not affect the solution of the MLE (15). The benefit is that now, since A♮ no longer has a bias
in the direction of 11T , we will remove the extra constraint and focus on trying to understand the
efficiency of the simpler program:
max xTA♮x
s.t. x ∈ {±1}n, (16)
and its natural SDP relaxation
max Tr
(
A♮X
)
s.t. Xii = 1, for 1 ≤ i ≤ n
X  0.
(17)
8
THE LOW-RANK APPROACH FOR CERTAIN SEMIDEFINITE PROGRAMS
Following the Burer–Monteiro approach, we consider the natural analogue to (10):
max Tr
(
QTA♮Q
)
s.t. ‖Qi:‖2 = 1, for 1 ≤ i ≤ n
Q ∈ Rn×2.
(18)
We further write
A♮ =
p− q
2
ggT +
(p − q)n
2
E +
(p− q)n
2
D, (19)
where D is a diaognal matrix, and E is a zero-diagonal centered random matrix (we choose to
normalize by the average degree (p−q)n2 to be compatible with the notation in (Montanari and Sen,
2015), whose statements about E we will use). We note also that the diagonal matrix D does not
affect the solutions of (15), (17), or (18). This means in particular that, in the constant average–
degree regime (p = an and q = bn ),√
2
a+ b
A♮ −D = λ(a, b)
n
ggT + E,
for λ(a, b) defined in (13). This illustrates the parallelism with (2). The main difficulty with this
setting is that the spectral norm of E is known not to be bounded (as n → ∞), with high prob-
ability (similarly to how adjacency matrices of constant average–degree Erdo˝s-Re´nyi graphs typ-
ically have a fluctuation around their mean whose spectral norm is not bounded, see for exam-
ple (Krivelevich and Sudakov, 2003; Montanari and Sen, 2015)). For this reason, we will focus on
another quantity.
Following the notation in (Montanari and Sen, 2015), given a matrix M we define SDP(M) as
SDP(M) = max Tr (MX)
s.t. Xii = 1, for 1 ≤ i ≤ n
X  0,
(20)
and note that, since in the search space ‖X‖∗ = n, we have
SDP(M) ≤ n‖M‖. (21)
(Use Ho¨lder’s inequality: 〈M,X〉 ≤ ‖M‖‖X‖∗ and ‖X‖∗ = Tr(X) = n since X  0.)
Fortunately, Lemma 7, which is crucial to establish non-trivial correlation guarantees, does not
depend on ‖E‖, which is not bounded, but rather depends only on 1nSDP(E), which is known to be
bounded (Montanari and Sen, 2015) (see Lemma 17 for details). Indeed, using Lemmas 7 and 17
we immediately get the following guarantee.
Theorem 5 Consider the Stochastic Block Model on two communities described above in the con-
stant average–degree regime p = an and q =
b
n . Let d denote the average degree parameter
d =
a+ b
2
.
Then, for any δ > 0 there exists d0 such that if d > d0 and λ(a, b) > 8 + δ (see (13)) then there
exists ε > 0 such that: with high probability, all second-order critical points Q of (18) correlate
non-trivially with the ground truth partition g in the following sense.
1
n
∥∥QT g∥∥
2
≥ ε. (22)
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Proof The proof is analogous to Theorem 1, but based on the bound on SDP(E) in Lemma 17.
Further controlling ‖E‖ and ‖Eg‖∞ (Lemmas 18 and 19) and using Lemma 15 we can also
obtain a (suboptimal) exact recovery guarantee. It is useful to define the parameter (analogous
to (13)):
λ˜(p, q) :=
p− q√
2(p + q)
√
n.
Note that if p = an and q =
b
n then λ˜(p, q) = λ(a, b).
Theorem 6 Consider the Stochastic Block Model on two communities described above. There ex-
ists a universal constant c such that, as long as
λ˜(p, q) ≥ cn1/3,
then, with high probability, all second-order critical points Q of (18) correspond to the ground truth
partition, meaning QQT = ggT .
Proof If p−q√
2(p+q)
√
n ≥ cn1/3, then √n2 (p+ q) ≥ cn1/3 (use p + q ≥ p − q). A fortiori, this
implies that
√
n
2 (p+ q) ≫ log n. Together with Lemmas 18 and 19 this shows that ‖E‖ and
‖Eg‖∞ satisfy, up to constants, the same high probability bounds as obtained through Lemma 16
for 1√
n
(W − ddiag(W )) and so the proof of Theorem 4 applies.
3. Proof of the main results
This section contains the main technical content of the paper. In particular, it provides guarantees
for the Burer–Monteiro approach based solely on deterministic properties of the matrices involved.
In this whole section, the cost matrix which appears in (9) and (10) is denoted by A, to mark that the
analysis applies both the Z2-synchronization and to community detection, where the cost matrices
are denoted respectively by Y and A♯.
3.1. Partial Recovery
Our first goal is to characterize the local optima of problem (9). In particular, we mean to show
that they necessarily reveal a lot of information about the ground truth (the planted solution), under
some conditions on the noise. To this end, we start by deriving the first- and second-order necessary
optimality conditions of (10).
Lemma 7 If Q is a local maximum of (10) with cost matrix A, it satisfies first-order necessary
optimality conditions, (
ddiag(AQQT )−A)Q = 0, (23)
and second-order necessary optimality conditions,
ddiag(AQQT )−A ◦ (QQT )  0, (24)
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where ddiag : Rn×n → Rn×n sets all off-diagonal entries to zero. Letting Q = [x y], condition (23)
also implies
Ax ◦ y = Ay ◦ x. (25)
(In fact, they are equivalent.)
Proof Problem (10) is a smooth optimization problem on a smooth manifold. The necessary opti-
mality conditions correspond respectively to requiring the (projected) gradient of the cost function to
vanish and the (projected) Hessian of the cost function to have appropriate curvature, see (Absil et al.,
2008, eqs.(3.37,5.15)). A derivation of exactly these conditions is done in full in (Journe´e et al.,
2010; Boumal, 2015), among others.
We now prove (23) implies (25). Note that
(AQQT )ii = ([Ax Ay]Q
T )ii = (Ax)ixi + (Ay)iyi.
Hence, for all 1 ≤ i ≤ n, considering the first and second columns of condition (23) separately, we
get
((Ax)ixi + (Ay)i)xi = (Ax)i, and
((Ax)ixi + (Ay)i)yi = (Ay)i.
Multiply the first equations by yi and the second equations by xi, then subtract. It follows for all i:
0 = (Ax)iyi − (Ay)ixi,
which can be compactly written as Ax ◦ y = Ay ◦ x.
Lemma 8 Let A = zzT +σ∆ for some planted signal z ∈ {±1}n, where ∆ = ∆T , 1nSDP (∆) ≤
γ
√
n and σ = c
√
n for some γ, c ≥ 0. Then, for any Q satisfying the second-order condition (24)
and corresponding X = QQT , we have
1 ≥ 〈zz
T ,X〉
n2
≥ 1
2
− 2γc.
This is true in particular for all local optima, thus showing nontrivial correlation of all of those
with the planted solution as soon as γc < 14 . Note also that
1
nSDP (∆) ≤ ‖∆‖ (see (21)).
Proof For any two positive semidefinite matrices X,Y , it holds that 〈X,Y 〉 ≥ 0 and that X◦Y  0
(Schur’s product theorem). In particular, taking the inner product of the second-order optimality
condition (24) with X ◦ (zzT )  0 on both sides yields the inequality〈
ddiag(AX),X ◦ (zzT )〉 ≥ 〈A ◦X,X ◦ (zzT )〉 .
Since diag(X ◦ (zzT )) = 1, the left hand side evaluates to Tr(AX), so
〈A,X〉 ≥ 〈A,X ◦X ◦ (zzT )〉 .
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Using A = zzT + σ∆ gives〈
zzT ,X
〉
+ σ 〈∆,X〉 ≥ 〈(zzT ) ◦ (zzT ),X ◦X〉+ σ 〈∆,X ◦X ◦ (zzT )〉 .
Notice that 〈
(zzT ) ◦ (zzT ),X ◦X〉 = 〈11T ,X ◦X〉 = 〈X,X〉 = ‖X‖2F .
Furthermore, both X and X◦X◦zzT are feasible for (6). Thus, by definition (20) and property (21),
〈zzT ,X〉 ≥ ‖X‖2F − 2σ SDP(∆) ≥ ‖X‖2F − 2γcn2. (26)
Since X  0, rank(X) = 2 and Tr(X) = n, it holds that n22 ≤ ‖X‖2F ≤ n2, so that
〈zzT ,X〉 ≥ n2(1/2 − 2γc),
concluding the proof.
We note that, in the above lemma, if Q satisfies second-order conditions only approximately so that
ddiag(AX) −A ◦ C  −ǫIn with X = QQ⊤, then the proof still yields 〈zz
⊤,X〉
n2
≥ 12 − 2γc− ǫn .
Lemma 9 (Continued from Lemma 8.) If furthermore ‖∆‖ ≤ γ√n and Q also satisfies the first-
order condition (23), then
1 ≥ ‖Q
T z‖2
n
≥ 1− 8γc,
which, in particular, establishes arbitrarily strong correlation between the planted solution z and
any local maximum Q, as long as γc is sufficiently small.
Proof To prove this stronger claim, we need to show that ‖X‖F is arbitrarily close to n for suffi-
ciently small γc (previously, we only had ‖X‖F ≥ n/
√
2). Notice that the closer X is to a rank
1 matrix, the closer its Frobenius norm is to n, which is in line with our endeavor. In order to get
there, we will improve on the previous lemma by incorporating the first-order optimality conditions
(which we did not use in the previous lemma).
For ease of notation, we state the proof for z = 1. For the general case, apply the change of
variable A 7→ diag(z)Adiag(z), which does not require changing the assumptions about ∆.
The conditions on Q are invariant under right-orthogonal transformation. That is, we may freely
replace Q by QR, where R is an arbitrary 2× 2 orthogonal matrix. This allows to assume, without
loss of generality, that Q = [x y] with 〈x, y〉 = 0 (simply take the thin SVD of Q = UΣV T and
pick R = V ). Expand the first-order condition (25) to get
((11T + σ∆)x) ◦ y = ((11T + σ∆)y) ◦ x.
Thus,
〈1, x〉y − 〈1, y〉x = σ(∆y) ◦ x− σ(∆x) ◦ y.
By taking the squared norm of both sides of the previous equation and using 〈x, y〉 = 0, we have
〈1, x〉2‖y‖22 + 〈1, y〉2‖x‖22
≤ σ2 (‖(∆y) ◦ x‖2 + ‖(∆x) ◦ y‖2)2
≤ σ2 (‖∆y‖2 + ‖∆x‖2)2
≤ σ2 (2‖∆‖√n)2
≤ c2n(2γn)2.
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Now, notice that 〈1, x〉2 + 〈1, y〉2 = 〈11T ,X〉 and the previous lemma imply that either 〈1, x〉2 or
〈1, y〉2 (or both) is larger than or equal to n2(1/4− γc). Without loss of generality, assume it is the
former:
〈1, x〉2 ≥ n2(1/4− γc).
We may combine the above inequalities to get
n2(1/4 − γc)‖y‖22 ≤ 〈1, x〉2‖y‖22 ≤ (2γc)2n3,
or equivalently
‖y‖22 ≤ 4(2γc)2n+ 4γc‖y‖22.
We aim to show that ‖x‖2 is close to n. Use ‖x‖22 + ‖y‖22 = n:
n− ‖x‖22 ≤ (4γc)2n+ 4γcn − 4γc‖x‖22,
or equivalently
(1− 4γc)‖x‖22 ≥
(
1− 4γc− (4γc)2)n.
Assuming 1− 4γc > 0, we may divide through:
‖x‖22 ≥
1− 4γc− (4γc)2
1− 4γc n.
As targeted, if 4γc is small enough, the right hand side gets arbitrarily close to n. In particular, the
inequality is only informative if it is nonnegative, which requires 4γc ≤
√
5−1
2 . By orthogonality of
x and y, we have
‖X‖2F = ‖x‖42 + ‖y‖42 ≥ ‖x‖42,
so that, going back to (26) and under the assumption on 4γc,
〈
11
T ,X
〉 ≥ ‖X‖2F − 2γcn2 ≥
((
1− 4γc− (4γc)2
1− 4γc
)2
− 2γc
)
n2.
In the considered interval, the right hand side is nonnegative if and only if 0 ≤ 8γc ≤ 1 (a stronger
condition than before). In that interval, we may extract the square root to characterize QT1:
n ≥ ‖QT1‖2 =
√
〈11T ,X〉 ≥ n
√(
1− 4γc− (4γc)2
1− 4γc
)2
− 2γc ≥ (1− 8γc)n.
The last inequality holds by concavity of the square root term in that interval. We proved the
inequality holds for 8γc ≤ 1. It trivially holds otherwise as well. In passing, we note that by
restricting c to a smaller interval, the bound can be improved arbitrarily close to (1− γc)n (because
less is lost in lowerbounding the concave function by an affine function).
Thus, by taking σ = c
√
n for constant c > 0 small enough, we have that any local maximizer Q
(in fact, any point satisfying both first- and second-order necessary optimality conditions) correlates
very strongly with z.
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3.2. Exact recovery
To establish exact recovery, we only need to show that all second-order critical points of (10) have
rank 1. Indeed, it is well-known that rank deficient second-order critical points Q are global optima.
Lemma 10 If Q satisfies the second-order necessary optimality condition for (10) and it is rank
deficient (i.e., rank(Q) = 1), then Q is a global optimum.
Proof Given Q feasible for (10) with cost matrix A, observe that if
S = S(Q) = ddiag(AQQT )−A (27)
is positive semidefinite, then Q is a global optimum. Indeed, for any feasible contender Q˜, we have
(using diag(Q˜Q˜T ) = 1)
0 ≤ 〈S, Q˜Q˜T 〉 = Tr(AQQT )− Tr(AQ˜Q˜T ),
thus showing that Tr(QTAQ) is maximal over the search space. The matrix S features promi-
nently in (Burer et al., 2002; Burer and Monteiro, 2005; Journe´e et al., 2010; Wen and Yin, 2013;
Bandeira et al., 2014b; Boumal, 2015, 2016), understandably given its strong properties as an opti-
mality certificate. In this paper, we rely less on it in favor of different arguments.
If rank(Q) = 1, then QQT = qqT for some q ∈ {±1}n. We show that if Q further satisfies the
second-order condition (24), then S(Q) is positive semidefinite, implying optimality of Q. For all
u ∈ Rn, we have (using (QQT )2ij = 1 for all i, j)
uTSu =
〈
ddiag(AQQT )−A, uuT 〉
=
〈
ddiag(AQQT ) ◦ (QQT )−A ◦ (QQT ), (uuT ) ◦ (QQT )〉
=
〈
ddiag(AQQT )−A ◦ (QQT ), (u ◦ q)(u ◦ q)T 〉 ≥ 0,
where the inequality follows from (24). This holds for all u, thus S  0.
We further show in the present context another well-known result, namely that if the perturbation
σ∆ has good properties, then the SDP has a unique solution corresponding to the ground truth. In
the Wigner setting, this lemma may be improved somewhat, see (Bandeira et al., 2014b, §2.1).
Lemma 11 Let A = zzT + σ∆ for some planted solution z ∈ {±1}n, with σ = c√n, ∆ = ∆T ,
diag(∆) = 0, ‖∆‖ ≤ γ√n and ‖∆z‖∞ ≤ γ
√
n log n, for some γ, c ≥ 0. If
γc <
1
1 +
√
log n
,
then the unique global optimum of (9) with cost matrix A is X = zzT , so that all global optima Q
of (10) are of the form Q = [z 0]R, where R is a 2× 2 orthogonal matrix.
Proof We show that S = S(z) = ddiag(AzzT )−A (27) is positive semidefinite with rank n− 1,
which by the argument in the proof of Lemma 10 implies optimality of zzT . Uniqueness follows
from strict complementarity (rank(zzT )+ rank(S(z)) = n). Indeed: let X be any optimum of (9);
then, 〈S,X〉 = 〈A, zzT 〉 − 〈A,X〉 = 0. Since S  0 and X  0, 〈S,X〉 = 0 implies SX = 0.
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Thus, span(X) ⊂ kerS. But kerS = span(z) since the kernel has dimension 1 and Sz = 0.
Adding that X  0 and diag(X) = 1, it comes that X = zz⊤.
Using Sz = 0, it remains to show that for all u 6= 0 such that zTu = 0, uTSu > 0. We have:
uTSu = uT
(
nIn − zzT + σ
[
ddiag(∆zzT −∆)])u
= n‖u‖22 + σ
[
uTddiag(∆zzT )u− uT∆u]
≥ ‖u‖22 (n− σ‖∆z‖∞ − ‖∆‖)
≥ n‖u‖22
(
1− γc
√
log n− γc
)
.
This is indeed positive under the prescribed condition.
We go through a few technical lemmas to establish the rank-one property of second-order critical
points, under some conditions on the perturbation.
Lemma 12 Let QQT be any feasible point of (9) satisfying first- and second-order necessary
optimality conditions, with Q = [x y] ∈ Rn×2. Let Ai be the ith row of A. If diag(A) ≥ 0, then
∀i, diag(AQQT )i = 〈Ai, x〉xi + 〈Ai, y〉yi =
√
〈Ai, x〉2 + 〈Ai, y〉2 = ‖eTi AQ‖2.
Proof Row-wise, the first-order condition (23) reads
[〈Ai, x〉, 〈Ai, y〉] = (〈Ai, x〉xi + 〈Ai, y〉yi) [xi, yi] .
Taking the L2 norm of both sides and using x2i + y2i = 1, we get√
〈Ai, x〉2 + 〈Ai, y〉2 = |〈Ai, x〉xi + 〈Ai, y〉yi| .
The second-order optimality condition (24) implies that (simply considering the diagonal of the
positive semidefinite matrix, which must be nonnegative)
diag(AQQT ) ≥ diag(A).
That is,
〈Ai, x〉xi + 〈Ai, y〉yi ≥ Aii.
Since we assume diag(A) ≥ 0, the two results combine into:
〈Ai, x〉xi + 〈Ai, y〉yi = |〈Ai, x〉xi + 〈Ai, y〉yi| =
√
〈Ai, x〉2 + 〈Ai, y〉2, (28)
concluding the proof.
The following lemma bounds the largest row in ∆Q. For a Wigner setting, this result is likely subop-
timal, and is the bottleneck in our analysis. This is the same bottleneck that arose in both (Bandeira et al.,
2014b) and (Boumal, 2016) for the phase synchronization problem.
Lemma 13 Let QQT be any feasible point of (9) satisfying first- and second-order necessary opti-
mality conditions with cost matrixA = zzT+σ∆, σ = c
√
n, where ∆ = ∆T satisfies diag(∆) = 0,
‖∆‖ ≤ γ√n and ‖∆z‖∞ ≤ γ
√
n log n, for some γ, c ≥ 0. Then, we have
max
i
‖eTi ∆Q‖2 ≤ γ
√
n
(√
log n+ 4
√
γcn
)
.
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Proof Once more, we write the proof for z = 1, without loss of generality. Let P1 = 1n11
⊤be the
orthogonal projector to span(1) where 1 ∈ Rn and, analogously, let P
1⊥
= I −P1 be the projector
to span(1)⊥. Writing wi for the ith column of ∆ and letting Q = [x y], we have for all i:∥∥eTi ∆Q∥∥2 = ∥∥wTi (P1 + P1⊥)Q∥∥2
≤ ∥∥wTi P1(Q)‖2 + ‖wTi P1⊥(Q)∥∥2
≤ 1
n
∥∥wTi 11TQ∥∥2 + ‖wi‖2
∥∥∥∥Q− 1n11TQ
∥∥∥∥
F
≤ 1
n
‖∆1‖∞‖QT1‖2 + ‖wi‖2
∥∥∥∥Q− 1n11TQ
∥∥∥∥
F
.
Since, by Lemma 9, ‖QT1‖2 ≥ n (1− 8γc), we may further bound the last term using∥∥∥∥Q− 1n11TQ
∥∥∥∥
2
F
= ‖Q‖2F +
1
n2
‖11TQ‖2F −
2
n
‖QT1‖22
= n− 1
n
‖QT1‖22
≤ n(1− (1− 8γc)2) ≤ 16γcn,
where we used ‖Q‖2F = n. Combining and using ‖QT1‖2 ≤ n, we get for all i that∥∥eTi ∆Q∥∥2 ≤ γ√n log n+ ‖∆‖√16γcn
≤ γ√n
(√
log n+ 4
√
γcn
)
.
This concludes the proof.
The next lemma is central to our endeavor: it identifies a regime in which all second-order critical
points have rank 1. The first inequality used in this proof is an important step inspired by the proof
of (Wen and Yin, 2013, Thm. 3). Crucially, it is because we inject both first- and second-order
optimality conditions (as opposed to only first-order conditions in (Wen and Yin, 2013)) that we are
able to make a substantial statement via this rank-control argument. Indeed, even for the noiseless
case, Theorem 3 in (Wen and Yin, 2013) does not lead to sufficiency of p = 2 for SDPLR.
Lemma 14 Under the assumptions of Lemma 13 and using the same notation, if
γc <
1
9 +
√
log n+ 4
√
γcn
,
then rank(Q) = 1.
Proof From the first-order condition (23), we may control the rank of Q as
rank(Q) ≤ null (ddiag(AQQT )−A)
= n− rank (ddiag(AQQT )−A)
= n− rank (ddiag(AQQT )− σ∆− zzT )
≤ n+ 1− rank (ddiag(AQQT )− σ∆) .
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To ensure rank(Q) = 1, it remains to force rank(ddiag(AQQT )−σ∆) = n. Since the first matrix
is diagonal, this is the case in particular if
min
i
diag(AQQT )i > σ‖∆‖.
This can be controlled by Lemmas 12 and 13:
min
i
‖eTi AQ‖2 − σ‖∆‖ = min
i
‖eTi zzTQ+ σ · eTi ∆Q‖2 − σ‖∆‖
≥ ‖QT z‖2 − σ ·max
i
‖eTi ∆Q‖2 − γcn
≥ n− 9γcn− γcn
(√
log n+ 4
√
γcn
)
.
Forcing the latter to be positive (as with the condition in this lemma’s statement) is sufficient to
imply rank(Q) = 1.
Theorem 15 Let A = zzT + σ∆ for some planted solution z ∈ {±1}n, with σ = c√n, ∆ = ∆T ,
diag(∆) = 0, ‖∆‖ ≤ γ√n and ‖∆z‖∞ ≤ γ
√
n log n, for some γ, c ≥ 0. If
γc <
1
9 +
√
log n+ 4
√
γcn
,
then all second-order critical points Q of (10) with cost matrix A are global optima of rank 1 such
that QQT = zzT . There exists a constant k such that, if γc ≤ kn−1/3, then the theorem applies.
Proof By Lemma 14, all second-order critical points Q have rank 1. By Lemma 10, such Q’s
are thus globally optimal. By Lemma 11 (whose conditions are satisfied a fortiori), they all satisfy
QQT = zzT .
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Appendix A. Some technical steps
A.1. Other needed Lemmas
Lemma 16 LetW be a symmetric Wigner matrix whose entries are independent standard gaussian
random variables and z ∈ {±1} a fixed vector. W−ddiag(W ) is the same matrix with the diagonal
elements replaced by zeros. Then, the following holds for any t ≥ 0:
Prob
(‖W − ddiag(W )‖ ≥ 2√n+ t) ≤ exp(− t2
4
)
, (29)
and
Prob
(
‖(W − ddiag(W ))z‖∞ ≥
√
2 log n+ t
)
≤ exp
(
− t
2
)
. (30)
Proof (29) follows from combining E‖W − ddiag(W )‖ ≤ E‖W‖ (which follows from Jensen’s
inequality), the well known fact that E‖W‖ ≤ 2√n, and Gaussian Concentration. (30) follows
from standard tail bounds on gaussian random variables together with a simple union bound.
Recall the definition of E in (19), E is symmetric, its entries are independently distributed, has
diagonal zero and the distribution of the entries is: for i 6= j and gi = gj :√
(p+ q)n
2
Eij =
{
1− p with probability p
−p with probability 1− p, (31)
and, if gi 6= gj : √
(p+ q)n
2
Eij =
{
1− q with probability q
−q with probability 1− q. (32)
Lemma 17 There exists a constant C such that, with high probability
SDP(E) ≤ 2 + C log d
d1/10
,
where d = (p+q)n2 =
a+b
2 is the average degree parameter.
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Proof See Lemma H.2. and equation (259) in (Montanari and Sen, 2015).
Lemma 18 Consider E as defined above. With high probability, there exists a constant C such
that
‖E‖ ≤ 3 + C
√
log n
n
2 (p+ q)
.
Proof Set E˜ =
√
(p+q)n
2 E. Since the entries of E˜ are independent, we can use Corollary 3.12 in
(Bandeira and v. Handel, 2015) (with, say, ε = 3) to obtain
Prob
(
‖E˜‖ ≥ 3σ˜ + t ≥
)
≤ n exp
(
− t
2
cσ˜∗2
)
,
for any t > 0 and a universal constant c. Here
σ˜ = max
i
√∑
j
EE2ij ≤
√
n
2
p(1− p) + n
2
p(1− p),
and
σ˜∗ = max
ij
‖Eij‖ ≤ 1.
This means that, with high probability, there exists a constant C such that
‖E˜‖ ≤ 3
√
n
2
p(1− p) + n
2
q(1− q) +C
√
log n ≤ 3
√
(p+ q)n
2
+ C
√
log n,
concluding the proof.
Lemma 19 Consider E as defined above. With high probability, there exists a constant C such
that
‖Eg‖∞ ≤ C
√
log n+ C
log n√
n
2 (p+ q)
Proof Set E˜ =
√
(p+q)n
2 E. For each i ∈ [n], we have
(E˜g)i =
n
2
−1∑
j=1
ξj −
n
2∑
j=1
ξ′j ,
where ξj are independent random variables taking the value 1 − p with probability p and the value
−p with probability 1 − p; ξ′j are independent random variables (and independent to the random
variables ξ′j′) taking the value 1 − q with probability q and the value −q with probability 1 − q. It
is easy to see that
n
2
−1∑
j=1
Eξ2j −
n
2∑
j=1
E
(
ξ′j
)2
=
1
2
(
n
2
− 1)p(1 − p) + n
2
q(1− q) ≤ n
2
(p(1− p) + q(1− q)),
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and that the summands are almost surely bounded by 1. This means that we can use Bernstein’s
inequality to get
Prob
(
(E˜g)i > t
)
≤ exp
(
−
1
2t
2
n
2 (p(1− p) + q(1− q)) + 13t
)
.
A union bound gives
Prob
(
‖E˜g‖∞ > t
)
≤ 2n exp
(
−
1
2 t
2
n
2 (p(1− p) + q(1− q)) + 13t
)
,
which means that, with high probability,
‖E˜g‖∞ . log n+
√
n
2
(p(1− p) + q(1− q))
√
log n ≤ log n+
√
n
2
(p+ q)
√
log n,
concluding the proof.
Remark 20 It is worth noting that the quantities ‖E‖ and ‖Eg‖∞ are tightly connected to the
control of the spectrum of ΓSBM in (Bandeira, 2015b, Definition 4.8).
22
