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Abstract
The two processes of outbreak identification and disease modelling are fundamental in
the study of disease outbreaks affecting livestock and wildlife. Rapid detection and the
implementation of appropriate preventative or control measures from an understanding
of the mechanisms of disease spread may limit the impact of an outbreak.
The performance of several on-line warning algorithms in their ability to detect
outbreaks in both real-life and simulated data is investigated. A version of Farring-
ton’s well established outbreak detection algorithm, referred to as the EDS scheme
is compared to approaches based on the Kalman Filter, namely a Prediction Interval
approach and three types of CUSUM scheme. All the schemes are able to successfully
identify outbreaks and we find that no single approach appears to outperform the oth-
ers in all the measures considered. However the EDS scheme is the most efficient in
detecting outbreaks promptly and one of the CUSUM schemes is best at producing
consistent warnings throughout the outbreak period.
In addition we formulate deterministic models describing the transmission dynamics
of the midge-borne disease bluetongue, with cattle and sheep as hosts. The models take
the form of delay differential equations and incorporate the incubation time of blue-
tongue in cattle, sheep and midges, and also the larval developmental time of midges.
An autonomous model assuming midges to be active year round and a periodic model
allowing midge activity to vary with the seasons are analysed. The transmission of the
disease via midge diffusion and migration is studied in detail and the effects of vaccina-
tion are also considered. Important findings include the need for prompt diagnosis of
latent infection and appropriate action before the animal becomes infectious, and the
need for measures that reduce insect bites. This reinforces the importance of timely
identification of disease outbreaks in order for effective intervention to be possible.
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Chapter 1
Introduction
The identification and management of diseases affecting livestock and wildlife is very
important, since the occurrence of an outbreak has the potential to severely impact the
economy, animal health and public health. The ability to detect outbreaks of disease
quickly and an understanding of the mechanisms of disease spread can enable actions
to be taken to considerably limit this impact.
Every disease is classified by a unique set of characteristics. These characteristics
determine the effects on the animals that are susceptible to becoming infected and the
manner in which the disease, if an infectious disease, is capable of transmitting between
individuals. Having as complete an understanding of a disease as possible facilitates
the effective monitoring and identification of the spread of a disease. An appreciation
of the mechanisms surrounding a disease helps inform the treatment of infected animals
and aids recognition of appropriate measures to prevent further animals from becoming
infected in the future, such as vaccination and travel restrictions.
Even for diseases that have been recognised for many years, such as bovine tu-
berculosis, work is still being carried out to develop the understanding of the disease
and propose potential or assess existing control measures. In addition to this, diseases
not previously identified within a population, referred to as emerging diseases, are
encountered regularly and these are of particular concern to animal health organisa-
tions. Often the first indication of an emerging disease will come from the monitoring
of animal health. Initial information concerning such a disease is likely to contain an
unreliable assessment of its prevalence, since many cases may be overlooked or misdiag-
nosed, i.e. attributed to similar diseases. Prompt identification of an emerging disease
12
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enables scientists to investigate the disease and to offer guidance as soon as possible.
Schmallenberg is a recent example of an emerging disease. It is a vector-borne disease,
transmitted to and from affected animals via midges. The disease first emerged in
Germany in 2011 and has since been reported in many European countries, including
the UK, where the first case was identified in 2012 [26]. To date the understanding of
the virus and its spread through modelling work is indicating that the most important
mechanism of disease transmission is the dispersal of midges.
Outbreaks of disease occur when there is a sudden increase in the number of cases of
disease, compared to what would normally be expected. This is not a precise definition,
as there is a great deal of subjectivity entailed when reaching a decision as to whether
an outbreak is occurring and exactly when the outbreak started. This is especially
apparent in the case of a disease, which may generally be within the population at low
lying levels. Each disease outbreak tends to have a distinct shape, characteristic of the
nature of the disease spread. For instance, some outbreak distributions may take the
form of a ‘lognormal’ shape, whilst others are described as ‘epidemic’ shape.
Understanding of the disease and its spread through modelling techniques may
highlight potential risk factors and offer guidance on how best to tackle an outbreak.
Methods commonly utilizied to prevent outbreaks include the vaccination of animals to
provide protection against the disease, use of insecticides and implementation of strict
hygiene standards. During an outbreak the spread of disease can typically be controlled
by quarantining or culling infected animals, or imposing movement restrictions.
The importance of disease detection is reflected in the fact that national and inter-
national animal and public health organisations have systems in place to continuously
monitor cases of disease. The Animal and Plant Health Agency (APHA) in the UK is
one such organisation and produces monthly reports with details of emerging animal
diseases and updates concerning trends relating to existing diseases affecting cattle,
sheep, pigs and poultry. Reports are also regularly published by Public Health Eng-
land (PHE) containing information on instances of various diseases affecting humans.
In order to reduce the potential impact of a disease outbreak it is imperative that
outbreaks are detected as soon as possible and it is also essential that the dynamics
of the outbreak are understood. Thus it is evident that the two processes of outbreak
identification and disease modelling are fundamental tools that together contribute
towards maintaining an effective agricultural industry and high levels of health. The
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motivation of this work is to focus on these two related areas of research pertinent to
disease outbreaks. The first half of this thesis investigates and compares the perfor-
mance of several on-line monitoring systems to detect disease outbreaks or outliers in
surveillance data. The second half focuses on the formulation and analysis of deter-
ministic models describing the dynamics of a particular disease, namely bluetongue.
1.1 Monitoring and detecting disease outbreaks
The surveillance of animal health data involves the collection of information regard-
ing the number of cases of disease. Data are typically collected at regular intervals,
i.e. weekly or monthly. The monitoring of occurrences of existing diseases such as
salmonella and tuberculosis is important to ensure early detection of outbreaks or
identification of underlying trends, which may have an impact on the economy and
animal and public health. The surveillance of animals exhibiting an unknown disease
or reason for death is also of importance, since an increase in the number of animals
exhibiting similar symptoms may indicate the existence of an emerging disease. The
APHA routinely monitor the number of ‘diagnosis not reached’ cases in animals. At
a local level, farmers monitor their own animals and refer sick animals to vets, who
have a legal obligation to provide organisations such as the APHA with information
regarding notifiable diseases, such as bluetongue.
There are many statistical surveillance schemes that exist to detect outbreaks or
outliers in surveillance data. The purpose of applying the scheme and the nature of
available data are the most influential factors when choosing an appropriate outbreak
detection scheme. For instance, it may be desired to monitor multiple datasets si-
multaneously or if details relating to the location at which cases of disease occurred
are available and thought to be significant, it would be advantageous to use a scheme
capable of incorporating spatial information. For a recent review outlining a range of
statistical methods for the early detection of disease outbreaks, refer to [79].
The type of statistical surveillance system that we focus on in the first half of
this thesis relates to on-line monitoring of data at regular intervals in preference to
alternative methods, which perform retrospective analysis of data. On-line methods are
favoured, since if atypical behaviour is detected, timely intervention may be possible.
By contrast, retrospective methods may indicate that something atypical has happened,
15
but it is likely to be too late for any intervention.
Recently, substantial research has been carried out to perform on-line monitoring of
two species of animals in particular, namely dairy cows and pigs, as these animals are
of high economic value and there is accessible and unintrusive technology available to
monitor them. Typical monitoring of livestock involves measurement of aspects such
as water and feed consumption, temperature, activity levels, growth rate and milk
yield. Changes in these aspects can be indicative that animals may be suffering from
an illness or exhibiting a particular type of condition such as oestrus.
Some measurements are routinely recorded by farmers. For instance, on a dairy
farm cows are milked at least once a day and a record is usually kept of the herd milk
yield. Primarily, milk data are used to invoice the buyers of the milk, but such data
also provide the farmers with an on-line system to monitor the health status of the
herd. This is because cows typically produce less milk when unwell. Monitoring cows
at a herd level may not aid in the identification of individual instances of poor health,
however if there is a sudden drop in the milk yield for the herd this may indicate an
issue affecting many cows within the herd. With advances in technology it is now
possible to track and record information for individual animals, such as temperature
data with the specific purpose of monitoring.
Two approaches have been recently utilised to perform the on-line monitoring of
livestock in order to indicate atypical behaviour, namely the Kalman Filter and the
CUSUM approach. In some instances a combined Kalman Filter and CUSUM approach
has been used. The work in the first half of the thesis explores the potential of such a
combination as an on-line warning scheme to detect outbreaks in animal surveillance
data. The Kalman Filter has been commonly used in engineering, i.e. ship navigation
and other path finding applications, where the dynamics of the system determine the
equations and its use in biological applications is relatively recent. The CUSUM ap-
proach has a background in statistical process control for assurance when a process is
‘in control’ and for prompt indication when a process is going ‘out of control’.
16
1.1.1 Monitoring biological data using the Kalman Filter
The authors of [10] and [80] monitored the daily milk yield of cattle using time series
methods. A forecast for the following day’s milk yield based upon previous data was
obtained using the Kalman Filter. When a large difference was observed between the
expected and actual milk yields, this was used as a warning to signify a possible health
issue affecting the herd. In [80] the Kalman Filter was used for a linear mixed model,
with the model incorporating factors such as breed, test day and lactation class for
milk yield. In [10] the Kalman Filter was applied to two different models. The first
model incorporated measurements of the milk yield, the temperature and electronic
conductivity of milk and activity levels relating to individual cows. The second model
was based upon the percentage of food left unconsumed by each cow. Both models
were used to produce alerts for the detection of oestrus or disease, such as mastitis,
when significant deviations were observed between forecasts and actual measurements.
There has also been a substantial amount of research carried out using the Kalman
Filter to monitor the condition of pigs. In [51] and [52] the hourly drinking behaviour of
piglets was modelled using a state space approach superimposing a linear growth model
and a Fourier form representation of seasonality of period 24, corresponding to hourly
data. These models will be considered in Chapter 2 and represent the linear trend
and diurnal drinking pattern of water intake as the animals grow. The error between
the forecasted water consumption obtained using the Kalman Filter and the actual
consumption was monitored to produce alerts for atypical drinking behaviour. These
alerts were compared to a log book recording instances when illness was present within
the group of animals to determine if use could be made of the magnitude of the errors
in detecting the start of an outbreak of disease. Some correlation between consumption
and poor health was observed. For example, an alert was produced shortly before an
outbreak of diarrhoea occurred. In [8] the amount of feed consumed and the order in
which grouped sows visited an electronic sow feeder was modelled. In the same work,
the Kalman Filter was applied to an appropriate state space model to alert for health
problems or when the sows were in oestrus. To assess the sensitivity of the approach,
alerts were compared with a record of visual observations and a back pressure test.
The Kalman Filter has also been applied in [68] to detect possible changes in a
commercial flock of laying hens. The authors used a steady state model, considered in
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Chapter 2 to model the daily amount of feed consumed by hens. To detect atypical
eating behaviour they analysed the difference between the actual observations and the
one-step ahead forecasts obtained from the Kalman Filter.
The application of the Kalman Filter to the dairy, pig and poultry industries as
described enables the development of a monitoring system to provide alerts for possible
instances of atypical behaviour when a significant difference between the observations
and forecasts is observed. The majority of work in the area indicates that the monitor-
ing systems tend to produce far more alerts than there are identified instances of disease
outbreaks. This issue needs to be addressed before such monitoring systems can have
widespread implementation as it is not feasible for livestock to be examined by vets
or treated with medication if it is unlikely to be needed. One further important issue
is that some of the attempts to apply the Kalman Filter to biological data have not
been carried out appropriately. There are many instances of the Kalman Filter being
applied incorrectly, e.g. confusion between the state space and Box-Jenkins models.
Therefore the interpretation of results should be considered carefully.
There is also a branch of research adopted by biologists to use the Kalman Filter in
integrated population modelling to combine information from two different population
datasets to obtain improved parameter estimates for a model describing the population
dynamics. The basic ideas of this integrated approach are reviewed in [3] along with
an application of the method to provide improved parameter estimates for a model
describing the population dynamics of the Northern Lapwing. The authors of [17] and
[82] also adopt this approach when modelling the populations of the Greater Snow
Goose and the Black-footed Albatross respectively. Typically, as in [3], [17] and [82],
a state space model describing the population dynamics is defined by separating the
population into different age classes. Then two types of data, namely data from an
annual population survey and from a capture-mark-recapture study are combined to
generate improved parameter estimates. This involves formulating and maximising a
combined likelihood for the two datasets, whereby the Kalman Filter is used to obtain
a likelihood for the survey data.
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1.1.2 Monitoring biological data using the CUSUM approach
and the combined Kalman Filter and CUSUM approach
Utilisation of the CUSUM approach as an on-line monitoring system for biological
data has been attempted by many authors and is reviewed in detail in [11]. This
approach has been directly applied to observations, but also has been used to monitor
standardised residuals in order to highlight large deviations between the forecasted and
actual observations.
A recent thesis [55] monitored aspects relating to egg production using CUSUM
charts based on standardised residuals. Following a model being fitted to the daily
measurements relating to each aspect of the egg production and adjustments made
to ensure that the residuals follow a stationary process, the residuals were monitored
using CUSUM schemes. Data relating to multiple farms were considered. Following
consultation with farmers, the schemes were set up to alert when atypical production
traits were observed.
The CUSUM approach was applied in [64] to provide an automatic means of de-
tecting lameness in cattle, based on recordings of the average weight distribution of
cows while they were being milked. Monitoring of the condition of individual cows was
possible, by using historic data from each cow to determine typical behaviour for the
particular animal.
Simulated data were considered in [45] to investigate whether a CUSUM scheme
was capable of identifying deviations in the number of piglets born per litter. A follow
up paper [15] implemented the approach on real data relating to the weekly mean
number of piglets weaned. An alert was raised immediately prior to the animals being
diagnosed with Porcine Reproductive and Respiratory Syndrome (PRRS).
Attempts have been made to perform the on-line monitoring of livestock using a
combined Kalman Filter and CUSUM approach. In [51] and [52] a CUSUM approach
based on the standardised residuals arising from the application of the Kalman Filter
monitored the drinking patterns of young piglets. In a similar fashion, deviations in the
normal activity levels of broiler chickens were monitored in [46] and the feeding habits
of pigs within separate herds were monitored in [8] to detect three types of behaviour:
lameness, oestrus and general health disorders.
There are challenges in the implementation of CUSUM schemes to monitor bio-
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logical data, since unlike the application of such schemes within a statistical process
control environment, what is classified to be atypical behaviour can be subjective. The
CUSUM approach is currently being widely used in public health applications to mon-
itor disease surveillance data, see [91] for a full review. The Center for Disease Control
and Prevention in the USA also use an Early Aberration Reporting System (EARS)
based on CUSUM schemes to monitor disease surveillance data [36, 37]. Much of
the literature suggests there is potential for the combined Kalman Filter and CUSUM
approach to perform on-line monitoring of livestock to identify instances of atypical be-
haviour. However to date there is very limited literature investigating the application
of this combined approach.
We explore the potential of several on-line warning schemes based on the Kalman
Filter to monitor surveillance data for the early detection of disease outbreaks. The
performance of the on-line warning schemes in their ability to detect outbreaks within
real and simulated datasets will be compared. In addition the schemes will be compared
to a version of an existing statistical surveillance scheme, Farrington’s algorithm [16],
that is currently used by many organisations to monitor disease surveillance data.
Chapter 2 outlines the theory behind the state space approach and mentions typical
simplifications that are commonly adopted when applying this type of model to biolog-
ical data. Information is given concerning the two important concepts of forecasting
and observability within a state space context, alongside two frequently used types of
state space model: the polynomial trend model and the Fourier form representation
of seasonality model. The way in which individual sub models, each representing an
important trait of the data can be superimposed to construct a single state space model
is explained. Details of how the Kalman Filter can be applied to a state space model
at each time step to produce one-step ahead forecasts are given. An explanation is
included detailing how the unknown variance terms and terms used to initialise the
Kalman Filter are specified.
The two types of on-line warning scheme, based on the Kalman Filter, that we apply
to monitor disease surveillance data are outlined in Chapter 3. Both types of scheme
monitor the one-step ahead forecasts produced by the Kalman Filter in order to detect
atypical behaviour. The Prediction Interval (PI) scheme raises warnings if the current
count of cases exceeds a certain threshold. In contrast, the variety of CUSUM schemes
considered monitor the sequence of standardised one-step ahead forecast errors of the
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Kalman Filter and issue alarms when the CUSUM score exceeds an acceptable limit.
The two schemes are illustrated by application to a surveillance dataset recording the
number of Salmonella Dublin cases in cattle, which features an outbreak.
An existing on-line statistical surveillance scheme, Farrington’s algorithm [16], that
is widely used by numerous agencies including the APHA and PHE to monitor disease
surveillance data is considered in Chapter 4. We outline the original algorithm and the
version of the algorithm that is implemented by the APHA to monitor monthly data
recording the prevalence of several diseases affecting animals. We also consider the
recent improvements to Farrington’s algorithm, suggested by [59] and outline the final
version of the algorithm implemented in this thesis, referred to as the Early Detection
Surveillance (EDS) algorithm. Application of the EDS algorithm is illustrated via the
Salmonella Dublin dataset used in Chapter 3.
Finally, a detailed comparison of the performance of the on-line schemes based on
the Kalman Filter outlined in Chapter 3 and the EDS algorithm of Chapter 4 will be
presented in Chapter 5. Typically, outbreak detection algorithms are tested to verify
that they can successfully detect outbreaks and it is not common practice to compare
the performance of several competing algorithms. The schemes will be compared in
their ability to detect outbreaks within simulated data exhibiting seasonality, but no
trend. We use two types of outbreak in the testing of the algorithms, namely a ‘log-
normal’ outbreak and a ‘epidemic’ outbreak. For each type of outbreak, two distinct
versions will be considered that vary in length and the number of cases. The per-
formance of each algorithm is assessed by means of several measures: the number of
outbreaks detected; the number of false warnings issued; how promptly the outbreak
is detected and how many outbreak time points are detected. In addition sensitivity
and specificity are calculated.
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The second half of this thesis moves away from the problem of outbreak detection
and focuses on the modelling of disease outbreaks.
1.2 Mathematically modelling diseases
Mathematical models are commonly used in epidemiology to describe the spread of
infectious diseases if certain details concerning the nature of the disease are available,
such as the transmission routes of the disease and the effects the disease has on infected
animals. Analysis of these models not only gives insight into the impact of the disease,
but is useful in suggesting potential control methods and can test the effectiveness of
these methods before they are deployed. Refer to a good review [4] that provides a
detailed discussion on the history and importance of mathematical models of infectious
diseases and the books by [41], [57] and [58] for further details.
When formulating models describing the transmission of an infectious disease, it
may be necessary to impose some assumptions and simplify the dynamics concerning
the mechanisms of disease spread. This is in order to develop a model that is math-
ematically feasible to analyse. The type of model that is used depends primarily on
what is known about the disease, however consideration must also be given to the
purpose of creating the model.
Incorporating the mechanisms in which the disease may be transmitted between
affected host animals is an important part of the modelling process. Horizontal trans-
mission occurs when the disease passes between animals of the same species and vertical
transmission arises when the disease is transmitted between a mother and her offspring.
In addition the disease may be transmitted to and from affected host animals via a
vector, which is the transmission route that is the focus of the second half of this thesis.
The introduction of an infected host or infected vectors, where both hosts and vectors
are present, are routes of introducing the disease into a previously infection-free area.
Modelling the spread of vector-borne diseases is often difficult as a detailed knowl-
edge of the life cycle of the vector is required and the transmission relies on two bites,
one to acquire the disease from an infected host and then another to transmit the dis-
ease to a susceptible host. Examples of vector-borne diseases include malaria, dengue
and West Nile virus, spread by bites of mosquitoes, lyme disease spread by tick bites
and bluetongue spread by bites of midges. We develop and analyse a model for the
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midge-borne disease bluetongue in this work.
Deterministic models are the focus of this thesis, whereby systems of differential
equations can be set up to compartmentalise the host and vector population into dif-
ferent classes of individuals, i.e. susceptible, exposed or infectious. ODEs are useful
in determining the current state of the system and PDEs may be used to incorporate
age structure or diffusion of the disease. In particular models that take the form of
delay differential equations are used in this work and enable the incubation period of
the disease, along with the larval development time of midges to be considered, since
these events do not happen instantaneously.
One advantage of building a deterministic model describing the spread of an in-
fectious disease is that an expression for the basic reproduction number R0 can be
obtained. This is interpreted as the average number of secondary infections caused
by an average infective [4] and determines the likely development of the disease. If
R0 < 1, disease eradication is possible and if R0 > 1, the disease will persist. The
sensitivity of the basic reproduction number highlights what measures or interventions
may be applied to limit the disease spread. Note that this analysis can be carried out
regardless of any data being available.
In order to formulate a realistic model describing the spread of bluetongue we
present some background information concerning the disease and give a review of ex-
isting bluetongue models in the next two sections.
1.2.1 Bluetongue disease background
Bluetongue is a disease of ruminants such as sheep, cattle and goats and can also
affect camelids and some other wild species. The disease is caused by the bluetongue
virus (BTV), which is transmitted to and from the affected hosts by the biting female
midges of the Culicoides genus [94, 95]. Both the Department for Environment, Food
and Rural Affairs (DEFRA) in the United Kingdom and the World Organisation for
Animal Health (OIE) list bluetongue as a notifiable disease [94, 96], which means that
failure to report a suspected case of the disease is an offence. There are known to
be at least 26 different serotypes of BTV [49] and only a small number, around 50
out of 1,500 known species of Culicoides midges, are capable of transmitting BTV [88].
The distribution of different bluetongue serotypes is constrained to selective geographic
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regions, dependent on the climate and the presence of certain midges [49, 95].
Although the adult female midges play an essential role in the transmission of BTV
to and from the affected hosts, there are alternative transmission routes which may
contribute to the overwintering of the disease in regions where midges are inactive
during the winter. Transplacental transmission of the virus between host animals,
transmission following insemination of cattle with infected semen and poor hygiene
practices on farms may all facilitate the spread [87, 89].
Midges start life as eggs. They then progress through a series of pre-adult stages,
such as a larval and pupal stage before they are fully grown adults. This process takes
place in a variety of semi-aquatic sites, where there is access to water and organic
material such as damp soil or dung, making farms ideal breeding locations [88]. After
acquiring the virus, there is an incubation period of roughly two weeks for the midge
to develop the disease and become infectious. The length of this incubation period and
also the mortality rate of midges are temperature dependent [54]. Evidence suggests
that the incubation period of midges varies from four days at 30◦C to 26 days at 15◦C
[24, 88, 90]. Midges demonstrate swarming behaviour and are able to fly only short
distances of 1 to 2 km a day, however may be transported much longer distances of
over 200 km a day when blown along with the wind [88].
Cattle and sheep are the two main ruminant hosts affected by bluetongue. Infected
sheep may experience clinical symptoms such as fever, depression, emaciation and
lameness depending on their species, age, breed and health status. The death of
infected animals may even occur. Pregnant sheep infected with bluetongue may abort
or give birth to lambs with deformities [94, 95]. Most infected cows are asymptomatic,
so act as reservoirs for the disease, however cows that do become unwell experience
similar symptoms to sheep [88, 94]. There is no set incubation period for the disease,
in sheep it is around 4 to 6 days and in cattle it is around 3 to 10 days [95].
At present no effective treatment will cure animals, however certain measures may
be implemented to minimize the disease spread. These measures include the quarantine
of infected animals, movement restrictions and methods of midge control [94]. Vaccines
that provide protection against certain serotypes of BTV are also available, however
there is no standard vaccine that provides protection against all 26 serotypes [70].
Bluetongue disease was first recognized more than 100 years ago in South Africa
and prior to 1998 outbreaks of bluetongue occurred in subtropical regions [7, 49, 50, 88].
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After 1998, several serotypes of BTV (1, 2, 4, 6, 8, 9, 11 and 16) were observed to have
moved northwards into Southern Europe from Morocco, Tunisia and Turkey. This
was partly attributed to the northwards movement of the Culicoides imicola species
of midge [24, 50, 88]. In August 2006 the first case of bluetongue in Northern Europe
was identified. An animal was found to be infected with the BTV-8 serotype, from an
unknown source of infection. The disease spread and resulted in a seasonal outbreak
of BTV-8 in Northern Europe. More than 2,000 holdings in the Netherlands, Belgium,
Germany, France and Luxembourg were affected by the outbreak in 2006 and when
the disease reemerged in 2007, a more severe outbreak took place. The UK was one
of the countries affected by the outbreak in 2007 [88]. This seasonal outbreak was
unlike previous bluetongue outbreaks in subtropical regions, since it was influenced
by the seasonal activity of midges. Vaccines were developed and made available in
2008 to provide protection against the BTV-8 serotype. The voluntary uptake of the
vaccine was high in the UK with more than 80% of the areas affected by the disease in
2007 being vaccinated. No cases of BTV-8 occurred in the UK in 2008, demonstrating
that vaccination was a very effective control method [89]. For further information
concerning the history and seasonal spread of bluetongue, see [50, 88, 89].
There is a great economic loss to a country experiencing a bluetongue outbreak.
The direct costs of the European BTV-8 outbreak in 2007 were estimated to be more
than 150 million euros [89] and the cost of bluetongue to the US in 1996 was estimated
to be more than 3 billion US dollars [77].
1.2.2 Existing mathematical models for bluetongue disease
A number of authors have proposed mathematical models of bluetongue, and each of
these models focus on specific aspects of the disease transmission. Aspects that have
been considered include the temperature dependence of the midge-related parameters,
transmission within a farm and between farms, the seasonal midge activity dynamics,
the spread of the disease via infected midges blown along with the wind and the
incubation period of the disease. The role of midges in the disease spread is a key feature
in each of the models, as midges play an essential role in transmitting bluetongue
between hosts. Some models also investigate possible incursion scenarios of the disease
and assess or suggest, in light of the analysis, effective control methods.
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In [29] an expression for the basic reproduction number, R0 for bluetongue was
attained using the next generation matrix method [81] for a system of infected midges,
cattle and sheep. The parameters concerning the biting rate, mortality rate, incubation
period and density of midges were all time dependent. A consideration of risk maps
for the monthly progression of R0 identified regions in the Netherlands with high R0
values to be at risk of experiencing an outbreak in the period of April to October.
The authors of [24] formulated a deterministic model for bluetongue with cattle
and sheep hosts and midge vectors falling into different infection classes. A compart-
mentalised series of differential equations were constructed to represent the different
stages of the infected hosts viraemia and the vectors incubation period. Some of the
midge-related parameters were dependent on temperature. Uncertainty and sensitiv-
ity analysis indicated temperature to be the most important factor in determining
R0. Control strategies that reduced the biting rate of midges were highlighted in the
analysis of [24] to be effective in limiting the impact of the disease.
A stochastic and spatial version of the original deterministic model of [24] was
proposed in [74] to describe both the within farm and farm to farm transmission of
bluetongue. Transmission within the farm was based on a stochastic version of [24] and
the spread between farms was based on a generic transmission kernel, representing all
transmission routes between farms, i.e. animal movements and vector dispersal. The
disease was only allowed to spread between farms within the protection zone enforced
during the outbreak. This model captured the spatial dynamics of the bluetongue
outbreak in the UK.
Further work by the authors of [76] considered the effects of vaccination in the
stochastic and spatial model of [74] by lowering the probability of transmission between
vectors and vaccinated hosts. Vaccination was found to reduce the impact of the
disease spread in the UK and it was noted that severe outbreaks were possible with no
vaccination. Two connected papers [25] and [75] used the model of [76] to investigate
a number of scenarios relating to the disease being introduced to Scotland.
In [78] the authors used a simulation model incorporating farm to farm animal move-
ment, alongside seasonal vector activity and dispersal to describe bluetongue transmis-
sion in the East of England in 2007. Average monthly temperature data and animal
movement data representing realistic farm to farm contacts was used in the model.
The infection statuses of the farms were linked by a series of transition probabilities
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relating to whether a particular event occurred. It was found that the most sensitive
parameters were related to the vector transmission of the virus. In addition movement
restriction zones that evolved as the outbreak developed were effective in reducing the
final outbreak size. A targeted approach was just as effective as a total movement ban.
Analysis of wind density maps in [32] concluded that at least part of the disease
spread in the Northern European outbreak of BTV-8 in 2006 could be explained by
the dispersal of infectious midges with the wind. Midges moving at varying distances,
i.e. short, medium and long had different effects on the disease spread.
The work of [18] modelled the local dispersion of midges via random movements
and used a statistical approach to approximate the area of first infection to be in the
Netherlands, which is the country where the first case of disease was reported. The
disease was estimated to spread at a rate of 10 to 15 km a week. This is consistent
with midges only being able to fly distances of 1 to 2 km a day [88].
The connection between infection dates and wind speed and direction was investi-
gated in [71] using a model, referred to as the SWOTS algorithm. Midges were able
to move in several different ways in the algorithm, with or without the effects of wind.
The downward and upward movement of midges alongside dispersion with the wind
were able to represent the spatial dynamics of the 2006 BTV-8 outbreak. The work of
[18], [32] and [71] modelling the spread of the disease via midge movement and disper-
sal with the wind has the potential to monitor the likely real-time spread of the disease
in the future and indicate to policy makers what restrictions may limit the spread.
The authors of [6] formulated a model that included transplacental and pseudo-
vertical transmission of bluetongue and incorporated the seasonal activity of midges,
by using a logistic growth term in the equations describing the vector dynamics. An
assessment of R0 with and without the effects of seasonality, indicated midge control to
be an important aspect in controlling the disease. Studying the effects of vaccination
found that almost perfect vaccine coverage and efficacy was needed for no epidemics
to occur. Using a lower vaccine coverage decreased the disease prevalence.
The deterministic model for bluetongue spread between cattle and sheep hosts and
midge vectors developed in [22] specifically focused on modelling the incubation period
of the disease in midges via a distributed delay. The incubation period of the disease in
the hosts was not incorporated in [22], or in any other existing work, but is something
we consider in this thesis. Analysis ofR0 in [22] found disease eradication to be possible
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if midge mortality is sufficiently high. A follow up paper [23] investigated the uniform
persistence of the model in [22] and it was reported that the disease may persist in just
cattle and midges, although this may result in the eradication of sheep in the model.
It is evident from a review of existing bluetongue models that there are several
common findings. The dispersal of midges, especially when blown along with the wind
and midge activity levels play a key role in the disease spread. In addition temperature
and midge related parameters are found to be terms in which the model is most sensitive
to. The use of vaccination, movement restrictions and measures that decrease the biting
rate of midges are all effective control methods in limiting the impact of the disease.
An important part of this work is to develop models describing the dynamics of
bluetongue disease that incorporate an incubation period of the disease in both hosts
(cattle and sheep) and midge vectors, which has not previously been investigated. The
models incorporate the incubation time of bluetongue in cattle, sheep and midges,
and also the larval developmental time of midges using delay differential equations.
We focus in particular on describing the role of midges in the transmission of the
disease. Midges are assumed to be active year round in an autonomous model and
midge activity is allowed to vary with the seasons in a periodic model. In addition two
further models consider the spread of the disease via two types of midge movement,
namely diffusion and migration. The impact of vaccination as a control method will
also be investigated.
In Chapter 6 we give details concerning the derivation of the autonomous bluetongue
model. This is a modified version of the bluetongue model studied in [22], which
features several improvements including the incorporation of an incubation period for
the cattle and sheep and a simplified incubation period for the midges. We establish
results for positivity and boundedness of solutions to check the model’s robustness and
derive particular conditions for the stability and persistence of the model. We also
obtain an expression for the basic reproduction number, which is useful in determining
whether bluetongue is likely to spread or become extinct in a region.
Amendments to the autonomous bluetongue model are made in Chapter 7 to ac-
count for seasonality in view of the fact that the spread of bluetongue is dependent on
seasonal midge activity. This is achieved by assuming that the important parameters
in the model are periodic. Details regarding the derivation of this periodic model are
included. We prove the existence of periodic solutions and obtain conditions for the
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stability of the bluetongue free state in this periodic model. Analysis of the basic re-
production number and its sensitivity to changes in each parameter is performed to
provide insight into which measures may limit the impact of bluetongue disease.
Chapter 8 focuses on modelling the spread of bluetongue throughout Europe as
a travelling wave of infection. The transmission of the disease via the dispersal of
infectious midges is introduced into the autonomous model using a Fickian diffusion
term representing midge movement in one dimensional space. The travelling wave
solution of this model is considered, along with the speed at which it is travelling.
The use of vaccination as a preventative measure in the spread of bluetongue is
investigated in Chapter 9, whereby additional compartments for vaccinated cattle and
sheep are introduced into the autonomous model. We analyse the basic reproduction
number for the vaccinated model to find conditions in which disease eradication is
possible.
In Chapter 10 the transmission of bluetongue from Northern Europe to South East
England is modelled using a two patch model with each patch relating to one of these
two countries. Both midge migration and the movement of susceptible animals between
the countries are reflected in the dynamics of the model. We consider the impact
that the introduction of midge migration has on bluetongue spread by considering the
stability of the two patch model in three different scenarios.
The main conclusions from the two parts of the thesis are outlined in Chapter 11,
along with a discussion on how the findings relating to outbreak detection and disease
modelling work together in the context of the early identification and management of
disease outbreaks.
Chapter 2
State Space Models and the
Kalman Filter
2.1 Introduction to the state space approach
In the last 20 to 30 years two approaches have been widely used within a statistical
perspective to model time series. Prior to this early developments were made from
an engineering viewpoint. Both of these approaches involve analysing discrete data
collected at regular intervals in order to find an appropriately fitting model which can
then be used to forecast future behaviour.
The state space modelling approach is outlined in Section 2.2. This procedure
requires knowledge of the nature of the data and identification of important components
such as a trend or seasonality that are present in the dataset. These components are
initially modelled separately and are then incorporated into a single model described
by a pair of equations defined in (2.2.1) and (2.2.2).
The second approach involves the use of the Box-Jenkins model [13]. The idea of
this approach is to use differencing to remove the main traits of the data such as a
trend or seasonality, so that a stationary time series can be considered.
The methodology behind each of these approaches has its strengths and weaknesses.
The main weakness of the Box-Jenkins model is that often no real consideration is made
to understand the system generating the data and a model is chosen on the basis of
the best fit. Conversely the state space approach allows the user to identify which
components they feel are important and unlike the Box-Jenkins model this gives the
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user flexibility as the model is able to adapt to changes over time by updating as
each new observation becomes available. However, the underlying dynamics need to
be understood, which in a previously unstudied or complex system can sometimes be
challenging. Both approaches are capable of forecasting future case numbers without
extra information being required and when the underlying structure is simple, Box-
Jenkins models can be expressed as state space models and vice versa [13].
In this thesis the focus is on the application of the state space approach and the
Kalman Filter, which can be applied to a state space model to make predictions con-
cerning the state of the system at the current time point using all of the data available
up to and including the previous time point. Each time a new observation is recorded,
the recursive nature of this approach ensures that the dynamics of the system are
updated accordingly.
2.2 State space models
Since the initial paper by Kalman [40], state space models have been widely used in the
analysis of engineering data, where the underlying dynamics of the system are known.
For instance this approach is often applied to navigational problems as the dynamics
can be described directly by Newton’s laws of motion. State space models are also
commonly applied to financial data, as they are able to incorporate growth or decay
and seasonality. More recently this modelling approach has been utilised on temporal
biological data in two areas: detection of atypical behaviour, whereby the identification
of outliers or a change in the model are of interest [8, 9, 10, 51, 52, 68] and parameter
estimation [3, 5, 17].
In the state space approach [13, 27, 85], the system relating to a univariate time
series yt is modelled by the measurement and state equations:
Measurement Equation:
yt = F
′
tθt + vt (2.2.1)
State Equation:
θt = Gtθt−1 + wt, (2.2.2)
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where
yt is the observation at time point t
θt is the (d× 1) state vector
Ft is the (d× 1) design vector
Gt is the (d× d) evolution matrix
vt is the measurement noise term
wt is the (d× 1) state noise vector.
The measurement noise term vt and the state noise vector wt are assumed to be inde-
pendent, mutually independent and uncorrelated. Repeated use of (2.2.1) and (2.2.2)
provide updated estimates of unknown vector θt as the new observation becomes avail-
able.
A commonly used state space model is the Time Series Dynamic Linear Model
(TSDLM), where the noise terms have the additional Gaussian assumption of being
normally distributed with zero means, i.e. vt ∼ N(0, Vt) and wt ∼ N(0d,Wt), where 0d
is the (d× 1) vector with each element 0.
It can be noted that when the state vector θt is taken to be a constant for all time,
the state equation becomes redundant, i.e. Gt = Id, the (d× d) identity and Wt = 0d,
the (d× 1) zero vector and the model reduces to a linear regression model represented
by the measurement equation.
In general, it is typical for the state vector θt to contain components which relate to
different aspects of the data such as trend and seasonality. The difficulty in applying
state space models to biological data is that the design vector Ft and the evolution
matrix Gt need to be known as do the variances of the noise terms. In an unstud-
ied system determining these or providing meaningful estimates can be challenging.
Typical simplifications that can be made to facilitate the use of these models are:
• Ft has first term unity and other terms zero.
• The characteristic polynomial of Gt is assumed to be known (this is equivalent
to knowing the eigenvalues of Gt).
• The variance Vt and covariance matrix Wt are assumed to be known.
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• The design vector and evolution matrix are assumed to be independent of time,
i.e. Ft = F and Gt = G.
• The measurement noise variance and the state noise covariance matrix are also
assumed to be independent of time, i.e. Vt = V and Wt = W .
If the last two simplifications are made, the resulting model is a constant TSDLM. In
this thesis we focus on a constant TSDLM of the form
Measurement Equation:
yt = F
′θt + vt, vt ∼ N(0, V ) (2.2.3)
State Equation:
θt = Gθt−1 + wt, wt ∼ N(0d,W ). (2.2.4)
A simple structure is assumed for W and this is covered in Section 2.3.2.
2.2.1 Forecasting
A common motivation for the application of a state space model to a dataset is to
forecast future observations. The m-step ahead forecast yt(m) based on the observation
set Y t = {y1, y2, . . . , yt} is taken to be the conditional expectation
yt(m) = E[yt+m|Y t] for all m ≥ 1. (2.2.5)
If a TSDLM is assumed, then by repeated application of equations (2.2.3) and (2.2.4),
the following expression for yt+m can be found
yt+m = F
′Gmθt +
m−1∑
i=0
F ′Giwt+m−i + vt+m. (2.2.6)
Taking the expectation of (2.2.6) conditional on Y t, we find that
yt(m) = F
′GmE[θt|Y t] +
m−1∑
i=0
F ′GiE[wt+m−i|Y t] + E[vt+m|Y t]
= F ′Gmθ̂t
(2.2.7)
using the Gaussian assumption that the minimum mean square estimate (MMSE)
θ̂t = E[θt|Y t]. As the forecast (2.2.7) is independent of θt it is possible for the system
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to be modelled using alternative system vectors, which all yield the same forecast
function. This is of particular interest, as the consideration of a reparameterised version
of the state space model such as the canonical form may provide more meaningful and
illustrative results.
2.2.2 Observability
Observability is an important concept for TSDLMs as it corresponds to the useful
property that the state vector θt is uniquely estimable from the observation set Y
t =
{y1, y2, . . . , yt}, i.e. no component of θt is inestimable. This means that the m-step
ahead forecasts can be directly calculated from the forecast function yt(m) = F
′Gmθ̂t.
A TSDLM is defined to be observable if and only if the observability matrix P =
(F,G′F, . . . , (Gn−1)′F ) is non-singular for n ≥ d, i.e. the property of observability
is a type of “full-rank” condition on the model, see [85]. For example consider the
deterministic TSDLM of (2.2.3) and (2.2.4) given by
yt = F
′θt
θt = Gθt−1.
It can be seen that for n ≥ d observations
(y1, y2, . . . , yn)
′ = (F ′θ1, F ′θ2, . . . , F ′θn)′
= (F,G′F, . . . , (Gn−1)′F )′θ1
= Pθ1,
where P is the observability matrix. For this model the condition for θ1 to be uniquely
estimable in terms of the observational set Y n is that P has full rank.
Consequently it can be shown that if the TSDLM is observable, then the evolution
matrix G is non-derogatory. A (d × d) matrix is defined to be non-derogatory if its
characteristic polynomial and minimum polynomial are identical, i.e. of order d.
In the case of a TSDLM which is not observable, by imposing extra constraints on
the state vector θt, the model can be transformed into an observable one, referred to
as a constrained observable model. In the work that follows we only consider models
which are observable. Refer to [85] for further details regarding the implications of an
observable model.
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2.2.3 Forecasting for observable TSDLMs
If the TSDLM given by (2.2.3) and (2.2.4) is observable, the forecast function {yt(m) :
m ≥ 1} can be determined recursively. Let the characteristic polynomial Φ(λ) of the
evolution matrix G in (2.2.4) be given by
Φ(λ) = det(λId −G) = λd + φ1λd−1 + · · ·+ φd−1λ+ φd. (2.2.8)
Then the m-step ahead forecasts yt(m) = F
′Gmθ̂t can be shown to satisfy
yt(m) +
d∑
l=1
φlyt(m− l) = 0, for all m ≥ d, (2.2.9)
where φ1, . . . , φd are coefficients of the characteristic polynomial of G defined in (2.2.8).
The relation (2.2.9) means that the forecast function {yt(m) : m ≥ 1} for an
observable TSDLM can be expressed in terms of the d elements of
{yt(0), yt(1), . . . , yt(d− 1)} = {F ′θ̂t, F ′Gθ̂t, . . . , F ′Gd−1θ̂t}
which is defined to be the forecast pivotal set. In some situations two different TSDLMs
can give rise to the same forecast function. The models are described as forecast
equivalent.
Two commonly used TSDLMs, the polynomial trend model and the Fourier form
representation of seasonality will now be considered. These TSDLMs will be used in
later chapters when applying the state space approach to real-life surveillance data and
simulated outbreak data, i.e. forecasting the number of cases of disease in the next
time period.
2.2.4 The polynomial trend model
A model describing a polynomial trend of degree d−1 can be defined using the following
measurement and state equations
yt =F
′θt + vt, vt ∼ N(0, V )
θt =Gθt−1 + wt, wt ∼ N(0d,W )
(2.2.10)
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for
F =

1
0
...
0
 , G =

1 1 1 . . . 1
0 1 1 . . . 1
0 0 1 . . . 1
...
...
...
. . .
...
0 0 0 . . . 1

, and θt =

µt
∇µt
...
∇d−1µt

where µt is the unobserved intercept term and ∇µt, . . . ,∇d−1µt are the unobserved
trend terms of the time series. The polynomial trend model is equivalent to a steady
state model in the case of d = 1 and corresponds to a linear growth model when d = 2.
Note that alternative descriptions for the polynomial trend model have also been used
in the literature. Make reference to [85] for further details.
The steady state model
The steady state model considers a univariate state vector, θt = µt, whereby F = (1)
and G = (1), i.e.
yt =µt + vt
µt =µt−1 + wt.
(2.2.11)
Here the state equation only evolves by updating the current estimate with the addition
of a stochastic noise term. This is only applicable for a system that is essentially
unchanging and is not appropriate for a dynamic system.
The linear growth model
This model is commonly used in business to model changing systems as it incorporates
growth by means of an intercept, µt and a trend term, ∇µt
yt =
(
1 0
)( µt
∇µt
)
+ vt(
µt
∇µt
)
=
(
1 1
0 1
)(
µt−1
∇µt−1
)
+
(
wt,1
wt,2
)
.
(2.2.12)
The observability matrix for this model is given by P =
(
F ′
F ′G
)
=
(
1 0
1 1
)
, which has
full rank. Therefore the linear growth model is observable.
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The characteristic polynomial of the linear growth model’s evolution matrix G is
Φ(λ) = λ2 − 2λ + 1. The equivalence relation between the m-step ahead forecasts of
an observable model in (2.2.9) can be applied to find
yt(m)− 2yt(m− 1) + yt(m− 2) = 0, for all m ≥ 2.
The polynomial trend model is only one of many different TSDLMs that can be
applied to time series data. The advantages of using a model of this form is the ability
to model a polynomial trend in the data, however there may be many other traits of
the data, such as seasonality or asymptotic growth that also need to be incorporated.
One representation of a seasonal state space model will now be outlined.
2.2.5 The Fourier form representation of seasonality
A widely used means of incorporating seasonality of period p when fitting the TSDLM
of (2.2.3) and (2.2.4) to data is the Fourier form representation of seasonality. The
advantage of using this representation over other seasonal models is that it leads to an
observable model and it may be possible to obtain an adequate fit to the data by using
far fewer than p − 1 parameters for seasonality. The full Fourier form representation
of the p − 1 seasonal effects consists of the superposition of bp−1
2
c separate harmonic
components of the form
J(αω) =
(
cos(αω) sin(αω)
− sin(αω) cos(αω)
)
, where α ∈
{
1, . . . ,
⌊
p− 1
2
⌋}
and ω =
2pi
p
(2.2.13)
and for even p, an additional component, corresponding to α = p
2
, the Nyquist fre-
quency is αω = pi and J(pi) = (−1).
The elements of the harmonic components involve the trigonometric functions, sine
and cosine, which themselves are periodic functions and it is often the case that some
of the harmonic components contribute very little to the model and become redundant.
The definition of the (p− 1)× 1 design vector F and the (p− 1)× (p− 1) evolution
matrix G of a full Fourier form representation of seasonality for a TSDLM depend
on whether the seasonal period p is odd or even. The motivation for this form of
seasonality is discussed in Chapter 8 of [85].
37
For odd p:
FO =

E2
E2
...
E2
 , GO =

J(ω) 0 . . . 0
0 J(2ω) . . . 0
...
...
. . .
...
0 0 . . . J
(
(p−1)ω
2
)
 , ω =
2pi
p
For even p:
FE =

E2
E2
...
E2
1

, GE =

J(ω) 0 . . . 0 0
0 J(2ω) . . . 0 0
...
...
. . .
...
...
0 0 . . . J
(
(p−2)ω
2
)
0
0 0 . . . 0 −1

, ω =
2pi
p
(2.2.14)
where E2 = (1, 0)
′ and J(αω) is defined as in (2.2.13).
Considering the state equation (2.2.4) of the TSDLM in the case of p odd we have
θt = GOθt−1 + ωt. The state vector can be split into
p−1
2
harmonic cyclic models each
having two parameters. Whereas for the case of p even, we have θt = GEθt−1 + ωt
and the state vector can be split into p−2
2
harmonic cyclic models each having two
parameters together with a Nyquist harmonic with one parameter.
Many authors such as [51, 52] who utilise this form of seasonality do not use the
full model, but only retain the minimum number of harmonics necessary to achieve
an appropriate fit to data. This concept is ideal if the interest is finding an adequate
fit to the existing data, however if the aim is to use the model for forecasting and
the dynamics were to change, then the reduced model may not be able to adequately
accommodate the change. There is a possibility that the full model could over fit
the current data. In such situations the inclusion of harmonics which have very little
effect may impact the forecasting performance of the model. In order to avoid over
fitting a model, methods such as model comparison and cross validation may be used.
Model comparison selects an adequate model from a set of competing models based
on goodness of fit measures and parsimony, whereas cross validation fits the model to
data and, before it is used, the forecasting performance of the model is investigated
using a validation dataset. In [51, 52] data was collected on a hourly basis, therefore
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seasonality of degree 24 was considered appropriate, e.g. p = 24. However it was
found that an appropriate model containing only 3 seasonal harmonics, far fewer than
the 12 seasonal harmonics of the full model was able to maintain a good predictive
performance.
The polynomial trend model and the Fourier form representation of seasonality are
capable of modelling common traits of the data such as trend or seasonality separately
or, by using the nature of the setup of the TSDLM, a compartmentalised model can
be built that incorporates both trend and seasonality.
2.2.6 Superposition of TSDLMs
A number of TSDLMs can be superimposed to build a single one that reflects the
dynamics of the time series yt that the model is being applied to. Suppose there are s
individual TSDLMs, each of the form
yt,i =F
′
iθt,i + vt,i, vt,i ∼ N(0, Vi)
θt,i =Giθt−1,i + wt,i, wt,i ∼ N(0di ,Wi),
(2.2.15)
with individual dimensions di, for i = 1, . . . , s, then the superimposed TSDLM for yt
of dimension d =
∑s
i=1 di is generated by
yt =F
′θt + vt, vt ∼ N(0, V )
θt =Gθt−1 + wt, wt ∼ N(0d,W ),
(2.2.16)
where
yt =
s∑
i=1
yt,i is the observation at time point t
θt = (θt,1, θt,2, . . . , θt,s)
′ is the state vector
F ′ = (F ′1, F
′
2, . . . , F
′
s) is the design vector
G = G1 ⊕G2 ⊕ · · · ⊕Gs is the evolution matrix
vt =
s∑
i=1
vt,i is the measurement noise term
wt = (wt,1, wt,2, . . . , wt,s)
′ is the state noise vector
V =
s∑
i=1
Vi is the variance of the measurement noise term
W = W1 ⊕W2 ⊕ · · · ⊕Ws is the covariance matrix of the state noise term.
39
The notation ⊕ in matrices G and W is used here to define block diagonal matrices,
i.e. G = G1 ⊕G2 ⊕ · · · ⊕Gs represents a matrix that has been formed by considering
the individual matrices G1, . . . , Gs to be blocks on the diagonal. One advantage of
using a superimposed TSDLM is that it enables different components of the data to
be forecast separately.
2.3 Applying the Kalman Filter
The Kalman Filter has been applied to numerous biological situations in recent years.
Motivation for the work generally falls within two categories: detecting atypical be-
haviour and parameter estimation. Refer to Section 1.1.1 for further details relating
to the biological applications of the Kalman Filter.
The Kalman Filter is used to obtain an estimate of θt and from this it is possible to
forecast future values, which is our motivation for using the approach. The choice of
m = 1 in (2.2.7) of the TSDLM (2.2.3) and (2.2.4) yields the one-step ahead forecasts
yt(1). These will be referred to as yt|t−1 in the work that follows. Use of the notation
yt|t−1 in preference to yt(1) illustrates that the forecasts are based on the information
available up to and including the previous time point. In general the convention of
using the subscript t|t− 1 indicates the particular term is an estimate of an unknown
quantity at time t based on observations up to time t− 1.
2.3.1 Derivation of the Kalman Filter
The Kalman Filter is applied to the TSDLM of (2.2.3) and (2.2.4) to provide a forecast
yt|t−1 for the t-th observation. Firstly an intuitive estimate θ̂t|t−1 for the state vector
θt is obtained using the previous observations, which are available in the set Y
t−1 =
{y1, y2, . . . , yt−1}. A recursive procedure is used to update the state vector estimate
once a new observation yt becomes available to obtain the optimal estimator θ̂t for the
state vector θt.
The conditional distribution of θt given Y
t is normal with the assumptions of Gaus-
sian noise, i.e. θt|Y t ∼ N(θ̂t, Pt), whereby θ̂t = E[θt|Y t] and Pt = E[(θ̂t − θt)(θ̂t − θt)′].
Define θ̂t|t−1 to be the intuitive estimate of θt prior to observing yt, i.e. θ̂t|t−1 =
E[θt|Y t−1] and let Pt|t−1 be the covariance matrix for the error in the estimator θ̂t|t−1,
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i.e. Pt|t−1 = E[(θ̂t|t−1 − θt)(θ̂t|t−1 − θt)′], so that θt|Y t−1 ∼ N(θ̂t|t−1, Pt|t−1).
Consider the conditional expectation of the state vector θt in (2.2.4) the TSDLM
with respect to Y t−1, i.e. E[θt|Y t−1]. This gives the intuitive estimate of θt based on
the previous estimate at time t− 1,
θ̂t|t−1 = Gθ̂t−1. (2.3.17)
Let the estimator of the observation at time t prior to observing yt be yt|t−1, i.e the one-
step ahead forecast based on Y t−1 with variance Qt. The conditional distribution of
yt|Y t−1 is N(yt|t−1, Qt) and the estimator yt|t−1 is found by considering the conditional
expectation of the measurement equation (2.2.4) of the TSDLM with respect to Y t−1,
i.e.
yt|t−1 = E[yt|Y t−1] = F ′θ̂t|t−1, (2.3.18)
which has the mean square error
Qt = E[(yt|t−1 − yt)(yt|t−1 − yt)′]
= E[(F ′θ̂t|t−1 − F ′θt − vt)(F ′θ̂t|t−1 − F ′θt − vt)′]
= F ′E[(θ̂t|t−1 − θt)(θ̂t|t−1 − θt)′]F + E[vtv′t]
= F ′Pt|t−1F + V, for all t > 1.
(2.3.19)
Therefore the forecast yt|t−1 and its variance Qt depend on the respective properties of
θ̂t|t−1 and Pt|t−1. As a new observation yt becomes available, the resultant error in the
estimate yt|t−1 of yt is
et = yt − yt|t−1. (2.3.20)
The on-line monitoring warning systems of Chapter 3 designed to detect atypical be-
haviour are based on the standardised version of the residuals in (2.3.20). It can be
shown that θ̂t in (2.3.21) is an unbiased estimator for θt, i.e. E[θ̂t] = E[θt]. The
estimator θ̂t is expressed in terms of θ̂t|t−1 and et:
θ̂t = θ̂t|t−1 +Ktet (2.3.21)
and it is also the best linear recursive estimator for θt where the Kalman gain Kt
derived using the minimum mean square error (MMSE) criterion is defined as
Kt =
Pt|t−1F
Qt
. (2.3.22)
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The expression for Kt is selected to minimise the covariance matrix Pt in (2.3.23) for
the error in the estimator for θt
Pt = (Id −KtF ′)Pt|t−1. (2.3.23)
A recursive relation between Pt|t−1 and Pt−1 can be derived by substituting the expres-
sion for θt from the state equation (2.2.4) of the TSDLM and the intuitive estimate
θˆt|t−1 of (2.3.17) into its covariance matrix Pt|t−1 = E[(θ̂t|t−1 − θt)(θ̂t|t−1 − θt)′]:
Pt|t−1 = E[(Gθ̂t−1 −Gθt−1 − wt)(Gθ̂t−1 −Gθt−1 − wt)′]
= GE[(θ̂t−1 − θt−1)(θ̂t−1 − θt−1)′]G′ + E[wtw′t]
= GPt−1G′ +W, for all t > 1.
(2.3.24)
The recursive estimator (2.3.21) can most usefully be expressed as
θ̂t = θ̂t|t−1 + Kt × et
Least Squares
Estimate of θt
= Intuitive Estimate of θt + Kalman Gain ×
Error in the
Estimate of yt.
The Kalman Filter relies on the repeated use of the recursive equations (2.3.17)-(2.3.23)
for t = 1, 2, 3, . . . . Refer to the algorithm in Figure 2.1 which describes how the Kalman
Filter can be implemented to produce an estimate for the state vector θt in the TSDLM
of (2.2.3) and (2.2.4).
The intuitive estimate, θ̂t|t−1 for the state vector in (2.3.17) enables a one-step
ahead forecast yt|t−1 for the expected value of the observation at time t to be obtained
in (2.3.18). All that is required to initialise the Kalman Filter is an initial estimate θ̂0
of θ0 and its covariance matrix P0. Under Gaussian assumptions θ0 ∼ N(θ̂0, P0).
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(1) Initialise:
Select starting θ̂0 and P0
(2) Project ahead:
θ̂t|t−1 = Gθ̂t−1
Pt|t−1 = GPt−1G′ +W
(3) Forecast:
yt|t−1 = F ′θ̂t|t−1
Qt = F
′Pt|t−1F + V
(4) New observation:
yt becomes available
(5) Residual:
et = yt − yt|t−1
(6) Kalman gain:
Kt =
Pt|t−1F
Qt
(7) Update state vector:
θ̂t = θ̂t|t−1 +Ktet
Pt = (Id −KtF ′)Pt|t−1
(8) Update time:
t → t+ 1
Figure 2.1: The Kalman Filter algorithm for t = 1, 2, 3, . . .
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2.3.2 Specifying the unknown variance terms and the terms
used to initialise the Kalman Filter
In this thesis, focus is on application of TSDLMs where the design and evolutionary
matrices Ft = F and Gt = G are known constant matrices, which are specified to reflect
the traits of the data. They are chosen in such a way as to create an observable model
in which the state vector θt is uniquely estimable. In contrast, the variance terms V
and W in the TSDLM are unknown and their specification may present difficulties
for the modeller. The terms θ̂0 and P0 used to initialise the Kalman Filter are also
unknown and values need to be selected for these. In practice the exact choice of
these initial terms is not too important since the state vector and its covariance matrix
converge rapidly. In order to attain a TSDLM with a satisfactory forecasting ability
several factors need to be considered when specifying V , W , θ̂0 and P0:
• Parsimony;
• Structure of W and P0;
• Whether a forecast equivalent model would be more appropriate.
Since the variance terms are considered to be constant, the observations themselves are
time dependent, but the model is specified to be time invariant. In addition we further
assume that matrix W is diagonal with only constant entries on the diagonal. The
entries relating to the i-th individual sub model of dimension di are all common, ki say.
Therefore V and W can be specified in terms of constants kV and k1, k2, . . . , ks with
V = kV and W = W1⊕W2⊕ · · ·⊕Ws, whereby Wi = kiIdi , for identity matrices Idi of
dimension di. In a similar fashion we set the initial conditions of the Kalman Filter to
be θ̂0 = kθ̂01d and P0 = kP0Id for constants kθ̂0 and kP0 , and 1d is the (d×1) vector with
each element 1. The diagonal structure we use for the state noise covariance matrix
W was one of the forms for W considered in [65].
This structure is very simple and it is acknowledged that it is unlikely to be real-
istic. Therefore more sophisticated methods can be employed to specify the unknown
variance terms. For instance the techniques of [85] can be applied to determine V using
reference analysis. If W is considered to be time dependent, i.e. W = Wt, the compo-
nent discounting concept of [85] may be used to let the evolution of Wt be proportional
to the error covariance matrix Pt|t−1 in (2.3.24).
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The most insightful way of estimating the unknown terms is to make use of a
subset of the data that the model is being applied to. For the surveillance data and
simulated outbreak data that we consider, we use the first b years of the dataset, with
the choice of either b = 5 or b = 12, to obtain estimates of the unknown constants
of k = (kV , k1, k2, . . . , ks, kθ̂0 , kP0) using a Maximum Likelihood Estimation (MLE)
approach. The choice of b = 5 or b = 12 is consistent with the EDS algorithm outlined
in Chapter 4. The MLE approach of parameter estimation is implemented in the
Dynamic Linear Model (DLM) package of R [66, 67] in accordance with [65]. First
a log-likelihood `(k) is constructed based on the unknown parameters that we wish
to estimate. The negative log-likelihood −`(k) is then numerically minimized using
the DLM package in order to obtain the MLE estimates for the elements of k. The
motivation for using the MLE approach within a classical framework is that it is not
as computationally intensive compared to parameter estimation techniques within a
Bayesian framework, whereby the unknown parameters of interest can be treated as
random quantities with prior knowledge.
In our application of the TSDLM and the Kalman Filter, the main interest is the
monitoring of standardised residuals to detect when atypical behaviour occurs. We
observe in later parts of this thesis that this simple covariance structure and MLE
approach of estimating the unknown terms appears to be adequate when applying the
method to surveillance data and simulated outbreak data. In practice a more complex
covariance structure will invariably lead to a greater complexity in the estimation of
W and can lead to difficulties in obtaining forecasts.
Under the assumptions we make in this thesis concerning the variance structure
and the way in which the initial terms of the Kalman Filter are selected, we utilise a
TSDLM in which all the defining matrices are constant. We may apply a result of [28]
and [85] that states that in the case of a constant observable TSDLM for which V and
W are finite, the limit
lim
t→∞
{Pt, Pt|t−1, Qt, Kt} = {P, P ∗, Q,K∗}
exists with finite elements and the convergence tends to be rapid.
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Therefore the key terms in the updating equations, i.e. Pt, Pt|t−1, Qt andKt converge
rapidly to
lim
t→∞
Pt =P
lim
t→∞
Pt|t−1 =GPG′ +W = P ∗
lim
t→∞
Qt =F
′P ∗F + V = Q
lim
t→∞
Kt =P
∗FQ−1 = K∗
and the model is essentially closed to all external information, except for the most
recent observation yt. This leads to only two of the updating equations in the Kalman
Filter of Figure 2.1:
θ̂t|t−1 = Gθ̂t−1
θ̂t = θ̂t|t−1 +K∗et
and the one-step ahead forecast
yt|t−1 = F ′θ̂t|t−1
being influential in determining the dynamics of the model.
Chapter 3
On-line Warning Algorithms based
on the Kalman Filter Approach
The one-step ahead forecasts yt|t−1 produced by the Kalman Filter, outlined in Step 3
of Figure 2.1 may be monitored using a variety of measures to indicate the situation
whereby an observed value is substantially higher than its expected value, which may
highlight one of two things. Either the model is no longer adequate and this could be
because there has been a change in the dynamics of the system or there has been a
rogue observation.
We choose to focus on two approaches that monitor the one-step ahead forecasts of
the Kalman Filter: the Prediction Interval (PI) approach outlined in Section 3.1 and
the CUSUM approach described in Section 3.2. The PI scheme enables the forecasts
to be monitored in a manner comparable to the way in which the forecasts of the EDS
algorithm of Chapter 4 are monitored and a similar approach is applied in [10]. The
CUSUM approach has been successfully applied by a variety of authors [8, 46, 51, 52]
to develop an on-line monitoring algorithm that monitors the one-step ahead forecasts
of the Kalman Filter to detect aytpical behaviour.
Following the selection of an appropriate state space model described by equations
(2.2.3) and (2.2.4) that is representative of the traits of the data and provides a rea-
sonable fit to the data, the Kalman Filter can be applied. This yields a forecast yt|t−1
based on all the information available up to and including the previous time-point, i.e.
Y t−1. Once the observation for the current time point becomes available, the one-step
ahead forecast error et = yt − yt|t−1, distributed as et ∼ N(0, Qt), is calculated. This
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can be standardised as
e˜t =
et√
Qt
, (3.0.1)
with the distribution of e˜t approximating to N(0, 1). The Kalman Filter is then reap-
plied in advance of the next observation. The sequence of standardised residuals is
monitored to generate warnings for instances when there is either a particularly large
observation or a sequence of residuals that are higher than expected.
The PI and CUSUM schemes that we select to monitor the standardised residuals
arising from the repeated application of the Kalman Filter are outlined in the following
sections.
3.1 The Prediction Interval (PI) approach
The prediction error of the forecasts yt|t−1 obtained from applying the Kalman Filter
is et = yt− yt|t−1. This PI approach has been implemented under the assumption that
the prediction errors can be adequately modelled by a normal distribution, which is
likely to be the case when a large sample is considered. Under this assumption et is
distributed as N(0, Qt), and the 100(1 − 2a)% prediction interval for yt is given by
(yt|t−1−za
√
Qt, yt|t−1 +za
√
Qt). The PI approach is to calculate a threshold, i.e. upper
prediction interval UPI based on the forecasts yt|t−1. A warning is raised by the scheme
if the actual number of cases yt exceeds the threshold. The 100(1−a)-percentile of the
normal distribution za is chosen empirically to keep the number of warnings raised at
manageable levels. For instance the choice of za = 1.96 corresponds to a 95% PI.
The upper bound UPI = yt|t−1 + za
√
Qt can be used in a comparable way to the
upper bound U of the EDS algorithm in (4.1.7) as the threshold for a warning. A
warning flag is raised if yt > U
PI or equivalently: e˜t =
et√
Qt
> za, when specifically
monitoring the standardised residuals. An exceedance score
XPI =
yt − yt|t−1
UPI − yt|t−1
is also calculated in a similar manner to the exceedance score X used within the EDS
scheme outlined in Chapter 4 for each time-point. Since the condition yt > U
PI
corresponds to XPI > 1, the exceedance score can be used in an insightful way to
signify that a warning flag should be issued for the case when XPI > 1.
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3.1.1 Implementation of the PI scheme
The PI scheme is implemented as follows:
• A state space model that represents the traits of the data is selected.
• The unknown variance terms in the state space model and the terms used to
initialise the Kalman Filter are specified and estimated from the first b years of
data (refer to Section 2.3.2 for more details).
For each time-period t, following the first b years of data, Steps 1-4 are applied:
1. The Kalman Filter is used to generate the one-step ahead forecast yt|t−1 and
variance Qt.
2. The upper bound of the PI: UPI = yt|t−1 + za
√
Qt is obtained.
3. The observation yt becomes available.
4. If yt > U
PI (or equivalently e˜t > za or X
PI > 1) a warning is produced.
3.2 The CUSUM approach
The CUSUM approach is typically used in process control to monitor products pro-
duced in a manufacturing environment. In this thesis attention is restricted to CUSUM
schemes which monitor deviations exceeding the target value, which is typical of mon-
itoring systems for some industrial processes such as those involving temperature and
pressure. Note that for processes such as producing a product to a specified size, devi-
ations that are above and below the target values would be monitored simultaneously.
3.2.1 One-sided CUSUMs
Consider a process, with output yt, which is being monitored in a process control
environment. It is required to compare yt against the target value of the process mean
Λ0. Separate one-sided positive and negative CUSUMs can be used to assess whether
the process is in control. The positive CUSUMs C+t are calculated by accumulating
deviations that exceed Λ0 by more than a certain value and adjusting for observations
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that do not exceed Λ0 to this extent. Negative CUSUMs C
−
t are similarly defined.
When the accumulated deviation for either the positive or negative CUSUMs exceeds
a given threshold, a warning is issued and the process is deemed to be out of control.
Taking account of a possible shift, the magnitude of which is dependent on the
standard deviation σ of the process, say δσ, then an out of control value is defined as
one which is outside of (Λ0−δσ,Λ0+δσ). Thus, positive C+t and negative C−t one-sided
CUSUMs are defined as:
C+t = max{0, yt − (Λ0 +K) + C+t−1}
C−t = max{0, (Λ0 −K)− yt + C−t−1},
(3.2.2)
where K is the allowance value and is a function of the acceptable shift in the process
mean. K is often chosen to be half the acceptable shift [31, 56], i.e.
K =
δσ
2
. (3.2.3)
The one-sided CUSUMs are typically initialised as C+0 = C
−
0 = 0. Note that C
+
t will
only have larger magnitude than C+t−1 if yt > Λ0 +K. If yt < Λ0 +K, then C
+
t is less
than C+t−1. A similar observation applies to C
−
t . Systems which have the majority of
observations lying between Λ0 −K and Λ0 + K will typically have C+t = C−t = 0 for
many values of t. In this thesis we choose to use an allowance value K of the form
(3.2.3).
The one-sided CUSUMs can be set up to issue warnings when the process is re-
peatedly obtaining higher or fewer than expected observations or a single atypical
observation. A warning is typically triggered when the one-sided CUSUMs exceed an
acceptable limit H = hσ. Refer to Section 3.2.3 for a detailed discussion on appropri-
ate choices for the allowance value K and acceptable limit H, when using a one-sided
positive CUSUM scheme to monitor standardised residuals.
One-sided CUSUMs can be monitored using different approaches depending on
whether or not the CUSUM is reset to a certain value following a warning being raised.
Here we pay particular attention to the one-sided positive CUSUMs C+t as they are
calculated by accumulating deviations that exceed the target value, which in our appli-
cation of outbreak detection corresponds to observations with a higher than expected
count of cases.
There may be instances in which the monitoring of negative CUSUMS C−t is of
importance in highlighting when fewer than expected cases are observed. This may
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aid in the detection of undiagnosed cases as a result of a sudden serotype change or
adjustment to the testing procedure.
3.2.2 One-sided positive CUSUMs for the standardised one-
step ahead forecast errors
We can use one-sided positive CUSUMs (3.2.2) to monitor the sequence of standardised
one-step ahead forecast errors e˜t (3.0.1) obtained from the application of the Kalman
Filter to the state space model of (2.2.3) and (2.2.4). If the process is in control, the
target value for the process is Λ0 = 0. Thus, taking σ = 1, K as in (3.2.3) and allowing
a shift of magnitude δσ = δ, for some positive value δ, a standardised residual of value
greater than δ is considered to signify an out of control process. This results in the
one-sided positive scheme:
C+t = max{0, e˜t −
δ
2
+ C+t−1} (3.2.4)
with C+0 = 0. We can therefore monitor and issue warnings for instances when these
CUSUMs exceed an acceptable limit H.
3.2.3 Selection of appropriate values for K and H
The allowance value K (K = δ
2
in our application) and acceptable limit H affect the
ability of the CUSUM scheme to identify when a process is out of control and the
propensity for false warnings to be considered. Therefore care must be taken when
deciding upon these parameters. The values are typically chosen by the modeller to be
appropriate for the process being monitored.
Performance of the CUSUM scheme
The performance of a process control scheme can be classified by its average run length
(ARL), which is the average number of time-points between alarms [31, 56].
There are two types of ARL: the in-control average run length (ARL0) and the out-
of-control average run length (ARLδ∗). The ARL0 evaluates the in-control performance
and estimates the average time between false alarms, whereas the ARLδ∗ evaluates the
out-of-control performance and indicates the average time taken to raise an alarm
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following a shift of size δ∗ in the process mean. Typically conflicts are encountered
when deciding upon suitable ARL0 and ARLδ∗ values in view of the fact that a large
value for ARL0 is desirable, whereas in contrast a small value for ARLδ∗ is desirable.
In our application of the positive one-sided CUSUM scheme (3.2.4), monitoring of
the standardised residuals e˜t is of interest. The process is in-control if e˜i ∼ N(0, 1)
and is considered to be out of control when a shift of magnitude greater than δ occurs,
i.e. e˜i ∼ N(δ∗, 1) with δ∗ > δ. The ARLs of the CUSUM schemes are affected by the
choice of K and H.
There have been many attempts to approximate the ARL of a CUSUM scheme and
we focus on two of these approximations; namely the Siegmund approximation [72]
outlined in [56] and the approximation used by Hawkins and Olwell [31] based on the
Markov chain approach of [92]. For positive CUSUMs C+t applied to the standardised
one-step ahead forecast errors e˜i, Siegmund’s approximation for the ARL is defined as:
ARL+δ∗ =
{
exp(−2(δ∗−K)(H+1.166))+2(δ∗−K)(H+1.166)−1
2(δ∗−K)2 , for δ∗ 6= K
(H + 1.166)2 for δ∗ = K.
(3.2.5)
If δ∗ = 0, (3.2.5) determines the in-control ARL+0 and if δ
∗ 6= 0, (3.2.5) corresponds to
the out-of-control ARL+δ∗ in detecting a shift of size δ
∗.
There is software readily available [97] to calculate Hawkins and Olwell’s approx-
imation [31] of the ARL: ANYARL, which calculates the ARLδ∗ values based on a
given allowance value K and acceptable limit H and ANYGETH, which computes an
acceptable limit H based on a desired ARL0 and allowance value K.
The allowance value K
The allowance value K is chosen relative to the shift δ we wish to detect. In this work,
we select to use K = δ
2
, which is consistent with [31, 56]. Therefore determining K is
in effect the same issue as determining δ, which is specified based on the size of the
shift the modeller wishes to detect.
The acceptable limit H
The acceptable limit H has a considerable influence on the performance of the CUSUM
scheme in determining when a warning is raised. It should be selected with consider-
52
ation of the ARL values, to maintain the balance between detecting a large shift and
not producing too many false alarms.
Values for K and H used in literature
The specification of the K and H values when utilising the CUSUM approach as an
on-line monitoring system for biological data is not as straight forward as when the
approach is being used within a process control environment to manufacture products
to specific requirements. This is because in the existing application monitoring aspects
relating to animal health, outlined in Section 1.1.2 and our proposed application in
this thesis monitoring disease surveillance data there is much subjectivity surrounding
what is defined to be atypical behaviour.
The majority of papers discussed in Section 1.1.2 do not make recommendations
concerning appropriate K and H values, but advise that they should be selected based
on several factors. These factors include the guidance from farmers as what is classi-
fied to be atypical behaviour, the interpretation of the ARL in terms of the desired
sensitivity and the consequence of a false alarm, and the manner in which the CUSUM
approach is being applied, i.e. directly monitoring the observations or monitoring the
standardised residuals.
For instance in a recent thesis [55], aspects relating to egg production were moni-
tored using the CUSUM approach. Different allowance values for K were specified for
each farm, following the advice from farmers and the in-control ARL0 was set to only
allow one false alarm to occur every two months. Based on these particular K and
ARL0 values the acceptable limits H within [55] were selected using the ANYGETH
software [97], created by [31].
The overriding conclusion from a review of the literature on the application of
CUSUM schemes to biological data in Section 1.1.2 is that the values for the allowance
value K and acceptable limit H should be specified by the modeller in regard to the
specific problem being investigated.
3.2.4 Implementation of the CUSUM schemes
We implement three on-line CUSUM warning schemes in this thesis to monitor the
standardised residuals arising as a result of applying the Kalman Filter. Scheme
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CUSUM1 produces warnings when the CUSUM score exceeds the acceptable limit,
scheme CUSUM2 monitors the CUSUM scores in the same way and in addition resets
the CUSUM score to H following a warning being raised. Finally scheme CUSUM3 is
an extension of scheme CUSUM2, where in addition to resetting the CUSUM score to
H, the observation that triggered the flag is replaced with its one-step ahead forecast.
This adjustment ensures that a large observation is not influential in future forecasts.
These on-line CUSUM warning schemes operate as follows:
• A state space model that represents the traits of the data is selected.
• The unknown variance terms in the state space model and the terms used to
initialise the Kalman Filter are specified and estimated from the first b years of
data (refer to Section 2.3.2 for more details).
• Appropriate values for the shift δ in K = δ
2
and acceptable limit H, which
determine the performance of the CUSUM are chosen.
For each time-period t, following the first b years of data, Steps 1-6 are applied:
1. The Kalman Filter is used to generate the one-step ahead forecast yt|t−1 and
variance Qt.
2. The observation yt becomes available.
3. The standardised residual e˜t =
yt−yt|t−1√
Qt
is calculated.
4. The one-sided positive CUSUM C+t = max{0, e˜t − δ2 + C+t−1} is generated.
5. If C+t > H a warning is produced.
6. If a warning is raised, implement one of the following schemes (only select one
scheme to use throughout the algorithm):
CUSUM1: Make no change to the CUSUM score C+t or observation yt
CUSUM2: CUSUM score is reset to C+t = H
CUSUM3: CUSUM score is reset to C+t = H and observation yt is
replaced with its forecast yt|t−1.
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Note that the three types of CUSUM schemes described are not the only ones that
we could have considered. For instance, instead of resetting the CUSUM score to the
acceptance level H, the CUSUM score may be reset to zero [31, 56] or half of the
acceptance level [31, 48]. There is also an alternative, yet equivalent, V-Mask scheme
that can be applied to monitor CUSUM scores. In the V-Mask scheme instead of a
warning being raised when C+t > H, a warning is issued when an observation falls
outside the region enclosed by the V-Mask. Refer to [56] for more details. Also distri-
bution specific CUSUM schemes can be used when monitoring observations assumed
to have come from a particular distribution, see [31].
3.2.5 Selecting the K and H parameters for this thesis
In this thesis we select K = δ
2
, whereby δ = 0.1 or δ = 0.01 and H = 5. The
ARL+δ∗ values calculated using Siegmund’s approximation [72] in (3.2.5) relating to the
performance of scheme CUSUM1, for these particular parameter choices are displayed
in Table 3.1.
δ = 0.1 δ = 0.01
Shift δ∗ ARL+δ∗ Shift δ
∗ ARL+δ∗
0 47.204 0 38.813
0.05 32.104 0.05 31.863
0.1 26.810 0.1 26.672
0.25 19.391 0.25 17.243
0.5 11.243 0.5 10.421
0.75 7.788 0.75 7.376
1 5.937 1 5.692
2 3.031 2 2.965
3 2.033 3 2.003
4 1.529 4 1.512
Table 3.1: ARL+δ∗ values associated with δ = 0.1, δ = 0.01 and H = 5.
The ARL+δ∗ values in Table 3.1 are the average number of time-points to detect a
shift of size δ∗. For instance, ARL+1 = 5.937 relates to it taking on average 5.937 time-
points to identify a shift of size δ∗ = 1 for the choice of δ = 0.1. We would like all the
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ARL+δ∗ values to be as small as possible, except for ARL
+
0 , which should be as large as
possible to reduce the likelihood of too many false positives occurring. When a smaller
shift δ is considered there is only a marginal decrease in the magnitude of the ARL+δ∗
values in Table 3.1, except for the in-control ARL+0 . For instance ARL
+
1 = 5.937 for
δ = 0.1, whereas ARL+1 = 5.692 for δ = 0.01, which means there is very little difference
in the average number of time-points to identify a shift of size δ∗ = 1.
3.3 Application of the on-line warning schemes, based
on the Kalman Filter to surveillance data
To illustrate how the PI scheme of Section 3.1.1 and the CUSUM schemes of Section
3.2.4 can be applied to surveillance data, we apply them to a dataset recording the
monthly number of Salmonella Dublin cases in cattle. Data are available from 1993,
however data for 2001 is missing, coinciding with a foot and mouth outbreak in the UK.
For this reason we consider the data from 2002 in Figure 3.1 and start implementing
the schemes from the beginning of 2007, so that the first b = 5 years of data can be
used to estimate the unknown terms in the model.
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Figure 3.1: Salmonella Dublin cattle cases from 2002 with the period of outbreak Dec
2008 to June 2009 highlighted by vertical dashed lines.
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Previous work relating to this dataset carried out by the APHA has been published
in [44] and [63], whereby the APHA’s version of Farrington’s algorithm outlined in
Section 4.2 was applied to an older version of the Salmonella Dublin dataset of Figure
3.1 and produced its first warning in December 2008. Subsequent investigations in [44]
and [63], as a result of performing spatio-temporal cluster analysis, identified a cluster
of Salmonella Dublin cases in the South West of the United Kingdom at this time. It
was confirmed that an outbreak had occurred between December 2008 and June 2009,
as illustrated in Figure 3.1 by the vertical dashed lines.
In order to apply the PI scheme and all three CUSUM schemes to the Salmonella
Dublin data, we first need to select a state space model that represents the traits of
the dataset. As the data are recorded monthly and exhibit both seasonality and a
linear trend, we select a superimposed linear growth model (2.2.12) and a Fourier form
representation of seasonality model of Section 2.2.5 with periodicity p = 12. We fit the
model to the first b = 5 years of data, i.e. years 2002-2006.
The variance terms of this superimposed state space model were assumed to be
structured as V = kV and W = k1I2 ⊕ k2I11 in accordance with Section 2.3.2 for
constants kV , k1 and k2 and the terms used to initialise the Kalman Filter were also
assumed to take the form θ̂0 = kθ̂0113 and P0 = kP0I13 for constants kθ̂0 and kP0 .
Estimates for these constants were obtained using a MLE approach within the DLM
package in R [66], based on fitting the model to the first 5 years of data. Some work was
carried out to consider models featuring a more complex variance structure, but for this
dataset and other similar datasets this did not dramatically improve the forecasting
ability of the model. Thus, in the interest of parsimony this model was found to be
adequate.
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3.3.1 PI scheme results
When the PI scheme of Section 3.1.1 was applied to the Salmonella Dublin dataset
with za = 1.64, only one warning was raised by the scheme right at the start of the
outbreak, i.e. December 2008.
Month Observed yt Expected yt|t−1 Threshold UPI Exceedance XPI
Dec-08 52 17.669 46.659 1.184
Table 3.2: Details of the only warning produced by the PI scheme when applied to the
Salmonella Dublin data.
Details relating to this one warning are displayed in Table 3.2 and are illustrated
in Figure 3.2, whereby the warning is produced when the observed number of cases
exceeds the 90% threshold, i.e. yt > U
PI (or equivalently when the exceedance score
XPI > 1). It can be noted that with a higher threshold no warnings will be issued
during the outbreak period.
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Figure 3.2: Application of the PI scheme to the Salmonella Dublin dataset from 2007
with the outbreak period (Dec 2008 to June 2009) highlighted by vertical dashed lines.
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3.3.2 CUSUM scheme results
All the different CUSUM schemes of Section 3.2.4 were applied to the Salmonella
Dublin dataset from the beginning of 2007 with CUSUM parameters: shift δ = 0.01
and acceptable limit H = 5. The performance of each CUSUM scheme during the
outbreak period (December 2008 to June 2009) is compared in Table 3.3. The months
where warnings are raised by each CUSUM scheme when the CUSUM score exceeds
the acceptable limit, i.e. C+t > 5 are highlighted in bold in Table 3.3.
CUSUM1 CUSUM2 CUSUM3
Month Observed Expected S.Res. CUSUM Expected S.Res. CUSUM Expected S.Res. CUSUM
yt yt|t−1 e˜t C
+
t yt|t−1 e˜t C
+
t yt|t−1 e˜t C
+
t
Dec-08 52 17.669 1.942 4.518 17.669 1.942 4.518 17.669 1.942 4.518
Jan-09 39 27.928 0.627 5.139 27.928 0.627 5.139 27.928 0.627 5.139
Feb-09 30 28.396 0.091 5.225 28.396 0.091 5.086 24.285 0.323 5.318
Mar-09 31 29.725 0.072 5.292 29.725 0.072 5.067 24.081 0.392 5.387
Apr-09 26 32.499 -0.368 4.919 32.499 -0.368 4.627 25.892 0.006 5.001
May-09 34 34.96 -0.054 4.86 34.96 -0.054 4.568 29.725 0.242 5.237
Jun-09 40 34.692 0.3 5.155 34.692 0.3 4.863 29.864 0.574 5.569
Table 3.3: Comparison of the CUSUM schemes during the outbreak period (Dec 2008
to June 2009).
Month Observed yt Expected yt|t−1 S.Res. e˜t CUSUM C+t
Jul-09 40 36.778 0.182 5.177
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Dec-09 58 47.543 0.592 5.175
Jan-10 44 36.551 0.422 5.417
Feb-10 41 32.851 0.461 5.456
Mar-10 38 32.012 0.339 5.334
Apr-10 39 33.779 0.296 5.291
May-10 47 37.035 0.564 5.559
Jul-10 56 43.111 0.73 5.655
Sep-10 71 62.427 0.485 5.356
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Apr-13 31 18.09 0.731 5.421
May-13 25 20.083 0.278 5.273
Aug-13 30 27.351 0.15 5.12
Table 3.4: False warnings produced by CUSUM3 following the outbreak period.
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It is evident in Table 3.3 that all the CUSUM schemes produced their first warning
in January 2009, which is a month after the outbreak started. No warnings were raised
before December 2008 by any of the CUSUM approaches and schemes CUSUM1 and
CUSUM2 gave rise to no false warnings after the outbreak period. CUSUM 3 is the
scheme which produced the most warnings during the outbreak, however this scheme
also issued many false warnings following the end of the outbreak in June 2009, as
illustrated in Table 3.4.
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Figure 3.3: Application of the CUSUM1 scheme to the Salmonella Dublin dataset from
2007 with the outbreak period (Dec 2008 to June 2009) highlighted by vertical dashed
lines.
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Figure 3.4: Monitoring the CUSUM score of the CUSUM1 scheme applied to the
Salmonella Dublin dataset from 2007 with the outbreak period (Dec 2008 to June
2009) highlighted by vertical dashed lines.
The way in which one of the CUSUM schemes, CUSUM1 operates is illustrated in
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Figures 3.3 and 3.4. In Figure 3.3, at the start of the outbreak the observed count is
seen to exceed the expected number of cases. This leads to a large positive standardised
residual e˜t being attained, which increases the CUSUM score C
+
t being monitored in
Figure 3.4 over the acceptable limit H = 5.
It can be seen from Table 3.3 and visually in Figure 3.4 that if the acceptable
limit at which a warning is raised is reduced from 5 to 4.5 all the CUSUM schemes
will issue warnings for every month throughout the outbreak period, however this
amendment may also introduce further false warnings. This demonstrates that the
performance of the CUSUM schemes is very sensitive to the choice of δ and H and thus
careful consideration of these parameters should be made when applying the schemes,
to maintain acceptable performance in relation to the ARL measures.
Chapter 4
The Early Detection Surveillance
Algorithm
One statistical method that has been adopted by many organisations to perform on-line
monitoring of health surveillance data is Farrington’s statistical surveillance algorithm
[16] for the early detection of outbreaks of infectious disease. It is favoured over alter-
native statistical surveillance methods since it is capable of monitoring many different
diseases simultaneously and requires little user input. The algorithm takes into account
several key features of the data: seasonality, presence of a trend and past outbreaks.
Seasonality and trend are incorporated into the algorithm each month by using a model
with a linear trend term to produce an estimate for the expected number of cases, based
on the models fit to only a subset of the past data relating to the current month. The
algorithm gives consideration to the presence of past outbreaks or outliers by using a
weighting scheme that reduces the influence of large residuals.
Examples of organisations using the algorithm include the UK’s Health Protection
Agency (HPA) which utilises the algorithm to monitor cases of infectious diseases
affecting humans. The Danish Statens Serum Institute operates the algorithm on many
diseases caused by gastrointestinal pathogens [35]. A version of the approach is used by
the APHA to regularly monitor Salmonella cases and diagnosis not reached cases (no
specific cause of death) in animals. A full description of the APHA’s implementation
of Farrington’s algorithm is summarised in Section 4.2 and further details can be found
in [43], [44] and [63].
In this chapter of the thesis Farrington’s original algorithm [16] will be described
61
62
along with the version of the algorithm that is implemented at the APHA. Recent sug-
gested amendments to the algorithm outlined in [59] will be discussed and in Figure 4.1
we give an overview of the version of Farrington’s algorithm, referred to subsequently
as the EDS algorithm that we use to compare the performance of the method to that
of the on-line warning algorithms based on the Kalman Filter. We also demonstrate
how the EDS algorithm operates, by applying this method to an extended version of
the Salmonella Dublin dataset that the APHA’s implementation of the algorithm was
able to successfully detect an outbreak in.
The main idea behind Farrington’s algorithm is to fit a model to a selection of the
past data referred to as the base-line data for each current month to enable an estimate
for the current expected count. A threshold is calculated based on the current expected
count and when the actual count becomes available, a warning is issued if the threshold
is exceeded.
4.1 Farrington’s algorithm
The original monitoring process of [16] relates to data recorded on a weekly basis. Since
data may be collected using different time frames the steps involved in Farrington’s
algorithm have been summarised below in terms of periods rather than weeks.
1. Selection of base-line data:
To incorporate seasonality into the model, a subset of the past data, referred to
as the base-line data, is used to generate an estimate µˆ∗ for the observed count
y∗ at the current time period t∗. Select
b to be the number of years of previous data used in the algorithm and
w to be the window half width.
If the current period is t∗ of year Y , then the base-line dataset relating to t∗
comprises of data from periods (t∗ − w) to (t∗ + w) of years (Y − b) to (Y − 1).
Therefore data for 2w + 1 periods for each year of the previous b years are used
leading to a base-line dataset of size n = b(2w+1). Let D be the set of subscripts
relating to the n periods of the base-line dataset.
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Example
To illustrate the selection of base-line data consider the following example, whereby
case numbers are recorded monthly and the current month t∗ relates to February
2012.
Suppose case numbers yj relating to months tj, j = 1, . . . , 61 representing January
2007 to January 2012 are available. With the choice of b = 5 and w = 1;
D = {1, 2, 3, 13, 14, 15, 25, 26, 27, 37, 38, 39, 49, 50, 51}.
Thus, case numbers
{yi : i ∈ D} = {y1, y2, y3, y13, y14, y15, y25, y26, y27, y37, y38, y39, y49, y50, y51}
for months {ti : i ∈ D} relating to data from January to March of the 5 previous
years form the subset of the past data, referred to as the base-line dataset. This
base-line dataset comprising n = 5(2 × 1 + 1) = 15 observations will be used
to estimate the number of cases µˆ∗, for the current month t∗ = 62 relating to
February 2012.
2. Initial estimates for µ∗ and φ:
For each period ti within the base-line data such that i ∈ D, let µˆi be the fitted
number of cases for the observed count yi, where the observed counts yi are
assumed to be independent and distributed with mean µi and variance φµi.
An over dispersed log-linear regression model
log(E[yi]) = log(µi) = α + βti (4.1.1)
is fitted to the base-line data using the dispersion parameter
φˆ = max
{
1
n− p
∑
i∈D
(yi − µˆi)2
µˆi
, 1
}
. (4.1.2)
The choice of p = 2 is used, reflecting the linear trend incorporated in the model.
Estimates for α and β are obtained using a Quasi-Poisson likelihood method and
an initial estimate of the number of cases at the current time-point is µˆ∗ = eαˆ+βˆt∗ .
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3. Calculation of weights:
A weighting procedure is implemented whereby weights
ωi =
{
γs−2i , if si > 1
γ, otherwise,
are assigned to each base-line time point based on the magnitude of the scaled
Anscombe residuals
si =
3
2φˆ
1
2
y
2
3
i − µˆ
2
3
i
µˆ
1
6
i (1− hii)
1
2
,
where hii is the i-th diagonal element of the hat matrix and γ is a constant such
that
∑
i∈D ωi = n.
The motivation of the weighting scheme is to reduce the influence of observations
in the base-line data with large residuals, possibly relating to past outbreaks, by
assigning small weights to such residuals.
Let m be the number of observations in the base-line data with si > 1 and let M
be the set of corresponding subscripts. Then using
n =
∑
i∈D
ωi
=γ
[
(n−m) +
∑
i∈M
s−2i
]
an explicit expression for γ is derived as
γ =
n
(n−m) +∑i∈M s−2i .
The estimate of φ in (4.1.2) of Step 2 is updated using this weighting scheme to
φˆ = max
{
1
n− p
∑
i∈D
ωi(yi − µˆi)2
µˆi
, 1
}
(4.1.3)
with p = 2.
4. Revision of the estimates for µ∗ and φ:
The updated estimate of φ in (4.1.3) acquired using the weighting procedure of
Step 3 enables updated estimates for α, β and µ∗ to be obtained with the appli-
cation of a weighted version of the over-dispersed Quasi-Poisson model (4.1.1) of
Step 2.
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5. Exclusion of the linear trend term:
A decision is made to exclude the linear trend term βti in the model of (4.1.1) if
one or more of the following conditions is true:
C1: b < 3
C2: β is not significantly different from zero at the 5% level using a t-test
C3: µˆ∗ > max{yi : i ∈ D}.
Outcome of decision:
• Include trend - Continue to Step 6.
• Exclude trend - Repeat procedure of Steps 2-4 by fitting a simplified version
of model (4.1.1) without the trend term, i.e. log(E[yi]) = log(µi) = α with
p = 1.
6. Threshold calculation:
Following the approach of [16] an approximation to the exact 100(1− 2a)% pre-
diction interval for y
2
3∗ is given by (L
2
3 , U
2
3 ), where L
2
3 and U
2
3 are approximations
to E[y
2
3∗ ] − za(V [y
2
3∗ − µˆ
2
3∗ ])
1
2 and E[y
2
3∗ ] + za(V [y
2
3∗ − µˆ
2
3∗ ])
1
2 . Here the 100(1 − a)-
percentile of the normal distribution, za is chosen empirically to keep the number
of warnings raised at manageable levels. For instance, za = 1.96 corresponds to
a 95% prediction interval.
Since the data are assumed to be distributed according to an over dispersed
Poisson distribution with mean µ and variance φµ for the dispersion parameter
φ ≥ 1, the mean and variance of the current observation y∗ are µ∗ and φµ∗
respectively.
The delta method outlined in [60], based on Taylor series expansions approxi-
mates the moments of functions of random variables:
E[f(X)] ≈f(E[X])
V [f(X)] ≈(f ′(E[X]))2V [X].
(4.1.4)
With the choice of f(X) = X
2
3 and X = y∗ in (4.1.4) we can apply a 23 -power
transformation to take into account the low frequency of Poisson data and use the
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delta method to approximate the mean and variance of the transformed current
count y
2
3∗ :
E[y
2
3∗ ] ≈µ
2
3∗
V [y
2
3∗ ] ≈4
9
φµ
1
3∗
and also approximate the mean and variance of the transformed fitted value µˆ
2
3∗ :
E[µˆ
2
3∗ ] ≈µ
2
3∗
V [µˆ
2
3∗ ] ≈4
9
µ
− 2
3∗ V [µˆ∗],
where in addition to applying the delta method, it is assumed that µˆ∗ is an
unbiased estimator for µ∗, i.e. E[µˆ∗] = µ∗.
Thus, the prediction error y
2
3∗ − µˆ
2
3∗ has variance
V [y
2
3∗ − µˆ
2
3∗ ] =
4
9
µ
1
3∗
[
φµ∗ + V [µˆ∗]
µ∗
]
. (4.1.5)
We introduce notation V̂ here to represent an expression for V in which all the
terms are replaced by their estimates. For example, the variance term (4.1.5)
using this notation is expressed as
V̂ [y
2
3∗ − µˆ
2
3∗ ] =
4
9
µˆ
1
3∗
[
φˆµˆ∗ + V̂ [µˆ∗]
µˆ∗
]
. (4.1.6)
Since the exact expression for V̂ [µˆ∗] in (4.1.6) is not specified in Farrington’s
original paper [16] or in the most recent paper [59], several options for this term
are considered in Section 4.5.
The approximate upper prediction threshold for y
2
3∗ is given by
U
2
3 =µˆ
2
3∗ + za
(
4
9
µˆ
1
3∗
[
φˆµˆ∗ + V̂ [µˆ∗]
µˆ∗
]) 1
2
=µˆ
2
3∗
(
1 +
2
3
za
[
φˆµˆ∗ + V̂ [µˆ∗]
µˆ2∗
] 1
2 )
.
This can be transformed to generate the approximate upper prediction threshold
for y∗:
U = µˆ∗
(
1 +
2
3
za
[
φˆµˆ∗ + V̂ [µˆ∗]
µˆ2∗
] 1
2 ) 3
2
. (4.1.7)
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This threshold is appropriate for data with low counts, and from a positively
skewed distribution. There are situations where it may be necessary to consider
thresholds obtained via alternative transformations, such as the square root trans-
formed threshold mentioned in [16], which is a variance stabilizing transform for
the Poisson distribution.
7. New data:
The number of cases y∗ for the current period t∗ becomes available.
8. Exceedance calculation:
An exceedance score X is calculated using the actual number of cases y∗ for the
current period t∗, threshold U and expected number of cases µˆ∗. In the event
that fewer than 5 cases are recorded in the last 4 periods, the exceedance score
is set to zero:
X =
{
0, if
∑t∗−1
j=t∗−4 yj < 5
y∗−µˆ∗
U−µˆ∗ , otherwise.
9. Warning flag:
If X > 1, i.e. y∗ > U , the current observed number of cases exceeds the threshold
and a warning flag is issued.
4.2 APHA’s version of Farrington’s algorithm
The version of Farrington’s algorithm that the APHA implement in R [67] on a monthly
basis to monitor the prevalence of disease cases relating to multiple surveillance datasets
is applied with two options for the base-line data, either b = 5 or b = 12 years with
w = 1 in both cases. The short base-line data option (b = 5 years) should be able
to quickly adapt to changes in the dataset, whereas the long base-line data option
(b = 12 years) should enable a sufficient fit of the model to the data to be obtained.
In addition if the two different lengths of base-line data are considered simultaneously,
this will provide further evidence that something is amiss if warnings are raised in both
instances. The upper threshold U (4.1.7), which is influential in determining whether
a warning is raised is selected with the choice of V̂ [µˆ∗]D in (4.5.8) for za = 1.96.
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In [43], the APHA’s version of Farrington’s algorithm was applied to several datasets
relating to different animal species and Salmonella serotypes and it was noted that
the effectiveness of the model was impeded for datasets obtained using inadequate
data collection processes. Subsequent publications by the APHA, [44] and [63], detail
the ability of their version of the algorithm to correctly identify a Salmonella Dublin
outbreak amongst cattle within an older version of the dataset that we apply the EDS
algorithm to in Section 4.7 of this thesis.
4.3 Amendments to Farrington’s algorithm
It was observed in a recent paper [59] that Farrington’s original algorithm produced a
higher than desirable number of false warnings and several amendments to the algo-
rithm were discussed. The modifications included:
1. Adjust the base-line data to incorporate the inclusion of seasonal factors.
2. Always include the trend term β in the model irrespective of its statistical sig-
nificance.
3. Amend the adaptive weighting scheme to consider weights wi based on si > 2 or
si > 3 in preference to si > 1.
4. Consider an entirely new weighting scheme whereby base-line time points for
which an alarm has been raised are down weighted to reduce their impact on the
current expected count.
5. Amend the threshold U and exceedance score X calculations by using a negative
binomial distribution in place of a normal distribution.
These amendments were tested on a range of simulated datasets incorporating simu-
lated lognormal outbreaks corresponding to the dynamics of diseases typically moni-
tored by the Health Protection Agency (HPA), and on real-life data relating to weekly
reports of organism counts from the HPA Lab-Base surveillance database.
The majority of modifications considered in [59] resulted in fewer false alarms being
attained in comparison to Farrington’s original algorithm. Although investigations
were carried out in [59] to compare the ability of several versions of the algorithm
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featuring these amendments to correctly identify outbreaks, a rigorous comparison was
not made to look at the impact that these amendments had on the identification of
outbreaks when compared to Farrington’s original algorithm.
The new weighting scheme of modification 4 was not found to perform substantially
better than the original adaptive weighting scheme when the changes of modification
3 were made and was more difficult to implement. Therefore in [59] it was concluded
that the adaptive weighting scheme of modification 3 was adequate when weights were
based on si > 2.58.
4.4 The Early Detection Surveillance (EDS) algo-
rithm
The version of Farrington’s algorithm that we wish to implement in R [67] for data
that has been recorded monthly has been summarised in Figure 4.1 and we refer to
this as the Early Detection Surveillance (EDS) algorithm. It is based on the original
algorithm of [16] with parameters that are consistent with the APHA’s application of
Farrington’s original algorithm, i.e. base-line parameters: b = 5 or b = 12 years and
w = 1, giving rise to base-line datasets comprising of n = b(2w + 1) months.
The upper threshold determining whether a warning is raised was selected to be
UF0 in (4.6.20) for which V̂ [µˆ∗]F0 in (4.5.14) and za = 1.96. The following criteria were
chosen to determine the exceedance score:
X =

0, if y∗ = 0 or U = 0
1, if there are no cases in the base-line data and y∗ > 0
y∗−µˆ∗
U−µˆ∗ , otherwise.
Note that the condition from the original paper [16] that X = 0, if there are fewer
than 5 cases in the last 4 periods has been removed, since we wish to alert for instances
when there is a higher number of expected cases regardless of how many cases have
arisen in the past 4 periods. This is consistent with [59].
In our EDS algorithm we have also implemented one of the modifications of [59],
modification 2 outlined in Section 4.3, which is that the trend term β is retained in
the model irrespective of its statistical significance. This is in view of the fact that this
amendment was found to avoid the inconsistencies which arose when the trend term
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was included or excluded in adjacent periods. Making this modification essentially
removes Step 5 of Farrington’s original algorithm outlined in Section 4.1.
The remaining amendments of [59] that were found to reduce the number of false
alarms have not been used in our EDS version of the algorithm. This is because when
they were implemented in [59] a comparison was made between the schemes featuring
the modifications to assess their impact on the ability of schemes to detect outbreaks.
However a rigorous comparison was not made to assess the impact between the modified
schemes and Farrington’s original algorithm. Therefore there may be a decline in the
ability of the scheme to identify outbreaks in addition to the reduction in the number
of false warnings when these amendments are implemented.
We found this to be the case when assessing the impact of making modification 3 of
[59], outlined in Section 4.3 when applied to the simulated outbreak data considered in
Chapter 5. Fewer false warnings and fewer correctly identified outbreaks were attained
when the weights wi were defined for the cases of si > 2 or si > 3 in preference to
si > 1.
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(1) Selection of base-line data
A subset of the past b years of data is selected
to be the base-line dataset. If the current month
is t∗ of year Y , then the base-line dataset relat-
ing to t∗ comprises of data from n = 3b months
(t∗ − 1) to (t∗ + 1) of years (Y − b) to (Y − 1).
Let D be the set of subscripts relating to the n
months of the base-line dataset
(2) Initial estimates for µ∗ and φ
Fit a log-linear Poisson regression model
µi = eα+βti
to the base-line data with observed counts yi for
months ti, i ∈ D, using the dispersion parameter
φˆ = max
{
1
n− 2
∑
i∈D
(yi − µˆi)2
µˆi
, 1
}
to obtain an initial estimate for the expected
count µˆ∗ = eαˆ+βˆt∗ at the current month t∗.
(3) Calculation of weights
To reduce the influence of past outbreaks or out-
liers, small weights
ωi =
{
γs−2i , if si > 1
γ, otherwise,
are assigned to observations with large scaled
Anscombe residuals si.
(4) Revision of estimates for µ∗ and and φ
The regression model of Step 2 is refitted using
an updated estimate of φ, namely
φˆ = max
{
1
n− 2
∑
i∈D
ωi(yi − µˆi)2
µˆi
, 1
}
,
based on the weights of Step 3 to obtain an up-
dated estimate for µ∗.
(5) Threshold calculation
The transformed upper 95% prediction interval
is obtained for the current count y∗:
U = µˆ∗
[
1 +
2
3
za
(
φˆµˆ∗ + V̂ [µˆ∗]
µˆ2∗
) 1
2
] 3
2
with V̂ [µˆ∗] = φˆµˆ∗n and za = 1.96.
(6) New data
The number of cases y∗ for the current month t∗
becomes available.
(7) Exceedance calculation
X =

0, if y∗ = 0 or U = 0
1, if there are no cases in the
base-line data and y∗ > 0
y∗−µˆ∗
U−µˆ∗ , otherwise.
(8) Warning flag
If the exceedance score X > 1, i.e. y∗ > U , then
a warning flag is issued. If deemed necessary
further investigations may be carried out.
Figure 4.1: Steps of the EDS algorithm, applied to current month t∗.
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4.5 Options for V̂ [µˆ∗]
A variety of options for the variance term V̂ [µˆ∗] in the threshold U of (4.1.7) will be
considered since in Farrington’s original paper [16], and in the most recent paper of
[59], the exact expression chosen for this term is not specified. Investigations will be
carried out in Section 4.6 concerning the impact that each of the options for V̂ [µˆ∗] has
on the algorithm’s threshold U at which a warning is raised. The following choices for
V̂ [µˆ∗] will be considered:
• Delta method: V̂ [µˆ∗]D = µˆ2∗(V [αˆ] + t2∗V [βˆ] + 2t∗Cov[αˆ, βˆ])
• Farrington’s method ignoring correlation: V̂ [µˆ∗]F0 = φˆµˆ∗n
• Farrington’s correlation method: V̂ [µˆ∗]F = φˆµˆ∗n (1 + 2ρˆ)
• Kafadar’s correlation method: V̂ [µˆ∗]K = φˆµˆ∗3n (1 + 2(1 + ρˆ)2).
In the application of the algorithm by the APHA in [43], [44] and [63], the delta method
(4.1.4) is used to define V̂ [µˆ∗], since this method was utilisied throughout the derivation
of the threshold U in Farrington’s original paper [16]. The remaining options for V̂ [µˆ∗]
are referred to in [16] and are derived following the work of [39]. In particular Farring-
ton’s correlation method and Kafadar’s correlation method incorporate the effects of
serial correlation between counts in the base-line data, whereas Farrington’s method
ignoring correlation is mainly for use when there is no trend. Note that there is an
alternative way of obtaining V̂ [µˆ∗] from the linear prediction µˆ∗, which is implemented
within the surveillance package of R [34]. This method does not take into account
serial correlation and is widely used in many applications of Farrington’s algorithm.
4.5.1 Delta method
Consider the variance of the fitted value µˆ∗ = eαˆ+βˆt∗ to be of the form V [µˆ∗] = V [eX ],
where X = αˆ + βˆt∗ is treated as a random variable. The delta method relating to
the variance of a function of a random variable outlined in (4.1.4) is applied with
f(X) = eX and unbiased estimators αˆ and βˆ for α and β, i.e. E[αˆ] = α and E[βˆ] = β
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to obtain:
V [µˆ∗] =V [eX ]
≈(eE[X])2V [X]
≈(eα+βt∗)2V [αˆ + βˆt∗]
≈µ2∗(V [αˆ] + t2∗V [βˆ] + 2t∗Cov[αˆ, βˆ]),
(4.5.8)
such that
V̂ [µˆ∗] = µˆ2∗(V [αˆ] + t
2
∗V [βˆ] + 2t∗Cov[αˆ, βˆ]). (4.5.9)
The V̂ notation defines an expression, whereby all the terms in V are replaced by their
estimates. Note here that in our EDS version of Farrington’s algorithm for monthly
data, the choice of t∗ = 62 and t∗ = 146 correspond to the respective cases of 5 and 12
years of base-line data.
The representation of the variance in this way seems unsatisfactory due to the
presence of the t∗ term, which is essentially a counter. The formula suggests that,
depending upon the magnitude of Cov[αˆ, βˆ], there is a possibility that a larger or
smaller variance may be obtained as a consequence of shifting the counter. Note
however if base-line time-points ti were recorded as negative numbers so that the current
time period t∗ was always selected to be zero, this results in an estimate for µˆ∗, whereby
there are no secular time effects, i.e. µˆ∗ = eαˆ. The corresponding variance term for
this estimate obtained using the delta method is V̂ [µˆ∗] = µˆ2∗V [αˆ].
4.5.2 Methods of Farrington and Kafadar
In the remaining options for V̂ [µˆ∗], let D be the set of subscripts relating to the
n periods forming the base-line dataset and let Yi such that i ∈ D be the random
variables relating to data values at the base-line time-points. If it is assumed that
there are no secular time effects, i.e. β = 0 in the regression model, the expected count
at t∗ has an unbiased estimator
µˆ∗ =
1
n
∑
i∈D
Yi.
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The following variance properties
V
[∑
i∈D
Yi
]
=
∑
i∈D
∑
j∈D
Cov[Yi, Yj]
=
∑
i∈D
V [Yi] + 2
∑
1≤i
i∈D
∑
i<j
j∈D
Cov[Yi, Yj]
and
V [aYi] = a
2V [Yi]
for constant a can be used as an alternative method to the delta method of (4.1.4) in
which to calculate this variance term
V [µˆ∗] = V
[
1
n
∑
i∈D
Yi
]
=
1
n2
(∑
i∈D
V [Yi] + 2
∑
i≤1
i∈D
∑
i<j
j∈D
Cov[Yi, Yj]
)
. (4.5.10)
In our EDS algorithm, b years of base-line data are considered for a window half width
of w = 1 month. Thus 3 months from each of the b base-line years form the base-line
dataset consisting of n = 3b time-points.
The possible existence of serial correlation between successive time-points in the
same year is introduced into the variance term (4.5.10), according to the work of [16]
and [39], by considering the following covariance structure:
Cov[Yi, Yj] =

σ2, if i = j
ρσ2, if j = i+ 1
κσ2, if j = i+ 2
0, otherwise.
(4.5.11)
Under the assumption that there are no secular time effects, i.e. β = 0 in the regression
model, σ2 = V [Yi] for all i ∈ D, and ρ and κ are correlation coefficients between base-
line months. Specifically ρ is the correlation between successive base-line months of
the same year and κ is the correlation coefficient between base-line months two months
apart in the same year. Substituting (4.5.11) into the variance term (4.5.10) we find
V [µˆ∗] =
1
(3b)2
(
3bσ2 + 4bρσ2 + 2bκσ2
)
=
σ2
3n
(3 + 4ρ+ 2κ).
(4.5.12)
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The variance of the current count y∗, σ2 = V [y∗] = φµ∗, can be inserted into (4.5.12)
to enable the effects of serial correlation to be considered via
V̂ [µˆ∗] =
φˆµˆ∗
3n
(3 + 4ρˆ+ 2κˆ). (4.5.13)
The resulting variance term (4.5.13) can be split into three different options:
• Farrington’s method ignoring correlation. The effects of correlation are
assumed negligible, (i.e. ρ = κ = 0 and using ρˆ = κˆ = 0 in (4.5.13)):
V̂ [µˆ∗]F0 =
φˆµˆ∗
n
. (4.5.14)
• Farrington’s correlation method. The effects of correlation are assumed to
be the same between all base-line counts within the same year, (i.e. ρ 6= 0 and
using κˆ = ρˆ in (4.5.13)):
V̂ [µˆ∗]F =
φˆµˆ∗
n
(1 + 2ρˆ). (4.5.15)
• Kafadar’s correlation method. The effects of correlation between consecutive
base-line months in the same year and base-line months two months apart in the
same year are considered, (i.e. ρ 6= 0 and using κˆ = ρˆ2 in (4.5.13)):
V̂ [µˆ∗]K =
φˆµˆ∗
3n
(1 + 2(1 + ρˆ)2). (4.5.16)
In the three versions of V̂ [µˆ∗]: V̂ [µˆ∗]F0, V̂ [µˆ∗]F and V̂ [µˆ∗]K in (4.5.14), (4.5.15)
and (4.5.16), the influence of the number of years of base-line data is observed in the
presence of factor 1
n
. When a higher number of years of base-line data are considered,
n increases and factor 1
n
decreases, thereby reducing the variance terms. This is a more
appropriate representation of the base-line data in preference to its influence via the t∗
term in the V̂ [µˆ∗]D version of the variance term in (4.5.9), calculated using the delta
method.
We considered multiple methods of estimating the correlation term ρ in the two
variance options: V̂ [µˆ∗]F and V̂ [µˆ∗]K in (4.5.15) and (4.5.16), which directly incorporate
serial correlation between base-line months in the same year. The most appropriate
form for ρ, capable of representing the dynamics of the data was as follows:
1. Select only a subset of the 12b monthly counts in the past b years, referred to as
the base-line dataset consisting of 3b time points.
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2. The estimate for ρ is based on the correlation between counts relating to consec-
utive months of the same year contained in the base-line data.
Example:
If b = 5 and w = 1, three months of each year are included in the base-line
dataset, i.e. 15 months in total, whereby months 1,2,3 relate to the first year
of base-line data and months 13,14,15 relate to the fifth year of base-line data.
Thus, the estimate for ρ is obtained assuming no trend from the observed counts
relating to the monthly pairs: (1, 2), (2, 3), (4, 5), (5, 6), . . . , (13, 14), (14, 15).
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4.6 Selecting an upper threshold (based on V̂ [µˆ∗])
The behaviour of the upper threshold in the EDS algorithm:
U = µˆ∗
(
1 +
2
3
za
[
φˆµˆ∗ + V̂ [µˆ∗]
µˆ2∗
] 1
2
) 3
2
(4.6.17)
will now be investigated based upon the options for V̂ [µˆ∗], outlined in (4.5.9) and
(4.5.14)-(4.5.16) of Section 4.5.
Based on the performance of the various options for V̂ [µˆ∗] applied to simulated
outbreak data of Chapter 5, the delta method representation V̂ [µˆ∗]D in (4.5.9) was
the worst performing option, since this option failed to correctly identify some of the
simulated outbreaks that the alternative variance options were able to detect. The
options for V̂ [µˆ∗] incorporating correlation: V̂ [µˆ∗]F and V̂ [µˆ∗]K in (4.5.15) and (4.5.16)
demonstrated similar results to an approximation ignoring the effects of correlation,
namely V̂ [µˆ∗]F0 in (4.5.14) when applied to the simulated outbreak data of Chapter 5.
4.6.1 Investigating the effects of serial correlation
To investigate whether there are any advantages to incorporating the effects of cor-
relation in the application of the EDS algorithm, we consider the options for V̂ [µˆ∗]:
V̂ [µˆ∗]F0, V̂ [µˆ∗]F and V̂ [µˆ∗]K in (4.5.14), (4.5.15) and (4.5.16) with regards to their
effect on the threshold U in (4.6.17). The option using V̂ [µˆ∗]F0 represents the case
of no correlation, whereas V̂ [µˆ∗]F and V̂ [µˆ∗]K represent the cases when the respective
first and second order correlation terms are retained and have the correlation structure
given in (4.5.11).
Let UF0, UF and UK be the thresholds corresponding to the choice of V̂ [µˆ∗]F0,
V̂ [µˆ∗]F and V̂ [µˆ∗]K in (4.6.17). The difference in the upper thresholds UF and UK ,
which incorporate the effects of correlation and the threshold UF0 with no correlation
effects can be approximated following the work of [16] by considering series expansions.
The difference in
UF − UF0 = µˆ∗
(
1 +
2
3
za
[
φˆµˆ∗ + V̂ [µˆ∗]F
µˆ2∗
] 1
2
) 3
2
− µˆ∗
(
1 +
2
3
za
[
φˆµˆ∗ + V̂ [µˆ∗]F0
µˆ2∗
] 1
2
) 3
2
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with V̂ [µˆ∗]F and V̂ [µˆ∗]F0 defined in (4.5.15) and (4.5.14) can be expressed as
UF−UF0 = µˆ∗
[{
1 +
2
3
za
(
φˆ
µˆ∗
) 1
2
(
1 +
1
n
(1 + 2ρˆ)
) 1
2
} 3
2
−
{
1 +
2
3
za
(
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µˆ∗
) 1
2
(
1 +
1
n
) 1
2
} 3
2 ]
.
Using the series expansion (1 + cx
1
2 )
3
2 = 1 + 3
2
cx
1
2 +O(x), the difference in UF and UF0
can be approximated by
UF − UF0 ≈µˆ∗
[{
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3
2
2
3
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) 1
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n
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) 1
2
}]
≈za(φˆµˆ∗) 12
[(
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1
n
(1 + 2ρˆ)
) 1
2
−
(
1 +
1
n
) 1
2
]
.
Using a subsequent series expansion for (1 + x)
1
2 = 1 + 1
2
x+O(x2) we find
UF − UF0 ≈za(φˆµˆ∗) 12
[(
1 +
1
2n
(1 + 2ρˆ)
)
−
(
1 +
1
2n
)]
≈1
2
za(φˆµˆ∗)
1
2
[
1
n
(1 +2ρˆ)− 1
n
]
≈za(φˆµˆ∗) 12
(
ρˆ
n
)
.
(4.6.18)
This is consistent with the threshold found in [16]. The difference in thresholds UK
and UF0 can be similarly approximated by
UK − UF0 ≈ za(φˆµˆ∗) 12
[
1
3n
(2ρˆ+ ρˆ2)
]
. (4.6.19)
The approximate differences in the thresholds UF − UF0 and UK − UF0 in (4.6.18)
and (4.6.19) for the case where we have a small or large number of base-line years
(b = 5 or b = 12), strong seasonal effects (ρˆ = 0.7), a model with slight over dispersion
(φˆ = 1.1) when za = 1.96 for varying expected case numbers µˆ∗ ∈ {5, 50, 500, 5000}
are considered in Table 4.1.
The difference between UF and UF0 and between UK and UF0 is very small relative
to UF0− µˆ∗. Therefore it can be stated that the inclusion of correlation in the variance
terms V̂ [µˆ∗]F and V̂ [µˆ∗]K in (4.5.15) and (4.5.16) has only a marginal effect on the
threshold (4.6.17), which determines when a warning is raised and we may ignore the
effects of correlation, i.e. set ρ = 0 and select V̂ [µˆ∗]F0 in (4.5.14) to be the variance
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UF0 − µˆ∗ UF − UF0 UK − UF0
µˆ∗ b = 5 b = 12 b = 5 b = 12 b = 5 b = 12
5 5.434 5.322 0.215 0.089 0.193 0.080
50 15.740 15.438 0.678 0.283 0.611 0.254
500 48.217 47.317 2.145 0.894 1.931 0.804
5000 150.873 148.084 6.783 2.826 6.105 2.544
Table 4.1: Comparison between the upper thresholds UF , UK and UF0 with varying
expected case numbers µˆ∗ and b years of base-line data.
term in the upper threshold U of (4.6.17), i.e.
UF0 = µˆ∗
(
1 +
2
3
za
[
φˆ
µˆ∗
(
1 +
1
n
)] 1
2
) 3
2
. (4.6.20)
We use (4.6.20) for the upper threshold in our EDS algorithm. This is consistent
with Farrington’s findings in [16] relating to the effects of serial correlation, whereby
Farrington decided to ignore the effects of correlation.
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4.7 Application of the EDS algorithm to surveil-
lance data
The version of Farrington’s algorithm that we consider in this thesis, i.e. the EDS
scheme of Figure 4.1 is illustrated by the application to the Salmonella Dublin dataset
of Figure 3.1. A comparison of the performance of the algorithm is made with the
results of the on-line PI and CUSUM warning algorithms from Section 3.3. This
Salmonella Dublin dataset is an extended version of the dataset that the APHA applied
their version of Farrington’s algorithm to in [44] and [63]. The outbreak, which was
confirmed to have taken place between December 2008 and June 2009 by the subsequent
performance of cluster analysis was detected by the APHA’s version of Farrington’s
algorithm. We apply the EDS scheme to the extended Salmonella Dublin dataset from
the beginning of 2007, using a subset of the past b = 5 years as base-line data for each
current month.
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Figure 4.2: Application of the EDS scheme to the Salmonella Dublin dataset from 2007
with the outbreak period (Dec 2008 to June 2009) highlighted by vertical dashed lines.
The warnings produced by this scheme when the observed count exceeds the thresh-
old, i.e. y∗ > U (or equivalently when the exceedance score X > 1) are illustrated in
Figure 4.2 and are displayed in Table 4.2.
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Month Observed y∗ Expected µˆ∗ Threshold U Exceedance X
Nov-08 - - - -
Dec-08 52 24.001 50.968 1.038
Jan-09 39 21.122 31.078 1.796
Feb-09 30 19.471 29.055 1.099
Mar-09 31 16.288 25.106 1.668
Apr-09 26 16.178 24.969 1.117
May-09 34 15.002 23.491 2.238
Jun-09 40 15.594 24.343 2.790
Jul-09 40 20.470 36.261 1.237
Aug-09 - - - -
Sep-09 53 29.305 47.483 1.304
Oct-09 69 29.609 45.411 2.493
Nov-09 - - - -
Dec-09 - - - -
Jan-10 44 27.276 41.490 1.177
Feb-10 41 24.366 35.013 1.562
Mar-10 38 19.353 29.516 1.835
Apr-10 39 18.780 29.371 1.909
May-10 47 20.254 32.920 2.112
Jun-10 - - - -
Jul-10 - - - -
Aug-10 - - - -
Sep-10 71 34.501 58.531 1.519
Table 4.2: Warnings raised by the EDS scheme when applied to the Salmonella Dublin
dataset from 2007, whereby the outbreak period (Dec 2008 to June 2009) is highlighted
by horizontal dashed lines.
Numerical values are only included in Table 4.2 for months where warnings were
raised and a - denotes the case when no warnings were produced. It can be noted that
no warnings were issued before December 2008, which was the start of the outbreak.
From Table 4.2 it is evident that warnings were raised by the EDS scheme for each
month of the outbreak period, however there were many false warnings following the
end of the outbreak.
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4.8 Comparison of the application of the algorithms
to surveillance data
The performance of the EDS algorithm is compared to the results of the PI and CUSUM
schemes in Table 4.3 based upon the application of each approach to the Salmonella
Dublin dataset of Figure 3.1 from 2007.
Month EDS CUSUM1 CUSUM2 CUSUM3 PI
Nov-08 - - - - -
Dec-08 X - - - X
Jan-09 X X X X -
Feb-09 X X X X -
Mar-09 X X X X -
Apr-09 X - - X -
May-09 X - - X -
Jun-09 X X - X -
Jul-09 X - - X -
. . . . . . . . . . . . . . . . . .
Sep-09 X - - - -
Oct-09 X - - - -
Dec-09 - - - X -
Jan-10 X - - X -
Feb-10 X - - X -
Mar-10 X - - X -
Apr-10 X - - X -
May-10 X - - X -
Jul-10 - - - X -
Sep-10 X - - X -
. . . . . . . . . . . . . . . . . .
Apr-13 - - - X -
May-13 - - - X -
Aug-13 - - - X -
Table 4.3: Comparison of the warnings produced by all five algorithms when applied
to the Salmonella Dublin dataset: the outbreak period (Dec 2008 to June 2009) is
highlighted by horizontal dashed lines.
An X denotes that a warning was issued by the algorithm in a particular month,
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whereas a - denotes the case when no warning was raised. None of the methods
produced any false warnings in the period before the outbreak, i.e. before December
2008 and all the schemes are observed to have issued multiple warnings throughout the
outbreak period, except for the PI scheme which only produced one warning right at
the start of the outbreak. The EDS scheme was the only other scheme to also issue a
warning in the first month of the outbreak period. The CUSUM schemes, CUSUM1
and CUSUM2 produced no false warnings after the outbreak period, whereas the EDS
scheme and scheme CUSUM3 produced many false warnings after the outbreak period
in addition to raising warnings throughout the entire duration of the outbreak.
These results demonstrate the difficulties encountered when selecting an outbreak
detection scheme to apply to surveillance data, since an ideal scheme is one which
successfully detects outbreaks, but does not produce too many false alarms.
For a more rigorous comparison of the different approaches, in the next chapter the
schemes are applied to four hundred simulated outbreak datasets. These comprise one
hundred simulations for both short or long variants of two different outbreak types.
Chapter 5
Comparison of the Algorithms
based on the Kalman Filter and the
EDS Algorithm
In this chapter we formally compare the performance of the on-line warning algorithms
of Chapter 3, based on the Kalman Filter, against the performance of the EDS algo-
rithm of Chapter 4. The ability of each of these algorithms to detect both short or long
variants of two different outbreak types will be compared using the measures of Section
5.2. There has been very little work carried out in regards to the comparison of differ-
ent outbreak detection schemes. Most of the literature in this area focuses on whether
an approach can successfully detect an outbreak in preference to the undertaking of an
assessment of a scheme’s performance in relation to other algorithms.
5.1 Creating the simulated outbreak datasets
Due to difficulties encountered when applying the schemes to real-life data, such as
the subjectivity surrounding what exactly constitutes an outbreak and problems with
missing data we compare the performance of the on-line warning algorithms based
upon their application to simulated data. Using simulated data enables us to control
the shape, duration and magnitude of the outbreak and also specify the exact location
of the outbreak in the dataset. These are essential details that need to be known when
analysing measures relating to the ability of algorithms to identify outbreaks.
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To create the simulated outbreak data we use an approach consistent with that of
[12] and [59], whereby simulated outbreaks are incorporated into simulated datasets
that are representative of typical surveillance data. The approach of [38] also considers
simulated outbreaks, but superimposes them onto real-life data.
In this work we specifically adopt the approach of [59], which incorporates outbreaks
into simulated datasets that are considered representative of disease data monitored
by the HPA. We focus on one particular scenario, Scenario 14 of [59], which exhibits
seasonality but no trend, and incorporate two types of outbreak, namely a lognormal
outbreak and an epidemic outbreak. For each type of outbreak, two distinct versions
will be considered that vary in length and the number of cases: these will be referred
to as short and long outbreaks in what follows.
The lognormal outbreaks demonstrate a sharp peak followed by a slow decline in
the number of cases, as illustrated in Figure 5.3. The way in which the lognormal
outbreaks have been generated closely follows the work of [59] and is described in
detail in Section 5.1.4.
By contrast the epidemic outbreaks have the number of cases gradually rising to a
peak and then declining. Outbreaks of this nature were not considered in [59], but are
introduced in this thesis since this outbreak shape is often observed in mathematical
models of infectious disease, as outlined in [41]. The shape of the epidemic outbreak
is displayed in Figure 5.5 and Section 5.1.5 details the manner in which this type of
outbreak was generated.
5.1.1 Creating the simulated data
The way in which the datasets are simulated prior to outbreak introduction will be
outlined. The work of [59] created 42 types of datasets featuring different trends,
seasonalities, base-line frequencies of case numbers and dispersions to reflect typical
behaviours exhibited in surveillance data monitored by the HPA.
The simulated datasets that will be used to test the algorithms are constructed to
be consistent with Scenario 14 of [59]. For this scenario, the mean count of cases is:
µ(t) = exp
{
γ1 + γ2t+ γ3 cos
(
2pit
12
)
+ γ4 sin
(
2pit
12
)}
, t = 1, . . . ,M, (5.1.1)
with γ1 = 1.5, γ2 = 0, γ3 = 0.2 and γ4 = −0.4. Data are simulated for M months. This
allows us to generate a dataset that features no trend (γ2 = 0) and annual seasonality
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via the Fourier terms of (5.1.1), whereby the γ3 and γ4 parameters control the magni-
tude of peaks and troughs typified with seasonal data. The remaining scenarios in [59]
use an expression similar to (5.1.1) to represent the mean count of cases. However each
scenario differs in the parameter choice of γ1 (base-line level at which case numbers
are centered around), γ2 (possible presence of a trend), γ3 and γ4 (seasonal parameters
that may or may not be present).
In general, in [59] the data were simulated via the Negative Binomial distribution
with mean µ = µ(t) and variance φµ for a dispersion parameter φ ≥ 1. In the case of
Scenario 14, φ = 1, thus the mean and variance of the Negative Binomial distribution
are equal. Therefore the simulations used in this chapter are all generated as random
samples from a Poisson distribution.
5.1.2 Time-line of the simulated data
For each type of outbreak, we simulate 100 sets of data consistent with Scenario 14
in accordance with the time-line of Figure 5.1. A typical run of simulated data is
illustrated in Figure 5.2.
n = 1
BASE-LINE
n = 146
PRE-OUTBREAK
n = 182
OUTBREAK
n = 282
POST-OUTBREAK
n = 462
Figure 5.1: Time-line of the simulated data.
All the replications were simulated for a total of 462 months, whereby data for
months 1 to 146 represent 12 years and 2 months of base-line data required to
implement all the approaches being compared. Months 147 to 182 represent a 3 year
pre-outbreak period where no outbreaks were introduced to enable the investigation
of false warnings. The outbreaks are introduced at a random time-point within months
183 to 282. This period is referred to as the outbreak period. Finally, months 283
to 462 represent a 15 year post-outbreak period, where following an outbreak the
number of false warnings generated by each approach is considered.
If the outbreak is introduced towards the end of the outbreak period there is a
possibility that it may over run into the post-outbreak period. However, the majority
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of time-points within this period will be non-outbreak time points.
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Figure 5.2: Typical run of the simulated data, created in accordance with Scenario 14
of [59].
At this stage of the analysis we acknowledge that the simulated datasets, as illus-
trated in Figure 5.2 are not necessarily representative of real-life datasets, which would
likely contain missing data and not have as much historic data available. Notwith-
standing this, the method of obtaining simulated data described does enable a detailed
comparison of the different outbreak detection methods considered to be performed.
5.1.3 Introducing outbreaks in the simulated data
Following the creation of the 100 sets of simulated data for each outbreak type, i.e.
400 sets in all, we insert one outbreak of the specified nature into the outbreak period
of the i-th simulated dataset, starting at a random time-point ti between the months
of 183-282.
The outbreaks introduced vary both in position and the number of cases. We
randomly generate the number of outbreak cases as Ni ∼Pois(kτi) in accordance with
[59], whereby the constant k controls the number of cases. In [59] several integer values
for k ∈ [1, 10] were considered that resulted in outbreaks lasting 2-8 time periods, i.e.
weeks. Following [59], τi is taken to be the standard deviation of the 100 simulated
case numbers at the random time-point ti.
When generating the outbreaks in the proceeding sections, we select k = 10 to
produce short lognormal outbreaks (this is consistent with the work of [59]) and in
addition consider three new types of outbreak: short epidemic outbreaks with k = 10
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and long lognormal and long epidemic outbreaks, both with k = 20, that were not
considered in [59]. This results in the long outbreaks having on average twice as many
cases as the short outbreaks.
5.1.4 The lognormal outbreak
In accordance with [59], we generate lognormal outbreaks using the probability density
function (pdf) of the lognormal distribution lnN (µ¯, σ¯2) with the choice of µ¯ = 0 and
σ¯2 = 0.25:
fX(x; 0, 0.25) =
2
x
√
2pi
e−2(lnx)
2
, x > 0.
The shape of this type of outbreak is illustrated in Figure 5.3.
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Figure 5.3: The pdf of the lnN (0, 0.25) distribution.
The long lognormal outbreaks are simulated to have on average twice the number
of cases and to last on average three times longer than the short lognormal outbreaks.
The following steps were taken to create each of the lognormal outbreaks with Ni
cases, in R:
1. Generate a random sample of size Ni from lnN (0, 0.25).
2. The number of cases in the m-th month of the outbreak was taken to be the
frequency of the random numbers generated falling in the interval [(m−1)I,mI).
Changing the length of the interval allows us to consider lognormal outbreaks of
varying durations. We use I = 1 for a short lognormal outbreak and I = 1/3 for
a long lognormal outbreak.
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By this means we produce 100 simulated short and 100 simulated long lognor-
mal outbreak datasets. Examples of the short (k = 10, I = 1) and long lognormal
(k = 20, I = 1
3
) outbreaks are displayed in Figure 5.4. Both clearly demonstrate the
dynamics of a lognormal outbreak, i.e. a rapid peak followed by a slow decline in the
number of cases. Further details regarding the average number of cases and length of
the two types of lognormal outbreaks are summarised in Table 5.1.
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Figure 5.4: Distribution of the case numbers for typical short and long lognormal
outbreaks.
5.1.5 The epidemic outbreak
The method we use to simulate an outbreak typifying an epidemic curve shape will
now be described. This type of outbreak was not investigated in [59], which consid-
ered outbreaks of a lognormal shape or in [12], that introduced outbreaks with five
different shapes, described as single spike, flat moving average, linear increase, expo-
nential increase and lognormal. However epidemic outbreaks of varying durations and
magnitudes were studied in [38].
The epidemic outbreak demonstrates a more gradual increase in the number of
cases compared to the lognormal outbreak. In addition the epidemic outbreak can be
formally derived from a simple susceptible, infected and recovered (SIR) model, which
forms the basis of many deterministic models of infectious disease. Our autonomous
bluetongue model derived in Chapter 6 within the second half of this thesis is such
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an example of a deterministic model of infectious disease. For the full details of the
epidemic curve derivation, refer to [41, 42, 57].
To simulate an epidemic outbreak we implement a simplified version of [41], namely:
dy
dx
= A sech2(Bx− C), (5.1.2)
since we only wish to test the performance of the algorithms to detect an outbreak of
this shape and do not need to select disease specific parameters. The parameters A, B
and C have the following interpretations:
• A controls the magnitude of the peak;
• B controls the dispersion;
• C controls the point at which the peak occurs.
Selecting A = 1 and C = 0 in (5.1.2), so that dy
dx
= sech2(Bx) we may define a pdf,
fX(x;B), that mirrors the shape of the epidemic curve (5.1.2), which has the following
proportional relationship
fX(x;B) ∝ sech2(Bx).
Generating the epidemic outbreaks using a pdf of this form enables us to insert the
outbreaks into the simulated data at our randomized time of choosing, directly control
the number of cases Ni in the outbreak and specify the duration of the outbreak via
the dispersion parameter, B.
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Figure 5.5: The pdf of the epidemic curve distribution with B = 1.
91
Since ∫ ∞
−∞
B
2
sech2(Bx)dx = 1,
we therefore use pdf:
fX(x;B) =
B
2
sech2(Bx) (5.1.3)
to produce our epidemic outbreaks. The outbreak duration is determined by B: we
select B = 1 for short outbreaks as in Figure 5.5 and B = 0.5 for long outbreaks that
last on average twice as long as short outbreaks.
The epidemic curve distribution with pdf (5.1.3) is not readily implemented in
statistical software such as R. A random sample is obtained from this distribution as
detailed below.
The cdf FX(x) =
1
2
( tanh(Bx) + 1) and its inverse F−1X (u) =
1
B
tanh−1(2u− 1) on
(0, 1) relating to the pdf (5.1.3) are used to generate the epidemic outbreaks with the
i-th outbreak having Ni cases.
1. Draw a random sample of size Ni from the uniform distribution U [0, 1], i.e. uj ∼
U [0, 1], where j = 1, . . . , Ni.
2. Set FX(xj) = uj, where uj ∼ U [0, 1] in order to generate the random sample
x1, . . . , xNi from the epidemic curve distribution with pdf (5.1.3), such that xj =
F−1X (uj) =
1
B
tanh−1(2uj − 1).
3. The number of cases in the m-th month of the outbreak was taken to be the
frequency of the random numbers generated falling within the interval of unit
length [(m− 1),m).
The shape and duration of typical short (k = 10, B = 1) and long (k = 20, B =
0.5) epidemic outbreaks are illustrated in Figure 5.6. Distinct differences between
the epidemic outbreaks and the lognormal outbreaks of Figure 5.4 are evident, as the
number of epidemic outbreak cases gradually increase to a peak in contrast to the rapid
peak of the lognormal outbreaks.
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Figure 5.6: Distribution of the case numbers for typical short and long epidemic out-
breaks.
5.1.6 Comparison of the outbreak types
Summary statistics relating to the four outbreak types are displayed in Table 5.1.
No. Cases Length
Outbreak k B I Min Max Mean Std. Dev Min Max Mean Std. Dev
Long Epidemic 20 0.5 1 21 59 42.2 8.906 6 14 9.32 1.797
Short Epidemic 10 1 1 9 45 21.5 6.922 2 8 4.56 1.038
Long Lognormal 20 - 1/3 22 67 43.01 10.347 5 16 9.33 2.387
Short Lognormal 10 - 1 10 35 20.85 5.506 2 6 3.41 0.805
Table 5.1: Comparison of the epidemic and lognormal outbreaks.
For the short lognormal and short epidemic outbreaks we observe approximately
the same number of cases. Similarly, the long lognormal and long epidemic outbreaks
also involve approximately the same number of cases: about twice as many cases as
the short outbreaks. The mean length of the long outbreaks is very similar for the two
types, whereas the short epidemic outbreak lasts on average one month longer than
the short lognormal outbreak.
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5.2 Measures used to compare the algorithms
In [59], performance of the EDS was assessed in terms of the number of genuine and false
warnings; namely the Proportion of Outbreaks Detected (POD) and the False Positive
Rate (FPR). We use these measures to compare the algorithms and in addition we
adopt four supplementary measures, the Time to Detection (TTD), the Number of
Outbreak Time-points Detected (NOTD) during an outbreak alongside the Sensitivity
(SEN) and Specificity (SPEC).
We categorise the outcome at each time-point as one of the following:
1. True Positive (TP): An alarm is raised, when there has been an outbreak.
2. False Positive (FP): An alarm is raised, when there has been no outbreak
(otherwise known as a Type-I error).
3. True Negative (TN): An alarm is not raised, when there has not been an outbreak.
4. False Negative (FN): An alarm is not raised, when there has been an outbreak
(otherwise known as a Type-II error).
Alarms are raised in the EDS and PI algorithms if the current count exceeds the
threshold value, i.e. y∗ > U and yt > UPI respectively, and alarms are raised in
the CUSUM algorithms, when the CUSUM score exceeds an acceptance level H, i.e.
C+t > H.
Definition 1 The Proportion of Outbreaks Detected (POD) measures the abil-
ity of each approach to identify outbreaks. It is the proportion of the 100 simulated
datasets in which the outbreak was correctly detected for at least one time point. For
instance if the outbreaks were detected in 97 out of the 100 simulations, the POD would
be 0.97.
Definition 2 The False Positive Rate (FPRi) for the i-th simulated dataset is
the proportion of the non-outbreak time-points in which an alarm is incorrectly raised,
i.e.
FPRi =
FPi
FPi + TNi
. (5.2.4)
The final FPR is the mean of all the 100 individual FPRi values.
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Analysis carried out in [59] looked at the POD and FPR measures to test the sug-
gested modifications to the original model of [16]. Conclusions as to which amendments
made the original algorithm more efficient were mainly based on the assessment of the
FPR. Several of the models featuring the suggested amendments were compared using
the POD, however the POD was not directly used to make comparisons between these
models and the original model.
Definition 3 The Time to Detection (TTDi) for the i-th simulated dataset is a
measure of how many months it takes for the algorithm to detect the outbreak. For
instance if in the first simulated dataset the outbreak started in January, but was not
detected until March, TTD1 = 2. If the algorithm failed to detect the outbreak within
the i-th simulated dataset, TTDi was set to be the length of the i-th outbreak to serve
as a penalty in the measure of the algorithms inability to detect some outbreaks.
The final TTD is the mean of all the 100 individual TTDi values.
Definition 4 The Number of Outbreak Time-points Detected (NOTDi) in
the i-th simulated dataset is the total number of time-points within the outbreak period
in which an alarm was raised, i.e. if in the first simulated dataset there were 5 alarms
within the outbreak period, NOTD1 = 5.
The final NOTD is the mean of all the 100 individual NOTDi values.
Definition 5 Sensitivity (SEN) assesses the ability of the scheme to correctly iden-
tify a time-point in the outbreak and SENi for the i-th simulated dataset is the proba-
bility of an alarm being raised given that the time-point relates to an outbreak, i.e.
SENi =
TPi
TPi + FNi
.
The final SEN is the mean of all the 100 individual SENi values.
Definition 6 Specificity (SPEC) evaluates the ability of the scheme to exclude the
possibility that a time-point is part of an outbreak and SPECi for the i-th simulated
dataset is the proportion of non-outbreak time-points where an alarm is not raised, i.e.
SPECi =
TNi
TNi + FPi
.
The final SPEC is the mean of all the 100 individual SPECi values. Note that the
SPECi is connected to the FPRi of (5.2.4) using the following identity SPECi =
1− FPRi.
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It is anticipated that these four additional measures will provide a more informative
comparison of the different schemes than just using the POD and FPR measures as
in [59]. The additional measures enable us to assess how promptly the outbreak is
detected and how consistently the algorithms produce warnings.
There is a trade-off between both the sensitivity and specificity and the POD and
FPR with the ability to detect an outbreak being balanced against the cost of incurring
a false alarm. For instance if both the sensitivity and the POD are high, there is likely
to be a low specificity and high FPR. Attention should be given to find a scheme which
has a short TTD, high sensitivity and POD and a high NOTD in order to detect an
outbreak in the shortest time possible and provide consistent warnings.
5.3 Comparison of the algorithms
The measures defined in the previous section will now be used to compare the per-
formance of the EDS algorithm with the PI scheme and two of the CUSUM schemes:
CUSUM1 and CUSUM2 in their ability to detect outbreaks within simulated out-
break datasets. In common with the performance of scheme CUSUM3 producing too
many false warnings when applied to the Salmonella Dublin dataset in Section 3.3, this
performance was also observed when scheme CUSUM3 was applied to the simulated
outbreak datasets. Therefore this scheme will not be considered here.
These algorithms were all applied to the 100 simulations for each of the 4 types of
outbreak considered (i.e. short or long lognormal outbreaks and short or long epidemic
outbreaks) in R. Each scheme was run from the start of the pre-outbreak period, i.e.
t = 147, in the time-line of Figure 5.1 as follows:
5.3.1 Application of the EDS algorithm
The EDS algorithm (refer to Figure 4.1) was applied to each month of the simulated
outbreak datasets using a base-line dataset corresponding to the choice of w = 1 and
b = 12 in Figure 4.1, i.e. data for 36 months. The long base-line data option (b = 12
years) is used here, since the type of simulated data that we are applying this algorithm
to demonstrates regular behaviour, as illustrated in Figure 5.2. Therefore this option
enables a more appropriate fit to the data to be obtained in preference to the short
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base-line data option (b = 5 years), which is more suitable for use when there are rapid
changes within the dataset.
5.3.2 Application of the PI and CUSUM schemes
In the application of the PI and CUSUM schemes outlined in Sections 3.1.1 and 3.2.4,
a superimposed steady state model (2.2.11) and Fourier form representation of season-
ality model (2.2.14) with periodicity of 12 was chosen to be an appropriate state space
model to represent the traits of the simulated data, i.e. no presence of a trend and
annual seasonality.
This model was fitted to the first b = 12 years of simulated outbreak data to
obtain estimates for the constants kV ,k1 and k2 determining the covariance structure
of the superimposed state space model, whereby V = kV and W = k1 ⊕ k2I11, for the
(11 × 11) identity matrix I11. The initial conditions for the Kalman Filter were set
to be θ0 ∼ N(112, 0.1 ∗ I12) in each of the schemes, such that 112 defines the (12 × 1)
vector with each element 1 and I12 defines the (12× 12) identity matrix.
The PI Scheme
The PI scheme (refer to Section 3.1.1) was applied to each month of the simulated
outbreak datasets with the choice of za = 1.64 corresponding to a 90% prediction
interval.
The CUSUM Schemes
The two CUSUM schemes considered: CUSUM1 and CUSUM2, both outlined in Sec-
tion 3.2.4 were applied to each month of the simulated outbreak datasets with an
acceptable limit of H = 5 in order to detect a shift of size δ = 0.1.
Results relating to the performance of these algorithms in regards to the POD, FPR,
TTD, NOTD, SEN and SPEC measures for the 100 long epidemic simulated outbreak
datasets are displayed in Table 5.2 and a summary of the average values of these
measures for the four different types of outbreak are presented in Table 5.3. Although
the measures of FPR and SPEC are connected by the relation FPR= 1−SPEC and
the NOTD and SEN are closely related measures we include the results for all the
97
measures in these two tables for the sake of completeness. The length of each outbreak
(OL) has been included in the NOTD section of Table 5.2, so that a comparison can be
made between the number of outbreak time-points correctly detected by each algorithm
(NOTD) and the outbreak’s duration.
Note that Table 5.2 only displays the full results for CUSUM1. This is because
although CUSUM2 is observed in Table 5.3 to produce very few false alarms, in prac-
tice CUSUM1 was found to demonstrate better performance, since when applying
CUSUM1 in preference to CUSUM2 the outbreaks were detected faster (smaller TTD)
and produced more consistent warnings (higher NOTD and SEN).
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FPRi TTDi NOTDi SENi SPECi
Run i EDS PI CUSUM1 EDS PI CUSUM1 OL EDS PI CUSUM1 EDS PI CUSUM1 EDS PI CUSUM1
1 0.032 0.023 0.029 2 1 2 9 4 4 7 0.444 0.444 0.778 0.968 0.977 0.971
2 0.039 0.042 0.019 3 4 3 9 5 2 6 0.556 0.222 0.667 0.961 0.958 0.981
3 0.039 0.029 0.010 3 3 3 9 3 2 6 0.333 0.222 0.667 0.961 0.971 0.990
4 0.039 0.051 0.048 0 0 0 6 4 4 6 0.667 0.667 1.000 0.961 0.949 0.952
5 0.036 0.042 0.029 3 6 4 11 5 2 7 0.455 0.182 0.636 0.964 0.958 0.971
6 0.016 0.032 0.019 2 1 1 8 5 4 7 0.625 0.500 0.875 0.984 0.968 0.981
7 0.055 0.039 0.048 2 2 2 8 4 2 6 0.500 0.250 0.750 0.945 0.961 0.952
8 0.032 0.061 0.068 0 0 1 8 5 5 7 0.625 0.625 0.875 0.968 0.939 0.932
9 0.026 0.032 0.023 2 2 2 9 5 3 7 0.556 0.333 0.778 0.974 0.968 0.977
10 0.032 0.022 0.051 2 2 2 6 3 2 4 0.500 0.333 0.667 0.968 0.978 0.949
11 0.058 0.045 0.049 4 4 4 9 2 2 5 0.222 0.222 0.556 0.942 0.955 0.951
12 0.029 0.032 0.019 2 2 3 9 4 3 6 0.444 0.333 0.667 0.971 0.968 0.981
13 0.013 0.046 0.042 1 3 2 11 4 3 9 0.364 0.273 0.818 0.987 0.954 0.958
14 0.042 0.026 0.016 2 2 3 9 4 3 6 0.444 0.333 0.667 0.958 0.974 0.984
15 0.046 0.032 0.049 0 3 2 10 3 2 8 0.300 0.200 0.800 0.954 0.968 0.951
16 0.055 0.032 0.010 2 1 4 7 3 4 3 0.429 0.571 0.429 0.945 0.968 0.990
17 0.045 0.042 0.061 1 0 1 8 5 4 7 0.625 0.500 0.875 0.955 0.958 0.939
18 0.049 0.049 0.045 4 4 4 10 4 2 6 0.400 0.200 0.600 0.951 0.951 0.955
19 0.029 0.026 0.042 0 0 0 9 6 5 9 0.667 0.556 1.000 0.971 0.974 0.958
20 0.029 0.061 0.019 0 1 1 9 7 4 8 0.778 0.444 0.889 0.971 0.939 0.981
21 0.023 0.023 0.023 0 0 4 13 6 4 9 0.462 0.308 0.692 0.977 0.977 0.977
22 0.029 0.019 0.062 3 3 4 10 4 2 6 0.400 0.200 0.600 0.971 0.981 0.938
23 0.032 0.036 0.045 0 0 3 9 4 3 6 0.444 0.333 0.667 0.968 0.964 0.955
24 0.029 0.032 0.010 3 4 4 10 6 3 6 0.600 0.300 0.600 0.971 0.968 0.990
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Table 5.2: Comparison of the schemes for each of the 100 simulated long epidemic outbreak datasets (continued)
FPRi TTDi NOTDi SENi SPECi
Run i EDS PI CUSUM1 EDS PI CUSUM1 OL EDS PI CUSUM1 EDS PI CUSUM1 EDS PI CUSUM1
25 0.042 0.036 0.020 2 8 6 11 3 1 5 0.273 0.091 0.455 0.958 0.964 0.980
26 0.042 0.042 0.074 1 1 1 8 4 3 7 0.500 0.375 0.875 0.958 0.958 0.926
27 0.052 0.074 0.032 1 1 1 7 4 4 6 0.571 0.571 0.857 0.948 0.926 0.968
28 0.039 0.029 0.019 0 4 1 10 6 2 8 0.600 0.200 0.800 0.961 0.971 0.981
29 0.048 0.048 0.023 0 0 1 7 4 3 6 0.571 0.429 0.857 0.952 0.952 0.977
30 0.033 0.029 0.032 3 3 2 10 4 3 8 0.400 0.300 0.800 0.967 0.971 0.968
31 0.046 0.053 0.003 4 4 5 14 6 2 9 0.429 0.143 0.643 0.954 0.947 0.997
32 0.023 0.039 0.074 1 0 3 9 5 5 6 0.556 0.556 0.667 0.977 0.961 0.926
33 0.058 0.049 0.061 2 2 5 9 4 2 4 0.444 0.222 0.444 0.942 0.951 0.939
34 0.055 0.039 0.036 2 3 2 9 4 3 7 0.444 0.333 0.778 0.945 0.961 0.964
35 0.032 0.039 0.051 0 0 1 7 6 4 6 0.857 0.571 0.857 0.968 0.961 0.949
36 0.032 0.052 0.071 5 5 5 9 1 1 4 0.111 0.111 0.444 0.968 0.948 0.929
37 0.068 0.052 0.019 4 4 2 9 2 1 7 0.222 0.111 0.778 0.932 0.948 0.981
38 0.043 0.046 0.049 2 2 7 12 5 4 5 0.417 0.333 0.417 0.957 0.954 0.951
39 0.046 0.049 0.068 5 5 5 10 4 3 5 0.400 0.300 0.500 0.954 0.951 0.932
40 0.052 0.055 0.039 1 4 2 8 4 1 6 0.500 0.125 0.750 0.948 0.945 0.961
41 0.049 0.049 0.042 1 1 4 10 4 4 6 0.400 0.400 0.600 0.951 0.951 0.958
42 0.049 0.049 0.049 5 5 4 13 3 2 9 0.231 0.154 0.692 0.951 0.951 0.951
43 0.036 0.046 0.023 4 4 4 12 5 3 8 0.417 0.250 0.667 0.964 0.954 0.977
44 0.042 0.026 0.038 0 0 2 6 4 3 4 0.667 0.500 0.667 0.958 0.974 0.962
45 0.045 0.035 0.035 1 1 1 6 3 2 5 0.500 0.333 0.833 0.955 0.965 0.965
46 0.052 0.058 0.090 2 0 2 8 6 5 6 0.750 0.625 0.750 0.948 0.942 0.910
47 0.026 0.045 0.068 1 1 2 7 6 5 5 0.857 0.714 0.714 0.974 0.955 0.932
48 0.036 0.036 0.010 5 5 5 11 2 1 6 0.182 0.091 0.545 0.964 0.964 0.990
100Table 5.2: Comparison of the schemes for each of the 100 simulated long epidemic outbreak datasets (continued)
FPRi TTDi NOTDi SENi SPECi
Run i EDS PI CUSUM1 EDS PI CUSUM1 OL EDS PI CUSUM1 EDS PI CUSUM1 EDS PI CUSUM1
49 0.046 0.026 0.026 2 2 3 11 5 4 8 0.455 0.364 0.727 0.954 0.974 0.974
50 0.036 0.042 0.010 0 1 3 10 5 2 4 0.500 0.200 0.400 0.964 0.958 0.990
51 0.042 0.045 0.048 2 2 2 7 2 2 5 0.286 0.286 0.714 0.958 0.955 0.952
52 0.039 0.065 0.003 4 0 5 11 4 4 6 0.364 0.364 0.545 0.961 0.935 0.997
53 0.042 0.045 0.023 1 1 0 9 5 2 9 0.556 0.222 1.000 0.958 0.955 0.977
54 0.029 0.039 0.155 2 2 3 9 5 4 6 0.556 0.444 0.667 0.971 0.961 0.845
55 0.039 0.029 0.013 2 2 2 11 4 2 9 0.364 0.182 0.818 0.961 0.971 0.987
56 0.052 0.048 0.042 2 2 3 8 3 2 5 0.375 0.250 0.625 0.948 0.952 0.958
57 0.045 0.048 0.183 3 3 0 7 4 4 7 0.571 0.571 1.000 0.955 0.952 0.817
58 0.023 0.023 0.029 3 3 4 8 2 2 4 0.250 0.250 0.500 0.977 0.977 0.971
59 0.032 0.080 0.058 2 2 2 7 4 2 5 0.571 0.286 0.714 0.968 0.920 0.942
60 0.013 0.023 0.026 0 1 0 9 8 4 9 0.889 0.444 1.000 0.987 0.977 0.974
61 0.023 0.026 0.003 3 4 4 13 6 3 8 0.462 0.231 0.615 0.977 0.974 0.997
62 0.026 0.030 0.046 5 5 5 13 5 4 8 0.385 0.308 0.615 0.974 0.970 0.954
63 0.029 0.052 0.045 5 5 5 10 2 2 5 0.200 0.200 0.500 0.971 0.948 0.955
64 0.016 0.023 0.026 7 8 8 11 2 1 3 0.182 0.091 0.273 0.984 0.977 0.974
65 0.023 0.046 0.046 1 1 1 11 4 3 10 0.364 0.273 0.909 0.977 0.954 0.954
66 0.035 0.058 0.039 1 1 2 7 4 3 5 0.571 0.429 0.714 0.965 0.942 0.961
67 0.045 0.058 0.048 2 2 3 8 3 3 5 0.375 0.375 0.625 0.955 0.942 0.952
68 0.026 0.042 0.006 3 3 4 10 3 3 6 0.300 0.300 0.600 0.974 0.958 0.994
69 0.049 0.036 0.007 5 5 5 11 3 3 6 0.273 0.273 0.545 0.951 0.964 0.993
70 0.039 0.029 0.026 1 2 2 7 4 3 5 0.571 0.429 0.714 0.961 0.971 0.974
71 0.023 0.026 0.039 3 3 3 10 5 3 7 0.500 0.300 0.700 0.977 0.974 0.961
72 0.039 0.039 0.045 2 2 4 9 4 4 5 0.444 0.444 0.556 0.961 0.961 0.955
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Table 5.2: Comparison of the schemes for each of the 100 simulated long epidemic outbreak datasets (continued)
FPRi TTDi NOTDi SENi SPECi
Run i EDS PI CUSUM1 EDS PI CUSUM1 OL EDS PI CUSUM1 EDS PI CUSUM1 EDS PI CUSUM1
73 0.033 0.059 0.020 1 1 3 11 3 2 8 0.273 0.182 0.727 0.967 0.941 0.980
74 0.052 0.055 0.062 0 0 1 10 5 4 9 0.500 0.400 0.900 0.948 0.945 0.938
75 0.016 0.029 0.026 3 3 4 11 3 2 7 0.273 0.182 0.636 0.984 0.971 0.974
76 0.049 0.032 0.039 2 2 2 9 4 2 7 0.444 0.222 0.778 0.951 0.968 0.961
77 0.039 0.048 0.006 0 0 0 8 4 3 8 0.500 0.375 1.000 0.961 0.952 0.994
78 0.029 0.049 0.016 1 1 1 10 3 2 9 0.300 0.200 0.900 0.971 0.951 0.984
79 0.029 0.026 0.023 2 2 2 9 3 3 7 0.333 0.333 0.778 0.971 0.974 0.977
80 0.039 0.045 0.010 2 3 3 8 4 1 5 0.500 0.125 0.625 0.961 0.955 0.990
81 0.032 0.023 0.081 3 3 3 9 3 3 6 0.333 0.333 0.667 0.968 0.977 0.919
82 0.033 0.039 0.016 4 4 5 11 3 2 5 0.273 0.182 0.455 0.967 0.961 0.984
83 0.032 0.032 0.055 3 3 3 7 4 2 4 0.571 0.286 0.571 0.968 0.968 0.945
84 0.032 0.029 0.013 1 1 3 8 4 3 5 0.500 0.375 0.625 0.968 0.971 0.987
85 0.049 0.055 0.039 1 1 1 9 5 4 8 0.556 0.444 0.889 0.951 0.945 0.961
86 0.029 0.029 0.013 2 2 3 11 4 3 8 0.364 0.273 0.727 0.971 0.971 0.987
87 0.026 0.042 0.032 1 1 1 7 4 4 6 0.571 0.571 0.857 0.974 0.958 0.968
88 0.026 0.058 0.052 1 1 1 10 7 4 9 0.700 0.400 0.900 0.974 0.942 0.948
89 0.023 0.020 0.023 3 5 5 11 5 2 6 0.455 0.182 0.545 0.977 0.980 0.977
90 0.030 0.020 0.108 1 1 1 12 3 3 11 0.250 0.250 0.917 0.970 0.980 0.892
91 0.033 0.055 0.020 1 1 2 11 4 3 9 0.364 0.273 0.818 0.967 0.945 0.980
92 0.026 0.039 0.013 4 4 4 9 2 2 5 0.222 0.222 0.556 0.974 0.961 0.987
93 0.026 0.029 0.019 3 3 4 9 5 4 5 0.556 0.444 0.556 0.974 0.971 0.981
94 0.052 0.026 0.013 2 2 3 7 1 2 4 0.143 0.286 0.571 0.948 0.974 0.987
95 0.039 0.029 0.051 2 3 3 7 5 2 4 0.714 0.286 0.571 0.961 0.971 0.949
96 0.020 0.026 0.042 3 3 4 11 4 4 7 0.364 0.364 0.636 0.980 0.974 0.958
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FPRi TTDi NOTDi SENi SPECi
Run i EDS PI CUSUM1 EDS PI CUSUM1 OL EDS PI CUSUM1 EDS PI CUSUM1 EDS PI CUSUM1
97 0.042 0.042 0.042 1 1 2 9 3 2 7 0.333 0.222 0.778 0.958 0.958 0.958
98 0.033 0.016 0.046 7 6 6 13 1 2 7 0.077 0.154 0.538 0.967 0.984 0.954
99 0.026 0.048 0.068 2 2 3 8 5 3 5 0.625 0.375 0.625 0.974 0.952 0.932
100 0.016 0.026 0.016 4 4 5 12 4 3 7 0.333 0.250 0.583 0.984 0.974 0.984
Epidemic Lognormal
Outbreak Scheme POD FPR TTD NOTD SEN SPEC POD FPR TTD NOTD SEN SPEC
EDS 1 0.036 2.14 4.05 0.449 0.964 1 0.034 0.63 3.99 0.452 0.966
Long PI 1 0.040 2.36 2.86 0.321 0.960 1 0.037 0.69 2.66 0.301 0.963
CUSUM1 1 0.038 2.83 6.43 0.697 0.962 1 0.045 1.07 7.9 0.848 0.955
CUSUM2 1 0.012 2.9 3.59 0.404 0.988 1 0.014 1.13 3.57 0.404 0.986
EDS 0.97 0.036 1.24 2.08 0.465 0.964 1 0.036 0.67 1.48 0.455 0.964
Short PI 0.96 0.038 1.3 1.72 0.389 0.962 1 0.039 0.67 1.21 0.371 0.961
CUSUM1 0.93 0.042 1.88 2.62 0.573 0.958 0.95 0.044 0.88 2.42 0.720 0.956
CUSUM2 0.91 0.015 1.97 1.92 0.431 0.985 0.95 0.015 0.92 1.66 0.504 0.985
Table 5.3: Comparison of the average measures for each scheme and outbreak type.
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In formal consideration of the results in Table 5.2, we found in general good con-
sistency of the TTDi values between the EDS, PI and CUSUM1 algorithms, when
they were applied to the 100 simulated long epidemic outbreak datasets. For many of
these datasets the value of TTDi was the same for each algorithm. For example, all
schemes applied to the third simulation had TTD3=3. Where the CUSUM1 scheme
demonstrated a different TTDi value, it tended to have a slightly larger value, typically
one month. In the remaining algorithms there was good agreement between the TTDi
values of the EDS and PI schemes.
The consistency of the TTDi values between algorithms observed in Table 5.2 is
reflected in the summary of the average measures for the simulated long epidemic
outbreak datasets in Table 5.3. The EDS and PI schemes demonstrated similar average
TTD results, whereas the TTD results relating to the EDS and CUSUM1 schemes had
average values differing by approximately 0.7 months. Therefore it is evident that if
the speed of outbreak detection is the feature of prime importance when deciding upon
an outbreak detection scheme, the EDS and PI schemes appear to have an advantage
over the CUSUM1 scheme when applying the schemes to the simulated long epidemic
outbreaks.
The remaining measures relating to the long epidemic outbreaks, reported in Table
5.2 varied considerably amongst the schemes. For instance, the FPR16 values corre-
sponding to the EDS, PI and CUSUM1 schemes were 0.055, 0.032 and 0.01 respectively.
In particular we note that scheme CUSUM1 had the highest NOTDi and SENi values in
Table 5.2 for the majority of simulations, with only a few exceptions. This is consistent
with the CUSUM1 scheme having the highest average results for the NOTD and SEN
measures for the long epidemic outbreak in Table 5.3. Therefore it is apparent that for
this type of outbreak scheme CUSUM1 was capable of producing more warnings than
the EDS and PI schemes during the outbreak period.
Similar findings relating to the consistency of the TTDi values and the variability
of the other measures between schemes were also observed for the other three outbreak
types. To summarise the outbreaks were detected more promptly by the EDS scheme,
but scheme CUSUM1 produced more consistent warnings. The full results are not
presented here: a summary is provided in Table 5.3. These findings highlight the
challenge of selecting a single scheme that performs well in each of the measures that
may be classified as the ‘best’ outbreak detection scheme.
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Examining the results in Table 5.3 relating to the performance of the algorithms
applied to each outbreak type, we found the EDS and PI schemes produced similar
average results for all the measures, except for the NOTD and SEN. The PI scheme
was the algorithm with the lowest NOTD and SEN out of all the schemes for each
outbreak type, signifying it was unable to produce consistent warnings throughout
the outbreak period. This is consistent with the results found in the analysis of the
Salmonella Dublin dataset in Section 3.3.1. Therefore out of the EDS and PI schemes
we select the EDS as the ‘best’ scheme, since it demonstrated better performance in
the measures for which the schemes were not comparable and we do not consider the
PI scheme any further in this analysis.
For four outbreak types CUSUM1 was the scheme with the highest NOTD. There-
fore it produced more consistent warnings throughout the outbreak period on average
when compared to any other algorithm. This resulted in scheme CUSUM1 also attain-
ing the highest SEN, since the NOTD and SEN measures are highly correlated, with
SEN assessing the ability of the scheme to correctly identify a time-point in the out-
break. This advantageous feature of scheme CUSUM1 has a drawback, as this method
was prone to produce more false warnings than the EDS and CUSUM2 schemes, i.e. it
attained a higher FPR and lower SPEC=1-FPR in comparison to these schemes. This
is because scheme CUSUM1 takes a long time to adjust after an outbreak when the
number of cases are reducing back to a minimal number following the last warning.
Note here that care must be taken when interpreting the FPR and SPEC to consider
the impact of the sampling variability in the simulations. We remark that since the
FPR and SPEC measures were calculated on many time points within 100 simulations
the sampling variability was adequately reflected in the results.
Out of all the algorithms, scheme CUSUM2 stood out as the scheme which produced
the fewest false warnings, as it had the lowest FPR and highest SPEC for all types of
outbreak in Table 5.3. This property does however come at a cost, since CUSUM2 also
had the highest TTD, which means it took longer on average than any other scheme
to detect an outbreak. In contrast the EDS scheme had the lowest TTD, signifying
this scheme on average detected outbreaks more promptly in comparison to the other
algorithms.
For the long outbreaks, the POD results for the EDS and CUSUM schemes are
comparable, whereas for the short outbreaks the EDS scheme has a slightly higher
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POD than both CUSUM schemes. This indicates that the EDS scheme appears to be
more successful in identifying a short outbreak.
As was commented above in regards to the comparison of the measures for the
long epidemic outbreak datasets, the results for all outbreak types in Table 5.3 do not
suggest that one of these schemes is the ‘best’ outbreak detection scheme, since each
scheme has its own strengths and weaknesses. However care should be taken to select
a scheme that performs well against the desired features the user requires from the
outbreak detection scheme. For instance the EDS is appropriate if it is essential that
the outbreaks are identified promptly, scheme CUSUM2 is fitting when false warnings
are particularly undesirable and scheme CUSUM1 is ideal when the consistency of
warnings relating to the outbreak is of importance.
We also remark that since scheme CUSUM2 had the negative feature of being the
approach with the highest TTD and the PI scheme had the negative feature of the
lowest NOTD and SEN, the EDS and CUSUM1 schemes appear to outperform the
remaining algorithms. We will perform hypothesis tests to specifically compare the
performance of these two schemes. In particular we test whether there are significant
differences between the means of the FPR, TTD, NOTD, SEN and SPEC measures.
5.3.3 Hypothesis testing
Since the EDS and CUSUM1 schemes have been applied in parallel to each of the 100
simulated datasets for the four types of outbreak, we perform paired two-tailed t-tests
of differences between the means of the measures for each outbreak type.
For a given simulation, let the random variables EDSFPR and CUSUM1FPR rep-
resent the FPR of each scheme and assume that DFPR = EDSFPR−CUSUM1FPR is
distributed according to a normal distribution, i.e. DFPR ∼ N(µFPR, σ2FPR), whereby
µFPR and σ
2
FPR are the respective true mean and variance of the difference in the
FPR mean. In a similar manner we let DTTD, DNOTD, DSEN and DSPEC denote the
differences of the measures outlined in the subscript of D.
Table 5.4 summaries the results of performing paired two-tailed t-tests of differences
for each measure and outbreak type between the true means µD:
H0 : µD = 0
H1 : µD 6= 0
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with t-value
t =
x¯D − µD
sD/
√
n
,
such that x¯D and s
2
D are the sample mean and variances of differences and n = 100
simulations. The assumptions relating to the normality of the paired two-tailed t-
Outbreak Parameter FPR TTD NOTD SEN SPEC
x¯D -1.97E-03 -0.69 -2.38 -0.248 1.97E-03
Long Epidemic t -0.663 -5.944 -14.113 -15.241 0.663
p 0.509 ∗ ∗ ∗ 0.509
x¯D -6.13E-03 -0.64 -0.54 -0.108 6.13E-03
Short Epidemic t -1.682 -6.155 -4.697 -4.110 1.682
p 0.096 ∗ ∗ ∗ 0.096
x¯D -0.011 -0.44 -3.91 -0.396 0.011
Long Lognormal t -3.238 -7.909 -16.801 -22.175 3.238
p 1.64E-03 ∗ ∗ ∗ 1.64E-03
x¯D -8.09E-03 -0.21 -0.94 -0.265 8.09E-03
Short Lognormal t -2.562 -3.061 -9.015 -9.524 2.562
p 0.012 2.84E-03 ∗ ∗ 0.012
Table 5.4: Hypothesis test comparison of the EDS and CUSUM1 approaches, whereby
∗ refers to p < 0.001.
test of differences were checked. It was found that the normality assumptions were
questionable for some of the measures. However since the t-test is robust to lack of
normality, the sample size is large and the p-values we report in Table 5.4 are very
significant, we therefore remark that the non-normality of some measures will not
impact the results.
Considering the difference in means of the NOTD measure for the long epidemic
outbreak as a particular example, we observe from Table 5.4 that t = −14.113, giving
significance probability p < 0.001. Therefore we reject the null hypothesis and conclude
that there is a significant difference between the NOTD means of the two approaches,
with scheme CUSUM1 having the larger NOTD mean.
From Table 5.4 it is evident that for all types of outbreak every measure has a
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p-value, that is highly significant, except for the FPR and SPEC measures for the long
and short epidemic outbreaks. It is noted that the FPR and SPEC measures provide
equivalent results, since FPR= 1−SPEC, however we include both results for the sake
of completeness.
This confirms our previous findings relating to Tables 5.2 and 5.3 that the EDS
outperforms the CUSUM1 scheme in the speed at which it detects all the types of
outbreaks (smaller TTD) and also produces fewer false alarms (smaller FPR and larger
SPEC) for the simulated lognormal outbreak data. Conversely the CUSUM1 scheme
is observed to be more successful than the EDS scheme in producing consistent alarms
during the outbreak periods (larger NOTD and SEN) for all outbreak types.
Chapter 6
Modelling Bluetongue
Significant parts of this chapter have been published as Sections 1 and 2 of O’Farrell
and Gourley [61]. In this thesis chapter there is enhanced discussions of the details of
the model derivation, and also some mathematical results (those on persistence and
global stability) that were not included in [61].
6.1 The model of Gourley et al [22]
The following model for bluetongue was proposed in Gourley et al [22]. The notation
has the same meaning as in the improved model that we derive in this chapter and the
meaning of the symbols can be found in Table 6.1. The interpretation of the terms in
(6.1.1)–(6.1.3) will become clear when we present the derivation of our more complex
model in later sections.
Cattle
I ′c(t) =
βmcSc(t)Im(t)
Is(t) + Ss(t) +Nc
− µcIc(t),
Nc =Ic(t) + Sc(t),
(6.1.1)
where in [22] the total number Nc of cattle is assumed constant.
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Sheep
S ′s(t) = bs(Ss(t))− βmsSs(t)Im(t)Is(t) + Ss(t) +Nc + γIs(t)− µsSs(t),
I ′s(t) =
βmsSs(t)Im(t)
Is(t) + Ss(t) +Nc
− γIs(t)− µisIs(t),
(6.1.2)
Midges
S ′m(t) = e
−µlτbm(Sm(t− τ))− µmSm(t)− βcmSm(t)Ic(t)Is(t) + Ss(t) +Nc
− βsmSm(t)Is(t)
Is(t) + Ss(t) +Nc
,
E ′m(t) = −µemEm(t) + βcmSm(t)Ic(t)Is(t) + Ss(t) +Nc +
βsmSm(t)Is(t)
Is(t) + Ss(t) +Nc
−
∫ t
−∞
(
βcmSm(η)Ic(η)
Is(η) + Ss(η) +Nc
+
βsmSm(η)Is(η)
Is(η) + Ss(η) +Nc
)
×e−µem(t−η)f(t− η) dη,
I ′m(t) = −µimIm(t) +
∫ t
−∞
(
βcmSm(η)Ic(η)
Is(η) + Ss(η) +Nc
+
βsmSm(η)Is(η)
Is(η) + Ss(η) +Nc
)
×e−µem(t−η)f(t− η) dη.
(6.1.3)
6.1.1 Improvements to the model
The following improvements to the bluetongue model formulated in [22] will be made:
1. Susceptible and exposed cattle and exposed sheep are to be modelled.
2. The incubation period for the midges has been simplified from the distribution
delay used in [22] by using the Dirac delta function. This simplified incubation
period will also be incorporated for the cattle and sheep.
3. The birth rate of midges has been amended to also allow exposed and infectious
midges to reproduce a susceptible midge offspring.
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6.2 Formulation of an improved model
The model considered in [22] used the parameter β to describe the contact rates between
the sheep and midges and cattle and midges, using self-explanatory subscripts. For
example, βmc is the contact rate from midges to cattle and βcm is the contact rate
from cattle to midges. The contact rate combines two elements, the biting rate of the
midges and the transmission probability that the disease will be passed on.
In [22] there was no incubation period in the disease for sheep and cattle, which has
now been introduced here. The rate at which the susceptible cattle became infectious
cattle in [22] was
βmcSc(t)Im(t)
Ic(t) + Sc(t) + Is(t) + Ss(t)
, (6.2.4)
where Ic, Sc, Is and Ss represent the number of infectious and susceptible cattle and
sheep respectively.
We apply the same idea in this thesis, but use a modified version of (6.2.4). The
cross-infection between hosts (cattle and sheep) and vectors (midges) is again modelled
using mass action normalised by the total host density which in this thesis is Ic(t) +
Ec(t)+Sc(t)+Is(t)+Es(t)+Ss(t) rather than the denominator of (6.2.4). In this thesis
the rate represents the rate at which susceptible cattle become exposed cattle since,
unlike in [22], susceptible cattle do not enter the infectious compartment directly. A
similar expression can be written for how susceptible sheep become exposed sheep.
The model in [22] incorporated the possibility of sheep recovering and re-entering
the susceptible class, with per-capita recovery rate, γs. A recovery rate, γc will be
introduced in this thesis to also allow cattle to recover.
The per-capita natural mortality rates of the different species, cattle (c), sheep (s)
and midges (m) falling into the susceptible (s) and exposed (e) categories are µsa and
µea, where a = c, s and m respectively. The per-capita mortality rate for infectious
animals is µia = µˆia + δa, where µˆia is the per-capita natural mortality rate for species
a and δa is the per-capita disease induced death rate for a = c, s or m.
In [22], the birth rate for midges was just bm(Sm(t − τl)), where τl corresponded
to the developmental time of the midge from egg to adult, i.e. the total duration of
all pre-adult stages. In this thesis we propose to model the birth rate for midges by
bm[Sm(t − τl) + Em(t − τl) + Im(t − τl)], which admits the possibility of exposed and
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infectious midges producing viable offspring. This has been amended as research [86]
has shown that there is a lack of evidence for the virus to be successfully transmitted
from adult female midges to their newborns and that there is no evidence that the
midge’s fertility is affected upon infection.
The remaining birth rates bc(Sc(t)) and bs(Ss(t)) of cattle and sheep respectively,
assume that only susceptible animals produce offspring.
6.2.1 Modelling the incubation period for midges
Gourley et al [22] incorporated stochasticity in modelling the incubation period for
midges via the use of a distributed delay. This is used in preference to the method
of [24] that modelled the incubation period as a compartmentalised series of ordinary
differential equations.
The sojourn function F of the incubation period, i.e., F(η) was taken to be the
probability of a midge still being in the incubation period η time units after having
taken a blood meal containing the virus, so that
F(η) =
∫ ∞
η
f(r) dr,
where f(r) : [0,∞)→ R is a probability density function, so that
F(0) =
∫ ∞
0
f(r) dr = 1.
In [22] it is assumed that, of all the exposed midges at time t, the number that
acquired the infection between times t − η and t − η + dη with dη infinitesimal is
B(t− η) dη e−µemηF(η), where in [22] the infection rate B(t) is given by
B(t) =
βcmSm(t)Ic(t)
Ic(t) + Sc(t) + Is(t) + Ss(t)
+
βsmSm(t)Is(t)
Ic(t) + Sc(t) + Is(t) + Ss(t)
(6.2.5)
and, in [22], Ic +Sc is assumed to be constant. In this thesis we instead use expression
(6.2.11).
With the above mentioned formulation the total number Em(t) of exposed midges
at time t is
Em(t) =
∫ ∞
0
B(t− η)e−µemηF(η) dη
=
∫ t
−∞
B(η)e−µem(t−η)F(t− η) dη.
(6.2.6)
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Using the definition of F and differentiating (6.2.6) with respect to t results in the
following equation to describe the number Em(t) of exposed midges, in which the term
with the integral is the rate at which midges leave the exposed class and become
infectious midges:
E ′m(t) = B(t)−
∫ t
−∞
B(η)e−µem(t−η)f(t− η) dη − µemEm(t). (6.2.7)
The way the delay was incorporated in [22] has been simplified here. In [22] the authors
allowed a distribution of possible incubation times. In this thesis the incubation time
will be taken to be the same, τm, for each individual midge. This possibility is a
particular case of the above formulation, as we now describe.
Recall the filtering property of the Dirac delta function:∫ ∞
−∞
g(η)δ(t− η)dη = g(t), (6.2.8)
where the Dirac delta function, a generalised function, formally satisfies
δ(t− η) =
{
∞ if t = η
0 otherwise
and
∫ ∞
−∞
δ(η)dη = 1.
By letting g(η) = B(η)e−µem(t−η) and f(t) = δ(t − τm) in equation (6.2.8), implying
that the incubation in the midge takes exactly τm days for each individual midge, we
find that ∫ t
−∞
g(η)δ(t− τm − η)dη = g(t− τm) = B(t− τm)e−µemτm (6.2.9)
and the exposed midge equation (6.2.7) becomes
E ′m(t) = B(t)−B(t− τm)e−µemτm − µemEm(t). (6.2.10)
In this thesis we do not take B(t) to be given by (6.2.5). Instead we choose
B(t) =
βcmSm(t)Ic(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
+
βsmSm(t)Is(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
.
(6.2.11)
We have derived the Em equation of system (6.2.17) below. Note also that with the
choice f(t) = δ(t− τm), expression (6.2.6) becomes
Em(t) =
∫ t
t−τm
e−µem(t−η)
(
βcmIc(η) + βsmIs(η)
(Ic + Ec + Sc + Is + Es + Ss)(η)
)
Sm(η)dη. (6.2.12)
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Similar equations can be derived for the exposed cattle and sheep, except that the
infection rates will be different as they model the rates at which susceptible cattle or
sheep acquire the virus from infectious midges. We can show that
Ec(t) =
∫ t
t−τc
e−µec(t−η)
βmcIm(η)Sc(η)
(Ic + Ec + Sc + Is + Es + Ss)(η)
dη (6.2.13)
Es(t) =
∫ t
t−τs
e−µes(t−η)
βmsIm(η)Ss(η)
(Ic + Ec + Sc + Is + Es + Ss)(η)
dη. (6.2.14)
6.2.2 Proposed model
In this thesis we study the following model. Regarding exposed midges, the modelling
philosophy is similar to that of [22] as described in Section 6.2.1, except that the
infection rates are chosen differently, with additional terms Ec(t) and Es(t) in the
denominators. The differential equations for exposed cattle and sheep in (6.2.15)-
(6.2.16), respectively are derived similarly. The parameters of system (6.2.15)-(6.2.17)
are defined in Table 6.1.
Cattle equations
S′c(t) =bc(Sc(t))−
βmcSc(t)Im(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
+ γcIc(t)− µscSc(t)
E′c(t) =− µecEc(t) +
βmcSc(t)Im(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
− βmcSc(t− τc)Im(t− τc)e
−µecτc
Ic(t− τc) + Ec(t− τc) + Sc(t− τc) + Is(t− τc) + Es(t− τc) + Ss(t− τc)
I ′c(t) =− µicIc(t) +
βmcSc(t− τc)Im(t− τc)e−µecτc
Ic(t− τc) + Ec(t− τc) + Sc(t− τc) + Is(t− τc) + Es(t− τc) + Ss(t− τc)
− γcIc(t)
(6.2.15)
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Sheep equations
S′s(t) =bs(Ss(t))−
βmsSs(t)Im(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
+ γsIs(t)− µssSs(t)
E′s(t) =− µesEs(t) +
βmsSs(t)Im(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
− βmsSs(t− τs)Im(t− τs)e
−µesτs
Ic(t− τs) + Ec(t− τs) + Sc(t− τs) + Is(t− τs) + Es(t− τs) + Ss(t− τs)
I ′s(t) =− µisIs(t) +
βmsSs(t− τs)Im(t− τs)e−µesτs
Ic(t− τs) + Ec(t− τs) + Sc(t− τs) + Is(t− τs) + Es(t− τs) + Ss(t− τs)
− γsIs(t)
(6.2.16)
Midge equations
S′m(t) =e
−µlτlbm[Sm(t− τl) + Em(t− τl) + Im(t− τl)]
− βcmSm(t)Ic(t) + βsmSm(t)Is(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
− µsmSm(t)
E′m(t) =− µemEm(t) +
βcmSm(t)Ic(t) + βsmSm(t)Is(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
− βcmSm(t− τm)Ic(t− τm) + βsmSm(t− τm)Is(t− τm)
Ic(t− τm) + Ec(t− τm) + Sc(t− τm) + Is(t− τm) + Es(t− τm) + Ss(t− τm)e
−µemτm
I ′m(t) =− µimIm(t) +
βcmSm(t− τm)Ic(t− τm) + βsmSm(t− τm)Is(t− τm)
Ic(t− τm) + Ec(t− τm) + Sc(t− τm) + Is(t− τm) + Es(t− τm) + Ss(t− τm)e
−µemτm
(6.2.17)
Infection rates, the terms involving the β coefficients, have been written down using
the idea of mass action normalised by total host density. In practice a β coefficient
is a product of quantities including biting rates (which contribute to more than one
β coefficient) and transmission probabilities. For example, the mean rate at which
a female midge bites sheep will be a factor in the products that make up both βms
and βsm, but the transmission probabilities from midge to sheep and vice versa are
different. Some authors prefer to separate out the biting rates so that they appear
as explicit parameters. It is usually the square of the biting rate that matters (since
animal to animal transmission requires two midge bites), and this is the case in our
models since R0 (see (6.4.35)) depends on the products βcmβmc and βsmβms.
Referring to (6.2.15), a susceptible cow acquires the infection from an infectious
midge and then enters the exposed compartment. The incubation time for bluetongue
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in cattle is taken to be τc, so after that amount of time the infected cow becomes in-
fectious and enters the Ic compartment. A cow might recover and once again become
susceptible; this is modelled by the γc terms. The µ terms are the per-capita mortality
rates. For the sheep equations (6.2.16), similar remarks apply. For the midge equa-
tions (6.2.17), again similar remarks apply but a midge might catch the bluetongue
virus from either an infectious cow or an infectious sheep, so the contact rate has two
contributions one involving Ic, and the other Is. Midges do not recover. The midge
variables in (6.2.17) refer only to adult midges, so the first term in the right hand side
of the Sm equation is the midge maturation rate rather than the birth rate. This term
is the birth rate at the earlier time t− τl, where τl is the duration of the larval devel-
opmental time of midges, multiplied by e−µlτl which is the probability of egg to adult
survival for midges. The actual midge birth rate itself is bm(Sm(t)+Em(t)+Im(t)) and
is therefore taken to be a function of the total number of adult midges, assuming that
an infected midge can still lay eggs. Work reported in [53] and [86] suggests that the
bluetongue virus cannot be transmitted from adult female midges to their newborns.
Therefore, we assume that midges are born as susceptibles. They cannot contract
bluetongue as larvae so they mature as susceptibles which justifies the placement of
the maturation rate in the Sm equation of (6.2.17).
System (6.2.15)–(6.2.17) assumes there is no biting bias for the midges, which simply
bite either cattle or sheep without preference for either. This assumption is made to
simplify the exposition, but biting bias can be taken into account by modifying the
denominator Ic + Ec + Sc + Is + Es + Ss by ρc(Ic + Ec + Sc) + ρs(Is + Es + Ss) for
positive real numbers ρc and ρs which account for the bias, and by adjusting the values
for the relevant β coefficients which depend on the biting rates. This denominator gets
replaced by S0c + S
0
s in the linearized analysis, and therefore by ρcS
0
c + ρsS
0
s if biting
bias is included, with a corresponding change to R0 defined in (6.4.35).
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6.2.3 Summary of parameters
Note, all parameters are positive, except τl and the τa’s which are non-negative.
Parameter Description
βmc Contact rate from midges to cattle
βcm Contact rate from cattle to midge
βms Contact rate from midges to sheep
βsm Contact rate from sheep to midges
Ia Number of infectious species a
Ea Number of exposed species a
Sa Number of susceptible species a
ba(·) Birth rate for species a
γa Recovery rate for species a
µl Per-capita mortality of larval midges
τl Duration of the larval stage of midges
τa Incubation period for species a (days)
µsa Per-capita natural mortality rate for susceptible species a
µea Per-capita natural mortality rate for exposed species a
µia = µˆia + δa Per-capita mortality rate for infectious species a
µˆia Per-capita natural mortality rate for infectious species a
δa Per-capita disease induced mortality rate for infectious species a
Table 6.1: Outline of variables, where the subscript a = c, s,m refers to whether the
species is cattle, sheep or midge.
6.2.4 Initial conditions and positivity of variables
In order to prove that the susceptible, exposed and infectious variables in our system
(6.2.15)–(6.2.17) remain positive in Proposition 1, we prescribe the initial conditions for
cattle, sheep and midges in (6.2.18). These are determined by their different incubation
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periods, τc, τs and τm respectively and the duration of the larval stage of midges τl.
Sc(θ) = Sc0(θ) ≥ 0, Ec(θ) = Ec0(θ) ≥ 0, Ic(θ) = Ic0(θ) ≥ 0,
where θ ∈ [−τ1, 0] and τ1 = max{τc, τs, τm}
Ss(θ) = Ss0(θ) ≥ 0, Es(θ) = Es0(θ) ≥ 0, Is(θ) = Is0(θ) ≥ 0,
where θ ∈ [−τ1, 0] and τ1 = max{τc, τs, τm}
Sm(θ) = Sm0(θ) ≥ 0, where θ ∈ [−τ2, 0] and τ2 = max{τl, τm}
Em(θ) = Em0(θ) ≥ 0, where θ ∈ [−τ3, 0] and τ3 = τl
Im(θ) = Im0(θ) ≥ 0, where θ ∈ [−τ4, 0] and τ4 = max{τl, τc, τs}
(6.2.18)
Proposition 1 In system (6.2.15)-(6.2.17), suppose bc(·), bs(·) and bm(·) are non-
negative functions, that non-negative initial data of the form (6.2.18) applies, and that
(6.2.12), (6.2.13) and (6.2.14) hold at time t = 0. Then all nine variables remain
non-negative for all positive time.
Proof. We apply arguments similar to those in [73], particularly Theorem 5.2.1 on
page 81. System (6.2.15)-(6.2.17) does not lend itself immediately to the application of
that theorem because the right hand sides of the differential equations for Ec, Es and
Em in (6.2.15)-(6.2.17) do not have the right structure. However, those three equations
can be replaced by integral equations, namely (6.2.12), (6.2.13) and (6.2.14), which all
clearly have positivity preserving properties.
In view of this fact, inspection of the proof of Theorem 5.2.1 of [73] shows that
this idea also applies to our slightly different system in which some of the differential
equations are replaced by integral equations. If we add  to the right hand side of every
differential equation (or, in our case, its integral equation replacement), it can be shown
using the method of proof due to [73] that the solution of the modified system preserves
positivity. Letting → 0, we conclude the same for the solution of (6.2.15)-(6.2.17).
6.2.5 Boundedness
The numbers of cattle, sheep and midges for the different classes of susceptible, in-
fectious and exposed can be shown to have upper bounds, provided that the birth
functions are bounded. Let Nm(t) = Sm(t) + Em(t) + Im(t) be the total number of
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midges at time t. Then by adding together the equations in (6.2.17), the following
equation can be stated in terms of Nm(t)
dNm(t)
dt
= e−µlτlbm[Nm(t− τl)]− µsmSm(t)− µemEm(t)− µimIm(t). (6.2.19)
Since
µsm ≥ min(µsm, µem, µim),
µem ≥ min(µsm, µem, µim),
µim ≥ min(µsm, µem, µim),
it follows that
dNm(t)
dt
≤ e−µlτlbm[Nm(t− τl)]−min(µsm, µem, µim)Nm(t). (6.2.20)
Letting bsupm = supNm≥0 bm(Nm),
dNm(t)
dt
≤ e−µlτlbsupm −min(µsm, µem, µim)Nm(t) (6.2.21)
and by using a comparison theorem in [73], it follows that
lim sup
t→∞
Nm(t) ≤ e
−µlτlbsupm
min(µsm, µem, µim)
(6.2.22)
So the number of midges is bounded, i.e. Nm(t) ≤ Cm. By proceeding in the same way,
letting Nc(t) and Ns(t) be the total number of cattle and sheep and adding together
the equations (6.2.15) and (6.2.16), it can similarly be shown that there exists Cc and
Cs such that Nc(t) ≤ Cc and Ns(t) ≤ Cs.
In the remaining sections of this chapter, we consider the disease-free equilibrium
and its stability, following techniques used in [22].
6.3 The disease-free equilibrium
When no disease is present, the numbers of susceptible cattle, sheep and midges evolve
according to the following subsystem of (6.3.23)–(6.3.24):
S ′c(t) = bc(Sc(t))− µscSc(t) (6.3.23)
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S ′s(t) = bs(Ss(t))− µssSs(t) (6.3.24)
and
S ′m(t) = e
−µlτlbm(Sm(t− τl))− µsmSm(t). (6.3.25)
We make assumptions which ensure that, in the absence of disease, the numbers of
susceptible cattle, sheep and midges tend to constants as t → ∞. In the disease-free
equilibrium, Sc(t) = S
0
c , Ss(t) = S
0
s and Sm(t) = S
0
m for all t, where S
0
c , S
0
s and S
0
m
satisfy
bc(S
0
c ) = µscS
0
c (6.3.26)
bs(S
0
s ) = µssS
0
s (6.3.27)
e−µlτlbm(S0m) = µsmS
0
m. (6.3.28)
The existence of unique values, S0c , S
0
s , S
0
m > 0 satisfying (6.3.26)–(6.3.28) depends on
the functional forms of the birth functions bc(·), bs(·) and bm(·). We assume:
bc(Sc) is non-negative with bc(0) = 0. Moreover, bc is locally Lipschitz
continuous and there exists S0c > 0 such that bc(Sc) > µscSc when
0 < Sc < S
0
c , and bc(Sc) < µscSc when Sc > S
0
c .
(6.3.29)
bs(Ss) is non-negative with bs(0) = 0. Moreover, bs is locally Lipschitz
continuous and there exists S0s > 0 such that bs(Ss) > µssSs when
0 < Ss < S
0
s , and bs(Ss) < µssSs when Ss > S
0
s .
(6.3.30)
bm(Sm) is non-negative with bm(0) = 0. Moreover, bm is locally Lip-
schitz continuous and there exists S0m > 0 such that e
−µlτlbm(Sm) >
µsmSm when 0 < Sm < S
0
m, and e
−µlτlbm(Sm) < µsmSm when Sm > S0m.
(6.3.31)
Assumption (6.3.29) ensures that (6.3.23) has zero and S0c as its only equilibria, and
that S0c is globally asymptotically stable for all initial data with Sc(0) > 0 as long
as no disease is introduced. Similar statements follow from assumption (6.3.30) in
relation to (6.3.24). Assumption (6.3.31) implies that (6.3.25) has zero and S0m as its
only equilibria, but (6.3.31) does not ensure the global, or even the local, asymptotic
stability of S0m as a solution of (6.3.25). The third inequality in (6.5.40) ensures local
stability, as we shall show.
120
6.3.1 The linearized equations
The model equations in Section 6.2.2 can be linearized about the disease-free equilib-
rium by considering small perturbations about that equilibrium, i.e.
(Sc, Ec, Ic, Ss, Es, Is, Sm, Em, Im) = (S
0
c + S˜c, E˜c, I˜c, S
0
s + S˜s, E˜s, I˜s, S
0
m + S˜m, E˜m, I˜m)
where S˜c, E˜c, I˜c, and similarly for sheep and midges, are small perturbations. In par-
ticular, the term involving the total number of cattle and sheep (I˜c + E˜c + S
0
c + S˜c +
I˜s + E˜s + S
0
s + S˜s)
−1 can be simplified to (S0c + S
0
s )
−1, by making use of the Taylor
expansion (1 + x)−1 = 1 − x + x2 + .... The birth functions can also be linearized by
considering a Taylor series around the steady states, whereby
b(S˜ + S0) = b(S0) + b′(S0)S˜ +
b′′(S0)S˜2
2!
+ · · ·
is the expansion for a generic birth function b about a steady state S0. By letting bc(S˜c+
S0c ) = bc(S
0
c ) + b
′
c(S
0
c )S˜c be an approximation for the cattle birth function, the disease-
free equilibrium in (6.3.26) can then be used to make an additional simplification, as
bc(S˜c + S
0
c ) − µscS0c = (bc(S0c ) − µscS0c ) + b′c(S0c )S˜c = b′c(S0c )S˜c. This idea can also be
used to simplify the sheep and midge equations, to give the following linearized model
equations (6.3.32)-(6.3.34), where the reference to ∼ has been dropped.
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Linearized cattle equations
S ′c(t) =b
′
c(S
0
c )Sc(t)−
βmcS
0
c Im(t)
S0s + S
0
c
+ γcIc(t)− µscSc(t)
E ′c(t) =− µecEc(t) +
βmcS
0
c Im(t)
S0s + S
0
c
− βmcS
0
c Im(t− τc)e−µecτc
S0s + S
0
c
I ′c(t) =− µicIc(t) +
βmcS
0
c Im(t− τc)e−µecτc
S0s + S
0
c
− γcIc(t)
(6.3.32)
Linearized sheep equations
S ′s(t) =b
′
s(S
0
s )Ss(t)−
βmsS
0
sIm(t)
S0s + S
0
c
+ γsIs(t)− µssSs(t)
E ′s(t) =− µesEs(t) +
βmsS
0
sIm(t)
S0s + S
0
c
− βmsS
0
sIm(t− τs)e−µesτs
S0s + S
0
c
I ′s(t) =− µisIs(t) +
βmsS
0
sIm(t− τs)e−µesτs
S0s + S
0
c
− γsIs(t)
(6.3.33)
Linearized midge equations
S ′m(t) =e
−µlτlb′m(S
0
m)[Sm(t− τl) + Em(t− τl) + Im(t− τl))]
− βcmS
0
mIc(t) + βsmS
0
mIs(t)
S0s + S
0
c
− µsmSm(t)
E ′m(t) =− µemEm(t) +
βcmS
0
mIc(t) + βsmS
0
mIs(t)
S0s + S
0
c
− βcmS
0
mIc(t− τm) + βsmS0mIs(t− τm)
S0s + S
0
c
e−µemτm
I ′m(t) =− µimIm(t) +
βcmS
0
mIc(t− τm) + βsmS0mIs(t− τm)
S0s + S
0
c
e−µemτm
(6.3.34)
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6.4 Stability analysis
6.4.1 Basic reproduction number
We define the basic reproduction number R0 for system (6.2.15)–(6.2.17) by
R0 = (RmcRcm +RmsRsm) 12 , (6.4.35)
where
Rcm = 1
(µic + γc)
βcmS
0
m
(S0c + S
0
s )
e−µemτm , (6.4.36)
Rmc = 1
µim
βmcS
0
c
(S0c + S
0
s )
e−µecτc , (6.4.37)
Rsm = 1
(µis + γs)
βsmS
0
m
(S0c + S
0
s )
e−µemτm , (6.4.38)
Rms = 1
µim
βmsS
0
s
(S0c + S
0
s )
e−µesτs . (6.4.39)
Considering the terms that make up Rcm, (µic + γc)−1 is the average sojourn of a cow
in the infectious stage, βcmS
0
m/(S
0
c + S
0
s ) is the rate at which a typical infectious cow
infects susceptible midges and exp(−µemτm) is the probability that an exposed midge
will survive the latency period and become infectious. Therefore Rcm is the average
number of infectious midges that are produced by one typical infectious cow when
bluetongue is introduced at the disease-free state, i.e. the basic reproduction number
of the infection from cattle to midges. The parameter Rmc is the average number of
infectious cows produced by one typical infectious midge when bluetongue is introduced
at the disease-free state. The interpretations of Rsm and Rms are similar.
Transmission between midges is via both cattle and sheep, and the expression
RmcRcm +RmsRsm
is the average number of infectious midges produced via cattle and sheep hosts by a
typical infectious midge when introduced at the disease-free equilibrium. Transmission
from midge to midge involves two midge bites. These considerations lead to expres-
sion (6.4.35) as the appropriate way to define the basic reproduction number R0.
Next, we prove the following result on the local asymptotic stability of the disease-
free equilibrium of system (6.2.15)–(6.2.17).
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6.5 Local asymptotic stability of the disease-free
equilibrium
Theorem 1 Assume that the birth functions bc, bs and bm satisfy assumptions (6.3.29)
to (6.3.31) and are differentiable at S0c , S
0
s and S
0
m, respectively, and that
b′c(S
0
c ) < µsc, b
′
s(S
0
s ) < µss, −µsm ≤ b′m(S0m)e−µlτl < µsm. (6.5.40)
Then, if R0 < 1, where R0 is defined in (6.4.35), the disease-free equilibrium
(Sc, Ec, Ic, Ss, Es, Is, Sm, Em, Im) = (S
0
c , 0, 0, S
0
s , 0, 0, S
0
m, 0, 0)
of system (6.2.15), (6.2.16), (6.2.17) is locally asymptotically stable.
Proof. The equations for the exposed cattle and sheep, Ec and Es can be dropped
in the analysis, as the linearized system decouples. By [69], the disease-free equilibrium
is locally asymptotically stable, if the origin is exponentially asymptotically stable for
the linearized system. By [33, Sect. 3], this is the case if non-trivial solutions of the
form (Sc, Ss, Sm, Ic, Is, Im, Em) = e
λt(c1, c2, c3, c4, c5, c6, c7) exist only if Re(λ) < 0.
Making the substitution, (Sc, Ss, Sm, Ic, Is, Im, Em) = e
λt(c1, c2, c3, c4, c5, c6, c7) and
rewriting the equations in the form Ac = 0, where A is a matrix and c = (c1, c2, ..., c7)
is a constant vector, then |A| = 0 determines a characteristic equation for λ. The
characteristic equation factorizes, leading to the following four characteristic equations:
λ = b′c(S
0
c )− µsc (6.5.41)
λ = b′s(S
0
s )− µss (6.5.42)
λ = b′m(S
0
m)e
−(µl+λ)τl − µsm (6.5.43)
λ+ µim =
S0m
(S0s + S
0
c )
2
[
βmsβsmS
0
s
(λ+ µis + γs)
e−[(λ+µes)τs+(λ+µem)τm]
+
βmcβcmS
0
c
(λ+ µic + γc)
e−[(λ+µec)τc+(λ+µem)τm]
] (6.5.44)
It can be seen from the assumptions in (6.5.40) that any root λ of the first three
characteristic equations (6.5.41)-(6.5.43) will have negative real part. This is obvious
for (6.5.41) and (6.5.42). In the case of (6.5.43), which may have complex roots, a little
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more care is required. Suppose a root λ of (6.5.43) exists with Reλ ≥ 0. Then, for
this λ,
|λ+ µsm| = |b′m(S0m)|e−µlτle−Re(λ)τl
≤ |b′m(S0m)|e−µlτl .
If |b′m(S0m)|e−µlτl < µsm, i.e. −µsm < b′m(S0m)e−µlτl < µsm then we immediately obtain
a contradiction because the above inequality then implies that λ lies in a disk that is
centred at −µsm ∈ C and wholly contained in the open left half of the complex plane,
so that λ cannot satisfy Reλ ≥ 0. Note that the third inequality of (6.5.40) leaves open
the possibility that b′m(S
0
m)e
−µlτl = −µsm. In this case a root λ satisfying Reλ ≥ 0 has
to also lie in the disk |λ+ µsm| ≤ µsm, and this leaves open the possibility that λ = 0.
But if we substitute λ = 0 into (6.5.43), in the case b′m(S
0
m)e
−µlτl = −µsm, we obtain
0 = −2µsm, a contradiction.
To show that the fourth characteristic equation (6.5.44) only has roots with negative
real part suppose, for a contradiction, that a root λ of (6.5.44) exists with Reλ ≥ 0.
For such a λ,
|λ+ µis + γs| > µis + γs
|λ+ µic + γc| > µic + γc.
Therefore, since λ satisfies (6.5.44),
|λ+ µim| 6 S
0
m
(S0s + S
0
c )
2
[
βmsβsmS
0
s
µis + γs
|e−[(λ+µes)τs+(λ+µem)τm]|
+
βmcβcmS
0
c
µic + γc
|e−[(λ+µec)τc+(λ+µem)τm]|
]
.
(6.5.45)
The terms involving λ in the right hand side of (6.5.45) can be considered by expanding
them into their real and imaginary parts,
|e−[(λ+µes)τs+(λ+µem)τm]| = e−µesτse−µemτme−(τs+τm)Re(λ)|e−i(τs+τm)Im(λ)|
using that the terms e−µesτs , e−µemτm and e−(τs+τm)Re(λ) are real and non-negative. In
addition |e−i(τs+τm)Im(λ)| = 1 and e−(τs+τm)Re(λ) ≤ 1 using eiθ = cos θ + i sin θ and
Re(λ) ≥ 0 respectively, which results in,
|e−[(λ+µes)τs+(λ+µem)τm]| ≤ e−µesτse−µemτm .
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This has imposed an upper bound on the exponential terms involving λ by something
which is independent of λ. The same method can be used on the other exponential
term in inequality (6.5.45), to give
|λ+ µim| 6 S
0
m
(S0s + S
0
c )
2
[
βmsβsmS
0
s
µis + γs
e−(µesτs+µemτm)
+
βmcβcmS
0
c
µic + γc
e−(µecτc+µemτm)
]
.
(6.5.46)
In terms of the basic reproduction number R0 defined in (6.4.35), this inequality can
be rewritten as
|λ+ µim| ≤ R20µim
where,
R0 = (RmcRcm +RmsRsm) 12
and Rmc,Rcm,Rms and Rsm are defined by (6.4.36)-(6.4.39).
Therefore, λ lies in the disk in C centered at −µim and of radius R20µim. This is
a contradiction because, if R0 < 1, this disk is contained in the open left half of the
complex plane and so λ cannot satisfy Reλ ≥ 0.
2
6.6 Persistence of sheep and cattle at low levels of
disease
The following lemma is used later in the proof of Theorem 3 on weak uniform persis-
tence. It is difficult in practice to infer the existence of a lower bound LB from Lemma
1 because inequality (6.6.47) cannot be checked in practice. In the case of the proof of
Theorem 3, inequality (6.6.47) does hold, but only because the proof of Theorem 3 is
by a contradiction argument.
Lemma 1 Suppose that (6.3.29) and (6.3.30) hold. If it is true that
I∞m = lim sup
t→∞
Im(t) <  (6.6.47)
and  is sufficiently small then, if Sc(0) > 0 and Ss(0) > 0, Sc(t) and Sc(t) are bounded
away from zero. In particular, there exists LB > 0 such that (Ic +Ec + Sc + Is +Es +
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Ss)(t) ≥ Sc(t) + Ss(t) ≥ LB > 0 for all t ≥ 0, where the variables satisfy (6.2.15)-
(6.2.17).
Proof. Since the inequality in (6.6.47) is strict, Im(t) <  for all sufficiently large t,
and therefore, from the equation for Sc(t) in (6.2.15),
S ′c(t) ≥ bc(Sc(t))− (βmc+ µscSc(t)).
By a comparison argument, Sc(t) ≥ S¯c(t) where S¯c(t) satisfies
S¯ ′c(t) = bc(S¯c(t))− (βmc+ µscS¯c(t)) (6.6.48)
and S¯c(0) = Sc(0). As this is a one-dimensional ODE we may infer the asymptotic
behaviour of S¯(t) using graphical arguments, keeping in mind assumption (6.3.29).
S¯c
bc(S¯c)
µscS¯c
βmc+ µscS¯c
S0cS¯

c
Figure 6.1: Graph which illustrates the ability to choose  > 0 with the properties as
described in the text. Note that the intersection of bc(S¯c) with µscS¯c is at S
0
c , with S
0
c
from (6.3.29).
From Figure 6.1 we see that the one-dimensional ODE (6.6.48) has, for sufficiently
small , two strictly positive steady states. One of these, S¯c is close to S
0
c and the
other is a small positive value. The latter is less than Sc(0) if  is sufficiently small
and therefore S¯c(t)→ S¯c as t→∞. Therefore S¯c(t), and hence also Sc(t), is bounded
away from zero. The argument for Ss(t) is similar. 2
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6.7 Global stability of the disease-free equilibrium
In this section conditions are obtained for global stability of the disease-free equilibrium
of system (6.2.15)−(6.2.17). The conditions are stronger than those outlined for local
asymptotic stability in Theorem 1. In Theorem 2, we simply assume that a lower bound
LB exists; we cannot infer its existence from Lemma 1 because of the impossibility of
checking inequality (6.6.47) a-priori.
Theorem 2 Suppose that the birth functions, bc(Sc) and bs(Ss) are monotone non-
decreasing and bm(Sm) is strictly monotone increasing and bounded above and all the
birth functions satisfy conditions (6.3.29)-(6.3.31). In addition, suppose that the initial
data satisfies the conditions outlined in Section 6.2.18 with the additional requirements
that Sc(0) > 0, Ss(0) > 0 and Sm(θ) 6≡ 0 on [−τl, 0]. Then if the following condition
holds,
µim(µis+γs)(µic+γc) >
(
Ŝm
LB
)
[βsmβms(µic+γc)e
−µesτs+βcmβmc(µis+γs)e−µecτc ]e−µemτm
(6.7.49)
where LB is any lower bound on (Ic + Ec + Sc + Is + Es + Ss)(t),
Ŝm =
e−µlτlbsup
∗
m
µsm
(6.7.50)
and
bsup
∗
m = sup
Sm≥0
bm(Sm) (6.7.51)
the disease-free equilibrium (Sc, Ec, Ic, Ss, Es, Is, Sm, Em, Im) = (S
0
c , 0, 0, S
0
s , 0, 0, S
0
m, 0, 0)
of the model (6.2.15)-(6.2.17) is globally asymptotically stable.
Proof. First it is required to show that Sm(t) is bounded above. From the Sm(t)
equation of (6.2.17)
S ′m(t) ≤ e−µlτlbsup
∗
m − µsmSm(t),
so that
lim sup
t→∞
Sm(t) ≤ e
−µlτlbsup
∗
m
µsm
= Ŝm.
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The following inequalities can also be derived for the infectious classes by making use
of the fact that there exists a lower bound, LB for the total number of cattle and sheep.
I ′c(t) ≤ βmcIm(t− τc)e−µecτc − (µic + γc)Ic(t)
I ′s(t) ≤ βmsIm(t− τs)e−µesτs − (µis + γs)Is(t)
I ′m(t) ≤
(
βcmIc(t− τm) + βsmIs(t− τm)
LB
)
Sm(t− τm)e−µemτm − µimIm(t)
Since (6.7.49) holds, there exists  > 0 such that
µim(µis+γs)(µic+γc) >
(
Ŝm + 
LB
)
[βsmβms(µic+γc)e
−µesτs+βcmβmc(µis+γs)e−µecτc ]e−µemτm .
(6.7.52)
As lim supt→∞ Sm(t) ≤ Ŝm, there exists t such that Sm(t) ≤ Ŝm +  when t ≥ t, and
Sm(t− τm) ≤ Ŝm +  when t ≥ τm + t. Then the infectious classes satisfy the following
system of differential inequalities for t ≥ τm + t
I ′c(t) ≤βmcIm(t− τc)e−µecτc − (µic + γc)Ic(t)
I ′s(t) ≤βmsIm(t− τs)e−µesτs − (µis + γs)Is(t)
I ′m(t) ≤
(
βcmIc(t− τm) + βsmIs(t− τm)
LB
)
(Ŝm + )e
−µemτm − µimIm(t)
(6.7.53)
The right hand sides of the inequalities above have the correct structure to apply
Theorem 5.1.1 on page 78 of [73], since the delay terms all have positive coefficients.
Therefore with the standard partial ordering in R3, it can be seen that (Ic, Is, Im) is
bounded above by the solution, denoted also by (Ic, Is, Im), of the system of differential
equations that are obtained from the inequalities in (6.7.53) with ≤ replaced by =.
By assuming that the solutions of the latter system take the form (Ic, Is, Im) =
eλt(d1, d2, d3), analysis akin to the linear stability analysis presented earlier leads to
the following characteristic equation,
λ+ µim =
(
Ŝm + 
LB
)[(
1
λ+ µis + γs
)
βsmβmse
−(λ+µes)τs
+
(
1
λ+ µic + γc
)
βcmβmce
−(λ+µec)τc
]
e−(λ+µem)τm .
(6.7.54)
Assume, for a contradiction, that a root λ of (6.7.54) exists with Re(λ) ≥ 0. Then
|λ+ µim| ≤ Bµim, where
B =
1
µim
(
Ŝm + 
LB
)[
βsmβms
µis + γs
e−µesτs +
βcmβmc
µic + γc
e−µecτc
]
e−µemτm .
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This implies that the root λ of (6.7.54) with Re(λ) ≥ 0 lies in a disk in C, centered
at −µim with radius Bµim. Inequality (6.7.52) is equivalent to B < 1, which implies
that the root lies in the open left side of the complex plane, which contradicts the
assumption Re(λ) ≥ 0.
It follows that as t → ∞, (Ic, Is, Im) → (0, 0, 0). This information can be used in
the susceptible cattle and sheep equations to give, in the limit when t→∞,
S ′c(t) = bc(Sc(t))− µscSc(t)
S ′s(t) = bs(Ss(t))− µssSs(t).
Then, the conditions (6.3.29) and (6.3.30), along with Sc(0) > 0 and Ss(0) > 0 ensure
that Sc(t)→ S0c and Ss(t)→ S0s , as t→∞. By also considering the susceptible midge
equation in the limit when t→∞,
S ′m(t) = e
−µlτlbm(Sm(t− τl))− µsmSm(t) (6.7.55)
under condition (6.3.31) along with the assumption that bm(·) is increasing, then
Sm(t)→ S0m, as t→∞, provided Sm(t) becomes strictly positive and remains so.
This is where the assumption, Sm(θ) 6≡ 0 on [−τl, 0] comes in. The issue of whether
Sm(t) becomes and remains strictly positive cannot be resolved by (6.7.55) because that
equation only holds in the limit as t→∞. We also need to consider early transients,
and so we must look at the full equation for susceptible midges,
S ′m(t) =e
−µlτlbm[Sm(t− τl) + Em(t− τl) + Im(t− τl)]
− βcmSm(t)Ic(t) + βsmSm(t)Is(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
− µsmSm(t).
(6.7.56)
Using the assumption Sm(θ) 6≡ 0 on [−τl, 0], we show that there exists a time t∗ ∈ [0, τl]
at which Sm(t
∗) > 0 and that after time t∗, Sm(t) can never become zero again.
We first show that Sm(t) 6≡ 0 for t ∈ [0, τl]. Suppose for a contradiction that, in
fact, Sm(t) ≡ 0 on [0, τl]. Substituting this into (6.7.56) gives
0 = e−µlτlbm[Sm(t− τl) + Em(t− τl) + Im(t− τl)], for all t ∈ [0, τl],
which implies that
0 = bm[Sm(t− τl) + Em(t− τl) + Im(t− τl)], for all t ∈ [0, τl].
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Since bm(0) = 0 and bm(·) is strictly monotone increasing, this implies Sm(t − τl) +
Em(t − τl) + Im(t − τl) ≡ 0, for t ∈ [0, τl] and therefore that Sm(t − τl) ≡ 0 for all
t ∈ [0, τl], since Sm, Em and Im are non-negative. This can be rewritten as Sm(θ) ≡ 0
on [−τl, 0], which contradicts the assumption that Sm(θ) 6≡ 0 on [−τl, 0].
Therefore Sm(t) 6≡ 0 on [0, τl] and so there exists a time t∗ ∈ [0, τl], such that
Sm(t
∗) > 0. From (6.7.56)
S ′m(t)
Sm(t)
≥ −µsm − βcmIc(t) + βsmIs(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
.
Integrating the above from t∗ to t, with t > t∗, gives
Sm(t) ≥ Sm(t∗) exp
(
−
∫ t
t∗
{
µsm+
βcmIc(η) + βsmIs(η)
Ic(η) + Ec(η) + Sc(η) + Is(η) + Es(η) + Ss(η)
}
dη
)
.
We know that there exists t∗ ∈ [0, τl] such that Sm(t∗) > 0, and the above inequality
shows that Sm(t) can never be zero in the subsequent evolution. Thus, Sm(t) becomes
and remains strictly positive as claimed. 2
6.8 Weak uniform persistence of bluetongue
In Theorem 1, it was shown that if R0 < 1, where R0 is defined by (6.4.35), then the
disease-free equilibrium of the bluetongue model (6.2.15)−(6.2.17) is locally asymptot-
ically stable. In this section we show that if R0 > 1, and some other conditions hold,
then the disease weakly persists in the sense that lim supt→∞ Im(t) >  for some  that
is independent of the initial data as along as some disease is present. Weak persistence
implies that the disease keeps bouncing back even though it may reach arbitrarily low
levels as time advances.
Let the basic reproduction numbers for cattle, sheep and midges, respectively be
Rc0, Rs0 and Rm0 , given by
Rc0 =
1
µsc
lim inf
S→0+
bc(S)
S
, (6.8.57)
Rs0 =
1
µss
lim inf
S→0+
bs(S)
S
(6.8.58)
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and
Rm0 =
e−µlτl
µsm
lim inf
S→0+
bm(S)
S
. (6.8.59)
Considering the terms that are included within Rc0, lim infS→0+ bc(S)S is the per-capita
cattle birth rate at almost zero cattle density and 1
µsc
is the mean life expectancy
of susceptible cattle. In the following theorem the condition Rc0 > 1 is imposed,
which excludes the possibility of bc(S) and µscS being tangential at the origin. Similar
interpretations can be made regarding the Rs0 and Rm0 terms.
Theorem 3 Assume the birth functions, bc(·), bs(·) and bm(·) satisfy the conditions
(6.3.29)-(6.3.31) and bm(·) is monotone increasing on [0, S0m], where S0m satisfies (6.3.28).
If R0 > 1, where R0 is defined by (6.4.35), and also Rm0 > 1, Rc0 > 1 and Rs0 > 1,
then there exists some  > 0 such that
lim sup
t→∞
Im(t) > 
for all solutions of system (6.2.15)-(6.2.17) with Sc(0) > 0, Ss(0) > 0, Im(0) > 0 and
Sm(t) > 0, for some t ∈ [−τl, 0].
Proof. Suppose the statement is not true, in the hope for a contradiction. Then
for any  > 0, there exists a solution such that Im(0) > 0 and
I∞m = lim sup
t→∞
Im(t) < . (6.8.60)
Later, we shall select  to obtain a contradiction.
In the course of this proof, the need for various smallness conditions of  will become
apparent. First note that  can be made sufficiently small to ensure the applicability of
Lemma 1, which ensures that there is a lower bound LB for the total number of cattle
and sheep. The existence of LB is important later.
From the infectious cattle and sheep equations of (6.2.15) and (6.2.16), we obtain
I ′c(t) ≤ −(µic + γc)Ic(t) + βmcIm(t− τc)
I ′s(t) ≤ −(µis + γs)Is(t) + βmsIm(t− τs),
using
Sc(t− τc)
(Ic + Ec + Sc + Is + Es + Ss)(t− τc) ≤ 1 and
Ss(t− τs)
(Ic + Ec + Sc + Is + Es + Ss)(t− τs) ≤ 1.
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Let ∗ > 0 be arbitrary. Then there exists T > 0 such that Im(t) ≤ I∞m + ∗ for all
t ≥ T . Thus, Im(t− τc) ≤ I∞m + ∗ for t sufficiently large and therefore
I ′c(t) ≤ −(µic + γc)Ic(t) + βmc(I∞m + ∗)
I ′s(t) ≤ −(µis + γs)Is(t) + βms(I∞m + ∗).
By the fluctuation lemma, there exists sequences (tj) and (sj) with tj → ∞ and
sj → ∞, Ic(tj) → I∞c , I ′c(tj) → 0, Is(sj) → I∞s and I ′s(sj) → 0 as j → ∞ and the
above inequalities become:
0 ≤− (µic + γc)I∞c + βmc(I∞m + ∗)
0 ≤− (µis + γs)I∞s + βms(I∞m + ∗).
(6.8.61)
By letting ∗ → 0, the inequalities in (6.8.61) can be rearranged to give
I∞c ≤
βmcI
∞
m
µic + γc
and I∞s ≤
βmsI
∞
m
µis + γs
.
Then using I∞m <  from assumption (6.8.60), it follows that I
∞
c < c1 and I
∞
s < c2,
where c1 =
βmc
µic+γc
and c2 =
βms
µis+γs
are positive constants, not depending on .
From the exposed equations of system (6.2.15)−(6.2.17), we obtain
E ′c(t) ≤− µecEc(t) + βmcIm(t)
E ′s(t) ≤− µesEs(t) + βmsIm(t).
(6.8.62)
Similar analysis to that which was used to determine inequalities for I∞c and I
∞
s can
be applied to give the following inequalities for the exposed animals,
E∞c < c3, E
∞
s < c4,
where
c3 =
βmc
µec
and c4 =
βms
µes
.
Since Sm(θ) > 0 for some θ ∈ [−τl, 0] it follows that Sm(t) becomes and remains strictly
positive. This has already been shown in the proof of Theorem 2 (note that this part
of the proof of Theorem 2 only uses the hypothesis that Sm(θ) 6≡ 0 on [−τl, 0].)
Next, we show that Sm∞ = lim inft→∞ Sm(t) > 0. It is known that Sm∞ ≥
limn→∞ inf [τl+1,n] Sm. For n ≥ τl + 1, choose tn ∈ [τl + 1, n] such that Sm(tn) =
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inf [τl+1,n] Sm. Suppose for a contradiction that Sm∞ = 0. Then tn → ∞ as n → ∞,
Sm(tn)→ 0, S ′m(tn) ≤ 0 and Sm(tn) ≤ Sm(tn − τl) if n is sufficiently large.
Next, we show that Sm(tn − τl) → 0 as n → ∞, by bounding Sm(tn − τl) by a
multiple of Sm(tn) and then using the fact that Sm(tn) → 0 as n → ∞. The upper
bound can be found for Sm(tn − τl) by using that eνtSm(t) is an increasing function of
t, for a suitably chosen ν > 0. To show this, we consider the derivative of the function
eνtSm(t) and the full equation for the susceptible midges given in (6.2.17) and obtain
the following inequality,
d
dt
(
eνtSm(t)
)
≥ eνtSm(t)
[
ν − µsm − βcmIc(t) + βsmIs(t)
(Ic + Ec + Sc + Is + Es + Ss)(t)
]
.
Since
Ic(t)
(Ic + Ec + Sc + Is + Es + Ss)(t)
≤ 1 and Is(t)
(Ic + Ec + Sc + Is + Es + Ss)(t)
≤ 1,
it follows that if ν is chosen such that ν ≥ µsm + βcm + βsm, then
d
dt
(
eνtSm(t)
)
≥ eνtSm(t)[ν − µsm − βcm − βsm] ≥ 0.
Therefore there exists ν > 0 such that eνtSm(t) is an increasing function of t. It follows
that
eν(tn−τl)Sm(tn − τl) ≤ eνtnSm(tn)
and therefore
Sm(tn − τl) ≤ eντlSm(tn).
Since Sm(tn)→ 0 as n→∞, this inequality implies that Sm(tn − τl)→ 0 as n→∞.
The restrictions imposed on bm(S) by assumption (6.3.31) are illustrated in Figure
6.2. The condition Rm0 > 1 excludes the possibility of e−µlτlbm(S) and µsmS being
tangential at the origin.
In particular the part of (6.3.31) that specifies e−µlτlbm(S) > µsmS, when 0 < S <
S0m can be used to state that e
−µlτlbm(Sm + Em + Im) > µsm(Sm + Em + Im), when
0 < Sm + Em + Im < S
0
m. Take ζ > 0 to be small enough, so that
e−µlτlbm(S) > (ζ + µsm)S for all S ∈
(
0,
S0m
2
]
. (6.8.63)
Figure 6.2 demonstrates that it is possible to choose ζ such that (6.8.63) holds. Note
in particular that it relies crucially on Rm0 > 1. By taking S = Sm+Em+Im and using
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S
e−µlτlbm(S)
µsmS
(ζ + µsm)S
S0mS
0
m
2
Figure 6.2: Graph which demonstrates the ability to choose ζ > 0 with the proper-
ties described in the text. Note that ζ depends only on the function bm(·) and the
parameters of the model.
inequality (6.8.63) in the susceptible midge equation of system (6.2.17), evaluated at
tn for sufficiently large n gives
S ′m(tn) ≥(µsm + ζ)[Sm(tn − τl) + Em(tn − τl) + Im(tn − τl)]− µsmSm(tn)
−
[
βcmIc(tn) + βsmIs(tn)
(Ic + Ec + Sc + Is + Es + Ss)(tn)
]
Sm(tn)
≥(µsm + ζ)Sm(tn − τl)− µsmSm(tn)
−
[
βcmIc(tn) + βsmIs(tn)
(Ic + Ec + Sc + Is + Es + Ss)(tn)
]
Sm(tn).
(6.8.64)
Using Sm(tn − τl) ≥ Sm(tn), Ic(tn) ≤ c1, Is(tn) ≤ c2 for sufficiently large n and the
lower bound for the total number of cattle and sheep (Ic +Ec +Sc + Is +Es +Ss)(t) ≥
LB, existence of which was confirmed at the start of this proof, then (6.8.64) can be
simplified as
S ′m(tn) ≥
(
ζ − 
LB
[βcmc1 + βsmc2]
)
Sm(tn). (6.8.65)
Choose  small enough so that ζ − 
LB
[βcmc1 + βsmc2] > 0, which is possible because ζ
does not depend on . Using this in (6.8.65) results in S ′m(tn) > 0, since Sm(tn) > 0 for
sufficiently large n, and this contradicts S ′m(tn) ≤ 0. This contradiction implies that
Sm∞ > 0.
Evaluating the susceptible midge equation of system (6.2.17) at time tk, where k is
135
sufficiently large, results in the following inequality
S ′m(tk) ≥ e−µlτlbm(Sm(tk − τl))−
[
µsm +
βcmc1
LB
+
βsmc2
LB
]
Sm(tk), (6.8.66)
using the fact that bm(·) is monotone increasing on [0, S0m], so that bm(Sm+Em+Im) ≥
bm(Sm), when 0 ≤ Sm + Em + Im ≤ S0m. By the fluctuation lemma, there exists a
sequence tk with tk → ∞, Sm(tk) → lim inft→∞ Sm(t) = Sm∞ and S ′m(tk) → 0 as
k →∞.
Next, we claim that, since bm(·) is increasing,
lim inf
k→∞
bm(Sm(tk − τl)) ≥ bm(Sm∞). (6.8.67)
To see this, let ξ ∈ (0, Sm∞/2) be arbitrary. Since tk − τl → ∞ as k → ∞, it follows
that for k sufficiently large,
Sm(tk − τl) ≥ Sm∞ − ξ.
Since bm(·) is increasing,
bm(Sm(tk − τl)) ≥ bm(Sm∞ − ξ).
Therefore
lim inf
k→∞
bm(Sm(tk − τl)) ≥ bm(Sm∞ − ξ).
Let ξ → 0 to obtain
lim inf
k→∞
bm(Sm(tk − τl)) ≥ bm(Sm∞),
thereby proving the claim.
Therefore, using (6.8.67), inequality (6.8.66) becomes
0 = lim
k→∞
S ′m(tk) ≥ e−µlτl lim inf
k→∞
bm(Sm(tk − τl))
−
[
µsm +

LB
(βcmc1 + βsmc2)
]
lim
k→∞
Sm(tk),
which results in
0 ≥ e−µlτlbm(Sm∞)−
[
µsm +

LB
(βcmc1 + βsmc2)
]
Sm∞. (6.8.68)
Let δ ∈ (0, S0m) be arbitrary. By shrinking  further if necessary, we can make 
sufficiently small so that, as shown in Figure 6.3, Sm∞ is to the right of the value
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of Sm such that e
−µlτlbm(Sm) =
[
µsm +

LB
(βcmc1 + βsmc2)
]
Sm due to the inequality
in (6.8.68). The graphs in Figure 6.3 show that, by taking  small enough, we can
arrange so that this value is strictly larger than S0m− δ. Therefore, if  is small enough,
Sm∞ > S0m − δ.
Sm
e−µlτlbm(Sm)
µsmSm
[µsm +

LB
(βcmc1 + βsmc2)]Sm
S0mS
0
m − δ
Figure 6.3: Diagram illustrating the smallness restriction on  necessary to ensure that
Sm∞ > S0m − δ.
A similar inequality can be derived for the number of susceptible cattle Sc(t). Using
the assumption of (6.8.60) that I∞m < , then for a t large enough, say t > t
, we have
Im(t) < 2. By also considering the existence of a lower bound LB, then the susceptible
cattle equation of system (6.2.15) can be used to derive the following inequality
S ′c(t) ≥ bc(Sc(t))−
2βmc
LB
Sc(t)− µscSc(t). (6.8.69)
Let Mc =
2βmc
LB
, then (6.8.69) becomes
S ′c(t) ≥ bc(Sc(t))− McSc(t)− µscSc(t). (6.8.70)
Let δc ∈ (0, S0c ). By considering a similar argument to the one when deriving (6.8.68)
and by making use of the assumption in (6.3.29) to ensure the existence of a steady
state S0c along with the hypothesis of the theorem that Rc0 > 1 there exists a ζc > 0,
which is independent of , such that
bc(S) ≥ (ζc + µsc)S, for all S ∈ [0, S0c − δc]. (6.8.71)
The situation is illustrated in Figure 6.4.
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Sc
bc(Sc)
µscSc
(ζc + µsc)Sc
S0cS
0
c − δc
Figure 6.4: Existence of ζc > 0 such that (6.8.71) holds.
By shrinking  further if necessary, Mc < ζc, i.e. ζc − Mc > 0. Then (6.8.71) can
be used in (6.8.70) to give
S ′c(t) ≥ (ζc − Mc)Sc(t), for all t > tc, provided Sc remains in [0, S0c − δc].
For t > t∗ it follows that
Sc(t) ≥ Sc(t∗)e(ζc−Mc)(t−t∗).
This implies that Sc(t) grows at least exponentially for as long as Sc(t) ∈ [0, S0c−δc]. But
this implies Sc(t) must leave this interval at some finite time. Therefore Sc(t) ≥ S0c −δc
for all sufficiently large t.
Applying exactly the same reasoning for the susceptible sheep equation of system
(6.2.17) results in a similar inequality, Ss(t) ≥ S0s − δs for the number of susceptible
sheep Ss(t). Similar inequalities can also be obtained to show, S
∞
m < S
0
m + δ, S
∞
c <
S0c + δc and S
∞
s < S
0
s + δs.
To summarise, for t sufficiently large,
0 < Im(t) < , Ic(t) < c1, Is(t) < c2
Ec(t) < c3, Es(t) < c4,
0 < S0c − δc ≤Sc(t) ≤ S0c + δc,
0 < S0s − δs ≤Ss(t) ≤ S0s + δs,
0 < S0m − δ ≤Sm(t) ≤ S0m + δ.
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From these inequalities and the equations for Ic, Is and Im in system (6.2.15)-(6.2.17),
I ′c(t) ≥− (µic + γc)Ic(t) +
βmc(S
0
c − δc)Im(t− τc)e−µecτc
c1+ c3+ S0c + δc + c2+ c4+ S
0
s + δs
I ′s(t) ≥− (µis + γs)Is(t) +
βms(S
0
s − δs)Im(t− τs)e−µesτs
c1+ c3+ S0c + δc + c2+ c4+ S
0
s + δs
I ′m(t) ≥− µimIm(t) +
[
βcm(S
0
m − δ)Ic(t− τm) + βsm(S0m − δ)Is(t− τm)
c1+ c3+ S0c + δc + c2+ c4+ S
0
s + δs
]
e−µemτm .
(6.8.72)
By a comparison argument, we may replace ≥ by = in (6.8.72) and seek solutions of
the form (Ic(t), Is(t), Im(t)) = e
λt(dc, ds, dm). Letting N(, δc, δs) = c1+ c3+S
0
c +δc+
c2+ c4+ S
0
s + δs results in the characteristic equation
1 =
1
λ+ µim
[
βcm(S
0
m − δ)e−λτm
N(, δc, δs)
1
λ+ µic + γc
βmc(S
0
c − δc)e−λτce−µecτc
N(, δc, δs)
+
βsm(S
0
m − δ)e−λτm
N(, δc, δs)
1
λ+ µis + γs
βms(S
0
s − δs)e−λτse−µesτs
N(, δc, δs)
]
e−µemτm .
(6.8.73)
Finally, we show that this characteristic equation has a real and positive root λ, if ,
δ, δc and δs are all sufficiently small.
Recall that R0 > 1, i.e.
1
µim
βmcS
0
c
(S0c + S
0
s )
e−µecτc
1
µic + γc
βcmS
0
m
(S0c + S
0
s )
e−µemτm
+
1
µim
βmsS
0
s
(S0c + S
0
s )
e−µesτs
1
µis + γs
βsmS
0
m
(S0c + S
0
s )
e−µemτm > 1.
Since N(, δc, δs) → S0c + S0s , as (, δc, δs) → (0, 0, 0), it follows that we may choose
, δc, δs and δ sufficiently small such that
1
µim
[
βcm(S
0
m − δ)
N(, δc, δs)
1
µic + γc
βmc(S
0
c − δc)e−µecτc
N(, δc, δs)
+
βsm(S
0
m − δ)
N(, δc, δs)
1
µis + γs
βms(S
0
s − δs)e−µesτs
N(, δc, δs)
]
e−µemτm > 1.
Elementary calculus arguments show that, with these , δc, δs and δ, equation (6.8.73)
has a positive real root and therefore Im(t) grows exponentially, which contradicts
I∞m < . 2
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6.8.1 Conclusions
Concluding remarks are given at the end of Chapter 7, since Chapters 6 and 7 of this
thesis are closely related chapters, selected parts of which were published as a single
publication (O’Farrell and Gourley [61]).
Chapter 7
Introducing Seasonality into the
Bluetongue Model
The work described in this chapter has been published as Sections 3 and 4 of O’Farrell
and Gourley [61]. The model of Chapter 6 assumes that midges are active year round.
This is not typical of a country such as the United Kingdom which experiences cool
winter weather making midges become inactive. It is therefore important to introduce
seasonality into the model to reflect fluctuating midge numbers, as they play a vital
role in the transmission of the virus to and from hosts.
In this chapter a model incorporating seasonal effects along with an incubation
period of the disease in both vectors and hosts will be developed as this can account
for seasonal variation of certain parameter values such as biting rates and death rates
due, for example, to temperature changes.
7.1 Derivation of a periodic system
To incorporate seasonality we suppose the various mortalities µ(t), the recovery terms
γ(t) and the transmission coefficients β(t) are positive periodic functions, all with the
same period T . To correctly derive a system of equations that incorporate seasonality
it is necessary to start with age-structured equations. Therefore, let sm(t, a) be the
density of susceptible midges at time t of age a and assume that the death rate is
µsm(t), independent of age.
Then by considering the time interval [t, t+ δt] the rate of change in the number of
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susceptible midges can be modelled in the absence of disease by
sm(t+ δt, a+ δt) = sm(t, a)− µsm(t)sm(t, a)δt. (7.1.1)
Taylor’s expansion for a function f(x, y) of two variables:
f(a+ h, b+ k) = f(a, b) +
[
h
∂f
∂x
+ k
∂f
∂y
]
(x,y)=(a,b)
+
1
2
[
(h, k) ·
(
∂
∂x
,
∂
∂y
)]2
f(a, b) + · · ·
can be applied to the sm(t+ δt, a+ δt) term in (7.1.1) to give
sm(t, a) + δt
∂sm
∂t
+ δt
∂sm
∂a
+O(δt2) = sm(t, a)− µsm(t)sm(t, a)δt, (7.1.2)
where µsm(t) is a periodic function of time. Dividing (7.1.2) by δt and letting δt → 0
leads to the following McKendrick von-Foerster type equation
∂sm
∂t
+
∂sm
∂a
= −µsm(t)sm(t, a), where t, a > 0. (7.1.3)
This does not fully describe the change in the density sm(t, a), because an additional
term needs to be subtracted to take into account the transfer of midges from the
susceptible class to the exposed class. Since this applies only to adult midges, we
write, for a > τl,
∂sm
∂t
+
∂sm
∂a
=− µsm(t)sm(t, a)
−sm(t, a)
(
βcm(t)Ic(t) + βsm(t)Is(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
)
.
(7.1.4)
We add the condition at a = 0,
sm(t, 0) = bm(Sm(t) + Em(t) + Im(t)) (7.1.5)
which is a statement that the birth rate of midges is a function of the total number of
adult midges, and that newborns are always susceptible. The total number Sm(t) of
susceptible adult midges at any one time can be calculated by integrating sm(t, a) over
ages a ≥ τl:
Sm(t) =
∫ ∞
τl
sm(t, a)da, (7.1.6)
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where τl is the duration of the larval stage for midges. If this is differentiated with
respect to t, then
S ′m(t) =
∫ ∞
τl
∂sm(t, a)
∂t
da
S ′m(t) =
∫ ∞
τl
[
− ∂sm(t, a)
∂a
− µsm(t)sm(t, a)
−sm(t, a)
(
βcm(t)Ic(t) + βsm(t)Is(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
)]
da.
Making use of (7.1.4) and (7.1.6) and assuming that sm(t,∞) = 0, which is reasonable,
S ′m(t) = sm(t, τl)−µsm(t)Sm(t)−Sm(t)
(
βcm(t)Ic(t) + βsm(t)Is(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
)
.
We want to find sm(t, τl) to be able to express this equation in terms of time only.
Introduce the function sξm(a) = sm(a + ξ, a) for a < τl. We are considering larval
midges here and wish to calculate sm(t, τl) in terms of sm(t − τl, 0), the latter being
the midge birth rate at time t − τl. Since midges are born susceptible and remain
susceptible as larvae, the evolution equation describing sm(t, a) for a < τl (i.e. larval
midges) does not include a term modelling contact with infectious cattle or sheep and
is simply
∂sm
∂t
+
∂sm
∂a
= −µl(t)sm(t, a), for 0 < a < τl.
The derivative of sξm(a) with respect to a for a < τl can therefore be calculated as
dsξm(a)
da
=
[
∂sm
∂t
+
∂sm
∂a
]
t=a+ξ
= [−µl(t)sm(t, a)]t=a+ξ
= −µl(a+ ξ)sm(a+ ξ, a)
= −µl(a+ ξ)sξm(a).
Solving this for sξm(a) yields
sξm(a) = s
ξ
m(0) exp
(
−
∫ a
0
µl(η + ξ) dη
)
,
which can be rewritten as,
sm(a+ ξ, a) = sm(ξ, 0) exp
(
−
∫ a
0
µl(η + ξ) dη
)
,
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by making use of the original substitution, sm(a + ξ, a) = s
ξ
m(a). Choosing ξ = t − τl
and a = τl,
sm(t, τl) = sm(t− τl, 0) exp
(
−
∫ τl
0
µl(η + t− τl) dη
)
.
Now, sm(t− τl, 0) is the birth rate of midges at time t− τl. The birth rate sm(t, 0) at
time t is given by (7.1.5) and so
sm(t, τl) = bm[Sm(t−τl)+Em(t−τl)+Im(t−τl)] exp
(
−
∫ τl
0
µl(η + t− τl) dη
)
(7.1.7)
and the equation to represent the change in the total number of adult susceptible
midges when seasonal effects are considered is therefore
S ′m(t) =bm[Sm(t− τl) + Em(t− τl) + Im(t− τl)]e−
∫ τl
0 µl(η+t−τl)dη
− µsm(t)Sm(t)− Sm(t)
(
βcm(t)Ic(t) + βsm(t)Is(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
)
.
To derive a similar equation for the number Em(t) of exposed adult midges, a slightly
different approach is required. Let em(t, a) be the age density of exposed midges at
time t of infection age a, in other words, a now denotes age since becoming infected.
Then
∂em
∂t
+
∂em
∂a
= −µem(t)em(t, a), a ∈ (0, τm) (7.1.8)
and the total number Em(t) of exposed adult midges can be calculated by integrating
em(t, a) over infection ages a = 0 to a = τm:
Em(t) =
∫ τm
0
em(t, a)da,
where τm is the incubation time of bluetongue in midges, assumed here to be the same
for each midge. Differentiating, and using (7.1.8),
E ′m(t) =
∫ τm
0
(
− ∂em(t, a)
∂a
− µem(t)em(t, a)
)
da (7.1.9)
= em(t, 0)− em(t, τm)− µem(t)Em(t). (7.1.10)
Since a now means age since infection, em(t, 0) is the rate at which new infections occur.
Modelling infection using the idea of mass action normalised by total host density,
em(t, 0) =
(
βcm(t)Ic(t) + βsm(t)Is(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
)
Sm(t), (7.1.11)
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since midges can catch the infection from either an infectious cow or an infectious
sheep. The term em(t, τm) in (7.1.10) can be calculated in terms of em(t − τm, 0). If
eξm(a) = em(a+ ξ, a) then, by (7.1.8),
deξm(a)
da
=
[
∂em
∂t
+
∂em
∂a
]
t=a+ξ
=
[
− µem(t)em(t, a)
]
t=a+ξ
= −µem(a+ ξ)eξm(a).
for a ∈ (0, τm), and therefore
em(a+ ξ, a) = em(ξ, 0) exp
(
−
∫ a
0
µem(η + ξ) dη
)
.
Setting ξ = t− τm and a = τm gives
em(t, τm) = em(t− τm, 0) exp
(
−
∫ τm
0
µem(η + t− τm) dη
)
.
The term em(t − τm, 0) is the infection rate at time t − τm and can be calculated
from (7.1.11). Therefore, (7.1.10) becomes
E ′m(t) =− µem(t)Em(t) +
(
βcm(t)Ic(t) + βsm(t)Is(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
)
Sm(t)
−
(
βcm(t− τm)Ic(t− τm) + βsm(t− τm)Is(t− τm)
Ic(t− τm) + Ec(t− τm) + Sc(t− τm) + Is(t− τm) + Es(t− τm) + Ss(t− τm)
)
× Sm(t− τm) exp
(
−
∫ τm
0
µem(η + t− τm) dη
)
.
The equation for the number Im(t) of infectious adult midges appears in sys-
tem (7.1.14) and can be derived similarly.
Equations that incorporate seasonality for cattle and sheep can also be written
down. See (7.1.12)–(7.1.14) for the full system. The various mortalities µ(t), the
recovery terms γ(t) and the transmission coefficients β(t) are all taken to be positive
periodic functions with the same period T , to reflect seasonality. The birth functions
for cattle and sheep incorporate periodicity (each is T -periodic in its second variable)
thereby modelling, for example, the lambing season. The cattle equations are
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S ′c(t) =bc(Sc(t), t)− µsc(t)Sc(t) + γc(t)Ic(t)
− βmc(t)Sc(t)Im(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
E ′c(t) =− µec(t)Ec(t) +
βmc(t)Sc(t)Im(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
− βmc(t− τc)Sc(t− τc)Im(t− τc)e
− ∫ τc0 µec(η+t−τc)dη
Ic(t− τc) + Ec(t− τc) + Sc(t− τc) + Is(t− τc) + Es(t− τc) + Ss(t− τc)
I ′c(t) =− µic(t)Ic(t)− γc(t)Ic(t)
+
βmc(t− τc)Sc(t− τc)Im(t− τc)e−
∫ τc
0 µec(η+t−τc)dη
Ic(t− τc) + Ec(t− τc) + Sc(t− τc) + Is(t− τc) + Es(t− τc) + Ss(t− τc) .
(7.1.12)
The equations satisfied by the sheep variables are
S ′s(t) =bs(Ss(t), t)− µss(t)Ss(t) + γs(t)Is(t)
− βms(t)Ss(t)Im(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
E ′s(t) =− µes(t)Es(t) +
βms(t)Ss(t)Im(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
− βms(t− τs)Ss(t− τs)Im(t− τs)e
− ∫ τs0 µes(η+t−τs)dη
Ic(t− τs) + Ec(t− τs) + Sc(t− τs) + Is(t− τs) + Es(t− τs) + Ss(t− τs)
I ′s(t) =− µis(t)Is(t)− γs(t)Is(t)
+
βms(t− τs)Ss(t− τs)Im(t− τs)e−
∫ τs
0 µes(η+t−τs)dη
Ic(t− τs) + Ec(t− τs) + Sc(t− τs) + Is(t− τs) + Es(t− τs) + Ss(t− τs)
(7.1.13)
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and those for the midge variables are
S ′m(t) =bm[Sm(t− τl) + Em(t− τl) + Im(t− τl)]e−
∫ τl
0 µl(η+t−τl)dη
− [βcm(t)Ic(t) + βsm(t)Is(t)]Sm(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
− µsm(t)Sm(t)
E ′m(t) =− µem(t)Em(t) +
[βcm(t)Ic(t) + βsm(t)Is(t)]Sm(t)
Ic(t) + Ec(t) + Sc(t) + Is(t) + Es(t) + Ss(t)
− [βcm(t− τm)Ic(t− τm) + βsm(t− τm)Is(t− τm)]Sm(t− τm)e
− ∫ τm0 µem(η+t−τm)dη
Ic(t− τm) + Ec(t− τm) + Sc(t− τm) + Is(t− τm) + Es(t− τm) + Ss(t− τm)
I ′m(t) =− µim(t)Im(t)
+
[βcm(t− τm)Ic(t− τm) + βsm(t− τm)Is(t− τm)]Sm(t− τm)e−
∫ τm
0 µem(η+t−τm)dη
Ic(t− τm) + Ec(t− τm) + Sc(t− τm) + Is(t− τm) + Es(t− τm) + Ss(t− τm) .
(7.1.14)
7.2 Analysis of the periodic system
Since (7.1.12)–(7.1.14) is a periodic system, the existence and stability of periodic
solutions is of interest. First we establish that the system has a disease-free periodic
solution. To do so, we investigate the existence of a periodic solution of the decoupled
system
dSc(t)
dt
= bc(Sc(t), t)− µsc(t)Sc(t)
dSs(t)
dt
= bs(Ss(t), t)− µss(t)Ss(t)
dSm(t)
dt
= bm(Sm(t− τl))e−
∫ τl
0 µl(η+t−τl)dη − µsm(t)Sm(t)
(7.2.15)
which arises when all the E and I variables in (7.1.12)–(7.1.14) are set to zero.
Lemma 2 Assume that bc(0, t) = bs(0, t) = 0 for all t,
sup
Sc≥0, t∈[0,T ]
bc(Sc, t) = b
sup
c <∞, sup
Ss≥0, t∈[0,T ]
bs(Ss, t) = b
sup
s <∞,
with 0 < µminsc = mint∈[0,T ] µsc(t), 0 < µ
min
ss = mint∈[0,T ] µss(t), and∫ T
0
{[
∂bc
∂Sc
]
(0,t)
− µsc(t)
}
dt > 0 and
∫ T
0
{[
∂bs
∂Ss
]
(0,t)
− µss(t)
}
dt > 0.
(7.2.16)
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Assume further that bm(0) = 0, b
′
m(0) > 0, bm(·) is increasing and supsm≥0 bm(Sm) <
∞. Then, if
bm
(
exp
(
−
∫ T
0
µsm(t) dt
))∫ T
0
exp
(
−
∫ τl
0
µl(η + s− τl) dη
)
ds
> exp
(∫ T
0
µsm(t) dt
)
− 1
(7.2.17)
holds, system (7.1.12)–(7.1.14) has a disease-free T -periodic solution, i.e. a solution
in which the E and I variables are all zero and each of Sc, Ss and Sm is a positive
T -periodic function.
Proof. First we deal with the Sc(t) equation of (7.2.15), showing that it has a
non-trivial periodic solution. The argument for the Ss(t) equation is the same. We
have
dSc(t)
dt
≤ bsupc − µminsc Sc(t)
so, by the simple properties of solutions of one-dimensional autonomous ODEs, there
exists a number Mc > 0 with the property that Sc(0) ≤ Mc implies Sc(t) ≤ Mc for
all t > 0, and in particular Sc(T ) ≤ Mc. Let Pc(·) be the Poincare´ map for the
Sc(t) equation of (7.2.15), i.e. the operator that maps Sc(0) to Sc(T ). We claim
that Sc(T ) > Sc(0) if Sc(0) > 0 is sufficiently small and this can be seen from the
linearisation of the Sc(t) equation near to its zero solution, namely
dSc(t)
dt
=
[
∂bc
∂Sc
]
(0,t)
Sc(t)− µsc(t)Sc(t)
from which it follows that
Sc(T ) = Sc(0) exp
(∫ T
0
{[
∂bc
∂Sc
]
(0,t)
− µsc(t)
}
dt
)
> Sc(0)
by (7.2.16). Then the function g(ξ) = ξ − Pc(ξ) satisfies g(Mc) = Mc − Pc(Mc) ≥ 0
and g(Sc(0)) = Sc(0) − Sc(T ) < 0 if Sc(0) is sufficiently small. Therefore, g(ξ) = 0
has a real root, corresponding to a fixed point of the Poincare´ map and therefore to a
periodic solution of the Sc(t) equation of (7.2.15). The periodic solution is non-trivial
because it corresponds to an initial value in the interval (Sc(0),Mc], where Sc(0) is the
small positive initial value used in the above argument.
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Next, we treat the Sm(t) equation of (7.2.15) and treat it using results from the
closely related papers [83] and [84]. We define
σ = exp
(
−
∫ T
0
µsm(t) dt
)
, m(1) = min{bm(Sm), σ ≤ Sm ≤ 1},
Γ =
∫ T
0
exp
(
− ∫ τl
0
µl(η + s− τl) dη
)
ds
σ−1 − 1 ,
F0 = lim
Sm→0
bm(Sm)
Sm
= b′m(0), F∞ = lim
Sm→∞
bm(Sm)
Sm
= 0,
since bm is bounded. In [84] the quantity i0 is defined as the number of zeros in the
set {F0, F∞}. The set {F0, F∞} is {b′m(0), 0} here, so it has precisely one zero element.
Thus, i0 = 1.
In our application of the theory in [84], we have taken their parameter λ = 1, thus
in their Theorem 1.1(a), the condition for the existence of a positive periodic solution
becomes 1 > 1
m(1)Γ
. Therefore by Theorem 1.1(a) in [84], if
∫ T
0
exp
(
− ∫ τl
0
µl(η + s− τl)dη
)
ds
σ−1 − 1 min{bm(Sm), σ ≤ Sm ≤ 1} > 1, (7.2.18)
then the Sm(t) equation of (7.2.15) has precisely one positive T -periodic solution.
Since bm(·) is increasing, condition (7.2.18) reduces to (7.2.17). 2
7.2.1 Stability of the disease-free periodic solution
In the periodic system there is no disease-free equilibrium, instead we have a disease-
free periodic solution. The S components of the disease-free periodic solution will
be denoted with a superscript zero. Next, we obtain conditions for the disease-free
periodic solution
Ec = Ic = Es = Is = Em = Im = 0, Sc(t) = S
0
c (t), Ss(t) = S
0
s (t), Sm(t) = S
0
m(t)
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of (7.1.12)–(7.1.14) to be linearly stable, following techniques used in [21]. The periodic
functions, S0c (t), S
0
s (t) and S
0
m(t) satisfy
dS0c (t)
dt
= bc(S
0
c (t), t)− µsc(t)S0c (t)
dS0s (t)
dt
= bs(S
0
s (t), t)− µss(t)S0s (t)
dS0m(t)
dt
= bm(S
0
m(t− τl))e−
∫ τl
0 µl(η+t−τl)dη − µsm(t)S0m(t).
The system has a disease-free periodic solution that is stable in the absence of
disease, i.e. stable to small perturbations when the infected and exposed variables
remain zero.
If (7.1.12)–(7.1.14) is linearized about the disease-free periodic solution, consider-
able decoupling occurs and we find that the linearized Ic, Is and Im equations are
I ′c(t) =− (µic(t) + γc(t))Ic(t) +
βmc(t− τc)S0c (t− τc)Im(t− τc)e−
∫ τc
0 µec(η+t−τc) dη
S0c (t− τc) + S0s (t− τc)
I ′s(t) =− (µis(t) + γs(t))Is(t) +
βms(t− τs)S0s (t− τs)Im(t− τs)e−
∫ τs
0 µes(η+t−τs) dη
S0c (t− τs) + S0s (t− τs)
I ′m(t) =− µim(t)Im(t)
+
[
βcm(t− τm)Ic(t− τm) + βsm(t− τm)Is(t− τm)
S0c (t− τm) + S0s (t− τm)
]
S0m(t− τm)e−
∫ τm
0 µem(η+t−τm) dη.
(7.2.19)
The Floquet Multiplier Theorem and the Krein-Rutman theory combined imply that if
exp(λT ) is in the spectral radius of A, where A is an operator related to the linearization
about the disease-free periodic solution, in a sense to be made precise later, then there
exist positive T -periodic functions pa(t), a = c, s,m, such that I = (Ic(t), Is(t), Im(t)),
with Ia(t) = exp(λt)pa(t), solves (7.2.19). We need Reλ < 0 for the disease-free
periodic solution to be linearly stable. Note that Reλ < 0 ⇔ |eλτ | < 1. Thus, for
linear stability of the disease-free periodic solution of (7.1.12)–(7.1.14), we require the
spectral radius of A to be less than 1.
The functions pc(t), ps(t) and pm(t) satisfy
p′c(t) =− (λ+ µic(t) + γc(t))pc(t) + fλc (t− τc)pm(t− τc)
p′s(t) =− (λ+ µis(t) + γs(t))ps(t) + fλs (t− τs)pm(t− τs)
p′m(t) =− (λ+ µim(t))pm(t) + fλcm(t− τm)pc(t− τm) + fλsm(t− τm)ps(t− τm)
(7.2.20)
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where, for i = c, s,
βλmi(z) =e
−λτiβmi(z), βλim(z) = e
−λτmβim(z),
fλi (z) =
βλmi(z)S
0
i (z)
S0c (z) + S
0
s (z)
exp
(
−
∫ τi
0
µei(η + z) dη
)
,
fλim(z) =
βλim(z)S
0
m(z)
S0c (z) + S
0
s (z)
exp
(
−
∫ τm
0
µem(η + z) dη
)
.
(7.2.21)
The first of the equations forming the system (7.2.20) can be solved to find a direct
expression for pc(t). This is achieved by firstly noticing that
d
dt
[
pc(t)e
∫ t
0 (λ+µic(z)+γc(z))dz
]
= e
∫ t
0 (λ+µic(z)+γc(z))dzfλc (t− τc)pm(t− τc).
By integrating over the interval [0, t],
pc(t)e
∫ t
0 (λ+µic(z)+γc(z))dz − pc(0) =
∫ t
0
e
∫ zc
0 (λ+µic(z)+γc(z))dzfλc (zc − τc)pm(zc − τc)dzc,
dividing through by e
∫ t
0 (λ+µic(z)+γc(z))dz and using e
∫ zc
0 −
∫ t
0 = e
∫ zc
0 +
∫ 0
t = e
∫ zc
t = e−
∫ t
zc
gives
pc(t) = pc(0)e
− ∫ t0 (λ+µic(z)+γc(z))dz +
∫ t
0
e−
∫ t
zc
(λ+µic(z)+γc(z))dzfλc (zc − τc)pm(zc − τc)dzc.
This can be rewritten as,
pc(t) = pc(0)e
−λte−
∫ t
0 (µic(z)+γc(z))dz+
∫ t
0
e−λ(t−zc)e−
∫ t
zc
(µic(z)+γc(z))dzfλc (zc−τc)pm(zc−τc)dzc
and the same idea can be used to find similar expressions for ps(t) and pm(t). Define
Xc(t, r) = exp
(
−
∫ t
r
(µic(z) + γc(z))dz
)
Xs(t, r) = exp
(
−
∫ t
r
(µis(z) + γs(z))dz
)
Xm(t, r) = exp
(
−
∫ t
r
µim(z)dz
) (7.2.22)
and
Xλa (t, r) = e
−λ(t−r)Xa(t, r) for a = c, s,m.
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The expressions for pc(t), ps(t) and pm(t) become
pc(t) =X
λ
c (t, 0)pc(0) +
∫ t
0
Xλc (t, zc)f
λ
c (zc − τc)pm(zc − τc)dzc
ps(t) =X
λ
s (t, 0)ps(0) +
∫ t
0
Xλs (t, zs)f
λ
s (zs − τs)pm(zs − τs)dzs
pm(t) =X
λ
m(t, 0)pm(0) +
∫ t
0
Xλm(t, zm)f
λ
cm(zm − τm)pc(zm − τm)dzm
+
∫ t
0
Xλm(t, zm)f
λ
sm(zm − τm)ps(zm − τm)dzm.
Combining these yields a single integral equation for pm(t):
pm(t) =Xλm(t, 0)pm(0) +
∫ t
0
Xλm(t, zm)f
λ
cm(zm − τm)Xλc (zm − τm, 0)pc(0)dzm
+
∫ t
0
Xλm(t, zm)f
λ
sm(zm − τm)Xλs (zm − τm, 0)ps(0)dzm
+
∫ t
0
Xλm(t, zm)f
λ
cm(zm − τm)
∫ zm−τm
0
Xλc (zm − τm, zc)fλc (zc − τc)pm(zc − τc)dzcdzm
+
∫ t
0
Xλm(t, zm)f
λ
sm(zm − τm)
∫ zm−τm
0
Xλs (zm − τm, zs)fλs (zs − τs)pm(zs − τs)dzsdzm.
(7.2.23)
The function Q(t) defined in (7.2.24) below is motivated by the form of the right
hand side of (7.2.23), and it turns out to be useful in estimating the spectral radius of
A. The functions fi(z), fim(z), i = c, s are defined as:
fi(z) =
βmi(z)S
0
i (z)
S0c (z) + S
0
s (z)
e−
∫ τi
0 µei(η+z)dη
fim(z) =
βim(z)S
0
m(z)
S0c (z) + S
0
s (z)
e−
∫ τm
0 µem(η+z)dη.
For a general scalar valued function x(t) we define the state at time t, xt, to be
xt(θ) = x(t+ θ), θ ∈ [−τ, 0].
For system (7.1.12)–(7.1.14) the state will be a vector entity with nine components
relating to the variables (Sc, Ec, Ic, Ss, Es, Is, Sm, Em, Im), but with the delay taking
different values in different components. For example, the Sc component of the state
is the function Sct defined by
Sct(θ) = Sc(t+ θ), θ ∈ [−max(τc, τs, τm), 0].
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The nonlinear operator F is defined as the operator that maps the state at time t = 0
to the state at time t = T . So a fixed point of F would correspond to a periodic
solution of (7.1.12)–(7.1.14). By A we mean the linearization of the operator F at the
disease-free periodic solution. If the spectral radius of A is strictly less than 1, then
the disease-free periodic solution of (7.1.12)–(7.1.14) is linearly stable. The spectral
radius of A cannot be found explicitly, but we can find conditions that are sufficient for
it to be strictly less than 1 and other conditions that guarantee it will strictly exceed
1. In this sense we are able to obtain sufficient conditions for the linear stability of the
disease-free periodic solution of (7.1.12)–(7.1.14).
Theorem 4 Let
Q(t) =
∫ t
−∞
Xm(t, zm)fcm(zm − τm)
∫ zm−τm
−∞
Xc(zm − τm, zc)fc(zc − τc) dzc dzm
+
∫ t
−∞
Xm(t, zm)fsm(zm − τm)
∫ zm−τm
−∞
Xs(zm − τm, zs)fs(zs − τs)dzsdzm.
(7.2.24)
Then Q(t) is a well-defined continuous and non-negative T -periodic function.
Moreover:
(i) if maxt∈[0,T ] Q(t) < 1, then the spectral radius of A is strictly less than 1 and the
disease-free periodic solution of (7.1.12)–(7.1.14) is linearly stable.
(ii) if mint∈[0,T ] Q(t) > 1, then the spectral radius of A strictly exceeds 1 and the
disease-free periodic solution is unstable.
Proof. The periodicity of pm(t), βmi(t), βim(t), S
0
c (t), S
0
s (t), S
0
m(t), µec(t), µes(t) and
µem(t) implies that β
λ
mi(t), β
λ
im(t), f
λ
i (t) and f
λ
im(t) are all periodic functions of period
T . Moreover, Xλa (t+ z, r + z) is a T -periodic function of z for each a = c, s,m. Thus
Xλa (t+ kT, r + kT ) = X
λ
a (t, r) for each k ∈ Z. (7.2.25)
By replacing t by t + kT , letting zm − kT = ξm for any positive integer k, so that
zm = ξm + kT and dzm = dξm and by making use of the periodicity, equation (7.2.23)
becomes
pm(t) =X
λ
m(t+ kT, 0)pm(0) + pc(0)
∫ t
−kT
Xλm(t+ kT, kT + ξm)f
λ
cm(kT + ξm − τm)Xλc (kT + ξm − τm, 0)dξm
+ ps(0)
∫ t
−kT
Xλm(t+ kT, kT + ξm)f
λ
sm(kT + ξm − τm)Xλs (kT + ξm − τm, 0)dξm
+
∫ t
−kT
Xλm(t+ kT, kT + ξm)f
λ
cm(kT + ξm − τm)
∫ kT+ξm−τm
0
Xλc (kT + ξm − τm, zc)fλc (zc − τc)pm(zc − τc)dzcdξm
+
∫ t
−kT
Xλm(t+ kT, kT + ξm)f
λ
sm(kT + ξm − τm)
∫ kT+ξm−τm
0
Xλs (kT + ξm − τm, zs)fλs (zs − τs)pm(zs − τs)dzsdξm.
(7.2.26)
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Replacing ξm by zm, changing variables from zc to zc−kT and zs to zs−kT , and using
the T -periodicity of fλim(·), fλi (·), i = c, s and pm(·) gives
pm(t) =X
λ
m(t+ kT, 0)pm(0) + pc(0)
∫ t
−kT
Xλm(kT + t,KT + zm)f
λ
cm(zm − τm)Xλc (kT + zm − τm, 0)dzm
+ ps(0)
∫ t
−kT
Xλm(kT + t, kT + zm)f
λ
sm(zm − τm)Xλs (kT + zm − τm, 0)dzm
+
∫ t
−kT
Xλm(kT + t, kT + zm)f
λ
cm(zm − τm)
∫ zm−τm
−kT
Xλc (kT + zm − τm, kT + zc)fλc (zc − τc)pm(zc − τc)dzcdzm
+
∫ t
−kT
Xλm(kT + t, kT + zm)f
λ
sm(zm − τm)
∫ zm−τm
−kT
Xλs (kT + zm − τm, kT + zs)fλs (zs − τs)pm(zs − τs)dzsdzm.
Since Xλa (t+ kT, r + kT ) = X
λ
a (t, r) for each k ∈ Z and a = c, s,m,
pm(t) =Xλm(t+ kT, 0)pm(0) + pc(0)
∫ t
−kT
Xλm(t, zm)f
λ
cm(zm − τm)Xλc (kT + zm − τm, 0)dzm
+ ps(0)
∫ t
−kT
Xλm(t, zm)f
λ
sm(zm − τm)Xλs (kT + zm − τm, 0)dzm
+
∫ t
−kT
Xλm(t, zm)f
λ
cm(zm − τm)
∫ zm−τm
−kT
Xλc (zm − τm, zc)fλc (zc − τc)pm(zc − τc)dzcdzm
+
∫ t
−kT
Xλm(t, zm)f
λ
sm(zm − τm)
∫ zm−τm
−kT
Xλs (zm − τm, zs)fλs (zs − τs)pm(zs − τs)dzsdzm.
(7.2.27)
We introduce notation for the five terms in the right hand side of (7.2.27) as follows:
pm(t) = p
(1)
m (t) + p
(2)
m (t) + p
(3)
m (t) + p
(4)
m (t) + p
(5)
m (t).
From the definitions of βλcm, f
λ
cm, X
λ
c and X
λ
m, the second term p
(2)
m (t) in the right hand
side of (7.2.27) can be simplified as
p(2)m (t) = pc(0)e
−λ(t+kT )
×
∫ t
−kT
Xm(t, zm)
βcm(zm − τm)S0m(zm − τm)
S0c (zm − τm) + S0s (zm − τm)
e−
∫ τm
0 µem(η+zm−τm)dηXc(kT + zm − τm, 0) dzm.
The term, p
(2)
m (t), will now be analysed in more detail. Since zm ≤ t when zm ∈ [−kT, t],
Xm(t, zm) = exp
(
−
∫ t
zm
µim(z)dz
)
≤ 1.
We split Xc(kT + zm − τm, 0) into two parts:
Xc(kT + zm − τm, 0) = exp
(
−
∫ kT+zm−τm
0
[µic(z) + γc(z)]dz
)
= exp
({∫ kT+zm
0
−
∫ kT+zm
kT+zm−τm
}
[−µic(z)− γc(z)]dz
)
,
(7.2.28)
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where zm ∈ [−kT, t]. Since −(−µic(z)− γc(z)) ≤ | − µic(z)− γc(z)| and∫ b
a
f(x)dx ≤
∫ b
a
(
max
x∈[a,b]
|f(x)|
)
dx = (b− a)
(
max
x∈[a,b]
|f(x)|
)
,
it follows that
−
∫ kT+zm
kT+zm−τm
[−µic(z)− γc(z)] dz ≤ τm max
z∈[kT+zm−τm,kT+zm]
| − µic(z)− γc(z)|
= τm max
z∈[0,T ]
| − µic(z)− γc(z)|
by periodicity. Thus the second component of Xc(kT + zm− τm, 0) in (7.2.28) becomes
exp
(
−
∫ kT+zm
kT+zm−τm
[−µic(z)− γc(z)]dz
)
≤ exp
(
τm max
z∈[0,T ]
| − µic(z)− γc(z)|
)
.
Let M be an integer (depending on k and zm) such that MT ≤ kT + zm < (M + 1)T .
Then the following inequality for the first component of Xc(kT +zm−τm, 0) in (7.2.28)
can be expressed as
exp
(∫ kT+zm
0
[−µic(z)− γc(z)]dz
)
= exp
(∫ MT
0
+
∫ kT+zm
MT
[−µic(z)− γc(z)]dz
)
≤ exp
(∫ kT+zm
MT
[−µic(z)− γc(z)]dz
)
≤ exp
(
T max
z∈[0,T ]
| − µic(z)− γc(z)|
)
where we use the assumptions about M , that kT+zm < (M+1)T and [MT, kT+zm] ⊂
[MT, (M + 1)T ] and the periodicity of µic(z) and γc(z), i.e.∫ kT+zm
MT
[−µic(z)− γc(z)]dz ≤ (kT + zm −MT )
(
max
z∈[MT,kT+zm]
| − µic(z)− γc(z)|
)
≤ ((M + 1)T −MT )
(
max
z∈[MT,(M+1)T ]
| − µic(z)− γc(z)|
)
= T
(
max
z∈[0,T ]
| − µic(z)− γc(z)|
)
.
Combining the two components of Xc(kT + zm − τm, 0) in (7.2.28), the latter can be
seen to be bounded by a bound that is independent of k and zm:
Xc(kT + zm − τm, 0) ≤ exp
(
(T + τm) max
z∈[0,T ]
[µic(z) + γc(z)]
)
,
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where we also used positivity of µic(z) and γc(z). Some of the remaining terms in the
integrand in p
(2)
m (t) can be bounded as well, for example
βcm(zm − τm)S0m(zm − τm)
S0c (zm − τm) + S0s (zm − τm)
e−
∫ τm
0 µem(η+zm−τm)dη ≤ maxt∈[0,T ] βcm(t) maxt∈[0,T ] S
0
m(t)
mint∈[0,T ][S0c (t) + S0s (t)]
.
We end up with an upper bound for p
(2)
m (t) of the form,
p(2)m (t) ≤ Gc(t),
where,
Gc(t) = pc(0)e
−λte−λkT
maxt∈[0,T ] βcm(t) maxt∈[0,T ] S0m(t)
mint∈[0,T ][S0c (t) + S0s (t)]
∫ t
−kT
Xc(kT + zm − τm, 0)dzm.
Note that
0 ≤ Gc(t)
≤ pc(0)e−λte−λkT
maxt∈[0,T ] βcm(t) maxt∈[0,T ] S0m(t)
mint∈[0,T ][S0c (t) + S0s (t)]
∫ t
−kT
exp
(
(T + τm) max
z∈[0,T ]
[µic(z) + γc(z)]
)
dzm
≤ pc(0) exp
(
(T + τm) max
z∈[0,T ]
[µic(z) + γc(z)]
)
maxt∈[0,T ] βcm(t) maxt∈[0,T ] S0m(t)
mint∈[0,T ][S0c (t) + S0s (t)]
e−λte−λkT (t+ kT ).
We now prove part (i) of the theorem by contradiction. Suppose λ > 0. Then, for
each fixed t, Gc(t)→ 0 as k →∞. This also means p(2)m (t)→ 0. A very similar function
Gs(t) can be defined, involving the subscript s rather than c, and used to show that
p
(3)
m (t)→ 0 as k →∞ for each fixed t.
Since we assume λ > 0, the first term p
(1)
m (t) in the right hand side of (7.2.27) tends
to zero as k →∞, in fact
p(1)m (t) = X
λ
m(t+ kT, 0)pm(0)
= e−λ(t+kT ) exp
(
−
∫ t+kT
0
µim(z)dz
)
pm(0)
≤ e−λ(t+kT )pm(0)
so that p
(1)
m (t) → 0 as k → ∞. We have that the first three terms, p(1)m (t), p(2)m (t)
and p
(3)
m (t) in the right hand side of (7.2.27) all tend to zero as k → ∞. These
arguments justify the use of the integral equation (7.2.27) as an alternative to (7.2.23)
and, moreover, that (7.2.27) can be considered in the case when k =∞, when the first
three terms in its right hand side are zero. Those terms are essentially transient terms
that can be ignored because a periodic solution of (7.2.23) is being sought.
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A bound can also be imposed on the p
(4)
m (t) term when λ > 0 and k →∞. Rewriting
fλcm in terms of fcm, and similarly for the other quantities that have superscript λ, we
introduce various exponentials that are all bounded by 1. Therefore
p(4)m (t) ≤∫ t
−∞
Xm(t, zm)fcm(zm − τm)
∫ zm−τm
−∞
Xc(zm − τm, zc)fc(zc − τc)pm(zc − τc) dzc dzm
≤ max
U∈[0,T ]
pm(U)
×
∫ t
−∞
Xm(t, zm)fcm(zm − τm)
∫ zm−τm
−∞
Xc(zm − τm, zc)fc(zc − τc) dzc dzm.
Under similar conditions a bound can be found for the p
(5)
m (t) term; it amounts to
replacing the subscript c by s. The outcome is that if λ > 0 then, using (7.2.27) with
k =∞, pm(t) is bounded as follows
pm(t) ≤ max
U∈[0,T ]
pm(U)
[ ∫ t
−∞
Xm(t, zm)fcm(zm − τm)
∫ zm−τm
−∞
Xc(zm − τm, zc)fc(zc − τc)dzcdzm
+
∫ t
−∞
Xm(t, zm)fsm(zm − τm)
∫ zm−τm
−∞
Xs(zm − τm, zs)fs(zs − τs)dzsdzm
]
.
With Q(t) as defined in Theorem 4, it follows that,
pm(t) ≤ Q(t) max
U∈[0,T ]
pm(U), for all t. (7.2.29)
However, since pm(t) is periodic there exists t
∗ such that pm(t∗) = maxU∈[0,T ] pm(U),
and then (7.2.29) implies that Q(t∗) ≥ 1. This is a contradiction because in part (i) of
the theorem we assume that maxt∈[0,T ] Q(t) < 1. The proof of part (i) of Theorem 4 is
complete.
A similar contradiction argument can be used to prove part (ii), by considering
mint∈[0,T ] pm(t). 2
Remark. If all the periodic parameters in (7.1.12)–(7.1.14) are taken as constant,
then the function Q in Theorem 4 also becomes constant and is
Q =
1
µim
[
fcmfc
µic + γc
+
fsmfs
µis + γs
]
=
S0me
−µemτm
µim(S0c + S
0
s )
2
[
βcmβmcS
0
c e
−µecτc
µic + γc
+
βsmβmsS
0
se
−µesτs
µis + γs
]
.
(7.2.30)
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In this special case of constant parameters, Theorem 4 makes statements about the
local stability of the disease-free equilibrium, and predicts that if Q < 1 then that
equilibrium is locally stable. It is easily seen that Q < 1 if and only if R0 < 1, where
R0 is the basic reproduction number defined in (6.4.35) for the autonomous model
(6.2.15)–(6.2.17) of Chapter 6.
7.3 Simulations and discussion
We carried out some simulations for the seasonal model (7.1.12)–(7.1.14), taking the
T -periodic contact rates, per-capita mortality and recovery rates to be of the form
β(t) = β(0) + β(1) sinωt
µ(t) = µ(0) + µ(1) sinωt
γ(t) = γ(0) + γ(1) sinωt
where β(0), β(1), µ(0), µ(1), γ(0) and γ(1) are positive constants with β(1) < β(0), µ(1) <
µ(0) and γ(1) < γ(0) to preserve positivity. Alternative choices involving phase shifts
can model the fact that peaking times for midge activity (which affect biting rates and
hence the β coefficients) would not necessarily coincide with peak death rates. Such
cases are covered by the analytical results. To have period T , we take ω = 2pi/T .
The integral term in the seasonal model equations (7.1.12)–(7.1.14) involving µec(t)
becomes∫ τc
0
µec(η + t− τc) dη =µ(0)ec τc −
T
2pi
µ(1)ec
[
cos
2pit
T
− cos 2pi(t− τc)
T
]
and similarly for µes(t) and µem(t). Simulations of the seasonal model (7.1.12)–(7.1.14)
indicate two generic scenarios depending on parameter values. The first scenario illus-
trated in Fig. 7.1 illustrates bluetongue disease persistence and periodicity whereas the
second, shown in Fig. 7.2, shows bluetongue eradication.
For the autonomous model (6.2.15)–(6.2.17) of Chapter 6, the basic reproduction
number R0 defined in (6.4.35), and especially its sensitivity to changes in each pa-
rameter, provides insights into how one might effectively control bluetongue. For the
periodic model (7.1.12)–(7.1.14) of Chapter 7 the periodic function Q(t) plays a similar
role to R20. If those periodic parameters are all taken as constants then Q(t) = R20
and is given explicitly by (7.2.30) so let us consider the implications of that expression,
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Figure 7.1: Bluetongue persistence and periodicity in the seasonal model (7.1.12)–
(7.1.14) with the following parameters: Sc0 = Ss0 = 1000, Ec0 = Es0 = 20, Ic0 =
Is0 = 10, Sm0 = 10000, Em0 = 200, Im0 = 1000, τc = 7, τs = 5, τm = 15, τl = 5, γ
(0)
c =
0.99, γ
(0)
s = 0.95, γ
(1)
c = 0.01, γ
(1)
s = 0.01, β
(0)
cm = β
(0)
sm = 0.08, β
(1)
cm = β
(1)
sm = 0.01, β
(0)
mc =
β
(0)
ms = 0.9, β
(1)
mc = β
(1)
ms = 0.1, µ
(0)
l = 0.3, µ
(1)
l = 0.1, µ
(0)
sc = µ
(0)
ss = 0.1, µ
(1)
sc = µ
(1)
ss =
0.01, µ
(0)
sm = 0.01, µ
(1)
sm = 0.005, µ
(0)
ec = µ
(0)
es = µ
(0)
ic = µ
(0)
is = 0.15, µ
(1)
ec = µ
(1)
es = µ
(1)
ic =
µ
(1)
is = 0.01, µ
(0)
em = µ
(0)
im = 0.1, µ
(1)
em = µ
(1)
im = 0.05, T = 2, bc(Sc(t), t) = bs(Ss(t), t) =
100, bm(η) = pηe
−qη, where p = 0.37 and q = 1
20000
.
which should be less than 1 for bluetongue eradication. Notice that the β parameters
only appear via the products βcmβmc and βsmβms, this is a standard feature of all
realistic models of insect-borne diseases and is consequent upon the fact that disease
transmission from animal to animal is via the midges and requires two bites. Therefore,
any measure that reduces biting is a good idea because halving the biting rate has the
effect of dividing Q by 4. The same reasoning applies to the use of bed nets as a malaria
control measure. The other parameters to which Q is most sensitive are µem, µec and
µes due to the exponential decay as those are increased. Notice that although (7.2.30)
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Figure 7.2: Bluetongue eradication in the seasonal model (7.1.12)–(7.1.14) with the
same parameters as in Fig. 7.1, except β
(0)
mc = β
(0)
ms = 0.65.
also decreases as we increase the per-capita mortality parameters µim, µic and µis for
infectious individuals, the effect here is less dramatic because (7.2.30) decreases alge-
braically, not exponentially, as those parameters are increased. This suggests that a
good control measure would be to promptly destroy any cattle or sheep known to have
latent infection. However, since animals may recover after relatively mild infection,
in practice normally only severely infected animals are destroyed, for welfare reasons.
Nevertheless, the important role played by those exposed mortality parameters µec and
µes indicates the desirability of very early diagnosis of latent infection so that, if those
latent individuals are not to be destroyed, then at least they can be treated with insec-
ticide and movement bans put in place, thereby minimising their capability to spread
disease once they become infectious.
What about midge control? Notably, an increase in µem has a greater effect
on (7.2.30) than an increase in µec or µes alone, and this suggests the use of mea-
sures that kill exposed adult midges (or, in practice, all adult midges since exposed
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ones cannot be specifically targeted). Targeting all adult midges should be effective,
but unfortunately both larval and adult midges are very difficult in practice to con-
trol. Eggs are laid in wet soil and the larvae bury themselves, but if per-capita larval
midge mortality µl could be increased then expression (7.2.30) would decrease. This
happens indirectly via a reduction in the value of S0m, which depends on µl via (6.3.28).
Targeting adult midges is likely to have a greater effect since exposed ones will die,
which reduces (7.2.30) dramatically because of the exponential decay with µem. Un-
fortunately, chemical control of midges is difficult. The habitat is common, midges
are carried by wind and can easily re-colonise and therefore insecticide use must be
repeated regularly. This leads to the problem of insecticide resistance. However, the
use of repellents is a good idea because, although they only reduce the number of
bites, any reduction in biting rate is important as noted above. In summary, the most
important implications of the analysis are the need for rapid diagnosis of bluetongue
infection while an animal is still latent if possible, and prompt insecticide treatment
and movement bans on both exposed and infectious individuals.
Chapter 8
Modelling the Spread of Bluetongue
In this chapter we attempt to model the spread of BTV throughout Europe as a
travelling wave of infection. To do this we introduce diffusion of midges into our
model. This means that not only time, t but a one-dimensional infinite space, x will
be considered. Let A(t, x) represent the density of species A of the relevant class,
susceptible, exposed or infectious at time t and location x. Diffusion can be introduced
by using Fick’s Law [58] so that, in the absence of births and deaths
∂A
∂t
= D
∂2A
∂x2
for a constant diffusivity D. The spread of the virus throughout Europe is known to
have been caused by infectious midge movement. So it seems reasonable to introduce
diffusion terms of the form D ∂
2
∂x2
into the midge equations to model the spread. Locally
cattle and sheep only move around a field, so their movement compared to the midges
movement can be thought of as being negligible.
However consideration must also be made to the movement of cattle and sheep
through the buying and selling of animals. This too here has been neglected for sim-
plicity of the model and due to the much lower probability of transmission from the
infected host animals to the midges acting as a vector (≈ 0.1), compared to the proba-
bility that infected midges will transmit the virus to sheep and cattle (≈ 0.9) [24]. So
it can be seen that the buying and selling of animals will not have such a great effect
on the transmission of the disease compared to midge movement.
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8.1 Diffusion of susceptible midges
To consider diffusion in the susceptible midges, one needs to consider the extra variable
of position, x along with time, t and age, a already being considered. By letting
sm(t, a, x) be the density of susceptible midges at time t of age a at position x, where
x ∈ (−∞,∞), a diffusion term Dsm(a) can be added to the age-structured von-Foerster
equation to take into account the movement of susceptible midges.
Here it can be noted that this diffusion term may also depend on age. This is impor-
tant because midges in the larval stage do not diffuse at a rate which is comparable to
adult midges. This is because midges start life as an egg in a semi-aquatic site such as
damp soil or manure, so that when they develop into the larval stage they have access
to organic feeding material and water. Therefore they have direct access to resources
and only move within the confinements of their birth site, whereas adult midges are
capable of flying up to 1-2 km a day and may be transported longer distances of over
200 km with the wind [89]. In fact we take the diffusion of larval midges to be zero for
ages a ∈ [0, τl), where τl is the time it takes a larval midge to transform into an adult
midge. Thus, we take
Dsm(a) =
{
0 a < τl
Dsam a > τl
,
where the subscript sam should be read as “susceptible adult midges”. As an age-
structured model is being used here, we also allow the death rate for larval midges to
be different from that of adult midges:
µsm(a) =
{
µl a < τl
µsam a > τl
In this chapter the various contact rate terms (the β terms) are taken to be independent
of time.
Focusing on just the adult midge dispersion, i.e. ages a > τl, the total number
Sm(t, x) of susceptible adult midges at time t, position x is the integral of sm(t, a, x)
over all ages a ∈ (τl,∞) that constitute adulthood, so that
Sm(t, x) =
∫ ∞
τl
sm(t, a, x)da. (8.1.1)
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The spatially extended von-Foerster equation for susceptible adult midges is
∂sm
∂t
+
∂sm
∂a
=Dsam
∂2sm
∂x2
− µsamsm
−sm
[
βcmIc(t, x) + βsmIs(t, x)
(Ic + Ec + Sc + Is + Es + Ss)(t, x)
]
, a > τl.
(8.1.2)
Differentiating (8.1.1) with respect to t and using (8.1.2) gives:
∂Sm(t, x)
∂t
=sm(t, τl, x)− sm(t,∞, x) +Dsam∂
2Sm(t, x)
∂x2
−µsamSm(t, x)− Sm(t, x)
[
βcmIc(t, x) + βsmIs(t, x)
(Ic + Ec + Sc + Is + Es + Ss)(t, x)
]
.
All the components involve Sm(t, x), except sm(t, τl, x) and sm(t,∞, x). We take
sm(t,∞, x) = 0, as it is not possible for midges to live forever and sm(t, τl, x) is calcu-
lated in a similar way to how sm(t, τl) was calculated for the seasonal model in (7.1.7).
However here the dependence on x has been introduced.
Since larval midges do not disperse and do not contract bluetongue,
∂sm
∂t
+
∂sm
∂a
= −µlsm(t, a, x), for 0 < a < τl.
Therefore, integration along the characteristics leads to
sm(t, τl, x) = sm(t− τl, 0, x)e−µlτl
= bm[Sm(t− τl, x) + Em(t− τl, x) + Im(t− τl, x)]e−µlτl .
The equation for the number of susceptible adult midges is therefore
∂Sm(t, x)
∂t
=bm[Sm(t− τl, x) + Em(t− τl, x) + Im(t− τl, x)]e−µlτl +Dsam∂
2Sm(t, x)
∂x2
−µsamSm(t, x)− Sm(t, x)
[
βcmIc(t, x) + βsmIs(t, x)
(Ic + Ec + Sc + Is + Es + Ss)(t, x)
]
.
8.1.1 Diffusion of the exposed and infectious midges
Exposed midges
The same sort of idea can be used to introduce diffusion of the exposed and infectious
adult midges. There is however, a significant complication because exposed midges
are free to move and therefore an individual midge may complete the latency period
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and become infectious at a point in space other than the location where it contracted
the virus. Moreover, we need to introduce a second age variable, a¯, which is age since
infection rather than age since birth.
Let em(t, a¯, x) be the density of exposed midges at time t of infection age a¯ and
position x and the diffusion and mortality rates for exposed adult midges be defined
as Dem(a¯) = Deam and µem(a¯) = µeam, where the subscript eam means “exposed adult
midges”. Since a¯ is age since infection,
Em(t, x) =
∫ τm
0
em(t, a¯, x)da¯,
where τm is the duration of the latency stage in midges and
∂em
∂t
+
∂em
∂a¯
= −µeamem(t, a¯, x) +Deam∂
2em
∂x2
, (8.1.3)
it follows that
∂Em(t, x)
∂t
=Deam
∂2Em(t, x)
∂x2
− µeamEm(t, x)
+em(t, 0, x)− em(t, τm, x).
(8.1.4)
Moreover, since em(t, 0, x) is the infection rate for midges,
em(t, 0, x) = Sm(t, x)
[
βcmIc(t, x) + βsmIs(t, x)
(Ic + Ec + Sc + Is + Es + Ss)(t, x)
]
. (8.1.5)
It is not as straightforward as with the susceptible midge equation to calculate the
em(t, τm, x) term, since (8.1.3) is a partial differential equation. However, it is linear
and can be solved using the Fourier transform. Define eξm(a¯, x) = em(a¯+ ξ, a¯, x). Then
∂eξm
∂a¯
=
[
∂em
∂t
+
∂em
∂a¯
]
t=a¯+ξ
.
Then the following linear partial differential equation is obtained,
∂eξm(a¯, x)
∂a¯
= Deam
∂2eξm(a¯, x)
∂x2
− µeameξm(a¯, x). (8.1.6)
We solve this using the Fourier transform:
fˆ(w) =
∫ ∞
−∞
f(x)e−iwxdx.
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Taking the Fourier transform in the variable x and using the property, F(f (n)) =
(iw)nfˆ , where f (n) denotes the nth derivative of f , (8.1.6) is transformed to
∂êξm(a¯, w)
∂a¯
= (iw)2Deamê
ξ
m(a¯, w)− µeamêξm(a¯, w)
= −(w2Deam + µeam)êξm(a¯, w).
Solving this gives,
êξm(a¯, w) = êm(a¯+ ξ, a¯, w) = êm(ξ, 0, w)e
−(w2Deam+µeam)a¯.
Then by making the substitution, ξ = t− τm and a¯ = τm one gets
êm(t, τm, w) = êm(t− τm, 0, w)e−(w2Deam+µeam)τm .
This is not quite in the desired form, because this is the Fourier transform of what
is required. To invert and turn êm(t, τm, w) into a function with x dependence, the
convolution theorem of the Fourier transform is used.
When a function, say hˆ(w) can be written in the form hˆ(w) = fˆ(w)gˆ(w), the
following identity known as the Fourier convolution theorem is true:
h(x) = (f ∗ g)(x) =
∫ ∞
−∞
f(y)g(x− y)dy.
Observe that êm(t, τm, w) = e
−µeamτm fˆ(w)gˆ(w), where fˆ(w) = êm(t − τm, 0, w) and
gˆ(w) = e−w
2Deamτm . The inverse Fourier transform is given by
g(x) =
1
2pi
∫ ∞
−∞
gˆ(w)eiwxdw.
In this case,
g(x) =
1
2pi
∫ ∞
−∞
e−w
2Deamτmeiwxdw
=
1
2pi
∫ ∞
−∞
e
−[(w√Deamτm− ix2√Deamτm )
2+ x
2
4Deamτm
]
dw
=
1
2pi
e−
x2
4Deamτm
∫ ∞
−∞
e
−(w√Deamτm− ix2√Deamτm )
2
dw.
By making the complex substitution
ξ = w
√
Deamτm − ix
2
√
Deamτm
166
and using complex contour integral techniques, we can show that the integral simplifies
to
g(x) =
1
2pi
e−
x2
4Deamτm
∫ ∞
−∞
e−ξ
2 dξ√
Deamτm
=
1
2
√
piDeamτm
e−
x2
4Deamτm
since ∫ ∞
−∞
e−ξ
2
dξ =
√
pi.
Defining
Γ(t, x) =
1
2
√
pit
e−
x2
4t , (8.1.7)
then g(x) = Γ(Deamτm, x) and by using the convolution property of the Fourier trans-
form,
em(t, τm, x) = e
−µeamτm
∫ ∞
−∞
Γ(Deamτm, x− y)em(t− τm, 0, y)dy. (8.1.8)
Note that em(t− τm, 0, y) is the infection rate at time t− τm at position y, calculated
from expression (8.1.5).
Inserting (8.1.5) and (8.1.8) into (8.1.4) yields a delayed partial differential equation
for Em(t, x) :
∂Em(t, x)
∂t
=Deam
∂2Em(t, x)
∂x2
− µeamEm(t, x)
+Sm(t, x)
[
βcmIc(t, x) + βsmIs(t, x)
(Ic + Ec + Sc + Is + Es + Ss)(t, x)
]
−e−µeamτm
∫ ∞
−∞
Γ(Deamτm, x− y)Sm(t− τm, y)
[
βcmIc(t− τm, y) + βsmIs(t− τm, y)
(Ic + Ec + Sc + Is + Es + Ss)(t− τm, y)
]
dy.
Infectious midges
The model equation for the infectious midges can be calculated in exactly the same
way as the model equation for the exposed midges to give
∂Im(t, x)
∂t
=Diam
∂2Im(t, x)
∂x2
− µiamIm(t, x)
+e−µeamτm
∫ ∞
−∞
Γ(Deamτm, x− y)Sm(t− τm, y)
[
βcmIc(t− τm, y) + βsmIs(t− τm, y)
(Ic + Ec + Sc + Is + Es + Ss)(t− τm, y)
]
dy
where the diffusion and mortality rates are defined to be Dim(a¯) = Diam and µim(a¯) =
µiam, where the age since infection a¯ ∈ [τm,∞), and the subscript iam is read as
“infectious adult midges”.
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Diffusion equations for different classes of cattle and sheep
The equations outlining the cattle and sheep movement in (7.1.12) and (7.1.13) are
simply amended to introduce a dependence on x, i.e. Ic(t) becomes Ic(t, x), etc. No
diffusion terms have been introduced due to the points mentioned earlier with the
movement of animals through selling being neglected, due to the low probability of
the midges contracting the disease from an infected animal compared to the high
probability of an infected midge passing on the disease to them in return.
8.1.2 Improved bluetongue model with midge diffusion
Cattle equations
∂Sc(t, x)
∂t
=bc(Sc(t, x))− βmcSc(t, x)Im(t, x)(Ic + Ec + Sc + Is + Es + Ss)(t, x) + γcIc(t, x)− µscSc(t, x)
∂Ec(t, x)
∂t
=− µecEc(t, x) + βmcSc(t, x)Im(t, x)(Ic + Ec + Sc + Is + Es + Ss)(t, x)
− βmcSc(t− τc, x)Im(t− τc, x)e
−µecτc
(Ic + Ec + Sc + Is + Es + Ss)(t− τc, x)
∂Ic(t, x)
∂t
=− µicIc(t, x)− γcIc(t, x) + βmcSc(t− τc, x)Im(t− τc, x)e
−µecτc
(Ic + Ec + Sc + Is + Es + Ss)(t− τc, x)
(8.1.9)
Sheep equations
∂Ss(t, x)
∂t
=bs(Ss(t, x))− βmsSs(t, x)Im(t, x)(Ic + Ec + Sc + Is + Es + Ss)(t, x) + γsIs(t, x)− µssSs(t, x)
∂Es(t, x)
∂t
=− µesEs(t, x) + βmsSs(t, x)Im(t, x)(Ic + Ec + Sc + Is + Es + Ss)(t, x)
− βmsSs(t− τs, x)Im(t− τs, x)e
−µesτs
(Ic + Ec + Sc + Is + Es + Ss)(t− τs, x)
∂Is(t, x)
∂t
=− µisIs(t, x)− γsIs(t, x) + βmsSs(t− τs, x)Im(t− τs, x)e
−µesτs
(Ic + Ec + Sc + Is + Es + Ss)(t− τs, x)
(8.1.10)
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Midge equations
∂Sm(t, x)
∂t
=e−µlτlbm[Sm(t− τl, x) + Em(t− τl, x) + Im(t− τl, x)]− µsamSm(t, x)
+Dsam
∂2Sm(t, x)
∂x2
− Sm(t, x)
[
βcmIc(t, x) + βsmIs(t, x)
(Ic + Ec + Sc + Is + Es + Ss)(t, x)
]
∂Em(t, x)
∂t
=− µeamEm(t, x) +Deam ∂
2Em(t, x)
∂x2
+ Sm(t, x)
[
βcmIc(t, x) + βsmIs(t, x)
(Ic + Ec + Sc + Is + Es + Ss)(t, x)
]
− e−µeamτm
∫ ∞
−∞
Γ(Deamτm, x− y)Sm(t− τm, y)
[
βcmIc(t− τm, y) + βsmIs(t− τm, y)
(Ic + Ec + Sc + Is + Es + Ss)(t− τm, y)
]
dy
∂Im(t, x)
∂t
=− µiamIm(t, x) +Diam ∂
2Im(t, x)
∂x2
+ e−µeamτm
∫ ∞
−∞
Γ(Deamτm, x− y)Sm(t− τm, y)
[
βcmIc(t− τm, y) + βsmIs(t− τm, y)
(Ic + Ec + Sc + Is + Es + Ss)(t− τm, y)
]
dy
(8.1.11)
8.2 Travelling wave of infection
Previously the possibility of modelling the spread of the virus throughout Europe via
a travelling wave was mentioned. To consider this, the substitution z = x + ct is
used, where c is the speed of the wave. If c > 0, this substitution implies a leftward
moving travelling wave of the disease toward regions where previously there have been
no cases of the disease. It is a common method and [58] makes use of this method to
demonstrate the spread of diseases such as the plague throughout Europe and Rabies
throughout France. A travelling wave is a particular type of solution that moves at a
constant speed c without changing its shape.
Analysis of the speed, c, with which the wave is travelling is also referred to in [19],
[20], [47] and [58]. This line of analysis has been adopted here to make the substitution
z = x+ ct, so that everything is in terms of one variable, z.
Considering the terms in the susceptible midge equation under this substitution,
Sm(t, x) = S¯m(z), then
∂Sm(t,x)
∂t
= cS¯ ′m(z), and
∂2Sm(t,x)
∂x2
= S¯ ′′m(z). Also the term
involving the delay, Sm(t − τm, x) = S¯m(x + c(t − τm)) becomes S¯m(z − cτm). Care
must be taken when expressing the integral terms in the exposed and infectious midge
equations in terms of z, and next we explain how to rewrite these terms as functions
of z only.
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First substitute x = z − ct in the integral term in (8.1.11) to obtain
e−µeamτm
∫ ∞
−∞
Γ(Deamτm, z − ct− y)×
S¯m(y + c(t− τm))
[
βcmI¯c(y + c(t− τm)) + βsmI¯s(y + c(t− τm))
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(y + c(t− τm))
]
dy.
To express this as a function of z only, substitute z − ct − y = ξ, which implies
z − ξ = y + ct and therefore the term becomes the following function of z only:
e−µeamτm
∫ ∞
−∞
Γ(Deamτm, ξ)S¯m(z − ξ − cτm)
[
βcmI¯c(z − ξ − cτm) + βsmI¯s(z − ξ − cτm)
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z − ξ − cτm)
]
dξ.
The system of travelling wave equations for the model incorporating diffusion can now
be defined in Section 8.2.1.
8.2.1 Travelling wave form of the improved bluetongue model
with diffusion
Cattle equations
cS¯′c(z) =bc(S¯c(z))−
βmcS¯c(z)I¯m(z)
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z)
+ γcI¯c(z)− µscS¯c(z)
cE¯′c(z) =− µecE¯c(z) +
βmcS¯c(z)I¯m(z)
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z)
− βmcS¯c(z − cτc)I¯m(z − cτc)e
−µecτc
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z − cτc)
cI¯ ′c(z) =− µicI¯c(z)− γcI¯c(z) +
βmcS¯c(z − cτc)I¯m(z − cτc)e−µecτc
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z − cτc)
(8.2.12)
Sheep equations
cS¯′s(z) =bs(S¯s(z))−
βmsS¯s(z)I¯m(z)
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z)
+ γsI¯s(z)− µssS¯s(z)
cE¯′s(z) =− µesE¯s(z) +
βmsS¯s(z)I¯m(z)
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z)
− βmsS¯s(z − cτs)I¯m(z − cτs)e
−µesτs
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z − cτs)
cI¯ ′s(z) =− µisI¯s(z)− γsI¯s(z) +
βmsS¯s(z − cτs)I¯m(z − cτs)e−µesτs
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z − cτs)
(8.2.13)
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Midge equations
cS¯′m(z) =e
−µlτlbm[S¯m(z − cτl) + E¯m(z − cτl) + I¯m(z − cτl)]− µsamS¯m(z)
+DsamS¯′′m(z)− S¯m(z)
[
βcmI¯c(z) + βsmI¯s(z)
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z)
]
cE¯′m(z) =− µeamE¯m(z) +DeamE¯′′m(z) + S¯m(z)
[
βcmI¯c(z) + βsmI¯s(z)
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z)
]
− e−µeamτm
∫ ∞
−∞
Γ(Deamτm, ξ)S¯m(z − ξ − cτm)
[
βcmI¯c(z − ξ − cτm) + βsmI¯s(z − ξ − cτm)
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z − ξ − cτm)
]
dξ
cI¯ ′m(z) =− µiamI¯m(z) +DiamI¯ ′′m(z)
+ e−µeamτm
∫ ∞
−∞
Γ(Deamτm, ξ)S¯m(z − ξ − cτm)
[
βcmI¯c(z − ξ − cτm) + βsmI¯s(z − ξ − cτm)
(I¯c + E¯c + S¯c + I¯s + E¯s + S¯s)(z − ξ − cτm)
]
dξ
(8.2.14)
We linearize these travelling wave equations about the disease-free state,
(S¯c(z), S¯s(z), S¯m(z), E¯c(z), E¯s(z), E¯m(z), I¯c(z), I¯s(z), I¯m(z)) = (S
0
c , S
0
s , S
0
m, 0, 0, 0, 0, 0, 0).
Since we are interested in the region into which the epidemic is invading, we consider
the situation when the exposed (E) and infectious (I) variables are all small and the
susceptible (S) variables are close to their steady state values in the absence of disease.
The epidemic wave is leftward moving and therefore the disease-free region is the far
left, when z → −∞. The linearization of the travelling wave equations about the
disease-free steady state is the following system of equations, valid for z → −∞.
8.2.2 Linearized travelling wave form of the improved blue-
tongue model with diffusion
Linearized cattle equations
cS¯′c(z) =b
′
c(S
0
c )S¯c(z)−
βmcS
0
c I¯m(z)
S0c + S0s
+ γcI¯c(z)− µscS¯c(z)
cE¯′c(z) =− µecE¯c(z) +
βmcS
0
c I¯m(z)
S0c + S0s
− βmcS
0
c I¯m(z − cτc)e−µecτc
S0c + S0s
cI¯ ′c(z) =− µicI¯c(z)− γcI¯c(z) +
βmcS
0
c I¯m(z − cτc)e−µecτc
S0c + S0s
(8.2.15)
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Linearized sheep equations
cS¯′s(z) =b
′
s(S
0
s )S¯s(z)−
βmsS
0
s I¯m(z)
S0c + S0s
+ γsI¯s(z)− µssS¯s(z)
cE¯′s(z) =− µesE¯s(z) +
βmsS
0
s I¯m(z)
S0c + S0s
− βmsS
0
s I¯m(z − cτs)e−µesτs
S0c + S0s
cI¯ ′s(z) =− µisI¯s(z)− γsI¯s(z) +
βmsS
0
s I¯m(z − cτs)e−µesτs
S0c + S0s
(8.2.16)
Linearized midge equations
cS¯′m(z) =b
′
m(S
0
m)[S¯m(z − cτl) + E¯m(z − cτl) + I¯m(z − cτl)]e−µlτl +DsamS¯′′m(z)
−µsamS¯m(z)− S0m
[
βcmI¯c(z) + βsmI¯s(z)
S0c + S0s
]
cE¯′m(z) =DeamE¯
′′
m(z)− µeamE¯m(z) + S0m
[
βcmI¯c(z) + βsmI¯s(z)
S0c + S0s
]
−e−µeamτm
∫ ∞
−∞
Γ(Deamτm, ξ)S0m
[
βcmI¯c(z − ξ − cτm) + βsmI¯s(z − ξ − cτm)
S0c + S0s
]
dξ
cI¯ ′m(z) =DiamI¯
′′
m(z)− µiamI¯m(z)
+e−µeamτm
∫ ∞
−∞
Γ(Deamτm, ξ)S0m
[
βcmI¯c(z − ξ − cτm) + βsmI¯s(z − ξ − cτm)
S0c + S0s
]
dξ
(8.2.17)
where the variables with the overbar, such as S¯m(z), are now perturbations from their
respective equilibrium values.
8.2.3 Dispersion relation
The Ec and Es equations of (8.2.15) and (8.2.16) can be dropped since no other equation
refers to Ec or Es. Therefore it suffices to consider the remaining 7 equations. The
non-trivial solutions to the linearized travelling wave form of the model incorporating
diffusion are therefore of the form
(S¯c, S¯s, S¯m, I¯c, I¯s, I¯m, E¯m) = (k1, k2, k3, k4, k5, k6, k7)e
λz.
Substituting solutions of this form and making use of the fact that the linearized I¯c,
I¯s and I¯m equations also decouple from the rest of the system, we obtain the following
characteristic equation
G1(λ; c) = G2(λ; c) +G3(λ; c), (8.2.18)
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where
G1(λ; c) =(cλ+ µic + γc)(cλ+ µis + γs)(cλ+ µiam − λ2Diam)
G2(λ; c) =(cλ+ µic + γc)
(
βmsS
0
se
−(µesτs+λcτs)
S0c + S
0
s
)
×e−µeamτm
∫ ∞
−∞
Γ(Deamτm, ξ)βsmS
0
me
−λ(ξ+cτm)
S0c + S
0
s
dξ
G3(λ; c) =(cλ+ µis + γs)
(
βmcS
0
c e
−(µecτc+λcτc)
S0c + S
0
s
)
×
e−µeamτm
∫ ∞
−∞
Γ(Deamτm, ξ)βcmS
0
me
−λ(ξ+cτm)
S0c + S
0
s
dξ.
Using the definition of Γ(t, x) in (8.1.7), the integral terms in G2(λ; c) and G3(λ; c) can
be written in terms of the integral∫ ∞
−∞
Γ(Deamτm, ξ)e
−λ(ξ+cτm)dξ = e−λcτmeλ
2Deamτm ,
after making appropriate substitutions.
Therefore the functions involved in the characteristic equation (8.2.18) can be sim-
plified to
G1(λ; c) = (cλ+ µic + γc)(cλ+ µis + γs)(cλ+ µiam − λ2Diam)
G2(λ; c) = (cλ+ µic + γc)
(
βmsβsmS
0
sS
0
m
(S0c + S
0
s )
2
)
e−(cλ+µes)τse−(cλ+µeam)τmeλ
2Deamτm
G3(λ; c) = (cλ+ µis + γs)
(
βmcβcmS
0
cS
0
m
(S0c + S
0
s )
2
)
e−(cλ+µec)τce−(cλ+µeam)τmeλ
2Deamτm .
8.2.4 Finding the minimum wave speed
Now that the characteristic equation (8.2.18) has been found, consideration can be
made as to how fast the travelling wave of disease spread is moving. Since the disease
invasion is moving leftward, we have linearized the travelling wave equations in the
z ≈ −∞ region and therefore we expect the Ic, Is and Im variables to behave in that
region like exp(λz), where λ is real and positive. Therefore we search for a real positive
root λ of the characteristic equation (8.2.18). Such a root only exists if c exceeds some
minimum threshold value, thereby implying that there is a minimum spread of invasion.
173
Graphical considerations show that a real positive root λ of (8.2.18) would have to
be less than the positive root of λ2Diam − cλ− µiam = 0 and therefore we define
cmin = inf{c > 0 : ∃λ ∈ (0, 1
2Diam
(c+
√
c2 + 4µiamDiam)] satisfying (8.2.18)}.
By graphing the left and right hand sides of (8.2.18) against λ (see Figure 8.1(a)), when
c = 0 and for appropriately chosen fixed values for the other variables, it can be seen
that the left (G1(λ; c)) and right (G2(λ; c) + G3(λ; c)) hand sides of the characteristic
equation in (8.2.18) do not intersect.
Figure 8.1: Graph of the left and right hand side of (8.2.18) against λ for the case of
(a) c = 0 and (b) c = 0.533 with parameters: S0c = 200, S
0
s = 500, S
0
m = 20, 000,
βmc = βms = 0.9, βcm = βsm = 0.08, γc = 1, γs = 0.95, τc = 7, τs = 5, τm = 15,
µec = µes = µic = 0.001, µem = 0.01, µis = 0.007, µim = 0.11, Deam = 1 and
Diam = 0.75.
As c is increased, then the left and right hand sides eventually intersect at a critical
c value (see Figure 8.1(b)). It can be noted that for the dispersion relation to have
positive roots when c = 0, then the RHS evaluated at λ = 0 has to be bigger than the
LHS evaluated at λ = 0, which results in the following inequality
βmsβsmS
0
sS
0
me
−(µesτs+µeamτm)
µiam(µis + γs)(S0c + S
0
s )
2
+
βmcβcmS
0
cS
0
me
−(µecτc+µeamτm)
µiam(µic + γc)(S0c + S
0
s )
2
> 1. (8.2.19)
This is precisely the condition for instability of the disease-free equilibrium in the situ-
ation with no diffusion. So for a travelling wave to form, we need the above inequality
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to hold, i.e. the disease-free equilibrium has to be unstable. As c is increased from zero
the wave speed will then be the first value of c, such that the two graphs just touch,
as shown in Figure 8.1(b).
Analytical progress can be made in the situation when the disease-free equilibrium
is unstable but only just. Setting the left hand side of (8.2.19) equal to 1 + , where
 > 0 is small, and rearranging, gives(
βmsβsmS
0
sS
0
m
(S0c + S
0
s )
2
)
e−(µesτs+µeamτm) =
(1 + )(µis + γs)µiam −
(
(µis + γs)βmcβcmS
0
cS
0
m
(µic + γc)(S0c + S
0
s )
2
)
e−(µecτc+µeamτm)
and substituting it into the characteristic equation (8.2.18), the latter becomes
(cλ+ µic + γc)(cλ+ µis + γs)(cλ+ µiam − λ2Diam)
=eλ
2Deamτm
{
(cλ+ µic + γc)
[
(1 + )(µis + γs)µiam
−
(
(µis + γs)βmcβcmS
0
cS
0
m
(µic + γc)(S0c + S
0
s )
2
)
e−(µecτc+µeamτm)
]
e−cλ(τs+τm)
+(cλ+ µis + γs)
(
βmcβcmS
0
cS
0
m
(S0c + S
0
s )
2
)
e−(µecτc+µeamτm)e−cλ(τc+τm)
}
.
(8.2.20)
By applying some ideas of perturbation theory one can estimate c and λ, from (8.2.20),
and thereby obtain an explicit estimate for the speed of the spread of the disease
epidemic in the situation when  is small, i.e. the disease-free equilibrium is only just
unstable. Graphical considerations suggest that c and λ both tend to 0 as → 0.
Therefore, we let c = c1
α and λ = λ1
β with α and β to be determined. Numerically
solving (8.2.20) and the differentiated version of (8.2.20) for c and λ when  is taken to
be very small, i.e. from 0.001 to 0.05, then plots of log() versus log(c), and log() versus
log(λ), can be considered in Figure 8.2 and Figure 8.3 using the same appropriately
chosen parameters as in Figure 8.1.
The values of α and β in c = c1
α and λ = λ1
β can be estimated by considering a
least squares fit of the gradients in Figure 8.2 and Figure 8.3, whereby α = 0.499 and
β = 0.497. This analysis suggests that α and β are in fact both equal to 1
2
.
This can also be verified by substituting c = c1
α and λ = λ1
α, with α 6= 1
2
into
the characteristic equation (8.2.20) and also the differentiated characteristic equation
with respect to λ (recall that the critical minimum speed is the speed at which the
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Figure 8.2: Determining α. Figure 8.3: Determining β.
graphs of the left and right hand sides of the characteristic equation are tangential, as
shown in Figure 8.1) when the disease-free equilibrium becomes unstable.
By using Taylor expansions for terms that appear as denominators of fractions and
those that involve an exponential of cλ, we find at order O(2α) of the characteristic
equation (8.2.20) when the disease-free equilibrium becomes unstable that λ1 = 0 or
λ1 = c1K, where
K =
1
Diam +Deamτmµiam
×
{(
µiam − A
(µis + γs)
)(
1
(µis + γs)
+ τs + τm
)
+
B
(µic + γc)
(
1
(µic + γc)
+ τc + τm
)
+ 1
}
.
Whereas the characteristic equation (8.2.20) differentiated with respect to λ when the
disease-free equilibrium becomes unstable at order O(α), suggests λ1 =
c1
2
K.
Therefore when α = β, α 6= 1
2
, λ1 can only be equal to both c1K and
c1
2
K, when
either c1 = 0 or K = 0. Clearly K can be taken to be non-zero, which results in c1 = 0.
This is not what we require for a travelling wave solution.
However if we take α = β = 1
2
, a new root is formed from the inclusion of the (1+)
factor at O(2α) = O() of the characteristic equation (8.2.20) and λ1 and c1 are found
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to be:
λ1 =
√
µiam
Diam +Deamτmµiam
c1 =
2
√
µiam(Diam +Deamτmµiam)(
µiam − A(µis+γs)
)(
1
(µis+γs)
+ τs + τm
)
+ B
(µic+γc)
(
1
(µic+γc)
+ τc + τm
)
+ 1
where
A =
(
(µis + γs)βmcβcmS
0
cS
0
m
(µic + γc)(S0c + S
0
s )
2
)
e−(µecτc+µeamτm)
B =
(
βmcβcmS
0
cS
0
m
(S0c + S
0
s )
2
)
e−(µecτc+µeamτm).
The speed of the travelling front is then c = c1
√
 with c1 given by the above expression,
and  defined such that 1 +  is the left hand side of (8.2.19).
8.2.5 Concluding remarks
By incorporating the Fickian diffusion of midges in one-dimensional space into the
autonomous model of Chapter 6 we were able to model the spread of bluetongue as a
travelling wave of infection. The travelling wave of infection describes the propagation
of the disease into uninfected regions, i.e. regions where previously there have been no
cases of the disease.
The way in which diffusion was introduced assumed that the movement of midges
occurs entirely at random. This was a simplistic assumption which neglected to in-
corporate the swarming behaviour that midges typically exhibit. However, this was
thought to be a realistic assumption in light of previous research [71], which concluded
that 54% of bluetongue outbreaks occurred through the movement of infections over
short distances of less than 5km.
It was found that the instability of the disease-free equilibrium, i.e. the disease is
endemic in the situation with no diffusion was a requirement for the travelling wave
of the disease to form. Analytical and numerical methods were utilised to consider
how fast the travelling wave of infection was moving and specifically determine the
minimum wave speed cmin. The minimum wave speed describes the minimum spread
of bluetongue invasion towards regions where previously there have been no cases of
the disease.
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For small  the wave speed c, at which a bluetongue epidemic spreads, is pro-
portional to the quantity c1, so it is useful to discuss how c1 depends on the model
parameters. For a single invading species, as modelled for example by the famous
Fisher’s equation, the wave speed is proportional to the square root of the diffusiv-
ity of the species, and this square root dependence on diffusion coefficients is quite
general. In our particular model, we find that the speed is proportional not to the
square root of one single diffusion coefficient but to the square root of the combination
Diam + Deamτmµiam. Recall that τm is the duration of the latency stage in midges,
so one implication is that if this stage is of short duration then the speed is roughly
proportional to the square root of Diam. That is, the diffusivity of infectious midges is
what matters in this case. Another limiting case worth considering is that in which in-
fectious midges die quickly (µiam is large) but the latency stage in midges is of moderate
duration. In that case one expects that the wave speed c would depend mainly on the
diffusivity of exposed midges, and indeed as µiam →∞ the quantity c1 approaches an
expression proportional to the square root of Deam. Measuring the values of parame-
ters such as diffusion coefficients is usually quite difficult, but consideration of limiting
cases such as those just mentioned can sometimes help to decide which parameters
are likely to influence the speed most strongly, so that efforts can be concentrated on
determining accurate values for those parameters.
Chapter 9
Introducing Vaccination in the
Model
It was not until the Northern European outbreak of the BTV-8 serotype of bluetongue
that the development and production of inactivated vaccines began. Prior to this
only live vaccines had been used, which in some cases led to the transmission of the
disease from vaccinated host animals [14]. There are several types of vaccine for BTV-
8 available to farmers and these vaccines can be given to both sheep and cattle. An
annual booster of the vaccine is required, as the vaccination is known to wane over
time [70, 94].
9.1 Modelling vaccination
We introduce vaccination into our bluetongue model in Section 9.1.1 by the addition
of another compartment, the vaccinated compartment, in a similar fashion to [2]. This
vaccination model differs from the model outlined in (6.2.15)-(6.2.17) in the following
ways.
The first is that both susceptible and vaccinated cattle might produce offspring and
the same is true for sheep. A proportion of the cattle and sheep are assumed to be
vaccinated at birth and these immediately enter the vaccinated classes, Vc and Vs, with
proportions νc ∈ [0, 1] and νs ∈ [0, 1] respectively.
Vaccines do not necessarily work perfectly, so it is assumed that the vaccine has
efficacy rates of 1 − σc and 1 − σs, for cattle and sheep respectively, where σc ∈ [0, 1]
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and σs ∈ [0, 1]. The implication is that even vaccinated animals might contract the
virus and enter the exposed class. This is represented by the terms involving σc and σs
appearing in the exposed class (see the Ec, Vc, Es and Vs equations in system (9.1.1)-
(9.1.3)). The vaccinated class can therefore in effect be considered as another kind of
susceptible class.
Since the vaccine wanes over time, with per-capita waning rates of ωc and ωs for
cattle and sheep respectively, individuals may transfer from the vaccinated to the
susceptible compartment and for cattle this is represented by the ωcVc(t) terms in the
Sc(t) and Vc(t) equations in (9.1.1).
Animals also require an annual booster vaccination in order for them to be protected
against the virus. Let the proportion of susceptibles being given an annual booster be
given by pc and ps for cattle and sheep respectively. Therefore individuals may transfer
from the susceptible to the vaccinated compartment at times after birth and for cattle
this is represented by the pcSc(t) terms in the Sc(t) and Vc(t) equations, in (9.1.1). In
the bluetongue model of (9.1.1)-(9.1.3) incorporating vaccination it is assumed that
only susceptible hosts are vaccinated. This is because most farmers record details of
the regular health checks and vaccinations they perform on their animals. Therefore
it is unlikely that vaccinated animals will be re-vaccinated before the vaccine has had
the time to wane.
The vaccination model outlined here could have been made more complicated using
impulsive ODEs to represent the animals requiring an annual booster for continued
immunity as in [93] and a waning function that models decay of the vaccine over time,
that was considered in [1].
However with the delays already complicating the model, the emphasis on this
analysis is to gain an overview of the dynamics, which would not be possible if all
these things were considered at once.
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9.1.1 Vaccination model equations
Vaccinated cattle equations
S′c(t) =(1− νc)bc[Sc(t) + Vc(t)] + ωcVc(t) + γcIc(t)
− βmcSc(t)Im(t)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t)
− pcSc(t)− µscSc(t)
E′c(t) =− µecEc(t) +
[βmcSc(t) + σcβmcVc(t)]Im(t)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t)
− [βmcSc(t− τc) + σcβmcVc(t− τc)]Im(t− τc)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t− τc)e
−µecτc
I ′c(t) =− µicIc(t) +
[βmcSc(t− τc) + σcβmcVc(t− τc)]Im(t− τc)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t− τc)e
−µecτc
− γcIc(t)
V ′c (t) =νcbc[Sc(t) + Vc(t)] + pcSc(t)−
σcβmcVc(t)Im(t)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t)
− ωcVc(t)− µvcVc(t)
(9.1.1)
Vaccinated sheep equations
S′s(t) =(1− νs)bs[Ss(t) + Vs(t)] + ωsVs(t) + γsIs(t)
− βmsSs(t)Im(t)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t)
− psSs(t)− µssSs(t)
E′s(t) =− µesEs(t) +
[βmsSs(t) + σsβmsVs(t)]Im(t)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t)
− [βmsSs(t− τs) + σsβmsVs(t− τs)]Im(t− τs)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t− τs)e
−µesτs
I ′s(t) =− µisIs(t) +
[βmsSs(t− τs) + σsβmsVs(t− τs)]Im(t− τs)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t− τs)e
−µesτs
− γsIs(t)
V ′s (t) =νsbs[Ss(t) + Vs(t)] + psSs(t)−
σsβmsVs(t)Im(t)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t)
− ωsVs(t)− µvsVs(t)
(9.1.2)
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Midge equations
S′m(t) =e
−µlτlbm[Sm(t− τl) + Em(t− τl) + Im(t− τl)]
− βcmSm(t)Ic(t) + βsmSm(t)Is(t)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t)
− µsmSm(t)
E′m(t) =− µemEm(t) +
βcmSm(t)Ic(t) + βsmSm(t)Is(t)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t)
− βcmSm(t− τm)Ic(t− τm) + βsmSm(t− τm)Is(t− τm)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t− τm) e
−µemτm
I ′m(t) =− µimIm(t) +
βcmSm(t− τm)Ic(t− τm) + βsmSm(t− τm)Is(t− τm)
(Ic + Ec + Sc + Vc + Is + Es + Ss + Vs)(t− τm) e
−µemτm
(9.1.3)
Note that the midge equations are the same as those in the model without vaccination
outlined in Section 6.2.2 except for the addition of Vc and Vs to the denominators of
the terms that model the infection rates. For example when a susceptible midge bites a
randomly chosen sheep or cow, the probability that the chosen animal is an infectious
cow is now Ic
Ic+Ec+Sc+Vc+Is+Es+Ss+Vs
. The midge could instead acquire the infection
from an infectious sheep, which explains the terms with Is in their numerators.
9.2 Linear stability of the disease-free equilibrium
of the vaccination model
In the situation of no disease, Ec = Es = Em = 0, Ic = Is = Im = 0, Sc = S
0
c , Ss = S
0
s ,
Sm = S
0
m, Vc = V
0
c and Vs = V
0
s . These values, S
0
c , S
0
s , S
0
m, V
0
c and V
0
s are given
implicitly by
(1− νc)bc(S0c + V 0c ) =µscS0c + pcS0c − ωcV 0c
νcbc(S
0
c + V
0
c ) =µvcV
0
c − pcS0c + ωcV 0c
(9.2.4)
(1− νs)bs(S0s + V 0s ) =µssS0s + psS0s − ωsV 0s
νsbs(S
0
s + V
0
s ) =µvsV
0
s − psS0s + ωsV 0s
(9.2.5)
e−µlτlbm(S0m) = µsmS
0
m. (9.2.6)
Let us now consider the issue of whether there exists values S0c , S
0
s , S
0
m, V
0
c and V
0
s ,
all strictly positive, satisfying these equations.
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Dividing the equations of (9.2.4), and those of (9.2.5), and rearranging gives
V 0c
[(
1− νc
νc
)
µvc +
ωc
νc
]
= S0c
[
µsc +
pc
νc
]
(9.2.7)
V 0s
[(
1− νs
νs
)
µvs +
ωs
νs
]
= S0s
[
µss +
ps
νs
]
(9.2.8)
and the second equations of (9.2.4) and (9.2.5) can therefore be written respectively in
terms of S0c only and S
0
s only, to give
bc
[(
1 +
νcµsc + pc
(1− νc)µvc + ωc
)
S0c
]
=
(
(µvc + ωc)µsc + pcµvc
(1− νc)µvc + ωc
)
S0c (9.2.9)
bs
[(
1 +
νsµss + ps
(1− νs)µvs + ωs
)
S0s
]
=
(
(µvs + ωs)µss + psµvs
(1− νs)µvs + ωs
)
S0s . (9.2.10)
Recall that νc, νs ∈ [0, 1]. The existence of S0c , S0s , S0m, V 0c > 0 and V 0s > 0 satisfy-
ing (9.2.4)-(9.2.6) therefore depends upon the functional forms of bc(·), bs(·) and bs(·).
Equations (9.2.9)-(9.2.10) help us to decide what minimal restrictions need to be im-
posed on bc(·) and bs(·) in order to ensure that these values exist and are unique.
For bc(·) we assume:
bc(·) is non-negative for positive arguments with bc(0) = 0. Moreover, bc is locally
Lipschitz continuous and there exists S0c > 0 such that
bc
[(
1 +
νcµsc + pc
(1− νc)µvc + ωc
)
Sc
]
>
(
(µvc + ωc)µsc + pcµvc
(1− νc)µvc + ωc
)
Sc
when 0 < Sc < S
0
c and
bc
[(
1 +
νcµsc + pc
(1− νc)µvc + ωc
)
Sc
]
<
(
(µvc + ωc)µsc + pcµvc
(1− νc)µvc + ωc
)
Sc
when Sc > S
0
c .
(9.2.11)
Assumption (9.2.11) ensures the existence of S0c > 0 and V
0
c > 0 satisfying (9.2.4).
More precisely, S0c satisfies (9.2.9) and V
0
c is found from S
0
c using (9.2.7).
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For bs(·) we assume:
bs(·) is non-negative for positive arguments with bs(0) = 0. Moreover, bs is locally
Lipschitz continuous and there exists S0s > 0 such that
bs
[(
1 +
νsµss + ps
(1− νs)µvs + ωs
)
Ss
]
>
(
(µvs + ωs)µss + psµvs
(1− νs)µvs + ωs
)
Ss
when 0 < Ss < S
0
s and
bs
[(
1 +
νsµss + ps
(1− νs)µvs + ωs
)
Ss
]
<
(
(µvs + ωs)µss + psµvs
(1− νs)µvs + ωs
)
Ss
when Ss > S
0
s .
(9.2.12)
Assumption (9.2.12) ensures the existence of S0s > 0 and V
0
s > 0 satisfying (9.2.5).
More precisely, S0s satisfies (9.2.10) and V
0
s is found from S
0
s using (9.2.8).
For bm(·) we assume:
bm(Sm) is non-negative with bm(0) = 0. Moreover, bm is locally Lipschitz continuous
and there exists S0m > 0 such that e
−µlτlbm(Sm) > µsmSm when 0 < Sm < S0m, and
e−µlτlbm(Sm) < µsmSm when Sm > S0m.
(9.2.13)
Under assumption (9.2.13), equation (9.2.6) has zero and S0m > 0 as its only roots.
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9.2.1 Linearized vaccination model equations
The linearization of system (9.1.1)-(9.1.3) about the disease-free steady state in which
the E and I variables are all zero and the S and V variables satisfy (9.2.4)-(9.2.6) is
S′c(t) =(1− νc)b′c(S0c + V 0c )[Sc(t) + Vc(t)] + ωcVc(t) + γcIc(t)
− βmcS
0
c Im(t)
S0c + V 0c + S0s + V 0s
− pcSc(t)− µscSc(t)
E′c(t) =
[βmcS0c + σcβmcV
0
c ]Im(t)
S0c + V 0c + S0s + V 0s
− [βmcS
0
c + σcβmcV
0
c ]Im(t− τc)
S0c + V 0c + S0s + V 0s
e−µecτc
− µecEc(t)
I ′c(t) =
[βmcS0c + σcβmcV
0
c ]Im(t− τc)
S0c + V 0c + S0s + V 0s
e−µecτc − γcIc(t)− µicIc(t)
V ′c (t) =νcb
′
c(S
0
c + V
0
c )[Sc(t) + Vc(t)] + pcSc(t)−
σcβmcV
0
c Im(t)
S0c + V 0c + S0s + V 0s
− ωcVc(t)− µvcVc(t)
S′s(t) =(1− νs)b′s(S0s + V 0s )[Ss(t) + Vs(t)] + ωsVs(t) + γsIs(t)
− βmsS
0
sIm(t)
S0c + V 0c + S0s + V 0s
− psSs(t)− µssSs(t)
E′s(t) =
[βmsS0s + σsβmsV
0
s ]Im(t)
S0c + V 0c + S0s + V 0s
− [βmsS
0
s + σsβmsV
0
s ]Im(t− τs)
S0c + V 0c + S0s + V 0s
e−µesτs
− µesEs(t)
I ′s(t) =
[βmsS0s + σsβmsV
0
s ]Im(t− τs)
S0c + V 0c + S0s + V 0s
e−µesτs − γsIs(t)− µisIs(t)
V ′s (t) =νsb
′
s(S
0
s + V
0
s )[Ss(t) + Vs(t)] + psSs(t)−
σsβmsV
0
s Im(t)
S0c + V 0c + S0s + V 0s
− ωsVs(t)− µvsVs(t)
S′m(t) =e
−µlτlb′m(S
0
m)[Sm(t− τl) + Em(t− τl) + Im(t− τl)]
− [βcmIc(t) + βsmIs(t)]S
0
m
S0c + V 0c + S0s + V 0s
− µsmSm(t)
E′m(t) =
[βcmIc(t) + βsmIs(t)]S0m
S0c + V 0c + S0s + V 0s
− [βcmIc(t− τm) + βsmIs(t− τm)]S
0
m
S0c + V 0c + S0s + V 0s
e−µemτm
− µemEm(t)
I ′m(t) =
[βcmIc(t− τm) + βsmIs(t− τm)]S0m
S0c + V 0c + S0s + V 0s
e−µemτm − µimIm(t)
(9.2.14)
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where the S(t) and V (t) variables are now small perturbations from their equilibrium
values. Let us define
R̂0 = (R̂cmR̂mc + R̂smR̂ms) 12 , (9.2.15)
where
R̂cm = 1
(µic + γc)
βcmS
0
m
(S0c + V
0
c + S
0
s + V
0
s )
e−µemτm ,
R̂mc = 1
µim
βmc(S
0
c + σcV
0
c )
(S0c + V
0
c + S
0
s + V
0
s )
e−µecτc ,
R̂sm = 1
(µis + γs)
βsmS
0
m
(S0c + V
0
c + S
0
s + V
0
s )
e−µemτm ,
R̂ms = 1
µim
βms(S
0
s + σsV
0
s )
(S0c + V
0
c + S
0
s + V
0
s )
e−µesτs .
Interpretations can be made about the basic reproduction number R̂0 for the vaccina-
tion model given in equations (9.1.1)-(9.1.3), which are similar to those made for the
R0 of the model without vaccination, defined in (6.4.35). Except there are extra terms,
βmcσcV
0
c and βmsσsV
0
s in R̂mc and R̂ms. These terms represent the rate at which a
typical midge infects a vaccinated cow or sheep, where the vaccine has failed to provide
protection. We prove the following theorem.
Theorem 5 Assume that the birth functions bc, bs and bm satisfy assumptions (9.2.11),
(9.2.12) and (9.2.13) and are differentiable at S0c + V
0
c , S
0
s + V
0
s and S
0
m, respectively,
and that
b′c(S
0
c + V
0
c ) <
(µvc + ωc)µsc + pcµvc
(1− νc)µvc + ωc + νcµsc + pc , (9.2.16)
b′s(S
0
s + V
0
s ) <
(µvs + ωs)µss + psµvs
(1− νs)µvs + ωs + νsµss + ps , (9.2.17)
and
− µsm ≤ b′m(S0m)e−µlτl < µsm. (9.2.18)
Then, if R̂0 < 1, where R̂0 is defined by (9.2.15), the disease-free equilibrium
(Sc, Ec, Ic, Vc, Ss, Es, Is, Vs, Sm, Em, Im) = (S
0
c , 0, 0, V
0
c , S
0
s , 0, 0, V
0
s , S
0
m, 0, 0)
of system (9.1.1), (9.1.2), (9.1.3) is locally asymptotically stable.
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Proof. In the linearized system (9.2.14), the equations for the variables Ic(t), Is(t)
and Im(t) decouple from the linearized system; these variables are determined by the
subsystem
I ′c(t) =
[βmcS
0
c + σcβmcV
0
c ]Im(t− τc)
S0c + V
0
c + S
0
s + V
0
s
e−µecτc − γcIc(t)− µicIc(t)
I ′s(t) =
[βmsS
0
s + σsβmsV
0
s ]Im(t− τs)
S0c + V
0
c + S
0
s + V
0
s
e−µesτs − γsIs(t)− µisIs(t)
I ′m(t) =
[βcmIc(t− τm) + βsmIs(t− τm)]S0m
S0c + V
0
c + S
0
s + V
0
s
e−µemτm − µimIm(t).
By making the substitution, (Ic(t), Is(t), Im(t)) = e
λt(c1, c2, c3), the following charac-
teristic equation for λ can be found:
λ+ µim =
1
λ+ γs + µis
[
βmsβsm(S
0
s + σsV
0
s )S
0
m
(S0c + V
0
c + S
0
s + V
0
s )
2
e−(λ+µes)τse−(λ+µem)τm
]
+
1
λ+ γc + µic
[
βmcβcm(S
0
c + σcV
0
c )S
0
m
(S0c + V
0
c + S
0
s + V
0
s )
2
e−(λ+µec)τce−(λ+µem)τm
]
.
(9.2.19)
Assume, for a contradiction, that there exists a root, λ ∈ C of (9.2.19) satisfying
Re(λ)≥ 0. Then
|λ+ γs + µis| ≥ γs + µis
|λ+ γc + µic| ≥ γc + µic
and
|e−(λ+µ)τ | = e−Re(λ)τe−µτ ≤ e−µτ .
This results in
|λ+µim| ≤ S
0
me
−µemτm
(S0c + V
0
c + S
0
s + V
0
s )
2
[
βmsβsm(S
0
s + σsV
0
s )e
−µesτs
γs + µis
+
βmcβcm(S
0
c + σcV
0
c )e
−µecτc
γc + µic
]
.
By making use of the different terms of R̂0 defined in (9.2.15), it can be noted that
|λ + µim| ≤ R̂20µim. This means that the root λ lies in the disk in C, centred at
−µim with radius R̂20µim. This is a contradiction because if R̂0 < 1, then this disk is
contained in the open left hand side of the complex plane and therefore λ cannot satisfy
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Re(λ) ≥ 0. So if R̂0 < 1, then all roots of (9.2.19) satisfy Re(λ) < 0 and therefore
(Ic, Is, Im)→ 0, as t→∞.
Once (Ic, Is, Im) are set to 0 in the linearized equations (9.2.14), the exposed equa-
tions for a = c, s,m become
E ′a(t) = −µeaEa(t)
and therefore Ea(t)→ 0 as t→∞, for each a = c, s,m.
Substituting Ic = Is = Im = Ec = Es = Em = 0 into the remaining susceptible and
vaccinated linearized equations gives three decoupled systems for the susceptible and
vaccinated cattle, susceptible and vaccinated sheep, and susceptible midges:
S ′c(t) =(1− νc)b′c(S0c + V 0c )[Sc(t) + Vc(t)] + ωcVc(t)− pcSc(t)− µscSc(t)
V ′c (t) =νcb
′
c(S
0
c + V
0
c )[Sc(t) + Vc(t)]− ωcVc(t) + pcSc(t)− µvcVc(t)
S ′s(t) =(1− νs)b′s(S0s + V 0s )[Ss(t) + Vs(t)] + ωsVs(t)− psSs(t)− µssSs(t)
V ′s (t) =νsb
′
s(S
0
s + V
0
s )[Ss(t) + Vs(t)]− ωsVs(t) + psSs(t)− µvsVs(t)
S ′m(t) =e
−µlτlb′m(S
0
m)Sm(t− τl)− µsmSm(t).
(9.2.20)
The aim now is to show that the perturbations, (Sc, Vc, Ss, Vs, Sm) → 0, as t → ∞,
which implies that the original susceptible and vaccinated variables approach their
steady state values defined in (9.2.4)-(9.2.6).
Consider the subsystem of (9.2.20) consisting of its first two equations, which de-
termine Sc and Vc. Seeking solutions of this subsystem of the form (Sc, Vc) = e
λt(l1, l2),
we obtain the characteristic equation
λ2+[pc + µsc + ωc + µvc − b′c(S0c + V 0c )]λ
−b′c(S0c + V 0c )[(1− νc)µvc + νcµsc + pc + ωc] + (pc + µsc)(ωc + µvc)− pcωc = 0.
(9.2.21)
The roots of this quadratic equation both have negative real parts if and only if the
coefficient of λ and the constant term are both strictly positive, and we now show that
this is indeed the case. Using assumption (9.2.16), the constant term can be shown to
188
be positive as follows:
−b′c(S0c + V 0c )[(1− νc)µvc + νcµsc + pc + ωc] + (pc + µsc)(ωc + µvc)− pcωc
>−
(
(µvc + ωc)µsc + pcµvc
(1− νc)µvc + ωc + νcµsc + pc
)
[(1− νc)µvc + νcµsc + pc + ωc]
+ (pc + µsc)(ωc + µvc)− pcωc
=0.
Next we show that the coefficient of λ in (9.2.21) is also strictly positive:
pc + µsc + ωc + µvc − b′c(S0c + V 0c ) >
pc + µsc + ωc + µvc − (µvc + ωc)µsc + pcµvc
(1− νc)µvc + ωc + νcµsc + pc
=
(pc + µsc + ωc + µvc)[(1− νc)µvc + ωc + νcµsc + pc]− (µvc + ωc)µsc − pcµvc
(1− νc)µvc + ωc + νcµsc + pc
> 0,
since the negative terms cancel out with other terms, and since νc ∈ [0, 1]. This means
that both Sc(t) and Vc(t) → 0 as t → ∞ as solutions of the (Sc, Vc) subsystem of
(9.2.20). Similar arguments can be used to show that the characteristic equation,
λ2+[ps + µss + ωs + µvs − b′s(S0s + V 0s )]λ
−b′s(S0s + V 0s )[(1− νs)µvs + νsµss + ps + ωs] + (ps + µss)(ωs + µvs)− psωs = 0,
associated with the decoupled linear subsystem of (9.2.20) consisting of its Ss and Vs
equations, also only has roots with negative real part. This is where we use inequality
(9.2.17). Therefore, both Ss(t) and Vs(t)→ 0, as t→∞.
The characteristic equation for the Sm(t) equation in system (9.2.20) is
λ = e−µlτlb′m(S
0
m)e
−λτl − µsm, (9.2.22)
the roots of which all satisfy Re(λ)< 0, since −µsm ≤ b′m(S0m)e−µlτl < µsm by hypoth-
esis, and since (9.2.22) is the same as (6.5.43), the technique described in the proof of
Theorem 1 applies.
We have shown that (Sc, Ec, Ic, Vc, Ss, Es, Is, Vs, Sm, Em, Im)(t) → 0, as t → ∞,
as a solution of the linearized system (9.2.14). It follows that the disease-free equi-
librium, (Sc, Ec, Ic, Vc, Ss, Es, Is, Vs, Sm, Em, Im) = (S
0
c , 0, 0, V
0
c , S
0
s , 0, 0, V
0
s , S
0
m, 0, 0) is
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locally asymptotically stable as a solution of system (9.1.1)-(9.1.3). 2
9.3 Interpreting R̂0 for the vaccination model
Case 1
Considering the case when all sheep and cattle are vaccinated at birth, νc = νs = 1, the
vaccine has an efficacy of 100%, i.e. σc = σs = 0 and that the vaccine never wanes, i.e.
ωc = ωs = 0. Then the linearized susceptible equations give rise to S
0
c = S
0
s = 0. Using
this information in the R̂mc and R̂ms part of R̂0 = (R̂cmR̂mc + R̂smR̂ms) 12 , defined in
(9.2.15), gives rise to R̂0 = 0.
Case 2
If all cattle are vaccinated at birth, i.e. νc = 1 at the disease-free equilibrium of the
vaccination model equations (9.1.1)-(9.1.3), it can be seen from the susceptible cattle
equation that V 0c =
1
ωc
[pc +µsc]S
0
c . This can be used in the linearized vaccinated cattle
equation to find that
bc
(
(1 +
1
ωc
[pc + µsc])S
0
c
)
=
(
µsc +
µvc
ωc
[pc + µsc]
)
S0c .
Suppose that S˘c is the root of bc(S˘c) = µscS˘c, so that S˘c is the steady-state cattle
population in the absence of disease and in the absence of vaccination, i.e. when
Vc = 0 and pc = 0. Since S˘c is determined from bc(S˘c) = µscS˘c, then S˘c does not
depend on any disease/vaccination parameters.
Also suppose that the realistic assumption that µvc = µsc is true, since it is likely
that the susceptible and vaccinated cattle will have the same death rate. Then
bc
(
(1 +
1
ωc
[pc + µsc])S
0
c
)
= µsc
(
1 +
1
ωc
[pc + µsc]
)
S0c
and therefore
(
1 + 1
ωc
[pc + µsc]
)
S0c can be taken to be S˘c and the disease-free states
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S0c and V
0
c are given by
S0c =
ωcS˘c
ωc + pc + µsc
V 0c =
[pc + µsc]S˘c
ωc + pc + µsc
.
One conclusion that can be drawn from this is that if ωc and σc are sufficiently small,
then S0s + σcV
0
c can be made sufficiently small as V
0
c tends to a finite value as ωc → 0.
The same conclusion can be drawn for the vaccinated sheep equations, i.e. S0s + σsV
0
s
can be made sufficiently small if ωs and σs are sufficiently small. Therefore if the
vaccine wanes slowly and its efficacy is high and if this is the case for both cattle and
sheep, then we can have R̂0 < 1.
These two scenarios illustrate that the eradication of bluetongue disease is achiev-
able when vaccination is used as a preventative control measure.
Chapter 10
Two Patch Bluetongue Model
In this chapter we focus on modelling the transmission of bluetongue using a two
patch model, whereby midge migration and the movement of susceptible cattle and
sheep between two separate regions are considered. The two patches can be taken
to be different areas or farms within one country or alternatively we may let the two
patches represent two different countries. We choose to focus on the latter case by
selecting Northern Europe to be patch 1 and the South East of England to be patch
2 in order to model the introduction of bluetongue to the South East of England from
Northern Europe.
10.1 Patch model derivation
In our two patch model (10.1.1)–(10.1.6) we let the dynamics of each patch be described
by an autonomous system of equations of the form (6.2.15)–(6.2.17), since cattle, sheep
and midges are present in each patch: South East England and Northern Europe.
However we allow for patch specific parameters for the birth rates b(i)(·), contacts rates
β(i), recovery rates γ(i), incubation periods τ (i) and mortality rates µ(i) within each
patch and introduce superscript notation i = 1, 2 in order to refer to patches 1 and 2
respectively. The reason for this is that although the dynamics of disease transmission
in each country is treated in the same way, there are likely to be variations in the
countries climates, farming practices and disease control methods, and therefore it is
appropriate to allow parameters to take different values on different patches.
It is assumed that only susceptible cattle and sheep move between the two patches as
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it is unlikely that sick animals or those suspected of being unwell would be transported,
whereas we allow for the migration of susceptible, exposed and infectious midges. This
is because although midges are capable of flying only short distances of 1-2 km, when
conditions are favourable they may be carried much longer distances by the wind, espe-
cially over a surface of water [89]. This makes it possible for midges to be transported
across the channel from Northern Europe to South East England by the wind.
To introduce the movement of susceptible cattle we define d
(1)
c in equations (10.1.1)
and (10.1.2) to be the per-capita rate at which cattle leave patch 1 and arrive in patch
2, and d
(2)
c to be the per-capita rate at which cattle leave patch 2 and arrive in patch
1. Similar notation is used to model the movement of sheep within the equations
of (10.1.3) and (10.1.4). Midge migration is also incorporated in the same way in
equations (10.1.5) and (10.1.6), allowing for a per-capita rate d
(1)
am at which midges in
each class a = s, e, i depart patch 1 and enter patch 2 and a per-capita rate d
(2)
am at
which midges migrate in the opposite direction from patch 2 to patch 1.
Cattle equations - patch 1
dS
(1)
c (t)
dt
=b(1)c (S
(1)
c (t))−
β
(1)
mcS
(1)
c (t)I
(1)
m (t)
I
(1)
c (t) + E
(1)
c (t) + S
(1)
c (t) + I
(1)
s (t) + E
(1)
s (t) + S
(1)
s (t)
− d(1)c S(1)c (t) + d(2)c S(2)c (t)
+ γ(1)c I
(1)
c (t)− µ(1)sc S(1)c (t)
dE
(1)
c (t)
dt
=− µ(1)ec E(1)c (t) +
β
(1)
mcS
(1)
c (t)I
(1)
m (t)
I
(1)
c (t) + E
(1)
c (t) + S
(1)
c (t) + I
(1)
s (t) + E
(1)
s (t) + S
(1)
s (t)
− β
(1)
mcS
(1)
c (t− τ (1)c )I(1)m (t− τ (1)c )e−µ(1)ec τ(1)c
(I(1)c + E
(1)
c + S
(1)
c + I
(1)
s + E
(1)
s + S
(1)
s )(t− τ (1)c )
dI
(1)
c (t)
dt
=− µ(1)ic I(1)c (t) +
β
(1)
mcS
(1)
c (t− τ (1)c )I(1)m (t− τ (1)c )e−µ(1)ec τ(1)c
(I(1)c + E
(1)
c + S
(1)
c + I
(1)
s + E
(1)
s + S
(1)
s )(t− τ (1)c )
− γ(1)c I(1)c (t)
(10.1.1)
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Cattle equations - patch 2
dS
(2)
c (t)
dt
=b(2)c (S
(2)
c (t))−
β
(2)
mcS
(2)
c (t)I
(2)
m (t)
I
(2)
c (t) + E
(2)
c (t) + S
(2)
c (t) + I
(2)
s (t) + E
(2)
s (t) + S
(2)
s (t)
− d(2)c S(2)c (t) + d(1)c S(1)c (t)
+γ(2)c I
(2)
c (t)− µ(2)sc S(2)c (t)
dE
(2)
c (t)
dt
=− µ(2)ec E(2)c (t) +
β
(2)
mcS
(2)
c (t)I
(2)
m (t)
I
(2)
c (t) + E
(2)
c (t) + S
(2)
c (t) + I
(2)
s (t) + E
(2)
s (t) + S
(2)
s (t)
− β
(2)
mcS
(2)
c (t− τ (2)c )I(2)m (t− τ (2)c )e−µ(2)ec τ(2)c
(I(2)c + E
(2)
c + S
(2)
c + I
(2)
s + E
(2)
s + S
(2)
s )(t− τ (2)c )
dI
(2)
c (t)
dt
=− µ(2)ic I(2)c (t) +
β
(2)
mcS
(2)
c (t− τ (2)c )I(2)m (t− τ (2)c )e−µ(2)ec τ(2)c
(I(2)c + E
(2)
c + S
(2)
c + I
(2)
s + E
(2)
s + S
(2)
s )(t− τ (2)c )
− γ(2)c I(2)c (t)
(10.1.2)
Sheep equations - patch 1
dS
(1)
s (t)
dt
=b(1)s (S
(1)
s (t))−
β
(1)
msS
(1)
s (t)I
(1)
m (t)
I
(1)
c (t) + E
(1)
c (t) + S
(1)
c (t) + I
(1)
s (t) + E
(1)
s (t) + S
(1)
s (t)
− d(1)s S(1)s (t) + d(2)s S(2)s (t)
+ γ(1)s I
(1)
s (t)− µ(1)ss S(1)s (t)
dE
(1)
s (t)
dt
=− µ(1)es E(1)s (t) +
β
(1)
msS
(1)
s (t)I
(1)
m (t)
I
(1)
c (t) + E
(1)
c (t) + S
(1)
c (t) + I
(1)
s (t) + E
(1)
s (t) + S
(1)
s (t)
− β
(1)
msS
(1)
s (t− τ (1)s )I(1)m (t− τ (1)s )e−µ(1)es τ(1)s
(I(1)c + E
(1)
c + S
(1)
c + I
(1)
s + E
(1)
s + S
(1)
s )(t− τ (1)s )
dI
(1)
s (t)
dt
=− µ(1)is I(1)s (t) +
β
(1)
msS
(1)
s (t− τ (1)s )I(1)m (t− τ (1)s )e−µ(1)es τ(1)s
(I(1)c + E
(1)
c + S
(1)
c + I
(1)
s + E
(1)
s + S
(1)
s )(t− τ (1)s )
− γ(1)s I(1)s (t)
(10.1.3)
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Sheep equations - patch 2
dS
(2)
s (t)
dt
=b(2)s (S
(2)
s (t))−
β
(2)
msS
(2)
s (t)I
(2)
m (t)
I
(2)
c (t) + E
(2)
c (t) + S
(2)
c (t) + I
(2)
s (t) + E
(2)
s (t) + S
(2)
s (t)
− d(2)s S(2)s (t) + d(1)s S(1)s (t)
+γ(2)s I
(2)
s (t)− µ(2)ss S(2)s (t)
dE
(2)
s (t)
dt
=− µ(2)es E(2)s (t) +
β
(2)
msS
(2)
s (t)I
(2)
m (t)
I
(2)
c (t) + E
(2)
c (t) + S
(2)
c (t) + I
(2)
s (t) + E
(2)
s (t) + S
(2)
s (t)
− β
(2)
msS
(2)
s (t− τ (2)s )I(2)m (t− τ (2)s )e−µ(2)es τ(2)s
(I(2)c + E
(2)
c + S
(2)
c + I
(2)
s + E
(2)
s + S
(2)
s )(t− τ (2)s )
dI
(2)
s (t)
dt
=− µ(2)is I(2)s (t) +
β
(2)
msS
(2)
s (t− τ (2)s )I(2)m (t− τ (2)s )e−µ(2)es τ(2)s
(I(2)c + E
(2)
c + S
(2)
c + I
(2)
s + E
(2)
s + S
(2)
s )(t− τ (2)s )
− γ(2)s I(2)s (t)
(10.1.4)
Midge equations - patch 1
dS
(1)
m (t)
dt
=e−µ
(1)
l τ
(1)
l b(1)m [(S
(1)
m + E
(1)
m + I
(1)
m )(t− τ (1)l )]− d(1)smS(1)m (t) + d(2)smS(2)m (t)
− β
(1)
cmS
(1)
m (t)I
(1)
c (t) + β
(1)
smS
(1)
m (t)I
(1)
s (t)
I
(1)
c (t) + E
(1)
c (t) + S
(1)
c (t) + I
(1)
s (t) + E
(1)
s (t) + S
(1)
s (t)
− µ(1)smS(1)m (t)
dE
(1)
m (t)
dt
=− µ(1)emE(1)m (t) +
β
(1)
cmS
(1)
m (t)I
(1)
c (t) + β
(1)
smS
(1)
m (t)I
(1)
s (t)
I
(1)
c (t) + E
(1)
c (t) + S
(1)
c (t) + I
(1)
s (t) + E
(1)
s (t) + S
(1)
s (t)
− β
(1)
cmS
(1)
m (t− τ (1)m )I(1)c (t− τ (1)m ) + β(1)smS(1)m (t− τ (1)m )I(1)s (t− τ (1)m )
(I(1)c + E
(1)
c + S
(1)
c + I
(1)
s + E
(1)
s + S
(1)
s )(t− τ (1)m )
e−µ
(1)
emτ
(1)
m
−d(1)emE(1)m (t) + d(2)emE(2)m (t)
dI
(1)
m (t)
dt
=− µ(1)imI(1)m (t) +
β
(1)
cmS
(1)
m (t− τ (1)m )I(1)c (t− τ (1)m ) + β(1)smS(1)m (t− τ (1)m )I(1)s (t− τ (1)m )
(I(1)c + E
(1)
c + S
(1)
c + I
(1)
s + E
(1)
s + S
(1)
s )(t− τ (1)m )
e−µ
(1)
emτ
(1)
m
−d(1)imI(1)m (t) + d(2)imI(2)m (t)
(10.1.5)
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Midge equations - patch 2
dS
(2)
m (t)
dt
=e−µ
(2)
l τ
(2)
l b(2)m [(S
(2)
m + E
(2)
m + I
(2)
m )(t− τ (2)l )]− d(2)smS(2)m (t) + d(1)smS(1)m (t)
− β
(2)
cmS
(2)
m (t)I
(2)
c (t) + β
(2)
smS
(2)
m (t)I
(2)
s (t)
I
(2)
c (t) + E
(2)
c (t) + S
(2)
c (t) + I
(2)
s (t) + E
(2)
s (t) + S
(2)
s (t)
− µ(2)smS(2)m (t)
dE
(2)
m (t)
dt
=− µ(2)emE(2)m (t) +
β
(2)
cmS
(2)
m (t)I
(2)
c (t) + β
(2)
smS
(2)
m (t)I
(2)
s (t)
I
(2)
c (t) + E
(2)
c (t) + S
(2)
c (t) + I
(2)
s (t) + E
(2)
s (t) + S
(2)
s (t)
− β
(2)
cmS
(2)
m (t− τ (2)m )I(2)c (t− τ (2)m ) + β(2)smS(2)m (t− τ (2)m )I(2)s (t− τ (2)m )
(I(2)c + E
(2)
c + S
(2)
c + I
(2)
s + E
(2)
s + S
(2)
s )(t− τ (2)m )
e−µ
(2)
emτ
(2)
m
−d(2)emE(2)m (t) + d(1)emE(1)m (t)
dI
(2)
m (t)
dt
=− µ(2)imI(2)m (t) +
β
(2)
cmS
(2)
m (t− τ (2)m )I(2)c (t− τ (2)m ) + β(2)smS(2)m (t− τ (2)m )I(2)s (t− τ (2)m )
(I(2)c + E
(2)
c + S
(2)
c + I
(2)
s + E
(2)
s + S
(2)
s )(t− τ (2)m )
e−µ
(2)
emτ
(2)
m
−d(2)imI(2)m (t) + d(1)imI(1)m (t)
(10.1.6)
where superscripts (1) and (2) refer to patches 1 and 2 respectively.
10.2 Linear stability of the two patch bluetongue
model
In order to consider the linear stability of the two patch model we outline the disease-
free equilibrium for this model.
10.2.1 Disease-free equilibrium
When no disease is present, there are no exposed and infectious hosts and vectors in
both patches, i.e.
(E(1)c = I
(1)
c = E
(1)
s = I
(1)
s = E
(1)
m = I
(1)
m = 0)
(E(2)c = I
(2)
c = E
(2)
s = I
(2)
s = E
(2)
m = I
(2)
m = 0)
(10.2.7)
and the numbers of susceptible cattle, sheep and midges satisfy the following three
pairs of decoupled equations representing the dynamics of an individual species in
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both patches
dS
(1)
c (t)
dt
=b(1)c (S
(1)
c (t))− µ(1)sc S(1)c (t)− d(1)c S(1)c (t) + d(2)c S(2)c (t)
dS
(2)
c (t)
dt
=b(2)c (S
(2)
c (t))− µ(2)sc S(2)c (t)− d(2)c S(2)c (t) + d(1)c S(1)c (t)
dS
(1)
s (t)
dt
=b(1)s (S
(1)
s (t))− µ(1)ss S(1)s (t)− d(1)s S(1)s (t) + d(2)s S(2)s (t)
dS
(2)
s (t)
dt
=b(2)s (S
(2)
s (t))− µ(2)ss S(2)s (t)− d(2)s S(2)s (t) + d(1)s S(1)s (t)
dS
(1)
m (t)
dt
=e−µ
(1)
l τ
(1)
l b(1)m (S
(1)
m (t− τ (1)l ))− µ(1)smS(1)m (t)− d(1)smS(1)m (t) + d(2)smS(2)m (t)
dS
(2)
m (t)
dt
=e−µ
(2)
l τ
(2)
l b(2)m (S
(2)
m (t− τ (2)l ))− µ(2)smS(2)m (t)− d(2)smS(2)m (t) + d(1)smS(1)m (t).
(10.2.8)
Following previous work when determining the disease-free equilibrium, we require that
in the absence of disease the numbers of susceptibles of each species evolve to constants
as t→∞.
The respective steady-state constants
(S(1)c = S¯
(1)
c , S
(1)
s = S¯
(1)
s , S
(1)
m = S¯
(1)
m , S
(2)
c = S¯
(2)
c , S
(2)
s = S¯
(2)
s , S
(2)
m = S¯
(2)
m )
are determined by
Cattle
b(1)c (S¯
(1)
c ) =µ
(1)
sc S¯
(1)
c + d
(1)
c S¯
(1)
c − d(2)c S¯(2)c
b(2)c (S¯
(2)
c ) =µ
(2)
sc S¯
(2)
c + d
(2)
c S¯
(2)
c − d(1)c S¯(1)c
(10.2.9)
Sheep
b(1)s (S¯
(1)
s ) =µ
(1)
ss S¯
(1)
s + d
(1)
s S¯
(1)
s − d(2)s S¯(2)s
b(2)s (S¯
(2)
s ) =µ
(2)
ss S¯
(2)
s + d
(2)
s S¯
(2)
s − d(1)s S¯(1)s
(10.2.10)
Midge
b(1)m (S¯
(1)
m )e
−µ(1)l τ
(1)
l =µ(1)smS¯
(1)
m + d
(1)
smS¯
(1)
m − d(2)smS¯(2)m
b(2)m (S¯
(2)
m )e
−µ(2)l τ
(2)
l =µ(2)smS¯
(2)
m + d
(2)
smS¯
(2)
m − d(1)smS¯(1)m .
(10.2.11)
Let us now consider the issue of whether there exist values S¯
(1)
c , S¯
(2)
c , S¯
(1)
s , S¯
(2)
s , S¯
(1)
m
and S¯
(2)
m , all strictly positive, satisfying (10.2.9)-(10.2.11). We focus on the existence
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of the cattle steady states S¯
(1)
c and S¯
(2)
c and remark that the existence of the remaining
steady states can be shown in a similar manner.
First note that
S¯(2)c =
−b(1)c (S¯(1)c ) + µ(1)sc S¯(1)c + d(1)c S¯(1)c
d
(2)
c
from the first equation of system (10.2.9). Substitute this into the second equation of
system (10.2.9) to obtain
b(2)c
(−b(1)c (S¯(1)c ) + µ(1)sc S¯(1)c + d(1)c S¯(1)c
d
(2)
c
)
= (µ(2)sc +d
(2)
c )
(−b(1)c (S¯(1)c ) + µ(1)sc S¯(1)c + d(1)c S¯(1)c
d
(2)
c
)
−d(1)c S¯(1)c .
Let
f(Sc) = b
(2)
c
(−b(1)c (Sc) + µ(1)sc Sc + d(1)c Sc
d
(2)
c
)
−(µ(2)sc +d(2)c )
(−b(1)c (Sc) + µ(1)sc Sc + d(1)c Sc
d
(2)
c
)
+d(1)c Sc
(10.2.12)
so that S¯
(1)
c satisfies f(S¯
(1)
c ) = 0. Since we need S¯
(2)
c > 0, only values of S¯
(1)
c such that
b(1)c (S¯
(1)
c ) < (µ
(1)
sc + d
(1)
c )S¯
(1)
c (10.2.13)
are relevant. If d
(1)
c is sufficiently small, (10.2.13) is only satisfied for S¯
(1)
c > Scritc , where
Scritc > 0 is the unique strictly positive root of
b(1)c (S
crit
c ) = (µ
(1)
sc + d
(1)
c )S
crit
c .
The domain of the function f(Sc) in (10.2.12) is the set of Sc such that Sc > S
crit
c . We
claim that f(Scritc ) > 0. But
f(Scritc ) = b
(2)
c (0) + d
(1)
c S
crit
c = d
(1)
c S
crit
c > 0
and f(Sc) < 0 for Sc sufficiently large. Therefore f(S¯
(1)
c ) = 0, for some value S¯
(1)
c >
Scritc , with a corresponding S¯
(2)
c > 0, provided d
(1)
c is sufficiently small. In what follows,
we assume S¯
(1)
c is unique.
10.2.2 Linearized patch equations
The two patch model equations in (10.1.1)-(10.1.6) can be linearized about the disease-
free equilibrium in which all the exposed (E) and infected (I) variables are zero and the
susceptible (S) variables satisfy (10.2.9)-(10.2.11) by considering small perturbations
about that equilibrium to give the following linearized equations. Here the S variables
are now small perturbations from their equilibrium values.
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Linearized cattle equations - patch 1
dS
(1)
c (t)
dt
=b
′(1)
c (S¯
(1)
c )S
(1)
c (t)−
β
(1)
mcS¯
(1)
c I
(1)
m (t)
S¯
(1)
c + S¯
(1)
s
+ γ(1)c I
(1)
c (t)− µ(1)sc S(1)c (t)− d(1)c S(1)c (t) + d(2)c S(2)c (t)
dE
(1)
c (t)
dt
=− µ(1)ec E(1)c (t) +
β
(1)
mcS¯c
(1)
I
(1)
m (t)
S¯
(1)
c + S¯
(1)
s
− β
(1)
mcS¯c
(1)
I
(1)
m (t− τ (1)c )e−µ(1)ec τ(1)c
S¯
(1)
c + S¯
(1)
s
dI
(1)
c (t)
dt
=− µ(1)ic I(1)c (t) +
β
(1)
mcS¯c
(1)
I
(1)
m (t− τ (1)c )e−µ(1)ec τ(1)c
S¯
(1)
c + S¯
(1)
s
− γ(1)c I(1)c (t)
(10.2.14)
Linearized cattle equations - patch 2
dS
(2)
c (t)
dt
=b
′(2)
c (S¯
(2)
c )S
(2)
c (t)−
β
(2)
mcS¯
(2)
c I
(2)
m (t)
S¯
(2)
c + S¯
(2)
s
+ γ(2)c I
(2)
c (t)− µ(2)sc S(2)c (t)− d(2)c S(2)c (t) + d(1)c S(1)c (t)
dE
(2)
c (t)
dt
=− µ(2)ec E(2)c (t) +
β
(2)
mcS¯c
(2)
I
(2)
m (t)
S¯
(2)
c + S¯
(2)
s
− β
(2)
mcS¯c
(2)
I
(2)
m (t− τ (2)c )e−µ(2)ec τ(2)c
S¯
(2)
c + S¯
(2)
s
dI
(2)
c (t)
dt
=− µ(2)ic I(2)c (t) +
β
(2)
mcS¯c
(2)
I
(2)
m (t− τ (2)c )e−µ(2)ec τ(2)c
S¯
(2)
c + S¯
(2)
s
− γ(2)c I(2)c (t)
(10.2.15)
Linearized sheep equations - patch 1
dS
(1)
s (t)
dt
=b
′(1)
s (S¯
(1)
s )S
(1)
s (t)−
β
(1)
msS¯
(1)
s I
(1)
m (t)
S¯
(1)
c + S¯
(1)
s
+ γ(1)s I
(1)
s (t)− µ(1)ss S(1)s (t)− d(1)s S(1)s (t) + d(2)s S(2)s (t)
dE
(1)
s (t)
dt
=− µ(1)es E(1)s (t) +
β
(1)
msS¯s
(1)
I
(1)
m (t)
S¯c
(1) + S¯s
(1)
− β
(1)
msS¯s
(1)
I
(1)
m (t− τ (1)s )e−µ(1)es τ(1)s
S¯c
(1) + S¯s
(1)
dI
(1)
s (t)
dt
=− µ(1)is I(1)s (t) +
β
(1)
msS¯s
(1)
I
(1)
m (t− τ (1)s )e−µ(1)es τ(1)s
S¯c
(1) + S¯s
(1)
− γ(1)s I(1)s (t)
(10.2.16)
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Linearized sheep equations - patch 2
dS
(2)
s (t)
dt
=b
′(2)
s (S¯
(2)
s )S
(2)
s (t)−
β
(2)
msS¯
(2)
s I
(2)
m (t)
S¯
(2)
c + S¯
(2)
s
+ γ(2)s I
(2)
s (t)− µ(2)ss S(2)s (t)− d(2)s S(2)s (t) + d(1)s S(1)s (t)
dE
(2)
s (t)
dt
=− µ(2)es E(2)s (t) +
β
(2)
msS¯s
(2)
I
(2)
m (t)
S¯c
(2) + S¯s
(2)
− β
(2)
msS¯s
(2)
I
(2)
m (t− τ (2)s )e−µ(2)es τ(2)s
S¯c
(2) + S¯s
(2)
dI
(2)
s (t)
dt
=− µ(2)is I(2)s (t) +
β
(2)
msS¯s
(2)
I
(2)
m (t− τ (2)s )e−µ(2)es τ(2)s
S¯c
(2) + S¯s
(2)
− γ(2)s I(2)s (t)
(10.2.17)
Linearized midge equations - patch 1
dS
(1)
m (t)
dt
=e−µ
(1)
l τ
(1)
l b
′(1)
m (S¯
(1)
m )[(S
(1)
m + E
(1)
m + I
(1)
m )(t− τ (1)l )]−
β
(1)
cmS¯
(1)
m I
(1)
c (t) + β
(1)
smS¯
(1)
m I
(1)
s (t)
S¯
(1)
c + S¯
(1)
s
− µ(1)smS(1)m (t)− d(1)smS(1)m (t) + d(2)smS(2)m (t)
dE
(1)
m (t)
dt
=− µ(1)emE(1)m (t) +
β
(1)
cmS¯
(1)
m I
(1)
c (t) + β
(1)
smS¯
(1)
m I
(1)
s (t)
S¯
(1)
c + S¯
(1)
s
−β
(1)
cmS¯
(1)
m I
(1)
c (t− τ (1)m ) + β(1)smS¯(1)m I(1)s (t− τ (1)m )
S¯
(1)
c + S¯
(1)
s
e−µ
(1)
emτ
(1)
m − d(1)emE(1)m (t) + d(2)emE(2)m (t)
dI
(1)
m (t)
dt
=− µ(1)imI(1)m (t) +
β
(1)
cmS¯
(1)
m I
(1)
c (t− τ (1)m ) + β(1)smS¯(1)m I(1)s (t− τ (1)m )
S¯
(1)
c + S¯
(1)
s
e−µ
(1)
emτ
(1)
m
− d(1)imI(1)m (t) + d(2)imI(2)m (t)
(10.2.18)
Linearized midge equations - patch 2
dS
(2)
m (t)
dt
=e−µ
(2)
l τ
(2)
l b
′(2)
m (S¯
(2)
m )[(S
(2)
m + E
(2)
m + I
(2)
m )(t− τ (2)l )]−
β
(2)
cmS¯
(2)
m I
(2)
c (t) + β
(2)
smS¯
(2)
m I
(2)
s (t)
S¯
(2)
c + S¯
(2)
s
−µ(2)smS(2)m (t)− d(2)smS(2)m (t) + d(1)smS(1)m (t)
dE
(2)
m (t)
dt
=− µ(2)emE(2)m (t) +
β
(2)
cmS¯
(2)
m I
(2)
c (t) + β
(2)
smS¯
(2)
m I
(2)
s (t)
S¯
(2)
c + S¯
(2)
s
−β
(2)
cmS¯
(2)
m I
(2)
c (t− τ (2)m ) + β(2)smS¯(2)m I(2)s (t− τ (2)m )
S¯
(2)
c + S¯
(2)
s
e−µ
(2)
emτ
(2)
m − d(2)emE(2)m (t) + d(1)emE(1)m (t)
dI
(2)
m (t)
dt
=− µ(2)imI(2)m (t) +
β
(2)
cmS¯
(2)
m I
(2)
c (t− τ (2)m ) + β(2)smS¯(2)m I(2)s (t− τ (2)m )
S¯
(2)
c + S¯
(2)
s
e−µ
(2)
emτ
(2)
m
− d(2)imI(2)m (t) + d(1)imI(1)m (t)
(10.2.19)
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10.3 Local asymptotic stability of the disease-free
equilibrium for the patch model
Theorem 6 Assume that the birth functions b
(1)
c , b
(2)
c , b
(1)
s , b
(2)
s , b
(1)
m and b
(2)
m are non-
negative, that each is zero when its argument is zero, and are differentiable at S¯
(1)
c , S¯
(2)
c , S¯
(1)
s , S¯
(2)
s , S¯
(1)
m
and S¯
(2)
m , respectively, and that
b′(1)c (S¯
(1)
c ) < µ
(1)
sc , b
′(2)
c (S¯
(2)
c ) < µ
(2)
sc ,
b′(1)s (S¯
(1)
s ) < µ
(1)
ss , b
′(2)
s (S¯
(2)
s ) < µ
(2)
ss ,
b′(1)m (S¯
(1)
m )e
−µ(1)l τ
(1)
l < µ(1)sm, b
′(2)
m (S¯
(2)
m )e
−µ(2)l τ
(2)
l < µ(2)sm.
(10.3.20)
Then the disease-free equilibrium
(S(1)c =S¯
(1)
c , S
(1)
s = S¯
(1)
s , S
(1)
m = S¯
(1)
m , E
(1)
c = I
(1)
c = E
(1)
s = I
(1)
s = E
(1)
m = I
(1)
m = 0)
(S(2)c =S¯
(2)
c , S
(2)
s = S¯
(2)
s , S
(2)
m = S¯
(2)
m , E
(2)
c = I
(2)
c = E
(2)
s = I
(2)
s = E
(2)
m = I
(2)
m = 0)
of system (10.1.1)-(10.1.6) is locally asymptotically stable, provided that the disease-
free equilibrium of each individual patch is locally asymptotically stable when there is
no migration.
Proof. We first note that the full system of linearized patch equations (10.2.14)-
(10.2.19) decouple to give an infectious subsystem:
dI
(1)
c (t)
dt
=− µ(1)ic I(1)c (t) +
β
(1)
mcS¯c
(1)
I
(1)
m (t− τ (1)c )e−µ(1)ec τ (1)c
S¯
(1)
c + S¯
(1)
s
− γ(1)c I(1)c (t)
dI
(2)
c (t)
dt
=− µ(2)ic I(2)c (t) +
β
(2)
mcS¯c
(2)
I
(2)
m (t− τ (2)c )e−µ(2)ec τ (2)c
S¯
(2)
c + S¯
(2)
s
− γ(2)c I(2)c (t)
dI
(1)
s (t)
dt
=− µ(1)is I(1)s (t) +
β
(1)
msS¯s
(1)
I
(1)
m (t− τ (1)s )e−µ(1)es τ (1)s
S¯c
(1)
+ S¯s
(1)
− γ(1)s I(1)s (t)
dI
(2)
s (t)
dt
=− µ(2)is I(2)s (t) +
β
(2)
msS¯s
(2)
I
(2)
m (t− τ (2)s )e−µ(2)es τ (2)s
S¯c
(2)
+ S¯s
(2)
− γ(2)s I(2)s (t)
dI
(1)
m (t)
dt
=− µ(1)imI(1)m (t) +
β
(1)
cmS¯
(1)
m I
(1)
c (t− τ (1)m ) + β(1)smS¯(1)m I(1)s (t− τ (1)m )
S¯
(1)
c + S¯
(1)
s
e−µ
(1)
emτ
(1)
m
− d(1)imI(1)m (t) + d(2)imI(2)m (t)
dI
(2)
m (t)
dt
=− µ(2)imI(2)m (t) +
β
(2)
cmS¯
(2)
m I
(2)
c (t− τ (2)m ) + β(2)smS¯(2)m I(2)s (t− τ (2)m )
S¯
(2)
c + S¯
(2)
s
e−µ
(2)
emτ
(2)
m
− d(2)imI(2)m (t) + d(1)imI(1)m (t).
(10.3.21)
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Substituting
(I(1)c (t), I
(2)
c (t), I
(1)
s (t), I
(2)
s (t), I
(1)
m (t), I
(2)
m (t)) = e
λt(p1, p2, p3, p4, p5, p6),
into (10.3.21) we obtain the following characteristic equation:
(
λ + µ
(1)
im + d
(1)
im −
S¯
(1)
m e
−µ(1)emτ
(1)
m
(S¯
(1)
c + S¯
(1)
s )2
[
β
(1)
cmβ
(1)
mcS¯
(1)
c e
−λ(τ(1)m +τ
(1)
c )e−µ
(1)
ec τ
(1)
c
λ + γ
(1)
c + µ
(1)
ic
+
β
(1)
smβ
(1)
msS¯
(1)
s e
−λ(τ(1)m +τ
(1)
s )e−µ
(1)
es τ
(1)
s
λ + γ
(1)
s + µ
(1)
is
])
×
(
λ + µ
(2)
im + d
(2)
im −
S¯
(2)
m e
−µ(2)emτ
(2)
m
(S¯
(2)
c + S¯
(2)
s )2
[
β
(2)
cmβ
(2)
mcS¯
(2)
c e
−λ(τ(2)m +τ
(2)
c )e−µ
(2)
ec τ
(2)
c
λ + γ
(2)
c + µ
(2)
ic
+
β
(2)
smβ
(2)
msS¯
(2)
s e
−λ(τ(2)m +τ
(2)
s )e−µ
(2)
es τ
(2)
s
λ + γ
(2)
s + µ
(2)
is
])
= d
(1)
imd
(2)
im.
(10.3.22)
The structure of the linearized system giving rise to this characteristic equation (system
(10.3.21)) is such that the dominant root of (10.3.22) is a real number, and therefore
it suffices to consider just the real roots of (10.3.22) to determine the stability of the
disease-free equilibrium. This follows from Theorem 5.5.1 on page 92 of [73]. Define
G1(λ, d
(1)
im) =
(
λ+µ
(1)
im+d
(1)
im−
S¯
(1)
m e
−µ(1)emτ
(1)
m
(S¯
(1)
c + S¯
(1)
s )2
[
β
(1)
cmβ
(1)
mcS¯
(1)
c e
−λ(τ(1)m +τ
(1)
c )e−µ
(1)
ec τ
(1)
c
λ + γ
(1)
c + µ
(1)
ic
+
β
(1)
smβ
(1)
msS¯
(1)
s e
−λ(τ(1)m +τ
(1)
s )e−µ
(1)
es τ
(1)
s
λ + γ
(1)
s + µ
(1)
is
])
and
G2(λ, d
(2)
im) =
(
λ+µ
(2)
im+d
(2)
im−
S¯
(2)
m e
−µ(2)emτ
(2)
m
(S¯
(2)
c + S¯
(2)
s )2
[
β
(2)
cmβ
(2)
mcS¯
(2)
c e
−λ(τ(2)m +τ
(2)
c )e−µ
(2)
ec τ
(2)
c
λ + γ
(2)
c + µ
(2)
ic
+
β
(2)
smβ
(2)
msS¯
(2)
s e
−λ(τ(2)m +τ
(2)
s )e−µ
(2)
es τ
(2)
s
λ + γ
(2)
s + µ
(2)
is
])
to express the characteristic equation (10.3.22) of the decoupled infectious subsystem
in simpler notation, i.e.
G1(λ, d
(1)
im)G2(λ, d
(2)
im) = d
(1)
imd
(2)
im. (10.3.23)
We are interested in whether it is possible for migration to induce instability of
the disease-free equilibrium as a solution of the full system in both patches, where
that situation is stable in each separate patch in the absence of migration. Therefore
we consider whether it is possible to obtain a positive real root of the characteristic
equation (10.3.23). In view of the behaviour of the functions G1(λ, d
(1)
im) and G2(λ, d
(2)
im)
as λ→∞, it is clear that a real positive root of (10.3.23) will exist if
d
(1)
imd
(2)
im > G1(0, d
(1)
im)G2(0, d
(2)
im). (10.3.24)
If there is no migration in both countries then the per-capita migration rates d(1)
and d(2), with various subscripts, are all zero and therefore the characteristic equation
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(10.3.23) splits into two characteristic equations G1(λ, 0) = 0 and G2(λ, 0) = 0. We
assume that the disease-free equilibrium is stable in this case, i.e. we assume
µ
(1)
im >
S¯
(1)
m e−µ
(1)
emτ
(1)
m
(S¯
(1)
c + S¯
(1)
s )2
[
β
(1)
cmβ
(1)
mcS¯
(1)
c e−µ
(1)
ec τ
(1)
c
γ
(1)
c + µ
(1)
ic
+
β
(1)
smβ
(1)
msS¯
(1)
s e−µ
(1)
es τ
(1)
s
γ
(1)
s + µ
(1)
is
]
µ
(2)
im >
S¯
(2)
m e−µ
(2)
emτ
(2)
m
(S¯
(2)
c + S¯
(2)
s )2
[
β
(2)
cmβ
(2)
mcS¯
(2)
c e−µ
(2)
ec τ
(2)
c
γ
(2)
c + µ
(2)
ic
+
β
(2)
smβ
(2)
msS¯
(2)
s e−µ
(2)
es τ
(2)
s
γ
(2)
s + µ
(2)
is
]
or equivalently G1(0, 0) > 0 and G2(0, 0) > 0. So the condition for a positive real root
of (10.3.23) to exist (condition (10.3.24)) becomes
d
(1)
imd
(2)
im > (d
(1)
im +G1(0, 0))(d
(2)
im +G2(0, 0)),
which implies
0 > G1(0, 0)G2(0, 0) + d
(1)
imG2(0, 0) + d
(2)
imG1(0, 0).
However this is a contradiction, since all the terms G1(0, 0), G2(0, 0), d
(1)
im and d
(2)
im are
greater than zero. Therefore it is not possible for the introduction of migration between
patches to bring about a positive real root of the characteristic equation (10.3.23) and
therefore (Ic, Is, Im)→ 0, as t→∞.
Following the decay of the infectious subsystem we observe that the exposed cattle
and sheep equations become
dE
(b)
a (t)
dt
= −µ(b)eaE(b)a (t), for a = c, s, b = 1, 2
and therefore E
(b)
a (t)→ 0 as t→∞. The exposed midge equations become
dE
(1)
m (t)
dt
= −µ(1)emE(1)m (t)− d(1)emE(1)m (t) + d(2)emE(2)m (t)
dE
(2)
m (t)
dt
= −µ(2)emE(2)m (t)− d(2)emE(2)m (t) + d(1)emE(1)m (t)
and the characteristic equation for the above system is
λ2 + (µ(1)em + d
(1)
em + µ
(2)
em + d
(2)
em)λ+ µ
(1)
emµ
(2)
em + µ
(1)
emd
(2)
em + µ
(2)
emd
(1)
em = 0. (10.3.25)
Both roots of this equation have negative real parts, since both the coefficient of λ and
the constant coefficient in (10.3.25) are strictly positive. Therefore, E
(1)
m (t) → 0 and
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E
(2)
m (t)→ 0 as t→∞. Finally, when the E and I variables have gone to zero, consider
the characteristic equation
λ2 + [µ(1)sc − b′(1)c (S¯(1)c ) + µ(2)sc − b′(2)c (S¯(2)c ) + d(1)c + d(2)c ]λ
+ (µ(1)sc − b′(1)c (S¯(1)c ) + d(1)c )(µ(2)sc − b′(2)c (S¯(2)c ) + d(2)c )− d(1)c d(2)c = 0.
(10.3.26)
associated with the linearized susceptible cattle equations in (10.2.14) and (10.2.15).
If Reλ < 0 for both roots, then
S(1)c (t)→ S¯(1)c and S(2)c (t)→ S¯(2)c as t→∞. (10.3.27)
In the absence of dispersal, d
(1)
c = d
(2)
c = 0 and the linearized S
(1)
c and S
(2)
c equations
decouple, and (10.3.27) holds if the following inequalities relating to cattle hold:
b′(1)c (S¯
(1)
c ) < µ
(1)
sc
b′(2)c (S¯
(2)
c ) < µ
(2)
sc .
(10.3.28)
These inequalities are listed in (10.3.20) and therefore hold by hypothesis.
Now suppose that there is dispersal and that (10.3.28) hold. We ask if it is possible
that instability sets in or whether (10.3.27) still holds. Obviously if (10.3.28) holds,
then the coefficient of λ in the characteristic equation (10.3.26) is positive, and the
constant term is positive as well, so diffusion will not cause instability.
Similar reasoning can be applied to the characteristic equations
λ2 + [µ(1)ss − b′(1)s (S¯(1)s ) + µ(2)ss − b′(2)s (S¯(2)s ) + d(1)s + d(2)s ]λ
+ (µ(1)ss − b′(1)s (S¯(1)s ) + d(1)s )(µ(2)ss − b′(2)s (S¯(2)s ) + d(2)s )− d(1)s d(2)s = 0
λ2 + [µ(1)sm − b′(1)m (S¯(1)m )e−λτ
(1)
l e−µ
(1)
l τ
(1)
l + µ(2)sm − b′(2)m (S¯(2)m )e−λτ
(2)
l e−µ
(2)
l τ
(2)
l + d(1)sm + d
(2)
sm]λ
+ (µ(1)sm − b′(1)m (S¯(1)m )e−λτ
(1)
l e−µ
(1)
l τ
(1)
l + d(1)sm)(µ
(2)
sm − b′(2)m (S¯(2)m )e−λτ
(2)
l e−µ
(2)
l τ
(2)
l + d(2)sm)− d(1)smd(2)sm = 0
relating to the decoupled linearized susceptible sheep and midge systems. The remain-
ing conditions listed in (10.3.20) in the statement of the theorem concerning sheep and
midges determine that the inclusion of diffusion will also not cause instability, thereby
proving local asymptotic stability of the two patch model. The proof of Theorem 6 is
complete. 2
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Theorem 7 considers the effect of migration on bluetongue disease dynamics in a
number of scenarios. In the absence of migration the two patches are decoupled giving
rise to three scenarios listed in the statement of Theorem 7. It is of interest to consider
the effect of migration in each of these three scenarios.
Theorem 7 If we assume that in the presence of no midge migration one of the fol-
lowing scenarios holds:
1. The disease-free equilibrium is locally stable in both patches, with no endemic
equilibria
2. There are stable endemic equilibria in both patches, the disease-free equilibria
being unstable in both patches
3. Bluetongue is endemic in patch 1, but the disease-free equilibrium is linearly stable
in patch 2 (or vice versa).
Then we can draw conclusions regarding the stability of the system under careful con-
sideration of the characteristic equation (10.3.23) when we introduce midge migration.
In situation 1 the disease-free equilibrium remains locally stable and in situation
2 the disease remains endemic in both patches in the presence of midge migration,
whereas in situation 3 there is a possibility for midge migration to stabilise the whole
system if there are a sufficient number of infectious midges moving from the endemic
patch 1 to the linearly stable patch 2.
Proof (1). Refer to Theorem 6. Also note that in the absence of midge migration
(d
(1)
im = d
(2)
im = 0), the terms G1(0, 0) and G2(0, 0) of the characteristic equation (10.3.23)
represent the individual reproduction numbers for patch 1 and patch 2 respectively
when there is no midge movement between the patches.
Proof (2). If we consider situation 2 and specifically investigate the influence of
d
(1)
im and d
(2)
im along with d
(1)
sm and d
(2)
sm through their relation with S¯
(1)
m and S¯
(2)
m in the
equations of (10.2.11) we can define the characteristic equation of (10.3.22) as
G1(λ; d
(1)
im, d
(1)
sm, d
(2)
sm)G2(λ; d
(2)
im, d
(1)
sm, d
(2)
sm) = d
(1)
imd
(2)
im. (10.3.29)
This characteristic equation becomes two separate characteristic equations when mi-
gration is absent, i.e. G1(λ; 0, 0, 0) = 0 and G2(λ; 0, 0, 0) = 0. In the case of situation
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2 we have G1(0; 0, 0, 0) < 0 and G1(0; 0, 0, 0) < 0, since we assume that the disease is
endemic, i.e. the disease-free equilibrium is unstable in the absence of migration and
also
G1(λ; 0, 0, 0) =
{
< 0, if λ < λ∗1
> 0, if λ > λ∗1,
where G1(λ; 0, 0, 0) is an increasing function of λ and λ
∗
1 > 0 is the unique λ such that
G1(λ
∗
1; 0, 0, 0) = 0. Similar properties hold for G2 with λ
∗
2 > 0 being the unique λ such
that G2(λ
∗
2; 0, 0, 0) = 0. Then we can say that
G1(λ; 0, 0, 0)G2(λ; 0, 0, 0) =

> 0, if λ < min(λ∗1, λ
∗
2)
< 0, if min(λ∗1, λ
∗
2) < λ < max(λ
∗
1, λ
∗
2)
> 0, if λ > max(λ∗1, λ
∗
2).
Recall that λ∗1 > 0 and λ
∗
2 > 0, since the disease-free equilibrium is unstable in the
absence of midge migration. Now consider the characteristic equation (10.3.29) when
midge migration occurs. The effect of a small amount of midge dispersal can be con-
sidered by replacing d
(k)
im and d
(k)
sm by d
(k)
im and d
(k)
sm for each k = 1, 2. We define
Φ(λ, ) = G1(λ; d
(1)
im, d
(1)
sm, d
(2)
sm)G2(λ; d
(2)
im, d
(1)
sm, d
(2)
sm)− 2d(1)imd(2)im.
The equation Φ(λ, ) = 0 is the characteristic equation (10.3.22), and G1 and G2
are again given by the expressions following (10.3.22) with each d replaced by d and
the notation modified to emphasize dependence on d
(1)
sm and d
(2)
sm via S¯
(1)
m and S¯
(2)
m ,
as well as d
(1)
im and d
(2)
im. We know Φ(λ, ) = O(λ
2), as λ → ∞. With the choice
of λ∗∗ = 1
2
[min(λ∗1, λ
∗
2) + max(λ
∗
1, λ
∗
2)], then G1(λ
∗∗; 0, 0, 0)G2(λ∗∗; 0, 0, 0) < 0 and it
follows that for sufficiently small , Φ(λ∗∗,) < 0, by continuity. Since also Φ(λ, ) > 0
for λ sufficiently large, there exists λ∗∗∗ such that Φ(λ, ) = 0 by the intermediate
value theorem. So we have a real positive root of the characteristic equation if 
is sufficiently small and it follows that if midge dispersal is sufficiently small, then
bluetongue is endemic, in the whole two-patch system.
Proof (3). If we consider the situation of bluetongue being endemic in patch 1,
but the disease-free equilibrium is linearly stable in patch 2 (or vice versa), then there
is a possibility that the migration of infectious midges may stabilise the whole system
at the disease-free state if there are a sufficient number of infectious midges moving
from the endemic patch 1 to patch 2, where conditions are not conducive to bluetongue
spread and therefore the disease-free equilibrium is locally stable.
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In the case of no midge migration (d
(1)
im = d
(2)
im = 0), the characteristic equation
of (10.3.23) becomes G1(λ, 0)G2(λ, 0) = 0. Suppose we are in the situation whereby
G2(λ, 0) > G1(λ, 0) for λ > 0 with G1(0, 0) > 0 representing bluetongue is endemic
in patch 1 and G2(0, 0) < 0 representing that the disease-free equilibrium is linearly
stable in patch 2.
If we introduce the migration of midges by increasing d
(1)
im from zero to a value that
is sufficiently large and select d
(2)
im to be sufficiently small (in the extreme cases set
d
(2)
im = 0, if necessary), we are in a situation whereby
G2(λ, d
(2)
im) > G1(λ, d
(1)
im) > 0
for λ > 0. Then it is possible to obtain two roots of the characteristic equation (10.3.23)
with negative real parts, stabilising the system in both patches. 2
Note that this is only theory and in practice we can only try to reduce midge
numbers in general, which may not have an effect on the movement of infected midges
from one patch to another, since other factors like the wind determine it. Thus, in
practice d
(1)
im or d
(2)
im cannot increase unless d
(1)
sm or d
(2)
sm and d
(1)
em or d
(2)
em also demonstrate
the same proportional increase, but these do not feature in the characteristic equation
(10.3.23).
10.3.1 Concluding remarks
In this chapter the autonomous bluetongue model of Chapter 6 was modified to rep-
resent the transmission of bluetongue between two countries using a two patch model.
Analytical analysis of this model assessed the impact of midge migration and the move-
ment of susceptible hosts on the dynamics of the disease spread. The per-capita rates
at which hosts or midges leave one country and arrive in the other country were real-
istically not specified to be equal, since typically there will be more movement in one
direction than the other.
When no midge migration between the two countries was considered each country
had an individual basic reproduction number determining the likely development of
bluetongue such as eradication or persistence of the disease. The introduction of midge
migration to the situation whereby the disease is under control in both countries did
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not induce instability of the system, i.e. the disease remained under control in both
countries. It was also shown that in the situation whereby the disease is endemic in
one country and under control in the other, there is a possibility that if there are a
sufficient number of infectious midges moving from the country where the disease is
prevalent to the country where it is under control the disease will become under control
in both countries.
In summary, bluetongue can be eradicated for the whole system if there is a suf-
ficiently high migration rate of infectious midges from endemic regions into regions
where bluetongue control policies are effective enough to eradicate bluetongue com-
pletely. Midges are very tiny and therefore migration rates of all midges, whether
infectious or not, are strongly influenced by the wind. The main conclusion is, there-
fore, that bluetongue control efforts and resources need to be particularly concentrated
in regions into which midges are known to be carried by the wind. This conclusion fol-
lows from our approach in this particular chapter to modelling the transport of insects
between regions using a patch model. Reaction-diffusion models that model transport
of insects using simple Fickian diffusion would not have given us this insight, since that
class of models assumes that individuals move at random. Transport of insects by the
wind could, however, be modelled within the framework of continuous space models by
the addition of advection terms, which involve first order derivatives in space, to the
diffusion terms.
Chapter 11
Conclusion
This work has focused on two related areas of research concerning disease outbreaks.
The first half of this thesis investigated and compared the performance of a variety of
warning schemes for the detection of outbreaks or abnormal behaviour by monitoring
disease surveillance data. The modelling of disease spread was the motivation for the
second half of this thesis, since the identification of appropriate measures to prevent or
manage a disease outbreak generally arise from an understanding of the dynamics of
the disease. We specifically formulated and analysed models describing the dynamics
of bluetongue. Both aspects of the work are important in disease control, since if
outbreaks are detected in a timely manner and the disease and its means of transmission
are well understood, it may be possible to utilise suitable control methods to limit
the spread and impact of the disease outbreak. Likewise a good understanding of
the disease mechanisms may enable preventative methods such as vaccination to be
implemented.
In the work of outbreak identification the Kalman Filter which has traditionally
been applied in the analysis of engineering data and only relatively recently to biolog-
ical data was used as an on-line warning scheme to detect outbreaks in animal disease
surveillance data. This was achieved by implementing the PI and CUSUM on-line
warning schemes outlined in Chapter 3. These schemes monitor the sequence of stan-
dardised residuals arising as a result of the repeated application of the Kalman Filter.
The idea of applying the Kalman Filter in this way came from its recent application
to biological data where the emphasis was to detect deviations from typical behaviours
exhibited by animals such as the drinking patterns of piglets [51, 52], milk yield pro-
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duced by cattle [10, 80] and feed consumption of poultry [68], that may signify that
the animals are unwell.
In Chapter 2 we outlined the theory and simplifications implemented to apply the
state space approach and the Kalman Filter to temporal biological data. Individual
state space models were superimposed to build a single model describing the dynamics
of the dataset that the model was being applied to. The Fourier form representation
of seasonality used has an advantage over alternative seasonal models that we did
not fully utilise. This advantage is that it may be possible to identify a reduced
model with far fewer harmonics that still provides an adequate fit. A reduced model
would be particularly useful when monitoring weekly data with the very large number
of parameters that a seasonal model would include. We did not pursue the idea of
a reduced model, since there was concern that if the dynamics were to change the
reduced model might not have been able to accommodate this change and the model’s
forecasting capability would have been affected.
The on-line warning schemes based on the Kalman Filter, namely the PI scheme
and three types of CUSUM scheme considered in Chapter 3 were able to detect an
outbreak occurring in a real-life dataset recording the number of Salmonella Dublin
cases in cattle. The CUSUM approaches greatly outperformed the PI scheme. Multi-
ple warnings were raised by all the CUSUM schemes throughout the outbreak period,
whereas just a single warning at the start of the outbreak was raised by the PI scheme.
It was also observed that all three CUSUM schemes were capable of producing a warn-
ing for every month of the outbreak if the acceptable limit H at which a warning is
raised was reduced. This illustrates that there is some subjectivity concerning the
choice of parameters when utilising the CUSUM scheme to detect outbreaks, since
this approach is designed to be implemented in a process control environment where
parameters are selected to identify the occurrence of a shift of a specific magnitude.
Scheme CUSUM3 produced many false warnings following the end of the outbreak,
whereas no false warnings were produced by the PI scheme or schemes CUSUM1 and
CUSUM2.
In the application of the on-line warning schemes based on the Kalman Filter, a
simple covariance structure was used for the state noise matrix W . A more sophisti-
cated way of specifying this term can be considered. Refer to Section 2.3.2 for more
details. However we find that the basic structure for this matrix provided adequate
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results when applying the on-line warning schemes to surveillance and simulated out-
break data. The consideration of a more complex version of W is likely to lead to
considerable complications in the estimation of W and the generation of forecasts.
In Chapter 4 we outlined the EDS algorithm, which is our version of Farrington’s
well established outbreak detection scheme [16]. Application of the EDS algorithm to
the dataset recording Salmonella Dublin cases, produced warnings for all the months
within the outbreak period. In addition many false warnings were raised after the
outbreak period. The EDS algorithm incorporated one of the changes to the original
algorithm that were suggested by [59], namely to always retain the trend term in the
model to avoid inconsistencies arising between consecutive months. The authors of
[59] did not provide much comparison of the performance of the algorithm featuring
these amendments to Farrington’s original algorithm. It would be useful for this to be
investigated.
A comparison of the performance of the EDS algorithm and the on-line warning
schemes based on the Kalman Filter in Chapter 5 using simulated lognormal and
epidemic outbreak datasets did not indicate a single scheme to be ‘best’ in all measures
considered. However some schemes were found to contain more desirable features than
others. For a given situation, which scheme is most useful depends on how aspects of
outbreak identification are prioritised for the given situation, for example whether early
detection is more or less important than consistent warnings throughout the outbreak
period. The EDS scheme and scheme CUSUM1 outperformed the remaining algorithms
in the majority of measures used for comparison. For rapid detection, the EDS was
found to be ideal, whereas if consistency of warnings is of main importance, scheme
CUSUM1 would be best. There is also another option of running several outbreak
detection schemes simultaneously. This is so that if a warning is raised by more than
one scheme at the same time this will provide further evidence of atypical behaviour
compared to a warning just being produced by one scheme.
One observation that was made when applying scheme CUSUM1 to the simulated
outbreak datasets in Chapter 5 was that this scheme was prone to produce false warn-
ings following the outbreak period. This is because it takes a while for the CUSUM
score to re-adjust to normal behaviour following an outbreak. By comparison, scheme
CUSUM2 produced a much smaller number of false warnings, however as a consequence
this scheme was slower to detect outbreaks and was not as reliable in producing con-
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sistent warnings throughout the outbreak period. Whereas the application of scheme
CUSUM3 produced a greater number of false warnings compared to scheme CUSUM1.
This suggests it would be insightful to carry out further research in the development
of a CUSUM scheme, whereby at each time step consideration is given to the current
behaviour of the system and the magnitude of the previous CUSUM score, which may
be adjusted for prior instances of atypical behaviour.
In the application of the on-line warning algorithms that we considered in this work,
models were fitted to a subset of the past data in order to forecast the current number
of expected cases. Therefore it is evident that the success of these schemes relies upon
the fit of the models to data. This is something we did not focus on in too much detail,
but is highlighted as an area of further research. We used a short base-line data option
(b = 5 years) that is able to adapt to changes rapidly and a long base-line data option
(b = 12 years) that gives rise to a model, which attains a more adequate fit to the data
than the short option when the data exhibits regular behaviour. We remark that when
applying a scheme the number of years of past data considered should be determined
by the amount of data that is available and the dynamics of the data. There should
be a balance between a sufficient amount of past data to determine the dynamics of
the system and not using too much data so that a model is slow to adapt to change.
We recommend that short base-line datasets should be used for changing systems and
long base-line datasets should be used for systems demonstrating consistent dynamics.
One of the advantages of using the Kalman Filter is the possibility of monitoring
multiple surveillance datasets simultaneously. However the success of this application
relies upon the specification of appropriate state space models which are representative
of the datasets. These may be difficult to determine. The Kalman Filter can also be
applied to monitor several aspects relating to the health status of individual animals,
such as daily milk yield, temperature and feed consumption, simultaneously. If consis-
tent warnings are raised for more than one aspect being monitored, this may provide
more evidence that an animal is unwell, compared to a scheme that just monitors one
particular aspect. The concept of the state space approach to build a model incorpo-
rating different traits of the data, such as trend and seasonality, also makes it possible
to develop a scheme which raises alerts for atypical behaviour relating to a particular
trait. For instance if a sudden increase in the total number of cases is observed this
should be detected in the trend component of the model.
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Throughout the second part of this thesis we analysed models describing the trans-
mission of bluetongue disease, which all incorporated an incubation time of the disease
in the host animals and midges. The transmission of the disease by midges was an
essential part of the models we considered. Understanding of the spread of bluetongue
through modelling techniques enabled us to indicate possible preventative and control
measures that can be utilised to limit the impact of the disease.
In Chapters 6 and 7 two models describing the dynamics of bluetongue were formu-
lated and analysed. The autonomous model of Chapter 6 assumed midges to be active
year round, whereas the periodic model of Chapter 7 allowed midge activity to vary
with the seasons. Conditions for the stability and persistence of the disease-free equi-
librium of the autonomous model were derived, along with the existence and stability
of the periodic solutions to the periodic model. The stability conditions can be inter-
preted as conditions necessary for the disease to be under control and the persistence
conditions relate to the disease bouncing back, even though it may reach arbitrarily
low levels. Numerical simulations illustrated the two possible scenarios for the peri-
odic model, namely bluetongue eradication and bluetongue persistence and periodicity,
which reinforce our analytical findings in regards to the existence and stability of the
periodic solutions. A detailed analysis of the basic reproduction number R0 for the
autonomous model (and, equivalently for the periodic model in the case where all the
parameters are taken to be constants) was carried out. For the periodic model the
basic reproduction number R0 cannot be computed explicitly, but even for this model
conditions can be found that are sufficient to ensure R0 < 1, and these conditions can
easily be verified and interpreted. These studies yield important insights into which
control methods may be utilised to effectively reduce the impact of bluetongue disease.
Measures that lower the number of midges and their biting rate, such as the use of
insecticides and the use of repellents were highlighted by the work to be appropriate
control methods. Interestingly the early diagnosis of latent infection was found to
be the most important factor in effectively limiting the spread of bluetongue. This
is because if animals are diagnosed rapidly, preventative measures such as insecticide
treatment and movement bans may be imposed on the affected animals.
It is noted here that the timely detection of disease is an important feature in both
the research areas of disease modelling and outbreak identification, so that steps can
be taken to effectively manage a disease.
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The work of Chapter 8 investigated the importance of midge diffusion in the spread
of bluetongue. An extra term was introduced in the autonomous model to represent
the Fickian diffusion of midges in one-dimensional space. It was assumed that there
was no movement of animals, for simplicity of the model and as locally the movement
of animals is negligible compared to the movement of midges. Introducing diffusion of
midges in this way enabled us to model the spread of bluetongue as a travelling wave
of infection. A travelling wave is a particular type of solution that moves at a constant
speed, without changing shape, into a previously uninfected region. It was found that
the instability of the disease-free equilibrium in the situation with no diffusion was a
requirement for the travelling wave to form. Using perturbation theory, an expression
for the spread of the travelling wave front was determined for the situation where the
disease-free equilibrium was unstable, but only just. The way in which we considered
the Fickian diffusion of midges in the spread of bluetongue assumed that the movement
of midges followed a random walk. This is a simplistic assumption, since midges are
observed to exhibit swarming behaviour and can be carried along with the wind [89].
The majority of literature to date, specifically investigating the role of midges in the
transmission of the disease has typically focused on the role of the wind as an aid to
transport the midges and therefore the disease over long distances. To gain further
insight of the role of midges in the spread of bluetongue the development of a model
featuring the swarming behaviour of midges would be a possible extension to this work.
Swarming behaviour, and possible approaches to modelling it, are discussed in [62].
The autonomous model was modified in Chapter 9 to incorporate the effects of
vaccination as a measure used to prevent the spread of bluetongue. Vaccination was
introduced into the model with the inclusion of additional compartments for vacci-
nated hosts, namely cattle and sheep. The vaccine was not assumed to provide perfect
immunity against infection, since the vaccine was allowed to wane in the model and
have a fixed efficacy rate. Conditions for the local stability of the disease-free equi-
librium of the vaccinated model were obtained and analysis of the basic reproduction
number for the model incorporating vaccination provided insight into the effectiveness
of vaccination. Disease eradication was found to be achievable if all the animals were
vaccinated at birth, the vaccine had high efficacy and the vaccine waned slowly. This
work focused on the vaccination of animals for protection against just one serotype of
bluetongue. Since many serotypes may be circulating simultaneously within the same
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region and vaccines only provide protection against one specific serotype animals may
have to be vaccinated with several vaccines in order to receive full protection against
the disease. This is an aspect of the dynamics that was not given consideration in the
vaccination model, but is highlighted as an area for future research.
In Chapter 10 a two patch model was considered, where the two patches were rep-
resentative of two countries in order to model the introduction of bluetongue in South
East England from Northern Europe. The dynamics of each patch were described by
the autonomous model of Chapter 6, allowing for patch specific parameters. The effects
of the migration of all classes of midge and the movement of susceptible animals on the
transmission dynamics of bluetongue were analysed. When there was no movement
of midges or animals the dynamics in each patch were determined by the conditions
obtained in Chapter 6 relating to the persistence and stability findings concerning the
disease-free equilibrium. We considered the stability of three different scenarios for
the two patch model when midge migration was introduced. The first two scenarios
found that if the disease is under control (or endemic) in both patches, the disease
will remain in control (or endemic) in the presence of midge migration. Interestingly,
a third scenario found that if the disease is under control in one patch and endemic in
the other patch, there is a possibility for midge migration to stabilise the whole system
if there are a sufficient number of infectious midges moving from the endemic to the in
control patch. Practically the implementation of these ideas is difficult, since we may
only control midge numbers and have no control over their movement. The analysis
of this two patch model can be extended by considering a higher number of patches
or introducing the ideas from Chapter 8 to consider the diffusion of midges within a
patch in addition to movement between patches. Also the movement of exposed ani-
mals could be introduced, however these ideas might limit the analytical progress that
can be made.
The modelling work we have carried out to understand the mechanisms of blue-
tongue transmission found that the control of midges and their biting rate are key
elements in limiting the spread of bluetongue. This is consistent with the findings of
other authors working in this field. Incorporating the incubation period of the dis-
ease in both hosts, cattle and sheep has enabled us to find that the early diagnosis
of bluetongue also plays an important role. Note that the results we have outlined
here are extendible to other vector-borne diseases that are transmitted to and from
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affected animals via midges in the same way as bluetongue. Therefore the measures
we propose here for the control of bluetongue may also be useful in tackling the spread
of diseases sharing the same dynamics as bluetongue. Diseases of this nature are of
particular concern to the UK due to climate change and the threat of midges infected
with a disease being blown over to the UK from Europe.
A key finding from this thesis is the importance of the timeliness of detection.
The first part of this work illustrates that the speed at which an outbreak is detected
should be a fundamental feature, which is not commonly considered when designing an
outbreak detection scheme. Analysis of our bluetongue models in the second part of this
work further highlights the need for prompt detection of an outbreak, since we found
that the rapid diagnosis of latent infection with bluetongue may reduce the impact of
the disease. Therefore if an outbreak is detected promptly, timely interventions may
be possible using effective control or preventative methods that arise from a detailed
understanding of the disease through the use of modelling techniques.
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