duces a detailed arrangement of distinct constituents at the microscopic level which is referred to as microstructure.
INTRODUCTION
vanishingly small. The experiments show that in the low nucleation density (large mass flux) regime, precipitates In this paper, we simulate the diffusional evolution of tend to have dendritic shapes. In contrast, for high nuclemicrostructures produced by solid state diffusional transation densities (small mass flux), precipitates tend to have formations in elastically stressed binary alloys. Many imcuboidal shapes [57] . portant structural materials such as steel, aluminum, and
From an engineering point of view, one of the most nickel-based alloys are products of solid state diffusional important problems in alloy production is to understand transformations. These transformations occur when a therhow to dynamically stabilize a microstructure during the modynamically stable mixture of solids is driven from equiequilibration process. Typically during equilibration, the librium by a sudden lowering of temperature. The system mass of small precipitates is diffused to large precipitates re-equilibrates by nucleating second phase precipitates leading to a monodisperse microstructure consisting of a which then evolve diffusionally until the process either few large precipitates. This is referred to as coarsening or reaches equilibrium or is stopped by quenching. This diffuOstwald ripening [52] . The subsequent decrease in number sional evolution consists of two distinct phases-growth density of precipitates can lead to the failure of the mateand equilibration. Growth occurs to satisfy a local mass rial. One such place this can occur is in alloys used in the balance relation at each precipitate interface. Equilibration turbine blades of jet engines. There, the high temperatures occurs when a global mass balance is achieved and involves and stresses can lead to coarsening and a catastrophic faila dynamic rearrangement of mass in the system so as to minimize a global energy. The diffusional evolution pro-ure of the blades. It is hoped that elastic effects will provide a stabilizing mechanism against such a severe decrease in fields. Integral equations are obtained for each interface by using the coherency conditions at the interface, i.e., precipitate number density. Theoretically this is possible because elasticity influenced coarsening may not favor the continuity of both displacements and tractions. These integral equations, unlike those for diffusion, are not Fredlargest precipitates. Ideally, one would like to understand the situations where a microstructure consisting of many, holm as they involve Cauchy, logarithmic, and smooth kernels. This leads to a discretized linear system that is nearly equally sized particles is energetically favorable over a microstructure consisting of one or a few large particles. ill-conditioned. We treat this problem by developing a preconditioning scheme based on an explicit small scale In part, we view our work as a step towards understanding such processes.
decomposition of the integral equations to remove the ill-conditioning. The particular problem we consider in this paper is that of the development of a two-phase microstructure in a Finally, the solutions of the diffusion and elasticity problems are used to calculate the normal velocity of the preciptwo-dimensional binary alloy. The microstructure consists of arbitrarily shaped precipitates growing diffusionally in itate-matrix interfaces. The resulting motion of the interfaces is tracked by using a nonstiff method developed by an elastically stressed matrix. The precipitate-matrix interfaces are assumed to be coherent with isotropic surface Hou, Lowengrub, and Shelley [17] .
Previous work on simulating the evolution of two phase energy. Diffusion of the solute is taken to occur in the matrix only and is assumed to be quasi-static so that the microstructures has followed two approaches based on whether the precipitate-matrix interfaces are treated as mass composition of the diffusing species in the matrix phase obeys Laplace's equation. Both the precipitate and sharp or smooth. In the sharp interface approach (which is followed here) the equations describing the motion of matrix are taken to be elastically isotropic, although they may have different elastic constants (elastically inhomoge-the interface (see Section 2) are solved numerically and the interface motion is tracked [1, 22-24, 20, 46-48, 52, neous) . Elastic stresses may be generated by either farfield applied strains or by mismatch strains between the 53]. The smooth interface approach removes the need to track interfaces by relying on a set of mesoscopic field phases. The elasticity and composition fields are assumed to interact through an elastic energy term in a generalized equations designed to mimic the diffusion and elasticity field equations [27, 37, 54, 56, 32, 31] . Gibbs-Thomson boundary condition for the composition field. This implies that the atomic volumes of the two
The smooth interface approach is very successful at simulating microstructures with large numbers of particles and chemical species in the alloy are the same, so that both stress generated by compositional inhomogeneity and dif-at capturing topological transitions, such as particle merging, splitting, and vanishing. However, the results appear fusion fluxes generated by varying stress fields are negligible.
to be sensitive to the parameters that determine the thickness of the interfacial regions and so they cannot be easily The evolution of microstructure is studied by first computing the elastic fields. These are then used to obtain the reconciled with sharp interfaces.
In contrast, the sharp interface approach cannot straightgeneralized Gibbs-Thomson boundary condition for the composition in the matrix at the precipitate-matrix inter-forwardly handle topological transitions. However, the advantage of this approach is that the field equations, the face. With this information, the diffusion field in the matrix is computed and the normal velocity of each precipitate-boundary conditions and interfacial motion are formulated exactly. Moreover, the boundary integral formulation matrix interface is found through a flux balance at that interface. The interfacial positions are updated and the (BIF) reduces the dimensionality of the problem. As a consequence, in theory the BIF is more efficient than other process is repeated. We model the effect of nucleation density and, hence, the difference between growth and methods where the fields are solved everywhere throughout the domain. equilibration, by allowing for an arbitrary flux of mass into the system. Growth is modeled using a positive mass flux
In practice, the numerical implementation of the BIF is made difficult by the complicated structure of the equations and equilibration is modeled using a zero mass flux.
Both the diffusion and elasticity problems for a multi-for the elastic fields and the presence of high order time step stability constraints (stiffness) that arise when interphase system are reformulated in terms of boundary integral equations. The integral equations for the diffusion faces with surface tension are tracked. In fact, until this paper, the BIF has been limited to simulating elastically problem are obtained by using a modified dipole formulation [38] . This results in a second kind Fredholm equation anisotropic, but homogeneous, systems consisting of relatively few (less than five) particles. Homogeneous elastic for each interface, which is solved by using the techniques of Greenbaum, Greengard, and McFadden [11] .
systems are easier to treat than inhomogeneous systems because in the homogeneous case the elastic fields can be The inhomogeneous elasticity problem is much more difficult to solve. A direct boundary integral representation determined by evaluating an integral [53] . In contrast, in inhomogeneous systems, the elastic fields require the soluinvolving both monopoles and dipoles is used for the elastic tion of integral equations. Further, the stiffness associated with interface tracking has led some investigators [49] to develop an iterative approach to determine equilibrium morphologies without recourse to dynamics. Alternatively, some researchers have simplified the dynamics by constraining the precipitate shapes to be circles [24, 2, 1, 15] . Our results indicate that such a shape constraint may be unreasonably severe.
By removing the stiffness and using efficient and accurate methods to compute the diffusion and isotropic elastic fields, we can overcome the difficulties usually associated with the BIF and include elastic inhomogeneities. This allows us to study the effect of elastic inhomogeneities on microstructural evolution and to simulate many more precipitates than has previously been possible. This is the first time, to our knowledge, that the inhomogeneous elasticity problem has been solved in arbitrary geometries for isotropic elasticity. Solutions in special geometries, of the precipitates and the inward normal for the matrix; see course, have been obtained previously (see, for example, Fig. 1 . Also, it is convenient to take a circular far boundary [41, 14] ). The implementation of both elastic inhomogene-⌫ ȍ with radius R ȍ and inward normal n that encloses all ity and anisotropy is more difficult, although it should be the precipitates. This boundary is fictitious and appears in possible in our general framework.
the problem formulation only in the limit R ȍ Ǟ ȍ.
The paper is organized as follows. In Section 2 the gov-
In what follows, we work entirely in dimensionless varierning equations for diffusion and elasticity are presented.
ables. See Appendix A for the nondimensionalization. In addition, a boundary integral representation for the system energy is derived and the tangent angle formulation of interface motion in the scaled arclength frame is pre-2.1. Diffusion and Problem Specification sented. In Section 3 a small-scale analysis of both the diffuLet U be the composition field of the diffusing species sion and elasticity integral equations is performed. In Secin the matrix phase. It is assumed that the evolution of the tion 4 the numerical implementation of the model is given, precipitates is quasi-static, and so U obeys Laplace's including the discretization and the preconditioning based equation, on the small-scale analysis. In Section 5 the effectiveness of the preconditioner is demonstrated and numerical tests
(2.1) confirming the convergence of the scheme are given. In Section 6 some numerical results are given. Finally, in Section 7 some conclusions are made.
This composition field is subject to both a boundary condition on the ⌫ k and a far-field condition. The boundary
FORMULATION
condition is taken to be a generalized Gibbs-Thomson equation, as derived by Larché and Cahn [29, 30] , Johnson In this section, the field equations for the diffusion and and Alexander [21] , and Leo and Sekerka [34, 35] , among elasticity problems are presented and reformulated as others. The condition is boundary integral equations. A boundary integral representation for the total energy of the system and its time U ϭ ϩ ZG el on ⌫. (2.2) derivative is given. Also, the motion of the interface boundaries in the scaled arclength frame is given.
For both the diffusion and elasticity problems, the matrix Here, is the mean curvature and Z is a parameter that characterizes the relative contribution of the elastic and and precipitate phases occupy the two-dimensional plane R 2 ; see Fig. 1 . The matrix phase ⍀ M extends to infinity, surface energies. G el , given in Eq. (2.13), is a local elastic energy density that must be found from the elastic fields. while the precipitate phase ⍀ P consists of p separate particles occupying a finite area. The interface between the two Roughly speaking, this boundary condition reflects the idea that changing the shape of a precipitate changes the energy phases consists of p disjoint closed curves, ⌫ i , i ϭ 1 и и и p, with ⌫ ϭ ʜ p iϭ1 ⌫ i denoting the whole interface. Each ⌫ i is of the system both through the additional surface area,
, and also through the change in elastic energy of the assumed smooth and the unit normal vector n on each interface is defined such that it is the outward normal for system, ZG el .
Because both growth and equilibration of the system of
precipitates are to be considered, the far-field condition is taken to be
where s is arclength and 2ȏJ is the total external mass flux
(sЈ, t) dsЈ for j ϭ 1, ..., p Ϫ 1 (2.9) supplied. The mass flux will be taken to be positive for growth conditions and zero for equilibration. Finally, the b ϭ ( ϩ ZG el , J, 0, ..., 0). (2.10) motion of the interfaces is determined from a mass balance on each interface, See [11, 38] for details. The K in Eq. (2.7) denotes the integral operator
(2.11) where V i is the normal velocity of the interface ⌫ i .
Equations (2.1)-(2.4) specify an exterior diffusion prob-
lem with Dirichlet boundary conditions in a multiply-connected domain. To complete the specification of the problem, we need to obtain G el and update the positions of the The system (2.6) is invertible [38] and so the unknown interfaces. The calculation of G el is addressed in Section quantities and A k can be determined uniquely once G el 2.2 while the motion of the interfaces is discussed in Secis found. Since the integral kernel of K is smooth, the tion 2.4.
system (2.6) is a modified second-kind Fredholm equation. The modification to the usual second-kind structure is due 2.1.
Boundary Integral Formulation for Diffusion
to the sources A k . If this system is discretized, one finds that the condition number of the discretized system increases as Equations (2.1)-(2.4) can be formulated in terms of p increases, but is essentially independent of N, the total boundary integrals as follows. Let the composition field number of grid points [11] . Thus, we say that (2.6) is illbe U ϭ U(z), where z ϭ x 1 ϩ ix 2 is the complex position conditioned with respect to p. We note that the condition in the matrix. Following Mikhlin [38] , introduce a dipole number also increases as the minimum distance between density on ⌫, p source terms A 1 , ..., A p , and write U(z) as precipitates decreases (precipitate merging) and as the area of the smallest precipitate decreases (precipitate vanishing). In Section 3.1, the system is reformulated using a
small scale decomposition to remove the ill-conditioning with respect to p. The ill-conditioning with respect to pre-
, cipitate merging and vanishing is not ameliorated by the reformulation and is inherent in the boundary integral formulation. Finally, given the solution to (2.6), the normal velocity where n(sЈ) is the unit normal at the integration point z(sЈ), V i on each ⌫ i is calculated by using the DirichletsЈ is the arclength along ⌫, and S k ϭ x s 1k ϩ ix s 2k is a point Neumann map, inside the closed curve ⌫ k . The representation (2.5) automatically satisfies Eq. (2.1). Further, letting z Ǟ z(s) ʦ ⌫ and using the boundary condition (2.2) and far-field flux V i (s) ϭ 1 2ȏ
3) leads immediately to the set of boundary integral equations
The integral is interpreted as a where A ϭ (A 1 , A 2 , A 3,1 , . .., A 3,pϪ1 ) and the right-hand side vector b are given by principal value integral because of the Cauchy singularity of (Ѩ/Ѩs) log͉z(sЈ) Ϫ z(s)͉ when both z(s), z(sЈ) ʦ ⌫ i . See (see Appendix A), M and P are the Poisson ratios, and ͳ ij is the Kronecker delta. [11] , for example.
The field equations for elasticity are 2.2. Elasticity ij,j ϭ 0 in ⍀ (2.18) As we have seen, the solution to the diffusion problem requires that one first calculate the term G el that enters in the absence of body forces. The boundary conditions at the boundary condition (2.2). On ⌫, G el is given by the precipitate-matrix interfaces are those appropriate to a coherent interface, i.e., continuity of displacement across
1 (2.13) the interface, See [34] or the references below for a derivation. Here, ij u
19) and ij are the strains and stresses in the matrix (superscript ''M'') and precipitate (superscript ''P'') and T ij is the transformation (misfit) strain of the precipitate. The transforma-and continuity of traction across the interface tion strain arises because the crystal lattice of the precipitate is different, in general, from that of the matrix. G el is t
(2.20) closely related to the energy momentum tensor introduced by Eshelby [10] . G el can also be found from variational The far-field condition is models of crystal-crystal equilibrium [29, 21, 35] .
The calculation of G el requires a full solution to the twolim
21) phase elasticity problem for the domain shown in Fig. 1 . This problem is specified as follows. Both the precipitate and matrix phases are taken to be linear elastic and iso-where 0 ij is the applied far-field strain. Last, the displacetropic, although with different elastic constants. Taking the ment in each precipitate is assumed to be bounded. Equamisfit strain into account, the constitutive equation for the tions (2.14)-(2.21) define an inhomogeneous two-phase precipitate is given by elasticity problem for precipitate domains of arbitrary shape.
14)
In the next section, we will present the boundary integral reformulation of Eqs. (2.14)-(2.21). Special care will be whereas that for the matrix is given by taken to properly include misfit strains in the precipitate and applied strains in the matrix. Further, the displacement at infinity will be specified, guaranteeing the uniqueness
(2.15) of solutions to (2.14)-(2.21). Implicit in this choice is that the reference state is taken 2.2.1. Boundary Integral Formulation to be the unstressed lattice of the matrix so that the transformation strain T ij maps the unstressed precipitate lattice
In this section, we derive the boundary integral equato that of the matrix.
tions for the elastic fields using the weighted residual The strains ij are calculated from the displacement u i method [7] and the continuity conditions across ⌫. Other by the kinematic equation approaches using Goursat functions [38] could certainly be adapted to this problem; however, because of the coherent
16) boundary conditions, we believe that the approach presented here is the most natural. for either ''P'' or ''M. ' Integrating by parts twice, using the divergence theorem matrix domain and use the continuity conditions (2.19),
Matrix. Since the matrix phase is infinite in extent, where 
translation or rotation at infinity and in this way we completely specify u
(2.29) with r ϭ ͉zЈ Ϫ z͉, r ,kЈ ϭ Ѩr/ѨxЈ k , and nЈ k ϭ n k (sЈ). See Brebbia [7] for details. Using these choices, Eq. (2.23) becomes Physically, we interpret this decomposition as the solution to the problem of uniform applied fields in a homogeneous u
(2.25) media, denoted by ''0,'' plus the fields induced by inhomogeneity, denoted with the bar. The integral formulation is ϩ t
applied only to the barred quantities. The barred stresses, strains, and displacement vanish at infinity. Equation (2.25) is simply a potential formulation for u P l Proceeding as in the precipitate phase, one multiplies with displacement serving as the dipole density and surface the field equation kj,j ϭ 0 by the test function u M‫ء‬ k and traction as the monopole density. A boundary integral integrates over ⍀ M , the region between the precipitates equation is derived by taking z Ǟ z(s) on the interface ⌫ i : ⍀ P i and ⌫ ȍ . This yields
As before, integrating by parts yields the boundary integral 
them, we obtain an analogous expression to (2.26) in the The boundary integrals in Eq. (2.32) involve integration where u ϭ (u 1 , u 2 ), t ϭ (t 1 , t 2 ), and A ϭ (A 1,1,1 , ..., A 1,1,p , A 1,2,1 , ..., A 1,2,p , A 2,1 , A 2,2 ) with the components A 1,l,j comalong both the precipitate-matrix interfaces ⌫ and the farfield boundary ⌫ ȍ . It turns out that the integral over ⌫ ȍ ing from the jth precipitate equation and A 2,l from the matrix equation, i.e., can be removed using the fact that [7] , for example. Thus, in the limit R ȍ Ǟ ȍ one obtains for l ϭ 1, 2.
The operators T and U are given by
where u ‫ء‬ lk and t ‫ء‬ lk are the fundamental solutions given in Eqs. (2.24) with ϭ P, M. Further, if ϭ M, then ⌫ j is replaced by ⌫ and the additional subscript j is dropped.
Finally, the right-hand side vector 
(2.42) (2.35), one finds that the actual elastic fields satisfy We note that the system (2.37) is actually not of
Fredholm type since t ‫ء‬ lk contains a term with a Cauchy singularity. Nevertheless, it can be shown that (2.37) is uniquely solvable. This follows from the fact that the equa- (2.36) tions can be transformed to a second-kind Fredholm system using the small-scale decomposition given in Section
2. This obviates the need to directly formulate integral equations in second-kind form, using Goursat functions, for example [38] . Fredholm theory then shows that unique- p, although the ill-conditioning with respect to p is weak. Continuity Conditions. The continuity conditions re-As in the diffusion case, we note that the condition number quire that the displacements and tractions vary continu-is sensitive to the minimum spacing between and the size ously across each ⌫ i . Therefore, on each ⌫ i , we write u l ϭ of precipitates. In Section 3.2, Eq. (2.37) is reformulated u
Then, the quantities u l and t l using a small scale decomposition to remove the ill-condisatisfy both the precipitate and matrix equations (2.26) and tioning with respect to N, the primary source of ill-condi-(2.36). Together, this system can be written as tioning.
It should be emphasized that this formulation is valid for both singly and multiply connected domains and can 13) . Thus, the limiting components of stress and strain on the interface (from both the precipiThe total energy of our evolving multiphase system is tate and matrix sides) must be obtained from the displace-the sum of the surface and elastic energies. It is well known ments and tractions.
that in the presence of an applied field, the elastic energy It is natural to calculate G el in a local normal-tangent in an unbounded domain is infinite (as is the case here). coordinate system on each interface. Let the unit normal However, by subtracting off the infinite energy associated and tangent vectors on each interface be n and s, respec-with a homogeneous medium (with elastic constants of the tively. The solutions u ϭ (u 1 , u 2 ) and t ϭ (t 1 , t 2 ) are con-matrix) under the same applied field, one obtains a finite verted from the global 1-2 coordinate system to the local part of the elastic energy that can be used to study the n Ϫ s system by behavior of our system [41] . Let ZW el be this finite part. Then the corresponding finite part of the total energy is t n ϭ t и n, (2.43) given by t s ϭ t и s, . W el is given by and matrix, where the misfit strain must also be transformed to the local n Ϫ s coordinate system. The remaining stresses and strains in the matrix phase are given by
where e ij is the elastic part of the strain and is given by
with the ij given in Eq. (2.16). Then, W el is given by the and in the precipitate phase by finite part of the limit lim R ȍ Ǟȍ W el which we give below. We now write W el as a boundary integral. Following
(2.49) Christensen [8] , one can obtain
where the barred quantities are given by the decomposition Fortunately, given the u k (s) and t k (s) on ⌫, it is straightforward to expand u l in powers of 1/R ȍ for z ϭ R ȍ e iͰ ʦ in Eq. (2.27 
66) where I ȍ is given by the limit where G el is the elastic energy density given by Eq.
(2.62) (2.13). Hence, It now remains to consider I ȍ . In the special case where
(2.67) the applied traction at infinity is zero, then t 0 i ϭ 0 (Neumann condition at infinity) and I ȍ ϭ 0. Note that in this case, W 0 ϭ 0 as well. I ȍ would also vanish if Dirichlet conditions Note that on ⌫, U ϭ ϩ ZG el and ٌU и n ϭ V. Therefore, were imposed on the barred displacements on every ⌫ ȍ as well. However, this is not true in general since u l is given by 
(2.69) is zero only in the absence of applied fields.
This shows that, in the absence of a far-field flux, the finite We have implemented both procedures. In summary, the Ϫ L formulation of the equations of motion for each part of the total energy W tot is nonincreasing in time.
interface 
(2.74) specifies that along a parameterized curve (x 1 (Ͱ, t), x 2 (Ͱ, t)), the local variation of the arclength s ,Ͱ ϭ ͙x 2 1,Ͱ ϩ x 2 2,Ͱ is proportional to the length of the interface. Further, the In Section 4.1, we follow [17] and use this Ϫ L formulation equations of motion are reposed in terms of the tangent to obtain a nonstiff time-updating scheme to evolve each angle and the length of the interface. These choices allow ⌫ i in time. us to use the nonstiff time-updating scheme developed by Hou, Lowengrub, and Shelley [17] .
SMALL-SCALE DECOMPOSITIONS
Consider the motion of a single interface ⌫ i , with
The subscript i refers to the interComputing solutions to the diffusion and elasticity inteface and is not summed in the equations below. Suppose gral equations is a delicate matter due to the ill-conditionthe normal velocity is given by V i , obtained from Eq. (2.12), ing of their discretized counterparts. In this section, we for example. Write the tangential velocity as T i and observe present reformulations of the diffusion and elasticity intethat the shape of ⌫ i is independent of T i . The velocity T i gral equations that result in well-conditioned discretized merely specifies the frame of the parametrization of ⌫ i and systems. The reformulation consists of separating and inhere is chosen as verting the dominant terms at small spatial scales to yield equivalent but ''preconditioned'' systems. This is referred to as the ''small-scale decomposition'' (SSD). The SSD,
however, does not ameliorate ill-conditioning associated (2.70) with precipitate merging or vanishing, as these difficulties are inherent in the boundary integral formulation. The where i denotes the curvature of ⌫ i . The motion of the SSD presented here is similar in spirit to that presented curve is given by in [17] to remove high order time step constraints. The idea of the SSD is the following. Consider the system d dt
where n i and s i are the normal and tangent vectors to ⌫ i . where L dominates the small scales of K. If L is invertible, This is called the scaled arclength frame because s i,Ͱ (Ͱ, then Eq. (3.1) can be reformulated as t) ϭ L i (t)/2ȏ, where L i (t) is the total length of ⌫ i . The primary advantage of this frame is that it prevents local clustering of the parametrization in time. For further de-
2) tails, see [17] .
The prominent role of the curvature in Eq. (2.2) for the Moreover, if L is easy to invert, then the reformulation boundary condition of the diffusion field suggests that in (3.2) involves little additional computational cost. Note the scaled arclength frame, each interface ⌫ i may be more that if L Ϫ1 R involves smooth integral kernels, then Eq. naturally described using the tangent angle i ϭ tan Ϫ1 (x 2i,Ͱ / (3.2) is a second-kind Fredholm integral equation, even if x 1i,Ͱ ), and length L i , as the dynamical variables rather than the original system (3.1) is not Fredholm. Further, because
The curve position x i is the conditioning of a system is determined by its behavior recovered by integrating at small scales, the reformulation is well-conditioned because the dominant behavior at small scales (L ) is inverted exactly. The resulting second-kind structure guarantees
72) that the eigenvalues/singular values accumulate at ϭ 1 [42] . In our reformulated equations, if the precipitates are well-separated and not too small, the eigenvalues cluster where the constants of integration are chosen by evolving another piece of information about the curve, such as its around 1, since the appropriate R's are infinite order smoothing operators (defined below). Such clustering is endpoint or the center of mass of the region it encloses.
important for the rapid convergence of certain iterative for large ͉k͉. This defines an infinite order smoothing operator. methods such as GMRES [44] .
In the diffusion system, L is inverted in physical space We now motivate the form of the small scale decomposias the small scale terms are local. This SSD was originally tions for both F and G. Our original intuition was that if performed by Greenbaum, Greengard, and McFadden the interface ⌫ ϭ z(Ͱ, t) is smooth then the small scale [11] . In the elasticity system, on the other hand, L is in-behavior of these integrals could be obtained simply by verted in Fourier space. In that case the small scale terms retaining the first term in an expansion of the kernels are nonlocal, but are diagonalized by the Fourier trans-about a circular interface. This intuition is justified in the form. Computing L Ϫ1 involves inverting a 4 ϫ 4 matrix following way. Let ⌫ ϭ z(Ͱ, t) be any smooth, noninter-(in Fourier space) for each interface. secting interface with s ,Ͱ ϭ ͉z ,Ͱ ͉ Ͼ 0. Then, we can write We note that a related nonlocal preconditioning strategy was employed by Jeon for the biharmonic problem [18] .
However, in that work, only a few of the dominant terms log͉z(
ͪͯ
at small scales were separated, leading to a second-kind Fredholm system whose kernels possessed only a finite degree of smoothness. In general, the smoother the kernels in a second-kind Fredholm system, the more rapid is the
The small-scale decomposition of the integral equations is based on the following analysis of the three types of integral operators that appear in the equations: The opera-
tors involve integration against smooth kernels, logarithmic kernels, and Cauchy kernels and are given by
The first terms in Eqs. (3.8) and (3.9) are those resulting from the circular interface z ϭ e iͰ . Observe that the terms (3.4) in brackets are smooth functions of Ͱ and ͰЈ (i.e., have removable singularities at Ͱ ϭ ͰЈ). Therefore, F and G may be rewritten as
where e(Ͱ, ͰЈ, t) is a smooth function of the parameters Ͱ and ͰЈ and time t. Further, in G, the integral is interpreted as a principal value integral due to the Cauchy singularity
We begin with the operator E. It involves integration against a smooth kernel. In [17] , it was shown that E is an
infinite order smoothing operator.
LEMMA 1 (Infinite Order Smoothing Operators)
.
(Ͱ, ͰЈ, t) dͰЈ, Suppose that e(Ͱ, ͰЈ, t) is a real analytic function of both
Ͱ and ͰЈ for 0 Յ t Յ T and the strip of analyticity is given by ͉Im Ͱ͉, ͉Im ͰЈ͉ Յ . Then, for any Ȑ, the Fourier transform where e 1 and e 2 are the bracketed terms in Eqs. (3.8) and of E, Ê [Ȑ](k), satisfies (3.9), respectively. We recognize the first term in G to be the periodic Hilbert transform which we denote by
, then integration by parts shows that the first
Combining these results and using Lemma i.e., 1, we obtain LEMMA 2 (Small Scale Behavior of F and G ). Suppose
that the coordinates of the interface ⌫, ( 
(3.12) 1, we see that the integral operator K is of type E, an infinite-order smoothing operator. Therefore, A ϭ L ϩ R,
The results (3.6), (3.7) and (3.13) were first given in [17] where
), where in a slightly different form. We refer the reader there for the L k are given by further details. It is important to note that lemmas 1 and 2 hold for any Ȑ for which the Fourier transform is defined. As in [17] , we define the notation f ȁ g to mean that their
Using that the Fourier transform of H is Thus, L dominates the small scales of A and R ϭ (K, 0, given by Hˆϭ Ϫisgn(k), the real advantage of this analysis 0, .., 0) is an infinite-order smoothing operator. Moreover, is it shows that the leading terms of
in Fourier space at small scales and thus F and G simplify b pϩ1 ) involves inverting the p ϫ p system for the A k given by enormously at these scales.
We now consider the diffusion and elasticity systems
Small Scale Analysis of the Diffusion System
for j ϭ 1, ..., p Ϫ 1, (3.20) In this section, we give the small-scale decomposition
(3.21) of the dipole formulation of the quasi-steady exterior diffusion problem (2.6) given in Section 2.1.1. We first analyze the integral operator part. Recall that and then constructing by
This is much simpler than solving the original system (2.6). where K is the integral operator,
The system (3.20)-(3.21) can be solved using Gaussian elimination, for example. Now, inverting L as above yields the equivalent system to (2.6) given by
This is the SSD and was first introduced to this quasi-steady diffusion problem by Greenbaum, Greengard, McFadden [11] . Notice that the SSD is a fully second-kind Fredholm with ⌫ ϭ ʜ i ⌫ i and s ϭ s(Ͱ, t) is the arclength. Now, if ⌫ is a smooth, nonintersecting curve (or the union of smooth system and L
Ϫ1
R is an infinitely smoothing operator, since R itself is infinitely smoothing. Therefore, its discretization nonintersecting curves) with s ,Ͱ Ͼ 0, then the integral kernel in Eq. (3.15), will be well-conditioned.
Finally, we comment on the effects of precipitate merg-where z(s) ʦ ⌫ j . If ϭ M, then the subscript j is dropped on the LHS of the above but the integration is still over ⌫ j . ing or vanishing on the above analysis. If precipitates merge or vanish, then a topological singularity occurs. The kernel Now, we investigate the integrals in Eq. (3.27). We begin with U as it is simpler. It is straightforward to see that of K is no longer smooth and thus the application of K is not smoothing. Consequently, the hypothesis of Lemma 1 r ,lЈ и r ,kЈ is in fact a smooth function even if z, zЈ ʦ ⌫ j . Thus, parametrizing ⌫ j by Ͱ, i.e., s ϭ s(Ͱ, t), and applying Lemma breaks down (the strip of analyticity vanishes) and K becomes important at small spatial scales. Moreover, neither 1, one obtains the SSD nor the original system (2.6) are then Fredholm because of the kernel singularity. In computations, this U
28) difficulty is reflected by a rapid increase in condition number and, hence, iteration count when the particles become where ϭ s ,Ͱ and C ϭ (4 Ϫ 3)/8ȏȐ (1 Ϫ ). Therefore, very close or very small. In practice, we also find that to by Lemma 2, we find that keep the iteration count(s) low, the interface(s) must be well-resolved.
29) We now turn to the elasticity integral equations.
Small-Scale Analysis of Elasticity Integral
Equations where ,Ͱ ϭ Ϫ . This is the small scale decomposition of U. In practice, since we use the scaled arclength frame, In this section, we present the SSD for the integral equaonly differs from by the spatial constant L j /2ȏ. tions arising from the multiphase elasticity boundary inte-
We turn now to T. A straightforward calculation shows gral equations given in (2.37)-(2.39). Recall that they are that (1/r)Ѩr/Ѩn(sЈ) ϭ Ѩ/Ѩn(sЈ) log͉z(sЈ) Ϫ z(s)͉ is a smooth given in terms of the operators T and U with function. Since r ,kЈ и r ,lЈ is also smooth, we find that by
. A calculation shows that where ϭ P, M. If ϭ M, ⌫ j is replaced by ⌫ and the subscript j is dropped. Recall that the integral kernels are given by (3.25) where the permutation symbol lk3 is given by
with r ϭ ͉zЈ Ϫ z͉ with r ,kЈ ϭ Ѩr/ѨxЈ k . These kernels involve Therefore, smooth functions, logarithms, and functions with Cauchy singularities.
T 
.., Shelley [17] , to advance the positions of the interfaces in time. Spectrally accurate spatial discretizations are used
) with the components L given by to compute all derivatives and integrals. In addition, the iterative method GMRES [44] is used to solve the diffusion (3.35) and elasticity systems using the small scale preconditioning (3.36) are those displacements and tractions on ⌫ j , whereas the We begin by discussing the time discretization of the equations of motion given in (2.73) and (2.74). The ODE brackets on the left-hand side contain the displacements and tractions on all the interfaces. Consequently, observe for the length L i (t) of ⌫ i is not difficult to solve numerically.
Any explicit discretization method can be used. In the that on each ⌫ j , L only involves those u and t on ⌫ j . Note that this is not true of the original operator A because calculations presented here, the second-order AdamsBashforth method is used, T M and U M involve integration over ⌫ and, hence, they involve all the u and t. In addition, although L is nonlocal, observe that in the scaled arclength frame, it is diagonalized by the Fourier transform. Using the above two observa- given by (2.37). We first described this procedure in [26] but did not give details.
Inverting L in Fourier space we obtain the equivalent
We also use the second-order Adams-Bashforth method to compute the motion of the endpoint or the center of Notice that Eq. (3.37) is a second-kind Fredholm system mass. and L Ϫ1 R is an infinite order smoothing operator since R It turns out, however, that straightforward time discretizitself is smoothing. And, unlike the original non-Fredholm ations of Eq. (2.74) for the tangent angle i suffer from system (2.37), the discretization of (3.37) will be well-condisevere time step restrictions (stiffness) imposed by the tioned. What remains of the original ill-conditioning is that large number of spatial derivatives in the equations of curvature term in the boundary condition (2.2) and the To control these, we use the numerical filter described in normal velocity V i [17] . Note, in particular, that the curvaSection 4.3.
ture dominates the elasticity at the smallest scales (see the As in the diffusion case, if precipitates merge or vanish, end of Appendix D). Using the small-scale analysis and then the hypotheses of Lemmas 1 and 2 break down as a following Hou, Lowengrub, and Shelley [17] , it can be topological singularity occurs. In this case, the smoothing shown that if Eq. (2.74) is updated using an explicit time operator R becomes important at small spatial scales. In stepping method, the time step ⌬t must satisfy a stability numerical computations, this difficulty is reflected by a restriction of the type ⌬t Յ C(L i h i /2ȏ) 3 , where h i is the rapid increase in iteration count(s) when particles become spatial grid size on ⌫ i . We refer the reader to [17] for very close or very small. As in the diffusion case, to keep further details. iteration count(s) low, the interface(s) must be well-reTo remove the stiffness, we follow [17] and rewrite Eq. solved.
(2.74) with the dominant small-scale behavior explicitly separated as follows:
IMPLEMENTATION
In this section, we present our numerical scheme. Our method uses a second-order, nonstiff linear propagator
3) time-stepping routine, developed by Hou, Lowengrub, and where
In fact, even spectrally accurate schemes may be unstable as a result of aliasing errors [6] . Here, we use spectrally accurate spatial discretizations
along with a numerical filter to remove aliasing errors. The filter will be described in the next section. Any differentiation, partial integration or Hilbert transform is found at The remainder terms N i are ''lower order'' at small spatial the mesh points by using the discrete Fourier transform scales. Note that the dominant term is diagonalized by the (DFT). It now remains to discuss the quadrature of the Fourier transform. Implicit time discretizations, such as integrals appearing in the diffusion and elasticity inteCrank-Nicholson differencing or linear propagator meth-gral equations. ods, can now be easily applied. In this paper, we use the The three types of integrals that appear in the diffusion following second-order linear propagator method derived and elasticity integral equations-integration against in [17] , smooth kernels, logarithmic kernels, and Cauchy kernelsare given by the operators E, F, and G in Eqs.
smooth and periodic in Ͱ and ͰЈ, either the trapezoidal rule or the alternating point trapezoidal rule [45] yield
where e ik (t n , t nϩ1 ) and e ik (t nϪ1 , t nϩ1 ) are the exponential damping factors,
Ȑ l e jl trapezoidal rule (4.8)
Ȑ l e jl alternating point rule, (4.9)
where e jl ϭ e( jh, lh, t) and h ϭ 2ȏ/N.
In the diffusion integral equation, the only integral that appears is of type E. There, the appropriate kernel e on
the interface ⌫ q is given by This scheme at most suffers from a first-order time constraint (i.e., ⌬t Յ Ch), arising from the transport term e(Ͱ,
hidden in N. This scheme is straightforward to implement and to our knowledge is the most successful and efficient interface tracking method in the presence of surface ten-where q denotes the interface and the integral is taken sion [17, 16] . The time steps used in this paper are chosen over all the interfaces. In this case, we use the trapezoidal in order to satisfy the first-order time constraint and also rule to obtain to resolve any fast time scales present in the evolution. We note that these are separate issues.
Spatial Discretization
In this section, we discuss the spatial discretizations used in our numerical scheme. It turns out that one must be
quite careful when discretizing in space. For example, it has been observed by Baker and Nachbin [5] and Beale, Hou, and Lowengrub [6] that lower order spatial discretiz-where h q ϭ 2ȏ/N q is the grid spacing on the qth interface. ations of certain related boundary integral equations can Further, q l ϭ (lh q ), n q l ϭ n(lh q ) and z q l ϭ z(lh q ). The selflead to violently unstable schemes. This instability is unre-induction point q ϭ m, l ϭ j is computed by lated to the strict time step constraints normally introduced by the curvature (surface energy) and is due, instead, to the fact that lower order schemes tend to suppress the Ѩ Ѩn
(4.12) stabilizing effect of the surface energy at the smallest scales.
We also implemented the alternating point rule for the
19) diffusion integrals and found little difference in the performance of GMRES.
In the elasticity integral equations (2.37), all three types of integral operators appear. Here, we use a form of the We note that an alternative approach to computed F is alternating point rule to compute all of them, including given by using the small-scale decomposition Eq. (3.12), those of type E. The smooth kernels that appear are where the leading Hilbert transform is computed using the given by discrete Fourier transform and the smooth integral term E 1 is computed using the alternating point rule. In practice, we find the method (4.15), (4.18), and (4.19) to yield slightly r ,lЈ r kЈ , 1 r Ѩr ѨnЈ , (4.13) faster convergence using GMRES. Moreover, since the logarithmic kernel is only applied to the components of where r ϭ ͉z(ͰЈ) Ϫ z(Ͱ)͉ and r ,jЈ ϭ Ѩr/Ѩx j (ͰЈ). We also the tractions t l (Ͱ) and since t l ϭ 0, the second integral in tried the trapezoidal rule to compute the smooth integrals Eq. (4.15) need not be computed and the result is solely and found little difference in the performance.
evaluated by using Eqs. (4.18) and (4.19). Therefore, we apWe now describe the quadrature of the other two types proximate of integral operators. First, consider the discretization of
where q l,k ϭ l (kh q ) and on the continuous level, 
16) where l, k ϭ 1, 2, and lk3 is as in Section 3.2. Thus it is of type G and, so, the alternating point quadrature is used is a smooth periodic function of Ͱ, ͰЈ. And so, the second-to compute this integral with spectral accuracy; i.e., integral in Eq. (4.15) is computed with spectral accuracy using the alternating point rule. The first integral can be written in the form
where 12) is also of type G and, alternating point rule, as it is now well known that this rule yields spectral accuracy when applied to Cauchy ker-so, alternating point quadrature is employed to compute it as well. nels [45] . Consequently, G is approximated by
Filtering
tems Ax ϭ b that must be solved at each time step. In both cases, the resulting matrix systems are nondefinite In our scheme, we employ two types of filtering. We use and nonsparse. Therefore, we use the GMRES iterative a high (25th) order Fourier filter ⌸ to damp the highest method [44] to solve them up to a given error tolerance modes and suppress aliasing errors [6, 17] . We also use tol. The full matrices are never stored as GMRES requires, Krasny filtering [28] to prevent the accumulation of only matrix-vector products (Ax). roundoff errors during the computation.
There are three important features involved with the In principle, aliasing instabilities can be controlled by application of GMRES: (1) the evaluation of matrixsimply increasing the spatial resolution, but this is expen-vector products, (2) preconditioning, and (3) (N) or O(N log N) using the to be sufficient.
fast multipole method (FMM) to evaluate the quadratures In addition to the Fourier smoothing, we also use Krasny [13] . The FMM has already been applied to the diffusion filtering. That is, we set to 0 all Fourier modes below an quadratures [11] and can also be applied to the elasticity error tolerance . It is applied at the same time as ⌸ and quadratures [12] . At our current resolutions we found it we choose to be slightly above the roundoff level, i.e., sufficient to use direct summation although it is expensive. ϭ 10 Ϫ11 in double precision. Krasny filtering prevents the In the future, we will implement the FMM for the diffusion accumulation of roundoff error during the computation. and elasticity integral equations as we intend to perform Hereafter, the combination of Fourier smoothing and computations involving large numbers of particles. Krasny filtering is denoted by ⌸.
We find that filtering is crucial to ensure the rapid con-(2) Preconditioning. Rather than solving the system vergence of GMRES applied to the elasticity integral equa-Ax ϭ b, one solves a modified system, tions. This is for two reasons. First, filtering is necessary to control aliasing errors that occur when the discrete elas-M
Ϫ1
Ax ϭ M Ϫ1 b, (4.24) ticity integral equations are evaluated. For example, if filtering is used for a given mesh spacing and rather complex where the new iteration matrix M
A has eigenvalues clusinterface(s), the number of iterations required to solve tered near 1. This is known as left preconditioning, where the elasticity integral equations typically drops significantly M is the preconditioning matrix. In addition, given any r when compared to the case where no filtering is performed. it must be easy to solve Mz ϭ r for z. This is shown in Fig. 2 in Section 5. The number of itera-
The modified systems for diffusion and elasticity are tions also drops when the mesh size is decreased, suggesting given by their SSDs given in Sections 3 and 3.2. In the that the difficulty is due in large part to aliasing and resolu-diffusion case, this means that we should take M to be the tion. We note that filtering is also necessary to remove discretization of L given in Eq. (3.19). Solving Mz ϭ r aliasing errors that arise when the tangent angles are up-then requires only the solution of a p ϫ p system, where dated via Eq. (4.5) [17] .
p is the number of particles. This relatively small system Second, even if the interface is well-resolved, it is im-is solved by Gaussian elimination with partial pivoting. portant to filter the right-hand side b of the discrete integral The analysis presented in Section 3 shows that M
A has equations for elasticity as well as the approximate right-the form I ϩ L Ϫ1 R, where the eigenvalues of L Ϫ1 R accumuhand sides (also denoted by b) that are computed during lated at 0 (as N Ǟ ȍ) and so asymptotically (in N), the the iteration process. This is because our preconditioning eigenvalues of M 
is still true if the system is modified by filtering as above.
(3) Initial Guess. In order to obtain a good initial guess for GMRES, we extrapolate from solutions obtained by GMRES at previous time steps. We use up to fifth-order extrapolation in time and so we need to keep the previous five solutions for both the diffusion and elasticity equations. Thus, we can only use this extrapolation beyond the fifth time step. At earlier time steps, we use first-order 
CONVERGENCE TESTS
Our numerical scheme for tracking microstructural evo-the accumulation and amplification of roundoff errors in lution consists of three parts: (1) an elastic solver to com-addition to suppressing aliasing errors. Up to time t ϭ 3, pute G el on each precipitate-matrix interface, (2) a diffu-the count is consistently around 3 which is better than a sion solver that computes the normal velocity on each factor of 8 improvement over curve (1) and is at least a interface, and (3) a time stepping routine to evolve the factor of 2 improvement over curve (2) . The improvement interfaces in time. The numerical implementation and anal-is even more dramatic at later times where it is simply not ysis associated with steps (2) and (3) are already well docu-feasible to perform computations without preconditioning. mented [11, 17] . Here, we focus on the performance of the After time 3, the iteration count of curve (3) rises rapidly elastic solver. Unless otherwise stated, all numerical tests to that of curve (2) . This is due to a lack of numerical in this section are performed using a single precipitate resolution. Doubling the number of grid points reduces under an applied shear ( On the other hand, a similar doubling of the number of There is no misfit strain. Except for the amount of inhomo-grid points using just the SSD preconditioning curve (2) geneity Ȑ P , these parameters are appropriate for nickel-does not yield as dramatic a reduction in the iteration based alloys. The precipitate is initially circular with radius count at these same times. r ϭ 1. The far-field flux is J ϭ 10. The GMRES error tolerance is tol ϭ 10 Ϫ10 and the filter level is ϭ 10 Ϫ11 .
Error Analysis
Finally, to recover the (x 1 , x 2 ) position of the interface from the Ϫ L formulation, the endpoint is evolved as
In this section, we analyze the spatial, temporal, filtering, discussed in Section 2.4.
and GMRES tolerance errors in the computed solutions to the elastic fields. We begin with the errors in space.
The Effect of Preconditioning and Filtering
In Fig. 2 , we present the iteration count of GMRES Spectral Accuracy in Space versus time for the discretized elasticity integral equations
We use a computation with N ϭ 2048 to approximate using different preconditioning strategies. The number of the exact solution in order to measure the errors at other grid points is N ϭ 256 and the time step is ⌬t ϭ 0.005. The spatial resolutions. The precipitate is initially circular with curve marked (1) shows the result without preconditioning.
radius r ϭ 2.5. Further, ⌬t ϭ 0.005. All other parameters The iteration count is at least 25 and steadily increases as are fixed as before. We compare the N ϭ 2048 solution to the precipitate shape evolves. Curve (2) shows the result those with N ϭ 256, 512, and 1024. The error is defined with the SSD preconditioner discussed in Section 3.2. We as the largest error among all common points at each time find a much lower iteration count. The count is consistently step; i.e., between 5-10 and increases slowly as the shape evolves. Curve (3) shows the result with the SSD preconditioning and the filtering ⌸ as described in Sections 4.3 and 4.4.
e N (t) ϭ max j ͉ f j (t; N) Ϫ f j (t; 2048)͉, The iteration count is further reduced as the filter prevents magnitude decrease in the error. We find that the same holds true if the filter level is varied similarly.
NUMERICAL RESULTS
In this section, we use fully nonlinear simulations to study the role an inhomogeneous elastic medium plays in we focus primarily on the case of one or two precipitates, although we present a computation involving 16 precipitates at the end of this section. As we will see, precisely analyzing the role of elasticity is quite complicated even for N nodes, where f can be either one of the components for such a small number of precipitates. Additional results of displacement (u 1 , u 2 ) or traction (t 1 , t 2 ). Figure 3 shows will be given in a forthcoming paper [25] . the error in t 1 as a function of N at the time t ϭ 4.0. This
We begin by comparing the results of our nonlinear curve is representative of the other three choices. The error simulation with that from the linearized theory of a single is plotted on a negative logarithm (base 10) scale so the growing precipitate. vertical axis shows the number of accurate digits. For N ϭ 512, there are 10 digits of accuracy. Increasing N 6.1. Comparison with Linear Theory beyond 512 does not improve the accuracy as the GMRES error tolerance tol ϭ 10 Ϫ10 governs the overall accuracy. Consider a single precipitate with an initial shape given These results confirm that the method is spectrally accurate by a perturbed circle, r(Ͱ, 0)e iͰ , with radius in space.
Second-Order Accuracy in Time
Although the equations of elastostatics are used to compute the elastic fields, the elastic fields vary smoothly in where ͉b k (0)/R(0)͉ Ӷ 1 for all k. We then expect that the time through the evolution of the precipitates. Since sec-growth of this precipitate in an elastically stressed matrix ond-order methods are used to update the precipitate preserves ͉b k (t)/R(t)͉ Ӷ 1 for at least short times. Following shapes, we expect to see second-order convergence in the Leo and Jou [33] , one can show that to first order in the elastic fields. This is verified as follows. We use a computa-perturbation, i.e., O(b k (t)/R(t)), the velocity v(Ͱ, t) ϭ ṙ(Ͱ, tion with ⌬t ϭ 0.00125 to approximate the exact solution t) ϭ Ṙ (t) ϩ Re [͚ This confirms the second-order accuracy in time. There is no misfit strain. We do not show the b 2 mode as it happens to be identically zero for an applied shear strain [33] . The parameters are Ȑ P ϭ 0.5, P ϭ M ϭ 0.2, and Z ϭ 3000. The solution to the dynamical system (6.2) is computed using fourth-order Runge-Kutta with ⌬t ϭ 0.005 and is shown in the curves marked (1). The curves marked (2) show the result from our fully nonlinear numerical scheme with N ϭ 256, tol ϭ 10 short times. At later times, as the solution grows into the nonlinear regime, the linearized solution overpredicts the growth of the 4 and 8 modes.
Effect of Tolerance and Filter Levels

R(t). We refer the reader to Appendix D for the full and
A natural question concerns the stability of these growrather complicated form of A. We point out two important ing shapes. In the case without elasticity, classical analysis features of A that differ from the pure diffusion case, i.e., [40] shows that circles are stable growing shapes. In particuthe classical Mullins-Sekerka analysis [40] with isotropic lar, if
) surface energy and without elastic effects. First, is the Mullins-Sekerka critical radius, then the kth perturbation mode decays in time relative to the growing radius Ṙ ϭ a 00 R ϩ a 02 b 2 ϩ a 04 b 4 , (6.3) R(t) [40] . Note that the k ϭ 2 mode never becomes unstawhere a 00 ϭ J/R 2 is the usual Mullins-Sekerka term and ble. In the case with elasticity, such a simple criterion is a 02 and a 04 are elastically induced coefficients. Thus, unlike not possible due to the complicated mode coupling. Neverthe classical case, R cannot be solved independently of the theless, in the elastic case, we observe stable growing nonb k . Second, due to the elastic effects, each perturbation circular precipitates. This was predicted from linear theory amplitude generates up to four modes since by Johnson [19] and Leo and Jou [33] . In Fig. 6 , we present evidence confirming the existence of such stably growing ḃ k ϭ a k,kϪ4 b kϪ4 ϩ a k,kϪ2 b kϪ2 ϩ a k,k b k ϩ a k,kϩ2 b kϩ2 ϩ a k,kϩ4 b kϩ4 . shapes using our fully nonlinear code. The parameters are (6.4) the same as in Fig. 5 , except that the far-field shear and flux are both reduced by a factor of 10 and N ϭ 128. The In the classical case, only a k,k is nonzero. From Eq. (6.4), amplitude b 4 /R is shown as a function of base radius R for we see that the even and odd modes decouple. Moreover, four different computations with varying initial conditions. since R ϵ b 0 explicitly appears in the ḃ 2 and ḃ 4 equations, The curve marked (1) corresponds to the growth path of this implies that typically ḃ 2 ϶ 0 and ḃ 4 ϶ 0 at time t ϭ 0.
an initially unperturbed circle of radius 2. Note that the Thus, even if b 2 and b 4 are zero at t ϭ 0, they can become slope of this curve is positive, indicating that the growth nonzero for t Ͼ 0. Elastically induced mode coupling typishape increasingly deviates from a circle as R increases. cally causes all the even modes to eventually become nonCurves (2) and (3) show the growth paths for initial 1% zero. Odd modes, however, must be initially perturbed in perturbations in the fourth mode of the circle of radius 2. order to deviate from zero. Further, as shown in [33] , the Note how rapidly these curves collapse onto the path of off-diagonal terms a j,k , with j ϶ k, depend on the deviatoric (1). Curves (4) and (5) correspond to the growth paths of part of the applied or misfit strain. 2 Thus, it is the deviatoric 1% perturbations in the fourth mode of a circle with radius part of the misfit and/or the applied strain that breaks the 6. These curves also eventually collapse onto the growth circular symmetry of the diffusion. path of (1). This indicates that (1) corresponds to a stable An example of this type of behavior is given in Fig. 5 growing noncircular shape. We make two comments here. First, for this situation, our results into four cases: (1) one precipitate, (2) two precipitates of equal sizes, (3) two precipitates of different sizes, and (4) multiple precipitates.
Case 1: One Precipitate
Consider the case of a single precipitate growing by diffusion in an elastic matrix. This situation provides one of the simplest contexts in which to analyze the effect of elastic stresses on morphological development. In Fig. 8 , we present several examples of such growing shapes in an applied strain field. In case (1), we do not consider misfit, although we note there is an equivalence between misfit and applied strain [41] . Misfit is considered in cases (2), (3), and (4). Unless otherwise indicated, the precipitates tation to maintain resolution. Finally, the endpoint of the interface is evolved to reconstruct the (x 1 , x 2 ) position from yield the same results, up to graphical resolution. Second, the Ϫ L formulation. for these parameters, the Mullins-Sekerka critical radius
In the absence of elastic effects, the initial circle of radius for the fourth mode is R c (4) ϭ 30. Thus, at the end of the 1 will grow while keeping its circular shape. As we have computation shown in Fig. 6 , the precipitate has a radius seen, the deviatoric parts of the elastic fields break this less than half that of R c (4) and so in the absence of elasticity, circular symmetry. We now examine the long time evoluany perturbation in the fourth mode would decay relative tion. In Figs. 8a and b we show precipitates grown with an to R; i.e., b 4 /R would decrease. This is in contrast to what applied shear strain Fig. 6 with elasticity, where b 4 /R actually ence between a and b is that in a we have Ȑ P ϭ 0.5, while increases even though the growing noncircular shape is in b we have Ȑ P ϭ 2. The precipitate is referred to as hard, stable. We do not show the actual shape of the precipitate with respect to the matrix, if Ȑ P Ͼ 1 and analogously as here, because at these early times it is indistinguishable soft if Ȑ P Ͻ 1. Further, time ranges from t ϭ 0 to t ϭ 160 from a circle to graphical resolution. and the interface is plotted very 20 time units. The time The situation becomes much more delicate as the precipitate radius nears R c . This is shown in Fig. 7 , where b 4 /R is shown again as a function of R. The parameters are the same as in Fig. 6 , except that the flux is increased by a factor of 5, i.e., J ϭ 5. This makes R c (4) ϭ 6. Three curves are shown, each corresponding to different initial conditions. The curve marked (1) shows the growth path from an initially unperturbed circle of radius 2. The curves (2) and (3) show the growth paths resulting from 1% perturbations in the fourth mode of the circle of radius 2. We see that roughly for R Ͻ R c , the paths of (2) and (3) tend to converge to that of (1). However, when R Ͼ R c , the growth paths steadily diverge, indicating that the perturbation has become unstable. Because of the complicated mode coupling, it is difficult to identify the precise value of R for which the fourth mode becomes unstable in the presence
FIG. 7.
Evidence for unstable growth paths using the nonlinear nuof elasticity. We refer the reader to [33] for further details. cipitate growth well into the nonlinear regime. We divide tude of the principal applied strains and not on their signs. Thus, the morphological development does not distinguish between tension (positive principal strain) and compression (negative principal strain). This is why the dendrite arms grow in both strain directions and are symmetric (since ͉ 0 11 ͉ ϭ ͉ 0 22 ͉). Symmetry is not enforced by the code and is used as an additional check on the accuracy of the computational solution. Note that the structure of the dendrite arms is rather different for the precipitates in a and b. The dendrite arms are more slender for the soft precipitate, a, than for the hard precipitate, b. Moreover, a regular pattern of ''wiggles'' appears to be forming on the dendrite arms of the soft precipitate. These wiggles may be the beginnings of side-branching. Although such wiggles are not yet present in the hard precipitate, there is a bump on each side of the dendrites. It seems possible that wiggles will develop later in time in the hard precipitate as well.
We now consider a different applied field. In Fig. 8c , we consider the same soft precipitate as in a, except now there is an applied uniaxial tension and e 2 and so we again see dendrite arms aligned along these directions. However, since the magnitudes of the principal applied strains are different, we see that the arms are elongated in the e 2 direction which is perpendicular to the direction of largest principal strain. aligned along the principal strain directions. However, additional arms form between the primary arms and wiggles form along the primary arms themselves (near the base). The additional arms occur because by increasing J, the step is ⌬t ϭ 0.01 and N varies from 256 at t ϭ 0 to N ϭ 4096 for t Ն 80, for a; N ϭ 2048 for t Ն 80 for b. By Mullins-Sekerka critical radii are reduced so that the elastically induced eighth mode perturbation becomes unstable checking the precipitate area, we found it was sufficient to keep ⌬t ϭ 0.01 fixed throughout these computations to and influences the shape before the induced fourth mode perturbation completely dominates the nonlinear evoluensure three digits of accuracy in the area at time t ϭ 160.
In both Figs. 8a and b we observe the development tion. As one can see from Fig. 8d , however, the growth of these small, additional arms slows down in time relative of four symmetric dendrite arms which align along the principal directions of the applied strain. By principal di-to the growth of the primary arms of the precipitate. This is due to a nonlinear elastic stabilization. At late times, rections, we refer to the eigenvector directions of the applied strain matrix. For the above shear, these directions the fourth mode dominates the evolution. This will be discussed further in [25] . are the coordinate directions e 1 and e 2 . Analogously, the term principal strains refers to the eigenvalues of the strain Now, consider the effect of removing the elasticity. As noted above, in presence of an isotropic surface energy and matrix. The energy density G el depends only on the magni-in the absence of elasticity, a circle will grow maintaining its circular shape. So, rather than starting from a circle, we take the t ϭ 3 shape from Fig. 8a as the initial condition. This contains elastically induced perturbations in the 2k modes for k Ն 2, with the fourth mode dominating. The resulting evolution, in the absence of elasticity (Z ϭ 0), is shown in Fig. 8e . Time ranges from the initial t ϭ 3 to t ϭ 160 and the interface is plotted at t ϭ 3, t ϭ 20, and every 20 time units thereafter so the shapes can be directly compared with those in Fig. 8a . The time step ⌬t ϭ 0.01 and N ranges from 256 to N ϭ 512 for t Ն 30. We note that fewer grid points are required to resolve the diffusion field as compared to the elastic fields. There is an overall fourfold symmetry because of the perturbation in the data at t ϭ 3. However, in contrast to the precipitate grown in Fig. 8a , there are no well-defined dendrite arms and there is significant tip splitting. Also, the wiggles observed on One could also compare the shapes grown under the influence of an anisotropic surface tension in the absence of elasticity to those in Figs. 8a-d. Like elasticity, surface tension anisotropy breaks the circular symmetry of the on the elastic parameters and the area, the growth shapes shown in Fig. 8a at a time T and in 8d at time T/10 will diffusion and introduces preferred directions of growth. It is therefore not surprising to notice that surface tension equilibrate to exactly the same shape-an appropriately sized ''square-oid'' of the type shown in f. anisotropy produces dendritic shapes somewhat similar to those we observe in Figs. 8a-d [3] .
Differences between growth shapes and coarsening shapes have been observed experimentally by Yoo, Yoon, Finally, we consider the difference between the growth shapes of Figs. 8a-d and the equilibrium shapes. An equi-and Henry [57] . They studied the microstructure formed in a nickel-aluminum-titanium alloy as a function of nuclelibrium shape is the shape that minimizes the total energy W tot given in Eq. (2.52) among all shapes with a given area. ation density. At sufficiently small nucleation densities where there is a large mass flux into each precipitate, denIt is characterized by a constant composition along the interface. Because W tot is nonincreasing in time (see Eq. dritic shapes are observed. However, at medium to high nucleation densities where there is a small mass flux into (2.69)), an equilibrium shape can be computed dynamically by taking any intial precipitate shape, with appropriate each precipitate, Yoo et al. observe cuboidal shapes (square-oids in 2D). area, setting the flux J ϭ 0 and evolving in time until the composition is constant along the interface. The resulting
In the experiments of Yoo et al., there was no applied strain and there is significant elastic anisotropy. Thus, comequilibrium shape is independent of the original shape and depends only on the elastic parameters and the area of parisons with our results are strictly qualitative. However, it is interesting to note that our computations often yield the initial precipitate. In Fig. 8f , we show how the precipitate given by the t ϭ 80 shape from a evolves during the shapes similar to those observed in simulations of anisotropic, homogeneous elastic systems. In isotropic media, equilibration process. The time step is ⌬t ϭ 0.01 and N ϭ 1024 throughout the computation. All other parame-misfits and applied strains with nonzero deviatoric parts appear to have a symmetry breaking effect similar to that ters are the same as in Fig. 8a .
Two plots are overlayed in Fig. 8f . The dendritic shape of elastic anisotropy. For example, using our nonstiff time integration scheme, we simulated the evolution of a single is the t ϭ 20 solution from Fig. 8a . As the dendrite equilibrates, the arms decay and the valleys grow to form the growing precipitate using the homogeneous, cubic anisotropic elasticity solver developed by Voorhees et al. [53, squarish shape that is pictured (after 400 time units). This resulting squarish shape is typical of many other calcula-47, 48]. The result is given in Fig. 9 . The initial condition is a unit circle and the interface is plotted from t ϭ 0 to tions of equilibrium shapes [37, 49] . Moreover, since the composition on the interface shown at t ϭ 400 in Fig. 8f t ϭ 80 every 10 time units. The parameters are L ϭ 1, C 11 ϭ 1.98, C 12 ϭ 1.18, C 44 ϭ 1, where we refer the reader to is essentially constant, it is truly an equilibrium shape. We also note that since the equilibrium shape depends only [53] for their meaning. Initially, N ϭ 512 and N is gradually increased to N ϭ 8192 for t Ն 60. The time step is ⌬t ϭ 0.01. We again find dendritic shapes with an evidence of side-branching. The dendrite arms now form in the elastically hard directions [53] . Moreover, the growth shapes recently reported by Wang and Khachaturyan [55] for a similar system appear to be early time versions of those we show in Fig. 9 .
Finally, we note that the computations presented in Figs. 6, 7, 8, and 9 were performed on a CRAY C90 in vector mode. The computations shown in Figs. 6 and 7 are rather inexpensive with each taking less than 1 CPU hour to compute. On the other hand, a typical computation in Fig.  8 is rather expensive (because direct summation is used to evaluate the discretized elasticity, diffusion and normal velocity integrals). For example, the simulation shown in same error tolerance. This is somewhat surprising given the relative complexity of the elasticity system as compared to the diffusion system. This is an indication of the effectiveness of our preconditioning strategy for elasticity. In creases rather uniformly in time as particles shrink in size Fig. 8a from t ϭ 140 Ϫ 160, for instance, the iteration count and eventually vanish. This presents difficulties for boundfor elasticity is approximately 6-7 while for diffusion it is ary integral methods. We discuss this later, in Cases 3 and 9-10. The difference is more dramatic for 8d, where the 4, where we consider particles of different sizes. elasticity count is typically 5-6 while for diffusion it is As a first step towards understanding the role elasticity 11-12 (for t ϭ 1.0 Ϫ 2.0). The reason the elasticity computa-plays in these complicated phenomena, we consider the tion is so expensive is because four integral equations must simplest two-particle case. That is, we consider initially be solved at each time step. Further, we consistently find two precipitates with the same size, shape, and misfit. Symthat larger values of N are required to resolve the case metry considerations then require the particles to have the with Z ϶ 0 (presence of elastic fields) as compared to the same size at all times. By studying this case first, we elimicase with Z ϭ 0 (absence of elastic fields). We expect that nate the potential for coarsening and we focus just on employing a fast multipole method will reduce the time precipitate alignment, translation, and merging. One could required to perform these computations by a factor of 30 correctly argue that considering equally sized particles is when N Ն 4096 [12] . unphysical since in real alloys precipitates always have The homogeneous, anisotropic computation of Fig. 9 is different sizes and coarsening is a very real phenomenon. much more efficient to compute as no integral equation However, the case of equally sized particles may be a good needs to be solved to recover the elastic fields. The fields model for the late stages of coarsening where there are are evaluated directly from the quadrature of an integral relatively few particles of approximately the same size and [53]. This computation takes approximately 6 CPU hours where particle alignment, translation, and merging are to complete.
commonly observed.
(a) Growth. We begin this section by considering two Case 2: Two Precipitates of the Same Size growing precipitates. A typical example is shown in Fig.  10 . There, two soft precipitates are grown under an applied The study of two growing or equilibrating precipitates is much more complicated than that of a single precipitate. shear and far-field flux. The precipitates are initially unit circles and the distance between their centers is D ϭ 25. The elastic fields generated by each particle interact with each other as well as with the composition field. This may The growing precipitates are shown from t ϭ 0 to t ϭ 18 and are plotted every 3 time units. The parameters are result in alignment, translation, merging, and coarsening of precipitates. Coarsening is said to occur when one particle 
is no misfit strain. We observe the same dendritic structure characteristic of single precipitate growth. The arms align in the directions of principal applied strain, except that the
. region between the particles is effectively shielded from the far-field flux and stays relatively flat. The shielding occurs because the far-field (global) mass flux is absorbed by the outermost boundaries before it is able to penetrate It is important to explicitly conserve area since numerically generated errors in the precipitate area can cause coarsenthe inner region. In real alloys, growth is also driven by local mass fluxes so that even in the presence of a far-field ing to occur at long times due to the underlying physical tendency of the system to coarsen. Of course, reducing flux, the regions between particles can still grow and form dendritic arms. From the theoretical and numerical point the numerical parameters (particularly the time step ⌬t) reduces this difficulty but, on the other hand, increases the of view, it is difficult to simulate a local mass flux within a boundary integral model. computational cost. We begin by presenting the equilibration of soft precipiWe further note that even though there are two growing precipitates, the number of iterations required to solve the tates each with the same dilatational (hydrostatic) misfit.
The particles are initially unit circles aligned along the e 1 -elasticity integral equations (typically between 3-5) is still slightly less than that required to solve the diffusion system direction and the distance D between their centers is D ϭ 3. The evolution from t ϭ 0 to t ϭ 4.9 is shown in (typically between 5-7). This is in fact the generic behavior we observe for the elasticity/diffusion iteration counts in Figs. 11a-f. The parameters are interface and N is gradually increased to N ϭ 512 for t Ն (b) Equilibration. In the absence of a far-field flux, 4.8. We observe that the precipitates translate toward one our numerical simulations of two equally sized precipitates another and we expect that they eventually merge. Interreveal a variety of different behaviors. Depending on the estingly, during the early stages of the evolution process, elastic parameters and the misfit strain, we observe particle the distance D between the centroids of the precipitates translation, merging, repulsion, and significant shape varia-actually increases, despite the fact that the gap between tion. In the computations we present in this section, the the precipitates always decreases in time. At later times, initial precipitates are circular with the same radius. Note D decreases steadily. This nonuniform behavior of D can that such a configuration is an unstable equilibrium state be explained by observing that the evolution is dominated in the absence of elastic effects (Z ϭ 0).
by three main stages. At early times, the shapes of the We focus first on the effects of particle misfit strains precipitates change rapidly and the effect is to move the rather than on the effects of applied strains as in the previ-center of mass as described above. Once these initial shape ous computations. Later, when we consider precipitates of changes occur, the equilibration then enters a translational different sizes, we will consider both misfit and applied stage where the particle centroids move toward each other. strains. We remark that the computations in this section are Finally, the precipitates enter a merger stage where they performed slightly differently from those in the previous eventually coalesce to become one. These three different sections. First, the centroid positions, rather than the end-evolution stages can be seen very clearly by looking at points, are evolved to recover the (x 1 , x 2 ) position from the plots of the energy. In Figs. 12a, c , and e, we give the total Ϫ L form of the interface. Second, to prevent numerically energy W tot , the surface energy W ⌫ , and the elastic energy induced coarsening, the area of each particle is conserved ZW el (see Section 2.3) as a function of time for the compuexactly by choosing the length L i so that the area A i (t) at tation shown in Fig. 11 . The plots 12b, d, and f correspond time t is equal to A i (0) for any given tangent angle i (Ͱ, to the hard precipitate case which we discuss presently. t). Thus, we do not solve the ODE (2.73) for L i . Instead, Consider first the total energy in Fig. 12a . For t Ͻ 0.2, we use the following boundary integral formula for the there is a rapid decrease in energy. This is associated with area of the ith precipitate: the rapid shape change at early times. For 0.2 Ͻ t Ͻ 4, there is a much slower energy decrease. This is associated with the translational stage of the evolution. For 4
, there is again a rapid decrease in energy. This is associated with merger. Note that the surface energy in Fig.  12c increases during the entire evolution. Consequently, it Setting A i (t) ϭ A i (0) and using the Ϫ L form of the interface yields is the decrease in elastic energy (Fig. 12e) that drives the the fact that the evolution occurs in two distinct stages. At early times, there are rapid shape changes and at moderate to late times the precipitates repel each other. As before, this is best seen by analyzing the energy. In Figs. 12b, d , f (for a blowup of early times) and 14a-c (for times up to t ϭ 40), the total energy, surface energy, and elastic energy are plotted. At early times, there is a sharp drop in the total energy associated with the rapid shape change. Note that at these early times, the surface energy increases although by quite a small amount (note the reduced scale on the graph). Nevertheless, this stage is driven by elastic effects. At later times, there is a much more gradual decrease in the energy associated with the translational stage. At these times, the surface energy decreases and the precipitates become circular as they move apart. In Fig. 12 , the energies for the soft and hard cases can be directly compared, up to time t ϭ 4.9. Note that by making the precipitate hard, the elastic energy increases by about a factor of two. This is reflected in the total energy. Further, except for the initial shape change stage (0 Յ t Ͻ 0.2) the energies in the hard precipitate case vary much more slowly than those in the soft case. Finally, since N ϭ 64 this computation takes only onefourth of a CPU hour to complete on the Cray C90. process. Clearly, this computation indicates that morphological changes are an important part of equilibration. As such, it casts doubt on studies where particle shapes are constrained. We note that the above computation takes approximately 4 CPU hours to complete on the Cray C90. Now, consider the effect of the elastic inhomogeneity. We repeat the preceding simulation using two hard precipitates instead of two soft ones. We take Ȑ P ϭ 2 and ⌬t ϭ 0.002. It is sufficient to use N ϭ 64 on each interface and all other parameters are fixed as before. The resulting evolution from t ϭ 0 to t ϭ 40 is shown in Figs. 13a-f . In contrast to the soft case, the hard precipitates tend to repel each other. However, we observe that at very early times D decreases, even though the gap width between the pre -FIG. 12. In (a), (c) , (e) the total, surface, and elastic energies are cipitates steadily increases. At later times D increases shown for the calculation in Fig. 11. In (b), (d) , (f) the energies are shown for the calculation in Fig. 13 up to time t ϭ 4.9. steadily. Here, the nonuniformity of D in time is due to We next consider misfit strains where the principal strains have different values, thereby introducing directional dependence. We begin by considering the simplest scenario. We take Fig. 15 , the evolution of two soft precipitates, with Ȑ P ϭ 0.5, is shown. In Fig.  16 , the evolution of two hard precipitates, with Ȑ P ϭ 2, is shown. In both figures, the particles are initially unit circles and are aligned along the e 1 -direction with D ϭ 3. In the graphs marked (a), both precipitates have misfit strain increased to N ϭ 512 for t Ն 2.0 (in Fig. 15a ) and for t Ն with D ϭ 3. The tick marks are 2 units apart. In (a) both precipitates 0.7 (in Fig. 16a ). In Figs. 15b and 16b , N ϭ 128 throughout have misfit strain tol ϭ 10
Ϫ10
, ϭ 10 Ϫ11 , and J ϭ 0.
their centroids, decreases. However, the sides of closest approach become flat as if the precipitates want to avoid merging. This is unlike the situation in Fig. 16a , where the sides of closest approach curve toward each other, enhancing merger. This results from the competing elastic effects in this simulation. We can decompose the misfit strain into the sum of a dilatational strain and a uniaxial strain. Since the uniaxial direction (e 2 -direction) is perpendicular to the direction of eventual particle alignment, this favors elliptical shapes and merger (recall Fig. 16a ). However, because the precipitates are hard, the dilatational 1 CPU hour to compute on the Cray C90, while the computation in Fig. 17 takes approximately 6 CPU hours to complete. We observe that independent of whether the precipitates are hard or soft, the precipitates always become elliptical Case 3: Two Precipitates of Different Sizes with the long axis perpendicular to the direction of nonzero
We now consider equilibrating precipitates of different principal misfit strain. Furthermore, the precipitates attract sizes. In the absence of elastic effects, the diffusional evoluand appear to merge when the direction of principal misfit tion is such that large particles grow monotonically in time. strain is perpendicular to the direction of particle alignment Since total area is conserved, small precipitates are thus (Figs. 15a and 16a) . Analogously, the precipitates repel forced to shrink and then vanish at finite times. This leads when the direction of nonzero principal misfit strain is to a ''survival of the fattest'' [43] as eventually only one parallel to that of the alignment (Figs. 15b and 16b) . Recall large precipitate remains. This is the configuration that that, in contrast, dilatational misfits result in attraction for minimizes the surface energy corresponding to a given area soft particles and repulsion for hard particles. Thus, we and is referred to as ''classical'' coarsening or Ostwald expect complicated interactions between inhomogeneity ripening [52] . From an engineering point of view, classical and misfit when we consider more general misfits. We coarsening is undesirable because the resultant decrease present one computation with a more general misfit strain in number density of precipitates in a coarsening alloy to show such behavior. Additional simulations will be given in a future work [25] .
We consider two hard precipitates (Ȑ P ϭ 2). Initially, the precipitates are unit circles oriented at 45Њ to the e 1 -direction with D ϭ 3.39. Both particles have misfit strain The initial (t ϭ 0) and final (t ϭ 18) times of our simulation are shown in Fig. 17 . The centroid positions are also displayed on the figure. The initial positions of the centroids are indicated by the hollow circles and the solid circles mark their final positions. The curves connecting the circles trace their evolution paths. We observe that the precipitates translate so that they eventually align along the e 1 -direction which is perpendicular to the direction of and the gap between them, as well as the distance between can lead to a failure of the alloy. One of the outstanding problems in material science is to understand how to stabilize such equilibrating systems against a severe decrease in number density of precipitates. Elastic effects could provide such a stabilizing mechanism. Theoretically, this is possible because elastically influenced coarsening may not favor the largest precipitate. Ideally, one would like to find situations where a microstructure consisting of many nearly equally sized particles is energetically favorable over a microstructure consisting of one or a few large particles.
As a first step to analyze elastically influenced coarsening, we consider the case of two equilibrating precipitates of different sizes. In the presence of constant (in time) misfit or applied fields, our results indicate that only one particle survives the coarsening process. However, because of elastic effects, small particles can be induced to grow and large particles can be forced to shrink. We can find cases where the areas of individual precipitates evolve nonmonotonically in time. In fact at short times, stabilization may be achieved so that equally sized particles are favored. At long times, there is typically no elastic stabilization 
T 22 ϭ 0.01, T 12 ϭ 0 and so has e 1 as the direction of largest principal strain. The precipitates are initially aligned along the e 1 -direction and the distance between their centers is we evolve the area in time using the second-order Adams-
512, ⌬t ϭ 0.00125, tol ϭ 10 Ϫ10 , and ϭ 10
Ϫ11
. The initial precipitate configuration is shown in Fig. 18a . In 18b, the A in size it also becomes more circular. This is because for small precipitates surface energy dominates the elastic energy, since the surface energy scales like the length of a precipitate interface, while elastic energy scales like the area of a precipitate region.
We now show how the application of applied strains may alter the coarsening process. Consider the same hard precipitate system as in Fig. 18c . We add a small, relative to the misfit, applied uniaxial strain in the e 2 -direction, i.e., Figs. 20a and b , respectively. We see that now the left particle dominates the coarsening process. Further, in Figs. 20c and d , we see that the precipitate areas evolve monotonically. Recall that without the applied field, the right particle dominated, the area evolution was nonmonotone, and there was an elastic stabilization at early times. tate, there is no overall elastic stabilization as the precipitate areas evolve monotonically. We note that an analogous effect can be achieved in the soft precipitate case of Fig. 18b . There, the right particle can be stabilized by not correspond to an equilibrium configuration, the areas continue to evolve. However, as seen in Fig. 18b , the left applying a uniaxial strain in the e 1 direction.
The above results suggest that, by varying the applied precipitate takes an ''egg-shaped'' form with the side closest to the right precipitate being more curved. It appears fields in time, it may be possible to stabilize the coarsening process against a decrease in number density of precipithat the precipitates will merge before the right precipitate entirely vanishes. Since the precipitate that was initially the smaller of the two is the one that dominates the late stages of the coarsening process, we refer to this as ''inverse'' coarsening. This is in contrast to classical coarsening where large precipitates always grow.
For the hard precipitate case shown in Fig. 18c it is the initially larger right precipitate that dominates the late stages and it appears that the left particle will vanish entirely. One is tempted to call this case classical but an inspection of the evolution of the precipitate areas reveals clear nonclassical behavior. This is shown in Figs. 19c and d. The area evolution is nonmonotone and there are two times, approximately t ϭ 0.1 and t ϭ 0.5, where the areas of both precipitates are equal. Since these do not correspond to equilibrium configurations, the areas continue to evolve until the initially larger (right) particle devours the other. Surprisingly, for the times t Յ 0.5, elastic stabilization is achieved. At later times t Ͼ 0.5, however, the area evolution becomes monotonic and the right precipitate dominates. This ''oscillatory'' behavior is sensitive to the initial In (b) , the final configuration at t ϭ 2.05 is shown. In both (a) observed in the hard particle case. So far, we have found and (b), the tick marks are 1 unit apart. In (c), the early time evolution no way to predict a priori whether this oscillatory behavior of the precipitate areas is shown. In (d), the entire time evolution of the areas is shown.
will occur. Finally, note that as the left precipitate decreases Finally, these coarsening computations of two differently sized particles all take approximately 5 CPU hours on the Cray C90.
Case 4: Multiple Precipitates
As a final example, we present the equilibration of a system of many differently sized, arbitrarily placed precipitates. The precipitates are soft and the parameters are There is no applied strain. The evolution of the system until t ϭ 9.8 is shown in Fig. 22 . We simulate precipitate van-
FIG. 21.
The total, surface, and elastic energies are shown for the coarsening of two hard precipitates with (Fig. 20) and without (Fig. 18c) applied fields. tates. It certainly seems possible to do so in this simple two-particle system. However, when the system consists of many coarsening precipitates, the answer is not so clear. We do not address the question of using time-varying applied fields to achieve elastic stabilization in this paper. The potential for such stabilization will be discussed in a future work [25] .
A natural question about the computations in Figs. 18 and 19 is whether the differences in the coarsening behavior are reflected in the system energies. In Figs. 21a-c, we give the total, surface, and elastic energies for the hard precipitate case, both with and without the applied field. The shapes of the energy curves with and without the change for the individual particles; they also seem to be The misfits are either insensitive to the details of the process.
ishing by removing precipitates when their area drops be-contribution scales like L i . The fact that L i scales out of the surface energy means that removing the ith precipitate low 0.1. The effect of this procedure is discussed below.
As we saw in the previous computations, the precipitates necessarily causes a jump in Ẇ tot (t). Moreover, this jump could be quite large and depends on the behavior of L i (t) develop roughly elliptical shapes, depending on the direction of their largest principal misfit strain. Further, we as t Ǟ t c . The scaling of L i with t c Ϫ t in classical coarsening without elastic effects gives L i (t) ȁ (t c Ϫ t) 1/3 and so observe an overall classical coarsening behavior as large precipitates grow at the expense of smaller ones. Further, L i (t) ȁ Ϫ(t c Ϫ t) Ϫ2/3 . We expect that this scaling still holds in the presence of elastic effects since the surface energy is no significant precipitate translation or alignment occurs. In addition, no merging is observed. dominant for small enough precipitates. We will investigate this hypothesis in a future work [25] . Using these scalings Although boundary integral methods do not easily handle changes in topology, one can easily remove precipitates in Eq. (6.13) gives ''by hand'' when they become very small. Precipitate merging, on the contrary, is much more difficult to handle. Since our precipitates vanish before merging is seen, we focus Ẇ tot (t) ȁ Ϫ(t c Ϫ t)
here on their removal. It is well known that through the usual Gibbs-Thomson boundary condition, small precipi-
tates have an unphysically large effect on the evolution of (6.14) a multiparticle system [51] . As we show here, elastic effects could make their contribution even larger. This is seen by Thus, the contribution from the surface energy of the ith considering the energy of the system. From Section 2.3, precipitate blows up like Ϫ(t c Ϫ t) Ϫ2/3 as t Ǟ t c . The contrithe total finite part of the energy is given by bution from the elastic energy blows up as well, albeit at the less singular rate Ϫ(t c Ϫ t)
(6.10) (Ͱ, t) dͰ is bounded as t Ǟ t c . This shows that with the above assumptions and with Z fixed in time, the evolution W ⌫ scales like j L j and W el scales like j L 2 j . Suppose of the system, as defined through Ẇ tot , cannot be smoothly now that the ith precipitate becomes very small and van-continued through t ϭ t c . 3 We note that the nonsmoothness ishes at time t ϭ t c . Clearly, the energy varies continuously of Ẇ tot as t Ǟ t c is not restricted to two dimensions. In three through t ϭ t c . The time derivative of the energy, Ẇ tot , on dimensions, similar arguments show the surface energy the other hand, does not vary smoothly through t ϭ t c . This contribution is O(Ϫ(t c Ϫ t) Ϫ1/3 ) and the elastic energy conis seen as follows. From Section 2.3, the time derivative of tribution is O(1). the energy is given by An investigation of the energy evolution for our 16 precipitate computation clearly shows the behavior described Figs. 23a and b, the elastic and surface energies, respectively, are shown. The filled circles correspond to the times immediately after a precipitate is removed. As As the ith particle becomes very small, it typically becomes expected, the elastic energy appears to be smooth and the circular. This implies that surface energy is kinked. The small discontinuities observed in the surface energy (and hidden in the plot of the elastic energy) are due to the fact that small but finite sized (6.12) precipitates are removed. The total energy is shown in Fig.   24a and shows a similar behavior. The time derivative Ẇ tot is shown in Fig. 24b . We do not use filled circles in this for t near t c . Also G el i is independent of L i . Using (6.12) plot so that the discontinuities associated with precipitate in Eq. (6.11) gives vanishing can be clearly observed. Note that as expected, Ẇ tot drops sharply just before a precipitate vanishes (is
removed). Because precipitates are removed after their area drops below 0.1, their size when they are actually removed varies. Thus, the drops in Ẇ tot vary. Interestingly,
3 On the other hand, if one were able to introduce a surface tension Thus, the contribution to Ẇ tot from the ith precipitate is (through a different nondimensionalization) and and Z were allowed not necessarily small as the length L i scales out of the to vanish as t Ǟ t c , then it may be possible to obtain a smooth evolution.
We are currently experimenting with this approach.
surface energy contribution. Note that the elastic energy preconditioning technique based on small-scale decomposition of the elasticity integral equations. This decomposition explicitly removes the ill-conditioning of the discretized linear system and greatly reduces the number of iterations required to find a solution (using GMRES).
To update the interface positions, we use the approach of Hou, Lowengrub, and Shelley [17] , which removes the stiffness associated with tracking an interface with surface energy [11] . Thus, we are able to track the motion of many precipitate-matrix interfaces.
Simulations of a single precipitate indicate that growing and equilibrating precipitates have vastly different shapes. Growth shapes are dendritic and equilibrated shapes are squarish. This agrees qualitatively with recent experiments on nickel-based alloys. Simulations of multiparticle systems show that complicated interactions involving elastic inhomogeneities, misfit strains, and applied fields occur. For example, alignment, translation, merging, and coarsening of precipitates is seen.
The shapes we observe in both the single and multiparticle simulations are qualitatively similar to those calculated in elastically anisotropic, homogeneous systems. However, we find that inhomogeneity can play a crucial role in the details of the evolution.
FIG. 23.
The elastic and surface energies for the 16-particle computation shown in Fig. 22 . The filled circles correspond to times immediately after a precipitate is removed. after a precipitate is removed, Ẇ tot recovers so that the envelope of the curve appears continuous.
Finally, the 16 precipitate computation takes 15 CPU hours on the Cray C90.
CONCLUSIONS
In this paper, an efficient and spectrally accurate numerical method based on boundary integrals has been developed to study the evolution of multiphase microstructure in elastically stressed alloys. The method is based on solving diffusion and elasticity integral equations and tracking the positions of the precipitate-matrix interfaces. The elasticity and diffusion problems are coupled through a generalized Gibbs-Thomson condition. The precipitate and matrix phases are isotropic and linear elastic. The precipitate and matrix may have different elastic constants. Both misfit strains and applied fields are considered.
To solve the integral equations for diffusion, we use the approach of Greenbaum, Greengard, and McFadden [11] , which removes the ill-conditioning associated with multiple   FIG. 24 . The total energy and the time derivative of the total energy particles. The integral equations for elasticity are much for the 16-particle computation shown in Fig. 22. In (b) , we omit the filled circles to better show the discontinuities. more difficult to solve. To solve them, we develop a new
In future work, we will consider both elastic anisotropy the elastic energy density on the interface given by Eq.
(A.9) below. The term and surface energy anisotropy. We will also implement the fast multipole method [12] to increase computational performance; this will allow us to examine the kinetics of ϭ 1 Ϫ C P k g T (C P Ϫ C 0 ) (A.5) large, multiparticle systems.
is a thermodynamic parameter. T is the absolute tempera-ACKNOWLEDGMENTS ture, C P is the constant composition of the precipitate, and It is a pleasure to thank L. Greengard, R. James, R. Kohn, D. Meiron, k g (energy/mole-K) is the gas constant. Therefore has M. Shelley, T. Shield, and P. Voorhees for interesting discussions. We units length 2 In this appendix we give the dimensional equations for U ϭ C M Ϫ C 0 ⌳ , (A.6) the diffusion and elasticity problems and present the nondimensionalization that leads to Eqs. (2.1)-(2.4) for diffusion where and (2.13)-(2.21) for elasticity. We use tildes to denote dimensional quantities and we drop the tildes for dimensionless quantities.
⌳ ϭ C 0 L 0 . (A.7) Consider the diffusion problem first. The dimensional system of equations that applies to this problem is
We also take a time scale where U P ϭ (C P Ϫ C 0 )/⌳ and U I ϭ (C MI Ϫ C 0 )/⌳.
We must also choose a nondimensionalization for the elastic energy density G el , where
In these equations, C M is the (dimensionless) mole fracis found from the stresses ij (force/length or energy/ tion of the diffusing species in the matrix. Recall that we length 2 ) and strains ij (dimensionless) on both sides of assume diffusion occurs in the matrix phase only. C 0 is a the precipitate-matrix interface. We scale both G el and reference composition in the matrix corresponding to a the stresses ij by the shear modulus of the matrix, Ȑ M . flat two-dimensional interface in the absence of elasticity That is, [34] . The dimensional compositions (mole/length 2 ) can be found by multiplying C M and C 0 by the alloy density ij ϭ ij /Ȑ M (A.10) (mole/length 2 ). 4 Consistent with these definitions, j ȍ (mole/time) is the total flux into a fictitious circular outer
(A.11) boundary ⌫ ȍ with radius R ȍ and inward pointing unit normal n. Therefore, j ȍ (length 2 /time) corresponds to the time With this scaling, an isotropic two-phase system can be rate of change of the precipitate area. In Eq. (A. 
Since Re͕z(sЈ)/e iͰ ͖ ϭ x 1 (sЈ) cos Ͱ ϩ x 2 (sЈ) sin Ͱ, we obtain
with z ϭ R ȍ e iͰ . Corresponding expansions for D, E, and F are as follows: In summary, the finite part of the total elastic energy is As this is implemented with the discrete Fourier transform of real functions, it is sufficient to consider k Ն 0. Clearly, LˆϪ 1 (0) does not exist. This is because H where u lk and t ‫ء‬ lk are the fundamental solutions given by (const) ϭ 0. It is easy to modify the small scale decomposiEqs. (2.24) with ϭ P, M. Further, if ϭ M, then ⌫ j is tion so that LˆϪ 1 (0) is invertible, but we found it sufficient replaced by ⌫ and the additional subscript j is dropped.
to simply solve the k ϭ 0 system using the least squares In Section 3.2, we showed that technique.
For k Ն 1, direct calculation shows that A ϭ L ϩ R, (C.51) LˆϪ 1 (k) where R ϭ A Ϫ L is an infinite order smoothing operator and L ϭ (L 1,1,1 , ..., L 1,1,p , L 1,2,1 , In this appendix we briefly present the equations that result from a linear analysis about a growing circle of the where n ϭ 1, coupled diffusion-elasticity system given in Section 2. This calculation is done in [33] for a fixed far-field composition a 31 ϭ Z R 2 [2G 4 Ϫ 3G* (nϪ2)Ϫ4 Ϫ 3G (nϪ2)ϩ2 ϩ G 2 ], rather than a fixed far-field flux. The differences are relatively minor and we refer the reader to [33] for additional details.
where n ϭ 3, Consider the shape a n,n ϭ 1 R 2 [(n Ϫ 1)J Ϫ n(n 2 Ϫ 1)/R Ϫ nZG n ] r(Ͱ, t) ϭ R(t) ϩ Re ͫ where ͉b k (t)/R(t)͉ Ӷ 1 for all k and all quantities are calcua n,nϪ2 ϭ Z R 2 [G 2 Ϫ nG (nϪ2)ϩ2 ] lated to first order in b k /R. We find the normal velocity V of the interface to be a n,nϩ2 ϭ Z R 
