Maximum likelihood method is widely used for parameter estimation in high energy physics. To consider various systematic uncertainties, tens of or even hundreds of nuisance parameters (NP) are introduced in a likelihood fit. The constraint of a nuisance parameter and its impact on the parameter of interest (POI) will be the main concerns for a precise measurement. A fit involving many parameters is usually slow and it is even more time-consuming to investigate why a parameter is over-constrained or has a large impact. In this paper, we are trying to understand the reasons behind and provide simple formulae to estimate the constraint and impact directly. 
I. INTRODUCTION
Maximum likelihood method is widely used in high energy physics, such as the observation of the Higgs boson [1, 2] at the Large Hadron Collider (LHC). Typically in a measurement by ATLAS or CMS collaboration, we have to estimate tens of or even hundreds of systematic sources. They may affect the normalization or/and shape of the observable distribution differently. In practise, we introduce a nuisance parameter (NP) for each systematic uncertainty in the likelihood function. Due to many fitting parameters, it may take hours for one fit and even more time to understand the potential features presented in the fitting results.
For example, the post-fit uncertainty for a systematic source may be much smaller than its initial estimation. In other words, the corresponding nuisance parameter turns out to be over-constrained in the fit. Our measurement may be aggressive as the fit does not consider the full uncertainty. On the other side, we care about which systematic sources have large contribution to the uncertainty of the parameter of interest (POI). This is important if the data statistics is not the main limiting factor. In this paper, we are trying to understand why a parameter could be over-constrained or have a large impact on POI uncertainty on a more solid foundation. Meanwhile, we also present simple formulae to estimate the constraint and impact directly. It should be noted that advanced numerical methods have been developed to estimate them precisely. Our formulae will never be a substitute, but help us understand the physics reasons behind the fitting features.
In Section II, we start with a simple model based on number-counting experiments and introduce the definition of constraint and impact for a nuissance parameter. It is extended to a more realistic model in Section III. A toy experiment is performed for illustration in Section IV. The conclusion will be summarized in Section V.
II. A SIMPLE MODEL
Considering an experiment of couting number of events, let n be the observed number of events, b be the number of background events from Monte Carlo (MC) simulation and s be the number of signal events to be determined. For the background prediction, let δ be the MC statistical uncertainty, namely, b ± δ, and we introduce one systematic uncertainty,
where s is the parameter of interest; α and γ are two nuisance parameters as explained
δ 2 is a constant; P (n|λ) = λ n n! e −λ is the Poisson distribution function with the expectation value λ, G(x|µ, σ) =
is the Gaussian distribution function with mean µ and variance σ. The right-hand side of the equation is a product of three terms.
The first one is the Poisson probability of observing n events with the expectation s + b. The second term is to account for the background MC statistical uncertainty. It is considered by introducing a nuissance parameter γ and an auxillary experiment with the observed number of events m so that the original relative uncertainty δ b
is preserved. Thus the expectation s + b is replaced by s + γb. The third term is to include the estimation of the systematic uncertainty b ± ∆. This is done by introducing a nuisance parameter α which abides by the Gaussian distribution function with mean value 0 and variance 1 and replacing s + γb by s + γb + α∆. Ignoring the irrelavent constant terms, the log likelihood function is then
Maximizing the likelihood function leads to the following estimation.
Here a hatˆis added to represent the best-fit values.
Letting V denote the covariance matrix of the fitting parameters, the inverse of its estimation is related with the second-order derivatives of the log likelihood function evaluated at the best-fit values, as shown in the following equation [3] .
where θ i s denote the parameters (θ 1 , θ 2 , θ 3 ) = (s, α, γ). For this model, the inverse of V is
The diagonal elements of V give the uncertainty of the fitting parameters.
Based on the results above, let us introduce the definition of constraint and impact for a nuissance parameter studied in this paper. In this example, the nuisance parameter α corresponding to the systematic uncertainty ±∆ is not over-constrained asσ α = 1 where 1 is our initial estimation. We define the constraint of a nuisance parameter asσ
Ifσ α is much smaller than 1, we say α is over-constrained and we may worry because the uncertainty ±∆ is not fully considered. On the other side, ifσ α is higher than 1, it means larger uncertainty than initial estimation is considered. The latter case is usually not of our concern because the measurement is conservative. The POI uncertainty can be expressed as a quadrature sum, namely,σ
It has three parts, which represent the contribution from the data statistics, the systematic uncertainty (α) and the MC statistical uncertainty (γ), respectively. Takingσ s as a function of ∆ and δ, the impact on the POI ( s in this model ) of the nuissance parameter α, denoted byσ α s , can be defined asσ
III. A REALISTIC MODEL
Extending the model above to a case that a measurement is performed in distributions of an observable, we resort to the binned likelihood estimation and the likelihood function
where N is the number of bins; n i is the observed number of events in the i-th bin while Ignoring the constant terms, the log likelihood function is
Maximizing the log likelihood function will not give as simple results as in last section.
Let us consider a toy measurement with asimov data, namely n i = b i + s i , for all bins. This option will not change the conclusion in this paper as we are studying the uncertainty of the fitting parameters. The best-fit values are then
Letting the parameters are arranged in the order of µ, α, γ 1 , γ 2 , · · · , γ N , the inverse of the covariance matrix V is
To simplify the expression, the sign * is introduced with the definition x i * y i ≡
and the sign ⊗ is introduced with the definition
2 where the summation is over all bins. Let us analyse some matrix elements in the first place.
2 represents the signal significance compared to the statistical fluctuation indicated by the denominator √ n i . We expect that this term determines the measurement precision of the signal strength µ if no systematic uncertainties or MC statistical uncertainty is present.
2 represents the significance of the systematic uncertainty compared to the Poisson statistical fluctuation. If this term is big, we expect that α could be over-constrained and may have a large impact on the µ uncertainty.
2 represents the correlation of the signal shape and the systematic variation. If this term is big, it means that the systematic variation is kind of similar to the signal shape and we expect that α would have a large impact on the µ uncertainty.
• Similarly s i * b i or ∆ i * b i represents the correlation between the background shape and the signal shape or systematic variation in the i-th bin, respectively.
To obtain the covariance matrix itself, we decompose the inverse matrix into two parts, A and B.
with 1 being the identity matrix.
The matrix A contains all the diagonal elements and the correlation term s ⊗ ∆ while the matrix B contains all other non-diagonal elements. It should be mentioned that it is easy to calculate the inverse matrix of A.
Therefore the covariance matrix can be expressed in the following way.
where the fact that
To further simplify the expression, we introduce the following sub-matrices according to the vanishing blocks in V.
Here a 1 , a 2 and b are
and
Then V 1 is the covariance matrix for µ and α. From Eq. 14 and letting
we can show that
To make approximation, we write down the explict expression for X.
Here the sign⊗ is defined as x⊗y ≡ N i=1
. In Eq. 20, X is made diagonal assuming the non-diagonal elements are much smaller than the diagonal elements, namely, (s⊗∆) 2 << (s ⊗ s)(∆ ⊗ ∆). s ⊗ ∆ describes the correlation between signal shape and the systematic variation. Thus the approximation is reasonable because the signal shape is usually peaky while the systematic variation is random. We also emphasize that the approximation is only applied to X, not to a 1 in Eq. 19. Therefore, this correlation is still partly considered.
The diagnonal elements of V 1 give the uncertainty of µ and α. Defining⊗ as x⊗y ≡
, we havê
From Eq. 22, it turns out that the nuisance parameter could be over-constrained if the systematic variation is significant compared to the combination of the Poisson statistical fluctuation and the MC statistical uncertainty as indicated by the term ∆⊗∆ = N i=1
We also see that the correlation term s⊗∆ exists in both Eq. 21 and Eq. 22. This term is assumed to be much smaller than (s ⊗ s)(∆ ⊗ ∆) in the derivation. Using the Cauchy-Schwarz inequality, it is true that (s ⊗ ∆) 2 ≤ (s ⊗ s)(∆ ⊗ ∆). For a quantitative understanding, let us consider a simplified case where the signal events fall in a single bin, the background distribution is uniform and the systematic variation has the same absolute size in all bins.
It is easy to show that
We can see that this assumption is valid as long as the signal shape is peaky enough (as indicated by the factor of 1/N ). The correlation term is of little contribution to the constraint of α. The impact on µ uncertainty, however, is determined by this correlation as shown in Eq. 21.
In the model above, only one systematic source is considered. It is not difficult to extend it to the case of multiple systematic sources. The log likelihood function is
where M is the number of systematic items with M nuisance parameters α 1 , α 2 , · · · , α M .
With the parameter arranged in the order (µ, α 1 , α 2 , · · · , α M , γ 1 , γ 2 , · · · , γ N ), the inverse of the covariance matrix is
We can see that new elements
They represent the correlation between two different systematic uncertainties for i = j. We further assume that this kind of correlation is small ((
andσ
Assuming small correlation between signal shape and systematic variation, small correlation between different systematic items and small MC statistic uncertainty, Eq. 26 can be decomposed into three termsσ
and the individual terms arê
They represent the contribution to µ uncertainty from the data statistics, the systematic uncertainty (α j ) and the MC statistic uncertainty (γ), respectively. Eq. 30 and 31 are consistent with the definition of impact introduced at the end of Sec. II. Therefore they can be used to calculate the impact of different systematic sources.
In many ATLS and CMS measurements involved with fits, a pruning algorithm is usually applied before performing the fit. It is to prune those systematic uncertainties that are not important for the measurement target and thus to reduce the fitting time. The formulaes above can be used to develop new pruning algorithms. For example, we know the correlation
determines the impact on the POI uncertainty for a systematic uncertainty.
If it is smaller than a threshold or much smaller than the effect of MC uncertainty (estimated by Eq. 31), we can then safely ignore it.
IV. A PSEUDO EXPERIMENT FOR ILLUSTRATION
In this section, we present a pseudo experiment of searching for a resonance on a mass spectrum. The signal is simulated with a Gaussian distribution G(x|1000, 50) with the resonance mass 1000 GeV and mass resolution 50 GeV. We assume the width of the resonance is small compared to the mass resolution. Two background components are introduced and simulated with exponential distributions with the decay parameter 50 GeV and 250 GeV.
Each signal/background event is given a constant weight for simplicity. Table I summarizes the information for the signal and background models. They are also shown in Fig. 1 .
We introduce 5 nuisance parameters, where 3 NPs represent 3 shape-only systematic uncertainties (applied to both signal and background components) and 2 NPs represent 2 norm-only systematic uncertainties (applied to bkg1 and bkg2 separately). Here "shapeonly" means that the systematic item only affects the shape of the observable distribution while "norm-only" means it only affects the normalization. To implement the shape-only systematic uncertainties, we apply a random variation to the nominal distribution in each bin, where the random variation is generated with a Gaussian distribution with the mean 0 and different standard deviations. The name "Big/Medium/Small" labels the size of the systematic effect. In this example, they correpsond to a standard deviation of ∆n, 0.5∆n, and 0.1∆n respectively. Here ∆n denotes the statistic uncertainty in that bin. A normalization uncertainty of 10 % is applied to bkg1 and denoted by "NormBig" while that of 5 % is applied to bkg2 and denoted by "NormSmall". Table II summarizes all the systematic uncertainties. The envelope plots for the systematic uncertainties are shown in Fig. 2 and Fig. 3 . In these plots, the blue/red histogram represents the "high"/"low" variation for a systematic item. They represent the initial estimation of this systematic uncertainty. In addition, MC statistical uncertainty is also considered.
For this toy measurement, the fit is performed using a tool based on the HistoFactory [4] , where advanced numerical tools are used to determine the covariance matrix precisely. In Table III , the fitting results and the approximate calculations using the Eqs. 27, 29, 30 and 
where S i is the number of signal events in i-th bin; N nom i is the predicted total number of events; N high/low i is the total number of events corresponding to the systematic "high/low" variation.
We can see that only the ShapeSmall NP is mildly constrained while all others are overconstrained. The calculated constraint is consistent with that from the fit for the shape-only systematic uncertainties while this consistence is not very good for the norm-only systematic uncertainties. One of the reasons is that we are using a linear interpolation strategy instead of the exponential interpolation strategy used in the fit [4] when implementing the normonly systematic uncertainty. Taking the model in Sec. II as example, the linear interpolation
from that in linear interpolation). α ≈ α only if ∆/b is small and we can show that
The calculated impact is also fairly consistent with that in the fit although the correlation between different systematic items and the correlation between signal shape and the systematic variation are not fully considered. Especially, it should be noted that the calculation is able to indicate which systematic items would be important.
For example, ShapeMedium would have a larger impact than ShapeSmall as its size is bigger by our design. But from either the fit or the approximate calculation, its impact is smaller.
There are two reasons behind. One is that the ShapeMedium variation is larger and thus the corresponding NP is more constrained. The other is that the correlation between the signal shape and the ShapeSmall variation turns out to be bigger than the ShapeMedium variation. The latter point can be also seen by comparing the middle and right plots in Fig. 2 . Similarly, we find that the NormSmall systematic item has actually a larger impact than the NormBig systematic item.
In this psudo experiment, the norm and shape components of a systematic item are considered separately. But it is trivial to apply the calculation if a systematic item affects both the normalization and shape of the observable distribution.
V. SUMMARY
In summary, the constraint and impact on the POI of nuisance parameters in maximum likelihood method are studied. Based on simplified models, we find that a nuisance parameter will be over-constrained if the corresponding variation is large compared to the total statistical uncertainty (the combination of the Poisson statistic fluctuation and the MC statistic uncertainty). It will have a large impact on the POI uncertainty if the corresponding variation has a strong correlation with the signal shape. Assuming small correlation between different systematic uncertainties and small correlation between signal shape and systematic variation, simple formulae (Eqs. 26, 27, 29, 30, and 31) are derived to calculate the constraint and impact. A toy experiment is also performed and shows fair consistence between the calculation and that using the current fitting tool. In many measurements by ATLAS or CMS collaborations, complicated fits are involved and advanced numerical methods are developed to obtain the covariance matrix very precisely in the fitting tools. This study is not to provide a replacement of the numerical methods, but helps to cross-check the potential features in the fitting results in an easy and direct way. It can also help us to improve the pruning algorithms adopted in many fitting tools.
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