In questo lavoro, attraverso uno studio di simulazione, vengono messi a confronto alcuni stimatori per regressione nonparametrica della media di una popolazione finita. I risultati ottenuti consentono di valutare l'appropriatezza dei diversi metodi non parametrici in relazione alle caratteristiche della popolazione.
Introduction
Availability of auxiliary information to estimate parameters of interest of a survey variable has become fairly common: census data, administrative registers and previous surveys provide a wide and growing range of variables eligible to be employed to increase the precision of the estimation procedure for finite population parameters. A simple way to incorporate known finite population means (or totals) of auxiliary variables is through ratio and regression estimators. More general situations are approached by means of generalised regression estimation (Särndal et al., 1992) . However, these techniques refer to rather simple statistical models for the underlying relationship between the survey and the auxiliary variables: essentially a linear regression model. In this context, concern is mainly with an efficient prediction of the value taken by the survey variable in non sampled units, rather than with the interpretation of the relation between the variable of interest and the auxiliary ones. As a consequence, introduction of more general models and flexible techniques to obtain predictions seems of great interest, in particular when the auxiliary variables are known for each unit of the population.
Assuming a nonparametric class of superpopulation models ξ, kernel smoothing has been first proposed in order to obtain model-based estimators for the distribution function and for the total of a survey variable. Then, within a model-assisted framework, Breidt and Opsomer (2000) proposed a local polynomial regression estimator as a generalisation of the generalised regression estimator. However, even though multivariate auxiliary information might be accounted for in such an analysis, the problem of the curse of dimensionality would let this be seldom feasible because of the sparseness of the regressors in the design space. Extension to more than one auxiliary variable is more easily allowed by means of Recursive Covering (DART) as in Di Ciaccio and Montanari (2001) and by means of Generalized Additive Modelling (GAM) proposed by Opsomer et al. (2001) .
In this paper we employ different nonparametric methods to estimate the functional relationship between the survey and the auxiliary variables; predicted values are then used to obtain regression-type estimators within a model-assisted framework. A multivariate scenario is handled by means of Neural Networks (NNET), DART, Multi adaptive Regression Splines (MARS, Friedman, 1991) and GAM. The performance of the various estimators has been explored through a simulation study.
The empirical study
Consider a finite population U = {1,…,.N}. For each unit in the population the value of a vector x of Q auxiliary variables is available, for example from census data, administrative registers or previous surveys; hence, the vector
is known ∀i∈U. A sample s of elements is drawn from U according to a probabilistic sampling plan with inclusion probabilities π i and π ij , ∀i,j∈U. Let n be the size of the sample. The survey variable y is observed for each unit in the sample, hence y i is known ∀i∈s. The goal is to estimate the population mean of the survey
. The generalised regression estimator of the population mean,
is motivated by assuming a linear regression model for ξ, i.e. E ξ (y i ) = x i β β β β, where the last expectation is taken with respect to the model; estimates of β β β β are sought to account for the sampling plan.
Let us assume a more flexible model for ξ, i.e. E ξ (y i ) = f(x i ), where f(⋅) is a continuous function of the argument. Then, a general class of nonparametric regression estimators is provided by (Ranalli, 2003) . This is not assured for the estimators provided by the other approximating techniques. The simulation has been conducted in order to compare the behaviour of the various estimators in a multivariate setting. Regression functions have been generated as
where the number of auxiliary variables Q has been set equal to 3 and -each auxiliary variable x q , for q=1, 2, 3, has been generated from a Beta distribution with parameters g q and h q drawn from a uniform distribution in the interval [1;10]; -a, b 0 , b q (q=1, 2, 3) and c qq′ (q,q′=1, 2, 3) are randomly drawn from uniform distributions in the intervals [0;4], [-5;5] , [-5;5] and [-50;50] , respectively. 200 finite populations of size N=1000 were generated by first drawing the values of a, b 0 , b q , c qq′ , g q , h q , for all q and q′; secondly, conditionally on the latter, by extracting component obtained from equation (3) in order to have a constant variance equal to 8 for all populations; thirdly, by adding to the rescaled values of the systematic component f(x) i.i.d. N(0;2) errors: this implies that the signal to noise ratio takes value 4:1, by this ensuring that the signal will explain 80% of the total variability of y. The generated populations were grouped according to the value of the determination index R 2 for a linear regression of y on x 1 , x 2 and x 3 . The value of c qq′ for '≠ in (3) was appropriately rescaled to have populations with no interactions (I=0, i.e. an additive model), with interactions contributing for one third to the variance of the systematic component (I=1) and interactions contributing for two thirds (I=2). This setting allows to generate models with different levels of nonlinearity, with or without first order interactions and with different levels of asymmetry for the auxiliary variables.
For each population, 1000 simple random samples without replacement of size n=100 were extracted and the following estimators calculated: -y , the sample mean, i.e. the Horvitz-Thompson unbiased estimator; (Friedman, 1996) with the default trimming factor and with the minimum number of units in the terminal region and the approximating strategy in the terminal region (l=linear and c= constant) set as follows: (10, (⋅) is the Monte Carlo design mean squared error. In this way we compared the mean squared error of an estimator with that of the estimator that perfectly captures the behaviour of the signal, and whose left variation is only due to the irreducible error of the noise. Hence, the smaller the value taken by SMse is, the larger the efficiency of the estimator. The values of SMse for each estimator reported in Table 1 are averaged over populations with R 2 belonging to selected intervals and different level of interactions (I=0,1,2); each mean is coupled with the coefficient of variation of the averaged values.
Main results and conclusions
As expected, the efficiency of the generalised regression estimator is highly related to the value of R 2 in the population. GAM estimators are always the most efficient when an additive model has been employed to generate the population; in fact, values of SMse are stable and close to one in all cases except when the degrees of freedom are too few for non linear relationships. On the other hand, GAM's performance is extremely poor when interaction terms are used to generate the population values.
The efficiency of the other nonparametric estimators does not seem to be as affected by the presence of interactions. The performances of NN and MARS are quite similar, while DART is less stable when there are too few units for a local linear fit. GAM has shown to be superior and very efficient for additive models. However, when interactions are suspected another nonparametric method should be used. Moreover, when careful model selection cannot be conducted, NN can be recommended, since its efficiency seems to be the less affected by the choice of the tuning parameters. YˆM ARS 20 1.58 (11.6) 1.50 (7.1) 1.35 (10.4) 1.72 (7.9) 1.66 (9.0) 1.66 (10.8)
