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O contexto deste trabalho visa modelar a biomassa total de árvores por meio de 
técnicas de aprendizagem de máquina utilizando a linguagem de programaçãoJulia. 
A importância em quantificar a biomassa nas árvores está associada aos cenários de 
fixação de carbono, ciclagem de nutrientes, fins energéticos e também para avaliação 
do crescimento da floresta; contudoquantificar a biomassa de uma floresta é um 
desafio para os profissionais da área florestal, dada as dificuldades em mensurar essa 
variável. Usualmente, a biomassa é estimada por meio de equações de regressão, 
mas outras técnicas têm sido empregadas com objetivo de obter estimadores mais 
acurados, entre elas, técnicas de aprendizado de máquina. Nessa direção, foram 
propostos os seguintes objetivos: i) Aplicar e avaliar técnicas e algoritmos de 
aprendizagem de máquina: redes neurais artificiais, máquinas de vetores de suporte, 
florestas aleatórias e k-vizinhos mais próximos na modelagem de biomassa da 
espécie acácia-negra; ii) Comparar o melhor resultado de aprendizagem de máquina 
com equações de regressão, considerada como a técnica testemunha; e iii) realizar 
as modelagens utilizando a linguagem de programaçãoJulia. Para tanto, foram 
utilizadas duas bases de dados da espécie acácia-negra, uma para treinamento 
composta por 670 árvores e outra para validação com 96 árvores. Na modelagem, a 
biomassa foi tratada como a variável dependente, sendo que o diâmetro à altura do 
peito, a altura total e a idade foram as variáveis independentes. Floresta aleatória foi 
a melhor técnica de aprendizagem de máquina para modelar a biomassa de árvores 
de acácia-negra. Essa técnica também apresentou maior capacidade para estimar a 
biomassa de árvores para novos dados, quando comparado com as equações de 
regressão, portanto, é recomendada. Outra contribuição desse trabalho foi explorar a 
linguagem de programação Julia, demostrando seu potencial em problemas da 
Ciência Florestal.  
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The context of the present endeavor has the purpose of modeling Total Tree Biomass, 
by means of implementing Machine Learning Techniques, using the Programming 
Language referred to as, "Julia". The importance in quantifying Tree Biomass is 
associated with the following scenarios: carbon fixation, nutrient cycling, energy 
purposes and also for the evaluating of forest growth; however, achieving Forest 
Biomass Quantification is a challenge for professionals, who act in the realm of 
forestation, given the difficulties inherent in measuring this variable. Usually, Forest 
Biomass is estimated using regression related equations, but other techniques have 
come to the fore encumbering the minds of researchers, who have the goal of striving 
to obtain more accurate estimation techniques, among them being, Machine Learning 
techniques. In this regard, the following objectives have been proposed: i) 
implementing and evaluating techniques as well as Machine Learning algorithms: 
artificial neural networks, support vector machines, random forests and k-nearest 
neighbors, in the biomass modeling of the black acacia species; ii) Comparing Machine 
Learning best results with regression equations, which are considered as the baseline 
technique; and iii) Carrying out the modeling using the said Programming Language, 
Julia. Therefore; two databases have been used stemming from the black wattle 
species, one for training related purposes, consisting of 670 trees and another for 
validation purposes comprising 96 trees. In the modeling exercise, the Forest Biomass 
in question was treated as the dependent variable, while the Diameter at Breast Height 
(DBH), Total Height and Age were factored as the independent variables. The random 
forest was deemed as the best Machine Learning technique for the purposes of 
modeling the biomass of black wattle trees. The aforementioned technique also 
revealed a greater ability to ascertain the Tree Biomass for obtaining new data, when 
compared to regression related equation techniques and is; therefore, the 
recommended technique. Another contributing factor of this study was that it afforded 
exploration into the said Programming Language, Julia, by demonstrating the Former´s 
potential for tackling the problems of Forest Science itself, having inherently high IT 
related costs, such as, in the case of implementing  Machine Learning modeling 
techniques.  
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A biomassa florestal refere-se a toda massa vegetal existente na floresta ou 
apenas condizente à fração arbórea. A importância em quantificar a biomassa nas 
florestas é destacada por diversos pesquisadores e está associada aos cenários das 
mudanças climáticas e fixação de carbono (SANQUETTA et al., 2018a; DOLÁCIO et 
al., 2019; MARTINS et al., 2019), ciclagem de nutrientes (VAN BICH et al., 2018; DOS 
SANTOS et al., 2019; MOMOLLI; SCHUMACHER, 2019), fins energéticos e também 
para avaliação do crescimento da floresta (BEHLING et al., 2018; DE OLIVEIRA et al., 
2018; MOMO TAKOUDJOU et al., 2018; LAU et al., 2019). Ainda, a avaliação da 
biomassa é importante para os planejamentos industriais que demandam essa 
matéria-prima da floresta, assim como para silvicultores que geram renda com a venda 
da mesma. 
Quantificar a biomassa de uma floresta é um desafio para os profissionais da 
área florestal, dada as dificuldades em mensurar essa variável. É um processo 
laborioso e com custo elevado em relação à outras variáveis biométricas em uma 
floresta (BEHELING et al., 2019; DURANTE et al., 2019; OTA et al., 2019), como por 
exemplo, diâmetro à altura do peito, altura, diâmetro de copa e o volume do fuste, isso 
para cada árvore. Por causa disso, o uso de modelos de regressão para estimar a 
biomassa a partir dessas variáveis é a prática comum (DEBASTINI et al., 2018; 
OTERO et al., 2018; FIGUEIREDO; FIGUEIREDO, 2019; SHERRY et al., 2019).  
A regressão é a técnica padrão de ajuste de modelos para as variáveis 
dendrométricas. Entretanto, devido à sua baixa flexibilidade e rigidez, especialistas na 
área buscam alternativas que possam se beneficiarde técnicas avançadas na 
computação (como a aprendizagem de máquina), bem como fazer uso das variáveis 
de diferentes naturezas em suas bases de dados, o que não é possível com a 
modelagem baseada em regressão (SANQUETTA et al., 2011, DA SILVA et al., 2013, 
SANQUETTA et al., 2016a). Ainda, em diversas situações, esses pesquisadores 
relatam a dificuldade de atender condicionantes da análise de regressão, o que 
originou mais um motivo para a busca de métodos não paramétricos, dado pelas 
técnicas de aprendizagem de máquina. 
Nos últimos anos, pesquisas na área florestal fizeramo uso de novas 
alternativas para modelar a biomassa, buscando obter estimativas mais acuradas. A 




(2013), Kankare et al. (2013), Zhu e Liu (2015), Montaño et al. (2017), Behling et al. 
(2019) e Azizi (2019). Nota-se, por meio dessas pesquisas, o uso de diferentes 
técnicas de Aprendizagem de Máquina, uma subárea dainteligência artificial com a 
finalidade de realizar tarefas por meio da experiência em problemas anteriores 
(MITCHELL, 1997). 
Na área florestal, as técnicas de Aprendizagem de Máquina mais comumente 
utilizadas são: redes neurais artificiais (DOS REIS MARTINS et al., 2016; CAMPOS 
et al., 2017; COSTA FILHO, 2019), k-vizinhos mais próximos (SANQUETTA et al., 
2018b; SILVA et al., 2018; COSTA FILHO, 2019), florestas aleatórias (SILVA et al., 
2017; SCHILOWSKI et al., 2018; COSTA FILHO, 2019) e máquinas de vetores de 
suporte (CORDEIRO et al., 2015; BINOTI et al., 2016; COSTA FILHO, 2019).As 
aplicações dessas técnicas, frequentemente, são realizadas por meio dos softwares 
WEKA, NEUROFOREST e linguagem de programaçãoR. 
 Recentemente, uma nova linguagem de programação foi desenvolvida, 
denominada Julia, com intuito de apresentar facilidadede uso para os profissionais 
não familiarizados com a programação de computadores e que precisam de bom 
desempenho no processamento dos dados.Sendo assim, uma das contribuições 
desse trabalho é explorar e possibilitar aos pesquisadores da área florestal o uso da 
linguagem de programação Julia, como forma de disponibilizar ao pesquisador da 
área (geralmente com pouca experiência na área de programação) uma linguagem de 
programação que possa fazer uso de técnicas de aprendizagem de máquina na 
computação científica para análise de dados. 
Mesmo a Ciência Florestal apresentando softwares e linguagens de 
programação consolidadas para realizar seus procedimentos, alternativas são 
necessárias. Sendo a linguagem Juliapromissora, apresenta características que 
tendem a suprir as necessidades dos pesquisadores. 
Contudo, apesar dos esforços para a elaboração de materiais didáticos para 
o ensinamento da linguagem de programação Julia, como encontrado em Sherrington 
(2015), Joshi (2016), Joshi e Lakhanpal (2017), Salceanu (2018a), Voulgaris (2016) e 
Balbaert (2016), não há materiais direcionados para a aplicação dessa linguagem na 
área da Ciência Florestal, o que diminui sua atratividade para os Engenheiros 





1.1 DEFINIÇÃO DO PROBLEMA 
 
Como anteriormente evidenciado, este trabalho une três problemas:  
 
i) Modelar a biomassa de árvores; 
ii) Realizar as modelagensempregando técnicas de aprendizagem de 
máquina; 
iii) Efetuar os processamentos utilizando a linguagem de programaçãoJulia. 
 
A expectativa com este trabalho é despertar a curisodidade nos Engenheiros 
Florestais para com as possibidades que a linguagem de programação Julia fornecesse. 
Em sua maioria os Engenheiros Florestais enfrentam dificuldades de lidar com 
programação, especialmente porque disciplinas voltadas para computação são escassas 
em suas grades curriculares. Ao analisar a estimativa da biomassa, expera-se que a 
aprendizagem de máquina seja mais generalista que a regressão apresentada na técnica 
testemunha. 
 
1.1.1 Modelagem da biomassa de árvores com aprendizagem de máquina em 
linguagem de programação Julia 
 
Como já mencionado, a biomassa florestal tem sido estudada com propósitos 
variados, dentre eles, ciclagem de nutrientes, fins energéticos, aspectos funcionais da 
floresta e avaliação de seu crescimento e por fim, no âmbito de fixação de carbono 
devido os problemas enfrentados com os cenários de mudança climática mundial. 
Trabalhos como o de Golley et al. (1978), Haag (1985), Fonseca et al. (2018), 
Ferreira et al. (2019) e Phillips et al. (2019) indicam que o acúmulo de biomassa difere 
entre os ecossistemas. Essa variação pode ser decorrente de fatores ambientais e 
dos próprios fatores inerentes à planta (BARNES et al., 1998), bem como das 
condições edafoclimáticas de cada ambiente (HAAG, 1985). O acúmulo de biomassa 
é impactadopor fatores que afetam a fotossíntese e a respiração (KOZLOWSKI; 
PALLARDY, 1996), o que demonstra a complexidade em se analisar informações de 
estoque de biomassa de uma floresta. 
Assim, obter dados de biomassa de uma floresta se torna oneroso e moroso, 




prática de serem feitas estimativas de suas informações. Dessa forma, a modelagem 
da biomassa de árvores tornou-se usual, utilizando variáveis dendrométricas de mais 
fácil obtenção. Assim, a aplicação da modelagem viabiliza os inventários de biomassa, 
uma vez que reduz essencialmente os custos. 
Por sua natureza, a regressão linear analisa apenas relações lineares entre 
variáveis dependentes e independentes. Isto é, pressupõe que existe uma relação 
direta entre eles. O que nem sempre é correto, visto que relações entre variáveis 
depentes como biomassa e variáveis indepentes como diâmetro e altura são não-
lineares. A regressão linear analisa uma relação entre a média da variável dependente 
e as variáveis independentes. 
Os modelos não-lineares são capazes de acomodar uma grande variedade 
de funções médias, embora cada modelo não-linear apresente menor flexibilidade d 
que os modelos lineares. Outra dificuldade desses modelos é a falta de soluções 
analíticas para estimar os parâmetros. Sendo assim, a escolha do modelo é crucial. A 
escolha de um modelo com parâmetros com significado biológico faz com que o 
processo de escolha de valores iniciais seja mais fácil, porque os valores de partida 
podem geralmente ser facilmente determinada por inspeção visual dos dados. 
Contudo, alternativas são necessárias em virtude das limitações encontradas 
nos modelos de regressão, geralmente tendem a serem pouco flexíveis, 
implicandonas análises estatísticas e de comparação (BASKERVILLE, 1972; 
SANQUETTA et al., 2011). Outra limitação é a complexidade em ajustar modelos com 
muitas variáveis independentes, comumente encontrado nos problemas da área 
florestal (SANQUETTA et al., 2016a). 
Nessa direção, profissionais da área florestal estão dedicando esforços com 
o objetivo de melhorar a acurácia dos estimadores de biomassa bem como encontrar 
novas alternativas para modelagem. Isso tem feito que esses profissionais se 
aprofundem em áreas importantes da computação, como a programação de 
computadores, bem como subáreas avançadas, como otimização e aprendizagem de 
máquina. 
Tradicionalmente, os Engenheiros Florestais têm realizado suas análises em 
softwares não livres, como Excel, SPSS e SAS. Recentemente, a linguagem de 
programação R tem ganhado destaque na área florestal. A linguagem de 
programaçãoR é de livre acesso e código aberto, com uma gama extensa 




edição de gráficos, entre outras. Por esses e outros aspectos positivos, na maioria 
das universidades tem-se optado pelo uso da linguagem de programação R. Outras 
linguagens de programação, como C e Java, também têm sido utilizadas, 
principalmente por engenheiros mais familiarizados com computação. 
Neste trabalho será usado uma linguagem de programação pouco explorada 
na Ciência Florestal. Optou-se por não realizar comparações entre os aspectos 
positivos e negativos das linguagens. Visto que a ideia da linguagem de 
programaçãoJulia não é ser uma competidora das demais, aliás, tem como objetivo 
maximizar os pontos positivos de cada uma e unir esforços para aperfeiçoar a 
computação numérica. Essa característica é notória quando se observa a integração 
com as bibliotecas de outras linguagens. 
Conforme descrito por Joshi eLakhanpal (2017), a linguagem de programação 
Julia consegue unir performance com programação dinâmica, ser de fácil leitura e 
codificação como a Python e apresentar bom desempenho como oC. Assim, existe 
uma expectativa que a linguagem ofereça uma combinação de desempenho e 
produtividade e uma perspectiva de facilitar a computação científica para análise de 
dados. Daí sua importância de aplicarna área florestal, que muitas vezes lida com 
modelagem em bases com um grande conjunto de dados, ou mesmo, problemas de 
otimização complexos. A aprendizagem de máquina exige esforço computacional 




Dado os resultados da avaliação de acurácia em outros trabalhos de pesquisa 
referente a aplicação de técnicas de aprendizagem de máquina foi proposta a seguinte 
hipótese: Técnicas de aprendizagem de máquina estimam a biomassa de maneira 
mais acurada que os modelos de regressão, uma vez que são mais flexíveis, podendo 
conciliar variáveis quantitativas e qualitativas e possuem maior capacidade de extrair 
e generalizar as informações das bases de dados quando comparados com os 
modelos alométricos tradicionais. 
Dado que Juliaé uma linguagem com tipagem dinâmica de alto nível e 
comfoco em programação científica numérica, foi proposta a seguinte hipótese:a 
linguagem de programação Julia é apropriada para ser utilizada na modelagem de 




matemáticas e estatísticas, alta precisão dos valores numéricos, facilidade para 
integrar com bibliotecas de outras linguagens, os códigos possuem mecanismos para 
facilitar o seu entendimento, a ideia do programador é expressa utilizando poucas 




1.3.1 Objetivo geral 
 
O objetivo geral deste estudo foi avaliar técnicas de aprendizagem de 
máquina na modelagem de biomassa da espécie acácia-negra com uso da linguagem 
de programaçãoJuliae comparar os resultados com equações de regressão. 
 
1.3.2 Objetivos específicos 
 
i. Aplicar e avaliar técnicas de Aprendizagem de Máquina: rede neural 
artificial, máquinade vetor de suporte, floresta aleatória e k-vizinhos 
mais próximos em dados de acácia-negra para estimar a biomassa 
total; 
ii. Comparar o melhor resultado de Aprendizagem de Máquina com 
equações de regressão, considerada como a técnica testemunha; e 





2 REVISÃO DE LITERATURA 
 
2.1 BIOMASSA FLORESTAL 
 
O crescimento da demanda por produtos florestais exige dos profissionais da 
área florestal o aprimoramento de técnicas para quantificar a quantidade da matéria 
prima em florestas plantadas. Pode-se destacar que a biomassa do fuste constitui 
ainda a principal matéria prima das florestas plantadas. 
O crescimento de uma determinada floresta é o resultado do saldo de 
biomassa acumulada pela árvore (MACHADO; FIGUEIREDO FILHO, 2003). Martinelli 
et al. (1994) descrevem biomassa como a quantidade expressa em massa do material 
vegetal proveniente de uma floresta. Já Sanquetta et al. (2002) afirmam que o termo 
biomassa florestal pode significar a biomassa total existente na floresta ou apenas a 
fração arbórea da mesma, podendo ser empregado o termo fitomassa florestal ou 
fitomassa arbórea.  
Em termos práticos, a biomassa florestal ainda apresenta a denotação para 
massa verde ou massa seca, sendo que, massa verde é considerada o material fresco 
amostrado, apresentando porcentagem de água; já massa seca, à biomassa é obtida 
após secagem do material em estufa (CALDEIRA, 2003). 
A partição da biomassa nos componentes da árvore varia conforme a espécie, 
fase de desenvolvimento, estado nutricional, condições edafoclimáticas, assim como 
a constituição química (LARCHER, 2006; RATUCHNE et al., 2016). O primeiro autor 
ainda descreve que a biomassa arbórea é composta, aproximadamente, por 50% de 
carbono, 43% de oxigênio, 6% de hidrogênio e 1% por nutrientes. 
Um importante aspecto da biomassa florestal é a sua quantificação, com a 
finalidade de saber a ciclagem de nutrientes, crescimento e produção, capacidade 
energética e informações para estudos de estoque de carbono (SANQUETTA et al., 
2014b; RATUCHNE et al., 2016; BEHLING et al., 2019). Tais estudos possuem 
importância para auxiliar na tomada de decisões no manejo dos recursos florestais 
(PÁSCOA et al., 2004; SANQUETTA et al., 2014b; SANQUETTA et al., 2015). 
A quantificação da biomassa para fins energéticos tem sido uma atividade 
importante para os Engenheiros Florestais, porque a sua utilização como fonte 
energética tem sido incentivada nas últimas décadas em razão de aspectos 




de se mitigar as emissões de gases do efeito estufa, reduzir o consumo de fontes não 
renováveis e proteger as florestas nativas (FAO, 2011; PAYN et al., 2015). Pelo 
aspecto econômico e energético, fatores como as fortes oscilações nos preços dos 
combustíveis fósseis, a busca por maior segurança energética e o desenvolvimento 
tecnológico da exploração de recursos renováveis têm incentivado a geração de 
energia a partir da biomassa florestal oriunda de florestas plantadas (VITAL et al., 
2013; ZHANG et al., 2015).  
De acordo com Vieira et al. (2008), a quantificação da biomassa pode ser feita 
por métodos de análise destrutiva, com o abate das árvores e coleta de amostras, e 
também a análise não destrutiva, com o uso de métodos estimativos, sendo a 
regressão o mais usual. A modelagem alométrica relacionam a variável dependente 
biomassa, com variáveis comumente medidas em campo nos trabalhos de inventário 
florestal (SANQUETTA et al., 2014c). 
Como alternativa para o método convencional de estimar biomassa, já 
consolidado, os métodos de regressão por aprendizagem de máquina vêm produzindo 
resultados promissores (CUNHA et al., 2015; MIGUEL et al., 2015; DOLÁCIO et al., 
2019). 
O método indireto para quantificar a biomassa de árvores é predominante em 
empresas e instituições de pesquisas. Dessa forma, tal informação suporta o 
planejamento e a tomada de decisão (ASSIS et al., 2015), comprovando a importância 
do método para planejamentos florestais. Nesse sentido, é importante que seja dada 
continuidade nos estudos de métodos para modelar a biomassa, como é o caso da 
aplicação das técnicas de aprendizagem de máquina. 
 
2.2 INTELIGÊNCIA ARTIFICIAL 
 
A Inteligência Artificial é definida como uma área de estudo preocupada com 
a construção e representação de entidades inteligentes (RUSSEL; NORVIG, 2009).  
Esse termo começou a ser empregado na década de 50, com o encontro de 
pesquisadores de diversas áreas, como físicos, matemáticos, biólogos, engenheiros 
e cientistas da computação, noDartmouth College nos Estados Unidos. Contudo, o 
início dos estudos de Inteligência Artificial se deu em 1943 e constituiu-se na 




Entre as ciências básicas, tem sido usada em matemática, química e em física 
quântica. Carrasquilla e Melko (2017) utilizaram redes neurais artificiais para ensinar 
um computador a reconhecer diferentes fases da matéria e localizar as transições de 
fase associadas. A física da matéria condensada é o estudo do comportamento 
coletivo de conjuntos infinitamente complexos de elétrons, núcleos, momentos 
magnéticos ou átomos. Essa complexidade se reflete no tamanho do espaço de 
configuração que cresce exponencialmente com o número de partículas e a 
Inteligência Artificial é uma ferramenta que pode trabalhar com grandes quantidades 
de dados (CARRASQUILLA; MELKO, 2017).No mercado corporativo, aplicações da 
Inteligência Artificial são encontradas em: finanças, medicina, meteorologia, 
agricultura, engenharias, design gráfico, setor de web e o setor industrial. 
Na área florestal, inovações em pesquisas com o uso de Inteligência Artificial 
podem ser observadas nos exemplos: Nunes e Görgens (2016) modelou a conicidade 
de árvores em complexos mosaicos de vegetação; Montaño et al. (2017) modelou a 
biomassa de florestas tropicais; Sakici e Günlü (2018) usou atributos de povoamentos 
a partir de dados de satélite; Sanquetta et al. (2018b) para estimar o volume do fuste 
e Nitoslawski et al. (2019) usou a Inteligencia Artificial no setor de paisagismo urbano. 
Ressalta-se que várias outras modelagens na Ciência Florestal foram realizadas, 
inclusive anteriormente a esse período por outros pesquisadores. 
 
2.2.1 Métodos de aprendizagem de máquina 
 
Russel e Norvig (2009) descrevem que a partir da década de 70 técnicas 
baseadas em Inteligência Artificial começaram a ser utilizadas de forma mais ampla 
na solução de problemas reais. Neste ponto, a Inteligência Artificial deixou de 
apresentar um viés puramente teórico para ganhar um aspecto prático. Boa parte dos 
problemas práticos resolvidos por técnicas de Inteligência Artificial eram, e ainda são, 
os que faziam uso de conhecimento de um determinado domínio para que se fossem 
feitas inferências, descobertas e conclusões a partir de informações fornecidas para 
o sistema. 
Isso fez surgir uma subárea da Inteligência Artificial, denominada 
Aprendizagem de Máquina (MITCHELL, 1997) com viés ao estudo de técnicas 
computacionais sobre o aprendizagem e a construção de sistemas capazes de agir 




A aprendizagem de máquina pode ser vista como a inferência automática de 
alguns conceitos partindo de exemplos rotulados sobre o conceito a ser aprendido 
(MITCHELL, 1997). As técnicas de aprendizagem de máquina utilizam um princípio 
de inferência denominado de indução, em que as conclusões gerais emergem a partir 
de um conjunto de exemplos. Nesse âmbito, a aprendizagem supervisionada é um 
dos principais enfoques da indução, onde o sistema de aprendizagem deduz o 
conhecimento pela observação do seu ambiente (MALLOF et al., 2000). 
Por outro lado, quando os dados não estão rotulados, a aprendizagem é 
denominada não supervisionada, e o objetivo é encontrar padrões usando alguma 
técnica de agrupamento ou associação. Na Figura 1 estão sumarizados alguns 
aspectos da aprendizagem de máquina (MITCHELL, 1997). 
 
FIGURA 1 – APRENDIZAGEM SUPERVISIONADA E NÃO-SUPERVISIONADA 
 
FONTE: O autor (2020). 
A aprendizagem supervisionada consiste em uma operação para uma 




















aprendizagem buscará meios para chegar nas respostas. Mitchell (1997) define que 
os conjuntos de dados de entrada nesse contexto também são chamados de 
conjuntos de dados rotulados (labeled data). As técnicas classificadas nessa categoria 
se concentram no estabelecimento de uma relação entre os atributos de entrada e 
saída e usam essa relação especulativamente para gerar uma saída para novos 
pontos de dados de entrada. 
Já na aprendizagem não-supervisionadaum dos objetivos é encontrar a 
estrutura nos dados em relação ao mapeamento de construção entre os atributos de 
entrada e saída, sendo que os atributos de saídas não estão definidos. As técnicas 
definidas para essa função operam em um conjunto de dados não rotulados. 
Na aprendizagem por reforço, usada principalmente na robótica e em 
problemas de controle, o aprendizado acontece por tentativa e erro (recompensas ou 
punições) ao atuar sobre um ambiente com propriedades de Markov. Desta maneira, 
não é necessária uma entidade externa que forneça exemplos ou um modelo a 
respeito da tarefa a ser executada: a única fonte de aprendizado é a própria 
experiência da máquina, cujo objetivo formal é adquirir uma política de ações que 
maximize seu desempenho geral (SUTTON; BARTO,1998). 
Dentre as técnicas para a geração de modelos de aprendizagem, destacam-
se: máquina vetor de suporte, rede neural artificial, floresta aleatória e k-vizinhos mais 
próximos. Essas técnicas de aprendizagem são as mais aplicadas na resolução de 
problemas de aprendizagem supervisionada na área florestal,visto que suas 
características e flexibilidade possibilitam o uso e resultados satisfatórios na 
estimativa de variáveis dendrométricas1 e por esses motivos serão usadas na 
presente pesquisa.  
 
2.2.1.1 Rede Neural Artificial 
 
Uma rede neural artificial (Artificial Neural Network) é um modelo 
computacional biologicamente inspirado, constituído por elementos de 
processamento simples (nós ou neurônios artificiais) com a habilidade de aplicar 
determinada função matemática aos dados (função de ativação) produzindo uma 
resposta singular, sendo dispostos em camadas e ligados entre si, e essas conexões, 
_______________  
 




geralmente, são associadas a coeficientes denominados de pesos (MCCULLOCH; 
PITTS, 1943; HOPFIELD, 1982; KOHONEN, 1982; HAYKIN; VEEN, 1999). Esses 
pesos são ajustados por um processo denominado treinamento ou aprendizagem, que 
fará a atualização dos pesos entre os neurônios (HAYKIN, 2001). 
De modo geral, redes neurais artificiais necessitam de um período de 
treinamento, ajustes finos dos parâmetros e pode ser de difícil interpretação, muitas 
vezes não sendo possível identificar de forma clara a relação entre a entrada e a saída 
(HAYKIN; VEEN, 1999). A figura 2 ilustra os principais elementos que compõe um 
neurônio artificial. 
FIGURA 2 – ESTRUTURA DE UM NEURÔNIO APRESENTANDO OS SEUS VALORES DE 
ENTRADA, SEUS PESOS, O SOMATÓRIO REALIZADO E A FUNÇÃO DE ATIVAÇÃO QUE 
RESULTA NA SUA SAÍDA. 
 
FONTE: adaptado de Haykin (2001). 
  
Haykin (2001) descreve que um neurônio recebe valores e retorna um 
resultado. Os valores de entrada são ponderados, combinados, somados e passam 
por uma função matemática . Assim, sendo o vetor  a entrada de 
um neurônio e o vetor  representa os pesos aplicados a cada 









Haykin (2001) define que a função de ativação  pode ser de vários tipos, 
sendo as mais utilizadas a linear, limiar e sigmoidal. Funções lineares implicam no 
retorno de múltiplos de . As funções limiares, que foram empregadas nos neurônios 
de McCulloch e Pitts (1934), definem quando o resultado é 0 ou 1 (ou -1), através de 
um valor limite. E a função sigmoidal representa uma aproximação contínua e 
diferençável da função limiar. 
Os neurônios podem estar dispostos em uma ou mais camadas. Um neurônio 
receberá como entrada as saídas dos neurônios da camada anterior e sua saída são 
colocadas na próxima camada. A camada do resultado é denominada de saída, já as 
demais camadas são ocultas (Figura 3) (HAYKIN, 2001). 
FIGURA 3 – ARQUITETURA HIPOTÉTICA DE UMA REDE NEURAL ARTIFICIAL DE MÚLTIPLAS 
CAMADAS. 
 
FONTE: Haykin (2001) 
 
Cybenko (1989) afirma que para problemas não linearmente separáveis deve-
se usar uma oumais camadas ocultas.O autor ainda descreve que redes 
multicamadas, como a Multilayer Perceptron (MLP), usam funções não-lineares em 
suas camadas ocultas, como a função sigmoidal. Em problemas de classificação, 




não será discretizada e é retornado um valor decimal. Em geral, as MLP possuem 
cada neurônio de uma camada conectado a todos os neurônios da próxima camada. 
Um dos algoritmos para aprendizagem de redes neurais artificiais MLP é o 
backpropagation, que ganhou popularidade na década de 80 (WERBOS, 1990). Esse 
algoritmo realiza o aprendizado pela correção de erros, em duas fases, a forward que 
se movimenta para frente e a backward que se movimenta para trás. Na fase forward, 
os neurônios calculam os valores com as ponderações específicas, e a função de 
ativação produz um valor de saída. O resultado da fase é checado com o resultado 
esperado e esta diferença é o erro que a rede apresenta. Já na fase backward, utiliza-
se o erro cometido pela rede para ajustar os pesos dos neurônios (WERBOS, 1990; 
HAYKIN, 1998). O processo matemático é descobrir o quanto cada neurônio influencia 
no erro total da rede. Isto é, dado um peso  de alguma conexão na rede, calcula-se 
a derivada parcial do erro total da rede com respeito à  (3) e para cada peso  







Em que,  é a taxa de aprendizado. 
As redes vêm sendo aplicadas na modelagem de relações envolvendo séries 
temporais complexas em várias áreas do conhecimento, tais como: evapotranspiração 
(DEO; SAHIM, 2015), previsão de safras agrícolas (EMAMGHLIZADEH et al., 2015), 
geoestatística (DAI et al., 2016), engenharia de pesca (YU et al., 2006), radiação solar 
(LYRA et al., 2016). Na área florestal, as aplicações são direcionadas a modelagem 
do volume do fuste de árvores (MARQUES DA SILVA et al., 2009; BINOTI et al., 2014; 
BINOTI et al., 2015), altura (BINOTI et al., 2013; VENDRUSCOLOet al., 2015), 
afilamento (DOS REIS MARTINS et al., 2016), volume (DOS SANTOS et al., 2018; 
TAVARES JÚNIOR et al., 2019) e biomassa (VAHEDI, 2016). 
 





Floresta Aleatória é um modelo de aprendizagem baseado em árvores de 
decisão, que pode ser usado tanto para classificação e regressão(BREIMAN, 2001). 
O algoritmo para induzir uma floresta aleatória foi desenvolvido por Leo Breiman e 
Adele Cutler. O termo originou-se de florestas de decisão aleatória (Random Decision 
Forest) que foram propostas pela primeira vez por Tin Kam Ho, do laboratório Bell, em 
1995. 
Cada árvore utilizada na floresta aleatória é uma árvore de regressão que 
treina um número parametrizável de atributos, tomados de forma aleatória em cada 
treinamento, para sua construção. Sendo que essa árvore é conhecida como árvore 
aleatória (Random Tree) (BREIMAN, 2001). 
Após o treinamento da floresta, as predições  de valores não usados  são 
feitas por meio da equação 5, que para regressão é a média dos valores obtidos em 





Em que  é o número de árvores. 
Gollapudi (2016) define que para uma floresta aleatória com  árvores, o 
treinamento dos classificadores (ou regressores) da árvore de decisão é feito da 
seguinte forma: 
 Semelhante à técnica de ensacamento (Standard Bagging Technique), 
de modo que uma amostra de  compartimentos é definida com uma 
substituição aleatória para criar um subconjunto (subset) dos dados que 
representa cerca de 62 a 66% do conjunto abrangente. 
 Para cada nó tem-se a necessidade: 
 De selecionar as variáveis preditoras  de modo que a variável 
identificada dê a melhor divisão, sendo essa uma divisão binária. 
 Para o próximo nó, deve-se escolher outra variável dentre as  
variáveis para que o processo se repita no próximo nó. 
 O valor de  pode variar:  




 No método de ensacamento de Breiman (Breiman’s Bagger)  
assume o valor do número total de variáveis preditivas. 
 Para florestas aleatórias,  é menor que o número de variáveis 
preditoras e pode levar três valores: ,  e . 
 Dessa forma, para cada nova entrada na floresta aleatória para previsão, 
o novo valor será percorrido por todas as árvores e uma média, média 
ponderada ou maioria de votos é usada para obter o valor previsto. 
 
Na Figura 4 está ilustrado uma representação de uma floresta aleatória, onde 
os valores de entrada são apresentados em todas as árvores da floresta. Os valores 
adquiridos são então consolidados pela da média, que é o valor final predito pela 
floresta. O intuito é aumentar a variância do conjunto e reduzir o viés dos estimadores, 
levando a um melhor modelo do que se fossem usadas árvores isoladas. Isso significa 
que enquanto predições usando-se somente uma árvore são sensíveis a ruído no 
conjunto de treinamento, a média de várias árvores não é, por causa da não 












FIGURA 4 – ESQUEMA DE FUNCIONAMENTO DE UMA FLORESTA ALEATÓRIA. A ENTRADA É 
APRESENTADA A TODAS AS ÁRVORES DA FLORESTA E O RESULTADO DA PREDIÇÃO É A 





FONTE: Adaptado de Breiman (2001). 
 
Além de se conseguir amostras do conjunto de treinamento, a técnica de 
floresta aleatória também obtém amostras do conjunto de características, para 
elaboração da árvore. Este processo é chamado de bagging de características 
(feature bagging). A finalidade é reduzir a correlação entre as árvores geradas e para 
árvores de regressão de características, Hastie et al. (2003) recomenda 3 como 
número de características em cada árvore.  
Segundo Bhuschjäger et al. (2018), a aplicação de florestas aleatórias tornou-
se importante em várias áreas, como: classificação em tempo real de objetos celestiais 
em astrofísica, detecção de pedestres em tempo real, análise 3D de face em tempo 
real, classificação de sinais sonoros em tempo real, nano sensores, etc. Além de tais 
usos, os autores descrevem a aplicação do método para a avaliação em tempo real 
pelo esquadramento de árvores. Kilham et al. (2019) descrevem o uso de florestas 
aleatórias para gerar previsões de colheita a partir de inventários florestais. 
Na área florestal são aplicadas em problemas de sensoriamento remoto 
(PEERBHAY et al., 2015; DEKLERCK et al., 2017; ORTIZ-REYES et al., 2019), 
ecologia (FOX et al., 2017; HART et al., 2017; YOUNG et al., 2018; BARNARD et al., 
2019), incêndios florestais (GUO et al., 2016; JAAFARI; POURGHASEMI, 2019), 
modelagem das variáveis: biomassa (GHOSH; BEHERA, 2018; XING et al., 2019) e 





2.2.1.3 k-vizinhos mais próximos 
 
O algoritmo k-vizinhos mais próximos (k-Nearest Neighbors) foi proposto por 
Cover e Hart (1966), demonstrando que era eficiente para resolver problemas de 
classificação de padrões. Outro motivo para o emprego desse algoritmo seria sua 
simplicidade e fácil implementação, contudo há presença de pontos fracos em sua 
estrutura, como: i) necessidade de grande capacidade de armazenamento; ii) o 
algoritmo requer muito tempo computacional; iii) possui sensibilidade a ruídos e falsos 
padrões (AHA et al., 1991). Esses autores descrevem o método como sendo um dos 
mais simples e intuitivos na área de aprendizagem de máquina, visto que o mesmo é 
um método não paramétrico onde uma nova observação recebe valor ou a classe mais 
próximo presente no conjunto de exemplos de treinamento. 
FIGURA 5 – ESQUEMA DE FUNCIONAMENTO DE UM ALGORITMO DE k-VIZINHOS MAIS 
PRÓXIMOS 
 
FONTE: Aha et al. (1991). 
 
O algoritmo de vizinhos mais próximos tem como principal característica 
assegurar que o valor interpolado seja um valor original, dessa forma, ele não gera 
novos valores. O produto final desse interpolado é caracterizado por um efeito de 
degrau (HASTIE; TIBSHIRANI, 1996). A regra de decisão, desse algoritmo, fornece 
um procedimento não paramétrico simples, atribuindo um rótulo de classe ao padrão 





O método pode ser descrito como , sendo o conjunto de dados 
de treinamento, onde  denota a variável dependente, e  as variáveis preditoras. A 
determinação dos vizinhos mais próximos é baseada em uma função de distância 
. O valor de nova observação  será o mesmo de seu vizinho mais 
próximo ( , dessaforma, o vizinho mais próximo é aquele que possui a menor 
distancia calculada da observação, dentre todas as observações empregadas no 
treinamento do algoritmo (HECHENBICHLER; SCHLIEP, 2004). 
A distância é calculada considerando-se as métricas definidas, sendo alguns 
exemplos comumente usados: distância euclidiana, euclidiana quadrática, Chevychev 
ou a distância de Manhattan (DUDANI, 1976). A métrica de distância é um 
hiperparâmetro do algoritmo e deve ser definido para realização do treinamento. De 
modo a exemplificar, a seguir tem-se a formulação para cálculo da distância euclidiana 




Uma variação comum para esse método é o k-vizinhos mais próximos (k-
nearest neighbor). Dessa forma, esse método não busca somente o exemplo mais 
similar para determinação do rótulo, mas também os k exemplos mais similares 
(HECHENBICHLER; SCHLIEP, 2004). Vale ressaltar que o parâmetro k deve ser 
determinado pelo próprio usuário. 
Quando o hiperparâmetro k é igual a 1, o algoritmo corresponde ao método 
do vizinho mais próximo, e quando k é maior que 1, o rótulo do novo exemplo é 
determinado a partir da média entre os k-vizinhos mais próximos para os problemas 
de regressão (AHA et al., 1991). 
Na área florestal pode-se observar o uso de tais algoritmos nas áreas: 
ecologia (THOMAS et al., 2016; RUIVO et al., 2017; BELLISARIO et al., 2019), 
incêndios florestais (KERN et al., 2017; KAUR; SOOD, 2019; WATSON et al., 2019), 
sensoriamento remoto (CHIRICI et al., 2016; ALIMJAN et al., 2017; FINLEY et al., 




modelagem de variáveis dendrométricas: biomassa (MCROBERTS et al., 2015; 
SANQUETTA et al., 2018b), volume (RÄTY et al., 2019; SOUZA et al., 2019). 
 
2.2.1.4 Máquina de vetores de suporte 
 
Máquinas de vetores suporte (Support Vector Machines) baseiam-se em 
técnicas embasadas na Teoria de Aprendizado Estatístico (BURGER, 1998). Os 
vetores de suporte são técnicas vastamente utilizadas em problemas de classificação 
e regressão. Seu princípio fundamental é fazer correções por meio de mapeamento 
não-linear dos conjuntos de dados de entradas para um espaço de alta dimensão, 
usando um conjunto de funções Kernel (CHEN et al., 2011; VAPNIK, 2013; 
GUENTHER; SCHONLAU, 2016; ZHANG-JAMES et al., 2019). 
Máquinas de vetores de suporte são robustas diante de dados de grande 
dimensão e superior a outras técnicas. Em virtude de haver a convexidade o problema 
da otimização formulada em seu treinamento, que implica na existência de um único 
mínimo global (SHRESTHA; SHUKLA, 2015). 
As técnicas de vetores de suporte destacam-se por sua boa capacidade de 
generalização. Álvares Meza et al. (2012) descreve que em regressão, duas 
abordagens foram criadas: regressão de vetores de suporte (support vector 
regression) e máquinas de vetores de suporte de mínimos quadrados (least-squares 
support vector machines). Sendo que para os estudos desse trabalho, optou-se pelo 
primeiro método. 
Burger(1998) define que de modo a compreender os princípios fundamentais 
das máquinas de vetores de suporte, pode-se admitir um conjunto de dados de 
entrada ,em que  é um vetor que pertence a duas classes  
(Figura 7A). A proposta do vetor de suporte é dividir as classes por meio de um 




Em que:  é o conjunto de parâmetros e  o desvio aleatório.  
Pode-se considerar a existência de inúmeras soluções possíveis (mínimos 
locais) que separem o conjunto de dados em dois (Figura 6), dessa forma, a técnicade 




estrutural, visando obter a obtenção do hiperplano de máxima distância das amostras 
de classificação, conhecido como hiperplano de separação ótima. Por fim, são 
denominados vetores de suporte as amostras que delimitam as margens de 
separação entre as classe, as quais assumem valor  quando 
pertencentes a classe , e  quando pertencentes à classe  
(BURGER, 1998). 






Em que  é o produto escalar do vetor  com ele mesmo, ou seja .  
 
FIGURA 6 – ILUSTRAÇÃO DE UM PROBLEMA DE CLASSIFICAÇÃO BINÁRIA LINEARMENTE 
SEPARAVEL, COM SOLUÇÕES POSSIVEIS PARA O PROBLEMA DE SEPARAÇÃO DOS 




No caso apresentado por Wang (2005) as amostras são linearmente 
separáveis, contudo, na grande totalidade das vezes, duas classes não são 




variável de folga , por Cortes e Vapnik (1995), o que permitiu a existência de erros 
de classificação.  
Sendo assim, Burger (1998) descreve que o erro é proporcional à distância 
da amostra à margem definida pelos vetores de suporte da classe à qual pertencem. 
O autor ainda menciona que para controlar os erros de classificação acarretados pela 
flexibilização da largura entre margens adicionou-se a constante , sendo, que 
quando a constante apresenta valor baixo admite que mais amostras possam ser 
classificadas erroneamente, enquanto um valor alto torna o problema menos tolerante 
a erros. O valor do parâmetro  está relacionado à complexidade de uma técnica de 
vetor de suporte, regulando o subajuste e o sobreajuste (HUANG et al., 2006). 
A constante  é acrescentada ao problema de otimização juntamente à 
variável , para controlar a tolerância à erros, modificando a função objetivo que toma 





Na literatura há diversos exemplos de aplicações devetores de suporte em 
áreas distintas de investigação, tais como: estudo de mercado (CASTAÑEDA, 2019), 
predição da expansão urbana (KARIMI et al., 2019), análise de cenas (SHARIF et al., 
2019), modelagem da evapotranspiração de referência e de cultura (KISI; ÇIMEN, 
2009; TABARI et al., 2012; SHRESTHA; SHUKLA, 2015), presciência dos graus de 
concentração de ozônio troposférico (FENG et al., 2011; LUNA et al., 2014), qualidade 
do papel utilizando eucalipto (NIETO et al., 2012), investigação da propagação de 
algas em água doce (LOU et al., 2017), ponderação do tempo de sono de novilhos em 
sistemas de produção de gado (HOKKANEN et al., 2011), previsões diárias e mensais 
de vazões em reservatórios nos Estados Unidos (LIU et al., 2014), modelagem da 
distribuição potencial de espécies por meio de condições bióticas e abióticas onde o 
conhecimento das espécies pode ocorrer (LORENA et al., 2011), teste com sucesso 
de modelos gerados comdados de entrada de temperatura do ar para modelar de 




Na área florestal as técnicas de máquinas de vetores de suporte vêm sendo 
empregados nas áreas de: ecologia (BOUREL; SEGURA, 2018; LIU et al., 2018; 
BELISSARIO; PIJANOWSKI, 2019), incêndios florestais (KERN et al., 2017; CAI et 
al., 2019; JAAFARI; POURGHASEMI,2019), sensoriamento remoto (CAVALLARO et 
al., 2015; MAULIK; CHAKRABORTY, 2017; SILVASANKAR et al., 2019) e modelagem 
de variáveis dendrométricas: biomassa (SHARIFI et al., 2017; MALEK et al., 2019), 
altura total (COSTA FILHO et al., 2019) e volume (DE ABREU et al., 2018; LOPES et 
al., 2018; WANG et al., 2019). 
 
2.2.1.5 Linguagem de programação Julia 
 
No ano de 2009, três programadores (Stefan Karpinski, Jeff Bezanson e Viral 
Shah) participantes do grupo de computação aplicada começaram a trabalhar em um 
projeto que futuramente se tornaria a linguagem de programaçãoJulia, com a 
supervisão do Professor Alan Edelman (JOSHI, 2016). 
Para Bezanson et al. (2012) as características mais importantes da linguagem 
de programaçãoJulia concerne:  
 
i) A biblioteca padrão é escrita utilizando a própria linguagem de 
programaçãoJulia, incluindo operadores primitivos como operações 
aritméticas de inteiros.  
ii) Uma grande variedade de tipos para construir e descrever objetos, que 
pode também, opcionalmente, ser utilizado para fazer declarações de 
tipos.  
iii) A habilidade de definir o comportamento de funções com base na 
combinação de vários tipos de argumentos via despacho múltiplo.  
iv) Geração automática de código eficiente e especializado para diferentes 
tipos de argumentos.  
v) Bom desempenho, aproximando-se de linguagens estatísticas e 
compiladas como a linguagem de programação C. 
Os desenvolvedores da linguagem de programação destacam: 
We want the speed of with the dynamism of Ruby. We want something as 
usable for general programming as Python, as easy for statistics as R, as 
natural for string processing as Perl, as powerful for linear algebra as Matlab... 




Porém, por ser uma linguagem de programação nova, ao se comparar com 
as linguagens já consolidadas com mais de 30 anos de aprimoramento, sua literatura 
ainda é pouco desenvolvida. Vários pesquisadores estão dedicando esforços para 
desenvolver materiais e incluir a linguagem de programação Julia nas universidades, 
principalmente em países como Estados Unidos, Inglaterra, Alemanha, China, Japão, 
Áustria, entre outros. A versão atual no GitHub conta com 45.885 commits, 908 
contributors, 25.066 stars e 9.318 pacotes registrados. 
No Brasil, a utilização da linguagem de programaçãoJuliaem universidades já 
começou, destacando-se o uso por pesquisadores da Universidade de São Paulo, 
Universidade Federal de Viçosa, Universidade Federal do Paraná, Universidade 
Federal de Alagoas e Universidade Federal de Santa Maria. Ainda, a aplicação pelo 
Banco Nacional de Desenvolvimento Econômico e Social do Brasil (BNDES) e 
Instituto Nacional de Pesquisas Espaciais (INPE), entre outros. 
Os principais livros publicados nos últimos 4 anos foram escritos por: Balbaert 
(2015), Sengupta (2016), Vougaris (2016), Joshi e Lakhanpal (2017), Nagar (2017), 
Balbaert (2018), Kaminski e Szufel (2018), Salceanu (2018b), Sengupta (2018), 
Balbaert e Salceanu (2019), Kwon (2019), Lauwens e Downey (2019) e Sherrington 
(2019).   
Balbaert (2015), Joshi e Lakhanpal (2017), Lauwens e Downey (2019) e Nagar 
(2017) publicaram livros focando no entendimento do sistemada linguagem de 
programação Julia e na criação de programas simples. Apresentaram como criar seus 
próprios sistemas dentro da linguagem e como definir funções e entender a 
metaprogramação. Abordam também a criação de visualizações gráficas e dados e 
elaboração de programas capazes de trabalhar em rede de computação paralelas. 
Voulgaris (2016), Balbaert (2018), Kaminski e Szufel (2018), Sengupta (2018), 
Balbaert e Salceanu (2019), Sherrington (2019) redigiram livros com enfoque mais 
estatístico e aplicações de big data. Apresentam, também, como executar programas 
externos e packages dentro da linguagem de programaçãoJulia. 
Sengupta (2016) apresentou Julia High performance, o qual visa ensinar a 
codificar programas de alta confiabilidade e alto desempenho, trazendo soluções para 
as complexidades enfrentadas pelos desenvolvedores enquanto desenvolve código 
elegantes. Isso conduz o leitor a entender as características de desempenho dos seus 
programas em linguagem de programação Julia e permitir que o mesmo utilize a 




analisar e medir o desempenho do código da linguagem de programação Julia, 
entendendo como evitar gargalos e melhor projetar um programa.  
Além de materiais acadêmicos e científicos, encontros e conferências a 
respeito dessa linguagem de programação tem denotado atenção. Dentre eles, 
destaca-se a JuliaConque é a maior conferência a respeito de linguagem de 
programação Julia, reunindo palestrantes, desenvolvedores e entusiastas de todo o 
mundo. A conferência ocorre anualmente desde 2014, em um período de 5 dias, com 
palestras e workshops. No ano de 2019 a conferência ocorreu em Baltimore nos 
Estados Unidos e em 2020 JuliaConocorrerá em Lisboa, Portugal. 
Na área florestal, essa linguagem ainda está pouco difundida, contudo, já 
pode-se notar mudanças nesse viés. No Congresso Internacional de Biomassa 
(CIBIO), que ocorreu em Curitiba, no ano de 2019, foi denotado um espaço para uma 
palestra sobre Julia, enfatizando o aumento do interesse e da visibilidade da 
linguagem na área e a relevância de estudos aplicados. Ainda, ressalta um projeto de 
pesquisa que está sendo desenvolvido no curso de Engenharia Florestal da 
Universidade Federal do Paraná intitulado: LinguagemJulia para Engenheiros 
Florestais. O projeto tem objetivo de realizar aplicações da linguagem em 3 campos 
importantes da Ciência Florestal: Experimentação Florestal, Inventário Florestal e 
modelagem por meio de aprendizagem de máquina. Ainda, projetos desenvolvidos na 
Universidade Federal de Santa Maria e Universidade Federal de Viçosa voltados ao 
processamento de imagens LiDAR e também para análise de dados de melhoramento 
genético. 
Portanto, a contribuição desse trabalho é unir áreas (Ciência Florestal – 
biomassa, Estatística – modelagem da biomassa e Computação – linguagem de 
programação) e assim desenvolver conhecimento a respeito da área florestal, criando 
estimadores por aprendizagem de máquina para biomassa de árvores de acácia-
negra, e para isso utilizar uma linguagem de programação alternativa e promissora 






3 MATERIAL E MÉTODOS 
 
3.1 OBJETO DE ESTUDO 
 
A espécie acácia-negra (Acacia mearnsii De Wild.) (Figura 7) é o objeto de 
estudo da presente pesquisa, sendo originaria da Austrália e pertencente à família 
Fabaceae. Seu nome popular faz menção à coloração de sua casca e folhagem 
(MARTINS et al., 2019). 
No estado do Rio Grande do Sul - Brasil, são cultivados três principais gêneros 
florestais Acacia, Eucalyptus e Pinus. O estado apresentou no ano de 2016, uma área 
total plantada de 780,9 mil hectares, sendo que deste montante, 89,6 mil foram de 
plantas do gênero Acacia, demonstrando que o estado é detentor de quase 100% do 
plantio de acácia no país (AGEFLOR, 2017). A Associação Gaúcha de Empresas 
Florestais (AGEFLOR)ainda descreve que a acácia-negra é a principal espécie do 
gênero presente no estado do Rio Grande do Sul, sendo que suas florestas plantadas 
são uma fonte de matéria-prima para a indústria (taninos, celulose e carvão), além da 
importância social ao contribuir para a renda direta e indiretamente de mais de 35 mil 
famílias.  
FIGURA 7 – POVOAMENTO DE ACÁCIA-NEGRA COM IDADES DE 7 E 5 ANOS, 
RESPECTIVAMENTE, NO ESTADO DO RIO GRANDE DO SUL, BRASIL. 
 
FONTE: O autor (2020). 
 
Nos povoamentos em que foi realizada a presente pesquisa, os plantios foram 
cultivados manualmente com mudas produzidas a partir de sementes oriundas de 
pomares da empresa TANAGRO S.A. Para cada muda, foram utilizados 50 gramas 




entre plantas na linha. O manejo empregado foi igual para todos os povoamentos, 
com a realização de roçada mecanizada com trator e roçadeira agrícola para controle 
das plantas daninhas durante os dois primeiros anos após o plantio. 
 
3.2 BASE DE DADOS DA ESPÉCIE ACÁCIA-NEGRA 
 
Foram utilizadas duas bases de dados da espécie acácia-negra denominadas 
de: 
 
i) Base de dados 670/2014 para treinamento das técnicas de 
aprendizagem de máquina; e 
ii) Base de dados 96/2012 para validação do ajuste das técnicas de 
aprendizagem. 
 
Essas duas bases de dados foram coletadas nos mesmos locais de pesquisa, 
em uma mesma variação de idade e com o mesmo método de mensuração das 
variáveis, porém em diferentes povoamentos e época. A base de dados para 
treinamento foi composta por 670 árvores e estabelecida no ano de 2014.Ressalta-se 
que são poucas as pesquisas que contemplam esse tamanho de amostra para a 
variável biomassa de uma mesma espécie. A base de dados para validação foi 
composta por 96 árvores e estabelecida no ano de 2012, correspondendo a um 
tamanho de mais de 10% da primeira amostra, o que se julga apropriado para o 
propósito. 
Para a modelagem por meio de técnicas e algoritmos de aprendizagem de 
máquina, foram utilizadas as variáveis independentes diâmetro à altura do peito ( )2, 
altura total ( )3 e idade ( ) e, como variável dependente, a biomassa total acima do 
solo ( )4. Os resultados obtidos foram comparados com uma técnica testemunha, 
dada pelas equações de regressão propostas por Behling et al. (2019) para a base de 
dados 670/2014, que utilizaram como variáveis independentes  e , sendo equações 
ajustadas em estratos de grupos de idade dos povoamentos. 
_______________  
 
2É convencionalizado como a medida do diâmetro obtida a 1,30m acima do solo. 
3 Altura máxima, medindo o ponto mais baixo, que toca o solo, até a ponta da copa. 





Salienta-se também que, normalmente na modelagem por aprendizagem de 
máquina, as bases de dados são divididas nos sets: treinamento e validação 
(GOLLAPUDI, 2016). Wilkins e Bruce (1987) descreveram que,na fase de 
treinamento,são utilizados dados para treinar modelos ao emparelhar a entrada 
fornecida com a saída esperada, sendo assim, o resultado dessa fase é o próprio 
modelo de aprendizado. O autor ainda afirma que a validação é a fase que visa medir 
a qualidade do modelo de aprendizado treinado e estimar as propriedades do modelo, 
como medidas de erro, precisão, entre outras. Essa fase usa um conjunto de dados 
de validação e a saída é um modelo de aprendizado sofisticado. Assim, nesta 
pesquisa, optou-se em realizar a modelagem valendo-se de treinamento e validação, 
visando manter as condições da modelagem da técnica testemunha. 
 
3.2.1 Base de dados 670/2014para treinamento dos algoritmos 
 
Para otreinamento dos modelos de aprendizagem de máquina foi utilizado um 
conjunto de dados independentes ao utilizado para o treinamento. A independência 
foi garantida ao se utilizar uma nova base de dados e isso permitiu a generalização. 
Foram amostrados povoamentos no estado do Rio Grande do Sul nas regiões 
dos municípios de Cristal, Encruzilhada do Sul e Piratini (Figura 8), sendo elas as 












FIGURA 8 – ÁREA DE CULTIVO DE ACÁCIA-NEGRA NAS REGIÕES DE CRISTAL, 





FONTE: Martins et al. (2019). 
 
A amostragem abrangeu doze povoamentos e 670 árvores, com variação 
entre 1 a 10,75 anos. Em cada povoamento, foram instaladas, de modo aleatório, 
quatro parcelas5 de forma circular com dimensão de 78,54 m2a fim de viabilizar a 
coleta das variáveis: biomassa total acima do solo, circunferência à altura do peito e 
altura total. A biomassa foi mensurada por meio da pesagem da árvore e de amostras 
para obtenção da biomassa seca, a altura com trena e a circunferência à altura do 
peito com uma fita métrica, conforme detalhado em Behling (2016). 
Originalmente, para realização da modelagem da biomassa por regressão 
essa base de dados foi estratificada, sendo os dados agrupados em função da idade 
qualitativa dos povoamentos, de modo que foram definidasquatro classes de idades, 
conforme Tabela 1. 
TABELA 1 – CLASSES DE IDADE DOS POVOAMENTOS DE ACÁCIA-NEGRA AMOSTRADOS NO 
ESTADO DO RIO GRANDE DO SUL, BRASIL. 
Classe de idade Idade Local 
_______________  
 
5Parcela é a unidade na área de estudo (plantio florestal ou floresta) onde são coletados todas as 





Muito Jovem 1,00  Piratini 71
 Jovem  1,75  Cristal 59
 1,83  Encruzilhada do Sul 56
 2,33  Piratini 48
Média Inicial  2,75  Cristal 47
  3,08  Encruzilhada do Sul 68
 5,00  Piratini 43
Média Avançada   5,25  Cristal 60
  5,75  Encruzilhada do Sul 50
 9,83  Piratini 51
Madura  10,08  Cristal 57
  10,75  Encruzilhada do Sul 62
FONTE: O autor (2020). 
LEGENDA:  é o número de árvores. 
 
A classe Muito Jovem, proposta por Behling et al. (2019), foi agrupada na 
classe Jovem para análise exploratória dos dados.  
A relação alométrica da biomassa em função da altura e diâmetro varia de 
acordo com a idade do povoamento e é afetada pelas classes diamétricas e de alturas, 
motivo pelo qual Behling et al. (2018) propôs as equações de biomassa para as 
quatros classes de idade mencionadas na Tabela 1.  Dado que as idades variaram de 
1 a 10,75 anos, a melhor divisão desses estratos não deveria incluir tamanhos de 
amplitude maior que dois anos, porque, dessa maneira, não seriam evidenciados os 
efeitos de tais proporções.  
Na modelagem da biomassa por aprendizagem de máquina, ao invés de fazê-
la por estrato, optou-se por incluir adicionalmente a variável independente idade, pois 
conforme definido na primeira hipótese desta pesquisa, as técnicas de aprendizagem 
de máquina são mais flexíveis e possuem maior capacidade de extrair e generalizar 
informações de uma base de dados, quando comparados aos modelos de regressão. 
 
3.2.2 Base de dados 98/2012para validação do ajuste dos algoritmos 
 
Os dados utilizados para validação foram oriundos das regiões de Cristal e 
Piratini. O método para quantificação da biomassa é similar ao da primeira base, 
sendo detalhado em Behling (2014). O estudo compreendeu a amostragem de 8 
povoamentos (4 em cada local de estudo), a instalação de 24 parcelas (3 em cada 
povoamento), nas quais foram amostradas 98 árvores. Os tamanhos das parcelas 




as demais idades, equivalendo a quatro linhas de plantio e 10 plantas em cada linha, 
totalizando 80 árvores. Mensurou-se, nas parcelas, a circunferência à altura do peito 
utilizando-se fita métrica graduada e as árvores para avaliação da biomassa foram 
selecionadas de maneira proporcional à quantidade árvores ao longo da distribuição 
de diâmetro obtida. O número de árvores amostradas ( ) por classe de idade (definida 
na Tabela 1) está destacado na Tabela 2. 
TABELA 2 – NÚMERO DE ÁRVORES AMOSTRADAS ( ) PARA A BASE DE DADOS 98/2012 DE 
ACÁCIA-NEGRA NO ESTADO DO RIO GRANDE DO SUL, BRASIL. 
Classe  Idade  
Jovem 2,0 22 
Média Inicial 3,0-4,0 36 
Média Avançada 5,0-6,0 40 
FONTE: O autor (2020). 
 
3.3 DOWNLOAD, INSTALAÇÃO DA LINGUAGEM DE PROGRAMAÇÃOJULIA E 
CARREGAMENTO DA BASE DE DADOS 
 
O download da linguagem de programaçãoJulia é realizado no site oficial do 
mesmo, vinculado ao link: http://julialang.org. Existem várias possibilidades de 
interface, como por exemplo: Juno, Vs Code, Jupyter, JetBrains, Vim, Emacs, 
SublimeText, NotePad++,Julia Studio, REPL (Read Evaluate Print Loop) command 
line interface, entre outras. Neste trabalho, optou-se pelo processamento de dados 
utilizando REPL (Figura 9). 
FIGURA 9 – REPRESENTAÇÃO DA INTERFACE DA LINGUAGEM DE PROGRAMAÇÃOJULIA 
UTILIZANDO REPL. 
 
FONTE: O autor (2020). 
A importação da base de dados para a linguagem de programação Julia foi 
realizada conforme Algoritmo 1, em que a definição das variáveis da base de dados é 
apresentada na Figura 10. O caractere “#” é utilizado para adicionar comentários ao 




ALGORITMO1 – IMPORTAÇÃO DE BASE DE DADOS NA LINGUAGEM DE PROGRAMAÇÃOJULIA 
julia> # Importar a base de dados 
julia> using DataFrames # a expressão using  é utilizada para acionar o pacote 
desejado  
julia> dados=readtable("C:/Users/Usuário/OneDrive/Documentos/Mestrado/Dados/Dad
os Acacia/Dados/Dados.txt", separator = ' ')# dados é o nome do data frame 
criado; readtable é expressão para ler um arquivo em formato txt; entre 
""foi adicionada o local do armazenamento do arquivo txt no computador; 
separator é a expressão utilizada para definir como os dados dentro do 
arquivo estão separados, sendo que nesse caso eles foram separados por um 
espaço e nesse caso representado por ' '. 





























FONTE: O autor (2020). 
LEGENDA:  = região de origem da árvore;  = classe de idade dos indivíduos;  = idade das 
árvores;  = diâmetro à altura do peito;  = altura total;  = biomassa total;  
 
3.4 ANÁLISE EXPLORATÓRIA DAS BASES DE DADOS 
 
A análise exploratória dos dados compreendeu o seguinte processamento: 
i) Estatística descritiva: 
Para as variáveis diâmetro à altura do peito, altura total e biomassa foram 
obtidas as estatísticas: média, variância, desvio-padrão, coeficiente de variação, erro 
padrão, erro absoluto, erro relativo, valor mínimo, valor máximo e intervalo de 
confiança para cada uma das bases de dados. Para demonstrar a variação dos 
valores das variáveis entre as classes de idade definidas, foram usados os gráficos 
do tipo box-plot e violin. Os comandos utilizados e as bibliotecas gráficas foram 






ii) Correlações e definição das variáveis independentes para modelagem da biomassa 
Foi analisado a correlação das variáveis biomassa, diâmetro à altura do peito, 
altura e idade por meio de gráficos, conforme apresentado na seção 4. Essa análise 
permitiu identificar as variáveis independentes a serem utilizadas, bem como a forma 
da relação dessas variáveis com a biomassa. 
 
iii) Escala da variável biomassa na modelagem 
A variável dependente biomassa pode ser modelada em sua escala natural, 
logarítmica ou padronizada (intervalo de 0 a 1), por exemplo. Nesta seção, foram 
avaliadas evidências sobre qual escala da variável a modelagem deveria ser feita. 
 
iv) Relação alométrica da biomassa com as variáveis independentes diâmetro à altura 
do peito e altura para as bases de dados 670/2014 e 98/2012 
Foram observadas as relações alométricas da variável biomassa com as 
variáveis diâmetro à altura do peito e altura total para as bases de dados de 
treinamento e validação, visando avaliar se essas relações alométricas foram 
semelhantes entre as bases de dados. 
 
3.5 TÉCNICAS DE APRENDIZAGEM DE MÁQUINA USANDO A LINGUAGEM DE 
PROGRAMAÇÃO JULIA 
 
A linguagem de programação Julia oferece uma variedade de recursos 
(bibliotecas e packages) para modelagem usando técnicas de aprendizagem de 
máquina. Os packages utilizados para o desenvolvimento da modelagem estão 







TABELA 3 – PACKAGES UTILIZADOS NA MODELAGEM DA BIOMASSA UTILIZANDO A 
LINGUAGEM DE PROGRAMAÇÃO JULIA. 

















FONTE: O autor (2020). 
 
No algoritmo 2, é mostrado como recursos de outras linguagens de 
programação (neste caso Python) podem ser importados para dentro da linguagem 
Julia. 
ALGORITMO2 – IMPORTAÇÃO DE PACKAGES NA LINGUAGEM DE PROGRAMAÇÃOJULIA. 
julia> # Importar packages 
julia> using Pkg # Pkg é o package responsável por importar ou clonar packages. 
julia> Pkg.add("DataFrames") # .add define o comando de adicionar um package e “ 
” são utilizados para descrever que uma expressão é escrita e não 
representa um Array ou um valor numérico. 
julia> Pkg.clone("https://github.com/JuliaData/DataFrames.jl") # .clone define 
quando clona-se um package de um site específico. 
julia> Pkg.build("DataFrames") # .buildé utilizado para reconstruir o package 
atualizando o mesmo para novas versões. 
FONTE: O autor (2020). 
 
3.5.1 Técnicas de aprendizagem de máquina 
 
Todos os algoritmos e extensões para aprendizagem de máquina se 
basearam no package principal ScikitLearn.jl.ScikitLearn.jl é a versão em linguagem 
de programaçãoJulia da popular biblioteca Scikit-learn, sendo esse o motivo da 
escolha dessa biblioteca. Essa biblioteca possui muitos recursos, como por exemplo, 
suporte para DataFrames, ajuste de hiperparâmetros, uniões de recursos e pipelines, 
validação cruzada, entre outros. 
Os parâmetros dos algoritmos utilizados na criação das rotinas empregadas 




parâmetros foram modificados em função da literatura, visto que não é objetivo deste 
trabalho avaliar o efeito de todas as possibilidades de modificação dos algoritmos. 
Para tanto, a principal literatura consultada foi Costa Filho (2019), que pesquisou quais 
parâmetros dos algoritmos influenciavam mais a acuracidade da modelagem de 
variáveis dendrométricas. 
 
3.5.1.1 Redes neurais artificiais 
 
O algoritmo utilizado para a rede neural artificial foi o backpropagation. 
Utilizaram-se duas camadas ocultas com quinze neurônios em cada, usando a função 
de ativação logística. O número de épocas foi fixado no valor máximo (max iter) de 
1.000. Optou-se por variar o tipo de solver empregado utilizando-se o LBFGS, por ser 
um otimizador da família dos métodos quasi-Newton, sendo empregada em bases de 
dados inferiores a 1.000 repetições. As variáveis que apresentaram alterações foram 
o termo momentum, variando de 0,3 a 0,6; e a taxa de aprendizado (learning rate init), 





















FONTE: O autor (2020). 
LEGENDA:  = idade das árvores;  = diâmetro à altura do peito;  = altura total;  = biomassa total; 
 
3.5.1.2 k-vizinhos mais próximos 
 
O treinamento dos regressores k-vizinhos mais próximos considerou o 
número de vizinhos variando de 1 a 30 e de 30 a 150.As métricas de distâncias 
empregadas foram: Euclidiana, Manhattan e Chebyshev. Um total de 324 
combinações foram avaliadas. 
 
3.5.1.3 Florestas aleatórias 
 
O treinamento da técnica de florestas aleatórias foi realizado por meio do 
método bagging, consistindo na utilização de subconjuntos de dados da base de 
treinamento para geração das árvores; o número de árvores de regressão 
(n_estimators) e o número de amostras selecionadas em cada nó (min_samples_leaf), 
que consistiram nos parâmetros que variaram no treinamento dos modelos. Testou-
se valores de 10 a 100, com saltos de 10 unidades a cada treinamento, de 100 a 500 
foram testados com saltos de 50 unidades. Já para o número de variáveis 
selecionadas em cada nó foram testados os valores 1, sendo o valor padrão do 




ativado (true) e desativado (false). Dessa forma, um total de 108combinações foram 
testadas. 
 
3.5.1.4 Máquinas de vetores de suporte 
 
As máquinas de vetores de suporte foram configuradas com função kernel de 
base radial (radial base function), dessa forma, tem-se o parâmetro  (gamma). Os 
valores de  variaram de  a . O parâmetro  foi testado com uma variação de 
 a , sendo que o intervalo para ambos é de . Para épsilon utilizou-se os valores 
0,10, padrão do algoritmo e 0,50 proposto pelo autor. Sendo assim, o número de 
modelos testados foi de 128.  
 
3.6 EQUAÇÕES DE REGRESSÃO DE BIOMASSA – TÉCNICA TESTEMUNHA 
 
Visto que a modelagem por regressão é o método mais utilizado, para 
predição de biomassa, em geral, optou-se por comparar os resultados obtidos com a 
melhor técnica de aprendizagem de máquina obtida com o método de regressão. 
Dessa forma, utilizou-se as equações não lineares propostas por Behling et al. (2019), 
que foram ajustadas utilizando-se a base de dados 670/2014. A modelagem foi 
realizada por estrato de idade, definido na Tabela 1. As equações foram ajustadas 
utilizando-se o procedimento Weighted-Nonlinear Seemingly Unrelated Regression 
(WNSUR), conforme detalhado em Behling et al. (2019). As equações ajustadas estão 
apresentadas na Tabela 4. 
TABELA 4 – EQUAÇÕES DE BIOMASSA TOTAL ACIMA DO SOLO PARA ÁRVORES DE ACÁCIA-
NEGRA ORIUNDAS DE POVOAMENTOS NO ESTADO DO RIO GRANDE DO SUL, BRASIL. 
Classe  Modelos 
Muito Jovem  
Jovem  
Média Inicial  
Média Avançada  
Madura  
FONTE: Adaptado de Behling et al. (2019). 






3.7 CRITÉRIOS DE AVALIAÇÃO DA QUALIDADE PREDITIVA DA BIOMASSA POR 
TÉCNICAS DE APRENDIZAGEM DE MÁQUINA E MODELOS DE REGRESSÃO 
 
Para avaliar a qualidade preditiva da biomassa pelas técnicas e algoritmos de 
aprendizagem de máquina optou-se pelo uso das estatísticas de viés, precisão e 
acurácia. Essas foram calculadas utilizando-se a base de dados de validação 98/2012, 
mas também foram calculadas para a base de treinamento. 
O viés, ou bias, é uma suposição adotada pelos algoritmos de forma a 
generalizar os dados de treinamento. Na estatística tem-se dois tipos de viés, o 
absoluto (eq. 10) e o relativo (eq. 11), que indicam o erro sistemático associado a 
análise para uma dada amostra. 
Mikhail e Achermann (1976) definem acurácia (eqs. 14 e 15) como sendo o 
grau de proximidade de uma estimativa com seu parâmetro, enquanto precisão 
expressa o grau de consistência da grandeza medida com sua média. Os autores 
acrescentam que acurácia reflete a proximidade de uma grandeza estatística ao valor 
do parâmetro para o qual foi estimada e que precisão está diretamente ligada com a 
dispersão da distribuição das observações.  
De modo geral, o viés e a precisão (eqs. 12 e 13) combinados definem a 
performance de um estimador, sendo que quanto maior o viés, menos preciso é o 
estimador e menor é sua capacidade de estimar acuradamente um ponto (WALTHER; 
MOORE, 2005). Acurácia é definida como a distância entre valores estimados e os 
valores reais (BAINBRIGE, 1985; JONES, 1997; KREBS, 2007; ZAR, 2009). Salienta-
se que precisãoalta (valores pequenos dessa estatítica) e viés pequenos levam a 
estimadores altamente acurados, contudo, um estimador inacurado pode ser devido 











  (13) 
  (14) 
  (15) 
 
Em que:  é o viés absoluto,  é o viés relativo,  é o erro sistemático para i-ésima 
árvore,  é a biomassa observada,  é a biomassa estimada,  é a média da 
biomassa observada,  é o número de árvores,  é a precisão absoluta, é a 
precisão relativa,  é a acurácia absoluta e  é a acurácia relativa. 
Para facilitar a visualização dos resultados, seram colocados os resultados de 
viés precisão e acurácia dos vinte melhores resultados. 
Com o intuito de auxiliar na visualização dos estimadores optou-se pelo uso 
de gráficos de dispersão da biomassa observada e estimada em função da variável 
diâmetro à altura do peito, pois é uma das relações alométricas mais conhecidas 
(modelo de potência). Para cada técnica de aprendizagem de máquina, foram 
selecionados os quatro melhores estimadores, definidos pela avaliação das 
estatísticas definidas anteriormente. Adicionalmente, foi realizada a avaliação gráfica 




4 RESULTADO E DISCUSSÃO 
 
4.1 ANÁLISE EXPLORATÓRIA DAS BASES DE DADOS 
 
4.1.1 Estatística descritiva 
 
A programação utilizada para obtenção das estatísticas valor mínimo, valor 
máximo, média, variância, desvio-padrão, coeficiente de variação, erro-padrão e 
intervalo de confiança está descrita no Algoritmo 3. Para elaborar a função utilizou-se 
os packages: Statistics e Distributions. 
ALGORITMO3 – CÁLCULO DA ESTATÍSTICA DESCRITIVA NA LINGUAGEM DE PROGRAMAÇÃO 
JULIA. 
julia> # Estatística Descritiva   
julia> variavel = dados.d; # definição da variável que será feita a estatística 
descritiva, nesse exemplo utilizou-se a variável d (diâmetro à altura do 
peito). Vale ressaltar que dados é a base de dados carregada conforme 
Figura 9. 
julia> function ED(variavel)# inicialização da função para a base de dados 
denominada de dados. 
 n = length(variavel)  # número de árvores da amostra. 
 min = minimum(variavel) # valor mínimo. 
 max = maximum(variavel) # valor máximo. 
 x = mean(variavel) # média. 
 var = var(variavel) # variância.  
 dp = std(variavel)# desvio padrão.  
 CV = dp/x*100# coeficiente de variação, em porcentagem. 
 Sx = dp/sqrt(n)# erro padrão. 
 conf_level = 0.95# nível de confiança escolhido para a estatística 
 alpha = (1-conf_level)# probabilidade do erro tipo I. 
 t = quantile(TDist(n-1), 1-alpha/2)# valor da estatística t de Student. 
 ICi = x – Ea # limite do intervalo de confiança inferior 
 ICs = x + Ea # limite do intervalo de confiança superior 
 println("Valor mínimo: ", min) # println é a expressão utilizada para 
imprimir a frase desejada, nesse caso um texto expresso entre"". Após a 
virgula declara-se o valor que será imprimido logo após a frase criada. 
 println("Valor máximo: ", max) 
 println("Média: ", x) 




 println("Desvio Padrão: ", dp) 
 println("Coeficiente de Variação (%):", CV) 
 println("Erro padrão: ", Sx) 
 println("IC inferior: ", ICi) 
 println("IC superior: ", ICs) 
 end# expressão para finalizar funções  
julia> # Empregar a função   
julia> ED(variavel)  
FONTE: O autor (2020). 
 
Na Tabela 5 estão apresentados os resultados para as estatísticas descritivas 
das variáveis diâmetro à altura do peito (cm), altura total (m) e biomassa total (kg) para 
a base de dados 670/2014. As variáveis demonstram uma variação acentuada, em 
função da variação na idade dos plantios, sendo de 1 a 10,75 anos, especialmente 
para a biomassa. 
TABELA 5 – ESTATÍSTICA DESCRITIVA PARA AS VARIÁVEIS DIÂMETRO À ALTURA DO PEITO 
(cm), ALTURA TOTAL (m) E BIOMASSA TOTAL (kg) PARA A BASE DE DADOS DE TREINAMENTO 
670/2014, 
Estatística descritiva  (cm)  (m)  (Kg) 
Valor mínimo 0,6400 1,6000 0,3114 
Valor máximo 23,5500 21,9000 361,0660 
Média 9,5019 12,1704 45,5242 
Variância 19,2838 24,4544 2.315,9604 
Desvio Padrão 4,3913 4,9451 48,1244 
Coeficiente de Variação (%) 46,2153 40,6327 105,7117 
Erro padrão 0,1695 0,1909 1,8578 
IC inferior 9,1690 9,8767 41,8764 
IC superior 9,8348 11,7955 49,1721 
FONTE: O autor (2020). 
LEGENDA:  é diâmetro à altura do peito;  é altura total;  é a biomassa total;  é intervalo de 
confiança. 
 
Os intervalos das variáveis independentes para a base de dados de 








TABELA 6 – ESTATÍSTICA DESCRITIVA PARA AS VARIÁVEIS DIÂMETRO À ALTURA DO PEITO 
(cm), ALTURA TOTAL (m) E BIOMASSA TOTAL (Kg) PARA A BASE DE DADOS DE VALIDAÇÃO 
98/2012. 
Estatística descritiva  (cm)  (m)  (Kg) 
Valor mínimo 3,82 6,10 3,73 
Valor máximo 21,49 21,60 273,17 
Média 11,17 14,47 74,86 
Variância 22,06 18,66 4742,22 
Desvio Padrão 4,70 4,32 68,86 
Coeficiente de Variação (%) 42,07 29,86 91,99 
Erro padrão 0,53 0,49 7,80 
IC inferior 10,11 12,14 59,33 
IC superior 12,23 13,49 90,39 
FONTE: O autor (2020). 
LEGENDA:  é diâmetro à altura do peito;  é altura total;  é a biomassa total;  é intervalo de 
confiança. 
 
Observou-se que os valores mínimos e máximos da base de dados 98/2012 
estão dentro do intervalo de valores mínimos e máximos da base de dados 670/2014, 
o que corrobora para o uso desses dados para a validação visto que estimar dados 
fora do intervalo causaria problemas nas estimativas, reduzindo a qualidade dos 
resultados.  
Na criação do gráfico composto por violinplot, boxplotedotplot(Algoritmo 4), 
utilizou-se o package StatsPlots.  
ALGORITMO4 – PROGRAMAÇÃO PARA CRIAÇÃO DOS GRÁFICOS: VIOLINPLOT, BOXPLOT E 
DOTPLOT NA LINGUAGEM DE PROGRAMAÇÃOJULIA. 
julia> # Gráfico violinplot 
julia> default(size = (900,900)) # dimensão do gráfico em pixels 
julia> pyplot() 
julia> @df dados violin(:classe, :d, xlabel = "Idade", ylabel = "Diâmetro à altura 
do peito (cm) ", legend = false, marker = (0.2,:blue, stroke(0)), label = 
"Violinplot") # false na expressão legend define que não haverá legenda 
dessa forma não serão expressos os labels, mas os mesmos foram adicionados 
para demonstrar como introduzi-los; o valor 0.2 no marker define a dimensão 
do marcador, em sequência tem-se a cor (azul nesse caso) e o stroke que é 
a dimensão do ponto de fechamento do violinplot. 
julia> @df dados boxplot!(:classe, :d, marker=(0.3, :orange, stroke(0)), 





julia> @df dados dotplot!(:classe, :d, marker = (:black , stroke(0)), label = 
"Dotplot") 
julia> # Armazenamento pode ser realizado dentro da plataforma PyPlot. 
FONTE: O autor (2020). 
 
FIGURA 12 – GRÁFICO VIOLINPLOT, BOXPLOT E DOTPLOT PARA A VARIÁVEL  (cm), PARA AS 
CLASSES DE IDADES: JOVEM, MÉDIA INICIAL, MÉDIA AVANÇADA E MADURA PARA A BASE 
DE DADOS 670/2014. 
 
FONTE: O autor (2020). 
 
FIGURA 13 – GRÁFICO VIOLINPLOT, BOXPLOT E DOTPLOT PARA A VARIÁVEL  (cm), PARA 






FONTE: O autor (2020). 
Para a base de dados 670/2014, a variável diâmetro à altura do peito na idade 
Jovem teve uma condição de bimodalidade, devido a frequência distinta entre os 
valores da idade 1 ano para as demais (1,75 e 1,83 anos) (Figura 12). A simetria da 
variável mudou ao longo das idades, de modo que na idade madura foi observada 
uma condição de aproximação de simetria. Alguns valores demonstraram-se 
potenciais outliers, os quais foram verificados e considerados válidos devido a 
variabilidade dos dados. Devido ao crescimento da floresta, a amplitude aumentou 
conforme a idade. A variabilidade dos diâmetros da base de dados de treinamento 
(Figura 12) e validação (Figura 13) ocuparam o mesmo domínio, o que é apropriado 
para a modelagem. 
Finger (1982), em seu estudo com acácia-negra de idades entre 3,5 a 7,5 
anos, observou que sua distribuição de diâmetros era assimétrica à direita na idade 
de 3,5 anos e à esquerda nas demais idade. O autor ainda descreveu que ocorreu 
redução da curtose das distribuições diamétricasem todas as idades.  
Realizou-se o mesmo processo com as variáveis altura total e biomassa, para 
a base de dados 670/2014 (Figura 14 e 16) e 98/2012 (Figura 15 e 17).  
FIGURA 14 – GRÁFICO VIOLINPLOT, BOXPLOT E DOTPLOT PARA A VARIÁVEL ALTURA (m) DE 
ÁRVORES DE ACÁCIA NEGRA, PARA AS CLASSES DE IDADES: JOVEM, MÉDIA INICIAL, MÉDIA 
AVANÇADA E MADURA PARA A BASE DE DADOS 670/2014. 
 








FIGURA 15 – GRÁFICO VIOLINPLOT, BOXPLOT E DOTPLOT PARA A VARIÁVEL ALTURA (m) DE 
ÁRVORES DE ACÁCIA NEGRA, PARA AS CLASSES DE IDADES: JOVEM, MÉDIA INICIAL E 
MÉDIA AVANÇADA PARA A BASE DE DADOS 98/2012. 
 
FONTE: O autor (2020). 
 
Para a base de dados 670/2014, a variável altura total na idade Jovem teve 
uma condição de bimodalidade (Figura 12). A simetria da variável também 
demonstrou mudanças ao longo das idades, contudo, nessa variável não se observou 
condições de aproximação de simetria. Aliás, a assimetria aumentou para os 
povoamentos mais velhos para ambas as bases de dados. 
FIGURA 16 – GRÁFICO VIOLINPLOT, BOXPLOT E DOTPLOT PARA A VARIÁVEL BIOMASSA DE 
ACÁCIA NEGRA (Kg), PARA AS CLASSES DE IDADES: JOVEM, MÉDIA INICIAL, MÉDIA 
AVANÇADA E MADURA PARA A BASE DE DADOS 670/2014. 
 





FIGURA 17 – GRÁFICO VIOLINPLOT, BOXPLOT E DOTPLOT PARA A VARIÁVEL BIOMASSA DE 
ACÁCIA NEGRA (Kg), PARA AS CLASSES DE IDADES: JOVEM, MÉDIA INICIAL E MÉDIA 
AVANÇADA PARA A BASE DE DADOS 98/2012. 
 
FONTE: O autor (2020). 
 
Tratando-se da variável biomassa, observa-se uma mudança na forma ao 
comparar-se com as outras variáveis, isso ocorre em virtude da variável se comportar 
de maneira contrária as variáveis: diâmetro à altura do peito (cm) e altura total (m). 
Para a biomassa, a distribuição evoluiu dos povoamentos muito jovens para a idade 
madura de forma a obter uma distribuição assimétrica positiva, para altura negativa e 
para o diâmetro se aproximando da simetria. Dessa forma, com o avanço da idade da 
floresta, tem-se mais árvores com baixo estoque de biomassa, a maioria das árvores 
são altas e há um equilíbrio de tamanho em relação ao diâmetro. Assim, dada essas 
condições, é de se esperar que as relações alométricas da biomassa com as variáveis 
diâmetro à altura do peito e altura irão mudar ao longo das idades da floresta. 
A condição de bimodalidade observada nas outras variáveis também foi 
observada para a biomassa no conjunto de dados muito jovem, devido a união das 









4.1.2 Correlações e definição das variáveis independentes para modelagem da 
biomassa 
 
A correlação entre as variáveis, avaliada por meio de um gráfico cornerplot, 
está representada na Figura 18. Para construção desse gráfico, foram utilizados os 
pacotes PyPlot e StatsPlots, conforme Algoritmo 5. 
ALGORITMO5 – REPRESENTAÇÃO DA PROGRAMAÇÃO DE CORNERPLOT EM LINGUAGEM DE 
PROGRAMAÇÃO JULIA. 
julia> # Gráfico cornerplot 
julia> gr(size = (900,900)) # dimensão do gráfico em pixels 
julia> plotly() 
julia> @df dados cornerplot([:d :h:b :idade], grid = false)# representa a criação 
do cornerplot, em que entre [] tem-se as variáveis oriundas da base de 
dados; o grid com a expressão false elimina as linhas dentro dos gráficos. 
julia> # O armazenamento pode ser feito dentro da plataforma plotly. 
FONTE: O autor (2020). 
FIGURA 18 – GRÁFICO CORNERPLOT PARA AS VARIÁVEIS DIÂMETRO À ALTURA DO PEITO 
( ), EM cm, ALTURA TOTAL ( ), EM m, BIOMASSA TOTAL ( ), EM Kg E IDADE ( ), EM anos, DE 
ACÁCIA NEGRA, PARA A BASE DE DADOS 670/2014. 
 
FONTE: O autor (2020). 
Em que: Quanto maior for a tonalidade de azul, a correlação se aproxima do valor 1. 
 
Foi observado que a relação da biomassa com as variáveis diâmetro à altura 




equações não lineares de biomassa. Adicionalmente, nota-se que esse 
dimensionamento está associado ao tema alometria e, conforme Niklas (1994) e 
Brown et al. (2004), segue um comportamento da lei de potência (power-law). 
A biomassa é mais correlacionada com o diâmetro, seguido da variável altura 
e também com a idade, que por sua vez, se comportou como uma relação linear. As 
variáveis independentes (diâmetro à altura do peito, altura e idade) também são 
correlacionadas entre si, mas não são fortemente correlacionadas e isso é desejável 
para a modelagem. 
Uma forte relação entre o diâmetro à altura do peito e a biomassa de árvore é 
esperada, de acordo com diversos trabalhos: Higuchi e Carvalho (1994), Nelson et al. 
(1999), Chaves et al. (2005) e Robortella (2010), Silveira (2009) e de Melo et al. 
(2014), os quais descrevem que a correlação da biomassa com o diâmetro à altura do 
peito foram altas para áreas de floresta ombrófila densa e caixeta, Tabebuia 
cassinoides, respectivamente.Aaltura não apresentou a mesma correlação, 
apresentando valores menores. Schikoski et al. (2013) descrevem, para Pinus spp., 
que as variáveis diâmetro à altura do peito, altura e idade possuem alta correlação 
com a biomassa, apresentando correlação de 0,916, 0,910 e 0,931, respectivamente.  
Essas literaturas demonstram que a base de dados apresenta tendências 
semelhantes com as três variáveis independentes sendo importantes para calcular a 
variável dependente, mesmo de espécies diferentes. 
Embora a idade possua menor correlação com a biomassa, quando 
comparada com as outras duas variáveis independentes, ela é importante no sentido 
de uma estratificação na modelagem de aprendizagem de máquina, assim como 
pensado pelos autores que propuseram a modelagem via regressão. A razão pela 
qual a estratificação por idade foi implementada é que as relações alométricas das 
variáveis diâmetro à altura do peito e altura com a biomassa varia com a idade do 
povoamento, o que se torna claro ao analisar os coeficientes das regressões 
apresentados na Tabela 4. De acordo com Niklas (1995), a idade do povoamento 
influencia as relações entre a biomassa e as variáveis que expressam as dimensões 
da árvore, normalmente, diâmetro à altura do peito e altura. 
Saint-André et al. (2005), por meio de sua pesquisa, afirmam que os 
coeficientes dos modelos de biomassa variaram com a idade do povoamento, sendo 
um resultado da mudança da maturidade das árvores combinado com sua posição 




variáveis diâmetro à altura do peito e altura, mas com diferentes idades, são diferentes 
quanto à sua ocupação na posição sociológica. A árvore mais jovem pode ser 
dominante e a mais velha provavelmente é suprimida, assim, ambos os efeitos (idade 
e posição sociológica) causam um aumento da biomassa do fuste para a árvore mais 
antiga, porque a densidade da madeira aumenta conforme a idade do povoamento e 
o fator de forma do fuste é maior para árvores dominadas. Essas condições também 
são observadas para as bases de dados utilizadas nesta pesquisa e revela a 
importância de utilizar a idade como um preditor, no sentido de estratificar as relações 
alométricas indiretamente por meio dos modelos de aprendizagem de máquina. 
Dada as evidências de correlação, julgou-se apropriado na modelagem da 
biomassa por aprendizagem de máquina a incluir as variáveis diâmetro à altura do 
peito, altura e idade como variáveis independentes, que são variáveis acessíveis nos 
inventários florestais. Em algumas modelagens, as variáveis diâmetro à altura do peito 
e altura são transformadas ( , , , ) ou combinadas ( ) com 
objetivo de aumentar a acuidade da modelagem, como por exemplo, nos trabalhos 
desenvolvidos por (ROLIM et al., 2006; AZEVEDO et al., 2011; DE MIRANDA et al., 
2015; SILVA et al., 2016; DA SILVA et al., 2018; REGO et al., 2019), dessa forma, em 
muitos casos, houve um aumento na acuidade das estimativas. Neste trabalho isso 
não foi realizado pelos seguintes motivos: 
i) Os modelos de regressão foram ajustados somente com as variáveis 
diâmetro à altura do peito e altura, sem transformação ou combinação, sendo o as 
equações propostas por idade. Assim, para manter as mesmas condições de 
comparação, seria apropriado manter a mesma estrutura das variáveis 
independentes. 
ii) Os modelos de aprendizagem de máquina são flexíveis e eles devem ter a 
capacidade de assumir indiretamente as relações de combinação ou de 
transformação das variáveis independentes. Assim, a acurácia não poderia ser muito 
afetada pela combinação ou transformação dessas variáveis. Logicamente, qualquer 
variável adicional, mesmo que a correlação se aproxime de zero, ela contribui para 
reduzir a soma de quadrado de resíduos, consequentemente, aumentar a acuidade 
da predição. 
Sanquetta et al. (2015), relatam que uma das formas de melhorar a qualidade 
da predição da biomassa por meio de técnicas de aprendizagem de máquina é a 




densidade, entre outras. Variáveis meteorológicas e de solo, inclusive disponíveis 
para as duas bases de dados 670/2014 e 98/2012, também podem ser inseridas como 
variáveis independentes para modelagemda biomassa. As relações alométricas são 
dependentes do meio em que as árvores estão e são afetadas por fatores que podem 
ser medidos indiretamente por meio de variáveis que caracterizam o meio, como as 
variáveis meteorológicas e de solo. 
 Poorter et al. (2012) discutem sobre como o padrão de alocação da biomassa 
dos componentes é influenciado pelo ambiente de crescimento, tamanho da planta, 
história evolutiva e da concorrência, consequentemente, refletindo na alometria. 
Apesar da notória importância da inclusão de variáveis do ambiente na modelagem, 
essas variáveis são mais caras de mensurar e demandam mais tempo que 
propriamente diâmetro à altura do peito, altura e idade, o que desmotiva o seu uso, 
principalmente em empresas florestais. 
Não se utilizou outras variáveis nos ajustes dos estimadores para comparar 
diretamente as aprendizagens de máquina com o método de testemunha. Sendo 
assim, empregou-se as mesmas variáveis utilizadas nos ajustes dos regressores 
WNSUR (diâmetro à altura do peito, altura total e idade). 
 
4.1.2 Escala da variável biomassa na modelagem 
 
Dada as evidências de relações observadas na Figura 10, a modelagem da 
biomassa foi em sua forma original, sem transformações, pelos seguintes motivos:  
 As relações entre a variável biomassa com diâmetro à altura do peito e 
altura são não lineares. Elas seguem o comportamento da lei de potência. 
 A linearização da variável biomassa resulta em um viés inerente à 
transformação utilizada nos dados em relação à escala aritmética original 
e sua correção é necessária. Na modelagem por regressão, a forma de 
realizar a correção da discrepância logarítmica é bem conhecida, mas 
para a modelagem por aprendizagem de máquina não é clara e não se 
tem certeza se a correção do viés é assegurada. Assim, a modelagem 
direta da variável biomassa permite trabalhar com os valores originais e 
não implica na transformação dos dados.  
 Em uma simulação de padronização das variáveis (menor valor zero e 




performance do ajuste das técnicas e algoritmos de aprendizagem de 
máquina. 
 Os modelos de aprendizagem de máquina são não paramétricos e 
possuem capacidade de modelar relações não lineares.Aliás, no início 
desta pesquisa, a modelagem havia sido realizada por meio da 
transformação logarítmica da biomassa, pois acreditava-se que os ajustes 
dos modelos de aprendizagem de máquina seriam mais rápidos e com 
menos viés na distribuição de resíduos, mais isso não foi evidenciado. 
 
4.1.3 Relação alométrica da biomassa com as variáveis independentes diâmetro à 
altura do peito e altura para as bases de dados 670/2014 e 98/2012 
 
 Para evidenciar o comportamento da relação da biomassa com as variáveis 
independentes diâmetro à altura do peito e altura foram construídos gráficos de 
dispersão, conforme Algoritmo 6. O algoritmo utilizou o package PyPlot.  O resultado 
pode ser visualizado na Figura 19. 
ALGORITMO6 – PROGRAMAÇÃO PARA CRIAÇÃO DOS GRÁFICOS DE DISPERSÃO PARA 
COMPARAÇÃO NA LINGUAGEM DE PROGRAMAÇÃO JULIA. 
julia> # Gráfico de diâmetro à altura do peito 
julia> scatter(dados.d, dados.b, facecolor= "none", edgecolors="orange", s=20, 
label="Base 670/2014") # nuvem de pontos para base de dados 670/2014. 
julia> scatter(validacao.d, validacao.b, facecolor= "none", edgecolors="blue", 
s=20, label="Base 98/2012") #nuvem de pontos para base de dados 98/2012. 
julia> xlabel("Diâmetro à altura do peito (cm)") 
julia> ylabel("Biomassa (Kg)") 
julia> legend(prop=Dict("size"=>10)) 
julia> # Gráfico de Altura  
julia> scatter(dados.h, dados.b, facecolor= "none", edgecolors="orange", s=20, 
label="Base 670/2014") 
julia> scatter(validacao.h, validacao.b, facecolor= "none", edgecolors="blue", 
s=20, label="Base 98/2012") 
julia> xlabel("Altura (m)") 
julia> ylabel("Biomassa (kg)") 
julia> legend(prop=Dict("size"=>10)) 
FONTE: O autor (2020). 
FIGURA 19 –RELAÇÃO ALOMÉTRICA DA BIOMASSA DE ÁRVORES DE ACÁCIA-NEGRA COM AS 





FONTE: O autor (2020). 
Observação: Ressalta-se que a base de dados 670/2014 foi utilizada para o treinamento dos 
algoritmos e também dos modelos de regressão e a base de dados 98/2012 para a validação. 
 
 Foi evidenciado que a base de dados de validação sobrepõe o domínio das 
variáveis independentes diâmetro à altura do peito e altura do conjunto de dados que 
foi utilizado para o treinamento, o que é desejado, ainda, que as relações não lineares 
da biomassa com as variáveis independentes foram observadas para as duas bases. 
Ressalta-se que a relação da biomassa com a variável diâmetro à altura do peito e 
altura possui potência maior para o conjunto de validação (Figura 20), o que vai 
implicar na avaliação da generalidade dos modelos testados, conforme será discutido 
na sequência do trabalho. 
 Ressalta-se que na Figura 19 a relação alométrica da biomassa com a variável 
diâmetro à altura peito e altura da base de dados de validação está no domínio da 
base de treinamento. Entretanto, devido as características do povoamento e do 
ambiente afetarem a relação, a relação alométrica da base de validação possui uma 
potência no modelo ( ) de power-law( ) maior, sobresaíndo-se do valor 
médio da base de dados treinamento, o que nota-se na Figura 20. Assume-se que 
modelos mais genéricos conseguirão captar essa variabilidade, logo, terão melhor 
desempenho na base de dados de validação. O Algoritmo 7 descreve a criação dos 
gráficos utilizando-se o packageGadfly. 
ALGORITMO7 – PROGRAMAÇÃO PARA CRIAÇÃO DOS GRÁFICOS COM LINHA DE TENDÊNCIA 
DAS BASE DE DADOS 670/2014 E 98/2012 PARA COMPARAÇÃO NA LINGUAGEM DE 
PROGRAMAÇÃO JULIA. 




julia> plot(layer(x=validacao.d, y=validacao.b, 
Geom.smooth(method=:loess,smoothing=0.9), Geom.point, 
Theme(default_color="blue")), layer(x=dados.d, y=dados.b, 
Geom.smooth(method=:loess, smoothing=0.9), Geom.point, 
Theme(default_color="orange")), Guide.xlabel("Diâmetro à altura do peito 
(cm)"), Guide.ylabel("Biomassa (kg)")) # criação do gráfico de linha de 
tendência para a variável diâmetro à altura do peito. A expressão layer 
define que tudo que estiver dentro dos () será considerado uma das camadas 
do gráfico. Geom.smooth cria a linha de suavização (ou linha de tendência). 
Geom.point gera a nuvem de pontos. Default_color define a cor.   
julia> plot(layer(x=validacao.h, y=validacao.b, 
Geom.smooth(method=:loess,smoothing=0.9), Geom.point, 
Theme(default_color="blue")), layer(x=dados.h, y=dados.b, 
Geom.smooth(method=:loess, smoothing=0.9), Geom.point, 
Theme(default_color="orange")), Guide.xlabel("Altura total (m)"), 
Guide.ylabel("Biomassa (kg)")) # criação do gráfico para a variável altura 
total 
FONTE: O autor (2020). 
FIGURA 20 – LINHAS DE TENDÊNCIA DA DISPERSÃO DA BIOMASSA DE ÁRVORES DE 
ACÁCIA-NEGRA COM AS VARIÁVEIS  (cm) e  (m) PARA A BASE DE DADOS 670/2014 E PARA 
A98/2012. 
a b 
FONTE: O autor (2020). 
LEGENDA: Azul é a base de dados 98/2012; Laranja é a base de dados 670/2014. 
4.2 ESTATÍSTICAS VIÉS, PRECISÃO E ACURÁCIA E GRÁFICO DE DISPERSÃO 
 
Para obtenção das estatísticas viés, precisão e acurácia, o algoritmo foi 
desenvolvido utilizando-se os packages:Distributions e Statistics. Nesse 
procedimento, utilizou-se um arquivo .txt intitulado estimadores, no qual as primeiras 




do primeiro ao n-ésimo estimador, Figura 21. Uma ressalva é que na Figura 22 os 
dados estão ordenados dos menores valores de biomassa para os maiores, esse 
procedimento foi realizado puramente para observar a evolução dos resultados, não 
acarretando em nenhuma mudança nas análises. 
FIGURA 21 – BASE DE DADOS 670/2014 CONTENDO ESTIMADORES DE BIOMASSA POR 
ESTIMADORES GENÉRICOS E SEUS RESPECTIVOS RESULTADOS PARA CADA ÁRVORE DE 
ACÁCIA-NEGRA PARA EXEMPLIFICAR. 
 
FONTE: O autor (2020). 
LEGENDA:  = idade das árvores;  = diâmetro à altura do peito;  = altura total;  = biomassa total; 
 = biomassa estimada por estimadores genéricos. 
ALGORITMO8 – REPRESENTAÇÃO DA PROGRAMAÇÃO DAS ESTÁTISTICAS VIÉS, PRECISÃO 
E ACURÁCIA, DENOMINADA FUNÇÃO VPA 
julia> # Definir parâmetros   
julia> Y = estimadores.b; # ao se utilizar a expressão ";" define-se que o 
resultado da ação será omitido. 
julia> Ye = estimadores. [:,5:end]# definição de uma matriz de n colunas com 
todos os estimadores.  
julia> p = size(Ye,2)# número de colunas   
julia> #Função VPA 
julia> function VPA(dados) 
 ei = [Y-Ye[:,i] for i in 1:p] # resíduo; nesse procedimento utiliza-se 




consequências traduzido como (para i dentro de 1 até p). Nesse 
processamento, os resíduos são calculados para cada coluna, ou seja, para 
cada modelo treinado. 
 ebar = [(sum(Y-Ye[:,i])/length(Y)) for i in 1:p] # cálculo do viés 
acumulado; sum refere-se a somatória; length refere-se a dimensão de uma 
coluna. 
 ebarp = [(((sum(Y-Ye[:,i])/length(Y))/mean(Y))*100) for i in 1:p]# cálculo 
do viés relativo. 
 Se=[sqrt((sum(((Y-Yhat[:,i]).-((sum(Y-
Ye[:,i])/length(Y)))).^2))/(length(Y)-1)) for i in 1:p] # cálculo da 
precisão acumulada; o ponto após uma operação matemática indica que essa 
operação será realizada para cada repetição (para cada árvore); sqrt é a 
operação matemática de raiz quadrada (square root). 
 Sep=[((sqrt((sum(((Y-Yhat[:,i]).-((sum(Y-
Ye[:,i])/length(Y)))).^2))/(length(Y)-1))/mean(Y))*100) for i in 1:p] 
 mx=[sqrt(((sqrt((sum(((Y-Yhat[:,i]).-((sum(Y-
Yhat[:,i])/length(Y)))).^2))/(length(Y)-1)))^2)+(((sum(Y-
Yhat[:,i])/length(Y)))^2)) for i in 1:p] 
 mxp=[(((sqrt(((sqrt((sum(((Y-Yhat[:,i]).-((sum(Y-Yhat[:,i])/ 
length(Y)))).^2))/(length(Y)-1)))^2)+(((sum(Y-Yhat[:,i])/ 
length(Y)))^2)))/(mean(Y)))*100) for i in 1:p] 
 VPA = DataFrame(Estimador=names(m[:,5:end]), Viés=ebar, ViéP=ebarp, 
Precisão=Se, PrecisãoP=Sep, Acurácia=mx, AcuráciaP=mxp)# criação de um 
dataframeem que nas colunas são definidas as estatísticas e nas linhas os 
valores dos estimadores; a vírgula entre cada variável define-se que está 
se criando uma nova coluna. 
 end 
julia> #Rodar a função VPA 
julia> VPA(estimador) 
FONTE: O autor (2020). 
 
Conforme o Algoritmo 9, foram construídos os gráficos de dispersão, utilizando 
o pacote PyPlot. 
ALGORITMO9 – REPRESENTAÇÃO DA PROGRAMAÇÃO DOS GRÁFICOS DE DISPERSÃO PARA 
OS ESTIMADORES DE BIOMASSA EM LINGUAGEMDE PROGRAMAÇÃO JULIA. 
julia> # Gráfico de disperssão   
julia> scatter(dados.d, dados.b, facecolor= "none", edgecolors="orange", s=20, 
label="Biomassa total")# dados.d será o eixo x, dados.bt será o eixo y, 




vazados, edgecolor é a cor da borda dos pontos, nesse caso laranja; s é a 
dimensão dos pontos. 
julia> scatter(dados.d, RF1, facecolor= "none", edgecolors="blue", s=20, 
label="Floresta Aleatória 1") 
julia> xlabel("Diâmetro à altura do peito (cm)")# número de colunas   
julia> ylabel("Biomassa (kg)") 
julia> title("Floresta Aleatória 1") 
julia> legend(prop=Dict("size"=>10))# a expressão após legend descrevem como 
dimensionar a legenda. 
FONTE: O autor (2020). 
 
No Algoritmo 10 tem-se a programação para criação dos gráficos de resíduos. 
ALGORITMO10 – REPRESENTAÇÃO DA PROGRAMAÇÃO DOS GRÁFICOS DE RESÍDUOS PARA 
OS ESTIMADORES DE BIOMASSA EM LINGUAGEM DE PROGRAMAÇÃO JULIA. 
julia> # Gráfico de resíduo 
julia> residuo1 = dados.b – rede1;# criação do resíduo da primeira rede neural 
(esse procedimento foi utilizado para aplicação nas outras técnicas de 
aprendizagem de máquina). 
julia> residuo2 = dados.b – rede2;# expressão para separa os resultados dos quatro 
melhores estimadores de um algoritmo. 
julia> residuo3 = dados.b – rede3; 
julia> residuo4 = dados.b – rede4;# ressalta-se que o processo de plotagem foi 
adaptado para cada um dos resíduos; 
julia> plot(X.d, residuo1, "b.") # dados.d será o eixo x; residuo1 será o eixo 
y; b. é a cor, azul, neste caso. 
julia> xlabel("Diâmetro à altura do peito (cm)") 
 ylabel("Resíduo (Kg)") 
 title("Rede Neural Artificial (momentum = 0.6, learning_rate_init = 
0.03)") 
 ylim(-100, 100) # dimensionamento do eixo y   
 xlim(0, 25) # dimensionamento do eixo x 
 plt.plot([0, 25],[0,0],'k') # criação da linha no eixo x 
FONTE: O autor (2020). 
 
4.3 TÉCNICAS DE APRENDIZAGEM DE MÁQUINA USANDO LINGUAGEM DE 
PROGRAMAÇÃO JULIA 
 





Para utilizar a técnica de redes neurais artificiais utilizaram-se os seguintes 
packages: DataFrames, ScikitLearn, Statistics, Distributions e XLSX. No Algoritmo 12é 
apresentada a programação de redes neurais artificiais, no qual a descrição dos 
termos pode ser encontradaem Scikitlearn (2020a). 
ALGORITMO11 – REPRESENTAÇÃO DA PROGRAMAÇÃO DE REDES NEURAIS ARTIFICIAIS 
PARA ESTIMAR A BIOMASSA EM LINGUAGEM DE PROGRAMAÇÃO JULIA. 
julia> # Estimadores   
julia> @sk_import neural_network: MLPRegressor # Importar o multilayer perceptron 
regressor da biblioteca ScikitLearn. 







lon=1e-08,n_iter_no_change=10)# informações da rede neural padrão. 
julia> model1 = MLPRegressor(activation="logistic", solver="lbfgs", 
momentum=0.3, max_iter=1000, hidden_layer_sizes=(15, 15), 
learning_rate_init=0.01); # estimador 1; ao se acrescentar alguma 
informação dentro do algoritmo MLPRegressor está se alterando a 
configuração padrão; hidden_layer_size demonstra que possui duas camadas 
ocultas com 15 neurônios cada; os parâmetros não mencionados permanecem 
na forma padrão. 
julia> model2 = MLPRegressor(activation="logistic", solver="lbfgs", 
momentum=0.4, max_iter=1000, hidden_layer_sizes=(15, 15), 
learning_rate_init=0.01); 
julia> model3 = MLPRegressor(activation="logistic", solver="lbfgs", 
momentum=0.5, max_iter=1000, hidden_layer_sizes=(15, 15), 
learning_rate_init=0.01); 
julia> model4 = MLPRegressor(activation="logistic", solver="lbfgs", 
momentum=0.6, max_iter=1000, hidden_layer_sizes=(15, 15), 
learning_rate_init=0.01); 
julia> model5 = MLPRegressor(activation="logistic", solver="lbfgs", 
momentum=0.3, max_iter=1000, hidden_layer_sizes=(15, 15), 
learning_rate_init=0.02); 
julia> model6 = MLPRegressor(activation="logistic", solver="lbfgs", 





julia> model7 = MLPRegressor(activation="logistic", solver="lbfgs", 
momentum=0.5, max_iter=1000, hidden_layer_sizes=(15, 15), 
learning_rate_init=0.02); 
julia> model8 = MLPRegressor(activation="logistic", solver="lbfgs", 
momentum=0.6, max_iter=1000, hidden_layer_sizes=(15, 15), 
learning_rate_init=0.02); 
 … 
julia> model53 = MLPRegressor(activation="logistic", solver="lbfgs", 
momentum=0.3, max_iter=1000, hidden_layer_sizes=(15, 15), 
learning_rate_init=0.30); 
julia> model54 = MLPRegressor(activation="logistic", solver="lbfgs", 
momentum=0.4, max_iter=1000, hidden_layer_sizes=(15, 15), 
learning_rate_init=0.30); 
julia> model55 = MLPRegressor(activation="logistic", solver="lbfgs", 
momentum=0.5, max_iter=1000, hidden_layer_sizes=(15, 15), 
learning_rate_init=0.30); 
julia> model56 = MLPRegressor(activation="logistic", solver="lbfgs", 
momentum=0.6, max_iter=1000, hidden_layer_sizes=(15, 15), 
learning_rate_init=0.30); 
julia> #Ajuste dos regressores 
julia> x1x2x3 = [dados.d dados.h dados.i];# criação de uma matrix (Array) com as 
variáveis independentes (x); 
julia> y = dados.b; # criação de uma matrix para a variável dependente (y); 
julia> fit!(model1, x1x2x3, y); # ajuste da rede neural 1 para as variáveis x e 
y; 
julia> fit!(model2, x1x2x3, y); # o modo de ajustar um estimador é igual para 
todas as técnicas de aprendizagem de máquina (sendo seguidos da seguinte 
lógica de computação "fit!(estimador_de_qualquer_aprendizado_de_máquina, 
variavel_x, variavel_y) " 
julia> fit!(model3, x1x2x3, y); 
 … 
julia> fit!(model55, x1x2x3, y); 
julia> fit!(model56, x1x2x3, y); 
julia> #Predição 
julia> yest1 = predict(model1, hcat(x1x2x3)) # predição do valor de y para as 
variáveis x com a rede neural 1. 
julia> yest2 = predict(model2, hcat(x1x2x3)) # a predição também possui a mesma 
ideia que o ajuste, sendo reproduzível para todas as técnicas de 






julia> yest3 = predict(model3, hcat(x1x2x3)) 
 ... 
julia> yest56 = predict(model56, hcat(x1x2x3)) 
julia> # Transformar em tabela conforme exemplo especificado na Figura 13 
julia> m = DataFrame(d=X.d, h=X.h, i=X.idade, b=X.bt, m1=yest1, m2=yest2, 
m3=yest3, m4=yest4, m5=yest5, m6=yest6, m7=yest7, m8=yest8, m9=yest9, 
m10=yest10, m11=yest11, m12=yest12, m13=yest13, m14=yest14, m15=yest15, 
m16=yest16, m17=yest17, m18=yest18, m19=yest19, m20=yest20, m21=yest21, 
m22=yest22, m23=yest23, m24=yest24, m25=yest25, m26=yest26, m27=yest27, 
m28=yest28, m29=yest29, m30=yest30, m31=yest31, m32=yest32, m33=yest33, 
m34=yest34, m35=yest35, m36=yest36, m37=yest37, m38=yest38, m39=yest39, 
m40=yest40, m41=yest41, m42=yest42, m43=yest43, m44=yest44, m45=yest45, 
m46=yest46, m47=yest47, m48=yest48, m49=yest49, m50=yest50, m51=yest51, 
m52=yest52, m53=yest53, m54=yest54, m55=yest55, m56=yest56) 
julia> # Exportar para o Excel 
julia> XLSX.openxlsx("C:/Pasta1/Pasta2/PastaN/nome_do_arquivo.xlsx", mode="w") 
do xf# criação de um arquivo em formato xlsx, com o endereço já definido. 
 sheet = xf[1] # definição da planilha onde serão salvos os resultados. 
 XLSX.rename!(sheet, "Modelos") # declaração do nome da planilha 
 sheet["A1:BH1"] = ["d" "h" "i" "b" "m1" "m2" "m3" "m4" "m5" "m6" "m7" "m8" 
"m9" "m10" "m11" "m12" "m13" "m14" "m15" "m16" "m17" "m18" "m19" "m20" 
"m21" "m22" "m23" "m24" "m25" "m26" "m27" "m28" "m29" "m30" "m31" "m32" 
"m33" "m34" "m35" "m36" "m37" "m38" "m39" "m40" "m41" "m42" "m43" "m44" 
"m45" "m46" "m47" "m48" "m49" "m50" "m51" "m52" "m53" "m54" "m55" "m56"]# 
criação do cabeçalho  
 sheet["A2:BH672"] = [m.d m.h m.i m.b m.m1 m.m2 m.m3 m.m4 m.m5 m.m6 m.m7 
m.m8 m.m9 m.m10 m.m11 m.m12 m.m13 m.m14 m.m15 m.m16 m.m17 m.m18 m.m19 
m.m20 m.m21 m.m22 m.m23 m.m24 m.m25 m.m26 m.m27 m.m28 m.m29 m.m30 m.m31 
m.m32 m.m33 m.m34 m.m35 m.m36 m.m37 m.m38 m.m39 m.m40 m.m41 m.m42 m.m43 
m.m44 m.m45 m.m46 m.m47 m.m48 m.m49 m.m50 m.m51 m.m52 m.m53 m.m54 m.m55 
m.m56] # obtenção dos resultados dos estimadores 
 end 
FONTE: O autor (2020). 
 
Os resultados do viés, precisão e acurácia para as redes neurais artificiais 
estão descritos na Tabela 7. Vale ressaltar que estão descritos somente as redes 




visto que valores da variável biomassa não ocorrem no domínio negativo. A sequência 
de apresentação dos resultados está em função dos melhores valores de viés, 
precisão e acurácia. 
TABELA 7 – RESULTADOS DE VIÉS, PRECISÃO E ACURÁCIA PARA OS ESTIMADORES DA 
VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA-NEGRA MODELOS DE REDES NEURAIS 
ARTIFICIAIS, UTILIZANDO-SE A BASE DE DADOSPARATREINAMENTO670/2014. 
Estimador       
Redes Neurais Artificiais (momentum=0.6, learning_rate_init=0.03) -0,1790 -0,39 7,009 15,40 7,011 15,40 
Redes Neurais Artificiais (momentum=0.6, learning_rate_init=0.30) -0,0650 -0,14 7,208 15,83 7,209 15,84 
Redes Neurais Artificiais (momentum=0.4, learning_rate_init=0.09) -0,0494 -0,11 7,441 16,35 7,441 16,35 
Redes Neurais Artificiais (momentum=0.3, learning_rate_init=0.25) 0,1805 0,40 7,491 16,46 7,493 16,46 
Redes Neurais Artificiais (momentum=0.3, learning_rate_init=0.15) -0,0052 -0,01 7,508 16,49 7,508 16,49 
Redes Neurais Artificiais (momentum=0.4, learning_rate_init=0.08) -0,1028 -0,23 7,523 16,53 7,524 16,53 
Redes Neurais Artificiais (momentum=0.5, learning_rate_init=0.10) -0,0856 -0,19 7,545 16,58 7,546 16,58 
Redes Neurais Artificiais (momentum=0.4, learning_rate_init=0.10) -0,0777 -0,17 7,624 16,75 7,625 16,75 
Redes Neurais Artificiais (momentum=0.3, learning_rate_init=0.06) -0,0084 -0,02 7,757 17,04 7,757 17,04 
Redes Neurais Artificiais (momentum=0.3, learning_rate_init=0.01) -0,0068 -0,01 7,811 17,16 7,811 17,16 
Redes Neurais Artificiais (momentum=0.4, learning_rate_init=0.07) 0,2045 0,45 7,818 17,17 7,821 17,18 
Redes Neurais Artificiais (momentum=0.6, learning_rate_init=0.10) -0,1472 -0,32 7,829 17,20 7,830 17,20 
Redes Neurais Artificiais (momentum=0.6, learning_rate_init=0.01) -0,4669 -1,03 7,843 17,23 7,857 17,26 
Redes Neurais Artificiais (momentum=0.3, learning_rate_init=0.04) 0,0145 0,03 7,991 17,55 7,991 17,55 
Redes Neurais Artificiais (momentum=0.5, learning_rate_init=0.09) -0,2970 -0,65 7,996 17,57 8,002 17,58 
Redes Neurais Artificiais (momentum=0.5, learning_rate_init=0.07) 0,0667 0,15 8,010 17,60 8,010 17,60 
Redes Neurais Artificiais (momentum=0.3, learning_rate_init=0.08) 0,2798 0,61 8,027 17,63 8,032 17,65 
Redes Neurais Artificiais (momentum=0.3, learning_rate_init=0.09) 0,0101 0,02 8,054 17,69 8,054 17,69 
Redes Neurais Artificiais (momentum=0.4, learning_rate_init=0.02) 0,2150 0,47 8,226 18,07 8,229 18,08 
Redes Neurais Artificiais (momentum=0.5, learning_rate_init=0.08) 0,1874 0,41 8,234 18,09 8,236 18,09 
FONTE: O autor (2020). 
LEGENDA:  é o víes absoluto,  é o viés relativo,  é a precisão absoluta,  é a precisão relativa, 
 é a acurácia absoluta e  é a acurácia relativa. 
 
Observa-se que vários dos estimadores, mas principalmente os 3 primeiras 
geraram viés negativo com menos de 1%, ou seja, uma subestimativa dessa 
magnitude. No que tange à precisão e acurácia, os quatro primeiros resultados 
apresentaram valores inferiores a 17%. 
De modo a auxiliar a visualização dos estimadores de redes neurais artificiais, 
utilizou-se um modelo gráfico com os resultados das estatísticas de viés, precisão e 
acurácia (Figura 22). 
FIGURA 22 - VALORES OBSERVADOS DA VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA-






FONTE: O autor (2020). 
 
Conforme os resultados evidenciados na Figura 22, os valores estimados são 
condizentes, sugerindo que os modelos de redes neurais artificiais conseguem 
estimar os dados de biomassa total. Nota-se também que ao se aproximar dos 
maiores valores da variável diâmetro à altura do peito, a qualidade na predição é 
menor, em termos de unidade absoluta da biomassa, contudo deve-se notar que é 
menor o número de dados com diâmetro à altura do peito maiores. 
Os resíduos (em Kg) para os 4 estimadores com melhores resultados gerados 
pelas redes neurais artificiais podem ser visualizados na Figura 23. Foi observado que 
os valores residuais são maiores para as árvores de maior tamanho, ou seja, as 
árvores que possuem o valor da variável diâmetro à altura do peito entre 15 e 25 cm. 
FIGURA 23– GRÁFICO DE RESÍDUOS (em kg) DA VARIÁVEL BIOMASSA DE ÁRVORES DE 






FONTE: O autor (2020). 
 
4.3.1.1 Predição da base de dados para validação 98/2012 
 
Por meio do Algoritmo 12 foi realizada a predição de valores da base de dados 
98/2012. Os estimadores utilizados foram os ajustados no Algoritmo 10, utilizando a 
base de dados 670/2014. Outra informação a ser considerada é que o procedimento 
será o mesmo para as outras técnicas de aprendizagem de máquina e que a base de 
dados de validação foi denominada de validacao. 
ALGORITMO12 – REPRESENTAÇÃO DA PROGRAMAÇÃO DE TÉCNICAS DE APRENDIZAGEM 
DE MÁQUINA PARA ESTIMAR BIOMASSA DE DADOS INDEPENDENTES AOS DADOS DE 
AJUSTE EM LINGUAGEM DE PROGRAMAÇÃO JULIA. 
julia> # Definir parâmetros 
julia> x_validacao = [validacao.d validacao.h validacao.idade] # criação de uma 
matriz para os valores de x. 




julia> Val1= predict(model1, hcat(x_validacao) # a predição dos valores seguiu o 
mesmo procedimento para todos os algoritmos. 
julia> Val2= predict(model2, hcat(x_validacao) # a utilização de quatro valores 
de validação foi definido previamente a modelagem 
julia> Val3= predict(model3, hcat(x_validacao) 
julia> Val4= predict(model4, hcat(x_validacao) 
FONTE: O autor (2020). 
 
Os resultados de viés, precisão e acurácia calculados para a base de dados 
de validação estão apresentados na Tabela 8. Foi evidenciado que as estatísticas 
pioraram para a predição dos novos dados. O resultado inferior é esperado em virtude 
da base de dados ser diferente. Observa-se acurácia variando entre 21,91% a 
33,25%. 
TABELA 8 – RESULTADOS DE VIÉS, PRECISÃO E ACURÁCIA PARA OS ESTIMADORES DA 
VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA-NEGRA UTILIZANDO MODELOS DE REDES 
NEURAIS ARTIFICIAIS, PARA A BASE DE DADOS DE VALIDAÇÃO 98/2012. 
Estimador       
Redes Neurais Artificiais (momentum=0.6, learning_rate_init=0.03) 10,31 13,77 12,76 17,04 16,40 21,91 
Redes Neurais Artificiais (momentum=0.6, learning_rate_init=0.30) 11,64 15,56 14,47 19,33 18,58 24,81 
Redes Neurais Artificiais (momentum=0.4, learning_rate_init=0.09) 11,70 15,63 12,92 17,25 17,43 23,28 
Redes Neurais Artificiais (momentum=0.3, learning_rate_init=0.25) 14,69 19,63 20,09 26,84 24,89 33,25 
FONTE: O autor (2020). 
LEGENDA:  é o víes absoluto,  é o viés relativo,  é a precisão absoluta,  é a precisão relativa, 
 é a acurácia absoluta e  é a acurácia relativa.  
 
4.3.2 k-vizinhos mais próximos 
 
Para utilizar o algoritmo k-vizinhos mais próximos foram necessários os 
seguintes packages: DataFrames, XLSX, ScikitLearn, Random e Statistics. Os 
procedimentos para criar um arquivo Dataframe para os estimadores desse algoritmo 
e exportar os resultados para um arquivo xlsx são similares aos estabelecidos no 
Algoritmo 11. A programação de k-vizinhos mais próximos foi realizada conforme 
Algoritmo 13, com detalhamento dos termos em SCIKITLEARN (2020b). 
ALGORITMO13 – REPRESENTAÇÃO DA PROGRAMAÇÃO DE k-VIZINHOS MAIS PRÓXIMOS 
PARA ESTIMAR A BIOMASSA EM LINGUAGEM DE PROGRAMAÇÃO JULIA. 
julia> # Estimadores   
julia> @sk_import neighbors: KNeighborsRegressor# Importar o regressor de  k-




julia> modelo_padrão = KNeighborsRegressor()# expressão para gerar um estimador 
padrão do algoritmo. 
julia> KNeighborsRegressor(n_neighbors=5,weights=’uniform’,algorithm=’auto’,lea
f_size=30,p=2,metric=’minkowski’,metric_params=None,n_jobs=None,**kwargs
)# informações dos k-vizinhos mais próximos padrão. 
julia> k01 = KNeighborsRegressor(n_neighbors=1); 
julia> k02 = KNeighborsRegressor(n_neighbors=2); 
julia> k03 = KNeighborsRegressor(n_neighbors=3); 
 … 
julia> k31 = KNeighborsRegressor(n_neighbors=1, metric="manhattan"); 
julia> k32 = KNeighborsRegressor(n_neighbors=2, metric="manhattan"); 
julia> k33 = KNeighborsRegressor(n_neighbors=3, metric="manhattan"); 
 … 
julia> k61 = KNeighborsRegressor(n_neighbors=1, metric="chebyshev"); 
julia> k62 = KNeighborsRegressor(n_neighbors=2, metric="chebyshev"); 
julia> k63 = KNeighborsRegressor(n_neighbors=3, metric="chebyshev"); 
 …  
julia> K322 = KNeighborsRegressor(n_neighbors=140, metric="chebyshev", 
weights="distance"); 
julia> K323 = KNeighborsRegressor(n_neighbors=145, metric="chebyshev", 
weights="distance");); 
julia> K324 = KNeighborsRegressor(n_neighbors=150, metric="chebyshev", 
weights="distance");); 
julia> # Ajuste dos estimadores 
julia> fit!(k01, x1x2x3, y); 
julia> fit!(k02, x1x2x3, y); 
julia> fit!(k03, x1x2x3, y); 
 … 
julia> fit!(k90, x1x2x3, y); 
julia> # Estimar a base de dados 
julia> y01 = predict(k01, hcat(x1x2x3)); 
julia> y02 = predict(k02, hcat(x1x2x3)); 
julia> y03 = predict(k03, hcat(x1x2x3)); 
 … 
julia> y89 = predict(k89, hcat(x1x2x3)); 
julia> y90 = predict(k90, hcat(x1x2x3)); 
FONTE: O autor (2020). 
 
Os resultados do viés, precisão e acurácia para os k-vizinhos mais próximos 




k=1 para as três métricas, visto que nesse caso os resultados tiveram uma 
sobreposição (overfitting). A organização dos resultados se deu dos melhores valores 
de viés, precisão e acurácia para os piores. 
TABELA 9 – RESULTADO DE VIÉS, PRECISÃO E ACURÁCIA PARA OS ESTIMADORES POR 
ALGORITMO DE k-VIZINHOS MAIS PRÓXIMOS. 
Estimador       
k-Vizinhos mais próximos (n_neighbors=5, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=6, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=7, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=8, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=9, weights = "distance") -3,44E-17 -7,56E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=10, weights = "distance") -3,44E-17 -7,56E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=11, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=12, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=13, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=14, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=15, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=16, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=17, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=18, weights = "distance") -3,44E-17 -7,56E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=19, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=20, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=21, weights = "distance") -3,44E-17 -7,56E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=22, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=23, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=24, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
FONTE: O autor (2020). 
LEGENDA:  é o víes absoluto,  é o viés relativo,  é a precisão absoluta,  é a precisão relativa, 
 é a acurácia absoluta e  é a acurácia relativa.  
 
Os 4 primeiros resultados de viés, apresentam valores inferiores a 1%, com 
resultados positivos o que acarreta em uma superestimativa de mesma intensidade. 
Vale ressaltar que todos os estimadores apresentaram resultados de viés positivo e a 
Precisão e Acurácia resultaram em valores inferiores a 16%. 
Os valores observados e preditos da biomassa, bem como os valores de 
resíduos (em Kg) para os 4 melhores estimadores gerados pelo algoritmo k-vizinhos 
mais próximos, estão apresentados nas Figuras 24 e 25 respectivamente. Conforme 
observou-se nas Figuras 14 e 15, destaca-se a mesma tendência de aumento do erro 
da estimativa para as árvores de maior altura (i.e., maior diâmetro à altura do peito), 
contudo, suas diferenças para os dados observados foram menores quando 
comparados com as redes neurais artificiais. 
FIGURA 24 – VALORES OBSERVADOS DA VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA-















FIGURA 25 – GRÁFICO DE RESÍDUOS (em kg) DA VARIÁVEL BIOMASSA DE ÁRVORES DE 






FONTE: O autor (2020). 
4.3.2.1 Predição da base de dados para validação 98/2012 
 
A predição da biomassa para uma nova base de dados foi realizada da mesma 
forma à apresentada no Algoritmo 13. Os resultados de viés, precisão e acurácia, 







TABELA 10 – RESULTADOS DE VIÉS, PRECISÃO E ACURÁCIA PARA OS ESTIMADORES DA 
VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA-NEGRA UTILIZANDO MODELOS DE k-VIZINHOS 




Estimador       
k-Vizinhos mais próximos (n_neighbors=5, weights = "distance"); 14,18 18,94 19,68 26,28 24,25 32,40 
k-Vizinhos mais próximos (n_neighbors=6, weights = "distance"); 14,05 18,76 18,87 25,21 23,53 31,43 
k-Vizinhos mais próximos (n_neighbors=7, weights = "distance"); 13,95 18,64 18,63 24,89 23,28 31,09 
k-Vizinhos mais próximos (n_neighbors=8, weights = "distance"); 14,34 19,16 19,15 25,58 23,93 31,96 
FONTE: O autor (2020). 
LEGENDA:  é o víes absoluto,  é o viés relativo,  é a precisão absoluta,  é a precisão relativa, 
 é a acurácia absoluta e  é a acurácia relativa.  
 
4.3.3 Florestas aleatórias 
 
Os packages utilizados para desenvolver a programação das florestas 
aleatórias são: DataFrames, XLSX, DecisionTree, ScikitLearn, Random e Statistics.No 
Algoritmo 14 tem-se a programação de florestas aleatórias e para melhor 
compreensão estão especificadosos termos em Scikitlearn (2020c). 
 
ALGORITMO14 – REPRESENTAÇÃO DA PROGRAMAÇÃO DE FLORESTAS ALEATÓRIAS PARA 
ESTIMAR A BIOMASSA EM LINGUAGEM DE PROGRAMAÇÃO JULIA. 
julia> # Estimadores   






julia> f01 = RandomForestRegressor(n_estimators=10); 
julia> f02 = RandomForestRegressor(n_estimators=20); 
julia> f03 = RandomForestRegressor(n_estimators=30); 
 … 
julia> f20 = RandomForestRegressor(n_estimators=10, min_samples_leaf=2); 
julia> f21 = RandomForestRegressor(n_estimators=20, min_samples_leaf=2); 
julia> f22 = RandomForestRegressor(n_estimators=30, min_samples_leaf=2); 
 … 
julia> f39 = RandomForestRegressor(n_estimators=10, min_samples_leaf=3); 
julia> f40 = RandomForestRegressor(n_estimators=20, min_samples_leaf=3); 
julia> f41 = RandomForestRegressor(n_estimators=30, min_samples_leaf=3); 
 …  





julia> f56 = RandomForestRegressor(n_estimators=450, min_samples_leaf=3, 
oob_score="True");); 
julia> F109 = RandomForestRegressor(n_estimators=500, min_samples_leaf=3, 
oob_score="True");); 
julia> # Ajuste dos estimadores 
julia> fit!(f01, x1x2x3, y); 
julia> fit!(f02, x1x2x3, y); 
julia> fit!(f03, x1x2x3, y); 
 … 
julia> fit!(f108, x1x2x3, y); 
julia> # Estimar a base de dados 
julia> y01 = predict(f01, hcat(x1x2x3)); 
julia> y02 = predict(f02, hcat(x1x2x3)); 
julia> y03 = predict(f03, hcat(x1x2x3)); 
 … 
julia> y107 = predict(f55, hcat(x1x2x3)); 
julia> y108 = predict(f56, hcat(x1x2x3)); 
FONTE: O autor (2020). 
Os resultados do viés, precisão e acurácia para as florestas aleatórias estão 
descritos na Tabela 11.  
TABELA 11 – RESULTADOS DE VIÉS, PRECISÃO E ACURÁCIA PARA OS ESTIMADORES DA 
VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA-NEGRA UTILIZANDO-SE MODELOS DE REDES 
NEURAIS ARTIFICIAIS, PARA A BASE DE DADOS DE TREINAMENTO 670/2014. 
Regressor       
Floresta aleatória (n_estimators=60, oob_score="True") 0,03 0,06 3,62 7,96 3,62 7,96 
Floresta aleatória (n_estimators=100, oob_score="True") -0,02 -0,04 3,66 8,05 3,66 8,05 
Floresta aleatória (n_estimators=450, oob_score="True") 0,01 0,02 3,69 8,11 3,69 8,11 
Floresta aleatória (n_estimators=300, oob_score="True") -0,05 -0,11 3,71 8,14 3,71 8,14 
Floresta aleatória (n_estimators=200, oob_score="True") -0,05 -0,11 3,72 8,16 3,72 8,17 
Floresta aleatória (n_estimators=350) -0,02 -0,05 3,73 8,19 3,73 8,19 
Floresta aleatória (n_estimators=100) -0,02 -0,03 3,74 8,21 3,74 8,21 
Floresta aleatória (n_estimators=70) 0,00 0,00 3,74 8,21 3,74 8,21 
Floresta aleatória (n_estimators=250) -0,02 -0,05 3,75 8,23 3,75 8,23 
Floresta aleatória (n_estimators=400) -0,02 -0,05 3,76 8,26 3,76 8,26 
Floresta aleatória (n_estimators=300) -0,01 -0,01 3,76 8,26 3,76 8,26 
Floresta aleatória(n_estimators=50) 0,03 0,06 3,77 8,28 3,77 8,28 
Floresta aleatória (n_estimators=90) -0,05 -0,12 3,77 8,28 3,77 8,28 
Floresta aleatória (n_estimators=450) 0,02 0,04 3,78 8,30 3,78 8,30 
Floresta aleatória (n_estimators=40, oob_score="True") 0,02 0,04 3,78 8,31 3,78 8,31 
Floresta aleatória (n_estimators=500, oob_score="True") -0,02 -0,04 3,80 8,34 3,80 8,34 
Floresta aleatória (n_estimators=30) 0,04 0,08 3,80 8,35 3,80 8,35 
Floresta aleatória (n_estimators=80, oob_score="True") 0,01 0,02 3,80 8,35 3,80 8,35 
Floresta aleatória (n_estimators=150) 0,07 0,16 3,80 8,35 3,80 8,35 
Floresta aleatória (n_estimators=250, oob_score="True") 0,02 0,05 3,81 8,36 3,81 8,36 
FONTE: O autor (2020). 
Para esse algoritmo, observou-se valores de viés próximos de zero, o que é 




foram inferiores a 0,2%. Para precisão e acurácia, todos os resultados são inferiores 
a 19% e os quatro primeiros inferiores a 14%. Os valores observados e preditos, para 
os 4 melhores estimadores gerados com as florestas aleatórias, estão apresentados 
na Figura 26.  
FIGURA 26– VALORES OBSERVADOS DA VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA- 
NEGRA E ESTIMADOS POR FLORESTAS ALEATÓRIAS. 
(a) (b) 
(c) (d) 
FONTE: O autor (2020). 
 
As estimativas de biomassa para as maiores árvores foram realizadas com 
maior erro. Isso também foi observado nas redes neurais artificiais e k-vizinhos mais 
próximos. Os resíduos (em Kg) com 4 estimadoresusando florestais aleatórias podem 
ser visualizados na Figura 27. 
 
 
FIGURA 27– GRÁFICO DE RESÍDUOS (em Kg)  DA VARIÁVEL BIOMASSA DE ÁRVORES DE 






FONTE: O autor (2020). 
 
4.3.3.1 Predição da base de dados para validação 98/2012 
 
Os resultados de viés, precisão e acurácia, calculados para a base de dados 
de validação, estão apresentados na Tabela 12. 
TABELA 12 – RESULTADOS DE VIÉS, PRECISÃO E ACURÁCIA PARA OS ESTIMADORES DA 
VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA-NEGRA UTILIZANDO MODELOS DE 
FLORESTAS ALEATÓRIAS, PARA A BASE DE DADOS DE VALIDAÇÃO 98/2012. 
Estimador       
Floresta aleatória (n_estimators=60, oob_score="True") 10,36 13,85 11,12 14,86 15,20 20,31 
Floresta aleatória (n_estimators=100, oob_score="True") 9,96 13,31 10,89 14,55 14,76 19,72 
Floresta aleatória (n_estimators=450, oob_score="True") 10,23 13,67 11,32 15,12 15,26 20,38 
Floresta aleatória (n_estimators=300, oob_score="True") 9,97 13,32 10,97 14,65 14,83 19,80 
FONTE: O autor (2020). 
 





Os packages utilizados para desenvolver a programação das máquinas de 
vetores de suporte foram: DataFrames, XLSX, ScikitLearn, Random e Statistics. A 
modelagem da biomassa por meio dessa técnica de aprendizagem de máquina foi 
realizada conforme Algoritmo 15. Os parâmetros estão descritos em Scikitlearn 
(2020d): 
ALGORITMO15 – REPRESENTAÇÃO DA PROGRAMAÇÃO DE MÁQUINAS DE VETORES DE 
SUPORTE PARA ESTIMAR A BIOMASSA EM LINGUAGEM DE PROGRAMAÇÃO JULIA. 
julia> # Estimadores   
julia> @sk_import svm: SVR 
julia> modelo_padrão = SVR() 
julia> SVR(kernel='rbf',degree=3,gamma='scale',coef0=0.0,tol=0.001,C=1.0,epsilo
n=0.1,shrinking=True,cache_size=200,verbose=False,max_iter=-1) 
julia> svm01 = SVR(gamma=2^-8 , C=2^1); 
julia> svm02 = SVR(gamma=2^-8 , C=2^2); 
julia> svm03 = SVR(gamma=2^-8 , C=2^3); 
 … 
julia> svm62 = SVR(gamma=2^-1 , C=2^6); 
julia> svm63 = SVR(gamma=2^-1 , C=2^7); 
julia> svm64 = SVR(gamma=2^-1 , C=2^8); 
julia> svm65 = SVR(epsilon=0.5, gamma=2^-8 , C=2^1); 
julia> svm66 = SVR(epsilon=0.5, gamma=2^-8 , C=2^2); 
julia> svm67 = SVR(epsilon=0.5, gamma=2^-8 , C=2^3); 
 …  
julia> svm126 = SVR(epsilon=0.5, gamma=2^-1 , C=2^6); 
julia> svm127 = SVR(epsilon=0.5, gamma=2^-1 , C=2^7); 
julia> svm128 = SVR(epsilon=0.5, gamma=2^-1 , C=2^8); 
julia> # Ajuste dos estimadores 
julia> fit!(svm01, x1x2x3, y); 
julia> fit!(svm02, x1x2x3, y); 
julia> fit!(svm03, x1x2x3, y); 
 … 
julia> fit!(svm128, x1x2x3, y); 
julia> # Estimar a base de dados 
julia> y01 = predict(svm01, hcat(x1x2x3)); 
julia> y02 = predict(svm02, hcat(x1x2x3)); 
julia> y03 = predict(svm03, hcat(x1x2x3)); 
 … 
julia> y127 = predict(svm127, hcat(x1x2x3)); 




FONTE: O autor (2020). 
 
Os resultados do viés, precisão e acurácia para as máquinas de vetores de 
suporte estão descritos na Tabela 13. 
TABELA 13 – RESULTADOS DE VIÉS, PRECISÃO E ACURÁCIA PARA OS ESTIMADORES DA 
VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA-NEGRA UTILIZANDO-SE MODELOS DE 
MÁQUINAS DE VETORES DE SUPORTE, PARA A BASE DE DADOS DETREINAMENTO 670/2014. 
Estimador       
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-1 , C=2^8) 0,11 0,23 5,09 11,19 5,09 11,19 
Máquinas de vetor de suporte (gamma=2^-1 , C=2^8) 0,17 0,38 5,13 11,28 5,14 11,28 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-2 , C=2^8) 0,17 0,37 5,68 12,47 5,68 12,48 
Máquinas de vetor de suporte (gamma=2^-2 , C=2^8) 0,16 0,35 5,72 12,56 5,72 12,56 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-3 , C=2^8) 0,16 0,34 6,18 13,57 6,18 13,58 
Máquinas de vetor de suporte (gamma=2^-3 , C=2^8) 0,21 0,47 6,22 13,65 6,22 13,66 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-4 , C=2^8) 0,35 0,77 6,59 14,48 6,60 14,50 
Máquinas de vetor de suporte (gamma=2^-4 , C=2^8) 0,36 0,79 6,61 14,52 6,62 14,55 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-5 , C=2^8) 0,17 0,38 7,21 15,84 7,21 15,84 
Máquinas de vetor de suporte (gamma=2^-5 , C=2^8) 0,2 0,43 7,26 15,94 7,26 15,95 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-6 , C=2^8) 0,49 1,09 7,81 17,15 7,82 17,18 
Máquinas de vetor de suporte (gamma=2^-6 , C=2^8) 0,45 0,99 7,85 17,25 7,87 17,28 
Máquinas de vetor de suporte (gamma=2^-7 , C=2^8) 0,41 0,91 7,86 17,27 7,87 17,29 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-7 , C=2^8) 0,46 1,01 7,86 17,27 7,87 17,30 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-3 , C=2^7) 0,41 0,89 7,88 17,30 7,89 17,33 
Máquinas de vetor de suporte (gamma=2^-3 , C=2^7) 0,46 1,01 7,9 17,35 7,91 17,38 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-4 , C=2^7) 0,52 1,14 8,01 17,59 8,02 17,62 
Máquinas de vetor de suporte (gamma=2^-4 , C=2^7) 0,57 1,24 8,04 17,65 8,06 17,7 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-8 , C=2^8) 0,50 1,09 8,06 17,71 8,08 17,74 
Máquinas de vetor de suporte (gamma=2^-8 , C=2^8) 0,48 1,05 8,07 17,74 8,09 17,77 
FONTE: O autor (2020). 
 
Após avaliação dos valores de viés, precisão e acurácia, foram selecionados 
os quatro melhores aprendizados e foi realizado um refinamento do treinamento com 
a segunda varredura, conforme mencionado anteriormente. Os resultados do 









TABELA 14 – RESULTADOS DE VIÉS, PRECISÃO E ACURÁCIA PARA OS ESTIMADORES DA 
VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA NEGRA UTILIZANO-SE MODELOS DE 
MÁQUINAS DE VETORES DE SUPORTE APÓS UM REFINAMENTO, PARA A BASE DE DADOS DE 
TREINAMENTO 670/2014 




Máquinas de vetor de suporte (gamma=2^-0.5 , C=2^8.5) 0,01 0,02 4,01 8,81 4,01 8,81 
Máquinas de vetor de suporte (gamma=2^-0.5 , C=2^8) 0,14 0,30 4,57 10,05 4,58 10,05 
Máquinas de vetor de suporte (gamma=2^-1.0 , C=2^8.5) 0,09 0,19 4,67 10,26 4,67 10,26 
Máquinas de vetor de suporte (gamma=2^-1 , C=2^8) 0,17 0,38 5,13 11,28 5,14 11,28 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-1.5 , C=2^8.5) 0,15 0,32 5,22 11,47 5,22 11,47 
Máquinas de vetor de suporte (gamma=2^-1.5 , C=2^8.5) 0,24 0,54 5,25 11,53 5,25 11,54 
Máquinas de vetor de suporte (gamma=2^-1.5 , C=2^8.5) 0,24 0,54 5,25 11,53 5,25 11,54 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-1.5 , C=2^8) 0,27 0,59 5,50 12,08 5,51 12,09 
Máquinas de vetor de suporte (gamma=2^-1.5 , C=2^8) 0,34 0,75 5,54 12,16 5,55 12,18 
Máquinas de vetor de suporte (gamma=2^-1.5 , C=2^8) 0,34 0,75 5,54 12,16 5,55 12,18 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-2.0 , C=2^8.5) 0,17 0,36 5,58 12,26 5,58 12,27 
Máquinas de vetor de suporte (gamma=2^-2.0 , C=2^8.5) 0,17 0,37 5,60 12,30 5,60 12,30 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-2.0 , C=2^8) 0,17 0,37 5,68 12,47 5,68 12,48 
Máquinas de vetor de suporte (gamma=2^-2.0 , C=2^8) 0,16 0,35 5,72 12,56 5,72 12,56 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-2.5 , C=2^8.5) 0,14 0,31 5,81 12,77 5,82 12,77 
Máquinas de vetor de suporte (gamma=2^-2.5 , C=2^8.5) 0,16 0,35 5,85 12,84 5,85 12,85 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-2.5 , C=2^8) 0,16 0,36 5,92 13,01 5,93 13,02 
Máquinas de vetor de suporte (gamma=2^-2.5 , C=2^8) 0,18 0,39 5,96 13,10 5,97 13,11 
Máquinas de vetor de suporte (gamma=2^-0.5 , C=2^7.5) 0,33 0,72 6,52 14,33 6,53 14,35 
FONTE: O autor (2020). 
 
Os valores de biomassa observado e preditos podem ser visualizados na 














FIGURA 28–VALORES OBSERVADOS DA VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA 






FONTE: O autor (2020). 
 
Na Figura 29 observa-se os resíduos (em Kg) para os 4 estimadores com 
melhores resultados usando máquinas de vetores de suporte. Foi observado que os 
4 melhores resultados apresentaram overfiting, o que acarretaria em uma predição 
ruim conforme apresentado na Tabela 15. Para solucionar esse problema ao invés de 
utilizar somente os 4 estimadores selecionados, foram utilizados todos os estimadores 






FIGURA 29– GRÁFICO DE RESÍDUOS (em Kg) DA VARIÁVEL BIOMASSA DE ÁRVORES DE 






FONTE: O autor (2020). 
 
4.3.4.1 Predição da base de dados para validação 98/2012 
 
Com o problema de overfiting apresentado nos melhores ajustes, optou-se por 
uma abordagem diferenciada das apresentadas nos demais algoritmos 
deaprendizagem de máquina, sendo assim, optou-se por estimar o viés, precisão e 
acurácia de todos os estimadores de máquinas de vetores de suporte apresentados 
no refinamento.Dessa forma foi realizado o processo inverso, pegou-se os quatro 
melhores estimadores para a base de dados 98/2012, e observou-se os resultados 
para a base de dados 670/2014. Os resultados dessas estatísticas estão 
apresentados na Tabela 15. 
TABELA 15 – RESULTADOS DE VIÉS, PRECISÃO E ACURÁCIA PARA OS ESTIMADORES DA 
VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA NEGRA UTILIZANDO MODELOS DE MÁQUINAS 




Estimador       




















































































































































































FONTE: O autor (2020). 
 
Para facilitar a visualização dos resultados da modelagem da biomassa por 
meio das técnicas de aprendizagem de máquina, propôs-se apresentar os resultados 
de viés, precisão e acurácia dos dados originais e os resultados escolhidos para os 
dados de validação, com o intuito de observar se houve discrepância entre eles. Esses 
resultados estão apresentados na Tabela 16. 
TABELA 16 – COMPARAÇÃO DE VIÉS, PRECISÃO E ACURÁCIA PARA OS MELHORES 
ESTIMADORES DE MÁQUINA DE VETORES DE SUPORTE PARA A BASE DE DADOS DE 
ESTIMAÇÃO E DE VALIDAÇÃO, EM RELAÇÃO AOS RESULTADOS OBTIDOS NA BASE DE DADOS 
UTILIZADA NA CRIAÇÃO DOS ESTIMADORES. 
Estimador       




2 4,01 8,81 
4,0
1 8,81 
















































































FONTE: O autor (2020). 
LEGENDA: Primeiros quatro estimadores: melhores resultados para a base de dados 670/2014. Outros 
quatro estimadores: resultados observados na base de dados 98/2012, para a base de dados de 
670/2014.  
 
Todos os gráficos foram refeitos para a nova escolha de modelos e estão 
apresentados na Figura 30.  
FIGURA 30– GRÁFICO DE DISPERSÃO DOS ESTIMADORES POR MÁQUINA DE VETORES DE 
SUPORTE EM COMPARAÇÃO COM A BIOMASSA TOTAL. 
(a) (b) 
(c) (d) 
FONTE: O autor (2020). 
 
O gráfico de resíduos (Kg) dos dados originais também foram refeitos para os 













FIGURA 31– GRÁFICO DE RESÍDUOS DOS ESTIMADORES POR MÁQUINA DE VETORES DE 
SUPORTE EM COMPARAÇÃO COM A BIOMASSA TOTAL. 
(a) (b) 
(c) (d) 
FONTE: O autor (2020). 
 
4.4 COMPARAÇÃO DAS TÉCNICAS DE APRENDIZAGEM DE MÁQUINA 





4.4.1 Avaliação do viés, precisão e acurácia 
 
Para melhor observar e comparar as técnicas de aprendizagem de máquina 
foi realizado um resumo dos valores de viés, precisão e acurácia usando a base de 
dados utilizada no treinamento, 670/2014, (Tabela 17) e a base de dados utilizado na 
validação (Tabela 18).  
 
 
TABELA 17 – COMPARAÇÃO DE VIÉS, PRECISÃO E ACURÁCIA PARA OS MELHORES 
ESTIMADORES DE BIOMASSA DE ÁRVORES DE ACÁCIA-NEGRA MODELADA POR MEIO DE 
TÉCNICAS DE APRENDIZAGEM DE MÁQUINA, PARA A BASE DE DADOS DE TREINAMENTO 
670/2014. 
Estimador       
k-Vizinhos mais próximos (n_neighbors=5, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=6, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=7, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
k-Vizinhos mais próximos (n_neighbors=8, weights = "distance") -3,71E-17 -8,14E-17 0,73 1,60 0,73 1,60 
Floresta aleatória (n_estimators=60, oob_score="True") 0,03 0,06 3,62 7,96 3,62 7,96 
Floresta aleatória (n_estimators=100, oob_score="True") -0,02 -0,04 3,66 8,05 3,66 8,05 
Floresta aleatória (n_estimators=450, oob_score="True") 0,01 0,02 3,69 8,11 3,69 8,11 
Floresta aleatória (n_estimators=300, oob_score="True") -0,05 -0,11 3,71 8,14 3,71 8,14 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-1.5, C=2^8.5) 0,15 0,32 5,22 11,47 5,22 11,47 
Redes Neurais Artificiais (momentum=0.6, learning_rate_init=0.03) -0,18 -0,39 7,01 15,40 7,01 15,40 
Redes Neurais Artificiais (momentum=0.6, learning_rate_init=0.30) -0,07 -0,14 7,21 15,83 7,21 15,84 
Redes Neurais Artificiais (momentum=0.4, learning_rate_init=0.09) -0,05 -0,11 7,44 16,35 7,44 16,35 
Redes Neurais Artificiais (momentum=0.3, learning_rate_init=0.25) 0,18 0,40 7,49 16,46 7,49 16,46 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-1, C=2^8.5) 0,37 0,81 8,41 18,47 8,42 18,49 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-0,5, C=2^7.5) 0,29 0,64 8,66 19,02 8,66 19,03 
Máquinas de vetor de suporte (epsilon=0.5, gamma=2^-1,5, C=2^7.5) 0,65 1,42 9,52 20,91 9,54 20,95 
FONTE: O autor (2020). 
TABELA 18 – COMPARAÇÃO DE VIÉS, PRECISÃO E ACURÁCIA PARA OS MELHORES 
ESTIMADORES DE BIOMASSA DE ÁRVORES DE ACÁCIA-NEGRA MODELADA POR MEIO DE 
TÉCNICAS DE APRENDIZAGEM DE MÁQUINA, PARA A BASE DE DADOS DE VALIDAÇÃO 
98/2012. 
Estimador       
Floresta aleatória (n_estimators=100, oob_score="True") 9,96 13,31 10,89 14,55 14,76 19,72 
Floresta aleatória (n_estimators=300, oob_score="True") 9,97 13,32 10,97 14,65 14,83 19,80 
Floresta aleatória (n_estimators=60, oob_score="True") 10,36 13,85 11,12 14,86 15,20 20,31 
Floresta aleatória (n_estimators=450, oob_score="True") 10,23 13,67 11,32 15,12 15,26 20,38 
Redes Neurais Artificiais (momentum=0.6, learning_rate_init=0.03) 10,31 13,77 12,76 17,04 16,4 21,91 
Redes Neurais Artificiais (momentum=0.4, learning_rate_init=0.09) 11,7 15,63 12,92 17,25 17,43 23,28 
Máquinas de vetores de suporte (epsilon=0.5, gamma=2^-1,5 , C=2^8.5) 12,23 16,34 13,72 18,32 18,38 24,55 
Redes Neurais Artificiais (momentum=0.6, learning_rate_init=0.30) 11,64 15,56 14,47 19,33 18,58 24,81 




Máquinas de vetores de suporte (epsilon=0.5, gamma=2^-0,5 , C=2^7.5) 12,89 17,22 14,82 19,79 19,64 26,23 
Máquinas de vetores de suporte (epsilon=0.5, gamma=2^-1,5 , C=2^7.5) 13,38 17,87 16,21 21,65 21,01 28,07 
k-Vizinhos mais próximos (n_neighbors=7, weights = "distance") 13,95 18,64 18,63 24,89 23,28 31,09 
k-Vizinhos mais próximos (n_neighbors=6, weights = "distance") 14,05 18,76 18,87 25,21 23,53 31,43 
k-Vizinhos mais próximos (n_neighbors=8, weights = "distance") 14,34 19,16 19,15 25,58 23,93 31,96 
k-Vizinhos mais próximos (n_neighbors=5, weights = "distance") 14,18 18,94 19,68 26,28 24,25 32,40 
Redes Neurais Artificiais (momentum=0.3, learning_rate_init=0.25) 14,69 19,63 20,09 26,84 24,89 33,25 
FONTE: O autor (2020). 
 
Os valores do viés relativoestão no intervalo de -8,14E-17 a 1,42%, a precisão 
teve sua variação entre 1,60% a 20,91% e a acurácia entre 1,60% e 20,95%. Ao 
comparar-se os resultados com a literatura (discutidos na sequência), observa-se que 
os resultados foram muitas vezes melhores que os resultados por modelos de 
regressão lineares, não-lineares, inclusive aos de aprendizagem de máquina. 
Já publicados, Rezende et al. (2006) afirmam que o viés em modelagem de 
biomassa para o cerrado variou entre 26,34% a 33,76%. Silva (2014) descreve que o 
viés de biomassa de Eucalyptus grandis foi de 0,61 Mg. Nicoletti et al. (2015) 
apresentaram um viés negativo de 15% para biomassa do fuste de remanescentes de 
floresta ombrófila mista, ou seja, houve uma subestimativa de tal magnitude. 
Schneider et al. (2005) descreveram um viés de 4,4% para determinar o estoque de 
biomassa em povoamentos de acácia-negra. Kuyah et al. (2014) apresentaram 
resultados para florestas com predominância de Acacia mearnsii, Eucalyptus spp. e 
Markhamia lutea de modo que o viés encontrado para seus modelos de biomassa 
variaram de -34,9% a 29,7%. Esses valores demonstram que os resultados 
encontrados nesse trabalho são condizentes com a literatura e em certos casos 
superiores aos obtidos pelos autores anteriormente mencionados. 
Schilowski et al. (2015) observaram que a precisão para biomassa de Álamo 
variou de10,40% a 14,14%, utilizando-se aprendizagem de máquina. Valerio et al. 
(2007) descreveram que seus modelos para biomassa de uva-do-Japão tiveram 
precisão variando de 9,77% a 35,02%. Sanquetta et al. (2016b) apresentaram valores 
de precisão com 12,81% a 15,84% para estimar biomassa arbórea de acácia-negra. 
Behling (2009) descreveu uma acurácia de 26,9% e 14,5% para biomassa de 
folha e fuste de indivíduos de Teca na região de Tangará na serra do Mato Grosso - 
Brasil. Palma (2014) descreveu que a acurácia relativa parabiomassa de Acacia 
mangium Wild. foi de 0,0502. Poudel et al. (2015) descrevem que a estimativa de 




modelos de biomassa lineares e não-lineares. Ao analisar a literatura pode-se concluir 
que os estimadores obtidos nesse trabalho estão dentro do observado por outros 
autores, sendo muitas vezes melhores do que os apresentados pelas demais 
literaturas. 
Montaño (2016) utilizou em suas pesquisa parte do banco de dados 670/2014.  
O autor estimou a biomassa dos indivíduos de acácia-negra e pelos métodos de 
regressão (Kopezky & Gehrhard, Spurr e Schumacher &Hall)bem como técnicas de 
aprendizagem de máquina (redes neurais artificiais, máquina de vetores de suporte e 
florestas aleatórias)onde obteve acurácia relativa (%): 22,72, 19,46, 19,66, 19,80, 
17,68 e 22,10, respectivamente. Ao comparar os resultados do autor com os 
apresentados na Tabela 17, tem-se 13 estimadores de 16 dos apresentados no 
presente trabalho com resultados superiores. 
Contudo, ao analisar-se os valores de validaçãopode-se constatar que seus 
resultados são inferiores a outras técnicas de aprendizagem de máquina quando o 
quesito é estimar outros bancos de dados, visto que o viés aumenta para 17,22%, a 
precisão piora para 19,79% e acurácia alcança 26,23%. Em seguida os resultados de 
k-vizinhos mais próximos com a métrica Chebyshev e com 2 vizinhos tiveram valores 
de viés entre 0,08 a 0,21%, com precisão eacurácia variando de 11,95% a 12,66%.  
Em contrapartida, o melhor resultado para os dados de validação foi a floresta 
aleatória com 60 árvores e min_sample_leaf com valor de 2. A mesma apresentou 
viés de 12,42%, precisão de 15,34% e acurácia foi de 19,74%. Os resultados para 
avaliação dos estimadores foram: viés de -0,14%, precisão e acurácia de 13,63%. 
Ao avaliar o resultado de validação notou-se que os melhores resultados 
foram as floresta aleatória, variando o viés de 12,42% a 13,13%, precisão de 14,78% 
a 15,65% e acurácia de 19,74% a 20,92%. Os piores resultados foram dos quatro 
modelos de máquinas de vetores de suporte e a rede neural artificial com momentum 
de 0,3 e learning_rate_init de 0,25, com variação de viés de 17,32% a 20,43%, 
precisão de 24,33% a 28,64% e acurácia com valores entre 29,87% a 35,17%. 
Ao analisar-se todos os resultados apresentados, observou-se que muitas 
vezes, resultados excelentes para estimar dados podem apresentar pouca 
flexibilidade e criar resultados ruins para novos dados. A decisão do melhor resultado 
foi baseada em observar os estimadores, de modo que o melhor deveria ser bom tanto 
na base de dados 670/2014 quanto nos dados da validação 98/2012. Afloresta 




resultado de árvores de decisão para a base de dados 670/2014 e o terceiro melhor 
resultado para os dados de validação. 
 
 
4.4.2 Hiperparâmetros dos modelos de aprendizagem de máquina 
 
 Os hiperparâmetros, para cada técnica de aprendizagem de máquina, 
avaliados como os de melhores resultados para a modelagem da biomassa de acácia-
negra estão sumarizados na Tabela 19. Foram também destacados alguns desses 
para outras espécies por meio da literatura. Essas informações são uteis, pelo menos 
inicialmente, dos hiperpatâmetros que podem ser otimizados em pesquisas futuras. 
 
TABELA 19 – HIPERPARÂMETROS DOS ALGORITMOS DE APRENDIZAGEM DE MÁQUINA 
AJUSTADOS PARA A MODELAGEM DA VARIÁVEL BIOMASSA PARA A ESPÉCIE ACÁCIA-NEGRA 
E TAMBÉM PARA OUTRAS. 
Estimador Hiperparâmetro Autor 
Floresta aleatória 100 árvores, oob_score="True" Martins (2020) 
Máquinas de vetor de suporte epsilon=0.5, gamma=2^-1.5 , C=2^8.5 Martins (2020) 
k-Vizinhos mais próximos n_neighbors=7, weights = "distance" Martins (2020) 
Redes neurais artificiais momentum=0.6, learning_rate_init=0.03, hiddem_layer_sizes=(15, 15) Martins (2020) 
Redes neurais aritificiais momentum=0.2, learning_rate_init=0.5, hiddem_layer_sizes=(18) Montaño (2016) 
Floresta aleatória 150 árvores Montaño (2016) 
Máquinas de vetor de suporte gamma=0.1 Montaño (2016) 
Floresta aleatória 100 árvores 
Schikoski et al. 
(2018) 
k-Vizinhos mais próximos n_neighbors=20, metric="euclidean" 
Schikoski et al. 
(2018) 
Redes neurais artificiais momentum=0.4 
Schikoski et al. 
(2018) 
Máquinas de vetor de suporte epsilon=0.5, gamma=2^-4,8 , C=2^4.5 
Costa Filho (2019) 
Floresta aleatória 390 árvores, min_sample_leaf com valor de 2 
Costa Filho (2019) 
k-Vizinhos mais próximos n_neighbors=16, metric="manhattan" 
Costa Filho (2019) 
Redes neurais artificiais hiddem_layer_sizes=(13), activation=”maxout” 
Costa Filho (2019) 
Redes neurais artificiais hiddem_layer_sizes=(9) 
Schuh (2019) 
Máquinas de vetor de suporte epsilon=0.1, gamma=0,01694915254, kernel=”poly”, degree=3 
Schuh (2019) 
Floresta aleatória 1.000 árvores min_sample_leaf com valor de 29 
Schuh (2019) 
FONTE: O autor (2020). 
 
A quantidade de combinação de parâmetros é ampla para as técnicas de 
aprendizagem de máquina, gerando modelos distintos para a modelagem de uma 
única variável, como nesta pesquisa (biomassa da espécie acácia-negra). Conforme 




sobre qual é a melhor. Ao contrário dos modelos de regressão, que após muitos anos 
de pesquisa, já se tem uma ideia dos melhores modelos.  
Sendo assim, as florestas aleatórias foram os melhores resultados para 
aprendizagem de máquinas, especificamente a floresta com 100 árvores e 
classificação out-of-bag, e serão comparadas com a técnica de testemunha. 
 
4.5 TÉCNICA TESTEMUNHA 
 
Os pacotes utilizados para desenvolver a programação para estimar a 
biomassa por meio das equações de regressão foram: DataFrames, XLSX, Statistics 
e PyPlot. No Algoritmo 16, a base de dados 670/2014 foi particionada em função do 
estrato de idade, definido na Tabela 1 (pág 54), para aplicação das regressões de 
biomassa para esses estratos. 
ALGORITMO16 – REPRESENTAÇÃO DA PROGRAMAÇÃO DE EQUAÇÕES NÃO-LINEARES 
PARA ESTIMAR A BIOMASSA EM LINGUAGEM DE PROGRAMAÇÃO JULIA. 
julia> # Definição dos parâmetros 
julia> MJ = dados[dados.i.<= 1,:] 
julia> J = dados[1.<dados.i.<=2,:] 
julia> MI = dados[2.<dados.i.<=4,:] 
julia> MA = dados[4.<dados.i.<=7,:] 
julia> M = dados[9.<dados.i.<11,:] 
julia> # Equações 











 yhat = vcat(Ymj, Yj, Ymi, Yma, Ym) 
 end 




julia> Equacao(dados) # nesse caso utiliza-se a expressão dados pois a criação 
da função gera um arquivo completo para todos os valores da base de dados, 
sendo assim não se utiliza a expressão de uma das classes.  
FONTE: O autor (2020). 
Os resultados do viés, precisão e acurácia para os modelos de regressão de 
biomassaestão descritos na Tabela 20. 
TABELA 20 – RESULTADOS DE VIÉS, PRECISÃO E ACURÁCIA PARA OS ESTIMADORES DA 
VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA-NEGRA UTILIZANDO MODELOS DE 
REGRESSÃO, USANDO A BASE DE DADOS DE TREINAMENTO 670/2014. 
Estimador       
Equações WNSUR6 1,8311 4,02 3,2636 7,1690 3,7422 8,22 
FONTE: O autor (2020). 
 
Os valores observados, preditos e também os resíduos (em kg) podem ser 
visualizados na Figura 32. Assim como observado nas técnicas de aprendizagem de 
máquina, o erro de estimativa (em unidades absolutas) aumenta nas árvores maiores 
e os resíduos são heteroscedásticos. 
Ressalta-se que os resíduos da maneira que foram calculados são 
heteroscedásticos, ou seja, conforme aumenta o tamanho da árvore aumenta também 
a variância nos resíduos. Para resolver esse problema na análise de regressão, 
Behling et al. (2019) ajustaram essas equações de maneira ponderada. Assim, para 
obtenção de resíduos homoscedásticos, os resíduos obtidos na Figura 20 devem ser 
multiplicados pelos resultados das funções de pesos apresentadas pelos autores. 
Essa figura não foi construída, pois acredita-se que essa não seria importante para 
comparação com as técnicas de aprendizagem de máquina, dada a não necessidade 


















FIGURA 32– VALORES OBSERVADOS E ESTIMADOS DA VARIÁVEL BIOMASSA DE ÁRVORES 
DE ACÁCIA-NEGRA E RESÍDUOS (em kg) OBTIDOS POR MEIO DE MODELOS DE REGRESSÃO. 
(a) (b) 
FONTE: O autor (2020). 
 
A dispersão dos resíduos de maneira heterogênea em relação às variáveis 
aleatórias utilizadas nas funções de biomassa, ou em relação à própria variável 
biomassa, indica que a variância não é constante. A heteroscedasticidade dos 
resíduos é comum na modelagem da biomassa arbórea, podendo também ser 
observada nos trabalhos de Sanquetta et al. (2015) e Zhao et al. (2015), entre outros. 
Normalmente, resíduos homoscedásticos na biomassa são observados quando a 
amostra utilizada é pequena, o que dificulta observar essa relação. 
Na modelagem por análise de regressão, a avaliação da heterogeneidade dos 
resíduos é importante, porque tem consequência nas propriedades do estimador de 
regressão por mínimos quadrados. Dada a condição de heterogeneidade, os 
estimadores de mínimos quadrados ainda não são enviesados (a média é 
apropriadamente estimada), mas são ineficientes (as estimativas das variâncias são 
enviesadas) invalidando, por consequência, os testes de significância F e t na análise 
de regressão, conforme descrito por Greene (2008). 
Para contornar o problema da heteroscedasticidade, a variável biomassa 
pode ser transformada ou a regressão pode ser ajustada com a utilização de pesos, 
assim como realizado pelos autores que ajustaram as equações de biomassa. Na 




ajustado para obter estimadores mais acurados, dedica-se também a atender 
pressupostos da análise de regressão. Aqui surge um dos motivos que Sanquetta et 
al. (2015) mencionam como uma vantagem da aplicação das técnicas de 
aprendizagem de máquina, a não necessidade de atender condicionantes referentes 
a testes de hipóteses.  
 
4.5.1.1 Predição da base de dados 98/2012 para validação 
 
Conforme o Algoritmo 17, foi realizada a predição da base de dados para 
validação. Vale ressaltar que nesse caso a base não apresenta todas as classes de 
idades, dessa forma optou-se por apresentar uma versão resumida do algoritmo, 
suprimindo as classes que não estavam presentes. 
ALGORITMO 17 – REPRESENTAÇÃO DA PROGRAMAÇÃO DE EQUAÇÕES NÃO-LINEARES 
PARA ESTIMAR A BIOMASSA DA BASE DE DADOS DE VALIDAÇÃO EM LINGUAGEM DE 
PROGRAMAÇÃO JULIA. 
julia> # Definição dos parâmetros   
julia> J = validacao[1.<validacao.i.<=2,:] 
julia> MI = validacao[2.<validacao.i.<=4,:] 
julia> MA = validacao[4.<validacao.i.<=7,:] 
julia> # Equações   











 yhat = vcat(Yj, Ymi, Yma) 
 end 
julia> # Obter estimativa   
julia> Equacao(validacao) 





Os resultados de viés, precisão e acurácia, obtidos para os dados de 
validação, estão apresentados na Tabela 21. Observa-se que os modelos de 
regressão WNSUR foram muito bem para estimar os dados para treinamento 
(670/2014), contudo seudesempenho ao estimar a base de dados de validação 
(98/2012) ficou aquém, evidenciando menor generalização quando comparado às 
técnicas de aprendizagem de máquina. 
TABELA 21 – RESULTADOS DE VIÉS, PRECISÃO E ACURÁCIA PARA OS ESTIMADORES DA 
VARIÁVEL BIOMASSA DE ÁRVORES DE ACÁCIA-NEGRA UTILIZANDO MODELOS DE 
REGRESSÃO, PARA A BASE DE DADOS DE VALIDAÇÃO 98/2012. 
Estimador       
Equações WNSUR  19,8041 26,45 52,8864 70,65 56,4728 75,44 
FONTE: O autor (2020). 
 
4.6 MODELAGEM POR MEIO DE APRENDIZAGEM DE MÁQUINA 
 
Foi verificado se os resultados obtidos com a modelagem da biomassa por 
meio da aprendizagem de máquina são ao menos semelhantes aos resultados com o 
estimador WNSUR, denotado como o principal estimador para regressão de 
biomassa. 
Técnicas de aprendizagem de máquina são procedimentos para classificação 
de elementos, predição de valores e extração de regras. Por apresentarem uma boa 
generalidade, podem ser usadas em várias áreas do conhecimento e revelam ótimos 
resultados, muitas vezes superiores aos obtidos com técnicas convencionais, como 
pode ser observado em (BINOTI, 2012; WOJCIECHOWSKI, 2015; SANQUETTA et 
al., 2015; MONTAÑO et al., 2017). Esses pontos são concordantes com os resultados 
obtidos nesta pesquisa. 
Montaño et al. (2017) descreveram que as técnicas de aprendizagem de 
máquina podem substituir os modelos alométricos que são classicamente utilizados 
na área de mensuração florestal, o que evidencia que as técnicas de aprendizagemde 
máquina devem ser consideradas pelos Engenheiros Florestais como uma alternativa 
viável e segura à regressão. Ainda, os autores consolidam que a regressão, apesar 
de simples no seu manuseio e ajuste, pode não apresentar a melhor solução para 
mensuração florestal. 
Uma desvantagem, de algumas técnicas de aprendizagem de máquina, é a 




como é a representação dos modelos que foram criados para estimar as variáveis 
dependentes. 
Notavelmente, os Engenheiros Florestais dominam o campo da regressão, a 
qual é aplicada por mais de meio século na Ciência Florestal brasileira e está presente 
nos currículos da graduação. Os modelos de aprendizagem de máquina têm 
conquistado alguns pesquisadores e também estudantes, especialmente aqueles que 
apreciam a computação, o que é notório pelo aumento do número de pesquisas 
produzidas por diferentes pessoas na Engenharia Florestal. As aplicações de 
aprendizagem de máquina estão além das academias, uma vez que algumas 
empresas adotaram essa alternativa de modelagem. Dados esses fatos, alguns 
cursos de Engenharia Florestal possuem disciplina a respeito, como é o caso da 
Disciplina Métodos de Inteligência Artificial aplicados na graduação em Engenharia 
Florestal ofertada na Universidade Federal do Paraná. 
Cada métodode aprendizagem de máquina possui suas peculiaridades e 
considerando queos métodossão complexos, é evidente que sua interpretação é mais 
difícil que os resultados da análise de regressão. A literatura auxilia a estabelecer uma 
base para os parâmetros de cada técnica de aprendizagem de máquina, de modo a 
indicar os hiperparâmetros a serem otimizados. Ao comparar aprendizagem de 
máquina com a aplicação de regressão, deve-se salientar a similaridade na exaustão 
em encontrar os melhores resultados para cada método, ao se fazer uma pesquisa 
visando criar equações de regressão. Sugere-seaos Engenheiros Florestais 
considerar técnicas de aprendizagem de máquina, visto que cada vez mais técnicas 
refinadas estão sendo criadas e gerando bons resultados, muitas vezes superiores 
aos apresentados pelo método de regressão. 
Atualmente, a aprendizagem de máquina é onipresente e os modeladores de 
diferentes domínios da ciência estão tentando adotá-lo, como nesse trabalho, com 
aplicações na Ciência Florestal. Ao mesmo tempo da conquista de bons resultados 
com a técnica, a escala e a complexidade das técnicas de aprendizagem de máquina, 
que são cada vez maiores, torna o seu entendimento um desafio para os usuários. 
Talvez, o aumento do número de aplicações dessa forma de modelagem irá revelar a 
experiência necessária para compreensões mais detalhadas das técnicas de 
aprendizagem de máquina. Fato é que o modelador necessita de experiência sobre 
as técnicas de aprendizagem de máquina, muito mais do que quando se trabalha com 




A adoção da aprendizagem de máquina tem mudado a maneira de pensar no 
processamento da modelagem. Isso promoveu uma nova dimensão na modelagem, 
ao invés de adaptar os modelos a forma das relações das variáveis dependentes e 
independentes em uma abordagem passo a passo (método paramétrico), o processo 
de construção da modelagem passou a ser baseada na aprendizagem das relações 
(método não paramétrico).  
A vantagem inerente da aprendizagem é a capacidade de uma técnica 
aprender os padrões intrínsecos e ocultos nos dados e reagir a novos cenários. Isso 
ficou claro ao evidenciar as estatísticas obtidas no conjunto de dados de validação, 
em que as relações alométricas estavam no mesmo domínio, porém conforme 
exposto na seção análise exploratória dos dados, notou-se que as potências eram 
diferentes. Nesse sentido, recomenda-se que dados de validação, para avaliação da 
modelagem de biomassa, não devem ser tomados de madeira aleatória em um 
conjunto de dados, mas sim, serem compostos por povoamento ou pelo menos por 
classe de idades dos povoamentos, ou seja, por estratos de povoamentos. O motivo 
é manter as diferentes relações alométricas que ocorrem nessas condições, pois elas 
não são de efeito fixo. Ao tomar amostras aleatórias em base de dados, 
provavelmente essas relações não serão mantidas. Aliás, nesse caso, a amostra é 
dependente do conjunto de dados e a avaliação de generalização fica comprometida. 
Péllico Netto e Behling (2019) descrevem que o modelo alométrico de 
biomassa pode ser pensado como a distribuição das variáveis fator de forma e 
densidade do componente da biomassa sobre as variáveis independentes diâmetro à 
altura do peito e altura, conforme modelo proposto pelos autores. Sabe-se que o fator 
de forma varia de povoamento para povoamento nas florestas de acácia-negra 
(MORA; HIGA, 2000), assim como a densidade da madeira (HILLIG et al., 2004; 
SCHNEIDER et al., 2005). A estratégia em utilizar uma base de dados de validação 
coletada em outro cenário (base de dados 98/2012), porém com as mesmas 
características de avaliação das variáveis da base de dados de treinamento 
(670/2014), foi baseada justamente na hipótese que o fator de forma e a densidade 
variam nos povoamentos, consequentemente, as relações alométricas variam entre 
os povoamentos e os modelos de aprendizagem de máquina deveriam captar essas 
informações latentes no conjunto de dados.  O que pode ser evidenciado por meio da 




e altura para as duas bases de dados. Esse ponto desejável, de obter maior 
generalidade nas estimativas, foi alcançado. 
 
4.7 LINGUAGEM DE PROGRAMAÇÃO JULIA NA APRENDIZAGEM DE MÁQUINA 
 
Unindo paradigmas, que muitas vezes estavam distantes, a linguagem de 
programação Julia combina conhecimentos das áreas da ciência da computação para 
criar uma nova abordagem para informática: a linguagem de programação Julia foi 
projetada pensando na usabilidade e processamento computacional. A experiência 
obtida em relação a esses dois aspectos, na visão de um Engenheiro Florestal, foi: 
 
4.7.1 Aspecto de Usabilidade 
 
No início da utilização da linguagem de programação, no ano de 2018, várias 
dificuldades foram observadas, que muitas vezes eram desestimulantes. Alguns 
pontos da experiência em utilizar ou questionamentos são destacados na sequência: 
 Por que usar a linguagem de programação Julia? Por que não utilizar R, 
SAS, WEKA ou outra? 
 Julia ainda era desconhecida, o que gerava insegurança em sua 
utilização. Havia uma pressão para utilização de linguagens mais 
populares e bem desenvolvidas na ciência. 
 Haviam poucos materiais didáticos. A maioria deles surgiram justamente 
a partir do ano de 2018. Além do material estar escrito em outros idiomas 
e a necessidade de importação de livros. As vídeo-aulas 
disponibilizadas, principalmente por universidades dos Estados Unidos 
e Inglaterra, também foi uma alternativa importante para aprender a 
linguagem. 
 A versão da linguagem de programação Julia disponível na época ainda 
era instável, até surgir a versão 1.0. 
 Aprender a linguagem, principalmente em relação aos primeiros passos, 
não foi uma tarefa trivial, principalmente devido à pouca experiência de 




somente para a linguagem de programação Julia, mas também para 
outras. 
 Após um ano de pesquisa sobre a linguagem, trabalhar com Julia foi 
satisfatório, porque os códigos se demostravam simples dada algumas 
experiências em outras linguagens. 
 Atualmente, já existem muitos materiais didáticos (mesmo que no 
exterior) e aprender a linguagem de programação Julia passou a ser 
uma tarefa estimulante, principalmente ao evidenciar os resultados 
obtidos e também saber que universidade e instituições importantes a 
usam. 
 Após esses dois anos de pesquisa (2018-2019), na opinião do autor, a 
linguagem de programação Julia atendeu o aspecto de ser fácil. Aliás, 
isso pode ser evidenciado por meio dos códigos produzidos para 
realização da modelagem. 
 
4.7.2 Aspecto de desempenho computacional 
 
Neste trabalho, não foram realizadas análises de benchmark, o que dificulta a 
análise desse aspecto cientificamente.  
Na literatura, algumas pesquisas foram conduzidas nesse sentido, tais como:  
 Aruba e Fernández-Villaverde (2014) descreve que Julia v.0.2.1 entrega 
uma performance excelente, tendo uma velocidade de execução entre 
2,64 e 2,70 vezes mais lenta que a melhor linguagem, C v14.0.2, é 
ressaltado que a linguagem é pouco mais rápida que a Java (JDK8u5) e 
aproximadamente 4 vezes mais rápida que Matlab (2014a).  
 Bezanson et al. (2018) comparou linguagens disponíveis no Programming 
Language Benchmark Game (PLBG). Conforme a metodologia proposta 
por PLBG, os autores mediram o tamanho dos programas removendo 
comentários e caracteres em branco duplicados, executando a 
compactação GZip. O tamanho combinado de todos os benchmarks foi: 6 
KB para Julia v.0.6.2, 7,4 KB para JavaScript, 8,3 KB para Python 3.5.3 e 
14,2 KB para C. Comparando a performance de três linguagens (Julia, 




processamento para linguagem C. Os resultados demonstraram que Julia 
supera consistentemente Python e JavaScript, a linguagem está na 
maioria das vezes dentro de 2 vezes a velocidade de C. Com esses 
pontos e outros não mencionados os autores afirmam: 
“While our observations are encouraging, Julia is still a young language. More 
experience is needed to draw definitive conclusions as most programs are 
small and written by domain experts. How the approach we describe here will 
scale to large (multi-million lines long) programs and to domains outside of 
scientific computing is a question we hope to answer in future work.” 
(BEZANSON et al., 2018) 
A aplicação de aprendizagem de máquina na base de dados 670/2014 já foi 
realizada em outras linguagens de programação. Com a experiência obtida em 
linguagem de programação Julia, assim como evidenciado na literatura, destaca-se 
que de fato, a linguagem de programação Julia pode ser usada sem comprometer 
aspectos de desempenho computacional. 
 
4.7.3 Aspectos gerais da linguagem de programação Julia 
 
Bezanson et al. (2017) descrevem que a linguagem de programação Julia e 
seu designenvolvem uma especialização e abstração. Os autores ainda comentam 
que introduziram em seu design a especialização por permitir tratamento 
personalizado. Ainda, a expedição múltipla (multiple dispatch) por ser uma técnica de 
ciência computacional que escolhe a técnica ou algoritmo apropriado para cada 
circunstância.  
Ao decorrer de toda a construção desse trabalho notou-se que ainda há 
pontos que ainda devem ser acrescidos para que se tenha uma linguagem de 
programação para atenderas demandas exigidas por pesquisadores. Notou-se 
problemas, como por exemplo, a incompatibilidade de certas combinações de 
packages, quecausaram problemas na resolução das tarefas. Contudo, deve-se 
lembrar que a linguagem é nova e vem sendo atualizada recorrentemente, onde, 
esses problemas tendem a ser resolvidos em futuras atualizações. Principalmente, 
porque a linguagem tem sido aplicada em múltiplas áreas de pesquisas. 
Aplicações da linguagem Julia é notória em váriosprojetos de pesquisas, 




 Addition of Baseline Models to Model Zoo, desenvolvido por SHREYAS 
KOWSHIK. 
 De-Bruijn Graph Constructor PackageforDe-novo Genome Assembly, 
desenvolvido por Arda Akdemir. 
 Differentiable Duckietown, desenvolvido por Tejan Karmali. 
 Differentiable Ray Trancer in Julia, desenvolvido por Avik Pal. 
 Differentiable Tensor Networks, desenvolvido por Andreas Peter. 
 Enriching Model Zoo with Deep Learning Models, desenvolvido por Manjunath 
Bhat. 
 GraphBLAS Implementation, desenvolvido por Abhinav Mehndiratta. 
 Named Entity Recognition and Part-of-Speech APIs and models, desenvolvido 
por Ayushk4. 
 Native Julia ODE, SDE, DAE, DDE, and (S)PDE Solvers, desenvolvido por 
Deepesh Thakur. 
 Performance Enhancements and General Fixes, desenvolvido por Kanav 
Gupta. 
 Query.jl to SQL translation, desenvolvido por Brandom Taylor. 
 Rejuvenating Documenter, desenvolvido por Morten Piibeleht. 
 Towards Better Images.jl Ecosystem, desenvolvido por Johnny Chen. 
 
Ainda, em relação ao desenvolvimento de outras atividades de pesquisa e 
referentes a aprendizagem de máquina em Julia, destacam-se: 
 Chen et al. (2016), que propuseram MXNet, a multi-language machine learning. 
 Yuret (2016), que desenvolveu Knet: beginning deep learning with 100 lines of 
Julia. 
 Innes (2018), o qual proposFlux: Elegant machine learning with Julia. 
 Blaom et al. (2019) desenvolveram MLJ, an open-source machine learning 
toolbox written in pure Julia. O MLJ é um projeto ambicioso e os 
desenvolvedores solicitam colaborações para o desenvolvimento do projeto, 
conforme pode ser avaliado em: https://github.com/alan-turing-institute/MLJ.jl. 
A proposta é fornecer uma interface uniforme para interagir com modelos de 
aprendizado supervisionado e não supervisionado em diferentes packages da 




Alan Turing Institute (https://www.turing.ac.uk/re search/research-
projects/machine-learning-julia), em dezembro de 2018. 
 
Destaca-se que a aprendizagem de máquina requer excelente suporte de 
hardware, bons números de repetições na base de dados, entre outras características, 
como por exemplo, a aplicação do paralelismo. Onde linguagens de programação de 
uso geral se esforçam para fornecer esses recursos, o TensorFlow.jl da linguagem de 
programação Julia pode lidar com eles sem problemas, embora isso não foi temática 
desta pesquisa. Em uma palestra proferida por Jonathan Malmaud (pesquisador do 
Instituto de Tecnologia de Massachusetts), disponibilizada emJuliaCon 2017, foi 
demonstrado como as interfaces da linguagem de programaçãoJulia com as 
estruturas populares de aprendizagem de máquina o tornam fácil de usar, em um 
exemplo comTensorFlow. 
A base de desenvolvedores da linguagem de programaçãoJulia tem 
aumentado nos últimos meses e as aplicações já são realizadas em um amplo 
espectro de domínios da ciência, uma lista completa é fornecida na página Julia 
Observer (https://juliaobserver.com/). No momento, Julia é usada em vários domínios, 
desde a otimização da produção de leite em fazendas até a supercomputação paralela 
da astronomia, aliás, pode-se agora descrever, desde a aplicação de uma simples 
estatística descritiva de diâmetros de árvores. Em uma entrevista para a 
Forbes(D’CUNHA, 2017), Viral Shah, CEO da Julia Computing, relata:  
“Amazon, Apple, Disney, Facebook, Ford, Google, Grindr, IBM, Microsoft, 
NASA, Oracle and Uber are other Julia users, partners and organizations 
hiring Julia programmers,” says Shah, CEO of Julia Computing. In June, the 
two-year-old startup raised $4.6 million seed funding from U.S.-based 
investment firms General Catalyst and Founder Collective. “Today, Julia has 
over 1 million downloads, with 161% annual growth”. 
Notavelmente, a linguagem de programaçãoJuliachama atenção de algumas 
das organizações de destaque mundial. Com base na experiência obtida no 
desenvolvimento deste trabalho, a visão do autor, é que a linguagem de programação 
Julia poderá emergir como uma excelente opção para implementar soluções de 
aprendizagem de máquina e também uma alternativa para outros tipos de tarefas de 




Um Engenheiro Florestal e área afins, mesmo que experiente e com domínio 
de outras linguagens de programação, não deve se abster de experimentar Julia, 
porque isso lhe dá outra opção e pode ajudá-lo a descobrir novas maneiras de 
trabalhar e resolver problemas de modelagem. Entendeu-se também que todas as 
linguagens de programação são interessantes, úteis, todas com aspectos positivos e 
negativos e que a linguagem de programação Julia é uma alternativa que pode ser 
aplicada para o processamento de modelagens na Ciência Florestal. 
 
4.7.4 Linguagem de programação Julia na área florestal 
 
Conforme mencionado anteriormente, a linguagem de programação Julia 
ainda é recente, e portanto, pouca conhecida e usada na área da ciência florestal. 
Entretanto tem-se início ao uso da mesma com Engenheiros Florestais como nos 
seguintes exemplos: 
 Estimating climate service value in forestry: The case of climate 
information on drought for maritime pine in Southwestern France, proposto 
por Caurla e Lobianco (2019). 
 Numerical analysis of ecology-economic model for forest fire fighting in 
Baikal region, proposto por Sukhodolov et al. (2019). 
 
Antonello Lobianco, que trabalha na área florestal também desenvolveu um 
livro intitulado: Julia Quick Syntax Reference:A Pocket Guide for Data Science 
Programming (LOBIANCO, 2019). Na parte de packages, é possível encontrar o 
arquivoForestBiometrics.jl, desenvolvido para geração de gráficos específicos para 
biometria florestal bem como modelagens específicas para esse campo. 
Em termos comerciais, é possível observar a Iniciativa do Custo Social do 
Carbono (The Social Cost of Carbon Iniciative), criada pela associação Resources for 
the Future (RFF), para melhorar a ciência por trás das estimativas do custo social do 
carbono. As análises são realizadas usando o package Mimi.jl, da linguagem de 
programaçãoJulia, focado em análise de modelos de associação integrada (RFF, 
2020). 
 





Um bom estimador deve ser imparcial. Para que tal sentença seja 
assegurada, uma distribuição de estimativa deve resultar em viés geral de zero, da 
mesma forma o estimador deve ser preciso, ou seja, deve apresentar pequena 
variação e por fim o mesmo deverá ser acurado, sendo que isso significa que seus 
resultados estão próximos dos valores reais (KOTZ; JOHNSON, 1989). 
Conforme mencionado anteriormente, muitas vezes, o principal problema está 
em um modelo ficar demasiadamente acurado ao ser ajustado, contudo, sua 
capacidade de prever outros dados será reduzida. Esse é o caso apresentado nos 
modelos WNSUR, visto que se tem um melhor resultado de viés, precisão e acurácia 
para esse procedimento, em comparação ao melhor estimador de aprendizagem de 
máquina. Nesse caso, o aprendizado teve resultados melhoresapenas para a 
estatística viés. Os modelos apresentados por Behling et al. (2018) tiveram resultados 
3,66% maiores que a técnica de floresta aleatória. Ao analisar-se a precisão e a 
acurácia apresentadas pela floresta aleatória foram 6,46% e 5,41% superiores aos 
valores apresentados com os modelos não lineares. 
Em contrapartida, ao se observar os dados de validação observa-se uma 
outra percepção, visto que os valores comparativos de viés, precisão e acurácia 
apresentam resultados de 14,03%, 55,31% e 55,70% maiores para os modelos 
WNSUR, ao se referir a viés, precisão e acurácia, respectivamente. Sendo assim, é 
evidenciada a menor capacidade de generalização dos modelos de regressão quando 
comparado as técnicas de aprendizagem de máquina. 
Como o maior objetivo de um estimador não é ser somente bom para estimar 
os dados utilizados na regressão, mas também outras bases de dados, define-se que 
as florestas aleatórias tiveram um melhor resultado, visto que seus resultados não 
foram muito inferiores aos apresentados pelos modelos WNSURno treinamento, 
entretanto, seus resultados foram amplamente superiores ao comparar-se a 
validação.  
Dessa forma, a primeira hipótese delineada neste trabalho: “Técnicas de 
aprendizagem de máquina estimam a biomassa de maneira mais acurada que os 
modelos de regressão, porque são mais flexíveis e possuem maior capacidade de 
extrair e generalizar as informações das bases de dados quando comparados com os 
modelos alométricos”, foi confirmada conforme resultados já apresentados. 
Além da preocupação com a modelagem, o Engenheiro Florestal necessita 




inviável. Assim, a modelagem utilizando uma linguagem de programação é 
fundamental devido a quantidade e diversidade de dados.  
Linguagens de programação como Fortran, C, Java, Python e outras são 
utilizadas, e também linguagens especializadas voltadas para programação 
matemática/estatística, como o Mathematica, Lisp, Prolog, Matlab, Octave, R, Maple 
e SAS, podem ser utilizadas no processamento da modelagem. O processo 
normalmente envolve a análise do problema disponível, escrevendo códigos, 
analisando o comportamento e a saída, iterando e melhorando o modelo. No final da 
modelagem, deseja uma solução apropriada para o problema em questão e também 
espera que os códigos produzidos não sejam longos, que se tenha bom 
processamento de dados e que os gráficos produzidos tenham alta qualidade.  
Conforme apresentado neste trabalho, essas características foram 
alcançadas utilizando a linguagem de programaçãoJulia. Dessa forma, asegunda 
hipótese delineada neste trabalho: A linguagem de programaçãoJulia é apropriada 
para ser utilizada na modelagem de variáveis dendrométricas realizada por 
Engenheiros Florestais, pois: 
- possui diversas funções matemáticas e estatísticas, 
- alta precisão para valores numéricos, 
- facilidade para integrar com bibliotecas de outras linguagens, 
- os códigos possuem mecanismos para facilitar o entendimento,  
- a ideia do programador é expressa utilizando poucas linhas de código, e 
- é eficiente em termos de tempo de processamento dos dados, 






A melhor técnica de aprendizagem de máquina para modelar a biomassa de 
árvores de acácia negra é floresta aleatória com 100 árvores e 1 amostras por folha 
(min_sample_init) e classificação out-of-bag (oob_score) true. Essa técnica é mais 
apropriada para estimar a biomassa de árvores para novos dados, quando comparado 
com as equações de regressão ajustadas por WNSUR. 
A linguagem de programaçãoJuliatem potencial para despontar como uma 
linguagem de programação competitiva e é uma alternativa para problemas que 
requerem modelagem na Ciência Florestal com exigência computacional. Os códigos 
são simplificados, seu processamento é de alta performance e a integração com 
várias bibliotecas é realizada de maneira fácil. 
 
5.1 RECOMENDAÇÕES PARA TRABALHOS FUTUROS 
 
 Materiais específicos da área florestal utilizando linguagem de 
programaçãoJulia são escaços. Sugere-se a elaboração de materiais a respeito de 
estatística, manejo florestal, inventário florestal, tecnologia da madeira, ecologia, 
silvicultura e economia florestal utilizando tal linguagem. 
 Ao remeter-se as técnicas de aprendizagem de máquina, vale-se destacar 
que não se tem apenas o método de Predição. Dessa forma, buscar outros enfoques 
para a área florestal é importante e deve ser feito utilizando-se de outros métodos 
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