, the space of continuous real valued functions on any compact subset X of the plane. Kuelbs also defined a similar integral over spaces of functions of several variables and even infinitely many variables [4] In the present paper we shall consider integration over C 2 [X] in the case where X is the rectangle R = {(s, t) \ a ^ s <;&, a <; t <; β}. We note that this is closely connected with Yeh's integral over C 2 [S] and that Kuelbs has given a formula for relating integrals over C 2 [R] with integrals over C 2 [S], [3, p. 18].
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In this paper the authors evaluate Yeh-Wiener integrals (which apply to functionals of a variable continuous function of two arguments) in terms of multiple Wiener integrals (which apply to functionals of several variable continuous functions of one argument). First somewhat specialized cases are given where the multiplicity of the Wiener integral is finite, and then quite general Yeh-Wiener integrals are evaluated in terms of limits of n-folά Wiener integrals as n->oo.
Introduction* James Yeh [5] 1 defined Wiener measure in the space C 2 [S] of continuous real valued functions of two variables defined on the square S O^s^l, 0 <. t <>1 and vanishing whenever s or t equals zero. More recently James Kuelbs [3, 4] extended Yeh's integral to integration over C 2 [X] , the space of continuous real valued functions on any compact subset X of the plane. Kuelbs also defined a similar integral over spaces of functions of several variables and even infinitely many variables [4] In the present paper we shall consider integration over C 2 [X] in the case where X is the rectangle R = {(s, t) \ a ^ s <;&, a <; t <; β}. We note that this is closely connected with Yeh's integral over C 2 [S] and that Kuelbs has given a formula for relating integrals over C 2 [R] with integrals over C 2 [S] , [3, p. 18 ].
Yeh's measure as applied to the space
C 2 [R] Ξ {&(., •) I Φ, *) = Φ, a ) = °, Φ, t) continuous for α^s^δ, a <^ t <^ β}
is defined as follows. Let a = s 0 < ^ < < s m = 6, and a -ί 0 < t t < -< t n -β be subdivisions of [α, b] and [a, β] respectively and let -co <ς p j k <; Q j Jc ^ i co be given for j = 1, , m and k - 
where ^0 )fc == u jfQ = 0 for j = 1, -, m; k = 1, , w. This measure is countably additive on the set of intervals in C 2 [R] and can be extended in the usual way to the sigma-algebra of sets generated by the intervals and can then be further extended so as to be a complete measure. Thus "Yeh-Wiener measurable set" and its "measure" are defined in C 2 [R] .
The integrals of functionals integrable with respect to this measure will be called "Yeh-Wiener integrals".
In Theorem 1 of the present paper we establish a formula for evaluating in terms of a Wiener integral the Yeh-Wiener integral of a functional of x( , •) which actually depends solely on the values of x on one horizontal line.
Theorem 2 treats the case of a functional depending only on the values of x on a finite number of horizontal lines.
Theorem 4 deals with the case of a functional depending only on the values of x on the two (perpendicular) free edges of R. Examples are given to show how Theorem 4 can be used to evaluate Yeh-Wiener integrals of specific functionals.
Finally in Theorem 5 we consider a class of functionals that may depend on the values which x assumes at all points of the rectangle R and not only on the values x assumes on some restricted set. Proof. Let g(y) = /(V(7 -oc)βy). Then it suffices to prove that #(α/2/(7 -ά)x(-9 7)) is Yeh-Wiener measurable and that
where the existence of either implies the existence of the other and their equality. 
where ^0 = 0.
The right hand member of (1.2) can be evaluated in the following manner,
where v 0 = 0. If we set v t = 1/2/(7 -^)^έ we obtain (1.2) and hence including the measurability of the left hand integrand which we now know to be Yeh-Wiener almost everywhere zero. Thus Ί -a is also Yeh-Wiener almost everywhere zero and (1.2) holds.
where E is any Wiener measurable set. Then E = A -N where A and N are sets of the type considered in
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Cases III and IV. By applying (1.2) to Δ and to N we obtain (1.2) for E including the measurability of the left hand integrand.
Case VI. Let g(y) be a simple functional (with respect to Wiener measure). Then g(y) is a linear combination with constant coefficients of a finite number of functionals of the type considered in Case V. Hence (1.2) holds.
Case VII. Let g(y) be a real nonnegative Wiener measurable functional. Then g(y) is the limit of a monotone increasing sequence of simple functionals and (1.2) follows from Case VI by monotone convergence.
Case VIII. General case: Because any complex valued functional can be decomposed into its real and imaginary parts and they into their positive and negative parts, the theorem is proved.
2* The ^-parallel lines theorem* Having obtained a formula for Yeh-Wiener integrals where the functional of x( , •) actually depends only on the values of x(>, 7), i.e., on the values of x on one horizontal line of the fundamental rectangle R, it is natural to inquire next concerning functionals that depend solely on the values of x on a finite number of horizontal lines, i.e., functionals of the form
One might expect to obtain the Yeh-Wiener integral of F as an %-fold Wiener integral over the product of n Wiener spaces. Since it is not immediately apparent what the formula should be, we begin with the case where / depends on the values of the y k { ) at a finite number of points. Thus we let (2 1) where
is defined on R mn and U denotes the rectangular array {^;}ί=i, . ,m ,;=i,..., % . Then from (2.0) and (2.1) we have
Integrating over C 2 [R] and evaluating the Yeh-Wiener integral we have
where dU = d^ ώ^m >w , where w 0>i = w <>0 = 0 . We now make the transformation
For each fixed j, the sums in the exponential are those which would occur in the evaluation of a Wiener integral, and so we see that the whole expression is the evaluation of an w-fold Wiener integral. Thus
We shall use the following notation for the cartesian product of n n (n) [a, b] . We have given the motivation for the following theorem: and Case I is proved. The remaining cases are analogous to those of Theorem 1 and are proved in the same way.
3* The orthogonal transformation* Theorem 2 which we have just proved gives us an evaluation of the Yeh-Wiener integral of a functional F(x( , •)) which depends only on the values of x on n parallel lines. It is natural to inquire next concerning functionals that depend solely on the values of x on two perpendicular lines. We shall limit our investigation in this paper to the case where the two perpendicular lines are the free edges of the fundamental rectangle. Before we can obtain such a theorem, we will need to establish a generalization of Bearman's theorem [1, 130] on rotations in the product of two Wiener spaces. (A theorem of this sort was once proved by Edwin Sheffield, but so far as the authors know, it was never published.) THEOREM 
Proof.
Case I. Let F depend only on the values of y l9
, y % at a certain finite set of points, a -s Q < s t < < s m -δ, i.e., let 
Since (c ί} y) is an orthogonal matrix, n / n \ 2 n Σ Σ Ci.^ . fc -Vi.fc-i) = Σ (^i.fc -^i.fc-i) 2 and we obtain S co (mn) r 00 ...
-00 j-00
• \ i^(Σc u M ), • -, Σ C,A-(
In the above argument, the measurability of each successive integrand follows from the measurability of f (u ltl , " ,u n>m ) , and the boundedness of / implies the integrability of each integrand. Thus (3.1) is established for Case I. If we apply (3.1) to the case where / is a characteristic function of a measurable set we observe that n (3.0) is a measure preserving transformation of X CJα, 6] onto itself. [a, b] . The result of Case II can be extended from Ω = [JT^iIj to countable intersections of sets of this form and then to null sets and then to general measurable sets in the usual way.
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Case IV. Let F be a nonnegative functional. If F is actually a simple functional the result follows from Case III by multiplication by constants and addition. If F is not a simple functional, it can be expressed as a limit of a monotone increasing sequence of simple functionals, and the theorem follows for this case. where the existence of either member implies that of the other and their equality.
To apply this result, we let for i = l, and note that θ n {t) = 0, so 
Substituting the value of \ (dy(τ))/(τ -a) for ft = 1, , n into (4.2) we obtain 'δ -α / 2 = Φ) (4.4) i/2Gβ-α)
We now use (4.3) to evaluate the inner Wiener integral above and obtain
V2C8-α)J P l 2(6 -α)
• dVi dv^ίdz .
Using the formula
We next apply Theorem 3, using the transformation We note that (c fc ,, ) forms a real orthogonal matrix and that = Σ i/*y ~ ίy-ii/y , for Λ = 1, , n .
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Thus by Theorem 3 
y) -Γ p(s)[z(s)Yds V q(t)[y(t)Ydt
where p e L\a, b] and q e L^a, β]. Then
and each expression can be evaluated by known techniques to yield
EXAMPLE 2. We next show how to calculate the following integral using Theorem 4: (the authors know of no way of evaluating the integral without applying Theorem 4)
Let us set where the existence of either member implies that of the other and their equality.
We now identify in the expression for I λ in (5.6) Let g(s) = 1, μ = ^4(/9 -α:). An examination of the differential system shows that the least characteristic value is μ 0 = ττ 2 /(4(δ -α) 2 ). We must therefore have A < τr
1 . Now
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and our integral l x may be evaluated:
In order to employ (4.3), we normalize the secant function appearing in the Stieltjes integral, i.e., since
114 , where 7 = (6 -α)l/A(/3 -a). Our integral ^ becomes We apply (4.3) to obtain 6* General functionals* Finally we consider a class of functionals which are not required to depend only on the values of x on a restricted set. We do this by approximating F(x) by a sequence of functionals F(x n ) where x n is determined by the values of x on n horizontal lines and is defined in between the lines by linear interpolation. We then apply Theorem 2 to F(x n ) and take limits. It is clear that lim norm σ^0 F a (x) = F(x) for all xeC z [R] and since F is bounded we may apply Lebesgue's convergence theorem to obtain (6.1).
