The purpose of this paper is to decribe a very powerful decomposition construction for perfect secret sharing schemes. We give several applications of the construction, and improve previous results by showing that for any graph G of maximum degree d, there is a perfect secret sharing scheme for G with information rate 2=(d + 1). As a corollary, the maximum information rate of secret sharing schemes for paths on more than three vertices and for cycles on more than four vertices is shown to be 2=3.
Introduction and Terminology
Informally, a secret sharing scheme is a method of sharing a secret key K among a nite set of participants in such a way that certain speci ed subsets of participants can compute the secret key K. The value K is chosen by a special participant called the dealer.
We will use the following notation. Let P = fP i : 1 i wg be the set of participants. The dealer is denoted by D and we assume D 6 2 P. K is key set (i.e. the set of all possible keys) and S is the share set (i.e. the set of all possible shares). Let ? be a set of subsets of P; this is denoted mathematically by the notation ? 2 P .
The subsets in ? are those subsets of participants that should be able to compute the secret. ? is called an access structure and the subsets in ? are called authorized subsets.
When a dealer D wants to share a secret K 2 K, he will give each participant a share from S. The shares should be distributed secretly, so no participant knows the share given to another participant. At a later time, a subset of participants will attempt to determine K from the shares they collectively hold. We will say that a scheme is a perfect secret sharing scheme realizing the access structure ? provided the following two properties are satis ed:
1. If an authorized subset of participants B P pool their shares, then they can determine the value of K. 2 . If an unauthorized subset of participants B P pool their shares, then they can determine nothing about the value of K.
The security of such a scheme is unconditional, since we do not place any limit on the amount of computation that can be performed by a subset of participants.
Suppose that B 2 ?, B C P and the subset C wants to determine K. Since B is an authorized subset, it can already determine K. Hence, the subset C can determine K by ignoring the shares of the participants in CnB. Stated another way, a superset of an authorized set is again an authorized set. What this says is that the access structure should satisfy the monotone property:
if B 2 ? and B C P, then C 2 ?. If ? is an access structure, then B 2 ? is a minimal authorized subset if A 6 2 ? whenever A B, A 6 = B. The set of minimal authorized subsets of ? is denoted ? 0 and is called the basis of ?. Since ? consists of all subsets of P that are supersets of a subset in the basis ? 0 , ? is determined uniquely as a function of ? 0 . Expressed mathematically, we have ? = fC P : B C; B 2 ? 0 g:
We say that ? is the closure of ? 0 and write ? = cl(? 0 ).
We de ne the rank of an access structure ? to be the maximum cardinality of a minimal authorized subset. An access structure is uniform if every minimal authorized subset has the same cardinality. Observe that the rank of ? is two if and only if ? = cl(E(G)), where E(G) denotes the edge set of a graph G.
We now brie y describe a general mathematical model for secret sharing and discuss the concept of security. In this model, we represent a secret sharing scheme by a set F of distribution rules. A distribution rule is a function f : P fDg ! K S which satis es the conditions f(D) 2 K, and f(P i ) 2 S for 1 i w. A distribution rule f represents a possible distribution of shares to the participants, where f(D) is the secret key being shared, and f(P i ) is the share given to P i .
If F is a set of distribution rules and K 2 K, denote F K = ff 2 F : f(D) = Kg: If K 2 K is the value of the secret that D wishes to share, then D will choose a random distribution rule f 2 F K , and use it to distribute shares.
Suppose ? is an access structure and F is a set of distribution rules. Suppose the following two properties are satis ed:
(*) Let B 2 ?, and suppose f; g 2 F. If f(P i ) = g(P i ) for all P i 2 B, then
(**) Let B 6 2 ? and suppose f : B ! S. Then there exists a non-negative integer (f; B) such that, for every K 2 K, jfg 2 F K : g(P i ) = f(P i )8P i 2 Bgj = (f; B):
Then F is a perfect secret sharing scheme that realizes the access structure ?.
The property (*) is relatively straightforward: it says that the shares given to an authorized subset uniquely determine the value of the secret. The property (**) guarantees that the shares given to an unauthorized subset give no information as to the value of the secret. The list of shares (f(P i ) : P i 2 B) given to an unauthorized subset B will restrict the possible distribution rules to some subset of F. However, the remaining possible rules will be equally divided among the possible keys. More precisely, for any assignment of shares f to B, there will remain (f; B) possible rules corresponding to each value of the secret. The formal security proof uses probability distributions; it can be found in 6].
Remark. It is not necessary to require that f 2 F K be chosen with a uniform probability distribution. If it is chosen with a non-uniform distribution, then an obvious modi cation of property (**) must be made. In this paper, we consider only schemes where these probability distributions are uniform. The construction of (perfect) secret sharing schemes for arbitrary access structures has been studied by several researchers. General construction methods are described in 8, 1, 15, 14] .
We will use the notation PS(?; q) to denote a perfect secret sharing scheme with access structure cl(?) for a set of q keys.
Information Rate
We measure the e ciency of a secret sharing scheme by the information rate. Suppose F is a set of distribution rules for a secret sharing scheme. For 1 i w, de ne S i = ff(P i ) : f 2 Fg: S i represents the set of possible shares that P i might receive; of course S i S. Now, since the secret key K comes from a nite set K, we can think of K as being represented by a bit-string of length log 2 jKj, by using a binary encoding, for example.
In a similar way, a share given to P i can be represented by a bit-string of length log 2 jS i j. Intuitively, P i receives log 2 jS i j bits of information (in his or her share), but the information content of the secret is log 2 jKj bits. The information rate for P i is the ratio i (F) = log 2 jKj log 2 jS i j :
The information rate of the scheme is denoted by (F) and is de ned as (F) = minf i (F) : 1 i wg:
The average information rate, denoted by e (F), is the harmonic mean of the i (F)'s:
= w log 2 jKj P w i=1 log 2 jS i j :
For a given ( xed) scheme F, we will write i (1 i w), and e .
For any ?, we will de ne (?) (resp. e (?)) to be the maximum information rate of any perfect secret secret sharing scheme realizing cl(?).
It is easy to prove that e 1 for any ?, and that = 1 if and only if e = 1. Since = e = 1 is the optimal situation, we refer to such a scheme an ideal scheme. Ideal schemes have been studied extensively; see for example 4, 5, 11, 9, 12] . In the cases where ideal schemes do not exist, the objective is to construct a scheme with (average) information rate as close to one as possible. Research in this direction can be found in 6, 7, 2, 16, 10, 3, 17].
Graph Access Structures
The situation that has been studied the most is when the basis consists of the edges of a graph (i.e. the access structure has rank two); see 6, 2, 7, 3, 17], for example. If G is a graph, then we will denote the vertex set of G by V (G) and the edge set by E(G). For a vertex v 2 V (G), the neighbourhood of v, denoted by N(v), consists of all vertices w such tath vw 2 E(G). If V 1 V (G), then the induced subgraph G V 1 ] is de ned to have vertex set V 1 and edge set fvw 2 E(G) : v; w 2 V 1 g. We shall denote a PS(cl(E(G)); q) by PS(G; q).
The complete graph K n is the graph on n vertices in which any two vertices are joined by an edge. The complete multipartite graph K n 1 ;n 2 ;:::;nt is a graph on P t i=1 n i vertices, in which the vertex set is partitioned into subsets of size n i (1 i t) called parts, such that vw is an edge if and only if v and w are in di erent parts. An alternative way to characterize a complete multipartite graph is to say that the complementary graph is a vertex-disjoint union of cliques. Note that the complete graph K n can be thought of as a complete multipartite graph with n parts of size 1.
We now brie y mention some results we will need later. Ideal schemes for connected graphs were characterized by Brickell The following result from 6] speci es some values of q for which these ideal schemes can be constructed. Corollary 1.2 Suppose q t is a prime power. Then there is a PS(K n 1 ;n 2 ;:::;nt ; q) with = e = 1.
Proof. Let V 1 ; : : :; V t be the parts of the graph K n 1 ;n 2 ;:::;nt . Let x 1 ; : : :; x t be distinct elements of GF(q). For each (r; K) 2 GF(q) GF(q), de ne a distribution function f r;K 2 F K with f r;K (v) = Kx i + r, where v 2 V i .
In contrast, if a graph is not a complete multipartite graph, then we have the following upper bound on (G) proved in 2]: Theorem 1.3 Suppose G is a connected graph that is not a complete multipartite graph. Then (G) 2=3.
A Decomposition Construction
Our main recursive construction uses small schemes as building blocks in the construction of larger schemes. We call this the decomposition construction. Note that various versions of this construction have been described in several papers, such as 6, 2, 16, 11, 10, 17] . We now describe a new, more general version of the technique.
Suppose ? is an access structure having basis ? 0 . where F h K consists of the distribution rules in F h for which the key value is K. We will build a scheme with key set (GF (q)) . Let K = (K 1 ; : : : ; K ) 2 (GF (q)) . This set of distribution functions forms the desired scheme.
Some Corollaries
In this section, we present some corollaries of the decomposition construction, and discuss some of the ways the L h 's can be chosen.
We rst observe that we can always construct L h 's satisfying the required condition (1) if q n: Let 1 ; : : : ; n denote n distinct ( xed) elements of GF(q). For 1 h n, de ne L h = (1; h ; : : : ; ?1 h ). Any set of distinct L h vectors are linearly independent in (GF (q)) , since a matrix with L h 's as its rows is a Vandermonde matrix and has non-zero determinant over the eld GF(q). Note that the requirement that q n will not cause any di culty. For, suppose that q < n. Then we can always nd a power of q, say q j , such that q j n. By decomposition, where n = P j=1 n j , so the information rate is computed from Theorem 2.1. For each ? j;h , we de ne L j;h to be the vector with a 1 in the jth coordinate and 0's in all other co-ordinates. Then it is easy to see that condition (1) 
An Example
Here is another application of the decomposition construction.
Example 3.1 ? 0 = ffP 1 ; P 2 g; fP 1 ; P 3 g; fP 1 ; P 4 g; fP 2 ; P 5 g; fP 4 ; P 5 g; fP 2 ; P 3 ; P 4 gg:
Here is a 3?decomposition of ? 0 :
? 1 = fP 1 P 2 ; P 1 P 3 g ? 2 = fP 1 P 3 ; P 1 P 4 g ? 3 = fP 1 P 2 ; P 1 P 4 ; P 2 P 5 ; P 4 P 5 g ? 4 = fP 1 P 2 ; P 1 P 3 ; P 1 P 4 ; P 2 P 3 P 4 g ? 5 = fP 2 P 5 ; P 4 P 5 ; P 2 P 3 P 4 g ? 6 = fP 2 P 5 ; P 4 P 5 ; P 2 P 3 P 4 g: The resulting scheme will have = e = 3=5.
A Linear Programming Approach
In this section, we describe a linear programming approach that is useful in applying the decomposition construction. This is related to the linear programming methods employed For 1 h m, suppose F h is the set of the distribution rules of a PS(? h ; q) with information rates ih = i (F h ), P i 2 P h . We will assume throughout this section that the information rates ih are rational; certainly this is the case if the schemes are constructed using the vector space or geometric coinstructions. Let We want to nd the optimal linear combination of the ? h 's. We rephrase this to a linear programming problem as follows. Note that taking a scalar multiple of all the h 's does not a ect the value of the resulting information rate (F). Hence, we can allow the h 's to be non-negative rationals and \normalize" them by stipulating that Then our objective is to maximize .
Hence, the linear programming problem we consider is the following:
Maximize R subject to: 2 ; P 3 g; fP 4 ; P 5 g; fP 3 ; P 5 gg:
The 5 The optimal solution to the resulting linear program is: 
Lower Bounds for Graph Access Structures
The optimal information rate and average information rate for graph access structures has been extensively studied in recent years. For the graphs on at most four vertices, optimal information rates were determined in 2]. The graphs on ve vertices were handled, with four possible exceptions, in 2]. The four exceptions were subsequently done in 17] (three of them by using the decomposition construction we describe in this paper).
Our linear programming approach is well-suited for deriving lower bounds on the information rates for a graph G. As we did in Example 4.1, we can produce a list L consisting of the complete multipartite subgraphs of G, and then solve the resulting linear programs. Note that the whole procedure can be automated in a straightforward way. This approach in fact yields the optimal information rate and optimal average information rate for all but one of the graphs on at most ve vertices. (The exceptional graph is denoted G 13 . Dean Ho man showed that = 2=3 and e = 10=13 for this graph 17], whereas this linear programming approach yields only 3=5 and e 4=7.)
Bounds on the information rate for special classes of graphs have also been studied; these classes include paths, cycles, and trees. Some other general bounds involve the maximum vertex degree. For example, the following general results were proved in 6] and 3]. Taking d = 2 in Theorem 5.2, we obtain the optimal information rates for paths and cycles. In the following corollary, P n denotes the path on n + 1 vertices (having n edges), and C n denotes the cycle on n vertices. Corollary 5.3 (P n ) = 2=3 if n 3, and (C n ) = 2=3 if n 5.
Proof. The lower bounds on come from Theorem 5.2; the upper bounds come from Theorem 1.3. Remark. This result was already known in the case of a path or an even length cycle 2]. For odd length cycles (other than C 3 ), the result is new. The rst such case, C 5 , was illustrated in Example 2.1. Also, note that P 2 , P 3 , C 3 and C 4 are complete multipartite and have = 1.
For graphs of maximum degree three, we have the following bound which improves Theorem 5.2: Corollary 5.4 Suppose G is a graph in which the maximum vertex degree is 3. Then (G) 1=2.
As an application of Corollary 5.4, we mention the Petersen graph. The lower bound of 1=2 for the information rate is an improvement of the bound 10=21 given in 16]. 
