Separatrices divide the phase space of some holomorphic dynamical systems into separate basins of attraction or "stability regions" for distinct fixed points. "Bundling" (high density) and mutual "repulsion" of trajectories are often observed at separatrices in phase portraits, but their global mathematical characterisation is a difficult problem. For 1-D complex polynomial dynamical systems we prove the existence of a separatrix for each critical point at infinity via transformation to the Poincaré sphere. We show that introduction of complex time allows a significantly extended view with the study of corresponding Riemann surface solutions, their topology, geometry and their bifurcations/ramifications related to separatrices. We build a bridge to the Riemann ξ-function and present a polynomial approximation of its Newton flow solution manifold with precision depending on the polynomial degree.
Introduction
In this paper, we analyse properties of special phase space structures of the one-dimensional complex autonomous dynamical system
where f : C → C is a holomorphic function. Many studies have been performed for such systems, e.g. see [1, 2] and for corresponding Newton flows, e.g. see [3] 
also and in particular in a context where f (z) is number-theoretically significant like the Riemann ζ(z)-or ξ(z)-functions. As a fundamental result it has been shown that holomorphic flows of type (1) do not allow limit cycles and sectors of the flow around equilibria are confined by separatrices (see [1] ). The recent work of Schleich et al. [4] suggests that the behaviour of ξ Newton flow separatrices at infinity may contain information about the exact location of the equilibria of such flows, e.g. the non-trivial zeroes of ξ(z).
The main focus of our article is to investigate holomorphic flows at infinity and identify analytical and topological properties of separatrices dividing two sectors around centres. Mapping the complex phase space to the Poincaré sphere provides insight into the dynamics of the flow at infinity [5] . Other transformations can reveal characteristics at infinity as well (see section 3). The global phase space behaviour of polynomial vector fields f is well studied. We
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prove that critical points at infinity must have at least one incoming or outgoing trajectory which is a separatrix. Thus, separatrices are closely related to heteroclinic or homoclinic orbits connecting to critical points at infinity. This refers to the work of Davis and Skodje [6] and Al-Khateeb et al. [7] for dissipative real functions f : R n → R n and their slow invariant manifolds.
Broughan systematically analyses holomorphic flows in a couple of articles [1, 2, 8, 9] . He refers to the set composed of a finite equilibrium and its characteristic orbits as the neighbourhood of the corresponding equilibrium. Examples are a centre and all of its encircling periodic orbits or a stable node and its basin of attraction. The boundary of the neighbourhood of centres is the union of separatrices (=boundary components). While Broughan considers separatrices primarily from an analytical point of view, we consider them as global objects on the manifold of solutions and deal with them topologically as well. In particular, the winding number of periodic orbits around their corresponding centres changes when crossing a separatrix.
Section 2 gives a brief introduction into the topics of holomorphic flows and separatrices. A suitable definition of the separatrix is given as well. In section 3, analytical basics for the computation of critical points at infinity are introduced. We give a brief introduction to the Poincaré sphere and other transformations that make the analysis at infinity possible. It is shown that for certain polynomial dynamical systems, (limit) cycles cannot exist at infinity (and finite limit cycles cannot exist as well, cf. [1] ). Moreover, equilibria at infinity and separatrices are directly correlated. Section 4 deals with the topology of centres and their periodic orbits. Since the right-hand side of the ODE (1) is smooth, periodic orbits cannot intersect. Their winding number is ±1 depending on which side of the separatrix the orbits are located.
Separatrices
When considering holomorphic flows, e.g. z = cosh z − 1 2 (see Figure 1) , it becomes evident that there are special trajectories which divide the whole bunch of trajectories into different regions of the same qualitative stability behaviour. Trajectories in the neighbourhood bundle at these trajectories making the phase portrait look similar to slow invariant manifolds (see e.g. [10] [11] [12] ). In Figure 1 , these trajectories are the lines z = kπ, k ∈ Z and the corresponding regions are the sets S k := z ∈ C : z ∈ kπ, (k + 1)π for k ∈ Z. Within such a region S k all trajectories are periodic orbits around the equilibrium z *
We call those separating lines separatrices. However, an appropriate and precise mathematical definition of separatrices is a controversial topic (cf. [2] , Section 2 for a brief overview of definitions).
In the context of holomorphic flows, the following Definition 2.1 is reasonable and well suited as we will see later. Definition 2.1 (Separatrix [2] ). A trajectory γ is a positive (negative) separatrix for the holomorphic flow (1) if there is a point z ∈ γ such that the maximum interval of existence of the path starting at z and following the holomorphic flow (1) in positive (negative) time is finite.
Although, this definition is not based on the separation of stability regions in the phase space, Broughan [1, 2] shows that the boundary of these stability regions consists of trajectories with finite maximum interval of existence, and thus separatrices.
Since separatrices have finite maximum interval of existence, the vector field f cannot be bounded on separatrices. Otherwise, one could enlarge the interval of existence. Therefore, a positive separatrix for entire functions f must reach out to infinity in phase space. This motivates the investigation of the qualitative behaviour of holomorphic flows at infinity.
Critical Points at Infinity
In this section, techniques for investigation of the behaviour of dynamical systems at infinity are presented. We follow the introductions of Perko [5] , Meiss [13] , Roeder [14] , Gingold and Solomon [15] into this topic. We use the identification C R 2 and consider two-dimensional real dynamical systems.
Polar Coordinates There are several possibilities to compactify and analyse complex-valued dynamical systems. One obvious transformation uses polar coordinates (r, θ) and regards the limit r → ∞ (cf. [14] ). Consider a polynomial, two-dimensional real dynamical system of the form
where P and Q are polynomials in x and y with P i (x, y) resp. Q i (x, y) being the homogeneous polynomial of degree i in P resp. Q. Using polar coordinates, the following system is obtained: r = cos θ P (r cos θ, r sin θ) + sin θ Q(r cos θ, r sin θ)
For taking the limit r → ∞, r is replaced by s = 1 r and then the limit s → 0+ is considered
We denote the degrees of the right-hand side of (5a) in s by 2 − I and of (5b) by 1 − J. As we will see, behaviour at infinity depends on the numberk := I − J.
Poincaré Sphere In the transformation (5), infinity corresponds to s = 0. Handling of a fixed point at infinity might be complicated since infinity is just a single point here. Thus, the study of separatrices is hard if they accumulate at this single point of infinity. An alternative is the projection to the Poincaré sphere which distinguishes the behaviour at infinity. To project a point (x * , y * ) of the dynamical system (3) onto a point (X * , Y * , Z * ) on the northern hemisphere In short mathematical notation, the transformation can be written as the following two relations:
Simple calculations show that the dynamics on the Poincaré sphere are given by
In the following, the degree of the polynomials P and Q is assumed to be a natural number d ∈ N . Since we are interested in the case Z = 0 which corresponds to infinity and P 
where P d (X, Y ) and Q d (X, Y ) are the terms with exactly degree d in P and Q. Thus, fixed points at infinity must satisfy the following equation
Since this equation is homogeneous of degree d + 1, an equilibrium (X, Y, 0) induces the antipodal point (−X, −Y, 0) to be a fixed point as well. The antipodal point is the same type of fixed point. However, the direction of the flow reverses if the natural number d is even.
To characterise the type of an equilibrium (X, Y, 0) at infinity, it can be useful to transform the system in the neighbourhood of the equilibrium to the tangent plane at this fixed point. For instance, if X = 0, the mapping
projects (X, Y, Z) onto the (β, γ)-plane and corresponding dynamics with respect to a rescaled time ds = X d−1 dτ
A fixed point (β 0 , 0) in this new system (7) corresponds to a fixed point
, 0 on the Poincaré sphere.
Compactification Finally, a third possibility for the compactification might be the following approach (cf. [15] ), where a pointx ∈ R 2 is mapped to the point
Its inverse mapping is given bȳ
This mapping can be continued to the boundary ∂U , which is mapped to a set of points p ∞ at infinity that differ in their "direction" p at infinity. Formally, it is the set
where the following Definition 3.1 clarifies what is meant by p ∞ and its corresponding direction p to infinity.
2 can be equipped with the chordal metric in order to become a complete metric space. See [15] .
Compactification of the dynamical system (3) with mapping T yields
dτ results in the dynamical systeṁ
where P and Q are evaluated at
. Finally, for u ∈ ∂U , we obtaiṅ
which is twice the right-hand side of (6) . So the compactification via mapping T is very similar to the transformations to the Poincaré sphere and subsequently projection to the plane containing the equator of the sphere.
Definition of Critical Points at Infinity
Critical points at infinity may be introduced with respect to the Poincaré sphere as Definition 3.2 (Critical Point at Infinity). A critical point at infinity for the system (3) is a point p ∈ ∂U such that
Then the following statements are equivalent (a) p is a critical point at infinity for the system (3),
-this statement is used for definition of critical points at infinity in [15] .
Proof. (a) and (b) are equivalent by definition. (b) is equivalent to
This holds exactly when (c) holds. (d) is an equation of the form y = p yp = pp y, which is an eigenvalue problem of the matrix pp of rank 1 with eigenvalue 1. Since p = pp p, the vector p lies in the image of the matrix pp . Now it follows y ∈ R 2 : y = p yp = {αp : α ∈ R} .
Therefore, (c) and (d) are equivalent.
Heteroclinic Orbits as Separatrix Generators
For vector fields f arising in the context of two-time-scale systems, so called slow invariant manifolds (SIMs) are special trajectories sharing a phase portrait similar to separatrices. In regions around those SIMs, other trajectories bundle onto these SIMs on the fast time scale. Once trajectories are close to them, they stay close to them.
Al-Khateeb et al. [7] conjecture and make plausible that the one-dimensional SIMs are heteroclinic orbits that start in critical points (finite or infinite) of saddle type with exactly one unstable direction (based on [6] ). Therefore, it seems natural to investigate whether separatrices are heteroclinic, homoclinic orbits or none of them.
In the following we restrict ourselves to complex polynomial differential systems.
where
Furthermore, if the equator of the Poincaré sphere consists of infinitely many critical points, then d is an odd number and α d = a d is a real number.
the transformation (9) is clear. We consider (4) and determine I ∈ {1, 2, . . . , d} and
Inserting θ = π/2 in (4), yields 
The statement now follows applying Theorem 2 in [14] .
Theorem 3.1 (cf. Theorem 18 of [15] ). Let p ∈ ∂U be a critical point at infinity of system (9) with polynomial degree d ≥ 2. According to Proposition 3.1 there is an α ∈ R such that
All critical points at infinity are generic, i.e., α = 0. If α > 0 (α < 0), there is a separatrix that ends (starts) at the critical point p at infinity.
Proof. Let p be a critical point at infinity with corresponding α ∈ R. At first, we show that α = 0. Assume that α = 0.
Thus it holds
which is equivalent to
The matrix in this equation is regular. Otherwise α d = a d + ib d would be zero and using Lemma 3.1 yields
This contradicts p ∈ ∂U . The assumption α = 0 must have been wrong.
Because of Proposition 3.1, we can apply Theorem 18 resp. Theorem 14 of [15] . There it is shown that the vector field is incomplete. More precisely, the authors show that (8) is equivalent to
In this equation, A is the matrix
where J d denotes the Jacobian of the vector field
and V is a polynomial vector function in the variables u, p and u − p such that
is an eigenvalue of A for the left eigenvector p. W.l.o.g. let α > 0. Then there is at least one trajectory u * (t) with lim t→tmax− u * (t) = p ∞ for a finite value t max < ∞. Thus, u * is a separatrix in the sense of Definition 2.1 that ends at the critical point p at infinity. 0) is a fixed point at infinity and no (limit) cycle at infinity can exist. If d is even, there are only finitely many fixed points at infinity.
Proof. Theorem 2 in [14] , Lemma 3.1 and Theorem 3.1.
Remark 3.2. It is necessary in Theorem 3.1 to require that d > 1. The example f (z) = z, P (x, y) = x, Q(x, y) = y with solution trajectories x(t) = x(0)e t , y(t) = y(0)e t shows that no separatrices are present.
Example 3.1 (Global Phase Portrait of z 2 + 1). We apply the theory of this section to investigate the phase space behaviour of the dynamical system z = f (z) = z 2 + 1; z, f (z) ∈ C which can be regarded as two-dimensional, real ODE
Its solution is z(t) = tan(t + c), where the complex constant c ∈ C depends on the initial value. Figure 3 shows the phase portrait of this ODE.
The finite fixed points are given by (0, 1) and (0, −1). The Jacobian 2x −2y 2y 2x reveals that (0, 1) and (0, −1) are centres of different signs. Some periodic orbits around these centres are plotted with orange colour in fig. 4 .
Application of Theorem 3.1 guarantees the existence of a separatrix and according to Corollary 3.1 p 1,2 = ±(1, 0) are two (of finitely many) critical points at infinity. Explicit calculation of the critical points at infinity is carried out by solving
and thus are given by (X, Y, Z) = ±(1, 0, 0). These two infinite critical points are depicted as green balls in fig. 4 and are the only two equilibria at infinity.
To determine the type of these equilibria at infinity, the transformed ODĖ is considered. The Jacobian evaluated at (β, γ) = (0, 0) is given by
Consequently, the critical point (X, Y, Z) = (1, 0, 0) is saddle point. The equilibrium (X, Y, Z) = (−1, 0, 0) is a saddle point with opposite direction of the flow because the degree d = 2 of the regarded polynomials of the righthand side is an even number. For the sake of completeness, we would like to add that
i.e., α = ±1. Thus, we have an incoming separatrix for (1, 0) and an outgoing separatrix for (−1, 0).
Next, an initial point for the numerical calculation of separatrices is given below. Obviously, an eigenvector for the stable eigenvalue −1 of (β, γ) = (0, 0) is e 2 = (0, 1) . Perturbation of this fixed point into this direction leads to p ε = (0, 0) + εe 2 = (0, ε) . Mapping this point back to the Poincaré sphere yields
1 ε , 0 . Since y ε = 0, the perturbed point is already on the separatrix and propagation in backward time directly calculates the separatrix numerically. Example 3.2 (Global Phase Portrait of cosh(z − 1/2)). The theory of the transformation to the Poincaré sphere is not applicable for cosh since it is not a polynomial. However, the global phase portrait of z = cosh(z − 1/2) can be described by using the phase portrait of z = z 2 + 1 because the transformation w(t) = exp z(2t) − 1/2 turns every solution trajectory of z = cosh(z − 1/2) into a solution trajectory of w = w 2 + 1. Essentially, the inverse transformation is the logarithm. As a consequence, the global phase portrait of z = z 2 + 1 is homeomorphic to the phase portrait of z = cosh(z − 1/2) in each strip S k := z ∈ C : 2kπ ≤ (z) < 2(k + 1)π for k ∈ Z, where the logarithm is bijective.
A Topological View on Separatrices of Periodic Orbits
In this section we extend the investigations of Broughan [1, 2, 9] . He analyses the neighbourhoods of a centre, elliptic sector at a zero, focus and nodes of holomorphic flows. He was able to show that the boundary components of these neighbourhoods are separatrices in the sense of Definition 2.1. In the following we restrict ourselves to the case of boundary components of two neighboured centres, i.e. where the neighbourhoods of two centres have non-empty intersection (see fig. 1 ). We show that the index of trajectories around centres changes by traversing a common separatrix. But first, we define the term transit time. 
where the integration path is given by γ.
Furthermore, the ball of radius r > 0 around z ∈ C is denoted by U r (z).
The following Theorem 4.1 characterises separatrices in holomorphic dynamical systems (not only polynomial systems), where two regions with periodic orbits inside have common boundary. The winding number of a periodic orbit around a centre is ±1 and has the same sign for all periodic orbits around the same centre. However, the periodic orbits on the other side of the separatrix (and thus around another centre) must have the opposite winding number. Theorem 4.1. Let z 0 , z 1 be two (neighboured) centres of the flow (1) with a holomorphic function f . Let the regions
have common boundary component C ⊂ ∂P 0 ∩ ∂P 1 (i.e. C is a separatrix, cf. Broughan [2] ). Then it holds z * ∈ C iff for all ε > 0 small enough, there exists z * k ∈ U ε (z * ) ∩ P k , k ∈ {0, 1} such that the orbits γ k of the flow (1) with
Proof. If for all ε > 0 there are z * k ∈ U ε (z * ) ∩ P k , k ∈ {0, 1} then z * ∈ ∂P 0 ∩ ∂P 1 because P 0 and P 1 have empty intersection. According to Broughan [2] z * is thus part of a separatrix.
The interesting part of the proof is to show that the index of trajectories changes by traversing the separatrix. Let z * be part of a boundary component C of ∂P 0 ∩ ∂P 1 . The separatrix C is a trajectory. So for ε > 0 small enough there are two points x, y ∈ U ε/2 (z * ) ∩ C with x = y. Claim A in the proof of [2, Theorem 4.1] yields that ∀δ > 0 ∃ ε δ > 0 such that all orbits α k with
Thus, we have τ (x 0 , y 0 ) − τ (x 1 , y 1 ) < 2δ. Since δ > 0 is arbitrary, τ (x 0 , y 0 ) and τ (x 1 , y 1 ) must have the same sign. If we take orbits α k such that x k resp. y k have minimum distance to x resp. y then we can make use of the Jordan curve theorem in order to show that the interiors of α k (which contain z k ) are to the left of α 0 in direction of the flow and to the right of α 1 or vice versa. In other words,
Example 4.1. We consider the function f (z) = cosh(z − 1/2) again. Figure 1 includes the direction field of f . It is easy to see that the index of orbits in the strip S k := z ∈ C : z ∈ kπ, (k + 1)π is (−1) k . In accordance with Theorem 4.1, the index changes at each separatrix z = kπ, k ∈ Z for k ∈ Z.
Separatrices of 1-D holomorphic flows and Newton flows in complex time
The works of Broughan [1, 2, 8, 9] , of Neuberger, Schleich et al. [3, 4, 16] study specific trajectories (separatrices) dividing the phase space of particular 1-D complex dynamical systems into distinct period orbit or fixed-point stability regions enclosing. Understanding the structure and asymptotics of the separatrices in the limit z → ∞ for the Newton flow of the Riemann ξ-function might yield insight into the location of the fixed points (corresponding to ξ-zeroes) via topology and geometry of the solution manifold, e.g. using arguments based on the constant phase of Newton flow lines as pointed out in [4] . A "model flow" which has a phase portrait topologically similar to ξ and is much more accessible is the complex cosh. We propose on the basis of numerical results for the holomorphic cosh flow that the introduction of complex time may have the potential to establish a setting for more complete characterisation of separatrices including their analytical and topological properties.
Recently we proposed complex time and analytic continuation of real-analytic dynamical systems to study the properties of slow invariant manifolds (SIM), whose phase space similarities to separatrices have been pointed out above (in particular trajectory bundling and attraction/repulsion in positive, respectively negative time direction). It became obvious that spectral information can be gained by studying imaginary time trajectories of linear and nonlinear systems. Fourier transform even yields quantitative criteria characterizing SIM in several example systems (see Dietrich and Lebiedz [17] ).
The solution trajectories in complex time are embedded Riemann surfaces (holomorphic curves). For the complex cosh, both topology and geometry of the Riemann surfaces as well as the fibre bundle of Riemann surfaces with base space C parametrising the possible initial values of (1) seem to be closely related to properties of separatrices (cf. fig. 6 ). The Riemann surfaces (as graphs over compact subsets of complex time) for the complex time cosh flow with initial values that are not on a separatrix show some kind of "bifurcation" close to the fixed points (cosh zeroes). However, the Riemann surfaces with initial values on a separatrix do not show a bifurcation (see phase pace plots fig. 5 ). Non-periodic trajectories with amplitude oscillations in imaginary time turn into periodic orbits at some bifurcation point.
For the complex time ODE
with holomorphic function f , there is at least a local, unique solution z(·) representing a holomorphic curve [18] . This solution satisfies the following partial differential equations:
We think that this is an appropriate setting to study separatrices from a global point of view opening it for powerful tools from complex analysis, topology and algebra related to Riemann surfaces.
Mappings of rectangles from the complex time plane along the complex-time flow of the dynamical system to the solution manifold for a fixed initial value (see fig. 7 ) allow to probe global topological properties of the Riemann surfaces which are by their complex time parameterization naturally coverings of compact subsets of C parameterised by the initial value z 0 of (10).
Newton Flows of cosh and ξ
Newton flow lines z(t) (solutions of (2)) share the characteristic property of constant phase of the complex number f (z(t)) along solutions z(t) and can be interpreted as gradient flow lines with respect to a Sobolev gradient defined by a Riemannian metric induced by the vector field [19] . Lines of constant modulus |f (z(t)| are orthogonal to Newton flow lines. In a complex time view (see (10) ), the latter correspond to imaginary time trajectories. Newton flows can be desingularised removing the singularities at zeroes of f by rescaling time which results in the same flow lines with different time parameterisation [20, 21] . The singularities of the Newton flow turn into hyperbolic fixed points (saddles). This brings them close to earlier considerations of this article studying saddles at infinity (see section 3).
In particular, the inverted Newton flow of the Riemann ζ-function occurs in the Riemann-von-Mangoldt explicit formula with ζ-zeroes ρ n : Figure 6 : Graph of Riemann surface solutions t, z(t) ∈ C 2 , where z is solution of the differential equation dz/dt = cosh(z − 1/2). In the left figure, the initial value z(0) is away from all separatrices, while in the right figure z(0) = 3 is on the separatrix.
with the second Chebyshev function ψ.
This was the original motivation for the authors to study a dynamical system based on ζ Newton flow and to introduce complex time. The Riemann-von-Mangoldt explicit formula contains the integral over the inverted ζ Newton flow in imaginary direction and relates this integral to a sum over ζ-zeroes. Thus the phase portrait of the ζ Newton flow, respectively symmetric ξ flow, should contain some information on the ξ-zeroes.
We focus on the Newton flow of the symmetric (cf. functional equation), entire ξ-function whose phase portrait has characteristic similarities to the complex cosh Newton flow. 
Using the logarithmic derivative of the formula (see [22, p. 47 
) and separation of variables for the Newton Flow (2) of ξ(z) we get at zeroes of ξ , the dynamical systems in complex time should be chaotic in some sense with a specific bifurcationrelated route to chaos. We speculate that an interesting operator might be constructed via the Newton flow map of ξ which seems to be related to a Hamiltonian system (the modulus |ξ(z)| is a conserved quantity along imaginarytime trajectories of the Newton flow and the phase of the complex number ξ(z) along real-time trajectories!). In the physical literature a specific formal relation between statistical mechanics and quantum mechanics is referred to as Wick rotation [26] , sometimes called a mysterious connection: when replacing time in the evolution operator e T from equilibrium statistical mechanics. We propose that this view might be of particular relevance in our context. Looking at fig. 11 and fig. 12 it becomes obvious how cyclic imaginary time trajectories are transported in real time direction along the Newton flow. When crossing in this time evolution a zero of the derivative P m (z; T, z 0 ) on a separatrix, the Riemann solution surface in complex time bifurcates and in imaginary time direction two cyclic branches occur, one enclosing a single zero and the other enclosing all remaining zeroes. This is reminiscent of a phase transition.
In addition to the obvious algebraic issue to study the interesting distribution of zeroes of the polynomials P m (z; T, z 0 ) (red dots in fig. 11, fig. 12 ) as a function of the polynomial degree and their behaviour at Riemann surface bifurcation points, a sketch of more general potential relations to algebraic geometry might look as follows, which is, however, subject to current work: Compact Riemann surfaces R are biholomorphically equivalent to smooth complex projective algebraic curves. The latter are also defined as curves over some number field under the conditions of Belyi's theorem [27, 28] , i.e. a Riemann surface is defined as an algebraic curve over a finite field if and only if there is a non-constant meremorphic function on R which branches in at most three points, i.e. R is a curve defined over the algebraic numbersQ if and only if a morphism R → P 5 and fig. 6 ), it might turn out to be particularly fruitful to look at these bifurcations in the context of Belyi's theorem.
Another interesting direction could be to establish a link between the dynamical system that we suggested, i.e. the ξ Newton flow in complex time and its polynomial approximations based on the ξ-zeroes to the work of Deninger [29] investigating analogies between number theory and dynamical systems.
Summary and Outlook
Central objects of this article are separatrices in holomorphic dynamical systems. Analytical results for polynomial systems are that fixed points at infinity are separatrix generators in that sense that for each critical point at infinity there is at least one separatrix. Moreover, we could reveal some conditions under which a 1-D holomorphic complex dynamical system (that cannot have finite limit cycles according to Broughan; cf. [1] ) also cannot have infinite ones.
A quantifiable topological property of a separatrix, which is the common boundary of periodic orbits around two centres, is that the index of the orbits changes its sign when crossing a separatrix. This is a necessary and sufficient condition for separatrices in these systems.
The following list contains ideas and remarks for future research. (a) In this work only one-dimensional complex dynamical systems were analysed. Röhrl and Walcher [30] may yield deeper insights for higher dimensional systems. The equivalent definition of Proposition 3.1 (c) for critical points at infinity is used in Proposition (1.7) of [30] as sufficient conditions for equilibria of the dynamical system. (b) Statements for holomorphic right-hand sides f (z) that are not polynomials or directly transformed into a polynomial like f (z) = cosh(z) are subject to current work. (c) The reader may suspect that similar results than in this article could be obtained for meromorphic functions.
Especially, the Newton flow of polynomial systems has high potential to be well understood and it may yield a possibility to understand separatrices and the Newton flow of ξ better. (d) We are convinced that introducing complex time t = τ 1 + iτ 2 and analysing Riemann surface solutions may generate a setting to address general properties of separatrices, in particular for the ξ Newton flow. We presented central observations and pointed our potential routes to follow in section 5.
