Abstract-We study the optimal control of propagation of packets in delay tolerant mobile ad-hoc networks. We consider a two-hop forwarding policy under which the expected number of nodes carrying copies of the packets obeys a linear dynamics. We exploit this property to formulate the problem in the framework of linear quadratic optimal control which allows us to obtain closed-form expressions for the optimal control and to study numerically the tradeoffs by varying various parameters that define the cost.
I. INTRODUCTION
In DTN (Delay Tolerant Network) mobile ad-hoc networks, connectivity is not needed any more and packets can arrive at their destination thanks to the mobility of some subset of nodes that carry copies of a packet. A naive approach to forward a packet to the destination is by epidemic routing in which any mobile that has the packet keeps on relaying it to any other mobile that arrives within its transmission range. This leads to minimization of the delivery delay at a cost, however, of inefficient use of network resources (in terms of memory used in the relaying mobiles and in terms of the energy used for flooding the network). The need for more efficient use of network resources motivated the use of the more economic two-hop routing protocols in which the source transmits copies of its message to all mobiles it encounters, but where the latter relay the message only if they come in contact with the destination. Furthermore, timers have been proposed to be associated with messages when stored at relay mobiles, so that after some threshold (possibly random) the message is discarded. The performance of the two-hop forwarding protocol along with the effect of the timers have been evaluated in [1] which brings up the possibility of optimization of the choice of the average timer duration.
The optimization of the two-hop relay routing as well as of extensions that we propose here are the central objectives of our present work. Instead of using fixed parameters, however (e.g. timers which have fixed average durations whose values can be determined as in [1] ), we propose a dynamic optimization approach based on optimal control. Thus the parameters of the two-hop relay protocol associated with a message of a given age are allowed to change with time.
DTNs attracted recently the attention of the networking community [5] , [6] , [7] . Among DTNs, a relevant case is that of mobile ad-hoc networks, including systems where human mobility is used to diffuse information through portable devices [6] .
Lack of persistent connectivity makes routing the central issue in DTNs [12] , [17] . The problem is to deliver messages to destinations with high probability despite the fact that encounter patterns of mobile devices are unknown. Message diffusion algorithms trade off message delay for energy consumption, i.e., number of copies per delivered message. As mentioned before, the naive solution is epidemic routing [18] .
The two-hop routing protocol considered here was introduced by Grössglauser and Tse in [10] ; the main goal there was to characterize the capacity of mobile ad-hoc networks and the two-hop protocol was meant to overcome severe limitations of static networks capacity obtained in [11] . Twohop routing, in particular, provides a convenient compromise of energy versus delay compared to epidemic routing: the standard reference work for the analysis of the two-hop relaying protocol is [9] . Fluid approximations and infection spreading models similar to those we use here are described extensively in [19] .
Algorithms to control forwarding in DTNs have been proposed in the recent literature, e.g, [15] , [8] . In [15] , the authors describe an epidemic forwarding protocol based on the susceptible-infected-removed (SIR) model [19] . They show that it is possible to increase the message delivery probability by tuning the parameters of the underlying SIR model. In [8] a detailed general framework is proposed in order to capture the relative performances of different self-limiting strategies. Finally, under a fluid model approximation, the work in [2] provides a general framework for the optimal control of the broad class of monotone relay strategies, i.e., policies where the number of copies do not decrease over time. It is proved there that optimal forwarding policies are of threshold type.
In this paper, we consider non-monotone relay strategies for two-hop routing, and apply optimal control theory to capture general trade-offs on message delay, energy and storage. After presenting the general model in the next section, we formulate the control problem in Section III and then provide the solution in Section IV. In Section V we present and solve a similar control problem defined on an infinite horizon. An extension of the initial control problem is studied in Section VI. Section VII presents a numerical exploration, and Section VIII concludes the paper.
II. THE MODEL
Consider K classes of mobiles, where class k has N k mobiles. Let N be a K dimensional column vector whose k-th entry is N k . The time between contacts of any two nodes of respective classes i and j is assumed to be exponentially distributed with some parameter λ ij . The validity of such a model in the special case of a single class has been discussed in [9] , and its accuracy has been shown for a number of mobility models (Random Walker, Random Direction, Random Waypoint). Let Λ be the K × K matrix whose ij-th entry is λ ij . We assume that the message that is transmitted is relevant for some duration τ . We do not make any assumption on as to whether the source or the mobiles know whether the messages have reached the destination within that period or not. Let the source be of class s and the destination of class d. Let ξ(t) be a K-dimensional column vector whose j-th entry denotes the size of population of class j that has the packet. Let X(t) = E[ξ(t)]. We assume that each component of X evolves according to
where M i (t) ≥ 0. The above dynamics is a generalization of the well-known dynamics of two-hops routing (see for example [2] ), containing the additive linear control term on X i ; this new term represents the effect of timeouts by which message copies are discarded at intermediate relays of class i. We should point out that, as it will be clear later, these dynamics of different components of X will in fact be coupled by the introduction of a control term which will be picked optimally, as one minimizing a particular cost function that involves the entire vector X. In what follows, we now employ an equivalent expression for (1) which simplifies the analytic derivation, i.e.,
. For future use, we introduce the compact notation
where we define
Assume that the source has a message at time 0 and let T d denote the amount by which the message is delayed. Let F t be the σ-algebra generated by ξ s , s ≤ t. Denote the conditional successful delivery probability by Ψ(t) := P (T d < t|F t ). Given F t , the number of arrivals at the destination during time interval [0, t] is a Poisson random variable with parameter
(There exists an alternative and more detailed derivation, which we omit due to page limitations.) Since exp(−x) is concave, we have by Jensen's inequality
Remark 2.1: We note that related models using linear differential equations have frequently been used in DTNs to approximate the dynamics of the properly scaled number of mobiles that have a copy of the file; this is the limit of the mean field dynamics. This type of approximation has been shown to be tight in various related models as the total number of nodes N tends to infinity see e.g. [3] . As we just saw, it turns out that in the special case of two hop routing, the dynamics of the mean field limit coincides with that of the expectation. On the other hand, in the mean field limit, the inequality in (4) becomes an equality.
III. CONTROLLING THE TIMERS
We may control the timers by allowing M to vary in time. Let u(t) = −M (t)ξ(t) and u(t) = E[ u(t)]. We then have:
where
with the vector inequalities interpreted componentwise. The cost. The following performance measures could appear as part of the overall objective: 1) Delay cost: We wish to maximize the lower bound given in (4) on the success probability, i.e. on the probability that the delay T d does not exceed the threshold τ beyond which the message is considered irrelevant. Hence we wish to maximize X(τ ), or some monotone function of it, where
X j (s)ds. 2) Indirect delay cost: We may wish to include a penalty for large values of u (which correspond to timers that expire at a high rate) as higher values of u may result in longer delays. 3) Memory cost: We may wish to minimize or bound the number of copies in the system in order to avoid saturation of the memory available at the mobiles. This can be done by directly including a cost on each of the components X j (τ ) where X j (t) := t 0 X j (s)ds (or having an instantaneous penalty on X j (t)).
4) Energy cost for the network:
The energy cost for class j mobiles is given by E 0 Λ jd X j (t). In view of the above, we introduce the following cost function corresponding to an initial state x and a policy u: given by Λ id . Then we can write
We assume henceforth that R is positive semi-definite, and we can also take c 2 = 1 without any loss of generality. The objective is then to minimize V (τ ; 0, u). By state augmentation, we have a standard optimal control problem with quadratic cost (7) and linear state dynamics:
The state and control are restricted according to (6) . One could use the theory of constrained linear quadratic control, such as [4] . Or, one could choose to track a value that is sufficiently far from the boundary so that a controller without the constraints (as those in (6)) will be satisfied in practice with a high probability.
T . Then, the composite state dynamics can be written as:
and the cost function (expressed in terms of Z, and with terminal time τ ) becomes:
where with R ≥ 0 defined as earlier,
Letting w := u −ū, we can rewrite the above as dZ dt
Hence what we have is an affine-quadratic optimal control problem [14] . For each fixed finite τ , this problem admits a unique strongly time-consistent optimal solution: w(t) = −B T (P Z+k) where P (t) ≥ 0, k(t) are unique continuously differentiable solutions oḟ
and,
where m is the unique solution oḟ
With this solution at hand, one can of course readily obtain the expression for optimal u = w +ū, and solve for the trajectory of Z, and hence of X, but only numerically. We should also note that there is no guarantee in the solution above thatū < u(t) < 0 ∀t, and 0 < X(t) < N ; this can only be verified numerically.
V. INFINITE-HORIZON CONTROL FOR EVOLVING FILES
We consider in this section the transmission of evolving files, that is files whose contents evolve and change from time to time. The source wishes to send the file to the destination and also send updates from time to time. The source need not know when the file changes. Updates of the file may thus be transmitted at times that are independent from the instants when the file changes. Some examples are:
• A source has a file containing update information such as weather forecast or news headlines.
• A source makes backups of some directories and store them at other nodes in order to improve reliability. The information received becomes less relevant as time passes. As in the original model, a relay node activates a time-to-live (TTL) timer when it receives a packet and deletes the packet when the timer expires as there is little interest in relaying old information.
We are now interested in guaranteeing that there will always be packets in the system (as recent as possible) so that updated versions could be received at the destinations. The time horizon is now infinite so we have to restrict to those components of the cost defined in Section III which do not depend on the end of the horizon.
We wish to have X large (close to N ) in order to have a small delivery delay (in view of (4)). On the other hand we shall assign cost for low u i to avoid old information to be relayed to the destination.
We let here Z := X − N , and obtain the corresponding state dynamics
This is a completely decoupled problem, whose solution involves solutions of K scalar optimal control problems. The i-th problem is:
where λ i is the ii-th element of Λ out , and µ i is the ii-th element of Λ in . Unique stabilizing solution is (we drop the indices, and hence this solution is for the generic case, with everything being scalar):
Under this control policy, the i-th state dynamics is:
which is stable because λ i +p i = λ 2 i + q i > 0. The steadystate value of x i can be obtained by setting the derivative equal to zero in the expression above, leading to:
and the steady-state value of control is u
As an arbitrary special case, we picked λ i = 3, q i = 16 (which led to p i = 2), and found that as long as µ i < 3 −ū i Ni both bounds are met. That is, 0 < x
Remark 5.1: if we want the optimal control to be linear (and not affine) in x i , we start with
+ p i and add to the right-hand-side the following term which is identically zero on the optimum trajectory at steady state (where α i is a scalar parameter): −α i (x i − x ∞ i ). Now pick α i such that all terms other than x i are zero (and there is a unique such α i ), leaving us with
The above analysis can be extended to the case where there is a running cost on X, but then depending on the structure of this cost, decoupling may no longer be possible. Still, LQR theory would be applicable here. With coupling, it may not be possible to show that the bounds are satisfied (only through numerical computation and simulation).
VI. DISCRETE-TIME CONTROL
We shall now assume that the controlled parameters are updated periodically rather than continuously. Since the time scales involved in DTN networks are between minutes to hours, this is expected not to have much effect on the performance and yet it would decrease computing (and thus energy) resources. We first consider here the discrete-time version of the finite-horizon problem of Section IV.
A. Finite-horizon control in discrete time
With uniform sampling at every ∆ units of time, the discrete-time version of the state equation for Z introduced in Section IV is
where Z ℓ is Z(t ℓ ), with t ℓ being the ℓ-th sampling time, and t ℓ+1 − t ℓ = ∆; u ℓ = u(t ℓ ), with control held constant over the subinterval [t ℓ , t ℓ+1 ); and F ℓ = Φ(t ℓ+1 , t ℓ ), where Φ satisfies (and is the unique solution of) the matrix differential equation
that is, it is the state transition matrix associated with A. Furthermore,
We note that if matrix Λ out was a constant matrix (not time dependent), then A would be a constant matrix, and Φ(t ℓ+1 , t ℓ ) would depend only on ∆, and likewiseB ℓ and n ℓ , which would be constants. Φ(t ℓ+1 , t ℓ ) can be computed to be
The expression for F ℓ can be further simplified (approximately) if ∆ > 0 is very small. To first order in ∆, Y = I − Λ out ∆, and hence
Now the cost function, again as the counterpart of the one in Section IV, is
where Q f is as before, and we have included an additional cost on intermediate values of Z, with nonnegative definite weighting matrix Q (which can also be taken to be zero). In relation to the continuous-time problem, here L is picked such that t L+1 = τ . As before, introducing the new control variable, w ℓ = u ℓ −ū, the state equation becomes
and the cost function is equivalently
This is a standard linear-quadratic optimal control problem, which admits a unique strongly time-consistent optimal solution [14] , given by
where S ℓ and s ℓ are generated by the recursive matrix equations
Again, with this solution at hand, one can readily obtain the expression for the optimal u = w +ū, and generate the trajectory of Z, and hence of X.
B. Infinite-horizon control in discrete time for evolving files
We now obtain the discrete-time counterpart of the result of Section V, for the direct discrete-time version of the model of that section. Following the arguments of the previous subsection, the state dynamics in discrete time are (assuming that Λ out and Λ in have time-invariant, constant entries, and δ is as defined earlier):
The cost function is (again Q = diag(q 1 , . . . , q K ), q i > 0):
This is again a completely decoupled problem, whose solution involves solutions of K scalar optimal control problems. The i-th problem is:
and as before λ i is the ii-th element of Λ out , and µ i is the ii-th element of Λ in . The unique stabilizing solution is (we drop the indices, and hence this solution is for the generic case, with everything being scalar):
where it can be shown that 1 + b 2 S − g = 0, and hence the expressions for S and s are well defined. The control policy simplifies to
which is again for the generic case (for the i-th control all quantities above will have the index i). Under this control policy, the i-th state dynamics is:
which is stable because 0 < g i /(1 + S i b 2 i ) < 1, with the reason being that 0 < g i < 1 and 1 + S i b 2 i > 1. The steadystate value of z i is:
and the actual state is of course
The steadystate open-loop value of the optimal control is
and the optimal control policy becomes
Again in the asymptotic case (for small ∆), the steady-state value of the state (i-th component) is
VII. NUMERICAL RESULTS
Here we present numerical results for the dynamic control of timers. We performed numerical integration as follows 1) the solution P of the differential matrix Riccati equation is calculated over the interval [0, τ ]; 2) the dynamics of k have been obtained integrating backwards the related differential equation; 3) finally, an interpolated version of vector k and matrix P are input to the forward integration of the ODE describing the state trajectory X; 4) the control law u and the corresponding message delivery probability are derived accordingly. For the cases described in the following we employed the Matlab ODE suite. Mobile nodes intermeeting intensities are dimensioned using the Random Waypoint (RWP) synthetic mobility model for which intermeeting intensities can be calculated [9] . The reference intermeeting intensity is λ 0 = 2.7875·10 −4 ; this value is experienced by RWP mobile nodes moving on a square playground of side L = 1000 m, speed v = 4 m/s and radio range 20 m.
Choice of parameters of the linear quadratic optimization
We first study the parameters of the optimization problem and related constraints. In particular, c 1 , c 3 and c 4 enable to tune the optimization based on specific weighs that we can assign to the delay, energy and the memory; note that we had set c 2 = 1 at the outset, as part of normalization of the cost. Note also that c 1 , c 3 and c 4 are picked such that exists such that R > 0. Here, we provide a simple sufficient condition. Proposition 7.1:
The proof of the above statement is not included due to space.
The effect of the energy constraint (c 4 )
First, we describe the impact of the constraint on energy c 4 ; in particular, we considered terminal time τ = 3600 s.
The coefficients of the optimization problem are c 1 = 1/λ 2 0 and c 3 = 1. We considered uniform intermeeting intensities, λ si = λ jd = λ 0 , for i = 1, 2, 3.
We compared the performance of the system for three values of c 4 : 0.05, 0.01 and 0.005. As expected, see Fig. 1 , when c 4 = 0.005, i.e., the constraint on the energy expenditure for message transmission is smaller, the effect of timers is milder. For this setting, the message delay CDF reaches the unitary value much before the terminal time. The controlled dynamics of the number of infected nodes are monotonic as in the case of the plain, uncontrolled, two-hop routing.
Conversely, for larger values, i.e., c 4 = 0.01, the message delay CDF reaches the unitary value slightly later than in the previous case (see Fig. 1a ), since the effect of timers becomes more relevant (see Fig. 1b) . Furthermore, the change of convexity of the infected nodes dynamics (see Fig. 1a ) is marked. For c 4 = 0.05, the effect of the larger weight given to the energy results in a non-monotonic dynamics in the number of copies in the system. We notice that, at the opposite ends, the stronger constraint on the energy leads to a much smaller number of copies in the system, 10 per class in case of c 4 = 0.005, and 4 in case of c 4 = 0.05: nevertheless in the latter still D(τ ) ≃ 1. This first result already indicates that via proper parameter weighting we can achieve consistent savings of network resources.
The case of inhomogeneous classes
So far we investigated the properties of the system in the case when the classes of mobiles are homogeneous. Here, λ 1d = λ 2d /2 = 3λ 3d /2, whereas the intermeeting intensity with the source λ si = λ 0 , i=1,2,3. In order to maintain consistency with the previous cases, we normalized the intermeeting intensities ||Λ out || = ||Λ in ||. Also, in order In this numerical evaluation, see Fig. 2 , the control discriminates classes with higher chances to deliver the message (classes 2 and 3) and the first class; hence, higher timer rates are assigned to the first class to limit the number of copies forwarded to nodes with lower intermeeting rates to the destination.
In addition to the setting of Fig. 2 , we considered also different intermeeting intensities with the source at different classes (see Fig 3) . In addition to the setting described in the previous case, in particular, λ s1 = 0.7λ s2 and λ s3 = 1.3λ s2 . As depicted there, the change of the relative intermeeting rates within the three classes has a marked impact into the way the control is performed compared to the case of Fig. 2 . In this case, in fact, the timeout rate, with respect to classes 2 and 3 is still larger, in order to limit the increase of the number of messages; notice, though, that the infected nodes dynamics of those two classes is basically the same of the previous case. But, the control of the timeouts for class 1 is much milder than seen previously, due to the lower intermeeting rate within that class, which reduces the need for high timeout rates.
A. The use of reference timeouts rates
In the last two cases, i.e., Fig. 2b and Fig. 3b , we expanded the time scale around τ in order to confirm the numerical stability of our solution. In particular, the final value of the control is dictated by the reference value u. This also suggests that finer tuning of the control can be obtained using different values for each u i . With respect to Fig. 4b , we observe that this fine tuning is beneficial: under the same settings of Fig. 3b , the system is able to reach the desired high delivery probability, whereas the number of copies in the system decreases compared to the use of uniform penalty on timeout rates.
VIII. CONCLUSION
We have focused in this paper on controlling the spreading of message under two-hop relay forwarding. We exploited linear form of the dynamics of this regime to study the control problem within the linear quadratic control framework. This allowed us to study numerically the tradeoff achievable by tuning various parameters that define the cost. There exist several aspects that were not covered in the present work, which deserve further investigation. We showed that there exist constraints on the choice of optimization parameters; this relates to the need to keep the cost function well defined and bounded. We also remarked the need to satisfy the constraints on the dynamics of the number of infected nodes: to this respect, the numerical evaluations reported before do not exhaust the range of the possible parameters. Due to the particular structure of the two-hop routing protocol, the upper bound on the number of nodes is usually satisfied. We observed, though, that the reference intermeeting intensity λ 0 strongly affects the sensitivity of the optimal solution; in particular, it may determine settings where the constraint X i ≥ 0 cannot be attained, especially for very small values of λ 0 . Notice, however, that even when the constraints are satisfied for the dynamics of the averages, an interesting question is the probability by which sample paths satisfy the same constraints. From a practical standpoint, there are other directions for future work. The implementation of the control in two-hop routing can be done at the source only, and timers can be regulated through appropriate time-stamping of message copies (relays perform message discarding simply comparing the time elapsed since message generation and the control reported on the message copy). The crucial problem, conversely, is the estimation of the system parameters, namely, N and λ ij at the source node. Also, previous work [20] , showed that in the 1-dimensional case, stochastic approximations can be employed to attain optimal routing. Similar techniques sound promising within the presented framework.
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