The difficulty of obtaining annotations to build training databases still slows down the adoption of recent deep learning approaches for biomedical image analysis. In this paper, we show that we can train a Deep Net to perform 3D volumetric delineation given only 2D annotations in Maximum Intensity Projections (MIP). As a consequence, we can decrease the amount of time spent annotating by a factor of two while maintaining similar performance.
Introduction
Linear structures such as blood vessels, bronchi and dendritic trees are pervasive in medical imagery. Automatically recovering their topology has therefore become critically important to fully exploit the vast amounts of data that modern imaging devices can now produce. Machine Leaning based techniques have demonstrated their effectiveness for this purpose, but usually require substantial amounts of annotated training data to reach their full potential.
Unfortunately, annotating complex topologies in 3D volumes by means of an inherently 2D computer interface is slow and tedious. The annotator must frequently rotate and move the volume to verify the correct placement of control points and to reveal occluded details. Not only is this inherently slow, but such annotations. (a) The standard approach is to manually or semi-automatically delineate structures in 3D volumes to create ground-truth data, which can then be used to train a deep network. (b) Ours is to delineate in 2D in 2 or 3 Maximum Intensity Projections, which is easier and faster. The projections are used to compute a loss function that exploits these 2D annotations. We use it to train the network, and achieve similar performance with half as much human intervention.
interactions require continuously re-displaying large amounts of data, which often exceeds the capacity of a workstation, thus introducing further delays.
In this paper, we show that we can train a Deep Net to perform 3D volumetric delineation given only 2D annotations in Maximum Intensity Projections (MIP), such as those shown on the right side of Fig. 1 . This is a major timesaver because delineating linear structures in 2D images is much easier than in 3D volumes and involves none of the difficulties mentioned above. Furthermore, semi-automated annotation tools work more smoothly on 2D than on 3D data. In short, limiting the annotation effort to the projections leads to a considerable labor saving without compromising the performance of the trained network.
More specifically, we introduce a loss function that penalizes discrepancies between the maximum intensity projection of the predictions and the 2D annotations. We show that it yields a network that performs as well as if it had been trained using full 3D annotations. The loss is inspired by space carving, a classical approach to reconstructing complex 3D shapes from arbitrarily-positioned cameras Kutulakos and Seitz (2000) . Space carving exploits the fact that visual rays corresponding to background pixels in 2D images cannot cross any foreground voxel when passing through the volume. Conversely, rays emanating from foreground pixels have to cross at least one foreground voxel. In our case, the rays are parallel to the projection axes. The network is trained to minimize the cross-entropy between the 2D annotations and the maximum values along the rays.
Our contribution is therefore a principled approach to reducing the annotators' burden when training a Deep Net by enabling them to trace in 2D instead of 3D, while still capturing the full 3D topology of complex linear structures. We demonstrate this on 3D light microscopy images of neurons and retinal blood vessels and on Magnetic Resonance Angiography (MRA) brain scans. An earlier version of this approach first appeared in Koziński et al. (2018) . We present here an extended version that includes a user study that demonstrates the effectiveness of our approach, as compared to more traditional ones.
Related Work
Delineation is a broad research topic. It operates on structures as different as roads (Mattyusand et al., 2017 , Mnih, 2013 , Mnih and Hinton, 2010 , Wegner et al., 2013 , blood vessels (Ganin and Lempitsky, 2014, Maninis et al., 2016) , bronchi (Meng et al., 2017) , neurites (Peng et al., 2017 , Sironi et al., 2016 , and cell membranes (Mosinska et al., 2017) , imaged using many different modalities. In this paper, we specifically address 3D delineation where the input is a volume, as opposed to a collection of ordered, but unregistered slices (Funke et al., 2012) .
Early approaches to delineation of 3D curvilinear structures relied on filters manually designed to respond strongly to tubular segments (Frangi et al., 1998 , Law and Chung, 2008 , Sato et al., 1998 , Turetken et al., 2013 . They do not require to be trained, but their performance degrades when the structures become irregular and the images noisy. This has led to the emergence of machine learning-based methods that can cope with such difficulties, given enough annotated data , Breitenreicher et al., 2013 , Meng et al., 2017 , Peng et al., 2017 , Sironi et al., 2016 . The most recent ones of these (Meng et al., 2017 , Peng et al., 2017 rely on a combination of Deep Learning and adaptive exploration of the light microscopy images, and Computed Tomography (CT) scans.
However, using Machine Learning, and Deep Learning in particular, requires large amounts of annotated training data. Furthermore, annotating 3D stacks is much more labor-intensive than annotating 2D images. Only true experts, whose time is precious, are able to orient themselves and follow complex structures in large volumes (Peng et al., 2014) . Until now, this problem has been handled by developing better ways to visualize and interact with image stacks (Peng et al., 2017 , Vitanovski et al., 2009 ). Ç içek et al. (2016 annotated only a few slices of a volume and computed the loss using only them. The technique of Peng et al. (2014) , like ours, allows the annotator to trace a linear structure in a maximum intensity projection and then attempts to guess the value of the third coordinate using a simple heuristic. While effective when the structures are relatively sparse, this can easily get confused as the scene becomes more cluttered.
The originality of our approach is to introduce a method that relies solely on 2D annotations in Maximum Intensity Projections, yet captures the 3D structure of complex linear structures when the projections are used jointly.
Method

From 3D to 2D Annotations
Let us first consider the problem of training a neural network f w , parameterized by weights w, to segment linear structures within 3D image stacks, given a training set T of pairs (x,ỹ), where each 3D image x is accompanied by the corresponding volumetric ground-truth annotationsỹ. We denote the elements of x andỹ by x ijk andỹ ijk , where i, j, k index the positions of the elements within the volumes. The ground-truth labels take a value in the set {1, 0, ∅}, which indicate the presence of a linear structure in voxel i, j, k ifỹ ijk = 1, the absence of a linear structure ifỹ ijk = 0, and uncertainty of the annotator if y ijk = ∅. Delineation can then be cast as a binary segmentation problem by simply ignoring the voxels labeled as ∅ during training. The network output y = f w (x) has the same size as the input and contains probabilities of presence of a linear structure in each voxel. To train the network, we find arg min
where f w () ijk denotes voxel i, j, k of the prediction, and the loss L(y,ỹ) is taken to be the cross entropy C (y,ỹ) = [ỹ = 1] log y + [ỹ = 0] log(1 − y), where [·] is the Iverson bracket. As discussed in the introduction, the drawback of this approach is that generating the ground-truth labelsỹ in sufficient numbers to train a deep network is tedious and expensive when operating on large volumes. To alleviate this problem, we reformulate the loss function of Eq. 1 so that it can exploit annotated Maximum Intensity Projections (MIPs) of the input volumes. A MIP of volume x along direction i, which we denote as x i , is a 2D image with elements x i jk = max i x ijk . Annotating MIPs is easy when the structures of interest have high intensity and are clearly visible in the projections. A MIP annotationỹ i of the projection x i is a 2D image with elements y i jk ∈ {1, 0, ∅}, where the labels have the same interpretation as the ones used for annotating in 3D. MIPs of the volume along the directions j and k, and their annotations, are defined similarly.
The key property of MIP annotations, is thatỹ i jk = 0 tells us that all voxels of the input column jk contain background. To see that the property really holds, let us assume an idealized case where the Maximum Intensity Projection operation, and the act of annotation, preserve the linear structures. In other words, we assume that, if the training volume contains an image of a linear structure in any voxel of column jk, then this linear structure will necessarily be visible in the Maximum Intensity Projection, in pixel x i jk , and will be annotated as foreground in the MIP annotation, so thatỹ i jk = 1. Under these assumptions, by De Morgan's law,ỹ i jk = 1 implies that no voxel of the column jk is of foreground class.
It is exactly this property that enables establishing a link between training on MIP annotations and space carving. In space carving, a single background pixels of an image of a 3D scene is used to classify many voxels of scene reconstruction as background, effectively carving out the reconstructed shape. When training a network on MIP annotations, a pixel annotated as background could be used to constrain many voxels of the prediction to belong to the background class, thus generating an error signal for these voxels. In practice, instead of enforcing this constraint directly, we formulate a loss function that capitalizes on this observation implicitly. To that end, we define the max-projection f i w (x) along direction i of the network output as the image with elements f
We proceed similarly for directions j and k. We then define the loss as
To see the analogy to space carving, note that, by its definition, f i w (x) jk upper bounds the predicted probability of presence of a linear structure in column jk. Eq. 2 penalizes large values of this upper bound wheneverỹ i jk = 0. In other words, a single background label in a 2D annotation results in minimization of a whole column of predictions, mimicking space carving. Whenỹ i jk = 1, minimizing the loss increases the largest prediction in the column. The latter one might be placed off a linear structure, but it is then likely to be penalized by a component of the loss defined for another projection.
Another interesting observation is that the loss (2) yields very sparse gradients. Indeed, each projection gives rise to just a single nonzero element for a whole column of the gradient. At a first glance, this threatens to compromise the performance of the trained network. However, the nonzero elements are not distributed randomly over the gradient tensor. As demonstrated in sections 4.2.3 and 4.3, in practice the networks trained with 2D annotations perform on par with ones trained on the full 3D annotations, and the space carving mechanism seems to be the secret behind this surprising result.
Visual Hull for Training on Cropped Volumes
Due to memory limitations, the annotated training volumes are typically cropped into sub-volumes and the MIP annotations can be cropped to match. However, the cropped annotations may then contain labels for structures located outside the volume crop, as illustrated by Fig. 2 . To reduce the influence of these extraneous annotations, we use another element of the space carving theory, the visual hull h. h is a volume containing the original one, and constructed from its projections (Kutulakos and Seitz, 2000) . A toy example of a visual hull created from 2D projections of a volume is presented in Fig. 3(a) . We define it more precisely below. We first introduce the definition of the hull for the classic, binary case. Given three orthogonal MIP annotationsỹ
, we define the hull h as a binary volume with elements
By construction, an element of the hull h ijk = 1 if and only if all of its projections are labeled as foreground. In our context, a foreground voxel outside a crop only produces an incorrect label in a single projection, as demonstrated in Fig. 2 . As shown in Fig. 3(b) , we can eliminate such false positive labels by projecting the visual hull back to the 2D annotations and discarding the labels that fall outside of the projection of the visual hull. However, this technique fails to eliminate these false positive labels, for which in each of the remaining projection annotations another positive label exists with the same coordinate along the common dimension. Such situation is illustrated in Fig. 3(c) . Our experiments show that such rare events have little impact on the performance of the trained network. As stated in section 3.1, in practice our annotations are defined in terms of a ternary set of labels, with the additional label ∅, allowing the annotator to skip labeling a pixel if he is not certain of its class. In our experiments, we also use this additional label to create margins around thin annotations of centerlines of linear structures, in order to account for the ambiguity in defining the latter. In order to apply the visual-hull-based technique to eliminate false positive labels from such ternary MIP annotations, we reduce the number of classes in the annotations to two when constructing the visual hull. More precisely, we consider the foreground label and the label encoding the uncertainty of the annotator as positive, and the background label as negative. Then, for each projection annotation, we project the hull along the same direction and suppress all the positive and uncertainty labels that collide with the negative class in the projection of the hull. In other words, we propagate the background labels between projections via the visual hull.
In the experiments presented in section 4 we train a deep network on 3, 2 or 1 MIP annotations per volume. The definition of the visual hull presented above trivially generalizes to the 2-MIP cases, and the procedure is not performed when only 1 MIP annotation is used.
Implementation
In practice, we implemented f w as a U-Net style network (Ronneberger et al., 2015) . Specifically, we made the original convolution-ReLU blocks residual, and only used two max-pooling operations instead of the usual four, which resulted in a more compact network that fits in memory even with larger volume crops. In all our experiments, we trained the network for 200K iterations, using the ADAM update scheme (Kingma and Ba, 2015) with momentum of 0.9, weight decay 10 −4 and step size 10 −5 .
Experimental Evaluation
Datasets
We tested our approach on four data sets that differ in terms of the imaged tissue, the acquisition modality and the image resolution. There are substantial variations between these datasets with respect to the density of the structures of interest, their appearance, and the amount of clutter originating from extraneous objects. Together, they constitute an exhaustive benchmark for 3D delineation.
Axons. The dataset comprises 16 stacks of 2-photon microscopy images of mouse neural tissue, with sizes ranging from 40 × 200 × 200 to 136 × 322 × 500 voxels and a resolution of 0.8 × 0.26 × 0.26 µm. The images were acquired in vivo, from a mouse with a translucent window implanted in the scalp. We split the data into a test set of two volumes of size 136 × 233 × 500, and a training set of 14 smaller volumes. The top row of Fig. 4 depicts one of the test volumes.
Retina. The dataset is made of two confocal microscopy image stacks depicting retinal blood vessels. The stacks have a size of 1024 × 1024 × 110 voxels and a resolution of 0.62 µm. We use one of them for training and the other, depicted in Fig. 4 , for testing. Since most vessels are located within a 50-pixel high XY slice, MIPs in the X and Y directions are very cluttered. Therefore, we split the volume into 16 subvolumes, sized 256 × 256 × 110 voxels, and annotated their MIPs. In other words, we also traced the vertical faces of the smaller volumes. This only requires annotating 6 additional 1024 × 110 images, which is still fast. The middle row of Fig. 4 describes both our 2D annotations and the segmentation results for the test volume.
Angiography. This set of MRI brain scans (Bullitt et al., 2005) , one of which is shown in Fig. 4 , is publicly available. It consists of 42 annotated stacks, which we cropped to a size of 416 × 320 × 128 voxels by removing their empty margins. Their resolution is 0.5×0.5×0.6 mm. We randomly partitioned the data into 31 training and 11 test volumes. As in the case of the retinal vessels, we decreased the visual clutter by splitting each volume into four 208 × 160 × 128 subvolumes for which we produced 2D annotations. This requires annotating an additional 416 × 128 image and a 320 × 128 one for each training volume. The bottom row of Fig. 4 describes both our 2D annotations and our results on one of the test stacks.
Brain. The dataset is a part of a 2-photon microscopy scan of a whole mouse brain. It contains 14 stacks of size 250×250×200 voxels and a spatial resolution of 1.0 × 0.3 × 0.3 µm. Compared to the Axons dataset the volumes are more diverse since they were pooled randomly from different brain regions. We use 10 stacks for training and 4 for testing. The last row of Fig. 4 depicts an example volume. All the manual annotations are expressed in terms of 2D and 3D centerlines of the underlying structures. We then use a pixel-width of 11 for Axons, Retina and Brain datasets, and 7 for the Angiography volumes, to define the area to ignore around the centerline when computing the loss, as discussed in Section 3.1, as well as to compute the visual hulls, as described in Section 3.2.
User Study
The usefulness of our approach is predicated on the claim that annotating linear structures in 2D is much easier than doing it in 3D, while the two annotation types give equally good results when used for training. To substantiate this claim, we conducted a user study involving 15 PhD students used to performing such delineation for research purposes. We asked them to annotate one volume from the Brain dataset in 2D, and another one in 3D. The annotation was performed using the Fiji Simple Neurite Tracer plugin (Frangi et al., 1998) . We present the analysis of the data collected in the study below. In subsection 4.2.1 we demonstrate that switching to annotating in 2D enables annotating the data set twice as fast as in 3D. In subsection 4.2.2 we show that, the 2D annotations are nevertheless consistent with the 3D ones. Finally, in subsection 4.2.3 we demonstrate that, when used for training with our method, they yield networks performing on par with ones trained on the full 3D annotations. 
Efficiency of MIP annotation
To estimate the annotation workload we recorded the wall-clock time it took the participants to complete their tasks. We present the results in Table 1 . Annotating all 15 volumes in 3D took the participants of our user study 10 working hours in total. The time needed to label the dataset in 2D was 6.5 hours, or 65% of the 3D annotation time, when annotating 3 MIPs per volume. This could further be reduced to 45% by annotating only two projections per volume, and to 25% by annotating only one. The differences in the average time needed to annotate each of the views stem from the non-isotropy of the data. The scans have lower resolution along the Z axis than in the XY-plane. Additionally, the sizes of the annotated volumes along these dimensions differ. We give additional details in Fig. 5. 
Quality of the 2D annotations
The results of our user study suggest that annotating a dataset in 2D requires two times less work than doing it in 3D. But are the 2D annotations equally good as the 3D ones: 2D projections carry less information than the original 3D data and one might wonder if this affects the quality of the 2D annotations. To answer this, we evaluated the quality of the 2D projection annotations produced in our user study by comparing them to the 3D annotations. More precisely, we projected the 3D annotations and compared the 2D MIP annotations to the resulting projections. We computed the precision P and recall R of the 2D annotations with respect to the projections of the 3D annotations,
, where [·] is the Iverson bracket, and the summation is over all pixels of the projection. We found P = 75% and R = 70% indicating reasonable consistency. Given that the annotations are one-pixel-thick centerlines, some of the inconsistent annotations might simply be shifted by a small distance, while others may be missing altogether. To investigate this, we checked what percentage of annotations of one type is within a distance of no more than d pixels to the closest annotation of the other type. The results are presented in Fig. 6 . We vary d between 1 and 10 and observe that over 95% of all 2D annotations are within a distance of 3 pixels from a projection of a 3D annotation, and vice versa. The results suggest that less than 5% of annotations of each type are inconsistent with the annotations of the other type.
We have shown that the 2D projection annotations are roughly consistent Figure 5: Annotation times captured during the user study. The volumes of the mouse brain dataset were annotated both in 3D and in 2D by different users to ensure that the users are not familiar with the stack they were annotating. A pair of annotation times is represented as a single point in each of the plots. Plot (a) presents the time needed to annotate 3 MIPs in 2D, the time needed to annotate 2 MIPs is presented in plot (b), and plot (c) depicts the amount of time necessary to annotate 1 MIP for each training volume.
with the 3D annotations. However, since the 2D annotations are performed independently for different projections, inconsistencies may still occur between the 2D annotations of different projections of the same volume. More precisely, each pair of projections of a 3D volume has one dimension in common. Annotations of the two projections are consistent, if for a foreground voxel of the volume, the corresponding foreground pixels in both projection annotations have the same coordinate along the common dimension. The concept is illustrated in Fig. 7 .
To quantify the inconsistency of the annotations resulting from our user study, we build up on the fact that a pair of isolated, inconsistent 2D annotations, like the ones presented in Fig. 7 , creates an empty visual hull. Therefore, the number of inconsistent 2D annotations can be estimated by constructing a visual hull from the 2D projection annotations, projecting the hull back to 2D and counting the number of positive labels that fall outside of the hull projection. As in the case of the hull-based filtration introduced in section 3.2, projections of the hull may fail to eliminate some inconsistent annotations, which means that the resulting estimate is a lower bound. Additionally, we can estimate the degree of inconsistency by verifying how much the position of the inconsistent annotations differs along the common dimension. That is, we estimate how many annotations are inconsistent by no more than a given distance d by dilating the annotations with a structuring element of radius d before constructing the hull. The results are presented in Fig. 6 . This procedure confirms that at least 20% of the annotations are inconsistent, but almost never by more than 3 pixels. The effect of training on inconsistent annotations is that the error signal that is focused on a single voxel when the annotations are consistent, gets distributed over a larger number of voxels. However, as demonstrated below, the performance attained by training on MIP annotations in the experiments appears not to be affected by this level of inconsistency.
Performance
We have asserted the high quality of 2D annotations, and we now confirm their utility for training a Deep Net. As stated above, even though they are highly consistent with the 3D annotations, they do contain less information. Moreover, as explained in section 3.1, the proposed 2D loss function (2) yields very sparse gradients with respect to the 3D output of the network, with only a single nonzero value in each row, column, or tube. It is not clear a priori that such sparse error signals are equivalent to the dense gradients obtained on full 3D annotations. To verify this, we compared performance of networks trained on the two types of annotations. We express the performance in terms of the maximum F1 score-the harmonic mean between the precision and recalla standard metric for binary segmentation evaluation. In Table 1 , we report these scores when using either 3D annotations or 2D annotations, in three, two, or only one MIP. When using three, or even only two MIPs, there is virtually no performance loss for a reduction in annotation time of 36, and 55%, respectively. This surprisingly high performance in spite of the sparsity of gradients our method yield can be explained by analogy to space carving as mentioned in section 3.1. The method finds its limits when we annotate only one MIP, which results in a severe performance drop. This makes intuitive sense because, for reasonably simple shapes, space carving can yield informative estimates from only two views but not from a single one.
Further confirmation
In the user study of Section 4.2 the 2D and 3D annotations were generated independently. We demonstrated that they were roughly equivalent, yielding networks of similar performance when used for training. To evaluate the proposed approach more extensively, for various imaging modalities and specimens, we perform experiments on the three remaining data sets. Instead of performing the 2D annotations from scratch, we now use projections of the 3D annotations as the annotations of 2D projections. This is not what we would do in practice but it guarantees that their quality is exactly the same, while still enabling to test the basic concept of training on less informative 2D annotations, with a loss function yielding extremely sparse gradients. We report our results in Table 2 . In the rightmost column, we give an estimate of the time saved by generating the 2D annotations instead of the 3D ones on the basis of the above user study. When training on 3 or 2 MIPs per volume, we obtain roughly the same results as when training on full 3D annotations-slightly better for the Axons and Brain, and slightly worse for the Retina and Angiography datasets-while, as shown in section 4.2, the corresponding annotation effort is decreased by 45 and 55 percent, respectively. Summarizing, training on 2 MIP annotations per volume enables attaining the same precision as training on the full 3D annotations, but at half of the annotation cost. These results are fully consistent with the findings of the user study presented above. While offering further time saving, the reduction of the amount of annotations used to a single projection per volume leads to a substantial performance drawback. We leave it for future work to investigate possible methods of preventing this adverse effect.
Whether using 3D or 2D annotations, these results rely on the modified U-Net architecture discussed in Section 3.3. For completeness, we also list in Table 2 the performance of three earlier methods. One alternative method of limiting annotation effort required to train a volumetric Deep Net is to annotate a small subset of slices of the original volume (Ç içek et al., 2016) . In our experiments, the number of annotated slices used to train the network using this approach exactly matched the number of projections used in our method. For a fair comparison, we also used the same network architecture in the two sets of experiments. While for the Retina and Angiography datasets the performance of a network trained on slice annotations closely matched that of the network trained on MIP annotations, the performance gap is larger for the two datasets depicting neural tissue. Moreover, it is often the case that the topology of linear structures is more easily disambiguated in the projections than in isolated slices, which makes annotating the projections easier. We also compare the performance of our method to a hand-crafted tubular structures detector (Turetken et al., 2013 ) that does not require any annotations. Not surprisingly, it performs well on the Retina dataset, used by the authors to develop the technique, but fails to generalize to the other datasets, not considered when designing the detector. The last baseline used in the experiments is a regression-based approach to delineation (Sironi et al., 2016) , trained on the original set of 3D annotations, which our approach also outperforms.
Conclusion
We have proposed a method for training DNNs to segment 3D images of linear structures using only annotations of 2D maximum intensity projections of the training data instead of full 3D annotations. We demonstrated that this results in decreased annotation requirements without loss of performance. To this end, we have exploited properties of visual hulls that are not specific to linear structures. In future work, we therefore intend to show that the scope of this technique is in fact much broader, for example by applying it to 3D membrane extraction.
