Charging of quantum batteries with general harmonic power by Chen, Jie et al.
October 24, 2019
Charging of quantum batteries with general harmonic
power
Jie Chen1, Liyao Zhan1, Lei Shao1, Xingyu Zhang1, Yuyu Zhang2, and Xiaoguang Wang1,∗
To explore further improvement of the charging effi-
ciency in the quantum batteries system, the charging
process with general harmonic driving field is studied
in this paper. The charge saturation is introduced to de-
scribe the charging efficiency, with which the charging
mode is divided into the saturated charging mode and
the unsaturated charging mode. The relationships be-
tween the time-dependent charge saturation and the
parameters of general driving field are discussed both
analytically and numerically. And the expressions of
time-dependent charge saturation with the quasienergy
and the Floquet states of system is given with the Flo-
quet theorem. With both analytical and numerical re-
sults, the optimal parameters to reach the best charging
efficiency are found.
1 Introduction
With the development of quantum thermodynamics and
the growing demand for device miniaturization in recent
years, quantum batteries (QBs), as quantum energy stor-
age devices, have gradually become a focus of research in
quantum physics [1–12]. The QBs’ energy storage process
is also well-known as the charging process, which is to
transfer the state of the system from lower energy levels
to higher energy levels, and the charging system usually
consists of the QBs system H0 and the charging field V (t ),
as H (t )=H0+V (t ) [1,2]. With the power of charging field,
the state of charging system transfers from the initial state
ρ0 = ρ (0) (on lower energy levels) to the final state ρ (t )
(on higher energy levels), and the stored energy of QBs
during the process is [1, 4]
E (t ) = Tr[(ρ (t )−ρ (0))H0] . (1)
The results of time-dependent stored energy E (t ) can
describe the charging process perfectly, and how to im-
prove the charging efficiency in the charging process is a
key issue of research on QBs [1–4]. Some previous stud-
ies have shown that choosing a proper type of charging
Figure 1 The type of charging fields determines the charge
saturation and the charging power of QBs system. With dif-
ferent charging field, the QBs will be charged in saturated or
unsaturated charging mode. Here, we choose a general har-
monic charging field as V (t ) =∑i=x,y,z Ai cos(ωi t +φi ) Ji ,
and find out the optimal harmonic charging field by adjusting
the parameters Ai , ωi and φi , i = x, y,z.
fields plays an important role in improving the charging
efficiency [4, 5, 7, 8, 13]. For example, charging with a har-
monic driving field is more efficient than charging with a
steady one [3, 8], and when the charging process contains
entangling operations, it will attain a collective quantum
advantage, i.e., the more the number of battery units, the
faster the charging speed [4,5,13]. For further explanation
of charging efficiency, we introduce two more concepts
based on the energy-time relation E (t ) as:
Charge saturation, which is defined as the ratio between
the charged energy in the process and the fully charged
energy of battery pack system;
Charging power, which is well-known as the charging
speed, and defined as the ratio between the charged en-
ergy and the charging time [2–5].
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When we do research on the time-dependent charge
saturation of QBs with different charging fields, we find
that the charge saturation can never reach 100% with
some kinds of charging fields. But, the unsaturated QBs
are also able to provide enough energy with plenty of
charged battery units. In this way, the effective charging
mode of QBs can be divided into the saturated charging
mode and the unsaturated charging mode. Then after
setting a proper threshold of charge saturation as the min-
imum effective charge saturation, the charging power can
be directly reflected by the charging time which is spent to
reach the threshold value. So the efficiency of the charging
process can be directly reflected with the time-dependent
charging saturation.
The system of quantum battery (QB) unit can be sim-
plified as a two-level system since the energy level is dis-
crete in quantum system, and it can be described by
the charged state
(
1
0
)
and uncharged state
(
0
1
)
[3, 8].
To supply adequate energy supplement, battery pack
system is usually constituted by many battery units.
Then the Hamiltonian of QBs can be written as H0 =∑
i
1
2ω
(i )
0 σ
i
z (setting ħ = 1), where ω(i )0 is the stored en-
ergy of single QB unit when it is charged. In this pa-
per, the QB units are set to be identical, i.e., ω(i )0 = ω0,
so we have H0 = 12ω0
∑N
i=1σ
z
i = ω0 Jz [3, 8]. Then we
choose the general harmonic charging field as V (t ) =∑
i=x,y,z Ai cos
(
ωi t +φi
)
Ji , where Ai ,ωi ,φi , i = x, y,z are
the driving strengths, driving frequencies and initial
phases in the three orthogonal directions, respectively. So
the Hamiltonian of the whole charging system is written
as
H (t ) = ω0 Jz +
∑
i=x,y,z
Ai cos
(
ωi t +φi
)
Ji . (2)
It is a quantum driven system which can be described
by the Dicke states |s,m〉(m = −s,−s + 1, · · · , s), i.e. the
eigenstates of J2 and Jz . And compared with the semi-
classical Rabi model, it can be named as semi-classical
Dicke model with generalized driving fields. In this paper,
we study the relationship between the time-dependent
charge saturation and the parameters of the driving fields
since they are all adjustable. The relationships will help
find out the optimal parameters to reach the best charging
efficiency.
Obviously, the fully charged energy of our QBs system
is Nω0. So the time-dependent charge saturation is writ-
ten as [2–5]
η (t )= E (t )
Nω0
. (3)
Of course, some other factors also should be taken
into consideration since they are crucial for enhancing
the practicality of QBs, such as the ratio between the
stored energy of QBs system and the input energy pro-
vided by charging field. In this paper, we introduce A =
|A|2 =∑i=x,y,z A2i to control the input energy and rewrite
the strengths of three directions as A = (Ax ,Ay ,Az) =
(A cosΘcosΦ,A cosΘsinΦ, A sinΘ), where A = |A| and
Θ ∈ [−pi2 , pi2 ),Φ ∈ [0,2pi).
However, with the general harmonic charging field,
the system is difficult to be solved analytically. In previous
research, a kind of analytically solvable situation with
Θ = 0,Φ = 0,φx = 0 has been studied by Yuyu Zhang, et
al. in Ref [8]. In this paper, we find some more analytical
solutions with the charging in one or two directions. Then
we compare charging efficiencies of these situations in
saturated charging mode and unsaturated charging mode,
respectively.
Furthermore, according to the Floquet theorem, the
charging system can be described by the Floquet Hamilto-
nian since it is periodic [14–17]. And with the eigenvalues
and eigenstates of the Floquet Hamiltonian, which are
also named as the quasienergy and Floquet states of the
periodic system, the time-dependent charge saturation
of the system can be expressed analytically.
In this paper, we first analyze some kinds of analyti-
cally solvable QBs charging systems, including reviewing
the results of the system given in former work [8]. With
the results, we make a comparison between the charging
systems on the charging efficiency. Furthermore, under
the framework of Floquet theorem, we give the analytical
expressions of time-dependent charge saturation with the
quasienergy and the Floquet states of the system. Then af-
ter the solutions with analytical methods, we also discuss
the relationship between the charging efficiencies and
variety of parameters in charging field V (t ) with some
numerical results. And in this way, we find the optimal
parameters to reach the best charging efficiency. Finally,
we give our conclusions and some further discussions.
2 Charging efficiencies of QBs system
with charging in one or two directions
As uncharged state, the initial state of the system is
|ψ (0)〉 =
(
0
1
)⊗N
, which can be rewritten as |ψ (0)〉 =
|N2 ,−N2 〉with the representation of Dicke states, and the
initial density matrix can be gotten as ρ (0)= |ψ (0)〉〈ψ (0) |.
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2.1 Analytical results with charging in parallel
direction
Firstly, we consider about the charging in parallel direc-
tion. By setting Θ = pi2 , the Hamiltonian of our charging
system turns into H (t ) = ω0 Jz + A cos
(
ωt +φ) Jz , which
describes the system merely with a driving in the parallel
direction. With the Schrödinger equation, the final state
of QBs system is easy to get as
|ψ (t )〉 = exp
{
i
2kpi
sinφ
[ω0ω
A
t + sin(ωt +φ)]} |N
2
,−N
2
〉, (4)
where k ∈ Z is an arbitrary integer. The results tell that
the QBs system cannot be charged with the harmonic
charging field in the parallel direction, since there is only
the change of phase on the state.
2.2 Analytical results with charging in one vertical
direction
Then when the QBs are charged with the harmonic power
in one vertical direction, Hamiltonian of the charging sys-
tem is written as H (t ) = ω0 Jz + A cos
(
ωt +φ) J⊥, where
J⊥ = cosΦJx + sinΦJy represents the action in arbitrary
vertical direction. WithUz = e iΦJz , as the unitary transfor-
mation in su(2) system (see Appendix A for details), the
Hamiltonian could be simplified as
H˜ (t )=ω0 Jz + A cos
(
ωt +φ) Jx , (5)
with |ψ˜ (t )〉 = e iΦJz |ψ (t )〉. And it is easy to prove that the
charge saturation remains unchanged after the trans-
formation as η˜ (t ) = 〈ψ (t ) |e−iΦJz 1N Jze iΦJz |ψ (t )〉 + 12 =
〈ψ (t ) | 1N Jz |ψ (t )〉+ 12 = η (t ). So we use the Hamiltonian
in Eq.(5) (named as H˜-system briefly) to describe arbi-
trary charging process with the harmonic power in one
vertical direction.
To solve the system, we need to extend the counterro-
tating hybridized rotating wave approximation (CHRWA)
from two-level system to su(2) system [18–21]. At first step,
the unitary transformationU˜1 (t )= exp
[
i Aωξsin
(
ωt +φ) Jx]
is introduced with ξ as a regulating variable, and the
Hamiltonian turns to be
H˜1 = ω0
{
cos
[
A
ω
ξsin
(
ωt+φ)]Jz+sin[ A
ω
ξsin
(
ωt+φ)]Jy}
+A (1−ξ)cos(ωt +φ) Jx . (6)
Then the H˜1 can be expanded as infinite series
with cos
(
z sinφt
) = J0 (z)+∑∞k=1 2J2k (z)cos(2kφt ) and
sin
(
z sinφt
)=∑∞k=0 2J2k+1(z)sin[(2k+1)φt ], where Jn(·)
is the Bessel function. And after neglecting the higher-
order harmonic terms as the approximation, the Hamilto-
nian is rewritten as [19–21]
H˜1 = ω0 J0
(
A
ω
ξ
)
Jz + A (1−ξ)cos
(
ωt +φ) Jx
+2ω0 J1
(
A
ω
ξ
)
sin
(
ωt +φ) Jy ,
= ω0 J0
(
A
ω
ξ
)
Jz+ A˜
[
cos
(
ωt+φ) Jx+sin(ωt+φ) Jy] , (7)
where A˜ = A (1−ξ) = 2ω0 J1
( A
ωξ
)
is regulated by ξ. Then
with the transformation U˜2 (t ) = exp
[
i
(
ωt +φ) Jz], the
Hamiltonian turn into time-independent, as
H˜2 = ∆˜Jz + A˜ Jx , (8)
where ∆˜=ω0 J0
( A
ωξ
)−ω is the effective detuning [19–21].
Furthermore, with U˜3 (t ) = exp
(−i H˜2t) as the time
evolution operator of the H˜2-system, the time-dependent
state |ψ˜2 (t )〉 can be expressed as |ψ˜2 (t )〉 = U˜3 (t ) |ψ˜2 (0)〉.
And with |ψ˜2 (t )〉 = U˜2 (t )U˜1 (t ) |ψ˜ (t )〉, the initial state
|ψ˜2 (0)〉 is gotten as |ψ˜2 (0)〉 = U˜2 (0)U˜1 (0) |ψ˜ (0)〉 by setting
t = 0. So the state of H˜-system can be written approxi-
mately as
|ψ˜ (t )〉 = U˜ †1 (t )U˜ †2 (t )U˜3 (t )U˜2 (0)U˜1 (0) |
N
2
,−N
2
〉. (9)
Especially, when the initial phaseφ= 0, the expression
of state turns to be |ψ˜ (t )〉 = U˜ †1 (t )U˜ †2 (t )U˜3 (t ) |N2 ,−N2 〉,
and it is the system which has been studied [8]. After
substituting the state into Eq. (1) and Eq. (3), the time-
dependent charge saturation of H˜-system can be written
as
η˜ (t ) = 1
2
[
1−cos φ˜+ sin(ΩR t )
ΩR
A˜ cos(ωt )sin φ˜
+cos(ΩR t )−1
Ω2R
(
A˜∆˜sin(ωt )sin φ˜− A˜2 cos φ˜)] , (10)
where φ˜ = Aωξsin(ωt ), ΩR =
√
∆˜2+ A˜2 , and ξ is the root
of regulating formula A (1−ξ)= 2ω0 J1
( A
ωξ
)
.
Eq. (10) tells that we can get η = 1 when ΩR = A˜,
ωt = kpi and ΩR t = (2k ′ + 1)pi, with k,k ′ ∈ N. So the
charging should be stopped at t˜ = (2k ′+1)pi/A˜ and it is
obviously that the minimum charging time t˜min is got-
ten when k ′ = 1. Furthermore, by introducing z = A
ω
ξ,
the parameter conditions to reach maximum charging
efficiency can be rewritten as A = ω0 J0 (z)
(
z+ 1k
)
and
ω=ω0 J0 (z), where z is the root of transcendental equa-
tion J0 (z)= 2k J1 (z). We slove the equation with graphic
method in Fig.2(a), and when k = 1 and k = 2, the series
of the roots of the equation are marked as the intersection
points between the graph of function y = k J1 (z)− J0 (z)
Copyright line will be provided by the publisher 3
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Figure 2 (a) Graphic method to solve equation J0 (z)= k J1 (z)
and the comparison of the roots with the dotted red line y =
10J1 (z)= 5piω0 t˜−1min; (b) The time-dependent charging saturation
of the H˜ -system (as η1, the blue one) and the H -system (as
η2, the red one), where the stars and the solid lines stand for
the analytical results and the numerical results, respectively.
(the solid blue and green line stand for k = 1 and k = 2,
respectively) and z-axis. Then we introduce the dotted
red line as y = 10J1 (z)= 5piω0 t˜−1min to compare the roots and
find that the first positive root with k = 1 is optimal. So is
it when compared to the situation of k > 2. It means that
when we set charging strength and charging frequency of
the H˜-system asA =ω0 J0 (z) (z+1) ,ω =ω0 J0 (z) , (11)
the QBs are fully charged at the time
t˜min = pi
J0 (z)
ω−10 , (12)
where z ≈ 0.90 is the first positive root of transcendental
equation J0 (z)= 2J1 (z).
2.3 Analytical results with charging in two vertical
directions
Then we adjust the initial phases and set φx = φ,φy =
φ− pi2 to get a system charged with harmonic power in two
vertical directions as
H (t ) = ω0 Jz+
p
2
2
A
[
cos
(
ωt+φ) Jx+sin(ωt+φ) Jy] , (13)
Figure 3 (a) Relationship between the charge saturation and
the initial phase φ in H˜ -system, as η1
(
φ, t
)
, when A = 1.53ω0
and ω= 0.81ω0 (the charging time t takes ω−10 as unit for
all figures in this paper); (b) Relationship between the charge
saturation and the initial phase φ in H -system, as η2
(
φ, t
)
,
when A = 1.53ω0 and ω=ω0; (c) Relationship between the
charge saturation and the charging frequency ω in H˜ -system,
as η1 (ω, t ), when A = 1.53ω0 and φ = 0; (d) Relationship
between the charge saturation and the charging frequency ω
in H -system, as η2 (ω, t ), when A = 1.53ω0 and φ= 0.
which is an analytically solvable system (briefly named as
H-system).
The Hamiltonian is easy to be converted into time-
independent with unitary transformationU1 (t )= U˜2 (t )=
exp
[
i
(
ωt +φ) Jz] as
H1 = (ω0−ω) Jz +
p
2
2
AJx , (14)
so does the wave function into |ψ1 (t )〉 = U1 (t ) |ψ (t )〉.
Then with |ψ1 (t )〉 = e−iH1t |ψ1 (0)〉, we can get the wave
function of H-system as
|ψ (t )〉 = U †1 (t )e−iH1tU1 (0) |
N
2
,−N
2
〉. (15)
Furthermore, the analytical expression of charge satu-
ration in H-system is obtained as
η (t ) = A
2
4Ω2
[1−cos(Ωt )] , (16)
where Ω =
√
(ω0−ω)2+ 12 A2, and the charge saturation
is independent of the initial phase. Eq. (16) tells that
when ω = ω0, the H-system is fully charged (as η = 1)
at tmin =
p
2pi
A .
4 Copyright line will be provided by the publisher
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Then we compare the charging efficiency of H˜-system
and H-system in the saturated charging mode. In the H˜-
system, with z ≈ 0.90, the charging strength and charg-
ing frequency is set as A ≈ 1.53ω0 and ω≈ 0.81ω0 in this
mode. So the QBs are fully charged with the same charging
strength at t˜min ≈ 3.88ω−10 and tmin ≈ 2.90ω−10 in the H˜-
system and H-system, respectively. The analytical and nu-
merical results are shown by the time-dependent charge
saturation of the two systems in Fig.3(b). It is obviously
that the H-system has advantages in saturated charging
mode.
For further exploration of relations between the charge
saturation and the parameters in the unsaturated charg-
ing mode, we set A = 1.53ω0 and give the numerical re-
sults of charge saturation ηwith the variety of initial phase
φ and driving frequencyω in Fig.3(a)(b) and (c)(d), respec-
tively.
The results in Fig.3 tells that the charging efficiency of
H˜-system can be enhanced in the unsaturated charging
mode, but it is still less than the one in H-system. In a
word, the H-system have the advantage on charging QBs
both in the saturated charging mode and unsaturated
charging mode when compared with the H˜-system.
3 Expression of charge saturation with
Floquet theorem
Now we come back to the general harmonic charging field.
For arbitrary charging frequencies ωx,y,z , we could find
an ω to set ωi = niω, i = x, y,z, where nx,y,z are positive
integers. So Hamiltonian of the charging system is peri-
odical with T = 2piω , which means it can be expanded with
the Fourier series as H (t )=∑∞n=−∞Hne inωt , where
Hn = ω0 Jzδn,0+ 1
2
∑
i=x,y,z
Ai
(
e iφi δn,ni+e−iφi δn,−ni
)
Ji . (17)
Then the Floquet Hamiltonian in the frequency space
as HF can be built with Hn , and the element in the row
n′ and column n of the Floquet Hamiltonian is written
as [14, 15, 22]
(HF )
n′
n =Hn′−n +δn′,nnωE , (18)
whereE is the identical matrix. In this way, the quasienergy
and the Floquet states of the periodical system, i.e. the
eigenvalues εα and the corresponding eigenstates |Φα〉 of
HF can be obtained. Furthermore, the final state of our
QBs system is given by Floquet theorem as (see Appendix
B for details) [14–16]
|Ψ (t )〉 =
N+1∑
α=1
∞∑
n,n′=−∞
e i(n−n
′)ωt e−iεαt |Φnα〉〈Φn
′
α |
N
2
,−N
2
〉, (19)
where εα,α = 1,2, · · · ,N + 1 are the N + 1 eigenvalues
of the Floquet Hamiltonian HF in one period of fre-
quency space such as εα ∈ [−ω2 +kω, ω2 +kω),k ∈Z, and
|Φnα〉 is the element in corresponding eigenstate |Φα〉 =(
· · · , |Φnsα 〉, |Φns+1α 〉, · · ·
)T
.
So with the final state, the charge saturation is written
as
η (t )= 1
N
N+1∑
α,α˜=1
∞∑
n,n′ ,n˜,n˜′=−∞
e−i ε˜
n,n′ ,n˜,n˜′
α,α˜ t
(
Φn
′
α,N
)∗
Φn˜
′
α˜,N 〈Φn˜α˜|Jz |Φnα〉+
1
2
, (20)
where ε˜n,n
′,n˜,n˜′
α,α˜ = εα−εα˜+
(
n˜− n˜′+n−n′)ω is the dif-
ference between the quasienergy of different period and
Φn
′
α,N = 〈N2 ,−N2 |Φn
′
α 〉 is the last element of |Φn
′
α 〉. We give
some examples of the results obtained by Floquet theo-
rem in Fig.4, which agree with the exact numerical results
well.
0 1 2 3 4 5 6 7 8
0
0.2
0.4
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0.8
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t
η
 
 
η1
η2
η3
Figure 4 The solid line and the triangles stand for the numer-
ical results and the Floquet theorem’s results of charge satu-
ration, respectively. η1 (marked in red) is obtained by setting
Ax,y =ω0, Az = 0, ωx,y =ω, φx = 0, φy =−pi2 . η2 (marked in
green) is obtained by setting Ax,y =ω0, Az = 2ω0, ωx,y =ω,
ωz = 2ω, φx = 0, φy =−pi2 , φz = pi, and η3 (marked in blue)
is obtained by setting Ax,y,z =ω0, ωx =ω, ωy = 2ω, ωz = 3ω,
φx = 0, φy =−pi2 , φz = 32pi.
Moreover, when we set N = 1 and t = kT,k ∈Z to ana-
lyze the charging process of single battery unit, the charge
saturation can be simplified as
η (kT ) =
2∑
α,α˜=1
Cα,α˜e
−ik(εα−εα˜)T + 1
2
= 2 ∣∣C1,2∣∣cos[k∆εT −arg(C1,2)]+C1,1+C2,2+ 1
2
, (21)
whereCα,α˜ =∑∞n,n′,n˜,n˜′=−∞ (Φn′α,N )∗Φn˜′α˜,N 〈Φn˜α˜|σz |Φnα〉, and
∆ε = ε2− ε1 < ω is the difference of quasienergy in one
period. Eq. (21) tells that when t = kT , the charge satu-
ration η (t ) of QB unit locate at the cosine curve which is
determined by the quasienergy and the Floquet states.
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4 Further analysis with some numerical
results
After the analytical analysis of the charging system, we
further explore the relationship between the parameters
and the time-dependent charge saturation with some nu-
merical results.
4.1 Numerical results when adjusting the charging
strength and distributions of charging strength in
vertical directions
After comparing the H-system and the H˜-system, we ex-
tend the analysis to the Hamiltonian with a more general
charging field by setting Θ= 0,ωx =ωy =ω,φx = 0,φy =
−pi2 , as
H (t ) = ω0 Jz + A
[
cosΦcos(ωt ) Jx + sinΦsin(ωt ) Jy
]
,(22)
which contains both the H-system and the H˜-system.
Then we give numerical results of the charge saturation
as η (Φ, t ) in Fig.5 to show the relationship between the
charge saturation and the variety of charging strength and
the distributions of charging strength. The range of Φ is
moved from [0,pi] to
[− 14pi, 34pi] here to show the symme-
try of the results.
Figure 5 The numerical results of charge saturation with the
variety of Φ as η (Φ, t ) when setting Θ= 0, ωx =ωy =ω, and
φx = 0, φy =−pi2 , where the three subfigures (a), (b) and (c)
stand for the results by setting ω/ω0 = 1 and A/ω0 = 0.8, 1,
1.2, respectively.
In the H-system and the H˜-system, the charging time
to reach the saturated mode has been proved to be in-
versely proportional to the charging strength A. And the
results in Fig.5(a)(b)(c) with different charging strength
also tell that the charging time is shortened when im-
proving the charging strength. What is more, we can get
that the charging power reach the maximum by setting
Φ= pi/4, which means that the H-system is the most ef-
fective charging system when adjusting the distribution
of the charging strength.
What is more, when settingΦ=− 14pi+kpi, the Hamilto-
nian turns into H =ω0 Jz +
p
2
2 A
[
cos(ωt ) Jx − sin(ωt ) Jy
]
,
which can be obtained by flipping the driving in y direc-
tion from H-system. The numerical results show that the
QBs can hardly be charged in this situation, which is use-
less for our QBs charging system. But it provides a solution
that we can make a shield for the quantum system from
the influence of the harmonic field in vertical direction by
introducing another harmonic driving field as it is shown
in this situation.
4.2 Numerical results when adding charging field in
parallel direction on the H -system
Now we take the H-system as a basic system, and
add a general charging field in parallel direction as
A sinΘcos
(
ωz t +φz
)
Jz . So the Hamiltonian of the charg-
ing system turns to be
H (t ) = [ω0+ A sinΘcos(ωz t +φz)] Jz
+
p
2
2
A cosΘ
[
cos(ωt ) Jx + sin(ωt ) Jy
]
. (23)
At first, we set ωz = ω, φ = 0, and get the numerical
results as η (Θ, t ) in Fig.6(a) to describe the relationship
between the charge saturation and the distribution of
charging power. The results tell that the charge saturation
will decrease when we distribute harmonic power from
the vertical direction into the parallel direction.
Then for further analysis, we setΘ= arccos(0.8) to get
a system with A = 1, and Ax = Ay = 0.8, which is easy
to compare with the results in the Fig.5(a) and Fig.5(b).
And we calculate the numerical results of saturation with
the variety of φz and ωz numerically, and show them in
Fig.6(a) and Fig.6(b), respectively. The results tell that the
charging power can be enhanced with proper setting ofφz
andωz . But the comparison of the results with the Fig.5(a)
and Fig.5(b) shows that the H-system is still more effec-
tive, which means that arbitrary driving in the parallel
direction is negative for our charging system.
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Figure 6 (a) The time-dependent charge saturation with the
variety of Θ as η (Θ, t ) when setting ωz = ω and φz = 0 in
Eq. (23). (b) The time-dependent charge saturation with the
variety of φz as η
(
φz , t
)
when setting Θ = arccos(0.8) and
ωz =ω in Eq. (23). (c) The time-dependent charge saturation
with the variety ofωz as η (ωz , t ) when settingΘ= arccos(0.8)
and φz = 0 in Eq. (23).
4.3 Numerical results with perturbation of frequency
and phase on the H -system
It is shown that the H-system is the optimal charging sys-
tem with the former results. Then we change the driving
frequency and the initial phase of the two vertical direc-
tions as the perturbations on the H-system to find if the
charging efficiency could be improved. The Hamiltonian
with different perturbations are set as
H1 (δω, t ) = ω0 Jz +
p
2
2
A
[
cos[(ω+δω) t ] Jx + sin[(ω) t ] Jy
]
, (24)
H2 (δω, t ) = ω0 Jz +
p
2
2
A
[
cos[(ω) t ] Jx + sin[(ω+δω) t ] Jy
]
, (25)
H3 (δω, t ) = ω0 Jz +
p
2
2
A
[
cos[(ω+δω) t ] Jx+sin[(ω−δω) t ] Jy
]
,(26)
H1
(
δφ, t
) = ω0 Jz + p2
2
A
[
cos
(
ωt +δφ) Jx + sin(ωt ) Jy ] , (27)
H2
(
δφ, t
) = ω0 Jz + p2
2
A
[
cos(ωt ) Jx + sin
(
ωt +δφ) Jy ] , (28)
H3
(
δφ, t
) = ω0 Jz + p2
2
A
[
cos
(
ωt +δφ) Jx + sin(ωt −δφ) Jy ] . (29)
The numerical results, as ηi (δω, t ) and ηi
(
δφ, t
)
, i =
1,2,3, are given in Fig.7, which stand for the time-
dependent charge saturation with perturbation of fre-
quency or phase in one or two directions, respectively.
Figure 7 (a) The charge saturation with perturbation of fre-
quency in x-direction as Eq. (24); (b) The charge saturation
with perturbation of frequency in y -direction as Eq. (25); (c) The
charge saturation with opposite perturbations of frequency in
x-direction and y-direction as Eq. (26); (d) The charge satura-
tion with perturbation of initial phase in x-direction as Eq. (27);
(e) The charging saturation with perturbation of initial phase in
y-direction as Eq. (28); (f) The charge saturation with opposite
perturbations of initial phase in x-direction and y-direction as
Eq. (29).
The results tell that the H-system is optimal for satu-
rated charging mode. But for the unsaturated charging
mode, the charging efficiency can be enhanced with some
proper adjustment of parameters. For instance, when
the effective charge saturation is set as η = 0.4, it is ob-
vious that the charging time can be shortened by adding
a proper negative perturbation of frequency in Eq. (26) as
Fig.7(c) shows, and so can it by adding a proper positive
perturbation of phase in Eq. (28) or a proper negative per-
turbation of phase in Eq. (29) as the Fig.7(e) and Fig.7(f)
shows, respectively.
5 Conclusion
To conclude, in this work, we build the QBs system with
N two-level atoms and charge it with a controlled general
harmonic driving field. According to the analytical and
numerical analysis of our QBs charging system, we find
out that the QBs can be fully charged when the driving
field of charging system is set with proper parameters.
And with the same charging strength A, when the other
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parameters of the driving field are set asΘ= 0,Φ= pi4 , and
∆φ=φx−φy = pi2 , the QBs are fully charged in the shortest
time. It is the optimal charging system for the saturated
charging mode.
What is more, the results in Sec. 4.3 tell that when
considering the unsaturated charging mode, the charging
efficiency can be further enhanced by introducing proper
perturbation of frequency or phase on the charging sys-
tem, as it is shown in Fig.7.
We believe that in the near future, QBs, as a kind of
important quantum device, will step from theory into the
practice. The charging model of QBs we studied in this pa-
per is supposed to be realized physically, for instance, we
can take the solid-state platform to build our battery and
charge it with Raman laser beams as the driving field [5].
It can be seen that the bidirectional and biphase charging
mode as H-system and the unsaturated charging mode
proposed in this paper will provide reasonable reference
for many kinds of schemes which are aimed at improving
the charging efficiency of this kind of QBs.
Appendix
A. Unitary transformation in su(2) system
Arbitrary unitary transformation operator in su(2) system
can be constructed as U = e i A with A = a · J , where J =(
Jx , Jy , Jz
)
is the generator of su(2) algebra. With the com-
mutation relation for su(2) algebra as
[
Ji , J j
] = i²i j k Jk , ,
the transformation for any operators in the space can be
written as
e i ABe−i A =
∞∑
n=0
1
n!
(
i A×
)n B = ∞∑
n=0
(−1)n
n!
(a×)n b · J (A1)
= b · J− sina
a
a×b · J− 1
a2
(cosa−1)(a×)2b ·J ,
whereB = b ·J and a = |a|, b = |b|. Then if a ⊥ b, the result
can be simplified as
e i ABe−i A = cosa (b · J )− sina
a
(a×b · J )
= b [cosaeb − sina (ea ×eb)] · J . (A2)
B. Floquet theorem in quantum system
For a quantum system of N dimensions, the Schrödinger
equation i∂t |Ψ (t )〉 =H (t ) |Ψ (t )〉 has N linearly indepen-
dent solutions as |Ψα (t )〉,α= 1, · · · ,N . And the wave func-
tion of system is represented as |Ψ (t )〉 =∑Nα=1 cα|Ψα (t )〉,
where {cα} is determined by the initial state |Ψ (t )〉. When
the Hamiltonian of the system is periodic as H
(
t + 2piω
)=
H (t ), the Floquet theorem tells that we can find a real
number εα and a periodic wave function |Φα (t )〉 with the
same period as T = 2piω to rewrite |Ψα (t )〉 as [14, 15, 22]
|Ψα (t )〉 = e−iεαt |Φα (t )〉. (B1)
Then substituting the expression into Schrödinger
equation, we can get the equation of |Φα (t )〉 as
[H (t )− i∂t ] |Φα (t )〉 = εα|Φα (t )〉. (B2)
Furthermore, we expand the H (t ) and |Φα (t )〉 with the
frequency ω into Fourier series as
H (t ) =
∞∑
n=−∞
Hne
inωt , (B3)
|Φα (t )〉 =
∞∑
n=−∞
|Φnα〉e inωt , (B4)
and substitute them into Eq. (B2). In this way, we can get
∞∑
n′=−∞
∞∑
n=−∞
Hn′e
i(n′+n)ωt |Φnα〉+
∞∑
n=−∞
nω|Φnα〉e inωt
= εα
∞∑
n=−∞
|Φnα〉e inωt . (B5)
Then with 1T
∫ T
0 dt
(
e−ikωte inωt
)= δk,n , this time-dependent
equation for
{|Φnα〉} can be transferred into a time-
independent one as
∞∑
n=−∞
(
Hk−n +δk,nnω
) |Φnα〉 = εα|Φkα〉, (B6)
for any k ∈Z. By introducing the Floquet Hamiltonian HF
defined by Eq. (18), the matrix form of Eq. (B6) can be
written as
. . .
...
... . .
.
· · · (HF )ksns (HF )ksns+1 · · ·
· · · (HF )ks+1ns (HF )ks+1ns+1 · · ·
. .
. ...
...
. . .


...
|Φnsα 〉
|Φns+1α 〉
...
= εα

...
|Φksα 〉
|Φks+1α 〉
...
 ,(B7)
where ks and ns are indexes which are introduced to
describe the matrix. And Eq. (B7) tells that εα and |Φ〉 =
...
|Φnsα 〉
|Φns+1α 〉
...
=

...
|Φksα 〉
|Φks+1α 〉
...
 are eigenvalues and eigenstates
of HF , respectively. It is obvious that Eq. (B7) has infi-
nite solutions but we only need N of them. However, the
expanding of solutions is introduced by the periodic rela-
tionships of εα and |Φα (t )〉 as
{
εα′ = εα+mω
|Φ′α (t )〉 = e imωt |Φα (t )〉
.
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So we can get the N solutions of εα and

...
|Φnsα 〉
|Φns+1α 〉
...
, with
α= 1, · · · ,N by setting εα in one period of frequency space,
such as εα ∈ [−ω2 , ω2 ).
With the results of {εα} and
{|Φnα〉}, the wave func-
tion can be calculated as |Ψ (t )〉 =∑α,n cα|Φnα〉e inωte−iεαt .
And by setting t = 0, we get |Ψ (0)〉 = ∑α,n cα|Φnα〉 =
(∑
n |Φn1 〉,
∑
n |Φn2 〉, · · · ,
∑
n |ΦnN 〉
)

c1
c2
...
cN
. In this way, the se-
ries of coefficients {cα} can be expressed as

c1
c2
...
cN
=
(∑
n
|Φn1 〉,
∑
n
|Φn2 〉, · · · ,
∑
n
|ΦnN 〉
)−1
|Ψ (0)〉. (B8)
Then by substituting the coefficients into the expression
of wave function, we can get the final state as |Ψ (t )〉 =
U (t ) |Ψ (0)〉, where
U (t ) =
N∑
α=1
∞∑
n,n′=−∞
|Φnα〉〈Φn
′
α |e i(n−n
′)ωte−iεαt . (B9)
Then with the initial state of our system as |Ψ (0)〉 =
|N2 ,−N2 〉, we can get the charge saturation as Eq. (20).
Acknowledgements
We acknowledge helpful discussions with Yanming Che,
Yuguo Su and Gangcheng Wang. This work was sup-
ported by the National Key Research and Development
Program of China (Grants No. 2017YFA0304202 and
No. 2017YFA0205700), the NSFC through Grant No. 11875231
and No. 11935012, and the Fundamental Research Funds
for the Central Universities through Grant No. 2018FZA3005.
Conflict of Interest
The authors declare no conflict of interest.
Keywords
quantum battery, driven system, harmonic driving, charge
saturation, su(2), Floquet theorem, unsaturated charging
mode
References
[1] R. Alicki and M. Fannes, Phys. Rev. E 2013, 87, 042123.
[2] F. C. Binder, S. Vinjanampathy, K. Modi, and J. Goold,
New Journal of Physics 2015, 17, 075015.
[3] T. P. Le, J. Levinsen, K. Modi, M. M. Parish, and F. A.
Pollock, Phys. Rev. A 2018, 97, 022106.
[4] F. Campaioli, F. A. Pollock, F. C. Binder, L. Céleri,
J. Goold, S. Vinjanampathy, and K. Modi, Phys. Rev.
Lett. 2017, 118, 150601.
[5] D. Ferraro, M. Campisi, G. M. Andolina, V. Pellegrini,
and M. Polini, Phys. Rev. Lett. 2018, 120, 117702.
[6] G. M. Andolina, D. Farina, A. Mari, V. Pellegrini, V. Gio-
vannetti, and M. Polini, Phys. Rev. B 2018, 98, 205423.
[7] N. Friis and M. Huber, Quantum 2018, 2, 61.
[8] Y. Y. Zhang, T. R. Yang, L. Fu, and X. Wang, Phys. Rev. E
2019, 99, 052106.
[9] D. Farina, G. M. Andolina, A. Mari, M. Polini, and
V. Giovannetti, Phys. Rev. B 2019, 99, 035421.
[10] F. Barra, Phys. Rev. Lett. 2019, 122, 210601.
[11] G. M. Andolina, M. Keck, A. Mari, V. Giovannetti, and
M. Polini, Phys. Rev. B 2019, 99, 205437.
[12] G. M. Andolina, M. Keck, A. Mari, M. Campisi, V. Gio-
vannetti, and M. Polini, Phys. Rev. Lett. 2019, 122,
047702.
[13] K. V. Hovhannisyan, M. Perarnau-Llobet, M. Huber,
and A. Acín, Phys. Rev. Lett. 2013, 111, 240401.
[14] J. H. Shirley, Phys. Rev. 1965, 138, B979–B987.
[15] S. I. Chu and D. A. Telnov, Physics Reports 2004, 390,
1 – 131.
[16] S. K. Son, S. Han, and S. I. Chu, Phys. Rev. A 2009, 79,
032301.
[17] Y. Yan, Z. Lü, J. Luo, and H. Zheng, Phys. Rev. A 2017,
96, 033802.
[18] M. O. Scully and M. S. Zubairy, Quantum Optics
(Cambridge University Press, Cambridge, 1997).
[19] Z. Lü and H. Zheng, Phys. Rev. A 2012, 86, 023831.
[20] Y. Yan, Z. Lü, and H. Zheng, Phys. Rev. A 2015, 91,
053834.
[21] Chen, Jie, Wang, Zhihai, Liang, Hongbin, and Wang,
Xiaoguang, Eur. Phys. J. D 2018, 72, 145.
[22] M. Grifoni and P. Hänggi, Physics Reports 1998, 304,
229 – 354.
Copyright line will be provided by the publisher 9
