Abstract-This paper considers autonomous onboard hovering flight control of a micro quadrotor using a strapdown optical flow sensor which is conventionally used for desktop mice. The vehicle considered in this paper can carry only a few dozen grams of payload, therefore conventional camerabased optical flow methods are not applicable. We present autonomous hovering flight control of the micro quadrotor using a single-chip optical flow sensor, implemented on an 8-bit microprocessor without external positioning sensors. Detailed description of all the system components is provided along with evaluation of the accuracy. Experimental results from flight tests are validated with the ground-truth data provided by a high-accuracy motion capture system.
I. INTRODUCTION
Micro quadrotors have become a popular platform in small-scale unmanned aerial vehicle (UAV) research with the help of recent developments in sensor technology and power storage capability. Those micro quadrotors are typically smaller than one foot in wingspan [1] and one kilogram or less in mass. There are many challenges due to their limited payload. For example, lightweight sensors and computers are required, which means that the resolution of sensor and computational performance are lower than conventional UAV configurations. It is also difficult to equip such a small quadrotor with long-range communication systems for remote control. Therefore, autonomy becomes more important in micro quadrotors.
Autonomous hovering flight is a key capability for rotorcraft-style UAVs. In addition to the benefit of hovering maenuever in various applications such as transport, search and rescue operations, the autonomous hovering capability is essential for stability and safety, for example, when the remote control link is disconnected. This paper is concerned with autonomous hover of a small quadrotor using a lightweight optical flow sensor.
Several solutions to enable autonomous hovering have been proposed [2] - [6] . In [2, 3] , off-board processing is used to obtain desired information. In [4] - [6] , an onboard visionbased navigation capability has been demonstrated. However, such systems cannot be implemented on micro quadrotors with very restricted payload, because those algorithms need a high performance computer. Off-board processing has disadvantages in that all the information should be transmitted by a wireless link which gives unpredictable delays and needs to be explicitly addressed as a time-varying system. In addition, it always needs a ground control computer near the quadrotor, which severely degrades the mobility.
In this paper, the autonomous hovering flight is performed onboard using an optical flow sensor with the micro quadrotor shown in Fig. 1 . The result is presented with ground-truth data acquired from Vicon motion capture device. Although the optical-flow-based hovering flight is not a new idea, it has been experimented with off-board processing until now.
The contributions of this paper can be summarized as follows: We describe a complete integrated system which allows for autonomous hovering flight of a micro quadrotor whose size is less than one foot. We give a detailed analysis of accuracy, working conditions and a sensor model for a single-chip optical flow sensor. We show that a piecewiseplanar assumption relaxes the complexity of optical-flowbased velocity estimation. We confirm that IMU information can be utilized to compensate the effect of optical flow generated from rotational motion. It is shown that the only unknown part of optical flow on a planar surface is velocity in z axis, which implies that a proper altitude controller is required to eliminate the effect of unknown depth. Our solution provides a stable hovering flight capability of a micro quadrotor by only using an onboard 8-bit computer without external positioning sensors. This paper is structured as follows: In Section II, we describe related research activities. The experimental system is introduced in Section III. Section IV presents principles and properties of the optical flow sensor. The controller is designed in Section V. Section VI presents results from experiments in which the micro quadrotor is hovering at established altitude. Section VII contains concluding remarks. 
II. RELATED WORKS
In recent years, several works on vision-based hovering flight of quadrotor vehicle have been reported [2, 5] - [10] . The methods used in the mentioned papers can be categorized into two types. One is extraction of position and velocity from video sequences based on SLAM algorithm [4, 5] or other estimation techniques [6, 7, 10] . The other one is calculation of optical flow from video input [2, 8, 9 ] using algorithms of [11] . The methods based on estimated position can perform more complicated tasks. However, they involve a large amount of computation which needs a high-performance computer that weighs several hundred grams. Optical-flow-based methods also have to perform iterative optimization [11] , therefore most studies use offboard processing [2, 8, 9] .
In [2] , translational optical flow is computed with a spherical projection camera model, and vertical take-off and landing of a UAV is presented using optical flow divergence from off-board optical flow computation. They proposed a nonlinear controller for hovering of a UAV using the measurement of translational optical flow. However, the optical flow was computed on a ground station computer. They used optical flow divergence information that gives the rate of the relative height change. On the other hand, in our case, the optical flow sensor does not provide such information. Furthermore, the quadrotor they used was large enough to carry a wireless video transmission link for offboard processing, but such equipment cannot be loaded on our small-scale quadrotor.
A similar sensor to the one we use has been used in [12] . They focused on visual odometry estimation and used dual optical flow sensors to estimate height. Only an estimation experiment on a model-scale helicopter was reported, not autonomous flight control. On the contrary, we demonstrate an onboard hovering capability using an optical flow sensor.
In addition to the above work, an optical flow sensor with 20 pixel resolution is constructed for a micro aerial vehicle (MAV) to avoid obstacles [13] . The sensor developed in [13] is inspired by the visual system of the fly. Despite the satisfactory obstacle avoidance capability, [13] has been limited to tethered aircraft, and the texture they used is black and white pattern which does not exist in normal environments. A vision-based onboard approach for landing and position control is proposed in [6] . They used an artificial circular pattern for the landing pad to estimate relative position of a quadrotor from the landing pad. By operating at certain fixed height only, optical flow variation due to vertical movement of a quadrotor was not considered, unlike our setting to be mentioned in Section IV. Furthermore, they used estimated position by integrating optical flow for hover control, which might drift over time as in case of the [12] . In our case, we do not use estimated position for hovering. We directly use optical flow in order to regulate translational velocity to zero.
III. SYSTEM OVERVIEW
Main components of the system are shown in Fig. 2 . The optical flow sensor provides average movement of recognized features or textures. The sensor fusion block subtracts optical flow due to rotational motion in order to obtain pure translational optical flow. It also uses altitude information to convert pixel unit to metric. All the processed optical flow information is then provided to the flight controller. The details of the system components are presented in the remainder of this section.
A. A quadrotor platform
The quadrotor used in this paper is developed by authors to meet micro aerial vehicle (MAV) requirements [1] . Four 2200Kv BLDC motors with 5×3 propellers are used for propulsion. The quadrotor weighs approximately 350 grams without battery (including flight control board and all sensors) and the length of arm is 110 mm. Flight time is about seven minutes with 2S 850 mAh li-po battery. The quadrotor can be flown by a human pilot via an RC transmitter, and a switch on the RC transmitter is assigned to switch between manual and autonomous flight.
B. Semiconductor optical flow sensor
We use ADNS-3080 optical flow sensor from Avago Technologies [14] . It can capture up-to 6400 frames per second, with 30×30 pixels. Sample images captured from this device are shown in Fig. 3 . Optical flow is calculated by the digital signal processor on the chip. We can acquire the processed optical flow vector (∆x raw , ∆y raw ) in the image coordinates by pixel unit.
To acquire image located longer than 5 mm focus distance, which is typical working distance between plane and sensor of optical mouse, a mono-focal lens is mounted in front of the optical flow sensor.
The optical flow sensor is mounted on the bottom of a quadrotor as shown in Fig. 4 . Responsivity is well conditioned from 600 to 700 nm wavelength which corresponds to red color. We used a red LED which has 615 to 645 nm wavelength range. A collimate lens is used to focus light to sensor range.
C. Flight control hardware
The Arduino-based 8-bit microprocessor board has been used as the main flight controller. Flight control software is based on Arducopter project which is an open-source quadrotor autopilot. We add an optical-flow-based controller in the guidance loop of flight control software.
IV. OPTICAL FLOW In this section, detailed analysis of the optical flow is described. An algorithm to calculate translational velocity of a quadrotor using the optical flow sensor and an IMU is provided. Practical information for implementing presented idea is also described in detail.
A. General optical flow model and feasibility analysis
Let us assume that optic flow sensor movement is described by a smooth (i.e. continuously differentiable) trajectory g(t) = (R(t), T(t)) ∈ SE(3) in the inertial frame A with angular and translational velocities (ω(t), v(t)) ∈ se(3) in the body frame B.
With a pinhole camera model, a 3D point p ∈ R 3 in the frame A is represented as (1) .
where A R B denote the rotation matrix from the frame B to A and T is distance between a point and a camera. Then the time derivative of (1) is obtained as
In (2), Bṗ is the motion field in the body frame B. However, measurement of the optical flow is in the image sensor coordinate system denoted S, so the following relationship should be addressed where λ is unknown scale (i.e., depth). Therefore, an optical flow in the frame S is
Substituting (4) into (2), we obtain (5).
This equation suggests that Sṗ depends not only on the camera motion but also on the depth of the point. It is possible to obtain a continuous epipolar constraint by multiplying v × p where p is denoted in the frame S to eliminate λ in (5) [15] .
Here [·] × denotes skew-symmetric operator. This constraint needs eight different optical flow information to be solved. It is impossible to solve this constraint on an 8-bit micro controller in real-time to obtain v. Furthermore, the sensor we use does not give optical flow of individual features. Thus, the perspective camera model with 3D features in the frame A is not applicable to our case.
B. Optical flow on planar surface
In this section, we show that the piecewise planar suraface assumption, which means that all the observed features lie on a plane, gives us a more reasonable constraint than (6) . Planes are common in man-made objects and environments, so it is reasonable to assume that most observed surfaces will be piecewise planar. With this assumption, the relationship between a camera and planar surface is shown in Fig. 5 . Let N ∈ R 3 be the surface normal from the frame B. If d is the distance from the optical center of the camera to the plane P, then
where P is a point lying on the plane. In our quadrotor configuration, d equals the altitude. Substituting (7) into (2) yields the relatioṅ
In hovering,λ can be assumed to be zero. The surface normal N can be obtained from IMU using N = B R A e 3 where T . We can conclude thatṗ is proportional to the following 2D-to-2D homography
We can obtain (ω × , 1 d , N) from IMU and altitude information, therefore, the only remaining part of H is the translational velocity v. If we compensate the effect of (ω, N) using the inertial information and 1 d using the estimated altitude while maintaining the altitude of the quadrotor, we can reasonably estimate the velocity v from the optical floẇ p. This will be experimentally validated in Sec VI-C. Fig. 6 shows an optical flow vector caused by rotational motion. In the hovering situation, it is reasonable to assume that yaw angle does not change over time. Therefore, angular velocity with respect to the z-axis is assumed to be zero (ω z = 0). The ω × in (9) becomes
C. Subtraction of rotational component of optical flow
Since we assume that altitude is controlled separately, the optical flow component along z-axis can be regarded as zero. Therefore, optical flow introduced by rotation is only affected by amount of rotation rate. Predicted optical flow (∆x pred , ∆y pred ) using rotation rates (φ,θ) is represented as (11) .
Here, W (=30 pixel) is the pixel width of sensor, α(=50 degree) is the field of view, and φ and θ are pitch and roll angle respectively.
D. Altitude estimation
The altitude is measured by fusing two sensors: barometer and ultrasonic range finder (sonar) sensor. A simple complementary filter is used to estimate height :
The weight β ∈ [0, 1] is designed to reduce a sudden bump caused by abnormal sonar value when a quadrotor is higher than the maximum range of sonar over the floor as
Algorithm 1 Calculate translation optical flow using IMU
where d trans is the transition cut-off altitude between barometer and sonar, and d rate is the transition rate between two sensors.
Altitude readings from sonar should be corrected while attitude changes because the sonar sensor is rigidly mounted on the bottom of the quadrotor. Using an IMU, altitude can be corrected as follows.
E. Conversion of an optical flow measurement to metric unit
Output of the optical flow sensor is the average movement of features in pixel. However, actual movement of image features in the frame A depends on the depth d as represented in (9). As we assumed in section IV-B, the depth of image features on the planar surface is equal to the altitude of vehicle. Conversion between pixel velocity ∆x to a velocity ∆x m in the frame A can be
Algorithm 1 shows the overall process to obtain the pure translational optical flow.
V. CONTROLLER DESIGN
In this section, a hovering controller is presented. We adapted the result of [2] to enable hovering using an optical flow chip which does not give an optical flow divergence information.
A. Dynamic model of a quadrotor
The following describes the dynamics of a quadrotor with mass m and inertia tensor I:
where ξ = (x, y, z) T and v = (ẋ,ẏ,ż) T in the frame A = [e 1 , e 2 , e 3 ]
T . T is thrust applied in the e 3 direction, and g is acceleration due to gravity.
T is angular velocity in the frame B and Γ is torque induced by thrust difference between motors. The additive term δ aero represents unmodelled parts of aerodynamics. 
B. Controller
Utilizing the result of [2] , we set the control input as u = T R d e 3 where R d is desired attitude. We assume that R d can be achieved by the inner-loop attitude controller. With the translational optical flow ∆ opt computed by Algorithm 1, the control input u is defined as
where k p and k I are positive scalars. The main difference with [2] is thatż is controlled by a separate controller as we analyzed that the optical flow sensor can only be used on planar surface as in section IV-B. The closed-loop system of (17) becomes
Positive k p and k I makes the convergence of ξ to ξ 0 +
If there is no unmodelled aerodynamic part, the position will be stabilized to ξ 0 .
VI. EXPERIMENTAL RESULTS
Experimental data is acquired from both the onboard sensors and Vicon motion capture system that provides ground-truth data for evaluation.
A. Experiment setup
Using the experiment setup shown in Fig. 7 , we performed flight tests as shown in Fig. 8 . During the flight we receive data from the quadrotor using XBee 2.4Ghz wireless transceiver. We defined two modes, i.e., manual and automatic hovering control. The mode is switched by a toggle switch on an RC transmitter. 
B. Experiment environment
We tested with a red LED using the lens shown in Fig. 4 to make surface quality better. The lens gives more focused light intensity along the center, which gives better surface quality value of optical flow chip which means that floor is more trackable.
We covered the floor with the cloth shown in Fig. 7 , because the original floor is matte white which does not have enough texture to obtain optical flow. We also tested with different floors. Our setup also works well with the granite floor 1 as shown in Fig. 8 .
C. Ground-truth evaluation
Position of the quadrotor is obtained from Vicon motion capture system which is popular for conventional indoor offboard control [3] . Ground truth velocity of the quadrotor is obtained by Kalman filtering of precise position obtained by Vicon. Fig. 9 depicts computed velocity using algorithm 1 during hover. Ground truth veocity is superimposed on the velocity information computed onboard. Due to the fact that the onboard data is acquired by wireless communication, a delay exists between two graphs. The velocity computed by optical flow sensor looks quantized because the resolution of sensor is only 30×30 pixels. However, the system inherently performs low-pass filtering on this quantized noise, because the time-constant of a quadrotor is not faster than the optical flow sensor. The overall performance of the optical flow sensor shows satisfactory results when compared with the Vicon data. Fig. 10a shows the 2D trajectory of the quadrotor during the flight. The quadrotor hovers within about 0.4 m 2 area for 50 seconds. Fig. 10b shows displacement of the quadrotor with respect to the origin which is defined by the position at the moment of mode switch. The proposed method shows satisfactory hovering performance around origin. 
VII. CONCLUDING REMARKS
This paper presented hovering control of a micro quadrotor using a single-chip optical flow sensor. To our knowledge, The proposed method is implemented on a low-cost 8-bit microprocessor without any external positioning sensors or communication with a ground control station. Experimental results from both the onboard sensors and Vicon motion capture system have been presented to show the performance of the approach considered. The quadrotor remains within 0.4 m 2 using a low-cost optical flow sensor only.
