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a b s t r a c t
A set of vertices S resolves a graph G if every vertex is uniquely determined by its vector of
distances to the vertices in S. Themetric dimension of a graph G is the minimum cardinality
of a resolving set. In this paper we study the metric dimension of infinite graphs such that
all its vertices have finite degree. We give necessary conditions for those graphs to have
finite metric dimension and characterize infinite trees with finite metric dimension. We
also establish some results about themetric dimension of the cartesian product of finite and
infinite graphs, and give the metric dimension of the cartesian product of several families
of graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Throughout this paper a graph G is an ordered pair of disjoint sets (V , E) where V is nonempty and E is a subset of the
set of unordered pairs of V . The vertices and edges of G are the elements of V = V (G) and E = E(G), respectively.
We say that a graph G is finite (resp. infinite) if the set V (G) is finite (resp. infinite). The degree of a vertex u ∈ V (G) is
the number of edges containing u and is denoted by degG(u), or simply deg(u) if the graph G is clear from the context. A
graph is locally finite if every vertex has finite degree. All graphs considered in this paper are connected and locally finite
(see [9,16,21]).
We denote the distance between two vertices u and v by dG(u, v), or simply d(u, v) if the graph G is clear. A vertex x
resolves two vertices u, v if d(u, x) ≠ d(v, x). A subset of vertices S is a resolving set of G if for any two vertices, there exists a
vertex in S that resolves them. Note that V always resolves the graph. Note also that to verify if S is a resolving set it suffices
to verify that pairs of vertices not in S are resolved. A resolving set withminimum cardinality is ametric basis. If G has a finite
resolving set, themetric dimension β(G) of G is the cardinality of a metric basis, otherwise we say that the metric dimension
of G is infinite. If S = {x1, . . . , xn} is a finite set of vertices of G, then r(u|S) will be the vector of distances from u to the
vertices of S, that is, r(u|S) = (d(u, x1), . . . , d(u, xn)). Then S is a resolving set if and only if r(u|S) ≠ r(v|S) for all vertices
u ≠ v. If S is a finite metric basis we say that r(u|S) are the metric coordinates of vertex u respect to S. A resolving set does
not necessarily contain a metric basis. For example, any two distinct vertices of a path form a resolving set, but a metric
basis of this graph contains exactly one of its endpoints. This fact makes it more difficult to determine the metric dimension
of a graph since a basis cannot be obtained by deleting vertices from a resolving set.
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Fig. 1. Black vertices form a metric basis of P∞ (left), P2∞ (middle) and Pk∞ (right).
Fig. 2. The infinite comb graph B∞ has infinite metric dimension.
Resolving sets for finite graphs were defined independently by Harary and Melter [10] and Slater [20]. They have been
widely investigated [5–7,11] and appear in diverse areas including coinweighing [1], network discovery and verification [2],
robot navigation [13,19], connected joins in graphs [18], and strategies for the Mastermind game [8]. Some recent papers
focused in computing the metric dimension by means of genetic algorithms [15] and its relationship to other graph
parameters such as the determining number [3,4].
In this paper we study resolving sets in infinite graphs and, as far as we know, this is the first attempt of such a study.
The first question that arises is to determine the infinite graphs with finite resolving sets. In Section 2 we give necessary
conditions for this and in Section 3 we characterize acyclic connected infinite graphs, i.e. infinite trees, with finite metric
dimension. On the other hand, interesting examples of graphs can be obtained as Cartesian products of graphs. The metric
dimension of Cartesian products of finite graphs was studied in [5]. In Section 4 we give bounds for the metric dimension of
Cartesian products of finite and infinite graphs and determine the metric dimension for certain families of graphs.
2. Infinite graphs with finite metric dimension
A natural starting point for studying the metric dimension of infinite graphs is to investigate the finiteness of this
invariant. It is not difficult to realize that infinite graphs may have finite or infinite metric dimension. In fact, for every
k ≥ 0 there exist infinite graphs with metric dimension k. To prove this, we define the ray, P∞, as the graph isomorphic
to (N, {(i, i + 1) : i ∈ N}). We say that u0 is the endpoint of P∞. For k ≥ 2 the k-ray, Pk∞, is defined to be as the graph
formed by k pairwise disjoint rays and a new vertex adjacent to their k endpoints; P2∞ is usually called a double ray. It is
straightforward to prove that β(P∞) = 1, β(P2∞) = 2 and β(Pk∞) = k− 1, if k ≥ 3 (see Fig. 1). It is also easy to verify that
finite paths and rays are the only graphs with metric dimension equal to 1, since there exists a vertex v for which there is
at most one vertex at distance k, for every k ≥ 0.
Proposition 1. The metric dimension of a graph G equals 1 if and only if G is either a finite path or a ray.
So, the metric dimension of any infinite graph G ≠ P∞ is at least 2. However, apart from P2∞ and P3∞, there are many
more infinite graphs with metric dimension 2 as, for example, any graph obtained by attaching a finite path or a ray at an
arbitrary vertex of degree 2 of P∞. On the other hand, attaching one leaf at every vertex of a ray we obtain the infinite comb
graph, B∞, which satisfies β(B∞) = ∞ (see Fig. 2). A finite version of it is used in [5].
Proposition 2. The infinite comb graph B∞ has infinite metric dimension.
Proof. Suppose that V (B∞) = {ui : i ≥ 0} ∪ {vi : i ≥ 0} and E(B∞) = {uiui+1 : i ≥ 0} ∪ {uivi : i ≥ 0}. If B∞ has a finite
resolving set S, there exists a vertex uk such that ui, vi are not in S for all i ≥ k. Then, d(w, uk+1) = d(w, uk)+ 1 = d(w, vk)
for everyw ∈ S. Hence, S does not resolve the pair uk+1 and vk. 
In going from finite to infinite graphs, a natural technique is to study the desired property or parameter for their induced
subgraphs. Nevertheless, this seems to go nowhere in the case of the metric dimension. Let us illustrate this remark with
some examples.
The infinite comb graph has infinite metric dimension, nevertheless the metric dimension of every finite induced
connected subgraph is at most 2.
Graph in Fig. 3 has metric dimension 2, but it contains induced subgraphs with infinite metric dimension, for example
the infinite comb graph, and induced subgraphs with metric dimension k, ∀k ≥ 1 (see Fig. 3).
We conclude this section by obtaining two necessary conditions for an infinite graph to have finite metric dimension.
2.1. Graphs of bounded degree
An infinite graph has bounded degree if there exists a positive integer M such that the degree of every vertex is at most
M . For example, the graphs Pk∞ and B∞ have bounded degree, and the graph obtained by hanging i vertices of degree 1 to
the vertex at distance i ≥ 0 from the endpoint of Pk∞ has not bounded degree (see Fig. 4).
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Fig. 3. Left, squared vertices form a metric basis of the illustrated graph, while black vertices induce the graph B∞ , with infinite metric dimension. Right,
top vertices induce the graph P∞ with metric dimension 1, and for every k ≥ 2, squared vertices form a metric basis of the infinite subgraph induced by
black vertices.
Fig. 4. An example of graph with unbounded degree.
Using the same standard techniques as in case k = 1 of Lemma 3.2 in [12], Theorem 3.6 in [13] or Theorem 1 in [6], we
obtain that:
Lemma 1. If G is an infinite graph with β(G) = k, then every vertex of G has degree at most 3k − 1.
Proof. Let S = {x1, . . . , xk} be a metric basis of G. Consider a vertex v and its metric coordinates respect to S, r(v|S) =
(d(v, x1), d(v, x2), . . . , d(v, xk)). Ifw is adjacent to v, then r(v|S) ≠ r(w|S) and |d(v, xi)− d(w, xi)| ≤ 1 for all xi ∈ S. This
implies that there are only 3k − 1 different possibilities for r(w|S). Since all vertices must have distinct metric coordinates,
the degree of v is at most 3k − 1. 
As an immediate consequence of this lemmawe get the following necessary condition for an infinite graph to have finite
metric dimension.
Theorem 1. If G is an infinite graph with finite metric dimension, then it has bounded degree.
Note that the converse of this result is not true, the infinite comb graph illustrated in Fig. 2 being a counterexample.
The following notion will be extensively used in this paper: an isometric raywith endpoint u0 in a graph G is a subgraph
P of Gwhich is a ray beginning at u0 and verifying that dP(u, v) = dG(u, v) for any u, v ∈ V (P).
Proposition 3. For every graph G with maximum degree∆ and m ≥ 1 vertices of degree at least 3,
β(G) ≤ m∆.
Proof. Let S = ∪{{v} ∪ NG(v); deg(v) ≥ 3}. We claim that S resolves G. Suppose that v,w ∈ V (G) are not resolved by S.
Thus deg(v) ≤ 2 and deg(w) ≤ 2. Let P be a shortest vw-path. First suppose that deg(x) ≥ 3 for some vertex x on P . Let y
be a neighbour of x in P . Thus x, y ∈ S, and x or y resolves v andw. Now assume that deg(x) = 2 for every internal vertex x
of P . Let Q be a longest isometric path containing P , such that every internal vertex of Q has degree 2 in G. Each endpoint of
Q has degree 1 or at least 3. Sincem ≥ 1, at least one endpoint x of Q has degree at least 3. Let y be the neighbour of x in Q .
Thus x, y ∈ S, and y resolves v andw as does x. 
Corollary 1. Every locally finite graph with a finite number of vertices with degree at least 3 has finite metric dimension.
Observe that the converse of this corollary is not true since the graph in Fig. 3, which has infinitely many vertices of
degree 3, has finite metric dimension.
2.2. Disjoint isometric rays
Probably, the oldest and best known result on infinite graphs is König’s infinity Lemma (see [14]), which is equivalent to
the following assertion.
Lemma 2. For every vertex v of an infinite graph, there exists an isometric ray with v as endpoint.
Proof (Sketch). For the sake of completeness, we present here a sketch of the proof as it appears in [21]. Recall that our
graphs are locally finite and connected.
It is not difficult to prove that the infinite graph G has an infinite spanning tree rooted at v in which distances from v are
the same as those in G. After that, only remains to show that this tree must have a ray. 
Next, we show some results concerning isometric rays which will help us to find a second necessary condition for an
infinite graph to have finite metric dimension, quite different from that of Theorem 1.
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Fig. 5. A graph with infinite metric dimension not containing infinite isometric rays with pairwise disjoint vertex sets.
Lemma 3. Let P = u0u1u2 . . . be an isometric ray of an infinite graph G. Then, for every vertex x of G there exists an integer
i0 ≥ 0 such that for every j ≥ i0, d(uj+1, x) = d(uj, x)+ 1.
Proof. Let (ai)i≥0 be the sequence defined as ai = d(ui, x) + d(x, u0) − i. Since P is an isometric ray, d(ui, x) + d(x, u0) ≥
d(ui, u0) = i, hence ai ≥ 0. On the other hand, since ui+1 and ui are adjacent vertices, d(ui+1, x) ≤ d(ui, x) + 1, and
consequently ai+1 = d(ui+1, x) + d(x, u0) − (i + 1) ≤ d(ui, x) + 1 + d(x, u0) − i − 1 = d(ui, x) + d(x, u0) − i = ai.
Hence, (ai)i≥0 is a decreasing sequence of non-negative integer. Therefore, there exists i0 such that aj+1 = aj for all j ≥ i0,
or equivalently aj = k for all j ≥ i0. But this implies that d(uj+1, x) = d(uj, x)+ 1 for all j ≥ i0. 
Lemma 4. Let P = u0u1u2 . . . be an isometric ray of an infinite graph G, and S be a finite subset of vertices of G. There exists an
integer i0 ≥ 0 such that for every k ≥ 0, r(ui0+k|S) = r(ui0 |S)+ {k}|S|.
Proof. Let S = {x1, . . . , xn}. By Lemma 3, for every h ∈ [1, n] there exists ih such that d(uj+1, xh) = d(uj, xh) + 1 for all
j ≥ ih. Let i0 = max{ih : h ∈ [1, n]}. Then d(uj+1, xh) = d(uj, xh) + 1 for all j ≥ i0 and h ∈ [1, n]. This implies that
d(uj+k, xh) = d(uj, xh)+ k for all k ≥ 0, j ≥ i0 and h ∈ [1, n]. In particular, r(ui0+k|S) = r(ui0 |S)+ {k}|S|. 
At this point, we recall the notion of doubly resolving set introduced in [5]. Two vertices x and y in a nontrivial graph G
doubly resolve a pair of vertices u and v if d(u, x) − d(v, x) ≠ d(u, y) − d(v, y). If S and U are two subsets of vertices of G,
we say that S doubly resolves U if every pair of distinct vertices in U are doubly resolved by two vertices in S. We say that
S is a doubly resolving set of G if S doubly resolves V (G). If G has at least one finite doubly resolving set, we define ψ(G) as
the minimum cardinality of a doubly resolving set; otherwise, we say thatψ(G) = ∞. Observe that every doubly resolving
set is also a resolving set, which means that β(G) ≤ ψ(G). So, the next logical step should be to study the finiteness of this
parameter.
Lemma 5. A finite set of vertices does not doubly resolve any infinite set of vertices of an infinite graph.
Proof. Suppose that S = {x1, . . . , xn} is a finite set and U an infinite set of vertices of a graph G. Let D = max{d(xi, xj) :
xi, xj ∈ S}. Note that D exists since all distances are finite and there is a finite number of them. For every vertex u ∈ U ,
let f(xi,xj)(u) = d(u, xi) − d(u, xj) ∈ [−D,D], and let fS(u) be the vector of values of f(xi,xj)(u),∀(xi, xj) ∈ S with xi ≠ xj.
Since there are 2D + 1 possible values for f(xi,xj)(u), we have that |{fS(u) : u ∈ U}| ≤ (2D + 1)n(n−1). But U is infinite, so
there are at least two different vertices u, v ∈ U with fS(u) = fS(v). Then, for every pair (xi, xj) ∈ S × S, xi ≠ xj, we have
d(xi, u)− d(xj, u) = f(xi,xj)(u) = f(xi,xj)(v) = d(xi, v)− d(xj, v). So S does not doubly resolve U . 
Corollary 2. ψ(G) is finite if and only if G is finite.
Doubly resolving set will be of great importance for the study of Cartesian products of graphs.
For every finite set S of vertices and every isometric ray P in an infinite graphG, we denote by i(P, S) theminimumamong
all those integers i0 satisfying the conditions of Lemma 4.
Lemma 6. Let G be an infinite graph and let S be a finite resolving set of G. Suppose that P is a set of isometric rays in G with
pairwise disjoint vertex sets. Let W be the set of vertices uPi(P,S) for all P = uP0uP1uP2 . . . in P . Then S doubly resolves W.
Proof. Suppose on the contrary that S does not doubly resolveW . Then, there exists a pair of distinct vertices u, v ∈ W such
that d(u, x)− d(v, x) = d(u, y)− d(v, y) for every pair of distinct vertices x, y ∈ S. This implies that d(u, x)− d(v, x) = k
for some k and every x ∈ S, and consequently r(v|S) = r(u|S)+ (k, . . . , k). If k ≥ 0, by Lemma 4 there exists a vertexw in
the same isometric ray as u such that r(w|S) = r(u|S)+ (k, . . . , k) = r(v|S), which contradicts the fact that S is a resolving
set of G. If k < 0 we consider d(v, x)− d(u, x) = −k > 0 and proceed in the same way. 
As a consequence of the preceding lemmaswe obtain another necessary condition for infinite graphs having finitemetric
dimension.
Theorem 2. Every infinite graph with finite metric dimension contains a finite number of pairwise disjoint isometric rays.
The converse is not true: it is easy to see that the graph of Fig. 5 has infinite metric dimension, but it contains at most
two isometric rays with pairwise disjoint vertex sets.
Note that the conditions stated in Theorems 1 and 2 are independent. The graph in Fig. 4 has unbounded degree and
only one isometric ray. On the other hand, the infinite grid has bounded degree, but contains infinite isometric rays with
pairwise disjoint vertex sets. Finally both conditions together do not assure finitemetric dimension. The infinite comb graph
has infinite metric dimension and satisfies them.
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Fig. 6. Branches of an infinite tree T at a vertex v with deg(v) = 4 and PT (v) = 2. At the left, the branch paths.
3. Infinite trees
This section is devoted to study themetric dimension of infinite trees, that is, connected acyclic infinite graphs.We obtain
a finiteness characterization and calculate the exact value of this parameter.
It is interesting to point out that the converse of Proposition 3 is true for trees although it does not hold for graphs in
general.
Theorem 3. If an infinite tree has finite metric dimension then the set of vertices of degree at least three is finite.
Proof. The only infinite trees without vertices of degree at least three are P∞ and P2∞, which satisfy β(P∞) = 1 and
β(P2∞) = 2. Now assume that T is an infinite tree with some vertex of degree at least three.
Suppose first that S is a finite resolving set for an infinite tree T . Consider the finite set S∗ formed by all vertices lying
on paths with endpoints in S. If there is an infinite number of vertices of degree at least three, there exists a vertex w ∉ S∗
such that deg(w) ≥ 3. Since S∗ induces a connected subgraph in T and T is acyclic, there is only one vertex z ∈ S∗ such that
d(w, z) = min{d(w, x) : x ∈ S∗}. Let w′ be the vertex adjacent to w that lies in the unique w − z path. Since deg(w) ≥ 3,
there are at least two vertices u, v different from w′ and adjacent to w, such that all paths to the vertices in S ⊆ S∗ pass
throughw. Hence, r(u|S) = r(w|S)+ (1, . . . , 1) = r(v|S), contradicting the hypotheses that S is a resolving set. 
Let v be a vertex of a (finite or infinite) tree T with maximum degree at least three. A branch of T at v is a maximal
subtree having v as a leaf. A branch path of T at v is a branch that is either a finite path or a ray. Let PT (v) be the number
of branch paths of T at v (see Fig. 6). Observe that the number of branches of T at v is exactly the degree of v, and
PT (v) ≥ 2 implies deg(v) ≥ 3. In [6,13,20] it was proved that the metric dimension of a finite tree different from a path is
β(T ) =deg(v)≥3 max{PT (v)− 1, 0}. It was also shown that every metric basis of T is obtained by taking, for each vertex v
such that PT (v) ≥ 2, exactly PT (v)− 1 vertices different from v lying on different branch paths of T at v. Following a similar
reasoning, it is possible to prove the same result for infinite trees.
Theorem 4. If T is an infinite tree with maximum degree at least three and finite metric dimension, then
β(T ) =

deg(v)≥3
max{PT (v)− 1, 0},
and all metric basis can be obtained in the following way: for each vertex v such that PT (v) = k ≥ 2, select k−1 vertices different
from v lying on distinct branch paths of T at v.
4. Cartesian products
In this section we study of metric dimension in Cartesian products of graphs both finite and infinite. For a similar study
in the finite case see [5,17].
4.1. Conditions for finite metric dimension
The Cartesian product of graphs G and H , denoted by GH , is the graph with vertex set V (G) × V (H) = {(a, v) : a ∈
V (G), v ∈ V (H)}, where (a, v), (b, w) are adjacent if a = b and v,w ∈ E(H), or v = w and a, b ∈ E(G). Observe that if G and
H are connected, then GH is connected. In particular, dGH((a, v), (b, w)) = dG(a, b)+ dH(v,w). A number of interesting
examples are the Cartesian product of two graphs. For example, the two dimensional infinite grid is the graph P2∞P2∞.
The Cartesian product of two infinite graphs always has more several isometric rays with pairwise disjoint vertex sets,
so it follows from Theorem 2 that:
Corollary 3. For any two infinite graphs G and H, β(GH) = ∞.
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Given a subset S of vertices in GH , its projection onto G is the set of vertices x ∈ V (G) for which there exists a vertex
u ∈ V (H) such that (x, u) ∈ S. The projection of S onto H is defined similarly. Some results obtained for finite graphs in [5]
can be extended to infinite graphs.
Proposition 4. Let G,H be finite or infinite graphs. If S is a resolving set of GH, then the projection of S onto G (resp. onto H)
is a resolving set of G (resp. of H) and, consequently, β(GH) ≥ max{β(G), β(H)}.
Corollary 4. If G is an infinite graph with infinite metric dimension, then for any graph H we have β(GH) = ∞.
Theorem 5. If G is an infinite graph with finite metric dimension and H is a finite graph with at least two vertices, then the metric
dimension of GH is finite and β(GH) ≤ β(G)+ ψ(H)− 1.
We do not include the proofs of Proposition 4 and Theorem 5, since the proofs given in [5] also hold for infinite vertex
sets.
4.2. Metric dimension of P∞H and P2∞H
In this section, we study themetric dimension of the Cartesian product of the infinite graphs P∞ and P2∞ by finite graphs.
In particular we determine the metric dimension of P∞H and P2∞H when H is a path, a cycle or a complete graph.
Proposition 4 gives us a lower bound of β(GH) in terms of β(H). It is known that themetric dimension of paths, cycles and
complete graphs of ordern ≥ 3 is respectively 1, 2 andn−1 (see [6,13]).Moreover, a vertex of degree 1 is a basis of a path; any
twonon-antipodal vertices of a cycle formabasis of a cycle, and a basis of a complete graph is formed by any n−1 vertices. On
the other hand, Theorem5 gives an upper bound ofβ(GH) in terms ofψ(H). This parameter is determined in [5] for several
families of graphs as Pn, Cn and Kn. Concretely, ψ(Pn) = 2, if n ≥ 2;ψ(Cn) = 2, if n ≥ 3 odd; ψ(Cn) = 3, if n ≥ 4 even; and
ψ(Kn) = n−1, if n ≥ 3. In the rest of the paperwe suppose that V (Pn) = V (Cn) = V (Kn) = {0, 1, 2, . . . , n−1}, V (P∞) = N
and V (P2∞) = Z. Two vertices i, j are adjacent in Pn or P∞ or P2∞ if and only if |j− i| = 1. Two vertices 0 ≤ i ≤ j ≤ n− 1
are adjacent in Cn if and only if j− i = 1 or j− i = n− 1, and any two distinct vertices of Kn are adjacent.
Lemma 7. If H is a graph, then β(P2∞H) = 2 if and only if H = K1.
Proof. The graph P2∞K1 is P2∞ with metric dimension 2.
Suppose now that H is a nontrivial graph and let S = {(i, u), (j, v)}, i ≤ j, be a set with two different vertices of P2∞H .
We claim that S does not resolve P2∞H . By Proposition 4, if i = j, the projection of S onto P2∞ is not a resolving set of P2∞.
Now suppose that i ≠ j.
Caseu = v. Letw be a vertex adjacent tou inH , that exists becauseH is a nontrivial graph. Then dP2∞H((i−1, u), (i, u)) =
1 = dH(w, u) = dP2∞H((i, w), (i, u)) and dP2∞H((i−1, u), (j, u)) = dP2∞(i−1, j) = dP2∞(i, j)+1 = dP2∞(i, j)+dH(w, u) =
dP2∞H((i, w), (j, u)). Hence, S does not resolve the vertices (i− 1, u) and (i, w).
Case u ≠ v. Letw be a vertex of H adjacent to u and lying in a shortest u− v path. Then dP2∞H((i+ 1, u), (i, u)) = 1 =
dH(w, u) = dP2∞H((i, w), (i, u)) and dP2∞H((i + 1, u), (j, v)) = dP2∞(i + 1, j) + dH(u, v) = dP2∞(i, j) − 1 + dH(u, v) =
dP2∞(i, j)+ dH(w, v) = dP2∞H((i, w), (j, v)). Hence, S does not resolve the vertices (i+ 1, u) and (i, w). 
Lemma 8. If H is a graph and S ⊆ {0} × V (H) is a resolving set of P∞H, then, for any u ∈ V (H), S ′ = S ∪ {(1, u)} is a
resolving set of P2∞H.
Proof. Let x = (i, v) and y = (j, w) be two distinct vertices of P2∞H . If i, j ≥ 0, then S resolves x and y. By symmetry, S
resolves x and y if i, j ≤ 0.
Suppose now that i > 0 and j < 0. Since r((j, w)|S) = r((−j, w)|S) and S is a resolving set for P∞H, S resolves x and y if
i ≠ −j or v ≠ w. Finally, for i = −j > 0 and v = wwe have dP2∞H(x, (1, u)) = dP2∞H((i, v), (1, u)) = i−1+ dH(v, u) ≠
i + 1 + dH(v, u) = dP2∞H((−i, v), (1, u)) = dP2∞H((j, w), (1, u)) = dP2∞H(y, (1, u)). So (1, u) resolves x, y and S ′ is a
resolving set of P2∞H . 
We determine now the metric dimension and a metric basis of GPn, when G is P∞ or P2∞ and n ≥ 2. We have in that
case
dGPn((i, j), (i
′, j′)) = dG(i, j)+ dPn(i′, j′) = |i′ − i| + |j′ − j|.
Proposition 5. For all n ≥ 2, β(P∞Pn) = 2 and S = {(0, 0), (0, n− 1)} is a metric basis of P∞Pn.
Proof. By Theorem 5, β(P∞Pn) ≤ β(P∞)+ ψ(Pn)− 1 = 1+ 2− 1 = 2 if n ≥ 2. Since the infinite graph P∞Pn is not a
ray for n ≥ 2, by Proposition 1 we have β(P∞Pn) = 2 for all n ≥ 2.
Consider now two different vertices (i, j) and (i′, j′) in P∞Pn. S is a resolving set of the subgraph isomorphic to PmPn
that contains S, (i, j) and (i′, j′), wherem = max{i, i′} + 1 (see [13]). Then, S resolves the pair (i, j) and (i′, j′) in P∞Pn. 
Proposition 6. For n ≥ 2, S = {(0, 0), (0, n− 1), (1, 0)} is a metric basis of P2∞Pn and β(P2∞Pn) = 3.
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Fig. 7. For n even, three black vertices of different columns do not resolve squared vertices if 0 < j′′ < n2 (left) and vertex (0, 0) together with two black
vertices of different columns do not resolve squared vertices (right).
Proof. By Theorem 5 and Proposition 4, 2 = β(P2∞) ≤ β(P2∞Pn) ≤ β(P2∞)+ψ(Pn)− 1 = 2+ 2− 1 = 3. By Lemma 7,
β(P2∞Pn) ≠ 2. So β(P2∞Pn) = 3. By Proposition 5 and Lemma 8, S is a metric basis of P2∞Pn. 
For determining the metric dimension and a metric basis of GCn, when G is P∞ or P2∞ and n ≥ 3, observe that
dGCn((i, j), (i
′, j′)) = dG(i, j)+ dCn(i′, j′) = |i′ − i| +min{|j′ − j|, n− |j′ − j|}.
A similar reasoning as in Eq. (8.2) in [5] will allow us to get the following.
Proposition 7. For all n ≥ 3, the metric dimension of P∞Cn is
β(P∞Cn) =

2 if n is odd,
3 if n is even,
and if n is odd, S1 = {(0, 0), (0, n−12 )} is a metric basis, and for even n, the set S2 = {(0, 0), (0, n2 ), (0, 1)} is a metric basis.
Proposition 8. For all n ≥ 3,
β(P2∞Cn) =

3 if n is odd,
4 if n is even.
and a metric basis of P2∞Cn is S1 = {(0, 0), (0, n−12 ), (1, 0)}, if n is odd, and S2 = {(0, 0), (0, n2 ), (0, 1), (1, 0)}, if n is even.
Proof. By Theorem 5 and Proposition 4, 2 = β(Cn) ≤ β(P2∞Cn) ≤ β(P2∞) + ψ(Cn) − 1 = ψ(Cn) + 1. By Lemma 7,
β(P∞Cn) ≠ 2. Therefore, β(P2∞Cn) = 3, if n is odd, and β(P∞Cn) is 3 or 4, if n is even. On the other hand, Proposition 7
and Lemma 8 imply that S1 is a metric basis of P∞Cn for n odd.
Suppose now that n is even and let S = {(i, j), (i′, j′), (i′′, j′′)} be a set vertices of G = P2∞Cn of cardinality 3. We claim
that S does not resolve G.
If |{j, j′, j′′}| = 1 or {j, j′, j′′} is a set of two antipodal vertices of Cn, then S does not resolve P∞Cn by Proposition 4.
If {j, j′, j′′} is a set of two non-antipodal vertices of Cn, we may assume by symmetry that j = j′ = 0, 0 < j′′ < n2 and
min{i, i′, i′′} = 0. Then S does not resolve (−1, 0) and (0, n− 1) (see Fig. 7, left).
If |{j, j′, j′′}| = 3, at least one vertex is not the antipodal of the remaining two vertices. In any case, we may assume
without loss of generality that j = 0, 0 < j′ < n/2 and n/2 < j′′ ≤ n− 1. Now, if |{i, i′, i′′}| = 1, S is not a resolving set by
Proposition 4. If |{i, i′, i′′}| = 2, we may assume by symmetry that all the cases are analogous to (1) i = i′′ = 0 and i′ > 0,
or (2) i = 0 and i′ = i′′ > 0. In the first case, S does not resolve (0, 1) and (1, 0) (see Fig. 7, right).
In the second case, S does not resolve (i′, j′ + 1) and (i′ + 1, j′) if j′′ − j′ > n2 ; S does not resolve (i′ − 1, j′ + 1) and
(i′ + 1, j′ − 1) if j′′ − j′ = n2 ; and S does not resolve (i′ − 1, j′) and (i′, j′ − 1) if j′′ − j′ < n2 (see Fig. 8).
Finally, if |{i, i′, i′′}| = 3, by symmetry all the cases are analogous to (1) i′′ < i = 0 < i′ or (2) i < i′′ = 0 < i′. In both
cases S does not resolve (0, 1) and (1, 0) (see Fig. 9).
So, S does not resolve P2∞Cn if n is even, and the metric dimension is 4. By Proposition 7 and Lemma 8, S2 is a metric
basis of P2∞Cn. 
Finally, we give the metric dimension and a metric basis of GKn, when G is P∞ or P2∞ and n ≥ 4. We have in that case
dGKn((i, j), (i
′, j′)) =
|i′ − i|, if j = j′,
|i′ − i| + 1, if j ≠ j′.
By a similar reasoning as in Eq. (7.2) in [5] we obtain the following.
Proposition 9. For n ≥ 4, S = {(0, 0), (0, 1), . . . , (0, n− 2)} is a metric basis of P∞Kn and β(P∞Kn) = n− 1.
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Fig. 8. Black vertices do not resolve squared vertices if j′′ − j′ > n/2 (left), if j′′ − j′ = n/2 (middle), and if j′′ − j′ < n/2 (right).
Fig. 9. Three black vertices of different columns do not resolve squared vertices.
Proposition 10. For n ≥ 4, S = {(0, 0), (1, 1), . . . , (n− 2, n− 2)} is a metric basis of P2∞Kn and β(P2∞Kn) = n− 1.
Proof. By Theorem 5 and Proposition 4, n − 1 = β(Kn) ≤ β(P2∞Kn) ≤ β(P2∞) + ψ(Kn) − 1 = ψ(Kn) + 1 = n. Hence,
β(P∞Kn) is n− 1 or n.
We show next that S is a metric basis of P2∞Kn. Let x = (i, j), y = (i′, j′) be two different vertices of P2∞Kn. If i = i′,
the vertex (h, h) resolves x and y, where h = min{j, j′} ∈ [0, n − 2]. Suppose now that i ≠ i′. Consider k ∈ [0, n − 2] such
that k ≠ j, j′ and with the additional condition k ≠ i+i′2 if the distance dP2∞(i, i′) is even.
Observe that such a k exists except for the case n = 4 and {j, j′, i+i′2 } = {0, 1, 2}. In the other case, |k − i| ≠ |k − i′|.
Therefore, dP2∞Kn((i, j), (k, k)) = |k− i| + 1 ≠ |k− i′| + 1 = dP2∞Kn((i′, j′), (k, k)). So, (k, k) ∈ S resolves x, y.
It only remains to prove that S = {(0, 0), (1, 1), (2, 2)} resolves x and y in P2∞K4 when {j, j′, i+i′2 } = {0, 1, 2}.
Case i+i
′
2 = 0. This implies i′ = −i ≠ 0 and {j, j′} = {1, 2}. We may assume i > 0. Then, dP2∞K4((1, 1), (i, j)) =
(i− 1)+ dK4(1, j) ≤ (i− 1)+ 1 = i < i+ 1 = dP2∞(1,−i) = dP2∞(1, i′) ≤ dP2∞(1, i′)+ dK4(1, j′) = dP2∞K4((1, 1), (i′, j′)).
Therefore, (1, 1) resolves x and y.
Case i+i
′
2 ∈ {1, 2}. Assume i > i′. Then, i ≥ 2 and i′ ≤ 0, if i+i
′
2 = 1, or i′ ≤ 1, if i+i
′
2 = 2. For i′ ≤ 0, dP2∞K4((0, 0), (i, j)) =
i + dK4(0, j) ≥ i > −i′ + 1 ≥ −i′ + dK4(0, j′) = dP2∞K4((0, 0), (i′, j′)). Therefore, (0, 0) resolves x and y. Finally, the case
i′ = 1 is only possible for i+i′2 = 2, and therefore i = 3, {j, j′} = {0, 1}. Then, dP2∞K4((0, 0), (1, j′)) = 1+ dK4(0, j′) ≤ 2 <
3 = dP2∞(0, 3) ≤ dP2∞K4((0, 0), (3, j)). Thus, (0, 0) resolves x and y. 
Note that the two last results establish that infinite graphs with finite metric dimension can have arbitrarily large
minimum degree.
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