Abstract-Two new algorithms used in large-scope solution are put forward to solve nonlinear equations which were not solved by some traditional methods. The initial value was arbitrarily chosen in very large scope. The convergence theorem of the algorithm was presented and proved. The computation is carried out by simple steepest descent rule without evaluation of the derivative evaluation of f. Thus, computation time is saved. The specific examples showed that the proposed method can choose the initial value in very large scope, without the derivative evaluation, and less computation with high precision and rapid convergence.
I. INTRODUCTION
Problems associated with nonlinear equation arise in many engineering fields. Traditional methods cover mainly the Bisection method, the Fixed-point iteration, the Newton's method, and the Secant method [1] [2] [3] etc. The Newton's method is one of the most powerful and well-known numerical methods solving a root-finding problem. But it has a major weakness: the need to know the value of the derivative of f at each approximation.
Frequently, ) (x f ′ is far more difficult and needs more arithmetic operations to calculate than ) (x f . In addition, Newton's method converges rapidly if the initial approximation is sufficiently close to the solution. Otherwise, it is difficult to converge. The Bisection method is an easy and practical method, but it may converge slowly. Usually, it is used to estimate the initial approximation of root in application. The Secant method is similar to the Newton's method. The derivative evaluation in the Newton's method is replaced by the difference evaluation in the Secant method. Its advantage is obvious when it is not easy or impossible to evaluate the derivative, but, generally speaking, it slowly converges. Fixed-point iteration can be done when it forms a proper iterative function An appropriate iterative function ) (x g can converge rapidly while an unsuitable one may do very slowly or do not at all. Thus, the formation of iterative function ) (x g is very important, but it is not easy how to form an appropriate or the best iterative function ) (x g in practical application. There are also some other improved algorithms such as the semi-covered iteration method and an accelerated iteration method to nonlinear equation in large scope [4] [5] [6] [7] , the Truong, Jeng and Reed method [8] , the Fedorenko method [9] , the Halley method [10] , and some modified Newton's methods [11] [12] [13] , etc. Among other methods, some have low accuracy, and some have more computation, especially to say is the modified Newton's methods must have a good initial value near solution. Furthermore, it is very difficult for the all methods mentioned above to find multiple real or complex roots of nonlinear equations or polynomials.
Based on the limitation of the algorithms above, first, we studied a novel method independent of choice of initial approximation and iterative function: a novel algorithm solving nonlinear equation in very large scope. The approach can choose the initial approximation in very large scope, without computing the derivative, and less computation with very high precision and very rapid convergence speed.
Second, for the problem difficult to find multiple real or complex roots of nonlinear equation or polynomials, we propose an algorithm finding multiple real or complex roots of nonlinear equation or polynomials with variable learning rate. The approach can find multiple roots of nonlinear equation or polynomials with less computation, high accuracy and rapid convergence. 
II. THE ADAPTIVE ALGORITHM SOLVING NONLINEAR EQUATION IN LARGE SCOPE

A. The algorithm description
Define an objective function J as follows:
To minimize the objective function J , the weight k x is recursively calculated via using a simple gradient descent rule:
Whereη is learning rate and
Differentiating Eq. (35) with respect to k x , it can be obtained that
We know from Eq. 
Using this approximation for
It is very obvious that the computation is less using constant M to replace the derivative )
B. Study of the algorithm convergence
In order to ensure the absolute convergence of the algorithm, it is important to select a proper learning rateη . In the section, we present and proof the theorem about convergence of the algorithm. It is as follows: 
According to (9) , (10) and (11), we have
Known from the Eq.(1):
, then it is easy to see from Eq. indicates the theory criterion selecting the magnitude of the learning rateη . If learning rateη is too large, the algorithm may produce oscillation phenomenon and is not convergent at all. If learning rateη is too small, the algorithm may be slowly convergent with more computation. Since learning rate η depends on the maximum derivative 
STOP.
Step 5: Set 1 + = n n . Go back to step 2.
Step 6: OUTPUT('The method failed after N iterations, = n ', N ); (The procedure was unsuccessful.) STOP. Reference [4] doesn't give iteration number, so it is impossible to know the convergent speed, and computing result depends on given initial value. Because different initial value has different result, the algorithm's stability is not good. We know form reference [5] that Newton's method does not converge in example 1. According to the reference [3] and reference [6] 
III. NUMERICAL EXAMPLES
Hence the algorithm is as follows:
Given an arbitrary initial value k x , real or complex, an error function can be obtained:
Define an objective function J as
To minimize the J , the weight k x is recursively computed via using a simple gradient descent rule with variable learning rate: 
To illustrate the point here is that the algorithm finding multiple root of nonlinear equation is also suitable for finding multiple roots of polynomials.
B. Research of the algorithm convergence
In order to ensure the absolute convergence of the algorithm above, it is important to select a proper adaptive learning rate: ) (k η . In the section, we present and prove the theorem about convergence of the algorithm proposed as follows: Step 2: set ) ( ) (
Step 3:
; (The procedure was successful.)
STOP
Step 5:
Step 6: OUTPUT ('the method failed after N iterations, = n ' k ); (The procedure was unsuccessful.) STOP.
D. Results and discussion
In order to confirm the validity of the algorithm proposed, we will give three examples. The table 7 shows the results of the method proposed and the modified Newton's method. The results in table7 illustrate that the algorithm proposed is much more accurate than the modified Newton's method. It is obvious that the method proposed can find zeros of nonlinear equation. We know from the table 1 to table 5 that the algorithm proposed in this paper can choose the initial approximation in very large scope, without the derivative evaluation, and less computation with high precision and rapid convergence. Specially, the results of the table 5 showed that the algorithm presented can obtain the exact value of roots which other methods can never do. The comparison results of the table 6 showed that the approach proposed has faster convergence and higher accuracy than other methods. We can know from the table 7 to table 9 that the algorithm proposed can rapidly and precisely calculate the multiple real and complex roots of polynomials or nonlinear equation which were not solved by other traditional methods at all. All the results in three examples have high precise values with less computation. Especially, the results both in table 8  and table 9 can produce exact values. Furthermore, the two novel algorithms proposed can be convergent when an initial approximation was selected in a large scope. Hence, the algorithms proposed will play a very important role in the many fields of science and engineering practice.
