Abstract-In this paper, an innovative neural-network architecture is proposed and elucidated. This architecture, based on the Kolmogorov's superposition theorem and called the Kolmogorov's spline network (KSN), utilizes more degrees of adaptation to data than currently used neural-network architectures (NNAs). By using cubic spline technique of approximation, both for activation and internal functions, more efficient approximation of multivariate functions can be achieved. The bound on approximation error and number of adjustable parameters, derived in this paper, favorably compares KSN with other one-hidden layer feedforward NNAs. The training of KSN, using the ensemble approach and the ensemble multinet, is described. A new explicit algorithm for constructing cubic splines is presented.
I. INTRODUCTION

A
MAJORITY of the models in use today utilize fixed shape basis functions. A wide class of these models can be described in the form of general one-hidden layer feedforward network (1HFFN) of the following form: (1) where is the multivariate input to the network, is the network parameter, and is the multivariate network output. The nonlinear perceptron and the radial basis function (RBF) network, used in many applications, including our work on optimization of combustion and some other processes in power industry, are particular cases of 1HFFN. The network parameter components are: the internal parameters, , the external parameter , , and the number of basis functions, . The network is defined on the standard unit hypercube, . The basis functions, are made through the superposition and sums of univariate functions, activation, , and internal, . The network is used for approximation of a continuous function , represented by the training set of the input-output pairs ( ). In this paper, the degree of approximation of the function , by the network , will be estimated by the following norm and called the approximation error [1] , [2] Kolmogorov's superposition theorem (KST) gives the general and very parsimonious representation of a multivariate continuous function through superposition and addition of univariate functions [3] - [5] . Different improved versions of the KST are described in [4] , [5] . According to [5] , KST states that any function, , has the following exact representation on : (2) with some continuous univariate function depending on , while univariate functions, , and constants, , are independent of .
Hecht-Nielsen [6] , [7] was first to recognize that the KST could be utilized in neural network computing. Using early Sprecher's enhancement of the KST [4] he proved that the Kolmogorov's superpositions could be interpreted as a four-layer feedforward neural network. Girosi and Poggio [8] pointed out that the KST is irrelevant to neural-network computing, because of very high complexity of computation of the functions and from the finite set of data. However, Kurkova [9] noticed that in the Kolmogorov's proof of the KST the fixed number of basis functions, , can be replaced by a variable , and the task of function representation can be replaced by the task of function approximation. She also demonstrated [10] how to approximate Hecht-Nielsen's network by the traditional neural network. Numerical implementation of the Kolmogorov's superpositions was analyzed in [11] - [14] . In particular, Sprecher [13] , [14] derived the elegant numerical algorithms for implementation of both internal and external univariate functions.
The common starting point of the works [6] , [7] , [9] - [14] is the structure of the Kolmogorov's superpositions. Then the main effort is made: to represent the Kolmogorov's superpositions as a neural network [6] , [7] ; to approximate them by a neural network [9] , [10] ; to directly approximate internal and external univariate functions in the Kolmogorov's representation by a numerical algorithm [11] - [14] . In our view, it is an attempt to preserve the efficiency of the Kolmogorov's theorem in representation of a multivariate continuous function in its practical implementation. Especially attractive is the idea of preserving the universal character of internal functions. If implemented with reasonable complexity this feature can make a breakthrough in building efficient approximations. However, since the estimates of the complexity of the suggested algorithms of the KST implementation are not available so far, the arguments of Girosi and Poggio [8] are not yet refuted.
The approach adopted in this paper is different. The starting point is a function approximation, from the finite set of data, by a neural network of the type given by (1) . The function to be approximated belongs to the class of continuously differentiable functions with bounded gradient, which is wide enough for applications. We are looking for the qualitative improvement of the approximation using some of ideas of the KST proof. In particular we see from the KST proof that it is important to vary, dependant on data, the shape of external univariate function, , in contrast to traditional neural networks with fixed-shape basis functions. Application of variable-shape basis functions to traditional NNAs is described in [15] - [19] . In this paper a new NNA, called Kolmogorov's spline network (KSN) is introduced. The distinctive features of this architecture are: it is obtained from (2) (3) where , like in KST, are rationally independent numbers [21] , satisfying the conditions and . These numbers are not adjustable on the data and can be chosen independent of an application. 1 The version of KSN in the form of (3) is not the only one. Some other versions are described in [22] . All of them will be the subject of experimental and possibly theoretical comparison in a forthcoming paper.
In Section II, we prove the main result of the paper, that the rate of convergence of approximation error to zero with is significantly higher for KSN than the corresponding rate [1] , [23] - [27] for existing 1HFFN. Define the complexity of the approximation of the function by a network (1) or network (3) as the number of adjustable parameters needed to achieve the same approximation error. We also proved that the complexity of KSN with tends to infinity slower than the complexity of traditional 1HFFN. This is the justification for introducing the KSN. Thus, utilizing some of the ideas of the KST proof, a significant gain both in accelerating rate of convergence of approximation error to zero and reducing the complexity of the approximation algorithm can be achieved by application of the KSN. Section III describes how the KSN is trained using the ensemble approach (EA) [28] , [29] and the ensemble multinet (EMN) [34] - [36] . Conclusion and future work are given in Section IV. Appendix A is an extraction from [20, Ch. 4] , with minimal information on cubic splines. Appendix B gives the derivation of an explicit algorithm for the cubic spline construction. A summary of EA is presented in Appendix C. (4) The number of net parameters satisfies (5) This statement favorably compares the KSN with the networks currently in use. Most of the existing neural networks (see [1] , [23] - [27] ) provide the estimate of approximation error by the following equation:
Suppose is the number of basis functions for KSN needed to have the error of approximation equal . Comparison of the last equation and (4) shows that the number of basis functions for existing networks is . Therefore, the number of their parameters is . Obviously, for large values of . Besides that, the class of functions to be approximated, satisfying (4) and (5), is broader than those in [1] , [23] - [27] , and the conditions of the theorem are always satisfied in practice.
The first step of the proof follows the arguments of the first step of the KST proof as described in [5] . Because we have no goal to obtain exact representation of the function and to have the same internal functions for any continuous function , our task is much simpler than that in the KST. First we will prove that there exists four-times differentiable univariate functions and the net defined by (1) such that
The univariate functions , may have a high complexity. That is why in the second step of the proof they are approximated by cubic spline functions , with much less complexity.
Take and consider the system of the intervals , . Each interval has the length and there is a gap of the length between neighboring intervals as shown in Fig. 1 for . The translations of by form systems , , of intervals . If a point is not covered by an interval from a certain set then it is covered by some intervals from each set for . That means that there exist at least sets with such that . Thus, there exist at least sets covering each . Conversely, each is not covered by at most sets . The value of is chosen so that the oscillation of the function on each elementary hypercube from the set is not greater than . This construction is different from that used in the KST only in choosing systems of cubes covering instead of systems used in the KST. The construction of internal functions is different from that in the KST. Define a set of internal functions as follows. Choose a set of constants and , , , so that increase with . Define equal on the interval . Between two adjacent intervals from define as a nine degree spline interpolate such that its values coincide with values and and its first four derivatives at the closest endpoints of adjacent intervals equal to zero. Such spline interpolates exist [20] and, therefore each is a four times continuously differentiable function. To satisfy the condition reduce value of so that the oscillation of the spline interpolate on each interval of length does not exceed . The graph of a function may look like Fig. 3 . On the hypercubes , the functions have the constant values (7) The whole point of this construction is to make the numbers all different. This can be proved exactly like in [5, p. 557, using Lemma 2.1, p. 555]. 
Let
be the value of the function at the center of the hypercube . For each , define
The functions can be extended for other points , , so that they will be four times continuously differentiable. Indeed, it can be done using nine degree spline interpolates and straight lines as shown in Fig. 4 . Let and be two adjacent points, where and have second coordinates defined by (8) . Two other points, and , are chosen in the small neighborhoods of the points A and D, respectively, of radius . Let be the slope of the strait line BC. Define expressions of for and so that they are nine degree spline interpolates between points A and B and C and D, respectively, with the conditions , for . Define for . Thus, the function is a four times continuously differentiable on the interval [0,1]. Additionally, choosing sufficiently small, we can satisfy the condition (9) and bound , , by a constant from above. Then, for every (10) On the other hand, if , then (11) Denoting a set of values of for which some hypercubes cover the point and making use of (11) for and (10) for yields (12) proving (6) . Now define cubic splines , approximating functions . We want to have the error of approximation of by equal , that is
Define knots for spline interpolation at points
The error of spline interpolation for four times continuously differentiable function is [30] That implies (15) In a similar manner, define cubic splines , , approximating functions so that (16) Use as knots the points defined by (14) and defined by (15) . For estimation of the error of approximation of the function by the KSN one has (17) Making use of (6) and (13) in (17) (25) and applying (24) completes the proof of (19) . Thus (26) Substitution of (26) in (18) yields (27) and since the right-hand side of (27) does not depend on (28) The number of parameters in the spline net can be estimated as (29) completing the proof of the theorem.
III. IMPLEMENTATION OF THE KSN WITH THE ENSEMBLE APPROACH AND THE EMN
As described in Appendix C the implementation of the 1HFF net by the EA contains two optimization procedures, recursive linear regression (RLR) and adaptive stochastic optimization (ASO), and one module of calculating values of the basis functions for specific NNA. Both, RLR and ASO, operate on the values of the design matrices for and the matrix of target output values , where is the training set. Since these are numerical matrices, operation of ASO and RLR is independent of the specifics of NNA. Therefore, the RLR and ASO can be applied to KSN with minor changes to (3). Namely, replace the (3) by the following equation: (30) where the parameters are adjusted on the data, the basis functions are defined as with
The module NNA for KSN is described in Appendix B. Obvious savings in the number of calculations can be made by precalculating, prior to training process, the values of elementary splines , at the points , , . How the spline parameters can be chosen? The KST gives the general indication for choosing the parameters, , for internal splines. Indeed the internal functions can be chosen as nondecreasing ones, taking values between zero and one, and having values of first derivatives between zero and one at the points zero and one. Introducing adjustable external parameters in the (30) , as was shown in Section II, are restricted by the constant . However, in general the value of this constant is difficult to estimate. Some univariate external functions, currently in use in neural net modeling, can provide a key. Consider for example a function , and the cubic spline with sufficiently large number of knots so that . Since between neighboring knots internal splines are reduced to the cubic polynomials, the basis functions for the KSN can be written as where are the coefficients of the internal cubic polynomials. Suppose that the coefficients satisfy the condition . Then the internal cubic polynomials are reduced to the quadratic ones. Therefore, using simple algebra the basis functions can be approximated as with some adjustable parameters , . Thus, the construction of basis functions is very similar to that of RBF net. However, in the KSN the additional adaptive capability is built in by adjusting the parameters of internal quadratic function not on the whole interval Additional computational savings can be achieved by a combination of global and local strategies. The global strategy is applied to find good points in the spline parameter space. Initially such points can be obtained by using spline approximations for univariate functions, external and internal, available from currently in use NNAs. The representation of spline is made through the parameter . The solution of the system of (A4) is required at this stage in order to actually calculate the spline. The local strategy is applied in order to explore the spline parameter space in the neighborhoods of good points. For a point with a parameter the corresponding value of the parameter is calculated by solving the system (A4). The -neighborhood of the (good) point is created in the space of parameters , as a set . This allows for calculating splines without solving (A4).
The use of the EA can be supplemented by the use of the EMN [34] - [36] in order to increase the generalization capability of the KSN (it can be used as well for training of other predictors with the same purpose). The main features of the EMN are as follows. First, the ensemble of the nets , having basis functions and trained on different subsets, , , of the training set , is created. Then these nets are combined in one net, , trained (if needed) on the set . We prefer the method of linear combining (32) where , are the trained nets. The parameters , are the only adjustable parameters on the right side of (32) . The training sets are chosen so that to minimize the possibility of linear dependences among basis functions , . One of the methods used for creation of training sets is called bagging [36] . For each the pair ( ) is included in with the probability , where is a Gaussian random variable with the zero mean and the standard deviation equal to the estimate of the standard deviation of the net output noise. Inclusions in are independent of inclusions in other sets, , . The number of basis functions in each net , is small [34] , [35] compared to . It was proven [36] , both theoretically and experimentally, that this method might lead to significant decrease of generalization error. Given relatively small size of the nets , the EMN can be called the "parsimonious cross-validation."
The EA is very well suited for use together with the EMN for training KSN. One can apply EA to train short nets , . In this case both training modules, ASO and RLR, of EA should be used. However, the task of ASO becomes simpler because of small number of basis functions in each short net. For training the final net, , only the RLR is required. Thus, in the combination EA-EMN, the ASO and RLR are effectively separated. This is obvious in the simplest case when the short nets consist only of constant term and one nonlinear basis function. In that case, explicit formulas for coefficients and are easy to obtain. These formulas would replace RLR.
The application of the EMN for training the KSN allows utilizing one more idea containing in the original proof of the KST [3] . Namely, this idea boiled down to the uniform distribution of the burden of representation among basis functions. In many existing methods of training neural networks, especially sequential ones, the relative contribution of a basis function to the net approximation capability eventually tends to zero. Simultaneously, the time needed to train a basis function grows significantly during sequential training process. The use of EMN, inspired by the KST, reduces this inefficiency in training.
IV. CONCLUSION AND FUTURE WORK
In this paper, we have laid down the justification for a new highly adaptive modeling architecture, the KSN, and developed the methods of its implementation and learning. Several theoretical issues remain for future work. In particular, we are interested in deriving a bound on the estimation error [2] of the KSN and finding the methods for automatic choosing the intervals for the shape parameters of the KSN. Not less important is the experimental work where not only the practical advantages and disadvantages of the KSN as a modeling tool will be checked but the KSN coupling with the preprocessing and postprocessing tools. 
The explicit solution of (A4) and full algorithm of cubic spline calculation are given in Appendix B. The solution for this system of two linear equations in and is for (B5) Summing (B2b) over and using (B3) yields (B6) Thus, in the system (B1) the coefficients , , and are determined by (B4)-(B6). Eliminating and then from the last three equations of (B1) leads to the triangle system of equations (B7)
Since
, both (A4) and (B7) have the following unique solution:
Summarizing, the algorithm of cubic spline calculation is as follows. Initially, the spline depends on the parameter . Therefore, to calculate its value at the point , one should do the following. 
APPENDIX C EA BASICS
EA is a method for training and generalizing the networks described by (1) . Unlike the popular backpropagation training method [32] the task of training is divided into two stages in EA: the RLR [33] and the ASO, [28] , [29] . Both are global optimization procedures. The mode of operation is primarily sequential, that is, one basis function is adjusted on the data at a time. Suppose that the 1HFF net, , with basis functions, , , where , is a trained net. Denote the external parameters for this net as , . The key point of the sequential mode in EA is obtaining a trained net, , with basis functions from the net . With this goal an ensemble, of randomly chosen internal parameters for only additional ( )th basis functions is generated. A typical value of the ensemble size is . The internal parameters for the first basis functions retain their values from the net , that is, for , . By adding to the set of basis functions one member of an ensemble of basis functions the ensemble of nets with ( ) basis functions is created. Their external parameters are estimated on the data by the RLR. That basically means that a matrix formula [28] , [33] , involving a few matrix additions and multiplications, should be applied. As soon as all parameters of a net with ( ) basis functions are available the training error is calculated for that net. The process of RLR alternates with ASO. The whole ensemble is divided in a number of portions, , with members in each portion (typically ). The distribution of the randomly chosen internal parameters in each portion of the ensemble depends on the internal parameter of the net with the minimal training error achieved prior to this portion. This correction of the distribution is the essence of ASO, and it is aimed on coping with the problem of many local minima in the error function. Thus, the ASO guides the process of random generation of internal parameters in order to achieve global minimum of the training error. For each the net with the minimal training error over the whole ensemble is chosen and the testing error, , is calculated for that net. This sequential training is going on until reaches threshold . Then, to avoid over-fitting, the net with basis functions is chosen for subsequent applications.
The advantages of the EA over gradient methods such as BP are:
1) use of global optimization procedures; 2) easy control of the number of basis functions to avoid over-fitting; 3) easy adaptation to new (one-hidden layer) architectures.
