We introduce an average case ~odel and define general notions of optimal algorithm and optLmal info~.ation. t~e prove that the same algorithm and information are optimal in the ~'orst and average cases and that adaptive information is not r.ore powerful than nonadaptive information.
Introduction
In two recent monographs (Traub and ~oiniakowski (80~,  Traub, Wasilkowski, and Koiniakowski ra3]) we studied optimal reduction o£ uncertainty for a worst case model.
With this paper we initiate a corresponding study for an average case model. This is the first of a number of papers reporting average case results.
'!'hese results will eventuall~1 apl?ear as part or a third voluIile devoted to the study of various probabilistic settings.
We indicate earlier work on this subject. Suldin ([59J,[60J) studied average case error for the integration problem. Larkin, in a series of pioneering papers commencing with [72] , studied optimal algorithms, mostly for linear problems, utilizing a Gaussian measure.
Both Suldin and Larkin confine themselves to linear algorithms.
In this initial paper we confine ourselves to linear problems in a finite dimensional space.
(Average case analysis for an infinite dimensional setting is studied in Wasilkowski and Woiniakowski [82aJ.)
By a linear problem we mean a problem specified by a linear operator.
Examples of linear operators are integration, interpolation, and approximation. Note that the solution of a linear system is not a linear proble~ since the solution does not depend linearly on the matrix element.
We restrict ourselves to the finite dimensional setting for two reasons.
1.
2.
This setting is of intrinsic interest.
The analysis of the infinite dL~ensional setting requires rather heavy mathematical machinery. In order to permit the reader to focus on the model assum~tions and the results we avoid these mathematical complications in this first paper.
1.2
In this paper we specify an average case model and introduce general notions of optimal algorithm and optimal information. The following results are obtained.
1. The s~e algorithm is optimal in the worst and average cases.
2:
~he same information is optimal in the worst and average cases.
3.
Adaptive information is not more powerful than nonadaptive information.
We discuss these results. Conclusions 1 and 2 are favorable to the user since the same algorithm with the same inforMation minimizes both the worst and average error.
It was established (see Traub
and Woiniakowski [80, p.49J for a history) that adaptive information does not help for the worst case.
Many researchers believe that
t~is is only true in the worst case setting. We prove the counterintuitive result that adaotion doesn't help even on the average.
We illustrate some of the basic concepts of this paper by Examole 1.1
.
Assume we wish to approximate the function f knowing some information N(f) and knowing that f belongs to some given class of functions F. To be specific let N(f) = [f(tl),···,fCtn)J consist of n function samples and let F be the class of trigonoh r th derivative is bounded metric polynomials of degree m w ose by unity.
An algorithm $ is any mapping acting on the information N(f)
An example of an algorithm is the linear algorithm 1.3 n ¢(N(f» = E i=l f(t.) (1. 1 1 where el. 1 are some functions. An algorithm is optimal if it minimizes the error according to some error criterion. In the worst case setting the error is defined as the largest error for all f in F. In the average case setting the error is defined in terms of the L2 norm with respect to some measure on F .
Next, assume the t. may be varie9. This example will be continued in Section 8.
0
':,'e briefly sUmMarize the contents of this paper. In Section 2 we outline the setting and results of the worst case model which we shall constrast with the results of this paper. In Section 3 we introduce an average case model and prove that the same algorith~ is optimal for both the worst and average case. Very sim91e and elegant formulas for the worst and average radii of information are given by Theore~ 3.2. In the following section the problem of optimal average information is posed and solved. The same information is optimal for both the worst and average cases. In Section 5 we show that adaptive . f . -ln ormatl0n is no ~ore powerful than 1.4 nonadaptive infornation in either model.
In Section 6 we compare the intrinsic uncertainty if only the problem setting is known, with the uncertainty when n o~timal evaluations are used. In Section 7 we obtain very tight comolexity b~unds and prove that the same algorithm enjoys nearly optimal complexity in both models.
In the concluding section an example illustrates the models and some of the results. Although we use the terminology and notation presented there, the following account is self-contained.
Let Fl be a finite dimensional real space and let (2.1)
Let F2 be a real Hilbert space. Consider the linear operator
The operator S is called the solution operator.
Our aim is to find an element x = x(f) which approximates Sf according to some error criterion. There are many error criteria of practical importance some of which we cite here. The absolute error criterion is such that
for a given nonnegative s. The relative error criterion is such that
. The absolute-relative error criterion is such that
with a given positive n.
Sometimes we will want to satisfy the error criterion for f from the whole space Fl ' and sometimes for only a subset of Fl'
This subset can be characterized, for instance, by the condition 2.2 II Tf II :5: 1 for some operator T.
We now present a general error criterion which will include the above examples as special cases. We have chosen a formulation which will also be used for the average case. Let ( 2. 3) T be a one-to-one linear operator where F4 = T(F l ) is a Hilbert space.
We call this space F4 (rather than F 3 ) to conform to the usage in Traub and Wozniakowski [80J. Let (2.4) be .a given function.
We say that an element x of F2 is an £-approximation to Sf iff (2.5)
where £ is a nonnegative number.
Observe that for p(x) = 1 , (2.5) becomes the absolute error criterion. For p(x) = l/x and T = S , (2.5) becomes the relative error criterion. If p(x) = l/(x+n), n > 0 and T = S then (2.5) becomes the absolute-relative error criterion. If p(x) = 1 for X :5: 1 and p(x) = 0 for x > 1, (2.5) becomes the absolute error cri terion for elements f for which II Tf II :5: 1.
Our aim is to find an £-approximation to Sf for all f from Fl. To find an £-approxirnation, information on f is required. 
be the set of indistinguishable elements.
We seek an ~-approximation x of the form x = ~(N(f» where ~ is a mapping, (2.8)
Note that ~(N(f» has to satisfy (2.5) for all f from V(N,y).
be the class or all (idealized) algorithms, i.e., ¢(N) consists of all mappings $ , defined by (2.8), which use the information operator N.
We stress that our definition of algorithm is extremely general.
In spite of this we can prove some negative results. This makes the negative results even stronger. If one wishes to carry out a computation, then in genera,l the class of algorithms must be restricted.
li'Te
shall see that for the problem studied in this paper, algorithms which are "optimal" in the class of idealized algorithms are relatively easy 2.4 to implement in.actual computation.
Let j be an algorithm,
is called the error of ~.
Note that the error of ¢ is defined as its error for the "hardest" 
We shall sayan algorithm </>, ~ co ~(N), is an optimal error algorithm iff (2.11) e(4),N) = r(~). Computing the So.
l.
can be difficult, but since they are independent of y , this need be done only once and the cost of computing them The spline algorithm ¢s enjoys very strong optimal error properties one of which is stated in
The spline algorithm ¢s is an optimal error algorithm and We find its error and compare wit~ the worst case model.
We begi~ by defining a probability measure on r· 7 i thout loss of generality assume that F 1 = 1P,m.
Let 1B be a a-field of Bore 1 . IR m sets':':1 . 
1R
The function w is a scalar weight function.
t~ote that II· II in . 1 '
We define a measure IJ on as
A ~ote that ~ is a probability measure, i.e., 
A A The operator T plays two roles in our setting.
It is used with the function p in (2.5) to define an £-approxi~ation and it is used with the function w in (3.3) to define a probability
Although we could analyze a more general setting with different operators in (2.5) and (3.3),we shall use only one o~erator to simplify our analysis and, more inportantly, to show that the sane (s~line) algorithm is optiwal for both models.
;ve are ready to define the average error of an algorithm ¢' 
This coincides with the worst case model modulo sets of measure zero.
As in Definition 2.1 we no~ introduce the averaqe radius of infornation and an optimal average error algorithm.
Definition 3.2 fT h 11 r avg (~') ,'.e s a say l~ is the averaqe radius of information iff ( 3. 8)
He shall sayan algorithm ., • € 4> (N), is an optimal average error algorithm iff 
Define the n x n matrix N as
Note that H is nonsingular and (3.13)
Let h E ker~. 
Thus df = Idet(T-l ) Idz and (3.6) can be rewritten due to (3.15) I ( 3 • 13) and (3. 14), as
r z. ) ) w« r z. ) )dz +l •.
• dz } dzl .
• -z. where the L.
~ are linearly independent linear furictionals.
In this section we determine the best choice of linear functionals in (4.1).
Since the radius r(N) of information and the average radius ravg (:,1) of information are the errors of optimal alaorithms, we want to select linear functionals in (4.1) in such a way t~at the corresponding radii of information are minimized.
Let w on be the class of all linear information operators of cardinality n of the form (4.1).
Definition 4.1
We shall say r(n) (r avg(n» . h h ~s t e nt ~inimal radius of information (the nth minimal averaqe radius of info~ation) i:f
We shall say inf r(N)
UEIJi n N n' N F. ~ , is an nth optimal information ooerator n n -.
(an nth optimal averaae information operator) iff In Section 3
we proved that the same algorithM is optimal in both the worst and average case models. Thus the information (4.7) and the soline algorithm ~inirnize the error for both models. Let N a be an adaptive information operator of the form (5.1).
Nithout loss of generality we can assume that the functionals L l , L 2 ('; Yl)' ... , L n ('; Yl' .
•. , Yn-l) are linearly independent for every Yi = Yi(f), i = 1, 2, ... , n-l. Let ~ be an algorithm using !'la. Then the average error of Q> is defined by (3.6). Sirnilarily to (2.10) and (3.8) we define ~he average radius ravg(N a ) as Define the information operator
Note that is a nonadaptive linear information operator of.
cardinality n which consists of the same functionals as ~la. Let
Ok . is defined by (3.6) . i":e cha~ge variables in (3.6) by setti~g d== n -1
•. , Y n-l J and ~lote t!-1at the mapping G is one-to-one. Indeed, knowing is the identity oD .. erator. Th f en or n < m,
In the worst case it is impossible to solve the problem with any amount of information.
In the average case for n« m, there is almost no reduction in uncertainty since' all the radii are close to unity. This means that such a problem cannot be solved either in the worst or average case for small E. . . , In this secticn \ .. e briefly discuss the cOMplexity, Le., the minimal cost, of finding an E-approximation for the average case model. We obtain extremely tight upper and lower bounds on the complexi ty. vle show that the spline algorithm is essentially an optimal complexity algorithm.
The complexity for the worst case model is studied in Traub and v;oi'niakowski [80] where very tight complexity bounds are obtained.
The spline algorithm is shown to achieve nearly optimal complexity. To find an E-approximation using linear infornation N = CL l ,L 2 , ... ,L n J we have to guarantee that ravg{N) S E. Let
Thus mavg{~) dotes the be the s-average cardinal~ty nu er. Let the algorithm complexity (total cost) of producing an E-approximation by the algorithm $ be compavg(~). A lower bound is given by (7. 2) com p a vg ($) ~ n a vg ( E) (c+ 1 ) -1.
Note that (7.2) holds for any algorithm ~ usin~ an arbitrary linear information operator N. Let (7.3) be the E-average complexity. An algorithm $ is called an optimal average complexity algorithm iff ( 7. 4) avg avg comp ($) = comp ( E ) • From (7.2) we have a lower bound on the E-average complexity, ( 7. 5) We now show that the spline algorithm is a nearly optimal average algorithm $s using the information N n defined by (4.7).
Recall that N n is an nth average optimal information operator, ravg(N n ) = ravg(n). The spline algorithm $s is linear, then Combining (7.6) with (7.5) we see that the spline algorit~~ is a nearly optimal average complexity algorithm.
A similar result holds for the worst case model. In fact, worst case definitions and results are obtained by deleting the superscripts "avg" in (7.1) through (7.6).
We summarize this in Theorem 7 .1 .
The spline algorithm is a nearly optimal complexity algorithm in both the average and worst case models. The complexity is given We continue the example of the Introduction. Recall that example deals with the approximation of a trigonometric polynomial of degree m
We choose approximation as our example because it is of such wide interes 1 in applications. We discussed in the Introduction why we confine ourse~vl in this paper to finite dimensional Fl. Throughout this section we use the approximation example while illustrating the effects of choosing various error criteria and measures.
Identifying a trigonometric polynomial with its coefficients m we can set We thank David Lee, Charles Micchelli, and Arthur Werschulz for their thorough reading of the manuscript.
