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Abstrat: We study Maxwell's equations in time domain in an anisotropi medium.
The goal of the paper is to solve an inverse boundary value problem for anisotropies
haraterized by salar impedane α. This means that the material is onformal,
i.e., the eletri permittivity ǫ and magneti permeability µ are tensors satisfying
µ = α2ǫ. This ondition is equivalent to a single propagation speed of waves with
dierent polarizations whih uniquely denes an underlying Riemannian struture.
The analysis is based on an invariant formulation of the system of eletrodynamis
as a Dira type rst order system on a Riemannian 3−manifold with an additional
struture of the wave impedane, (M, g, α), where g is the travel-time metri. We
study the properties of this system in the rst part of the paper. In the seond
part we onsider the inverse problem, that is, the determination of (M, g, α) from
measurements done only on an open part of the boundary and on a nite time
interval. As an appliation, in the isotropi ase with M ⊂ R3, we prove that the
boundary data given only on an open part of the boundary determine uniquely the
domain M and the oeients ǫ and µ.
Keywords: Maxwell's equations, manifolds, inverse problems.
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Introdution
In this paper we study diret and inverse boundary value problems for Maxwell's
equations on Eulidean domains in R
3
and on ompat manifolds. In a bounded
smooth domain M int ⊂ R3, Maxwell's equations for the eletri and magneti elds
E and H and the assoiated eletri displaement D and magneti ux density B
are
curlE(x, t) = −Bt(x, t), (MaxwellFaraday), divB(x, t) = 0,(1)
curlH(x, t) = Dt(x, t), (MaxwellAmpère), divD(x, t) = 0.(2)
Under the assumption of non-dispersive, linear and non-hiral medium, these are
augmented with the onstitutive relations
D(x, t) = ǫ(x)E(x, t), B(x, t) = µ(x)H(x, t).(3)
Here eletri permittivity ǫ and magneti permeability µ are smooth 3 × 3 time-
independent positive matries.
The present work onsists of two parts. In the rst part, we pursue further the
invariant formulation of Maxwell's equations (1)(3) for ertain anisotropi mate-
rials, haraterized by a salar wave impedane. This means that the material is
onformal in the sense that
µ = α2ǫ,(4)
where α is a positive salar funtion. Physially, the ondition of a salar wave
impedane is tantamount to a single propagation speed of waves with dierent po-
larizations and, without it, the wave propagation gives rise to several generally
non-Riemannian metris, see e.g. [23℄. Therefore, we onsider diret (and inverse)
problems for the most general sublass of Maxwell's equations whih is distinguished
by the fat that eletromagneti elds with dierent polarization propagate with
the same veloity whih, of ause, may depend on the propagation diretion. The
salar wave impedane is enountered in many physial situations. For instane,
in a urved spaetime with oordinates (x, t) ∈ R3 × R and a time-independent
metri ds2 = gjk(x)dx
jdxk − dt2, Maxwell's equations with salar permittivity and
permeability orrespond in the oordinate invariant form to Maxwell's equations
(1)(3) with salar wave impedane, see [17, Se. 14.1.℄ or [38, Se. 90℄. Clearly,
all isotropi media, i.e. with salar ǫ and µ have salar wave impedane.
The invariant approah leads us to formulate Maxwell's equations on 3manifolds
as a rst order Dira type system. From the operator theoreti point of view, this
formulation is based on an elliptization proedure by extending Maxwell's equations
to the bundle of exterior dierential forms over the manifold. This is a generalization
of the elliptization of Birman and Solomyak and Piard (see [2, 53℄).
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In the seond part of the work, we onsider the inverse boundary value problem for
Maxwell's equations with salar wave impedane. In physial terms, the goal is to
determine the material parameter tensors ǫ and µ in a bounded domain from eld
observations at the boundary or a part of the boundary of that domain.
In the invariant approah to Maxwell's equations, the domain M is onsidered as a
3manifold and the vetor elds E, H , D and B as dierential forms. This alter-
native formulation has several advantages both from the theoretial and pratial
points of view. First, the invariane of the system and the boundary measurements
with respet to dieomorphisms of M that preserve the part of the boundary where
these measurement are done is essential for the inverse problem. It is possible to
prove unique identiability in the invariant formulation and then use this result to
ompletely haraterize group of transformations between indistinguishable param-
eters ǫ and µ in the ase M ⊂ R3. In partiular, when ǫ and µ are salar funtions,
this result implies uniqueness of the determination of ǫ, µ, and M from data on a
part of boundary.
Seond, the formulation of eletrodynamis in terms of dierential forms reets the
way in whih these elds are atually observed. For instane, ux quantities are
expressed as 2forms while eld quantities that orrespond to fores are naturally
written as 1forms. This point of view has been adopted in modern physis, at
least in the free spae, see e.g. [17℄, as well as in appliations where the numerial
treatment of the equations is done using the Whitney elements. An extensive treat-
ment of this topi an be found in [11, 12℄. For the original referene onerning the
Whitney elements, see [64℄.
As inverse problems of eletrodynamis have a great signiane in physis and ap-
pliations, they have been studied starting from the 30's, see e.g. [39, 56℄, where
the one-dimensional ase was onsidered. However, results onerning the multi-
dimensional inverse problems in eletrodynamis are relatively reent. The rst
breakthrough ahieved in [58, 14, 50, 51℄ was based on the use of omplex geomet-
rial optis. These papers were devoted to the identiability of isotropi material
parameters ǫ and µ from the xed-frequeny data olleted on ∂M , namely, the sta-
tionary admittane map (for the denition of the time-dependent admittane map
see Denition 1.8 in setion 1.3.) Under some mild geometri assumptions it was
shown there that these data determine isotropi ǫ and µ and also isotropi on-
dutivity, σ, uniquely. These works were based on the ideas previously developed
in [61, 46, 47℄ to takle the salar Calderón problem, introdued in [13℄. Other
approahes to the isotropi inverse problem for Maxwell's equations work diretly
in the time domain, see [8, 54℄. Regarding the ase σ = 0 whih is onsidered in
this paper, the result obtained in [54℄ proves the identiability of ǫ and µ from the
time-dependent data olleted on the whole ∂M in the ase when M , onsidered as
a Riemannian manifold with metri dl2 = ǫµ|dx|2, is simple geodesi. Construtions
4 YAROSLAV KURYLEV, MATTI LASSAS AND ERKKI SOMERSALO
of [8℄ make it possible to nd the produt, ǫµ of unknown parameters ǫ, µ. Moreover,
the results of [8℄ are of a loal nature making it possible to nd this produt only
in some ollar neighbourhood of ∂M . Time-dependent inverse problem for isotropi
Maxwell's equations was also onsidered in [10℄ whih used a time Fourier transform
to redue the problem to the one in the frequeny domain so that to apply the
results of [50, 51℄.
Muh less is known in the anisotropi ase, where material parameters are matrix
valued funtions. The ase of anisotropi ǫ = µ was onsidered in [6℄ where it was
shown that the time-dependent admittane map known on ∂M makes it possible to
reover ǫ = µ loally, i.e. in some ollar neighbourhood of ∂M . In spite of very little
knowledge, it is, however, lear from the study of salar anisotropi problems that,
instead of uniqueness, one obtains uniqueness only up to a group of transformations,
involving proper oordinate hanges, see e.g. [45, 59, 7, 29, 24, 44, 43℄. A similar
result for Maxwell's equations was onjetured in [60℄, based on the analysis of the
linearized inverse problem. Therefore, it is natural to split the study of this problem
into two steps. First, to formulate and solve the orresponding oordinate-invariant
inverse problem, i.e., an inverse problem on a manifold. Seond, to analyse the
properties resulting from an embedding of the manifold into R
3
. For a systemati
development of this approah, see [25℄.
In reent years, inverse problems with data on a part of the boundary have attrated
muh interest, see [19, 24, 28, 21, 44℄. Part of the motivation ome from the physial
setting when only a part of the boundary is aessible. However, as far as we know,
there are urrently no results on identiability of the shape of the domainM and/or
the material parameters ǫ, µ on it from inverse data olleted on an arbitrary open
subset, Γ ⊂ ∂M .
A fruitful approah to salar inverse problems, inluding those with data on a part
of the boundary, turned out to be the boundary ontrol method, originated in [5℄
for the isotropi aousti wave equation. In the anisotropi ontext, it has been
developed for the Laplaian on Riemannian manifolds [7℄ and for general anisotropi
self-adjoint [30, 31℄ ) and ertain non-selfadjoint inverse problems [33℄.
The urrent artile pursues the study of inverse problems for Maxwell's equations
signiantly further dealing with the global reonstrution of the shape of the domain
or, more general, 3−manifoldM , metri tensor g and salar wave impedane α, the
latter two being equivalent to the reonstrution of ǫ and µ. Being based on the
boundary ontrol, the method developed here ombines ideas of the artiles [34℄
and [35℄ with those of [50℄ and [51℄. What is more, to be able to study anisotropi
Maxwell's equations, we introdue two essential new ideas. First, we haraterize
the subspaes ontrolled from the boundary by duality, thus avoiding the diulties
arising from the ompliated topology of the domains of inuene but still providing
neessary information about the struture of ahievable sets, see e.g. Theorem 1.15
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in setion 1.5. This makes our approah muh dierent from that in [6, 8℄ also
based on the boundary ontrol method. Indeed, the method of [6, 8℄ requires loal
ontrollability in the domains of inuene whih is no more valid for large times, e.g.
[9℄ thus making onstrutions of [6, 8℄ inappropriate outside a ollar neighbourhood
of ∂M . Seond, we develop a method of foused waves whih enables us to reover
pointwise values of eletromagneti waves on the manifold and, therefore, reonstrut
not only the metri g, as in [8℄, but also the impedane α.
The main results of this paper an be summarized as follows.
(1) The knowledge of the omplete dynamial boundary data over a suiently
large nite period of time determines uniquely the ompat manifold en-
dowed with the travel time metri as well as the salar wave impedane
(Theorem 2.1). This is valid also when measurements are made on a part
of the boundary (Theorem 2.14). The neessary time of observation is dou-
ble of the time required to ll the manifold from the observed part of the
boundary.
(2) For the orresponding anisotropi inverse boundary value problem with salar
wave impedane for bounded domains in R
3
, the non-uniqueness is om-
pletely haraterized by desribing the lass of possible transformations be-
tween material tensors that are indistinguishable from the observed part of
the boundary (Theorem 2.18).
(3) For the orresponding isotropi inverse boundary value problem for bounded
domains in R
3
, the shape of the domain and the material parameters inside it
are uniquely determined from measurements done on a part of the boundary
(Theorem 2.20).
Some of the results of the paper have been announed in [36, 37℄.
1. Maxwell's equations on a manifold
This hapter is devoted to Maxwell's equations on a ompat oriented 3manifold
with boundary. We onentrate on the properties of these equations important for
the inverse problem onsidered in Chapter 2.
We start with the formulation of Maxwell's equations for 1 and 2forms. These
equations are augmented to the omplete Maxwell system on the full bundle of
exterior dierential forms over a 3dimensional Riemannian manifold. This allows us
to dene and analyze properties of an ellipti operator related to Maxwell's equations
and to study the orresponding initial boundary value problem. Cruial results of
Setions 1.3 and 1.4 are the Blagovesthenskii formula, Theorem 1.9, enabling us to
evaluate inner produts of eletromagneti waves in terms of the admittane map
Z, also dened in Setion 1.3, and the unique ontinuation result for Maxwell's
equations with Cauhy data on the lateral boundary. Building on these results,
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we obtain loal and global ontrollability for eletromagneti waves generated by
boundary soures and dene, in a usual manner, spaes of generalized soures.
1.1. Invariant denition of Maxwell's equations. To dene Maxwell's equa-
tions invariantly, onsider a smooth ompat oriented onneted Riemannian 3-
manifoldM , ∂M 6= ∅, with a metri g0, that we all the bakground metri. Clearly,
in physial appliations we take M ⊂ R3 with g0 being the Eulidean metri. Anal-
ogously to (1) and (2), Maxwell's equations on the manifoldM are equations of the
form
curlE(x, t) = −Bt(x, t), divB(x, t) = 0,(5)
curlH(x, t) = Dt(x, t), divD(x, t) = 0.(6)
Here E, H , D, B ∈ ΓM , the spae of C∞-smooth vetor elds on M . They are
related by the onstitutive relations,
D(x, t) = ǫ(x)E(x, t), B(x, t) = µ(x)H(x, t),(7)
where ǫ and µ are C∞-smooth positive denite (1, 1)tensor elds onM . We remind
that, for X ∈ ΓM ,
(curlX)♭ = ∗0dX
♭, divX = − ∗0 d ∗0 X
♭.(8)
Here, d is the exterior dierential, ♭ is the berwise duality between 1forms and
vetor elds
X ∈ ΓM → X♭ ∈ Ω1M, X♭(Y ) = g0(X, Y ),
with Ω1M and, generally, ΩkM standing for the bundle of dierential k−forms on
M . At last ∗0 is the Hodge operator with respet to metri g0, ating berwise,
∗0 : Ω
kM → Ω3−kM.
Throughout the paper, we assume that the wave impedane is salar, i.e.,
µ = α2ǫ,(9)
where α = α(x) is a positive salar funtion. This allows us to introdue a new
metri, g on M . Considering it as a quadrati form on dierential 1-forms, we have
g(X♭, Y ♭) =
1
det z
g0(X
♭, zY ♭), gij =
1
detz
gik0 z
j
k, z = αǫ =
1
α
µ,(10)
As we see later, this metri is responsible for the veloity of eletromagneti wave
propagation and we all it the travel-time metri.
Introdue the dierential 1− and 2−forms, ω1, ν1 and ω2, ν2,
ω1 = E♭, ν1 = αH♭, ω2 = ∗0B
♭, ν2 = ∗0αD
♭.(11)
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Applying the operator
♭
to Maxwell's equations (5)-(6), we rewrite them in terms of
ω1, ν1, ω2, ν2,
dω1 = −ω2t , dω
2 = 0,(12)
d
1
α
ν1 =
1
α
ν2t , d
1
α
ν2 = 0.
Now, using (10) it is a straightforward matter to hek that the onstitutive relations
(7) assume the form,
ν2 = ∗ω1, ω2 = ∗ν1,(13)
where ∗ is the Hodge operator with respet to the travel-time metri, g. Eliminating,
by means of (13), ν1,2 from equations (12), we transform (5)-(7) into the system
ω1t = δαω
2, δαω
1 = 0,(14)
ω2t = −dω
1, dω2 = 0.(15)
Here, δα : Ω
kM → Ω3−kM is the αodierential, given by
δαω
k = (−1)k ∗ α d
1
α
∗ ωk,(16)
and ∗ is the Hodge operator in the metri g. These equations are alled Maxwell's
equations for forms on the Riemannian manifold with a salar wave impedane
(M, g, α).
To extend the above equations to the full bundle of exterior dierential formsΩM =
Ω0M×Ω1M×Ω2M×Ω3M , we introdue auxiliary forms, ω0 ∈ Ω0M and ω3 ∈ Ω3M ,
whih vanish in the eletromagneti theory, by
ω0t = δαω
1, ω3t = −dω
2.
Sine ω0 = 0 and ω3 = 0 in eletromagnetis, we an modify equations (14) and
(15) to read
ω1t = −dω0 + δαω
2, ω3t = −dω
2,(17)
ω2t = −dω
1 + δαω
3, ω0t = δαω
1,(18)
or, in the matrix form,
(19) ωt +Mω = 0,
where ω = (ω0, ω1, ω2, ω3) ∈ ΩM, and the operator M (without presribing its
domain at this point, i.e., dened as a dierential expression) is given as
(20) M =


0 −δα 0 0
d 0 −δα 0
0 d 0 −δα
0 0 d 0

 .
Equations (19), (20) are alled the omplete Maxwell system.
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Note that, identifying ΩM with Ω0M ⊕Ω1M ⊕Ω2M ⊕Ω3M , the omplete Maxwell
operator an be written as
M = d− δα,(21)
i.e., it beomes a Dira type operator on ΩM .
An important property of M is that
M2 = −diag(∆0α,∆
1
α,∆
2
α,∆
3
α) = −∆α,
where the operator ∆kα ats on kforms as
∆kα = dδα + δαd = ∆
k
g +Q
k(x,D).(22)
Here∆kg is the Laplae-Beltrami operator in the metri g andQ
k(x,D) is a rst order
perturbation. Hene, if ω satises equation (19), it satises also wave equation
(23) (∂2t +∆α)ω = (∂t −M)(∂t +M)ω = 0.
This formula legitimates the notion of the travel time metri and makes lear that
in the Maxwell system with salar impedane, the eletromagneti waves of dierent
polarization propagate with the same speed determined by the metri g.
We end this setion with representation of the energy of eletri and magneti elds
in terms of the orresponding dierential forms, setting
E(E) =
1
2
∫
M
g0(ǫE,E) dV0 =
1
2
∫
M
1
α
ω1 ∧ ∗ω1,
E(B) =
1
2
∫
M
g0(µH,H) dV0 =
1
2
∫
M
1
α
ω2 ∧ ∗ω2,
where dV0 is volume form of (M, g0). These formulae serve as a motivation for our
denition of inner produts in the following setion.
1.2. The Maxwell operator. In this setion we establish a number of notational
onventions and denitions onerning the dierential forms used in this paper.
We dene the L2inner produts for kforms in ΩkM as
(ωk, ηk)L2 =
∫
M
1
α
ωk ∧ ∗ηk, ωk, ηk ∈ ΩkM,
and denote by L2(ΩkM) the ompletion of ΩkM in the orresponding norm. We
also dene
L
2(M) = L2(Ω0M)× L2(Ω1M)× L2(Ω2M)× L2(Ω3M),
with Sobolev spaes H
s(M), Hs0(M), s ∈ R, given as
H
s(M) = Hs(Ω0M)×Hs(Ω1M)×Hs(Ω2M)×Hs(Ω3M),
H
s
0(M) = H
s
0(Ω
0M)×Hs0(Ω
1M)×Hs0(Ω
2M)×Hs0(Ω
3M).
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Here, Hs(ΩkM) is the Sobolev spae of kforms and Hs0(Ω
kM) is the losure in
Hs(ΩkM) of the set of kforms in ΩkM , whih vanish near ∂M .
Clearly, the natural domain of the exterior derivative, d in L2(ΩkM) is
H(d,ΩkM) =
{
ωk ∈ L2(ΩkM) | dωk ∈ L2(Ωk+1M)
}
,
and the natural domain of δα is
H(δα,Ω
kM) =
{
ωk ∈ L2(ΩkM) | δαω
k ∈ L2(Ωk−1M)
}
.
In the sequel, we drop the sub-index α from the odierential.
The operators d and δ are adjoint, i.e. for C∞0 forms ω
k, ηk+1,
(dωk, ηk+1)L2 = (ω
k, δηk+1)L2 .
To extend this formula to less regular forms, let us x some notations. For ωk ∈
ΩkM , we dene its tangential and normal boundary omponents on ∂M as
tωk = i∗ωk, nωk = i∗(α−1 ∗ ωk),
respetively, where i∗ : ΩkM → Ωk∂M is the pull-bak of the natural imbedding
i : ∂M → M . With these notations, Stokes' formula for forms an be written as
(24) (dωk, ηk+1)L2 − (ω
k, δηk+1)L2 = 〈tω
k,nηk+1〉,
where, for ωk ∈ ΩkM and ηk+1 ∈ Ωk+1M ,
〈tωk,nηk+1〉 =
∫
∂M
tωk ∧ nηk+1.
There are well dened extensions of the boundary trae operators t and n to
H(d,ΩkM) and H(δ,ΩkM). The following result is due to Paquet [52℄:
Proposition 1.1. The operators t and n an be extended to ontinuous surjetive
maps
t : H(d,ΩkM)→ H−1/2(d,Ωk∂M), n : H(δ,Ωk+1M)→ H−1/2(d,Ω2−k∂M),
where the spae H−1/2(d,Ωk∂M) is the spae of k-forms ωk on ∂M satisfying
ωk ∈ H−1/2(Ωk∂M), dωk ∈ H−1/2(Ωk+1∂M).
Formula (24) is instrumental for haraterizing the spaes of forms with vanishing
boundary data. Introduing
◦
H(d,ΩkM) = Ker (t) and
◦
H(δ,Ωk+1M) = Ker (n) and
applying Stokes' formula, one an prove in standard way the following lemma.
Lemma 1.2. The adjoint of the operator
d : L2(ΩkM) ⊃ H(d,ΩkM)→ L2(Ωk+1M)
is the operator δ : L2(Ωk+1M) ⊃
◦
H(δ,Ωk+1M) → L2(ΩkM) and vie versa. Simi-
larly, the adjoint of
δ : L2(Ωk+1M) ⊃ H(δ,Ωk+1M)→ L2(ΩkM)
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is the operator d : L2(ΩkM) ⊃
◦
H(d,ΩkM) → L2(Ωk+1M).
When there is no risk of onfusion we will write for brevity H(d) = H(d,ΩkM) and
similarly, mutatis mutandis for the other spaes.
For later referene, we point out that Stokes' formula for the omplete Maxwell
system an be written as
(25) (η,Mω)L2 + (Mη, ω)L2 = 〈tω,nη〉+ 〈tη,nω〉,
where ω ∈ H with
H = H(d)× [H(d) ∩H(δ)]× [H(d) ∩H(δ)]×H(δ),(26)
η ∈ H1(M), tω = (tω0, tω1, tω2), nω = (nω3,nω2,nω1), and
〈tω,nη〉 = 〈tω0,nη1〉+ 〈tω1,nη2〉+ 〈tω2,nη3〉.
With these notations, we give the following denition of the Maxwell operators with
eletri boundary ondition.
Denition 1.3. The Maxwell operator with eletri boundary ondition, Me, is an
operator in L
2(M), with
D(Me) =
◦
Ht :=
◦
H(d)× [
◦
H(d) ∩H(δ)]× [
◦
H(d) ∩H(δ)]×H(δ),
and Meω, ω ∈ D(Me) is given by the dierential expression (20).
In terms of physis, the eletri boundary ondition is assoiated with eletrially
perfetly onduting boundaries, i.e., n× E = 0, n · B = 0, where n is the exterior
normal vetor at the boundary. In terms of dierential forms, this means simply
that tE♭ = tω1 = 0 and t ∗0 B
♭ = tω2 = 0. Although not used in the sequel, the
Maxwell operator with magneti boundary ondition,Mm, is given by (20) with the
domain
D(Mm) =
◦
Hn := H(d)× [H(d) ∩
◦
H(δ)]× [H(d) ∩
◦
H(δ)]×
◦
H(δ).
Consider the intersetions of spaes in the denition of D(Me) and D(Mm). Let
◦
H
1
t
(ΩkM) = {ωk ∈ H1(ΩkM) | tωk = 0},
◦
H
1
n
(ΩkM) = {ωk ∈ H1(ΩkM) | nωk = 0}.
It is a diret onsequene of Ganey's inequality (see [57℄) that
◦
H(d,Ω
kM) ∩H(δ,ΩkM) =
◦
H
1
t
(ΩkM),
H(d,ΩkM) ∩
◦
H(δ,Ω
kM) =
◦
H
1
n
(ΩkM).
The following lemma is a straightforward appliation of Lemma 1.2 and the lassial
Hodge-Weyl deomposition [57℄.
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Lemma 1.4. The eletri Maxwell operator has the following properties:
(i) The operator Me is skew-adjoint.
(ii) The operator Me denes an ellipti dierential operator in M
int.
(iii) Ker (Me) =
{
(0, ω1, ω2, ω3) ∈
◦
Ht | dω
1 = 0, δω1 = 0, dω2 = 0, δω2 =
0, δω3 = 0
}
.
(iv) Ran (Me) = L
2(Ω0M)×
(
δH(δ,Ω2M) + d
◦
H(d,Ω0M)
)
×
×
(
δH(δ,Ω3M) + d
◦
H(d,Ω1M)
)
× d
◦
H(d,Ω2M).
By the skew-adjointness, it is possible to dene weak solutions to initial boundary-
value problems needed later.
1.3. Initialboundary value problem. In the sequel, we denote the forms ω(x, t)
by ω(t) or ω when there is no danger of misunderstanding.
By the weak solution to the initial boundary value problem
∂tω +Mω = ρ ∈ L
1
loc(R,L
2(M)),(27)
tω
∣∣
∂M×R
= 0, ω(0) = ω0 ∈ L
2,
we mean the form ω(t) ∈ C(R,L2(M)) dened as
ω(t) = U(t)ω0 +
∫ t
0
U(t− s)ρ(s)ds,(28)
where U(t) = exp(−tMe) is the unitary operator in L
2
generated byMe. Similarly,
we dene weak solutions with initial data at t = T , T ∈ R. Assuming ρ ∈ C(R,L2),
the solution has more regularity, ω ∈ C(R,L2) ∩ C1(R,H′), where H′ denotes the
dual of H.
We onsider also the normal boundary trae nω of weak solutions. Omitting the
details, we note that nω is dened as a limit of smooth solutions approximating the
weak one.
The following result gives a suient ondition for a weak solution of the omplete
system to be also a solution of Maxwell's equations.
Lemma 1.5. Assume that the initial data ω0 is of the form ω0 = (0, ω
1
0, ω
2
0, 0), where
δω10 = 0, dω
2
0 = 0, and ρ = 0. Then the weak solution ω(t) of the form (28) satises
also Maxwell's equations (14), (15), i.e., ω0 = 0 and ω3 = 0.
Proof: As seen from (23), ω0(t) satises the wave equation
∆0αω
0 + ω0tt = 0,
with the Dirihlet boundary ondition tω0 = 0. The initial data for ω0 is
ω0(0) = ω00 = 0, ω
0
t (0) = δω
1
∣∣
t=0
= δω10 = 0.
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Hene, ω0(t) = 0 for all t ∈ R.
Similarly, ω3(t) satises the wave equation with the initial data
ω3(0) = ω03 = 0, ω
3
t (0) = −dω
2
∣∣
t=0
= −dω20 = 0.
As for the boundary ondition, we observe that
tδω3 = tω2t − tdω
1 = ∂ttω
2 − dtω1 = 0,
i.e., the Neumann data for the funtion ∗ω3 vanish at ∂M . Thus, ω3(t) = 0. ✷
Assume that ω(t) is a smooth solution of the omplete system (27). The omplete
Cauhy data of ω(t) onsist of(
tω(x, t),nω(x, t)
)
, (x, t) ∈ ∂M × R.
The Cauhy data for the solutions ω(t) of Maxwell's equations have a partiular
struture. Indeed, by taking the tangential trae of the equation (18), we obtain
tω2t = −dtω
1
. Further, by integrating,
tω2(x, t) = tω2(x, 0)−
∫ t
0
d(tω1(x, t′)) dt′, x ∈ ∂M.(29)
Similarly, by taking the normal trae of equation (17), we nd that nω1t = dnω
2
, so
by integrating
nω1(x, t) = nω1(x, 0) +
∫ t
0
d(nω2(x, t′)) dt′, x ∈ ∂M.(30)
In this work, we onsider mainly the ase ω(0) = 0, when the lateral Cauhy data
for the original problem of eletrodynamis is simply
tω = (0, f,−
∫ t
0
df(t′)dt′),(31)
nω = (0, g,
∫ t
0
dg(t′)dt′),(32)
where f and g are funtions of t with values in Ω1∂M . The following theorem implies
that solutions of Maxwell's equations are solutions of the omplete Maxwell system
and gives suient onditions for the onverse result.
Theorem 1.6. If ω(t) ∈ C(R,H) ∩ C1(R,L2) satises the equation
(33) ωt +Mω = 0, t > 0,
with ω(0) = 0, and ω0(t) = 0, ω3(t) = 0, then tω, nω are of the form (31)(32).
Conversely, if tω, nω are of the form (31)(32) for 0 ≤ t ≤ T , and ω(t) satises
(33), with ω(0) = 0, then ω(t) is a solution of Maxwell's equations, i.e., ω0(t) = 0,
ω3(t) = 0.
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Proof: The rst part of the theorem follows from the above onsiderations if we
show that ω(t) is suiently regular. For ω2 ∈ C(R, H(δ,Ω2M)), by Proposition
1.1, nω2 ∈ C(R, H−1/2(Ω1∂M)) with dnω2 ∈ C(R, H−1/2(Ω2∂M)). As δω1t (t) =
δδω2(t) = 0, it holds also that
nω1t ∈ C(R, H
−1/2(Ω2∂M)),
implying (32). To prove (31), we use Maxwell duality: Consider the forms
η3−k = (−1)k ∗ α−1ωk.
Then η = (η0, η1, η2, η3) satises the omplete system dual to the Maxwell system,
ηt+M˜η = 0, where M˜ is the Maxwell operator with metri g and salar impedane
α−1. Then formula (32) for the solution η implies (31) for ω.
To prove the onverse, we observe that the equations,
∂tω
0(t)− δω1(t) = 0, ∂tω
1(t) + dω0(t)− δω2(t) = 0(34)
imply that
ω0tt(t) + δdω
0(t) = 0.
In addition, ω0(0) = 0, ω0t (0) = 0, and from (31), tω
0(t) = 0. Thus, ω0 = 0 for
0 ≤ t ≤ T . By the Maxwell duality desribed earlier, this implies also that ω3(t) = 0.
✷
The following denition, where R is a right inverse to the mapping t, xes the
solutions of the forward problem used in this work.
Denition 1.7. Let h = (h0, h1, h2) ∈ C∞([0, T ],Ω∂M). The solution ω(t) of the
initial boundary value problem
ωt +Mω = 0, t > 0,
ω(0) = ω0 ∈ L
2(M), tω = h,
is given by
ω(t) = Rh(t) + U(t)ω0 −
∫ t
0
U(t− s)(MRh(s) +Rhs(s))ds.
When ω0 = 0 and h is a smooth boundary soure of the form (31),
h = (0, f,−
∫ t
0
df(t′)dt′), f ∈ C∞0 (]0, T [,Ω
1∂M),
ω(t) is alled the solution of Maxwell's equations in M × [0, T ] with the boundary
ondition tω1 = f and the initial ondition ω(0) = 0.
To emphasize the dependene of ω(t) on f above, we write oasionally
ω(t) = ωf(t) = (0, (ωf)1, (ωf)2, 0).(35)
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We note that f ould be hosen from a wider lass, e.g. from H1/2(∂M × [0, T ]).
We use the notation
•
C∞([0, T ],Ω1∂M) for the spae of C∞ funtions [0, T ]→ Ω1∂M
vanishing near t = 0. Theorem 1.6 motivates the following denition.
Denition 1.8. The admittane map, ZT is dened as
ZT :
•
C
∞([0, T ],Ω1∂M) →
•
C
∞([0, T ],Ω1∂M), tω1|∂M×[0,T ] 7→ nω
2|∂M×[0,T ],
where ω(t) is the solution of Maxwell's equations in M × [0, T ] with ω(0) = 0.
Note that in the lassial terminology of eletri and magneti elds, ZT maps the
tangential eletri eld n×E|∂M×[0,T ] to the tangential magneti eld n×H|∂M×[0,T ].
The following result, whih relates the boundary data and the energy of the eletro-
magneti eld, is ruial for boundary ontrol. It is a version of the Blagovesthenskii
formula (see [4℄ for the salar ase).
Theorem 1.9. (1) For any T > 0 and f, h ∈
•
C∞([0, 2T ],Ω1∂M), the knowledge
of the admittane map Z2T allows us to evaluate the inner produts
((ωf)j(t), (ωh)j(s))L2 , j = 1, 2, 0 ≤ s, t ≤ T.
(2) For any T > 0 and f ∈
•
C∞([0, T ],Ω1(∂M)), ZT determines the energy of
the eld ωf at t = T , dened as
ET (ωf) =
1
2
‖(ωf)1(T )‖2L2 +
1
2
‖(ωf)2(T )‖2L2.
Proof: 1. Let ω(t) = ωf(t) and η(s) = ωh(s) with F j(s, t) = (ωj(s), ηj(t))L2 ,
j = 1, 2. By (19),
(∂2s − ∂
2
t )F
j(s, t) = (ωjss(s), η
j(t))L2 − (ω
j(s), ηjtt(t))L2(36)
= −((dδ + δd)ωj(s), ηj(t))L2 + (ω
j(s), (dδ + δd)ηj(t))L2 = b
j(s, t).
We apply Maxwell's equations (14), (15) and the ommutation relations,
tdωj = dtωj, nδωj = t ∗ ∗d
1
α
∗ ωj = dt
1
α
∗ ωj = dnωj, j = 1, 2,(37)
where d, in the right side is the exterior derivative on ∂M . A straightforward
appliations of Stokes' formula (24), yields
b1(s, t) = 〈nω2s(s), tη
1(t)〉 − 〈tω1(s),nη2t (t)〉,
b2(s, t) = 〈nω2(s), tη1t (t)〉 − 〈tω
1
s(s),nη
2(t)〉.
As Z2T determines b1(s, t) and b2(s, t) for t, s < 2T and
F j(0, t) = F j(s, 0) = 0, F js (0, t) = F
j
t (s, 0) = 0,(38)
the funtion F j(s, t) an be found from the wave equation (36) for s+ t < 2T .
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2. Again, by dierentiating and using Maxwell's equations and Stokes' formula, we
obtain
∂tE
t(ωf) = −〈tω1(t),nω2(t)〉 = −〈f(t),ZTf(t)〉.
As E0(ωf) = 0, the energy is readily obtained for t ≤ T . ✷
1.4. Unique ontinuation results. For further appliations to inverse problems,
in this setion we onsider the unique ontinuation of the Holmgren-John type for
Maxwell's equations. We start with an extension of dierential forms outside the
manifold M . Let Γ ⊂ ∂M be open and M˜ be an extension of M aross Γ, i.e.,
M ⊂ M˜ , Γ ⊂ M˜ int and ∂M \Γ ⊂ ∂M˜ . Let g˜, α˜ be smooth ontinuations of g and α
to M˜ . In this ase, we say that the manifold (M˜, g˜, α˜) is an extension of (M, g, α)
aross Γ.
Let ωk be a k-form on M and ω˜k its extension by zero to M˜ . It follows from Stokes'
formula (24) that for ωk ∈ H(d,ΩkM) with tωk
∣∣
Γ
= 0, we have ω˜k ∈ H(d,ΩkM˜).
Similarly, if ωk ∈ H(δ,ΩkM) and nωk
∣∣
Γ
= 0, then ω˜k ∈ H(δ,ΩkM˜). These yield the
following result.
Proposition 1.10. Let ω(t) ∈ C1(R,L2)∩C(R,H) with tω|Γ×[0,T ] = 0 and nω|Γ×[0,T ] =
0, be a solution of the omplete Maxwell system (19) in M × [0, T ]. Let ω˜ be its
extension by zero aross Γ ⊂ ∂M . Then ω˜(t) satises the omplete Maxwell system
(19) in M˜ × [0, T ].
We are partiularly interested in the solutions of Maxwell's equations. The following
result extends Proposition 1.10 to this ase.
Lemma 1.11. Let ω(t) ∈ C1(R,L2)∩C(R,H) be a solution of Maxwell's equations
(14), (15) in M × [0, T ], i.e., ω0(t) = 0, ω3(t) = 0. In addition, let tω1|Γ×[0,T ] = 0,
nω2|Γ×[0,T ] = 0, and ω(0) = 0. Then ω˜(t) ∈ C
1(R,L2(M˜)) ∩ C(R,H(M˜)) is a
solution of Maxwell's equations in M˜ × [0, T ].
Proof: The above onditions together with Theorem 1.6 imply that
tω = (0, tω1,−
∫ t
0
dtω1dt′) = 0, nω = (0,nω2,
∫ t
0
dnω2dt′) = 0
in Γ×[0, T ]. Therefore, by Proposition 1.10, ω˜(t) satises (19) in M˜×[0, T ]. Clearly,
also ω˜0(t) = 0, ω˜3(t) = 0 in M˜ × [0, T ], and ω˜(0) = 0.
✷
When we deal with a general solution to Maxwell's equations (14)(15), whih may
not satisfy zero initial onditions, and try to extend them by zero aross Γ, the
arguments of Lemma 1.11 fail. Indeed, if ω(0) 6= 0, then (30) show that nω2 = 0 is
not suient for nω1 = 0. However, by dierentiating with respet to t, the parasite
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term nω1(0) vanishes. This is the motivation why Theorem 1.12 below deals with
the time derivatives of weak solutions.
Let, again, Γ ⊂ ∂M be open and T > 0. Denote by K(Γ, T ) the double one of
inuene with the base on the slie t = T ,
K(Γ, T ) = {(x, t) ∈M × [0, 2T ] | τ(x,Γ) < T − |T − t|}
where τ(x, y) is the distane funtion on (M, g) (see Figure 1).
PSfrag replaements
Γ Γ
Figure 1. Left: The double one of inuene. Right: For T large
enough, the double one ontains a slie {T/2} ×M .
We prove the following unique ontinuation result for the time derivative of the
elds.
Theorem 1.12. Let ω(t) be a weak solution (28) of the initial boundary value prob-
lem (27). Assume that ω0 = (0, ω
1
0, ω
2
0, 0), δω
1
0 = 0, dω
2
0 = 0, and ρ = 0. If nω
2 = 0
on Γ×]0, 2T [, then ωt = 0 in K(Γ, T ).
Proof: When ω(t) ∈ C2(]0, 2T [,L2)∩C1(]0, 2T [,H), then η(t) = ωt(t) ∈ C
1(]0, 2T [,L2)∩
C0(]0, 2T [,H) also satises Maxwell's equations (14), (15). Let M˜ be the extension
of M aross Γ and η˜ be the extension of η by zero. In follows for (29) and (30) that
tη2 = −dtω1 = 0 and nη1 = dnω2 = 0 in Γ×]0, 2T [. Therefore, by Proposition 1.10,
η˜(t) ∈ C1(]0, 2T [,L2(M˜)) ∩ C0(]0, 2T [,H(M˜)),
is a solution of the omplete system and obviously, also a solution of Maxwell's
equations (14), (15) in M˜×]0, 2T [.
By the unique ontinuation for suiently smooth solutions (see [16℄ and Remark
1.13 below), we have that, for any σ > 0, η˜ = 0 in the double one
{(x, t), x ∈ M˜, t ∈ R| τ˜(x, M˜ \M) < T − σ − |T − t|}.
Thus, η = 0 in K(Γ, T ).
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When ω(t) ∈ C0(]0, 2T [,L2) is a weak solution, we use Friedrih's mollier in t,
ωσ = ψσ ∗ ω, ψσ(t) = (1/σ)ψ(t/σ) for σ > 0,
where ψ ∈ C∞0 ([−1, 1]),
∫
ψ(s)ds = 1. Then ωσ(t) satises onditions of the theorem
with Γ×]0, 2T [ replaed by Γ×]σ, 2T − σ[. As
Mjωσ = (−∂t)
jωσ ∈ C
∞(]σ, 2T − σ[,L2(M)), for any j > 0,
we have in partiular that ωσ(t) ∈ C
2(]σ, 2T − σ[,L2) ∩ C1(]σ, 2T − σ[,H). By the
above, ∂tωσ(t) = 0 in Kσ(Γ, T ), where
Kσ(Γ, T ) = {(x, t) | τ˜ (x, M˜ \M) < T − σ − |T − t|}.
As ∂tωσ(t)→ ∂tω(t) in the distribution sense, the result follows. ✷
Remark 1.13. The artile [16℄, based on results of Tataru [62, 63℄ deals with salar ǫ
and µ. However, due to the single veloity of the wave propagation, it is, in priniple,
possible to generalize it to the salar impedane ase. Another way to prove the
desired unique ontinuation for suiently smooth solutions of the equation (23) is
to use the simplied version of Tataru's onstrution, given in [25, se. 2.5℄. There,
the unique ontinuation result is based on loal Carleman estimates for the solutions
of the salar wave equation, utt − aij(x)∂i∂ju + A1(x,D)u = 0, where A1(x,D) is
the rst-order dierential operator. These estimates utilized a funtion φ(x, t) that
is pseudoonvex with respet to the metri aij , and absorbed the perturbation due
to A1(x,D) into the main terms of the Carleman estimates. By (22) and (23),
the operator M2 is in loal oordinates a prinipally diagonal operator with the
same seond order dierential operator, gij∂i∂j , ating on all omponents of ω(t).
As in [25℄, one an treat the rst-order terms as a perturbation and obtain the
desired Carleman estimate. In this manner, the onstrutions in [25℄ an be word-
by-word generalized to the onsidered ase of Maxwell's equations with salar wave
impedane.
Remark 1.14. It is lear from the above arguments that if ω(t) is a weak solution
of the initial boundary value problem (27) and ω(t) ∈ C∞(]0, 2T [,L2(M)), then
ω(t) ∈ C∞(]0, 2T [,D∞(Me)), ω(t) ∈ C
∞(M int×]0, 2T [),
where we used the notation D∞(Me) =
⋂
N>0D(M
N
e ).
1.5. Controllability results. In this setion we derive ontrollability results for
Maxwell's equations. We divide these results in loal results, i.e., ontrollability at
short times and global results, where the time of ontrol is long enough so that the
ontrolled eletromagneti waves ll the whole manifold. Both types of results are
based on the unique ontinuation of Theorem 1.12.
Let ωf(t), f ∈ C∞0 (R+,Ω
1∂M) be a solution of Maxwell's equations in the sense of
Denition 1.7 with the initial ondition ωf(0) = 0. Let ω˜ be the weak solution of
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(27) given by (28) with ρ = 0 and ω˜(T ) = ω0 = (0, ω
1
0, ω
2
0, 0). Similar onsiderations
to those in the proof of Theorem 1.9, show that
(39) (ωf(T ), ω0)L2 = −
∫ T
0
〈tωf(t),nω˜(t)〉dt,
whih we will refer to as the ontrol identity.
1.5.1. Loal ontrollability. In this setion, we study dierential 1−forms in M gen-
erated by boundary soures ative for short periods of time. Instead of a omplete
haraterization of these forms, we show that they form a suiently large sub-
spae in L2(Ω1M). The diulty that prevents a omplete haraterization of this
subspae lies in topology of the domains of inuene, whih an be very ompliated.
Let Γ ⊂ ∂M be open and T > 0. The domain of inuene, M(Γ, T ), is dened as
M(Γ, T ) = {x ∈M |τ(x,Γ) < T},(40)
M(Γ, T )×{T} = K(Γ, T ) ∩ {t = T}.
Let C∞0 (]0, T [,Ω
1Γ) ⊂ C∞0 (]0, T [,Ω
1∂M) onsists of forms supported in Γ × [0, T ]
and
X(Γ, T ) = clL2{(ω
f)1(T ) | f ∈ C∞0 (]0, T [,Ω
1Γ)}.(41)
Furthermore, let
H(δ,M(Γ, T )) = {ω2 ∈ H(δ,Ω2M) | supp (ω2) ∈M(Γ, T )}.
For S ⊂M , we dene H10 (Ω
kS) ⊂ H10 (Ω
kM) onsisting of kforms with support in
S.
Theorem 1.15. For any open Γ ⊂ ∂M and T > 0,
δH10 (Ω
2M(Γ, T )) ⊂ X(Γ, T ) ⊂ clL2 (δH(δ,M(Γ, T ))) .(42)
Proof: The right inlusion being an immediate orollary of (14), we onentrate on
the left one.
Let ω10 ∈ L
2(Ω1M) satisfy(
ω10, (ω
f)1(T )
)
L2
= 0, for all f ∈ C∞0 (]0, T [,Ω
1Γ).(43)
By the Hodge deomposition (see [57℄) in L2(Ω1M), we have
ω10 = ω̂
1
0 + δη
2
0 ,(44)
where dω̂10 = 0, tω̂
1
0 = 0 and η
2
0 ∈ H(δ,Ω
2M). Thus, (43) is equivalent to(
δη20, (ω
f)1(T )
)
L2
= 0.(45)
Let ω˜(t) be a weak solution to (27) with ρ = 0 and the initial data at t = T given
by ω˜(T ) = (0, δη20, 0, 0). By the ontrol identity (39), the orthogonality (43) and
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the partiular form of the boundary data for solutions of Maxwell's equations (31),
(32), we see that
0 =
∫ T
0
〈tωf(t),nω˜(t)〉 =
∫ T
0
〈t(ωf)1(t),nω˜2(t)〉 =
∫ T
0
〈f,nω˜2(t)〉,
i.e., nω˜2 = 0 on Γ×]0, T [. Sine
ω˜(T + t) = (0, ω˜1(T − t),−ω˜2(T − t), 0),
also nω˜2 = 0 on Γ×]T, 2T [. Sine δω˜2(t) = 0, we see by using Proposition 1.1 that
nω˜2 ∈ C0(R, H−1/2(Ω1∂M)). Hene
nω˜2 = 0 on Γ×]0, 2T [.
Therefore, by Theorem 1.12, ∂tω˜
2 = 0 in K(Γ, T ), In partiular, dδη20 = −∂tω˜
2(T ) =
0 in M(Γ, T ). In other words, if ω10 ∈ X(Γ, T )
⊥
, then the term η20 in the deompo-
sition (44) satises dδη20 = 0 in M(Γ, T ). For any ν
2 ∈ H10 (Ω
2M(Γ, T )), we have
therefore (
δν2, ω10
)
L2
=
(
ν2, dδη20
)
L2
= 0,
and thus δν2 ∈ (X(Γ, T )⊥)⊥. This is equivalent to the left inlusion in (42). ✷
Remark 1.16. Later in this work, we deal mainly with the time derivatives of the
eletromagneti elds. Sine ωft (t) = ω
∂tf(t), we see by using
X(Γ, T ) ⊂ clL2{(ω
f
t (T ))
1 | f ∈
•
C
∞([0, T ],Ω1∂M)}(46)
and (14), that the inlusions (42) remain valid when X(Γ, T ) is replaed with the
right hand side of (46).
1.5.2. Global ontrollability. This setion is devoted to the study of ontrollability
results when the ontrol times are large enough so that the waves ll the whole
manifold.
For Γ ⊂ ∂M and T > 0, we dene
Y (Γ, T ) = {ωft (T ) | f ∈ C
∞
0 (]0, T [,Ω
1Γ)},(47)
where Ω1Γ is the set of 1-forms in Ω1∂M supported on Γ and abbreviate Y (∂M, T ) =
Y (T ). Our objetive is to haraterize Y (Γ, T ) for T large enough. In the following
theorem, we use the notation
radΓ (M) = max
x∈M
τ(x,Γ), rad (M) = rad∂M (M).(48)
Theorem 1.17. For open non-empty Γ ⊂ ∂M and T ≥ T0 > 2 radΓ(M), we have
clL2(M)Y (Γ, T ) = Y , where
Y = {0} × δH(δ)× d
◦
H(d)× {0}.(49)
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Proof: Let ω(t) = ωf(t) be a solution, in the sense of Denition 1.7, of the initial
boundary-value problem with f ∈ C∞0 ([0, T0],Ω
1Γ). Sine f = 0 for T ≥ T0, we
have tω1(T ) = 0, and onsequently,
ωt(T ) = −Mω(T ) = (0, δω
2(T ),−dω1(T ), 0) ∈ {0} × δH(δ)× d
◦
H(d)× {0}.
To prove the onverse, we will show that Y (Γ, T ) is dense in {0}× δH(δ)×d
◦
H(d)×
{0}. To this end, let ω0 ∈ {0} × δH(δ)× d
◦
H(d)× {0} and ω0 ⊥ Y (Γ, T ), i.e.,
(50) (ω0, ωt(T ))L2 = (ω
1
0, ω
1
t (T ))L2 + (ω
2
0, ω
2
t (T ))L2 = 0,
for any f ∈ C∞0 ([0, T0],Ω
1Γ).
Let ω˜ be the weak solution of the problem
ω˜t +Mω˜ = 0, tω˜ = 0, ω˜(T ) = ω0.
Observe that ω0 satises δω
1
0 = 0 and dω
2
0 = 0, so that ω˜ satises Maxwell's equa-
tions. Consider the funtion F : R → R, F (t) = (ω˜(t), ωt(t))L2 . By Maxwell's
equations,
Ft(t) = (ω˜(t), ωtt(t))L2 + (ω˜t(t), ωt(t))L2
= −(ω˜1, δdω1)L2 − (ω˜
2, dδω2)L2 + (dω˜
1, dω1)L2 + (δω˜
2, δω2)L2 ,
and further, by Stokes' formula (24),
Ft(t) = −〈tω˜
1(t),ndω1(t)〉 − 〈nω˜2(t), tδω2(t)〉.
However, tω˜ = 0 and δω2 = ω1t . Thus,
Ft(t) = −〈nω˜
2(t), tω1t (t)〉 = −〈nω˜
2(t), ft(t)〉.
On the other hand, sine ω(0) = 0, the orthogonality ondition (50) implies that
F (0) = F (T ) = 0, i.e.,∫ T
0
〈nω˜2(t), ft(t)〉dt = −
∫ T
0
Ft(t)dt = 0.
Sine f ∈ C∞0 (]0, T [,Ω
1Γ) is arbitrary, this implies that nω˜2t = 0 in Γ×]0, T [. Thus,
by Theorem 1.12, ω˜tt = 0 in the double one K(Γ, T/2). Sine T0 > 2 radΓ(M), this
double one ontains a ylinder of the form C = M×]T/2 − s, T/2 + s[ with some
s > 0. (See Figure 1).
As ω˜tt satises Maxwell's equations with a homogeneous boundary ondition tω˜tt =
0, this implies that ω˜tt = 0 in M × R. Therefore, ω˜(t) = ω1 + tω2, where ω1 and ω2
do not depend on t. Again, by Maxwell's equations,
ω2 = ω˜t =Mω1 + tMω2.
Therefore, ω2 =Mω1 and Mω2 = 0. But then Stokes' formula implies that
(ω2, ω2)L2 = (ω2,Mω1)L2 = −(Mω2, ω1)L2 = 0,
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i.e., ω2 = 0 and Mω1 = 0. Furthermore, by the hoie of ω0,
ω1 = ω˜(T ) = ω0 = (0,−δν
2, dν1, 0) =Mν,
with ν ∈ {0} ×
◦
H(d)×H(δ)× {0}. By a further appliation of Stokes' formula,
(ω1, ω1)L2 = (ω1,Mν)L2 = −(Mω1, ν)L2 = 0,
i.e., ω1 = 0 and, therefore, ω0 = 0. ✷
1.6. Generalized soures. So far, we dealt only with smooth boundary soures
and the orresponding elds. Later, we need more general soures whih are de-
sribed in this setion.
Let W T be the wave operator,
W T : C∞0 (]0, T0[,Ω
1∂M) → Y, f 7→ ωft (T ),
where T ≥ T0 > 2 rad (M). Let ‖ · ‖F be a quasinorm on the spae of boundary
soures dened via W T ,
(51) ‖f‖F = ‖W
Tf‖L2.
By energy onservation, this norm is independent of T ≥ T0 and by Theorem 1.9, if
the admittane map ZT is given, we an evaluate ‖f‖F for f ∈ C
∞
0 (]0, T0[,Ω
1∂M).
Using the standard proedure in PDE-ontrol, e.g. [55, 40℄, there is a Hilbert spae
of generalized boundary soures with the norm dened by (51). Indeed, we rst
introdue the spae F([0, T0]),
F([0, T0]) = C
∞
0 (]0, T0[,Ω
1∂M)/ ∼,
where f ∼ g i W Tf = W Tg, and then omplete it with respet to the norm (51)
to obtain F([0, T0]). By Theorem 1.17, W
T
is an isometry between F([0, T0]) and
Y for any T ≥ T0 > 2 rad (M). The elements of F([0, T0]) are equivalene lasses of
Cauhy sequenes (fj)
∞
j=1 and we denote them by f̂ = (fj)
∞
j=1. (This is slight abuse
of notations, as (fj)
∞
j=1 is a representative of the equivalene lass f̂ .) To put it in an-
other way, for any ω0 ∈ Y , there is a sequene (fj)
∞
j=0 with fj ∈ C
∞
0 (]0, T0[,Ω
1∂M),
dening a generalized soure f̂ ∈ F([0, T0]), and for the orresponding wave
ωf̂t (t) := lim
j→∞
ω
fj
t (t), for t ≥ T0,(52)
we have ωf̂t (T ) = ω0. Sine in this work T0 is onsidered as a xed parameter, we
denote F([0, T0]) for brevity as F .
We say that ĥ ∈ F is a generalized time derivative of f̂ ∈ F , if for T = T0,
lim
σ→0+
∥∥∥∥∥ f̂(·+σ)− f̂(· )σ − ĥ
∥∥∥∥∥
F
= 0,(53)
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and write ĥ = Df̂ , or simply ĥ = ∂tf̂ . We also need spaes with s generalized
derivatives, F s = D(Ds), with s ∈ Z+, and F
∞ =
⋂
s∈Z+
F s. As in Remark 1.14, if
f̂ ∈ F s,
ωf̂t ∈
s⋂
j=0
(
Cs−j([T0,∞[,D(M
j
e)) ∩ Ran (Me)
)
,(54)
so that ωf̂t (T ) ∈ H
s
loc(M
int) for T ≥ T0.
We need also the dual of the spaeD(Mse). SineH
s
0 ⊂ D(M
s
e), we have (D(M
s
e))
′ ⊂
H
−s
. Similarly, H
−s
0 ⊂ (D(M
s
e))
′
. These fats will be used later to onstrut
fousing sequenes.
1.7. Continuation of the boundary data. Theorems 1.9 and 1.17 make possible
to ontinue the boundary data, originally given for t ≤ T to larger times t > T ,
when T is large enough, by using essentially the same ideas as in the salar ase,
[25, 34℄ (see also [10℄ for another ontinuation method).
Lemma 1.18. Admittane map ZT , given for T > 2 rad(M), uniquely determines
Z t for any t > 0.
Proof: Let 2ε = T−2 rad(M). For f ∈ C∞0 ([0, T ], Ω
1∂M), Theorem 1.17 guarantees
that there is a sequene fn ∈ C
∞
0 ([ε, T ], Ω
1∂M) with
lim
n→∞
ωfnt (T ) = ω
f
t (T ) in L
2(Ω1M)× L2(Ω2M),(55)
or, equivalently, in terms of the energy of the eld,
lim
n→∞
ET (ωgn) = 0, gn = ∂t(f − fn).(56)
By using Theorem 1.9 one an verify for an arbitrary sequene (fn)
∞
n=1 whether the
onvergene ondition (56) is valid or not. Moreover, the ondition (56) is valid
for some sequene (fn)
∞
n=1. Thus, when map Z
T
is given, one an nd a sequene
(fn)
∞
n=1 that satises ondition (56).
From the denition (28) of a weak solution, (55) implies that
lim
n→∞
n∂t(ω
fn)2|∂M×]T,∞[ = n∂t(ω
f)2|∂M×]T,∞[.(57)
Let hn(x, t) = fn(x, t + ε) ∈ C
∞
0 ([0, T − ε]). Sine the funtion Z
Thn determines
n∂t(ω
fn)2|∂M×]T,T+ε[, we see that Z
T
determines n(ωf)2|∂M×]T,T+ε[. Iterating this
proedure, we onstrut Z t for any t > 0. ✷
In sequel, we need ZT with various values T > 2rad(M). Taking into aount
Lemma 1.18, we denote simply by Z the admittane map known for all t.
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Remark 1.19. The ontrollability results, Theorem 1.15 together with the Bla-
hovesthenskii formula, Theorem 1.9 make it possible to verify from the knowledge
of ZT whether the ondition T > 2 rad(M) holds or not. Indeed, T ≤ 2 rad(M) if
and only if for any ε > 0,
M(∂M, (T − ǫ)/2) 6= M(∂M, T/2).
This is equivalent to that there are fn ∈ C
∞
0 (∂M×]0, T/2[), n = 1, 2, . . . suh that
(ωfn)1(T/2) form a Cauhy sequene in L2(M), have norm one and onverge to a
funtion that is orthogonal to all (ωh)1((T − ǫ)/2), h ∈ C∞0 (∂M×]0, (T − ǫ)/2[).
When ZT is given, this an be veried for all fn and h.
2. Inverse problem
This hapter is devoted to the inverse problem of eletrodynamis. Building on
properties of Maxwell's equations obtained in Chapter 1, we prove the following
uniqueness result.
Theorem 2.1. The boundary ∂M and the admittane map ZT , T > 2 rad(M),
uniquely determine the manifoldM , the travel metri g, and the salar wave impedane
α.
The proof of this theorem onsists of several steps. The rst is to reonstrut the
Riemannian manifold (M, g). Having (M, g), we then identify boundary soures
whih generate eletromagneti waves fousing in a xed point in M at time T >
2 rad(M). These soures are instrumental in reonstruting the impedane α. What
is more, in setion 2.4 we prove a generalization of main Theorem 2.1 for the ase
where the admittane map is given only a part of the boundary.
At the end, we return to R
3
to haraterize group of transformations of the param-
eters ǫ and µ leaving the boundary data intat.
2.1. Reonstrution of the manifold. In this setion we determine the manifold
M and the travel time metri g from the admittane map Z. The idea is to use a
sliing proedure to ontrol the supports of the waves from the boundary in order
to determine the set of boundary distane funtions.
We start by xing ertain notations. Let T0 < T1 < T2 satisfy
T0 > 2 rad(M), T1 ≥ T0 + diam(M), T2 ≥ 2 T1.
Let Γj ⊂ ∂M be arbitrary open disjoint sets and 0 < τ
−
j < τ
+
j < diam(M) be
arbitrary times, 1 ≤ j ≤ J . We dene a set S = S({Γj, τ
−
j , τ
+
j }
J
j=1) ⊂ M as an
intersetion of slies,
(58) S =
J⋂
j=1
(
M(Γj , τ
+
j ) \M(Γj , τ
−
j )
)
.
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(See Figure 2.) Our rst goal is to nd, in terms of Z, whether the set S ontains
an open ball or not. To this end, we use the following denition.
Denition 2.2. The set Q = Q({Γj , τ
−
j , τ
+
j }
J
j=1) ⊂ F
∞
onsists of generalized
soures f̂ suh that the waves, ωt = ω
f̂
t , satisfy
(i) ω1t (T1) ∈ X(Γj, τ
+
j ), for all j, 1 ≤ j ≤ J ,
(ii) ω2t (T1) = 0,
(iii) ωtt(T1) = 0 in M(Γj , τ
−
j ), for all j, 1 ≤ j ≤ J .
Observe that Maxwell's equations for ωt = ω
f̂
t , f̂ ∈ Q imply that ωtt = (0, δω
2
t ,−dω
1
t , 0),
so in partiular at t = T1, we have ωtt(T1) = (0, 0, dη
1, 0), where η1 = −ω1t (T1) has
the support property supp(dη1) ⊂ S.
PSfrag replaements
S
Γ1
Γ2
τ−1 τ+1
Figure 2. The set S in the ase when J = 2.
The entral tool for reonstrution of the manifold is the following theorem.
Theorem 2.3. Let S and Q be dened as above. Then:
(1) If S ontains an open ball, then dim(Q) =∞,
(2) If S does not ontain an open ball, then Q = {0}.
The proof of Theorem 2.3 is given later.
Theorem 2.4. For any f̂ ∈ F∞ it is possible, given Z, to determine whether f̂ ∈ Q
or not.
Proof: Let f̂ = (fk)
∞
k=0 be a generalized soure. By Remark 1.16, Condition (i)
of the denition of Q is equivalent to the existene of a sequene ĥ = (hℓ)
∞
ℓ=0,
hℓ ∈
•
C∞([0, τ
+
j ],Ω
1Γj), suh that
lim
k,ℓ→∞
‖(ωfkt )
1(T1)− (ω
hℓ
t )
1(τ+j )‖ = 0.(59)
By the linearity of the initial boundary value problem, we have
‖(ωfkt )
1(T1)− (ω
hℓ
t )
1(τ+j )‖ = ‖(ω
gk,ℓ)1(T1)‖,
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where the soure gk,ℓ is
gk,ℓ(t) = ∂t
(
fk(t)− hℓ(t + τ
+
j − T1)
)
∈ C∞0 (]0, T1[,Ω
1∂M).
Using Lemma 1.9, we an evaluate the norm ‖(ωgk,ℓ)1(T1)‖ for various (hℓ) and thus
verify the ondition (59).
In a similar fashion, Condition (ii) is valid for f̂ , if
lim
k→∞
‖(ωfkt )
2(T1))‖ = 0,
whih an also be veried via Z by Lemma 1.9.
Finally, onsider Condition (iii) for f̂ satisfying Conditions (i) and (ii). Observe
that
(∂t +M)ωtt = 0 in M × R+,
where ωtt = ω
f̂
tt, and tωtt = 0 in ∂M × [T0,∞[. If Condition (iii) holds, then, by the
nite propagation speed,
ωtt = 0 in Kj = {(x, t) ∈M × R+ | τ(x,Γj) + |t− T1| < τ
−
j },
i.e., ωtt vanishes in the double one of inuene of Γj×]T1 − τ
−
j , T1 + τ
−
j [, for all
j = 1, . . . , J . Therefore, in eah Kj, ωt does not depend on time, and, by Condition
(ii), ω2t = 0 in Kj . Hene,
(60) nω2t = Zf = 0 on Γj×]T1 − τ
−
j , T1 + τ
−
j [.
Conversely, if ondition (60) holds together with Conditions (i) and (ii), then ωt
satises
(∂t +M)ωt = 0 in M × R+
with the boundary onditions
tω1t = 0, nω
2
t = 0 in Γj×]T1 − τ
−
j , T1 + τ
−
j [,
beause T1 − τ
−
j > T0, so that f̂ = 0 in Γj×]T1 − τ
−
j , T1 + τ
−
j [. Thus, by Theorem
1.12, ωtt = 0 in Kj and, in partiular, Condition (iii) is valid. As (60) is given in
terms of Z, this ompletes the proof. ✷
Proof of Theorem 2.3: Assume that there is an open ball B ⊂ S and let ϕ ∈ Ω2M
with supp(ϕ) ⊂⊂ B. By Theorem 1.17, there is f̂ ∈ F suh that
ωf̂t (T1) = (0, δϕ, 0, 0),(61)
Clearly, ϕ ∈ D∞(Me), so that f̂ ∈ F
∞
.
Let us show that f̂ ∈ Q. Conditions (i)(ii) are immediate from (61) and Theorem
1.15. Finally, sine
ωf̂tt(T1) = −Mω
f̂(T1) = (0, 0, dδϕ, 0), supp(dδϕ) ⊂⊂ B,
Condition (iii) is also valid. This proves the rst part of the theorem.
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To prove the seond part, assume that S does not ontain an open ball and, however,
there is f̂ ∈ Q, f̂ 6= 0. Let ω(t) = ωf̂(t). Then, by Conditions (i)(ii),
supp(ωt(T1)) ⊂
J⋂
j=1
M(Γj , τ
+
j ) = S
+,(62)
implying, due to ωtt(T1) = −Mωt(T1), that supp(ωtt(T1)) ⊂ S
+
. On the other hand,
by Condition (iii),
ωtt(T1) = 0 in
⋃J
j=1M(Γj , τ
−
j ) = S
−
.
Thus, supp(ωtt(T1)) ⊂ S
+ \ S−, whih is nowhere dense in M . Sine ωtt(T1) is
smooth, ωtt(T1) = 0, and, therefore,
dω1t (T1) = −ω
2
tt(T1) = 0.(63)
However, by Theorem 1.17,
ω1t (T1) = δη
2, with η2 ∈ H(δ,Ω2M).
Combining this equation with (63) and using tω1t (T1) = 0, we obtain, by Stokes'
formula (24), that
(ω1t (T1), ω
1
t (T1))L2 = (δη
2, ω1t (T1))L2 = (η
2, dω1t (T1))L2 = 0,
i.e., ω1t (T1) = 0. Also, by Condition (ii), ω
2
t (T1) = 0. These imply that f̂ = 0.
✷
We are now ready to onstrut the set of boundary distane funtions, rx, whih are
dened, for any x ∈M , as ontinuous funtions on ∂M ,
rx : ∂M → R+, rx(z) = τ(x, z), z ∈ ∂M.
They dene the boundary distane map R : M → C(∂M), R(x) = rx, whih is
ontinuous and injetive, [32, 25℄. The set of all boundary distane funtions, i.e.,
the image of R,
R(M) = {rx ∈ C(∂M) | x ∈M},
an be endowed, in a natural way, with a dierentiable struture and a metri tensor
g˜, so that (R(M), g˜) beomes isometri to (M, g), see e.g. [32, 25℄. Hene, in order
to reonstrutM (or more preisely, the isometry type ofM), it sues to determine
the set R(M). The following result is therefore ruial.
Theorem 2.5. For any h ∈ C(∂M), it is possible, given Z, to determine whether
h ∈ R(M) or not.
Proof: The proof is based on a disrete approximation proess. First, we observe
that h ∈ R(M) if and only if, for any nite subset {z1, . . . , zJ} of ∂M , there is an
x ∈M with
h(zj) = τ(x, zj), 1 ≤ j ≤ J.
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Denote τj = h(zj). By the ontinuity of the distane funtion, τ : M × ∂M → R+,
the above ondition is equivalent to the following one: For any ε > 0, there are open
sets Γj ⊂ ∂M , zj ∈ Γj with diam(Γj) < ε, suh that
(64) int
( J⋂
j=1
M(Γj , τj + ε) \M(Γj , τj − ε)
)
6= ∅.
On the other hand, by Theorem 2.3, ondition (64) is equivalent to
dim
(
Q({Γj, τj + ε, τj − ε}
J
j=1)
)
=∞,
a ondition that an be veried in terms of Z by means of Theorem 2.4. ✷
As a onsequene, we obtain the main result of this setion.
Corollary 2.6. The knowledge of the admittane map Z is suient for the reon-
strution of the manifold M and the travel time metri g.
Having found (M, g), we proeed to the reonstrution of the impedane α.
2.2. Fousing sequenes. In this setion, we onstrut sequenes of soures, (f̂p)
∞
p=1
with the property that (ω
f̂p
t )
2(T1) = 0 and supp
(
(ω
f̂p
t )
1(T1)
)
onverging, when
p→∞, to a single point in M int, i.e., the time derivative of the eletri eld fouses
to a single point.
Let y ∈M int and δy denote the Dira delta at y in the sense that∫
M
1
α
δy(x) ∧ ∗φ(x) = φ(y), for any φ ∈ C
∞
0 (M).
Sine the Riemannian manifold (M, g) is already found, we an hoose Γjp ⊂ ∂M ,
0 < τ−jp < τ
+
jp < diam(M), j = 1, . . . , J(p), so that
Sp+1 ⊂ Sp,
∞⋂
p=1
Sp = {y}, Sp = S
(
{Γjp, τ
−
jp, τ
+
jp}
J(p)
j=1
)
.(65)
Then, Qp = Q
(
{Γjp, τ
−
jp, τ
+
jp}
J(p)
j=1 }
)
are spaes of boundary soures, whih orrespond,
by Denition 2.2, to the sets Sp.
Denition 2.7. For y ∈ M int, let Sp, p = 1, 2, . . . , be given by (65). A sequene
(f̂p)
∞
p=1 with f̂p ∈ Qp, is alled a fousing sequene of boundary soures of order s,
s ∈ Z+, if there is a distribution form Ay on M , Ay 6= 0, suh that
lim
p→∞
(ω
f̂p
t (T1), η)L2 = (Ay, η)L2, when η ∈ D(M
s
e).(66)
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With a slight abuse of notations, we use the same notation for the inner produt in
L
2
and for the distribution duality. We denote a fousing sequenes, onverging to
y, by f˜y = (f̂p)
∞
p=1.
The following theorem haraterizes a lass of limit distributions that an be pro-
dued by fousing sequenes. This lass is large enough for our further goal to solving
inverse problem. What is more, the sequenes from this lass an be onstruted
via the admittane map.
Theorem 2.8. (1) Let y ∈ M int and (f̂p)
∞
p=1 be a sequene of boundary soures,
f̂p ∈ Qp. Given the admittane map, Z, it is possible to determine, for any s ∈ Z+,
whether (f̂p) is a fousing sequene of order s or not.
(2) Let f˜y be a fousing sequene. Then supp(Ay) = {y}.
(3) For s = 3, the limit distribution Ay has the form
Ay = (0, δ(λ(y)δy), 0, 0),(67)
where λ(y) ∈ Λ2T ∗yM .
(4) For any y ∈ M int and λ(y) ∈ Λ2T ∗yM , there is a fousing sequene f˜y, of order
s = 3, with (Ay)
1 = δ(λ(y)δy).
Proof: 1. Take η ∈ D(Mse) and deompose it as η = η1 + η2, where
η1 ∈ D(M
s
e) ∩ Y, η2 ∈ D(M
s
e) ∩ Y
⊥.
As U(t) in (28) is unitary in D(Mse), by Theorem 1.17 there is a boundary soure
ĥ ∈ F s suh that η1 = ω
ĥ
t (T1). Observe that (ω
f̂p
t (T1), η2)L2 = 0, so that (f̂p) is a
fousing sequene if and only if there is a limit,
(68) (Ay, η)L2 = lim
p→∞
(ω
f̂p
t (T1), ω
ĥ
t (T1))L2 , when ĥ ∈ F
s.
By Theorem 1.9, the existene of this limit an be veried in terms of Z.
Conversely, assume that the limit (68) does exist for all ĥ ∈ F s. Then, by the
Priniple of Uniform Boundedness, the funtionals
η 7→ (ω
f̂p
t (T1), η)L2, p ∈ Z+,
are uniformly bounded in the dual of (D(Mse))
′
. By the Banah-Alaoglu theorem,
there is a weak
∗
-onvergent subsequene,
ω
f̂p
t (T1)→ Ay ∈
(
D(Mse)
)′
,
where Ay is the sought distribution for whih (66) is valid.
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2. Let f˜y = (f̂p)
∞
p=1 be a fousing sequene. Sine f̂p ∈ Qp, Condition (ii) of
Denition 2.2 implies that Ay = (0, A
1
y, 0, 0) and Conditions (i)(iii), together with
(65), yield
supp(dA1y) ⊂ lim inf
p→∞
supp
(
d(ω
f̂p
t )
1(T1)
)
⊂
∞⋂
p=1
Sp = {y}.(69)
As ω
f̂p
t (T1) ∈ Y , δA
1
y = limp→∞ δ(ω
f̂p
t )
1(T1) = 0. Thus,
supp(∆αA
1
y) ⊂ {y}.(70)
On the other hand, by Condition (i) of Denition 2.2,
(ω
f̂p
t )
1(T1) = 0 in M \ S
+
p , S
+
p =
J(p)⋂
j=1
M(Γjp, τ
+
jp).
By the denition (66) of a fousing sequene, A1y = 0 in M \ S
+
p . As rad(M) <
diam(M), we an always hoose Γjp, τ
+
jp, so that M \ S
+
p is non-empty. By the
unique ontinuation priniple for ellipti systems (see e.g. [20℄), it then follows from
the support property (70) that supp(A1y) ⊂ {y}. Sine Ay is non-zero by assumption,
supp(A1y) = {y}.
3. Let s = 3. By part 2. of the theorem, in loal oordinates the omponents
of Ay are nite sums of derivatives of delta-distributions. Sine Ay ∈ (D(M
s
e))
′ ⊂
H
−3(M), it follows that
A1y =
3∑
i,j=1
cji∂jδy dx
i +
3∑
i=1
c˜iδy dx
i.(71)
Substituting (71) into the identity δA1y = 0, we obtain (67).
4. Let ψp ∈ C
∞
0 (Sp), p = 1, 2, . . ., be 2forms that onverge to λδy in H
1−s(Ω2M).
By the global ontrol Theorem 1.17, there are boundary soures f̂p suh that ω
f̂p
t (T1) =
(0, δψp, 0, 0). Then f˜y = (f̂p)
∞
p=1 is a desired fousing sequene. ✷
As y runs over M int, we get a parametrized family of fousing sequenes {f˜y}y∈M int
whih denes the map y 7→ λ(y). However, the admittane map does not provide
a diret aess to the values λ(y). Although this mapping is unknown, we have the
following result.
Lemma 2.9. Given the admittane map Z, it is possible to determine whether the
map y 7→ λ(y) is a 2form valued C∞funtion in M int.
Proof: Let {Ay}y∈M int be a family of distributions of the form (67) orresponding
to a family {f˜y}y∈M int of fousing sequenes. Assume that y 7→ λ(y) is smooth, i.e.,
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λ ∈ Ω2M int. Then, for any generalized soure ĥ = (hj) ∈ F
∞
, we have
(Ay, ω
hj(T1))L2 = (δλδy, (ω
hj)1(T1))L2 = (λδy, d(ω
hj)1(T1))L2
= −(λδy, (ω
hj
t )
2(T1))L2 .
By taking the limit j →∞ of both sides and using the notation 〈λ, η〉y = ∗(λ∧ ∗η)
for inner produt of λ, η ∈ ΛkT ∗yM , we arrive at the identity
(72) (Ay, ω
ĥ(T1))L2 = −〈λ(y), (ω
ĥ
t )
2(y, T1)〉y.
As (Ay, ω
ĥ(T1))L2 = limj→∞ limp→∞(ω
f̂p,y
t (T1), ω
hj(T1))L2, we an evaluate (72) in
terms of Z by Theorem 1.9.
Conversely, if (Ay, ω
ĥ(T1))L2 ∈ C
∞(M int) for any ĥ ∈ F∞, then λ(y) ∈ Ω2(M int).
Indeed, by Theorem 1.17, for any ϕ ∈ Ω1M , supp(ϕ) ⊂⊂ M int, there is a generalized
boundary soure ĥ ∈ F∞ with ωĥt (T1) = (0, 0,−dϕ, 0), and, by (72),
(Ay, ω
ĥ(T1))L2 = 〈λ(y), dϕ(y)〉y ∈ C
∞(M int).(73)
As ϕ is arbitrary, ondition (73) is equivalent to that λ(y) is C∞smooth in M int.
✷
Returning to (72), we onlude that a fousing sequene {f˜y} gives rise to a fun-
tional of (ω
hj
t )
2(T1)). It depends only on the value of (ω
hj
t )
2(T1)) at the point y
and will be alled point evaluation funtional in the sequel. By the above result
this funtional is determined upto an unknown fator λ(y). Hene, by using three
proper fousing sequenes, we an evaluate the 2form (ωĥt )
2
at any point in M int,
up to a linear transformation. The possibility to ontrol the preise form of this
transformation is disussed in the next setion.
Lemma 2.10. Let t > T1 and ĥ ∈ F . Given the admittane map Z, it is possible
to nd the 2forms
K(y)(ωĥt (y, t))
2, y ∈M int.(74)
Here K(y) : Λ2T ∗yM → Λ
2T ∗yM is a smooth setion of End(Λ
2T ∗M int) having max-
imal rank.
Proof: Let U be a relatively open oordinate path in M with 2forms ξk ∈ Ω
2U ,
k = 1, 2, 3, linearly independent at any y ∈ U . If {f˜k(y)}y∈U , k = 1, 2, 3 are three
families of fousing sequenes with the orresponding limiting 2forms λk(y), we
dene the endomorphism KU(y) by
KU(y)ω
2(y) =
3∑
k=1
〈λk(y), ω
2(y)〉y ξk(y), y ∈ U.(75)
As we an evaluate inner produts (72) by using Theorem 1.9, it is possible, for any
given three families of fousing sequenes {f˜k(y)}y∈U , k = 1, 2, 3 and ĥ, to onstrut
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K(y)(ωĥt (y, t))
2
for y ∈ U , t > T . Further onsiderations are based on the result
that we formulate separately for future referene.
Proposition 2.11. Let U ⊂ M int be open and ξk ∈ Ω
2U , k = 1, 2, 3, linearly
independent at eah y ∈ U . There are fousing sequenes {f˜k(y)}y∈U suh that the
orresponding endomorphism (75) is KU(y) = Iy, y ∈ U , the identity in Λ
2T ∗yM .
Proof: Let λk(y), k = 1, 2, 3 form the dual basis of ξk(y), k = 1, 2, 3,
〈λk(y), ξℓ(y)〉y = δkℓ.
It is a onsequene of Theorem 2.8 that there are fousing sequenes f˜k(y) giving
rise to the 2forms λk(y), whih shows the laim. ✷
End of the proof of Lemma 2.10: By the above proposition, there are, for given lin-
early independent ξk(y), fousing sequenes f˜k(y) so that KU(y) is of maximal rank.
Moreover, sine KUω
2(y) an be evaluated for any ω2 = (ωĥt )
2(T1), the maximality
of the rank of KU(y) an be veried via Z.
Let Uj, j = 1, . . . , J , be a nite overing of M by oordinate pathes and Kj the
orresponding loal endomorphism of the form (75) in Uj∩M
int
. As we an ompute
(75) for all ĥ ∈ F∞, t > T and x ∈ U , it possible to verify that Kj(y) = Kℓ(y) for
y ∈ Uj ∩ Uℓ for all j and ℓ. As by Proposition 2.11 there are families of fousing
sequenes for whih this is true, we an onstrut the desired endomorphism. ✷
2.3. Reonstrution of the wave impedane. So far, we have found the waves
(ωĥt )
2(t), t > T1, up to a linear transformation K whih, at this stage, is unknown.
Sine the hoie of the fousing sequenes is non-unique, we will hoose them in suh
a manner that the endomorphism K beomes as simple as possible, i.e., K = c0I, an
identity up to a onstant multiplier. The rst step in this diretion is to onsider the
polarization of the eletri Green's funtion, dened as the solution of the following
initial boundary value problem,
(∂t +M)Ge(x, y, t) = 0 in M × R+,
tGe(x, y, t) = 0 in (x, t) ∈ ∂M × R+,(76)
Ge(x, y, t)|t=0 = (0, δ(λδy), 0, 0).
Sometimes, we denote Ge(x, y, t) = Ge(x, y, t;λ) to indiate the soure λ ∈ Λ
2T ∗yM .
Assume that h˜ = h˜y is a fousing sequene that produes a wave fousing at y, the
orresponding 2form being λ. Sine the boundary soures are o when t > T1, we
must have
(77) Ge(x, y, t) = ω
h˜
t (x, t+ T1).
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On the other hand, by Lemma 2.10, we an alulate the 2formsK(x)(ωh˜t )
2(x, t+T1)
for x ∈M int and t > 0. Hene, we know the eletri Green's funtion up to a linear
transformation.
Let us denote by Φ = Φλ(x, y, t) the standard Green's 2form, satisfying
(∂2t +∆
2
α)Φ(x, y, t) = 0 in M × R+,
Φ(x, y, t)|∂M×R+ = 0,(78)
Φ(x, y, 0) = 0, Φt(x, y, 0) = λ(y)δy(x),(79)
where λ(y) ∈ Λ2T ∗yM and the boundary ondition in (79) means that all three
omponents of Φ vanish on ∂M × R+.
Let G˜e = G˜e(x, y, t) be dened as
G˜e = (∂t −M)(0, δΦ, 0, 0) = (0, ∂tδΦ,−dδΦ, 0).(80)
As (∂2t +∆α) = (∂t +M)(∂t −M), G˜e satises the omplete Maxwell system and,
by (79), the initial ondition in (76). By the unit propagation speed, G˜e = 0 near
∂M×]0, τ(y, ∂M )[, satisfying the boundary ondition in (76). Thus, G˜e(x, y, t) =
Ge(x, y, t) for t < τ(y, ∂M).
To further the study ofGe, we formulate the following result proved in the Appendix.
Lemma 2.12. For every y ∈ M int there is an open neighborhood U ⊂ M int of y,
a positive ty and a mapping Qy(x) that is smooth with respet to x ∈ U , where
Qy(x) : Λ
2T ∗yM → Λ
2T ∗xM is bijetive, suh that
Φ(x, y, t) = Qy(x)λδ(t
2 − τ 2(x, y)) + r(x, y, t), (x, t) ∈ U×]0, ty[.(81)
Moreover, with some smooth Qpy(x) : Λ
2T ∗yM → Λ
2T ∗xM , p = 1, 2 and C
1,1
smooth
2form r̂(x, y, t), the remainder an be written as
(82) r(x, y, t) =
∑
p=1,2
Qpy(x)λ(t
2 − τ 2(x, y))p−1+ + r̂(x, y, t).
By (80), it follows from (81) that, for suiently small t,
Ge = (0, G
1
e, G
2
e, 0) + r1,(83)
where
G1e = −2t ∗ (dτ
2 ∧ ∗Qyλ)δ
(2)(t2 − τ 2), G2e = dτ
2 ∧ ∗(dτ 2 ∧ ∗Qyλ)δ
(2)(t2 − τ 2),
and r1 is linear ombination of a bounded funtion, the delta distribution on ∂By(t)
and its rst derivative, By(t) being the ball of radius t entered in y. Using Lemma
2.10 and (77) together with (83), we obtain the following result.
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Lemma 2.13. Given the admittane map Z, it is possible to nd the distribution
2form
K(x)G2e(x, y, t) = K(x)(ω
h˜
t )
2(x, t+ T1),
where K ∈ End(Ω2M int) and t > 0. Moreover, the leading singularity of this form
when 0 < t < ty determine the 2form
K(x)
(
dτ 2(x, y) ∧ ∗(dτ 2(x, y) ∧ ∗Qy(x)λ)
)
, x ∈ ∂By(t).(84)
The linear transformation K(x) of Lemma 2.10 depends on f˜k(x), ξk(x), k = 1, 2, 3.
Our next goal is to formulate onditions, in terms of Z, on f˜k, ξk to makeK isotropi,
i.e.,
K(x) = c(x)I, c ∈ C∞(M int), c(x) 6= 0.(85)
To this end, observe that for λ ∈ Λ2T ∗yM,
tBy(t)
(
dτ 2 ∧ ∗(dτ 2 ∧ ∗Qyλ)
)
= 0,(86)
where tBy(t)ω
k
is the tangential omponent of ωk on ∂By(t). Physially, ondition
(86) orresponds to the orthogonality of the polarization of the magneti ux density
and the diretion of wave propagation. (See Figure 3.) If K is isotropi, we have
tBy(t)
(
K
(
dτ 2 ∧ ∗(dτ 2 ∧ ∗Qyλ)
))
= 0.(87)
PSfrag replaements
~v
~w
Figure 3. Vetor ~v is the right polarization of the eletromagneti
wave in the plane M × {t}. The reonstruted polarization ~w has
wrong diretion, if the transformation matrix K(x) is not isotropi.
Conversely, we show that ondition (87) for all y ∈M int and t < ty guarantees thatK
is isotropi. What is more, the ondition (87) is veriable from the knowledge of Z.
Indeed, for λ(y) ∈ Λ2T ∗yM and t = τ(x, y), (87) means that K
(
dτ 2∧∗(dτ 2∧∗Qyλ)
)
is normal to Tx∂By(t) ⊂ TxM , i.e, for vetors X , Y ∈ Tx∂By(t), we have
K(x)
(
dτ 2(x, y) ∧ ∗(dτ 2(x, y) ∧ ∗Qy(x)λ(y))
)
(X, Y ) = 0.
Observe that when λ(y) runs through Λ2T ∗yM , then ∗(Qy(x)λ(y)) runs through
T ∗xM . Now we may vary y and t with xed x suh that τ(x, y) = t, making Tx∂By(t)
run through the Grassmannian manifold G3,2(TxM). Transformation K(x) is kept
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invariant in this variation. Hene, we dedue that K(x) keeps any 2dimensional
subspae of Λ2T ∗xM invariant, so it must be isotropi as laimed.
Assume that the the fousing sequenes used for the point evaluation funtionals
are hosen so that K(x) = c(x)I. For any generalized soure f̂ ∈ F , we may thus
evaluate
(ω˜f̂t )
2(x, T1) = c(x)(ω
f̂
t )
2(x, T1),
with yet unknown c(x). Sine ωf̂ satises Maxwell's equations, we have
d(ω˜f̂t )
2 = dc ∧ (ωf̂t )
2 + cd(ωf̂t )
2 = dc ∧ (ωf̂t )
2.
The global ontrol Theorem 1.17 thus asserts that c(x) = c0 is equivalent to
d(ω˜f̂t )
2(x, T1) = 0, for all f̂ ∈ F ,(88)
a ondition that is veriable from the knowledge of Z. Hene, the fousing sequenes
used for point evaluation an be hosen suh that c(x) = c0 6= 0.
To proeed with reonstrution of α, onsider the inner produt,
(89)
∫
M
(ω˜f̂t )
2(x, T1) ∧ ∗(ω˜
ĥ
t )
2(x, T1) = c
2
0
∫
M
(ωf̂t )
2(x, T1) ∧ ∗(ω
ĥ
t )
2(x, T1),
whih an be found via Z. On the other hand, by Theorem 1.9, Z determines the
energy inner produt,
1
2
∫
M
1
α(x)
(ωf̂t )
2(x, T1) ∧ ∗(ω
ĥ
t )
2(x, T1).
By hoosing the boundary soure ĥ = ĥj suh that h˜ = (ĥj)
∞
j=1 is a fousing sequene
and by omparing the above inner produts at the limit j →∞, we reover the value
c20α(x) at any point x ∈M .
Finally, we notie e.g. by onsidering the energy integrals that the admittane map
has the saling property Z(M,g,c2
0
α) = c
−2
0 Z(M,g,α), with evident notations. Therefore,
given Z and (g, c20α) already reonstruted, it is also possible to determine c0 and
hene α. This ompletes the proof of Theorem 2.1. ✷
2.4. Data given on the part of the boundary. In this setion, we generalize
the proof of Theorem 2.1 for the ase when the data is given on a non-empty open
subset Γ ⊂ ∂M . In this ase, instead of the omplete admittane map ZT we are
given the loal admittane map ZTΓ , dened by
ZTΓ f = Z
Tf |Γ×]0,T [, f ∈
•
C
∞([0, T ],Ω1Γ),
where Ω1Γ is the spae of 1-forms f ∈ Ω1∂M supported on Γ. Denote Z = ZT with
T = ∞ and reall that radΓ(M) is the geodesi radius of M with respet to Γ, see
(48).
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Theorem 2.14. Given Γ, the loal admittane map ZTΓ , T > 2 radΓ(M), uniquely
determines the manifold M , the metri g, and the salar wave impedane α.
Proof. Here we use notations of setion 1.6. By Theorem 1.17 we have that the set
FΓ = C
∞
0 (]0, T0[,Ω
1Γ)/∼ with T > T0 > 2 radΓ(M) is a dense subset of F . Thus we
an identify FΓ with F . This makes it possible to use, when the data is given on a
part of the boundary, all the results about generalized soures obtained in setion
1.6 for the whole boundary. In partiular, we an dene sets F sΓ ⊂ FΓ that an be
identied with F s.
Exatly as in setion 1.4 we an show that the loal admittane map ZTΓ , T >
2 radΓ(M), determine the map Z
t
Γ for all t > 0, i.e., the map ZΓ.
Our rst aim is to reonstrut (M, g) near Γ. For this, let θ
Γ
: Γ→ R be
θ
Γ
(z) = sup{s > 0 : τ(γz,ν(s),Γ) = s}
and
MΓ = {γz,ν(s) ∈M : z ∈ Γ, 0 ≤ s < θΓ(z)},
where γz,ν(s) is the geodesi starting from z ∈ ∂M in the normal diretion.
Lemma 2.15. Given Γ, the loal admittane map ZΓ determines the funtion θΓ :
Γ→ R, the Riemannian manifold (MΓ, g), and the wave impedane α on MΓ.
Proof: Let z ∈ Γ. Using notations of setion 2.1 we see that s ≤ θ
Γ
(z) if and only if
S = M(Γz, s) \M(Γ, s − ε) has non-empty interior for all open Γz ⊂ Γ ontaining
z and ε > 0. In turn, S = (M(Γz , s) \M(Γz, 0)) ∩ (M(Γ, s) \M(Γ, s− ε)) is of the
form (58). Thus, using Theorem 2.4 with ZΓ instead of Z, we an nd out whether
S has non-empty interior or not. Thus we an nd θ
Γ
(z).
At this stage, we an proeed in a similar manner to the proof of Theorem 2.5 to
nd funtions RΓ(MΓ) = {rx|Γ : x ∈ MΓ}. To do this, we just use the proedure
presented in the proof of Theorem 2.5 but onsider only funtions h ∈ C(Γ) that have
a unique global minimum, say z0 ∈ Γ, with h(z0) < θΓ(z0). After onstrution of
this set, we see as in [25, Set. 4.4℄ that the set RΓ(MΓ) determines the Riemannian
manifold (MΓ, g).
Reonstrution of α in MΓ follows the same route as with data given on the whole
boundary by restriting our attention to fousing sequenes orresponding to points
y ∈MΓ and using identiation of F
s
Γ with F
s
. ✷
In the next step we will show that we an nd the admittane map on the boundary
of an arbitrary ball B ⊂ MΓ. We will denote by Z∂B the loal admittane map
dened by using the manifoldM \B instead of M and ∂B instead of Γ. For similar
arguments in the salar ase, see [26℄.
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Proposition 2.16. Given (MΓ, g, α) and the map ZΓ for (M, g, α), we an nd the
loal admittane map Z∂B for (M \B, g, α).
Proof. First we observe that (MΓ, g, α) and ZΓ determine the values of the eletri
Green's funtion G2e(x, y, t;λ) for any x, y ∈MΓ, t > 0, and λ ∈ Λ
2T ∗yM . This result
is proven in setion 2.3 in the ase when the admittane map is given on the whole
boundary and the proof an be diretly extended to the onsidered ase.
Consider now the initial boundary value problem
∂tη +Mη = κ, in M × R+, tη
∣∣
∂M×R+
= 0, η(0) = 0,(90)
where κ = (0, δβ, 0, 0) with β ∈
•
C∞(R+,Ω
2B) and denote its solution by η = ηβ =
(0, η1, η2, 0). Writing η2 in terms of the eletri Green's funtion we obtain
η2(x, t) =
∫
R+
∫
B
G2e(x, y, t− t
′;
β(y, t′)
α(y)
) dVg(y)dt
′,(91)
where dVg is the Riemannian volume measure on (M, g). Using equation (90) we
also nd
η1(x, t) =
∫ t
0
(δη2(x, t′) + δβ(x, t′))dt′.(92)
We ontinue the proof with the following lemma;
Lemma 2.17. Let ω = (0, ω1, ω2, 0) ∈
•
C∞(R+,ΩM) be a solution of Maxwell's
equations (17) and (18) in (M \ B) × R+ whih satises the eletri boundary
ondition tω = 0 on ∂M × R+ and initial ondition ω(0) = 0. Then there is
β ∈
•
C∞(R+,Ω
2B) suh that the solution ηβ of initial boundary value problem (90)
oinides with ωtt in (M \B)× R+.
Proof. Let ω˜ = (0, ω˜1, ω˜2, 0) ∈
•
C∞(R+,ΩM) be an arbitrary smooth ontinuation
of ω into B × R+. Let
ρ = (0, ρ1, ρ2, 0), ρ1 = −δdω˜1, ρ2 = −dδω˜2.
Then ρ = ωtt in (M \B)× R+, and ρ satises Maxwell's equations
ρ1t − δρ
2 = δda1, a1 = −ω˜1t + δω˜
2,
ρ2t + dρ
1 = dδa2, a2 = −ω˜2t − dω˜
1,
in M ×R+. Then η = (0, ρ
1− δa2, ρ2, 0) satises the initial boundary value problem
(90) with β = da1−a2t supported in B×R+. In partiular, ωtt = ηβ in (M \B)×R+.
✷
To omplete the proof of Proposition 2.16 we start with an arbitrary β ∈
•
C∞(R+,Ω
2B)
and nd, using formulae (91), (92), the wave ηβ(x, t) for x ∈MΓ. Let ω(x, t) be now
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dened as
ω0(x, t) = 0, ω1(x, t) =
∫ t
0
∫ t′
0
η1β(x, t
′′) dt′′dt′,(93)
ω2(x, t) =
∫ t
0
∫ t′
0
η2β(x, t
′′) dt′′dt′, ω3(x, t) = 0.
Then ω(t) is a solution of the initial-boundary value problem,
ωt +Mω = 0 in (M \B)× R+, ω(0) = 0,
tω|∂M×R+ = 0, tω|∂B×R+ = (0, fβ,−
∫ t
0
dfβ),
where
fβ =
∫ t
0
∫ t′
0
tη1β(x, t
′′) dt′′dt′ ∈
•
C
∞(R+,Ω
1∂B).(94)
Using again formulae (91), (92), we see that (MΓ, g, α), ZΓ determine the map
f 1β −→ nω
2|∂B×R+ =
∫ t
0
∫ t′
0
nη2β(x, t
′′) dt′′dt′ ∈
•
C
∞(R+,Ω
1∂B)(95)
for any f 1β of form (94). As aording to Lemma 2.17. the map β → f
1
β is a surjetive
map from
•
C∞(R+,Ω
2B) onto
•
C∞(R+,Ω
1∂B), the map (95) determines ZΓ. This
proves Proposition 2.16. ✷
Having found Z∂B we onstrut the Riemannian manifold M∂B ⊂ M \ B, metri
g on M∂B and impedane α on M∂B. Here M∂B is dened in a similar way as MΓ
hanging M to M \ B and Γ to ∂B. Combining this with the previous results, we
nd the part MΓ ∪M∂B of M as well as the metri g and the wave impedane α
on it. Iterating this proedure, we reonstrut, in nite number of steps, the whole
manifold (M, g, α). For detail, see [25, Set 4.4.9℄. This proves Theorem 2.14. ✷
2.5. Inverse problem for Maxwell equations in R
3
. In this setion, the unique-
ness results for Maxwell's equations on a manifold are used to haraterize the non-
uniqueness of inverse problems for Maxwell's equations (1)(2) in a bounded domain
of M ⊂ R3 with the Eulidean metri (g0)ij = δij .
Let Mj ⊂ R
3
, j = 1, 2, be two bounded smooth losed domains with a ommon part
Γ of their boundaries, Γ ⊂ ∂M1 ∩ ∂M2. Let ǫj and µj, j = 1, 2 be permittivity and
permeability matries in Mj , respetively, with µj = α
2
jǫj , with αj > 0 being the
orresponding salar impedanes. Assume that the loal admittane maps ZΓ,j for
(Mj , ǫj , µj) oinide. By Theorem 2.14, both (M1, ǫ1, µ1) and (M2, ǫ2, µ2) orrespond
to the same abstrat manifold (M˜, g˜, α˜) whih is uniquely determined by ZΓ,j with
the part Γ orresponding to a part Γ˜ ⊂ ∂M˜ . This implies that there are embeddings
Fj : M˜ → Mj ⊂ R
3
of the manifold M˜ in the Eulidean spae suh that the
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metri tensors and the wave impedanes satisfy g˜ = (Fj)
∗gj and α˜ = (Fj)
∗αj and
F1|Γ˜ = F2|Γ˜. Reall that gj are determined by expression (10) with εj and µj in
plae of ε, µ. Embeddings Fj indue a dieomorphism
(96) Φ = F2 ◦ F
−1
1 : M1 → M2, Φ
∣∣
Γ
= id.
Consider two vetor elds X1 and Y1 in M1, and denote X2 = DΦX1, Y2 = DΦY1.
The eletri energy inner produt for the orresponding 1forms ω1, η1 ∈ Ω1M is
invariant, i.e., we have∫
M1
g0(X1, ǫ1Y1)dV0 =
∫
M˜
1
α˜
ω1 ∧ ∗η1 =
∫
M2
g0(X2, ǫ2Y2)dV0.
On the other hand, as X2 = DΦX1 and Y2 = DΦY1,∫
M2
g0(X2, ǫ2Y2)dV0 =
∫
M1
g0(X1,Φ
∗ǫ2Y1)dV0,
where
(97) Φ∗ǫ2 =
1
detDΦ
(DΦ)T (ǫ2 ◦ Φ)DΦ.
Sine X1 and Y1 are arbitrary, we must have ǫ1 = Φ
∗ǫ2. Similar reasoning shows
that µ1 = Φ
∗µ2.
Thus we have proven the following result.
Theorem 2.18. Let M1,M2 ⊂ R
3
be bounded smooth domains and Γ ⊂ ∂M1∩∂M2
be open and non-empty. Let ZΓ,1 and ZΓ,2 be the loal admittane maps orrespond-
ing to (M1, ǫ1, µ1) and (M2, ǫ2, µ2), respetively. Then ZΓ,1 = ZΓ,2 if and only if
there is a dieomorphism Φ : M1 →M2, Φ
∣∣
Γ
= id and ǫ1 = Φ
∗ǫ2, µ1 = Φ
∗µ2.
Remark 2.19. It follows from (97) that ǫ and µ do not transform like tensors
of type (1,1). This is due to the speial role played by the underlying Eulidean
metri gij0 = δ
ij
, whih is not hanged by dieomorphisms Φ. These transformations
were observed also in the study of the Calderón inverse ondutivity problem. It is
shown in [59℄ that, for Ω ⊂ R2, boundary measurements determine the anisotropi
ondutivity up to same group of transformations as desribed in Theorem 2.18.
For n ≥ 3, a similar result is onjetured, based on the analysis of the linearized
inverse problem, see [60℄. The Calderón problem is losely related to the inverse
problem for Maxwell's equations, as the low-frequeny limit of Z is related to the
Dirihlet-to-Neumann map for the ondutivity equation [42℄.
When ǫ and µ are isotropi, we obtain the following uniqueness result.
Theorem 2.20. Let M ⊂ R3 be a bounded smooth domain, Γ ⊂ ∂M be open and
non-empty, ǫ and µ be smooth positive funtions on M and ZΓ be a loal admittane
map for (M, ε, µ). Then Γ and ZΓ determine (M, ǫ, µ) uniquely.
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Note that the knowledge of M is not a priori assumed in the above theorem.
Proof. Assume that for (M1, ǫ1, µ1) and (M2, ǫ2, µ2) suh that Γ ⊂ ∂M1 ∩ ∂M2 we
have ZΓ,1 = ZΓ,2. Then there is a dieomorphism Φ : M1 → M2 satisfying Φ
∣∣
Γ
= id
and ǫ1 = Φ
∗ǫ2, µ1 = Φ
∗µ2. Sine ǫ1 and ǫ2 are isotropi, it follows from the Liouville
theorem that Φ is onformal. Sine Φ
∣∣
Γ
= id, it follows that Φ is identity. ✷
2.6. Outlook. There are several diretion to whih the present work an be ex-
tended.
1. A natural inverse problem is the inverse boundary spetral problem for the
eletri Maxwell operator Me. The problem is to determine the metri g and wave
impedane α, or, in the other words, ε and µ from the non-zero eigenvalues λj ofMe
and the normal omponents of the orresponding eigenforms on ∂M . This problem
was studied in, e.g. [41℄, for the salar Maxwell's equations. For the onsidered
anisotropi ase, this requires signiant modiations of the method developed in
this paper and will be published elsewhere.
2. With the uniqueness of the inverse problem in hand, the next issue is to study
stability of the inverse problem and develop stable reonstrution algorithms. A
general approah to these questions, in the salar ase, is introdued in [27℄, in terms
of ertain geometrial a priori bounds on (M, g), with sharp results on onditional
stability in [1℄. Adding a priori analytial bounds on α, we intend to analyse these
questions for anisotropi Maxwell's equations.
Appendix: The WKB approximation. Denote by Φ(x, y, t) = Φλ(x, y, t) the
Green's 2form, i.e., the solution of
(∂2t +∆
2
α)Φλ(x) = 0 in M × R+,(98)
Φλ(x)|t=0 = 0, ∂tΦλ(x)|t=0 = λδy(x), Φλ(x)|∂M×R+ = 0,
where λ ∈ Λ2T ∗yM . Let By(ρ), ρ < τ(y, ∂M) be a domain of normal oordinates
entered at y, so that
gij(0) = δij, ∂kg
ij(0) = 0.(99)
Rewriting equations (98), omponentwise, in these oordinates and using the unit
propagation speed, we an, instead of (98), onsider the fundamental solution,
Φ(x, y, t), t < ρ, {
(∂2t − g
ij∂i∂j)I +B
i∂i + C
}
Φ = 0, in M×]0, ρ[,(100)
Φ|t=0 = 0, ∂tΦ|t=0 = Iδ(x),
where I is the 3× 3 identity matrix and Bi(x), C(x) are smooth 3× 3 matries.
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Following [15, 3℄, whih deal with the salar ase, we searh for the solution to (100)
in the WKB form:
Φ(x, t) ≈ G0(x) δ(t
2 − τ 2) +
∑
ℓ≥1
Gℓ(x) (t
2 − τ 2)ℓ−1+ /(ℓ− 1)!,(101)
where τ(x, y) = |x|. Substitution of (101) into equation (100) gives rise to the
reurrent system of transport equations. The prinipal one is the equation for G0,
4τ
dG0
dτ
(τ x̂) +
{
(gij(τ x̂) ∂i∂jτ
2 − 6) I +Bi(τ x̂) ∂iτ
2
}
G0(τ x̂) = 0,
where x̂ = x/τ . To satisfy initial onditions in (100), we require that G0(0) =
(2π)−1I. By (99), gij∂i∂jτ
2
∣∣
x=0
− 6 = 0. Also, ∂iτ
2
∣∣
x=0
= 0. Therefore,
1
4τ
{
(gij(τ x̂) ∂i∂jτ
2 − 6) I +Bi(τ x̂) ∂iτ
2
}
is a smooth funtion of (τ, x̂), so that G0(x) is a smooth 3 × 3 matrix-funtion of
(τ, x̂), for τ > 0. Moreover, it an be shown that G0(x) is also smooth at x = 0.
For Gℓ, ℓ ≥ 1, we obtain transport equations
4τ
dGℓ
dτ
+
{
(4ℓ− 6 + gij(x)∂i∂jτ
2(x)) I +Bi(x)∂iτ
2
}
Gℓ
=
[
gij∂i∂jI −B
i∂i − C
]
Gℓ−1,
with Gℓ(0) = 0. If we write Gℓ = G0Fℓ, we obtain for Fℓ the equations
4τ
dFℓ
dτ
+ 4ℓ Fℓ = G
−1
0
[
gij∂i∂jI − B
i∂i − C
]
Gℓ−1, Fℓ(0) = 0.(102)
Solving the above equation, we nd
Fℓ(x) =
1
4
τ−ℓ
∫ τ
0
G−10 (sx̂)
{[
gij∂i∂jI − B
i∂i − C
]
Gℓ−1
}
(sx̂) sℓ−1ds,(103)
whih are smooth funtions of x. As (100) is a hyperboli system, the right side of
(101) is the asymptotis, with respet to smoothness, of Φ(x, y, t), when t < ρ.
Clearly, the asymptoti expansion (101) implies deomposition (81), (82).
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