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The four-parameter kappa distribution (Hosking 1994) was analyzed with respect to the various 
possible shapes of the probability density function.  The general form for the cumulative distribution 
function when both h and k are non-zero is: 
 F(x) = { 1 – h [ 1 – k ( x - ξ ) / α ] 1/k } 1/h. 
The parameters h and k work together to define the function’s shape, ξ affects location, and α is the scale 
parameter.  A method of selecting parameters to minimize the Kolmogorov-Smirnov test statistic, D, was 
developed.  The technique was first described for the logistic distribution, which is the special case of the 
kappa distribution with k = 0 and h = -1.  Then the more general case, k = 0 and h ≠ 0, was further explored 
as a possibility for expanding the optimization technique. The optimization method was shown to provide 
the parameters h, ξ, and α such that the Kolmogorov-Smirnov test statistic, D, was minimized.  This 
optimization was applied to several example data sets and found to produce distributions that fit the 
empirical data much better than the normal or lognormal distribution functions.  The results have potential 
applications in describing the distributions of many types of real data, including, but not limited to, 
weather, hydrologic and other environmental data.  Matching empirical data to an invertible probability 
distribution makes it convenient to simulate random data that follow closely the characteristics of the 
natural data.  Preliminary inquiry suggested that the technique might be expanded to allow non-zero values 




Many engineering and administrative decisions are based on an estimate of the value of some 
important environmental quantity, such as ambient temperature, annual precipitation, stream height or 
chemical concentration.  The quality of the decisions is improved when they reflect some consideration of 
the variability of the values considered.  Perhaps because there is a substantial body of work related to the 
normal probability distribution, it is often the only distribution considered.  If data can pass a rather liberal 
test of whether they are normally distributed, then analyses of variability are based on a distribution that 
has no limits, is symmetrical about the mean, and has a particular kurtosis.  Real-world data often have no 
theoretical reason to fit these assumptions.  A cursory inquiry usually determines that the data are quite 
skewed and often have a theoretically-based minimum or maximum.  For example, daily precipitation 
totals can never be less than zero, and they are positively skewed.  Daily high temperature values are likely 
to be negatively skewed, but have no specific minimum or maximum possible value. 
The central limit theorem states that the averages of large groups of numbers will be 
approximately normally distributed.  In practice, however, the averages appear to be based on too small a 
number of observations.  Furthermore, the average of a group of strictly non-zero value, such as 
precipitation totals, must also be strictly non-zero.  This contradicts the nature of the normal distribution, 
which has all real numbers within its domain. 
The four-parameter kappa distribution described by Hosking (1994) has the flexibility to take on 
many shapes.  Depending on the values of the shape parameters h and k, the distribution can be 
symmetrical, skewed left or skewed right.  Symmetrical cases include the logistic distribution when k = 0 
and h = -1 and the uniform distribution when k = 1 and h = 1.  The distribution’s domain may also be the 
set of all real numbers, all numbers above some minimum, all numbers below some maximum, or only 
numbers between fixed lower and upper limits.  The general form for the cumulative distribution function 
when both h and k are non-zero is: 
 F(x) = { 1 – h [ 1 – k ( x - ξ ) / α ] 1/k } 1/h. 
Hosking suggested estimating parameters for the kappa distribution by calculating the L-moments 
of the actual distribution and iteratively solving a set of equations to determine an appropriate set of 
parameters for a kappa distribution with similar theoretical L-moments.  However, he gave no provision for 
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determining the quality of the resulting fit.  Furthermore, his solution methods require restrictions to the 
parameter space and thus eliminate some interesting distributional shapes, particularly unbounded 
negatively-skewed distributions. 
This paper proposes another approach to parameter estimation.  Distribution parameters can be 
selected to optimize the goodness of fit as measured by a Kolmogorov-Smirnov test.  The Kolmogorov-
Smirnov one-sample test compares the empirical frequency distribution of observed data and the theoretical 
distribution under consideration.  Recall that probability distributions are graphed on a system where the 
horizontal axis is the range of possible values.  The vertical axis represents probability and therefore ranges 
from zero to one.  Then the graph of a distribution illustrates the probability that an observation is less than 
or equal to a particular value. 
The Kolmogorov-Smirnov test statistic, D, is found by calculating the absolute difference between 
actual and theoretical distribution at each of the inflections in the stepwise empirical distribution.  The 
largest of these difference is assigned to the test statistic, D.  Although the necessary calculations might be 
performed with a program written in Fortran or some other high-level language, they can also be performed 
with a standard computer spreadsheet program.  
This study has the following objectives: 
 1) Describe the many possible shapes of the kappa distribution that arise from various choices of h 
and k.  
 2) Develop a technique to optimize the logistic distribution’s scale and location parameters with 
respect to the Kolmogorov-Smirnov test for goodness of fit. 
3) Select an appropriate generalization of the logistic distribution (within the possibilities provided 
by the four-parameter kappa distribution) that allows optimization with respect to the Kolmogorov-
Smirnov test but eliminates the restriction that the distribution be symmetrical. 
 4) Describe and demonstrate the optimization process for the selected distribution, and 
 5) Apply the optimization technique to fit sample data sets representative of various types of 
environmental data, and compare the results to the quality of fit possible with more traditional methods. 
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REVIEW OF LITERATURE 
 
 Many functions have been proposed to simulate the probability distribution of weather variables 
that investigators wish to model.  Some examples are listed below for illustration. 
 Woolhiser, et al., (1988) used a mixed exponential distribution (Smith and Schreiber, 1974) to 
simulate the amount of precipitation on a day with rain.  Woolhiser and Roldan (1982) found that the mixed 
exponential distribution was preferable to exponential and gamma distributions when simulating 
precipitation. 
Nicks and Harp (1980) assumed without testing that the residuals of daily temperature in an 
autoregressive model were normally distributed.  Richardson (1981) recognized when developing his 
temperature model that temperatures were negatively skewed, but he determined the skew to be sufficiently 
small that he could use the normal distribution.  Similarly Pickering, et al., (1988) noted that the skewness 
of their data was significantly different than 0, but they determined that the normal distribution was 
adequate for their purposes.  However, Hansen and Driscoll (1977) used a skewed normal distribution for 
distributions of the residuals from their model. 
Roldan-Canas, et al., (1981) used a two-parameter gamma distribution for daily wind speeds.  
Skidmore and Tatarko (1990) used a Weibull distribution for mean daily wind speed.  Richardson (1982) 
also used a gamma distribution for modeling wind speed, but the parameters were estimated from summary 
data rather than raw data.  Thus a comparison to another distribution would be difficult. 
 Unfortunately, the distributions mentioned above do not have sufficient shape flexibility to allow 
for the wide range of distributional shapes encountered in real-world data.  The kappa distribution, on the 
other hand, has tremendous shape flexibility.  The distribution has four parameters as described by Hosking 
(1994).  The complete definition of the cumulative distribution function is in four parts: 
F(x) = {1 – h [ 1 – k ( x – ξ ) / α ] 1/k } 1/h     if k ≠ 0 & h ≠0, (1) 
F(x) = exp{ – [ 1 – k ( x – ξ ) / α ] 1/k }     if k ≠ 0 & h =  0, (2) 
F(x) = {1 – h exp[ – ( x – ξ ) / α ]} 1/h     if k = 0 & h ≠0, (3) 
F(x) = exp{ – exp[ – ( x – ξ ) / α ]}      if k = 0 & h = 0. (4)  
Note that as h or k in (1) approach zero, the equation as presented becomes undefined because 
division by zero is forbidden.  Consequently the equation shifts to the appropriate limiting form.  In 
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general, the limit, as m approaches 0, of  f(x) = [1 – m x ] 1/m , is f(x) = exp(-x).  Thus the remaining three 
equations follow from the first. 
Hosking also described the domain of the distribution, depending on values of h and k.  The limits 
exist because the arguments of exponentiation must be strictly positive if the exponent is not an integer. 
ξ + α ( 1 – h –k) / k ≤ x  ≤ ξ + α/k        if h > 0 & k > 0 (5) 
ξ + α ln(h) ≤ x  ≤ ∞       if h > 0 & k = 0 (6) 
ξ + α ( 1 – h –k) / k ≤ x  ≤ ∞      if h > 0 & k < 0    (7) 
– ∞ < x ≤ ξ + α/k        if h ≤ 0 & k > 0    (8) 
– ∞ < x < ∞        if h ≤ 0 & k = 0    (9) 
ξ + α/k ≤ x < ∞        if h ≤ 0 & k < 0    (10) 
The probability density function is defined in four parts, as was the distribution function.  Recall 
that the density function is simply the derivative of the cumulative distribution function.  Therefore: 
f(x) = α-1[ 1 – k ( x – ξ ) / α ] (1/k – 1) {1 – h [ 1 – k ( x – ξ ) / α ] 1/k } (1/h – 1) if k ≠ 0 & h ≠0, (11) 
f(x) = α-1[ 1 – k ( x – ξ ) / α ] (1/k – 1) exp{ – [ 1 – k ( x – ξ ) / α ] 1/k }  if k ≠ 0 & h =  0, (12) 
f(x) = α-1exp[ – ( x – ξ ) / α ]{1 – h exp[ – ( x – ξ ) / α ]} (1/h – 1)   if k = 0 & h ≠0, (13) 
f(x) = α-1exp[ – ( x – ξ ) / α ] exp{ – exp[ – ( x – ξ ) / α ]}   if k = 0 & h = 0. (14) 
 The quantile function returns the value of x corresponding to a particular probability, F(x).  It is 
found by simply inverting the distribution function: 
x(F) = ξ + (α/k){1 – [ ( 1 – Fh ) / h ] k }     if k ≠ 0 & h ≠0, (15) 
x(F) = ξ + (α/k){1 – [– ln(F) ] k }      if k ≠ 0 & h =  0, (16) 
x(F) = ξ – α ln[( 1 – Fh ) / h ]       if k = 0 & h ≠0, (17) 
x(F) = ξ – α ln[– ln(F) ]       if k = 0 & h = 0. (18) 
 Expressions 1-10, 11 and 15 come from Hosking; the rest were calculated for this study.  The 
parameter ξ is a location parameter, and α is a scale parameter.  The remaining parameters, h and k, are 
shape parameters. 
After determining the domain of the distribution (expressions 5-10), the next step in describing the 
shape of the distribution is to discuss what happens between the limits (which may be either finite or 
infinite).  Between x(0) and x(1), the area underneath the density function must be exactly 1.0.  This can 
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happen if the density is low at the left and high at the right, or vice versa.  It can also happen if the density 
is zero at both ends and high in the middle, or high at both ends and low in the middle.  Hosking noted that 
the density function has three possible shapes.  A minimum exists if h > 1 and k > 1.  A maximum exists if 
h < 1 and k < 1 and 1/h < k.  Otherwise there is neither a maximum nor a minimum. 
The values of h and k at which the shape changes dramatically are 0 and 1 in both cases.  This is 
understandable, given the algebraic qualities of the distribution.  A discussion of the shape possibilities 
follows in a later section.  Hosking suggested there were four possible shapes of the distribution.  However, 
that seems oversimplified; 12 cases will be described later in this paper, and there is substantial variety 
within each. 
 Many common distributions are subsets of the kappa distribution, as noted by Hosking; 
Gumbel          h = 0 and k = 0 
Logistic          h = -1 and k = 0 
Uniform          h = 1 and k = 1 
Exponential         h = 1 and k = 0 
Reverse exponential        h = 0 and k = 1 
Generalized Pareto        h = 1, any k 
Generalized extreme value        h = 0, any k 
Generalized logistic        h = -1, any k  




Figure 1:  Distributions realized with certain h, k combinations in kappa distribution. 
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PROCEDURE AND RESULTS 
 
OBJECTIVE 1:  DESCRIBE KAPPA DISTRIBUTION’S SHAPE CHARACTERISTICS 
 
The kappa distribution’s domain may be bound on the left, bound on the right, both, or neither.  
These characteristics are determined by where the density and distribution functions are defined.  Where 
they are not defined, it is because a non-positive argument is raised to a fractional power.  Thus solving the 
inequalities below determines the domains. 
1 – k ( x – ξ ) / α > 0         (19) 
1 – h [ 1 – k ( x – ξ ) / α ] 1/k > 0        (20) 
1 – h exp[ – ( x – ξ ) / α ] > 0        (21) 
The left sides of each of these inequalities is a portion of equations (11)-(13) that is raised to a 
power.  It is important to consider the signs of h and k when solving the inequalities.  Limits as reported by 
Hosking appeared on page 4 of this paper as expressions (5)-(10). 
The second important consideration for the shape of the distribution is the value of the density at 
any point across the domain.  The density function might have a high point (mode), or a low point, or 
neither.  These considerations, together with Hosking’s analysis, suggested that 12 separate cases should be 
identified.  The cases considered separately are listed below, and illustrated in Figures 2 and 7-77.  
Case 1:  h ≥ 1 and k ≤ 0.  Bound on the left, with neither a maximum nor a minimum. 
Case 2:  h ≥ 1 and 0 < k ≤ 1.  Bound on both sides with high probability at left, zero at right. 
Case 3:  h > 1 and k > 1.  Bound on both sides, with a minimum.  Skewed left, right or neither. 
Case 4:  h = 1 and k = 1 (special case of 2 and 7).  Uniform distribution. 
Case 5:  0 < h < 1 and k ≤ 0.  Bound on the left, with a maximum.  Positively skewed. 
Case 6:  0 < h < 1 and 0 < k < 1.  Bound on both sides, with a maximum.  Skewed left or right. 
Case 7:  0 < h ≤ 1 and k ≥ 1.  Bound on both sides with zero probability at left, high at right. 
Case 8:  h ≤ 0 and k ≥ 1.  Bound on the right, with neither a maximum nor a minimum. 
Case 9:  h ≤ 0 and 0 < k < 1.  Bound on the right, with a maximum. 
Case 10:  h ≤ 0 and k = 0.  Unbounded.  Skewed left, right or neither. 
Case 11:  h ≤ 0 and 1/h < k < 0.  Bound on the left, with a maximum. 
Case 12:  h ≤ 0 and k ≤ 1/h.  Bound on the left, with neither a maximum nor a minimum. 
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Figure 2:  Separation of h-k plane into 12 general shapes of kappa density function. 
In the cumulative distribution function, the independent variable x is always found in the context 
of ξ being subtracted and α being divided.  Changing ξ by some quantity moves the entire distribution ξ 
units to the right.  Dividing (x – ξ) by α brings the entire function closer to the origin by a horizontal factor 
of x.  The factor of 1/α leading the density function forces the area underneath the curve to squal 1.  Thus ξ 
or α directly affect mean and deviation, but have only a minimal effect on skewness and kurtosis. 
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In order to more fully describe the possible shapes of the kappa distribution, a spreadsheet was 
developed to estimate the mean, deviation, skewness and kurtosis of the kappa distribution with ξ = 0 and α 
= 1.  An example is shown in Table 1.  In the actual spreadsheet used for analysis, the “F fixed” column 
had entries between 0.00002 and 0.99998 spaced on intervals of  0.00002.  Thus there were 50,000 lines 
instead of the 25 provided for illustration, and the calculated moments were far more accurate. 
Table 1:  Example spreadsheet for finding mean, deviation, skew and kurtosis of kappa distribution. 
 B C D E F G H I 
2 F fixed x(F) F(x) f(x) m1 m2 M3 m4 
3 0.02 -3.8918 0.02 0.0196     
4 0.06 -2.7515 0.06 0.0564 -0.1439 0.4781 -1.5881 5.2751 
5 0.10 -2.1972 0.10 0.0900 -0.1004 0.2484 -0.6147 1.5210 
6 0.14 -1.8153 0.14 0.1204 -0.0806 0.1617 -0.3245 0.6510 
7 0.18 -1.5163 0.18 0.1476 -0.0667 0.1112 -0.1852 0.3085 
8 0.22 -1.2657 0.22 0.1716 -0.0557 0.0774 -0.1077 0.1498 
9 0.26 -1.0460 0.26 0.1924 -0.0462 0.0534 -0.0617 0.0714 
10 0.30 -0.8473 0.30 0.2100 -0.0378 0.0358 -0.0339 0.0321 
11 0.34 -0.6633 0.34 0.2244 -0.0302 0.0228 -0.0172 0.0130 
12 0.38 -0.4895 0.38 0.2356 -0.0230 0.0133 -0.0077 0.0044 
13 0.42 -0.3228 0.42 0.2436 -0.0162 0.0066 -0.0027 0.0011 
14 0.46 -0.1603 0.46 0.2484 -0.0097 0.0023 -0.0006 0.0001 
15 0.50 0.0000 0.50 0.2500 -0.0032 0.0003 0.0000 0.0000 
16 0.54 0.1603 0.54 0.2484 0.0032 0.0003 0.0000 0.0000 
17 0.58 0.3228 0.58 0.2436 0.0097 0.0023 0.0006 0.0001 
18 0.62 0.4895 0.62 0.2356 0.0162 0.0066 0.0027 0.0011 
19 0.66 0.6633 0.66 0.2244 0.0230 0.0133 0.0077 0.0044 
20 0.70 0.8473 0.70 0.2100 0.0302 0.0228 0.0172 0.0130 
21 0.74 1.0460 0.74 0.1924 0.0378 0.0358 0.0339 0.0321 
22 0.78 1.2657 0.78 0.1716 0.0462 0.0534 0.0617 0.0714 
23 0.82 1.5163 0.82 0.1476 0.0557 0.0774 0.1077 0.1498 
24 0.86 1.8153 0.86 0.1204 0.0667 0.1112 0.1852 0.3085 
25 0.90 2.1972 0.90 0.0900 0.0806 0.1617 0.3245 0.6510 
26 0.94 2.7515 0.94 0.0564 0.1004 0.2484 0.6147 1.5210 
27 0.98 3.8918 0.98 0.0196 0.1439 0.4781 1.5881 5.2751 
28 e (xi) 0.0000   0.0000 2.4226 0.0000 16.0547 
29 a (alpha) 1.0000   0.0000 1.5565 0.0000 2.7355 
30 H -1.0000   mean Deviation Skewness kurtosis 
31 K 0.0000       
 
The four constants in the lower left are named e (ξ), a (α), h and k, to represent the kappa 
distribution’s four parameters.  Columns C, D and E are used to calculate x(F) and f(x) and verify F(x). 
The first four moments of the distribution are then estimated numerically.  Columns F, G, H and I  
represent mean, deviation, skewness and kurtosis, respectively.  The basic premise is that a series of 
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trapezoids is measured and weighted as to its contribution to each moment.  Then the entries in each 
column are added together and scaled by mean or deviation where necessary.  Formulas follow: 
Cell C4  =IF(h=0,IF(k=0,e-a*LN(-LN(B4)),e+(a/k)*(1-(-LN(B4))^k)),IF(k=0,e-a*LN((1-B4^h)/h),e+ 
(a/k)*(1-((1-B4^h)/h)^k))) 
Cell D4  =IF(h=0,IF(k=0,EXP(-EXP(-(C4-e)/a)),EXP(-((1-k*(C4-e)/a)^(1/k)))),IF(k=0,(1-h*EXP(-(C4-
e)/a))^(1/h),(1-h*(1-k*(C4-e)/a)^(1/k))^(1/h))) 
Cell E4  =IF(h=0,IF(k=0,(1/a)*EXP(-(C4-e)/a)*EXP(-EXP(-(C4-e)/a)),(1/a)*(1-k*(C4-e)/a)^(1/k-1)* 
EXP(-((1-k*(C4-e)/a)^(1/k)))),IF(k=0,(1/a)*EXP(-(C4-e)/a)*(1-h*EXP(-(C4-e)/a))^(1/h-1),(1/a)*            
(1-k*(C4-e)/a)^(1/k-1)*(1-h*(1-k*(C4-e)/a)^(1/k))^(1/h-1))) 
Cell F4  =(C4-C3)*(C4+C3)*(E4+E3)/4 
Cell G4  =((C4+C3)/2-mean)*((C4+C3)/2-mean)*(E4+E3)*(C4-C3)/2 
Cell H4  =((C4+C3)/2-mean)*((C4+C3)/2-mean)*((C4+C3)/2-mean)*(E4+E3)*(C4-C3)/2 
Cell I4  =((C4+C3)/2-mean)*((C4+C3)/2-mean)*((C4+C3)/2-mean)*((C4+C3)/2-mean)*(E4+E3)*(C4-
C3)/2 
Cell F28  =SUM(F4:F27) and is named “mean” 
Cell G28  =SUM(G4:G27) 
Cell H28  =SUM(H4:H27) 
Cell I28  =SUM(I4:I27) 
Cell F29  =mean 
Cell G29  =SQRT(G28) 
Cell H29  =H28/(G29*G29*G29) 
Cell I29  =I28/(G29*G29*G29*G29) 
With ξ = 0 and α = 1, h and k were varied across the range from –2 to 2 on the h-k plane, at 0.1 
intervals.  Thus estimates for each moment were calculated at each of 41x41 = 1681 points.  These results 
were used to determine what lines of equal value would be appropriate for each moment.  Then for selected 
h values, the value of k was found for which each moment took a particular value.  These values are 
summarized in Table 2 and plotted on Figures 3-6. 
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Table 2:  Estimated moments of kappa distribution for ξ = 0, α = 1, and selected h and k. 
 Mean    k     
h -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 
2.0 4.1E+04 3.7E+02 1.1E+01 2.4E+00 1.3E+00 8.9E-01 6.7E-01 5.3E-01 4.3E-01 
1.5 4.1E+04 3.7E+02 1.0E+01 2.2E+00 1.2E+00 7.9E-01 6.0E-01 4.8E-01 4.0E-01 
1.0 4.1E+04 3.7E+02 1.0E+01 2.0E+00 1.0E+00 6.7E-01 5.0E-01 4.0E-01 3.3E-01 
0.5 4.1E+04 3.7E+02 9.8E+00 1.8E+00 8.1E-01 4.9E-01 3.3E-01 2.4E-01 1.7E-01 
0.0 4.1E+04 3.6E+02 9.6E+00 1.5E+00 5.8E-01 2.3E-01 1.8E-04 -2.2E-01 -5.0E-01 
-0.5 4.1E+04 3.6E+02 9.3E+00 1.3E+00 3.1E-01 -2.2E-01 -9.8E-01 -3.3E+00 -1.6E+01 
-1.0 4.1E+04 3.6E+02 9.1E+00 1.1E+00 0.0E+00 -1.1E+00 -9.1E+00 -3.6E+02 -4.1E+04 
-1.5 4.1E+04 3.6E+02 9.0E+00 9.6E-01 -3.4E-01 -3.5E+00 -3.6E+02 -4.1E+05 -8.8E+08 
-2.0   3.6E+02 8.8E+00 8.1E-01 -6.9E-01 -1.3E+01 -4.1E+04 -9.3E+08 -3.3E+13 
          
 Deviation    k     
h -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 
2.0 4.7E+06 3.0E+04 2.5E+02 5.2E+00 8.4E-01 3.2E-01 1.5E-01 7.8E-02 4.4E-02 
1.5 4.7E+06 3.0E+04 2.5E+02 5.3E+00 9.1E-01 3.8E-01 2.0E-01 1.2E-01 7.5E-02 
1.0 4.7E+06 3.0E+04 2.5E+02 5.3E+00 1.0E+00 4.7E-01 2.9E-01 2.0E-01 1.5E-01 
0.5 4.7E+06 3.0E+04 2.5E+02 5.3E+00 1.1E+00 6.3E-01 4.7E-01 4.1E-01 3.9E-01 
0.0 4.7E+06 3.0E+04 2.5E+02 5.4E+00 1.3E+00 9.3E-01 1.0E+00 1.4E+00 2.2E+00 
-0.5 4.7E+06 3.0E+04 2.5E+02 5.5E+00 1.5E+00 1.7E+00 5.3E+00 4.0E+01 4.9E+02 
-1.0 4.7E+06 3.0E+04 2.5E+02 5.5E+00 1.8E+00 5.5E+00 2.5E+02 3.0E+04 4.7E+06 
-1.5 4.7E+06 3.0E+04 2.5E+02 5.5E+00 2.2E+00 3.6E+01 3.0E+04 5.1E+07 1.1E+11 
-2.0   3.0E+04 2.5E+02 5.6E+00 2.6E+00 3.5E+02 4.7E+06 1.2E+11 3.7E+15 
          
 Skewness    k     
h -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 
2.0 156.1 147.9 108.5 23.9 2.6 1.2 0.6 0.3 0.1 
1.5 156.1 147.9 108.5 23.4 2.3 0.9 0.4 0.0 -0.2 
1.0 156.1 147.9 108.5 22.9 2.0 0.6 0.0 -0.4 -0.6 
0.5 156.1 147.9 108.5 22.4 1.6 0.1 -0.6 -1.1 -1.5 
0.0 156.1 147.9 108.5 21.8 1.1 -0.6 -2.0 -3.7 -6.2 
-0.5 156.1 147.9 108.5 21.3 0.6 -3.2 -22.9 -70.1 -109.8 
-1.0 156.1 147.9 108.5 20.9 0.0 -20.9 -108.5 -147.9 -156.1 
-1.5 156.1 147.9 108.5 20.7 -0.5 -67.7 -147.9 -154.4 -139.5 
-2.0   147.9 108.5 20.4 -0.8 -108.5 -156.1 -139.5 -113.3 
          
 Kurtosis    k     
h -2.0 -1.5 -1.0 -0.5 0.0 0.5 1.0 1.5 2.0 
2.0 25478.3 23984.6 14529.4 1121.3 12.7 3.5 2.1 1.7 1.5 
1.5 25478.3 23984.9 14528.6 1088.6 10.7 2.9 1.9 1.6 1.6 
1.0 25478.4 23985.2 14528.0 1054.1 8.8 2.4 1.8 1.9 2.1 
0.5 25478.4 23985.5 14527.6 1018.2 6.9 2.2 2.4 3.4 4.8 
0.0 25478.5 23985.7 14527.4 982.6 5.3 3.2 8.8 25.1 67.1 
-0.5 25478.5 23986.0 14527.6 950.7 4.3 27.6 1054.1 6995.4 14818.7 
-1.0 25478.6 23986.3 14528.0 925.1 4.1 925.1 14528.0 23986.3 25478.6 
-1.5 25478.6 23986.5 14528.6 905.9 4.6 6633.4 23985.2 24592.4 19646.9 
-2.0   23986.8 14529.4 892.0 5.3 14525.8 25478.4 19646.9 12868.1 
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Figure 3:  Estimated mean of kappa distribution when ξ = 0, α = 1, and h and k are variable. 
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Figure 4:  Estimated deviation of kappa distribution when ξ = 0, α = 1, and h and k are variable. 
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Figure 5:  Estimated skewness of kappa distribution when ξ = 0, α = 1, and h and k are variable. 
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Figure 6:  Estimated kurtosis of kappa distribution when ξ = 0, α = 1, and h and k are variable. 
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 In the pages to follow, each of the 12 cases is described in detail.  Graphs are provided for 
illustration of some possible shapes of the distribution and density functions. 
Case 1:  h ≥ 1 and k ≤ 0. 
ξ + α ln(h) ≤ x  ≤ ∞        if h > 0 & k = 0 
ξ + α ( 1 – h –k) / k ≤ x  ≤ ∞       if h > 0 & k < 0 
The density function has neither a maximum nor a minimum under these conditions.  The 
function’s domain is bound on the left, but not on the right, as demonstrated by the inequalities above.  
When h = 1, the value of the density at the left bound is 1.0.  Higher h values cause the value of the density 
at the left bound to be much higher.  The exponential distribution results when h = 1 and k = 0. 
 As tabulated in Table 2 and illustrated in Figures 5 and 6, the distributions in this region are all 
positively skewed and highly kurtotic.  Skewness and kurtosis both increase modestly as h increases; they 
increase dramatically as k is reduced from zero.  Densities and distributions of several combinations of h 
and k are illustrated in Figures 7-13. 
 
Figure 7:  Case 1 example. 
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Figure 8:  Kappa distribution when h = 1, ξ = 0, α = 1, k ≤ 0. 
 
Figure 9:  Kappa density when h = 1, ξ = 0, α = 1, k ≤ 0. 
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Figure 10:  Kappa distribution when h = 1.5, ξ = 0, α = 1, k ≤ 0. 
 
Figure 11:  Kappa density when h = 1.5, ξ = 0, α = 1, k ≤ 0. 
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Figure 12:  Kappa distribution when h = 2, ξ = 0, α = 1, k ≤ 0. 
 
Figure 13:  Kappa density when h = 2, ξ = 0, α = 1, k ≤ 0. 
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Case 2:  h ≥ 1 and 0 < k ≤ 1, but excluding the point h = 1 and k = 1. 
ξ + α ( 1 – h –k) / k ≤ x  ≤ ξ + α/k         if h > 0 & k > 0 
In this case, the domain of the density function has both upper and lower limits.  The probability is 
high on the left side and  zero on the right side.  When h = 1 and α = 1, the density at the left bound is 1.0; 
density increases dramatically for higher h values. 
 When h = 1 and k = 0.5, the density is a triangle.  Decreasing k makes the slope concave.  
Increasing k makes the slope convex.  Raising h tends to cause a steep negative slope from a high-
probability left bound down, leaving the shape toward the right side most influenced by k.  As was 
mentioned earlier, larger α values stretch the curve horizontally and shrink it vertically.  Increasing ξ shifts 
the graph to the right. 
 From the uniform distribution at h = 1 and k = 1, the skewness and kurtosis both increase if h is 
increased or k is decreased.  Figures 14-20 illustrate Case 2.  Case 7, which is described later, is 
approximately the reverse of Case 2 (zero on the left and highest density on the right in Case 7). 
 
Figure 14:  Case 2 example. 
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Figure 15:  Kappa distribution when h = 1, ξ = 0, α = 1, 0 < k ≤ 1. 
 
Figure 16:  Kappa density when h = 1, ξ = 0, α = 1, 0 < k ≤ 1. 
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Figure 17:  Kappa distribution when h = 1.5, ξ = 0, α = 1, 0 < k ≤ 1. 
 
Figure 18:  Kappa density when h = 1.5, ξ = 0, α = 1, 0 < k ≤ 1. 
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Figure 19:  Kappa distribution when h = 2, ξ = 0, α = 1, 0 < k ≤ 1. 
 
Figure 20:  Kappa density when h = 2, ξ = 0, α = 1, 0 < k ≤ 1. 
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Case 3: h > 1 and k > 1. 
ξ + α ( 1 – h –k) / k ≤ x  ≤ ξ + α/k         if h > 0 & k > 0 
As is the case anywhere that h and k are both positive, the domains of the density functions in this 
region have both upper and lower limits as indicated in the inequality above.  However, when h and k are 
both above 1, there is a minimum between high probability on both sides.   As h and k increase, the “u” 
shape gets narrower and taller.  In general when h is larger than k, the probability at the left end is highest, 
whereas a dominant k favors the right side. 
Skewness is zero along a line up and to the right from the point where h and k both equal 1.  
However, those combinations of h and k do not produce symmetrical distributions.  See Figure 5 for an 
illustration of skewness, particularly the line where skewness is zero.  Above this line skewness is positive; 
below the line skewness is negative.  Kurtosis decreases gradually as h and k increase together along the 
zero-skewness line in Figure 5; kurtosis increases on either side of the line.  See Figure 6 for visualization 
of the kurtosis.  Figures 21-27 illustrate examples within Case 3. 
 
Figure 21:  Case 3 example. 
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Figure 22:  Kappa distribution when h = 1.1, ξ = 0, α = 1, k > 1. 
 
Figure 23:  Kappa density when h = 1.1, ξ = 0, α = 1, k > 1 
 26
 
Figure 24:  Kappa distribution when h = 1.5, ξ = 0, α = 1, k > 1 
 
Figure 25:  Kappa density when h = 1.5, ξ = 0, α = 1, k > 1 
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Figure 26:  Kappa distribution when h = 2, ξ = 0, α = 1, k > 1 
 
Figure 27:  Kappa density when h = 2, ξ = 0, α = 1, k > 1 
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Case 4:  h = 1 and k = 1.  
Recall from earlier (expression 5) the limits of the density function’s domain: 
ξ + α ( 1 – h –k) / k ≤ x  ≤ ξ + α/k         if h > 0 & k > 0 
Substituting h = 1 and k = 1 simplifies this expression to the following: 
ξ ≤ x  ≤ ξ + α           if h = 1 & k = 1 
This combination of parameters results in the uniform distribution, as illustrated in Figure 28.  All 
points between ξ and ξ + α are equally likely, with their probability equal to 1/α.  Figures 29 and 30 show 
the effect of changing ξ or α. 
This case provides reinforcement of basic algebraic principles as applied to the general form of the 
density function (equation 1).  An increase in ξ shifts the function to the right.  Increasing α stretches the 
function horizontally and shrinks it by the same proportion vertically.  Thus the area under the curve 
remains exactly 1, which is required by the definition of a probability function. 
Figure 2 suggests that Case 4 could be considered a limiting form of Cases 2 and 7, which 
intersect at h = 1 and k = 1, and Cases 3 and 6, which approach that point.  
 
Figure 28:  Case 4 example. 
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Figure 29:  Kappa distribution when h = 1 and k = 1. 
 
Figure 30:  Kappa density when h = 1 and k = 1. 
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Case 5:  0 < h < 1 and k ≤ 0.  
ξ + α ln(h) ≤ x  ≤ ∞        if h > 0 & k = 0 
ξ + α ( 1 – h –k) / k ≤ x  ≤ ∞       if h > 0 & k < 0 
The distribution is bound on the left, with the same limits as Case 1 (repeated above).  However, 
here the probability starts at zero on the left side, increases quickly to a maximum, and then trails off 
toward zero as x approaches positive infinity.  Skewness is positive in this case.  Increasing h steepens the 
slope and increases skewness.  Increasing the magnitude of k (which is negative for this case) has a similar 
effect.  This case has a counterpart in Case 9, where the domain goes from negative infinity to some finite 
highest possible value. 
Figures 31-37 illustrate some of the possible shapes that can be described by h and k values in 
Case 5’s region.  Parameter selection has a large effect on the relative positions of the left bound and the 
maximum value (mode).  However, it appears that there may be little choice as to either the shape of the 
ascent to the mode, or the descent back to zero probability at infinitely positive x. 
 
Figure 31:  Case 5 example. 
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Figure 32:  Kappa distribution when h = 0.1, ξ = 0, α = 1, k ≤ 0. 
 
Figure 33:  Kappa density when h = 0.1, ξ = 0, α = 1, k ≤ 0. 
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Figure 34:  Kappa distribution when h = 0.5, ξ = 0, α = 1, k ≤ 0. 
 
Figure 35:  Kappa density when h = 0.5, ξ = 0, α = 1, k ≤ 0. 
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Figure 36:  Kappa distribution when h = 0.9, ξ = 0, α = 1, k ≤ 0. 
 
Figure 37:  Kappa density when h = 0.9, ξ = 0, α = 1, k ≤ 0. 
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Case 6:  0 < h < 1 and 0 < k < 1. 
ξ + α ( 1 – h –k) / k ≤ x  ≤ ξ + α/k         if h > 0 & k > 0 
The distribution is bound on both sides, and has a maximum.  The limits are as in Cases 2 and 3.  
Figure 5 showed that some combinations of h and k result in zero skew.  As was true in Case 3, however, 
zero skewness does not imply symmetry.  As h and k decrease from 1 along the line of zero skewness in 
Figure 5, the shape of the density function becomes less rectangular and more bell-shaped.  Increasing k or 
decreasing h causes a negative skew, and probabilities are higher near the right side than near the left side.  
Conversely, decreasing h or increasing k causes positive skew and an increased probability on the left side 
of the distribution.  It should be noted that decreasing h has a subtly different effect than increasing k.  Thus 
an investigator with a particular interest in this general shape could describe many different shapes.  It may 
seem obvious that any combination of h and k on a particular side of the zero-skewness line would have a 
mirror image on the opposite side of that line.  However, an attempt to characterize such a relationship was 
unsuccessful.  Figures 38-44 show some examples of curve shapes possible within Case 6. 
 
Figure 38:  Case 6 example. 
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Figure 39:  Kappa distribution when h = 0.1, ξ = 0, α = 1, 0 < k < 1. 
 
Figure 40:  Kappa density when h = 0.1, ξ = 0, α = 1, 0 < k < 1. 
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Figure 41:  Kappa distribution when h = 0.5, ξ = 0, α = 1, 0 < k < 1. 
 
Figure 42:  Kappa density when h = 0.5, ξ = 0, α = 1, 0 < k < 1. 
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Figure 43:  Kappa distribution when h = 0.9, ξ = 0, α = 1, 0 < k < 1. 
 
Figure 44:  Kappa density when h = 0.9, ξ = 0, α = 1, 0 < k < 1. 
 38
Case 7:  0 < h ≤ 1 and k ≥ 1, but excluding the point h = 1 and k = 1. 
ξ + α ( 1 – h –k) / k ≤ x  ≤ ξ + α/k         if h > 0 & k > 0 
In many respects, this case is the opposite of Case 2, although it is difficult to describe fully the 
one-to-one correspondences between the cases.  The limits are defined by the same functions of h, k, ξ and 
α.  There is zero probability at the left side and high probability at the right side.  When h = 0.5 and k = 1 
the distribution is triangular, illustrated below in Figure 45.  Note from Figure 45 and basic geometry that 
the area under the density function is exactly 1.0.  From the triangular distribution, lowering h or increasing 
k results in a concave shape; increasing h or lowering k results in a convex shape.  See Figures 45-51. 
As h approaches 1.0 the density function gains the appearance of having a step.  That is, the 
density abruptly increases from 0 to 1 (for α = 1) and then gently sweeping up to the maximum from that 
inflection.  At h = 1 and k = 1 we have the uniform distribution, which is clearly a special case.  It could be 
argued that the line h = 1 within Case 7, and similarly the line k = 1 within Case 2, should be considered 
separately because of that distinctive shape.  
 
Figure 45:  Case 7 example. 
 39
 
Figure 46:  Kappa distribution when h = 0.1, ξ = 0, α = 1, k ≥ 1. 
 
Figure 47:  Kappa density when h = 0.1, ξ = 0, α = 1, k ≥ 1. 
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Figure 48:  Kappa distribution when h = 0.5, ξ = 0, α = 1, k ≥ 1. 
 
Figure 49:  Kappa density when h = 0.5, ξ = 0, α = 1, k ≥ 1. 
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Figure 50:  Kappa distribution when h = 0.99, ξ = 0, α = 1, k ≥ 1. 
 
Figure 51:  Kappa density when h = 0.99, ξ = 0, α = 1, k ≥ 1. 
 42
Case 8:  h ≤ 0 and k ≥ 1. 
– ∞ < x ≤ ξ + α/k         if h ≤ 0 & k > 0 
This case appears to mirror Case 1, at least somewhat.  The reverse exponential distribution occurs 
at h = 0 and k = 1.  Distributions are bound on the right, where probability is extremely high.  Probabilities 
are very low as negative infinity is approached from the right.  The graph of the distribution when h = 0, k 
= 1, ξ = -1 and α = 1 is at least an approximate mirror of the distribution when h = 1, k = 0, ξ = 0 and α = 1.  
However, repeated attempts to prove this relationship algebraically were unsuccessful. 
Lowering h (raising its negative magnitude) or increasing k has the effect of steepening the slope 
down from the maximum probability at the right limit.  Figures 52-58 apply to this case. 
Note in Figures 54, 56 and 58 that the curves when k = 1 look slightly different than the other 
shown.  Whether h = -2, -1 or 0, the curve has x = 1 as its right boundary, and f(1) = 1.0.  The principal 
difference among those curves is the slope. 
 
Figure 52:  Case 8 example. 
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Figure 53:  Kappa distribution when h = -2, ξ = 0, α = 1, k ≥ 1. 
 
Figure 54:  Kappa density when h = -2, ξ = 0, α = 1, k ≥ 1. 
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Figure 55:  Kappa distribution when h = -1, ξ = 0, α = 1, k ≥ 1. 
 
Figure 56:  Kappa density when h = -1, ξ = 0, α = 1, k ≥ 1. 
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Figure 57:  Kappa distribution when h = 0, ξ = 0, α = 1, k ≥ 1. 
 
Figure 58:  Kappa density when h = 0, ξ = 0, α = 1, k ≥ 1. 
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Case 9:  h ≤ 0 and 0 < k < 1. 
– ∞ < x ≤ ξ + α/k         if h ≤ 0 & k > 0 
This case is a counterpart to Case 5, with directions reversed.  The probability distribution is 
bound on the right, where the probability is zero.  Moving to the left, the probability increases to a 
maximum before it trails off toward zero at negative infinity.  Because the shapes seem to be opposite, it is 
reasonable to consider whether any distribution possible in Case 5 should have a mirror describable within 
this region.  Attempts to find such a relationship were unsuccessful.  A potential clue as to why the 
relationship couldn’t be established can be gleaned from inspection of Table 2 and its supporting Figures, 
particularly Figures 5 and 6.  Skewness and kurtosis values in Case 5 generally increase as k is reduced, 
with h having much less effect.  However, in Case 9 the relationship of skewness and kurtosis to the shape 
parameters h and k is much more complicated.  The fact that the regions of Figures 3-6 representing Cases 
5 and 9 do not mirror each other may suggest that neither do the actual density functions within those cases 
mirror each other.  Figures 59-65 illustrate Case 9. 
 
Figure 59:  Case 9 example. 
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Figure 60:  Kappa distribution when h = -2, ξ = 0, α = 1, 0 < k < 1. 
 
Figure 61:  Kappa density when h = -2, ξ = 0, α = 1, 0 < k < 1. 
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Figure 62:  Kappa distribution when h = -1, ξ = 0, α = 1, 0 < k < 1. 
 
Figure 63:  Kappa density when h = -1, ξ = 0, α = 1, 0 < k < 1. 
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Figure 64:  Kappa distribution when h = 0, ξ = 0, α = 1, 0 < k < 1. 
 
Figure 65:  Kappa density when h = 0, ξ = 0, α = 1, 0 < k < 1. 
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Case 10:  h ≤ 0 and k = 0. 
– ∞ < x < ∞         if h ≤ 0 & k = 0 
Distributions along this line are unbounded in both directions, as shown in Figure 66.  They would 
be excellent choices to represent data that has no theoretical lowest or highest possible value.  Weather 
variables for which this could be true would include temperature and pressure, but not relative humidity 
(strictly between 0 and 100%) or precipitation (strictly non-negative). 
When h = 0 and k = 0, the kappa distribution becomes the Gumbel distribution (a member of the 
family of extreme value distributions), with skewness of approximately 1.13.  As h becomes negative and k 
remains 0, the skewness is reduced until the symmetrical (skewness = 0) logistic distribution is described 
when h = –1.  Recall that Objective 2 was to optimize the parameters of the logistic distribution.  Further 
reducing h below –1 causes a negative (left) skew.  Figures 67 and 68 illustrate some possible shapes, 
including the Gumbel and logistic distributions.  Figures 69 and 70 show the effects of changing ξ or α for 
the logistic distribution. 
 




Figure 67:  Kappa distribution when h ≤ 0 (Gumbel at 0; logistic at 1), ξ = 0, α = 1, k = 0. 
 
Figure 68:  Kappa density when h ≤ 0 (Gumbel at 0; logistic at 1), ξ = 0, α = 1, k = 0. 
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Figure 69:  Kappa distribution when h = -1, k = 0 (logistic) with various α and ξ. 
 
Figure 70:  Kappa density when h = -1, k = 0 (logistic) with various α and ξ. 
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Case 11:  h ≤ 0 and k < 0 and k > 1/h, and 
Case 12:  h ≤ 0 and k ≤ 1/h. 
ξ + α/k ≤ x < ∞         if h ≤ 0 & k < 0 
 The illustrations of these two cases (Figures 71-77) are combined because this is the only example 
from Figure 2 where a curved line denotes the boundary between curves of two different shapes.  The line  
k ≤ 1/h goes through the point (-1,-1) and is asymptotic to both the h and k axes. 
The distributions in Case 11 are strictly above and to the right of the line k ≤ 1/h.  The domain is 
bound on the left, and the density functions have a maximum value (mode).  They appear to be a 
continuation of case 5.  Those functions in Figure 71-77 where k > 1/h apply to this case. 
When k = 1/h and below, the distributions are bound on the left, but do not have a maximum 
because the highest value is at the left end.  They may or may not duplicate case 1.  This region is labeled 
as Case 12 on Figure 2. 
 
Figure 71:  Cases 11 (purple) and 12 (blue) example. 
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Figure 72:  Kappa distribution when h = -2, ξ = 0, α = 1, k < 0. 
 
Figure 73:  Kappa density when h = -2, ξ = 0, α = 1, k < 0. 
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Figure 74:  Kappa distribution when h = -1, ξ = 0, α = 1, k < 0. 
 
Figure 75:  Kappa density when h = -1, ξ = 0, α = 1, k < 0. 
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Figure 76:  Kappa distribution when h = 0, ξ = 0, α = 1, k < 0. 
 
Figure 77:  Kappa density when h = 0, ξ = 0, α = 1, k < 0. 
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OBJECTIVE 2:  OPTIMIZE LOGISTIC DISTRIBUTION’S PARAMETERS 
 
Finney and DeBoer (1991) compiled annual precipitation totals for 17 South Dakotbaa locations 
and tested them against the normal and lognormal distributions using the Kolmogorov-Smirnov test.  Either 
the normal distribution, the lognormal distribution, or both, fit each of the datasets well enough to pass a 
Kolmogorov-Smirnov test with a 10% probability of Type I error.  However, neither the normal or 
lognormal distribution was suitable for the whole group. 
The logistic distribution was considered as an alternative.  It is bell-shaped like the normal 
distribution, though slightly more kurtotic.  It also has an invertible distribution function, which makes the 
analysis that follows possible.  This is not true for either normal or lognormal distributions. 
Basic properties of the logistic distribution include: 
Density function:  f(x) = k exp[k (x - c)]/{1 + exp[k (x – c)]}2 
Distribution function: F(x) = 1 / {1 + exp([-k (x – c)]} 
Quantile function: x = c – {ln[1/F(x) – 1]}/k 
Mean:   c 
Standard deviation: π / k√3 
Skewness:  0 
Kurtosis   4.2  
As mentioned earlier, a test of the Kolmogorov-Smirnov type uses as its test statistic, D, the 
maximum vertical difference between two distribution functions.  In the current effort, the comparison is 
between an empirical distribution and a theoretical distribution. 
By definition of the Kolmogorov-Smirnov test statistic: 
D ≤ | F(x) – A(x) | where F(x) is the logistic distribution and A(x) is the empirical distribution.  Then, 
-D ≤ F(x) – A(x)  ≤ D 
A(x) – D ≤ F(x) ≤ A(x) + D 
Substituting the logistic distribution function, 
A(x) – D ≤ 1 / {1 + exp([-k (x – c)]} ≤ A(x) + D 
1/(A(x) + D) ≤ 1 + exp([-k (x – c)] ≤ 1/(A(x) – D) when A(x) > D. 
When A(x) ≤ D there is no upper limit.  Continuing to solve the inequality for k and c, 
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ln[1/(A(x) + D) – 1 ] ≤ -k (x – c) ≤ ln[1/(A(x) – D) – 1] if the arguments are non-negative.  Restricting k to 
positive numbers and assuming x ≠ c, the following three inequalities result: 
x + ln[1/(A(x) + D) – 1 ]/ k ≤ c ≤ x + ln[1/(A(x) – D) – 1]/k 
ln[1/(A(x) + D) – 1 ]/(c – x) ≤ k ≤ ln[1/(A(x) – D) – 1]/(c – x) when c > x, and 
ln[1/(A(x) + D) – 1 ]/(c – x) ≥ k ≥ ln[1/(A(x) – D) – 1]/(c – x) when c < x. 
 Iteratively solving these last three inequalities at each step of the empirical distribution results in 
the lowest possible D.  Logistic distribution parameters were optimized for the same 17 South Dakota 
locations.  In all but one case the logistic distribution fit better than either the normal or lognormal, based 
on which had the lowerst D statistic (Table 3).  Admittedly, this was due in large part to the fact that the 
logistic distribution could be optimized in a way that the normal and lognormal distributions could not, 
because their quantile functions do not exist.  The optimized logistic distribution provided results that were 
more satisfactory than the normal or lognormal, but there was still room for improvement.  Spearfish’s data 
wasn’t fit as well, and annual rainfall totals should not be assumed to be symmetric.  So an extension of the 
logistic distribution was a likely target of further investigation, as described in the following sections. 
Table 3:  Kolmogorov-Smirnov D values for three distributions, 17 South Dakota locations. 
Location Observations Normal Lognormal Logistic 
Academy, SD 89 0.112992 0.083175 0.055634
Brookings, SD 96 0.091671 0.061555 0.060466
Camp Crook, SD 77 0.075748 0.058875 0.052465
Cottonwood, SD 79 0.112242 0.062546 0.057445
Dupree, SD 66 0.081692 0.067632 0.066869
Huron, SD 109 0.058463 0.051546 0.043173
Ipswich, SD 69 0.088340 0.083039 0.059171
Lemmon, SD 70 0.090750 0.138709 0.063859
Milbank, SD 89 0.070823 0.073846 0.041576
Oelrichs, SD 78 0.103722 0.085021 0.080687
Pierre, SD 97 0.066954 0.132371 0.044856
Pollock, SD 74 0.067466 0.132317 0.058251
Rapid City, SD 96 0.050290 0.060036 0.037321
Sioux Falls, SD 99 0.058999 0.099741 0.045828
Spearfish, SD 75 0.114938 0.057053 0.066388
Wood, SD 71 0.046079 0.061906 0.037286
Yankton, SD 93 0.053632 0.071292 0.041362
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OBJECTIVE 3:  SELECT GENERALIZATION OF LOGISTIC DISTRIBUTION 
 
 The next step was to choose a subset of the kappa distribution on which to generalize the results 
presented above for the logistic distribution.  Given the logistic distribution (kappa with h = –1 and k = 0) 
as a starting point, the lines h = –1 or k = 0 were the obvious candidates for further consideration.  The 
results of the general inquiry in Objective 1 were refined for those two possibilities. 
Case A: h = -1 
 Holding h equal to -1, the logistic distribution is given when k = 0.  For k such that -1 < k < 0, 
Case 11 applies.  The distributions are bound on the left, with a maximum.  For k ≤ -1, Case 12 applies.  
The distributions are still bound on the left, but with no maximum.  For k such that 0 < k < 1, the 
distributions are bound on the right, with a maximum (Case 9).  For k ≥ 1, the distributions are still bound 
on the right, with no maximum (Case 8).  Figures 78 and 79 illustrate the range of possible shapes.  There 
are no possibilities of skewed distributions unbounded in both directions.  The skewness and kurtosis 
values also increase in magnitude dramatically as the magnitude of k increases in either direction, as was 
shown in Figures 5 and 6. 
 
Figure 78:  Kappa distribution when h =1, ξ = 0, α = 1, k varies. 
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Figure 79:  Kappa density when h =1, ξ = 0, α = 1, k varies. 
Case B:  k = 0 
 Unlike the example when h is fixed at -1, allowing h to vary while k = 0 opens new possibilities.  
Bounded distributions with no maximum are still available (h ≥ 1; Case 1), as are bounded distributions 
with a maximum (0 < h < 1; Case 5).  In both situations the bound is on the left side.  However, the raw 
data could be transformed by subtracting all observations from some larger number so that this restriction is 
not limiting.  When h = 0 the common Gumbel distribution applies, with its fixed skewness of 
approximately 1.13 and no bounds.  Reducing h gradually reduces the skewness, while the distribution 
remains unbounded.  At h = -1, the logistic distribution is created.  It is symmetrical (thus skewness = 0) 
and unbounded.  As h continues to be reduced (becomes more negative) from -1, the skewness becomes 
negative.  Positive values of h, on the other hand, generate distributions that have as their domain real 
numbers above some minimum.   
This line, k = 0, was chosen as the focus for the optimization procedure.  Figures 80 and 81 
illustrate some example shapes that are possible. 
 61
 
Figure 80:  Kappa distribution when h varies , ξ = 0, α = 1, k = 0. 
 
Figure 81:  Kappa density when h varies , ξ = 0, α = 1, k = 0. 
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OBJECTIVE 4:  OPTIMIZE PARAMETERS OF SELECTED DISTRIBUTION 
 
In order to optimize the parameters of the kappa distribution, another spreadsheet was developed.  
The general method developed for optimizing the location and scale parameters of the logistic distribution 
in Objective 2 was expanded to apply to the kappa distribution when k = 0 and h ≠ 0. 
 The Kolmogorov-Smirnov test compares the cumulative frequency distribution described by the 
raw data with a theoretical distribution.  The maximum vertical distance, D, between these two graphs is 
the test statistic.  For the theoretical distribution to be said to “fit” the empirical data, D must be below 
some predetermined threshold.  However, in practice a dataset may be fit reasonably well by several 
different distributions.  One way of ranking the goodness of fit of a choice of distributions would be 
according to the Kolmogorov-Smirnov D values. 
 The analysis performed for the logistic distribution in Objective 3 was extended for the kappa 
distribution as described in Objective 1, but limited to the line k = 0 as in Case B of Objective 2.  While it 
does not appear possible to simultaneously solve for optimal h, ξ and α values, it is possible to rather 
quickly determine the optimal ξ and α values for a particular value of h. 
The basis for the optimization when k = 0 and h ≠ 0 is outlined below. 
D ≤ | A(x) – F(x) |, where A(x) is the cumulative frequency at x.  Note that A(x) consists of a 
series of steps.  The first step rises from 0 to 1/n at the lowest observation; the last step goes from 1 – 1/n to 
1 and is located at the maximum observation. 
From the definition of the Kolmogorov-Smirnov test statistic: 
D ≤ | F(x) – A(x) |                (19) 
it follows that: 
– D ≤ F(x) – A(x) ≤ D and                (20) 
A(x) – D ≤ F(x) ≤ A(x) + D.  Substituting from (3),             (21) 
A(x) – D ≤ {1 – h exp[ – ( x – ξ ) / α ]} 1/h  ≤ A(x) + D.  Then when A(x) > D,          (22) 
[A(x) – D]h ≤ 1 – h exp[ – ( x – ξ ) / α ] ≤ [A(x) + D]h if h > 0.  Otherwise arrows reverse.         (23) 
1 – [A(x) – D]h ≥ h exp[ – ( x – ξ ) / α ]  ≥ 1 – [A(x) + D]h             (24) 
{1 – [A(x) – D]h }/h ≥ exp[ – ( x – ξ ) / α ]  ≥ {1 – [A(x) + D]h }/h if h > 0.  Otherwise arrows reverse.   (25) 
ln({1 – [A(x) – D]h }/h)  ≥  – ( x – ξ ) / α  ≥ ln({1 – [A(x) + D]h }/h)           (26) 
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Then (26) can be solved for either ξ or α.  Solving first for ξ, 
x + α ln({1 – [A(x) – D]h }/h)  ≥ ξ ≥ x + α ln({1 – [A(x) + D]h }/h)           (27) 
Then starting again from (26) and solving for α, 
ln({1 – [A(x) – D]h }/h) / (ξ – x)  ≥  1 / α  ≥ ln({1 – [A(x) + D]h }/h) / (ξ – x)          (28) 
(ξ – x) / ln({1 – [A(x) – D]h }/h)  ≤  α ≤ (ξ – x) / ln({1 – [A(x) + D]h }/h)          (29) 
 Expressions (27) and (28) are used in the optimization routine.  Table 4 shows the spreadsheet 
developed for this purpose, at the beginning of the process.  Column A lists the rank of the data from 0 to 
the number of observations, n.  The name “n” is defined in the spreadsheet at the bottom left location.  In 
this example that value is 10.  Note that 0 and 10 appear once each, while the intermediate integers each 
appear twice.  Thus there are 20 lines.  Each observation in the sample gets two lines in order to allow for 
Table 4:  Example initialization spreadsheet for optimizing D. 
A B C D E F G H  I J K 
       Hj Aj Ej Dj 
       -1.000 2.690 21.655 0.198 
        3.886 21.454  
    Dj    3.886 21.454  
    0.198   2.690 5.082 21.253 21.655 
           
 Data   | F(x) -   low a high a low e high e 
 X A(x) F(x)  A(x) |       
0 14.55 0.000 0.067 0.067 -999.000 4.047 999.000 0.197 18.310 999.000 
1 14.55 0.100 0.067 0.033 -999.000 2.354 999.000 0.121 16.853 999.000 
1 15.79 0.100 0.102 0.002 -999.000 2.354 999.000 0.146 18.093 999.000 
2 15.79 0.200 0.102 0.098 533.854 1.512 1.071 0.070 16.902 32.681 
2 18.54 0.200 0.239 0.039 533.854 1.512 2.016 0.133 19.652 35.431 
3 18.54 0.300 0.239 0.061 8.816 1.008 0.699 0.002 18.560 24.394 
3 19.20 0.300 0.286 0.014 8.816 1.008 0.887 0.003 19.220 25.054 
4 19.20 0.400 0.286 0.114 3.954 0.672 0.560 -0.162 18.130 22.897 
4 19.40 0.400 0.302 0.098 3.954 0.672 0.610 -0.176 18.330 23.097 
5 19.40 0.500 0.302 0.198 2.313 0.432 0.372 -0.372 17.145 21.655 
5 21.97 0.500 0.529 0.029 2.313 0.432 2.662 -2.662 19.715 24.225 
6 21.97 0.600 0.529 0.071 1.488 0.253 4.364 -1.262 18.273 23.040 
6 24.95 0.600 0.773 0.173 1.488 0.253 0.417 -0.121 21.253 26.020 
7 24.95 0.700 0.773 0.073 0.993 0.113 0.661 0.002 19.096 24.930 
7 25.04 0.700 0.779 0.079 0.993 0.113 0.643 0.002 19.186 25.020 
8 25.04 0.800 0.779 0.021 0.661 0.002 1.855 0.122 8.149 23.928 
8 27.38 0.800 0.894 0.094 0.661 0.002 1.097 0.072 10.489 26.268 
9 27.38 0.900 0.894 0.006 0.425 -0.089 999.000 0.150 -999.000 25.077 
9 29.73 0.900 0.953 0.053 0.425 -0.089 999.000 0.106 -999.000 27.427 
10 29.73 1.000 0.953 0.047 0.247 -0.165 999.000 0.173 -999.000 25.970 
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the stepwise nature of the actual frequency distribution.  Column B shows the 10 data points, with each one 
appearing in two consecutive rows. 
   The data are annual precipitation totals for Huron, South Dakota, for each year 1981-1990, sorted 
into ascending numerical order.  Column C gives the actual frequency distribution, and Column D gives the 
theoretical distribution to which it is being compared.  Column E calculates the absolute difference between 
those two graphs, which allows calculation of the Kolmogorov-Smirnov test statistic, D.  The remaining 
columns are used to define the limits of ξ and α values for which a D less than or equal to the current value 
would be possible.  Then better approximations for ξ and α replace the previous ones, and the range of 
possible values for each parameter is narrowed.  The process continues until the upper and lower limits for 
each parameter have narrowed to within an acceptable distance of one another.  In this study, that tolerance 
was generally less than 10-10.  Formulas for many of the cells in Table 4 follow, and then the same 
spreadsheet after optimization appears as Table 5. 
Cell C10  =A10/n 
Cell D10  =(1-Hj*EXP(-(B10-Ej)/Aj))^(1/Hj) 
Cell E10  =ABS(D10-C10) 
Cell F10  =IF(C10>Dj,((C10-Dj)^Hj-1)/(-Hj),-999) 
Cell G10  =((C10+Dj)^Hj-1)/(-Hj) 
Cell H10  =IF(Ej=B10,999,IF(Ej>B10,IF(F10>0,LN(F10)/(Ej-B10),999),IF(G10>0,LN(G10)/(Ej-
B10),999))) 
Cell I10  =IF(Ej=B10,-999,IF(Ej>B10,IF(G10>0,LN(G10)/(Ej-B10),-999),IF(F10>0,LN(F10)/(Ej-B10),-
999))) 
Cell J10  =IF(G10>0,B10+LN(G10)*Aj,-999) 
Cell K10  =IF(F10>0,B10+LN(F10)*Aj,999) 
 The cell labeled Dj (current value of 0.198) is the maximum of the entries in Column E.  It is the 
Kolmogorov-Smirnov test statistic.  The values near the top labeled Hj, Aj and Ej are the current values of 
h, α and ξ in the kappa distribution.  The parameter k is set to zero and h is restricted to non-zero values.  
Similar optimizations could be done for the cases when h = 0 and k = 0 (Gumbel distribution), or h = 0 and 
k ≠ 0, or h ≠ 0 and k ≠ 0.  However, those are left for future work.  A general method of selecting 
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parameters when h ≠ 0 and k ≠ 0 would be helpful for cases when theoretical considerations suggest a 
particular h, k pair for which the optimal α and ξ should be found. 
Because h is allowed to range freely, it is possible to eliminate the case where h = 0 for purposes 
of simplicity.  If the optimization technique resulted in h near enough zero to suggest that the Gumbel 
distribution should be used, the proper function could be inserted in the analysis to yield a similar 
optimization. 
This general technique should be applicable to any invertible distribution as a means of optimizing 
any parameters that act in a linear fashion upon the independent variable, x.  That is true of ξ and α in the 
kappa distribution, but not h or k.  Thus for a particular h, k combination it should be possible to find the 
best ξ and α, calculate D, and move to another h, k combination to see if an improvement can be made. 
 The initial optimizations are based on the optimization of the logistic distribution as described 
under Objective 3.  Therefore h = -1.0, ξ = sample mean and α = sample standard deviation*√3/π.  These 
are not particularly good estimators of the parameters, but they work fine as initial values.  The numbers in 
the fourth row (2.690, 5.082. 21.253 and 21.655) represent the lowest and highest possible values of α and 
ξ, respectively, that are possible given the current values of D and h.  They are calculated by the following 
formulas:  
Cell H6  =1/MIN(H10:H29)  
Cell I6  =1/MAX(I10:I29) 
Cell J6  =MAX(J10:J29) 
Cell K6  =MIN(K10:K29) 
 Recall that the entries in Columns H and I were based on expression (28) and not (29).  Thus it 
was necessary to take the reciprocal of the extremes of each column.  The next approximations, α = 3.886 
and ξ = 21.454, are found by taking the midpoint of the ranges described above.  These values are copied in 
place of the original ξ and α, and the process is repeated until the values in Table 5 result. 
 Observe that the value of D dropped from the initial 0.198 to 0.132, a considerable improvement.  
The optimal values of ξ and α are 21.341 and 3.599, respectively, when h = -1.  In the next step, h was 
changed slightly and a new optimal ξ, α pair was found.  For most data sets in the study it was sufficient to 
look at h values between -2.0 and -0.01, at intervals of 0.01. 
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Table 5:  Example spreadsheet for optimizing D, optimized for h = -1. 
A B C D E F G H  I J K 
       Hj Aj Ej Dj 
       -1.000 3.599 21.341 0.132 
        3.599 21.341  
    Dj    3.599 21.341  
    0.132   3.599 3.599 21.341 21.341 
           
 Data   | F(x) -   low a high a low e high e 
 X A(x) F(x)  A(x) |       
0 14.55 0.000 0.132 0.132 -999.000 6.598 999.000 0.278 21.341 999.000 
1 14.55 0.100 0.132 0.032 -999.000 3.317 999.000 0.177 18.866 999.000 
1 15.79 0.100 0.176 0.076 -999.000 3.317 999.000 0.216 20.106 999.000 
2 15.79 0.200 0.176 0.024 13.624 2.016 0.471 0.126 18.313 25.190 
2 18.54 0.200 0.315 0.115 13.624 2.016 0.933 0.250 21.063 27.940 
3 18.54 0.300 0.315 0.015 4.939 1.317 0.570 0.098 19.531 24.288 
3 19.20 0.300 0.356 0.056 4.939 1.317 0.746 0.129 20.191 24.948 
4 19.20 0.400 0.356 0.044 2.726 0.881 0.469 -0.059 18.744 22.809 
4 19.40 0.400 0.368 0.032 2.726 0.881 0.517 -0.065 18.944 23.009 
5 19.40 0.500 0.368 0.132 1.715 0.583 0.278 -0.278 17.459 21.341 
5 21.97 0.500 0.544 0.044 1.715 0.583 0.857 -0.857 20.029 23.911 
6 21.97 0.600 0.544 0.056 1.135 0.367 1.593 -0.201 18.361 22.426 
6 24.95 0.600 0.732 0.132 1.135 0.367 0.278 -0.035 21.341 25.406 
7 24.95 0.700 0.732 0.032 0.759 0.202 0.442 0.076 19.202 23.959 
7 25.04 0.700 0.737 0.037 0.759 0.202 0.432 0.074 19.292 24.049 
8 25.04 0.800 0.737 0.063 0.496 0.073 0.706 0.189 15.640 22.517 
8 27.38 0.800 0.843 0.043 0.496 0.073 0.432 0.116 17.980 24.857 
9 27.38 0.900 0.843 0.057 0.301 -0.031 999.000 0.199 -999.000 23.064 
9 29.73 0.900 0.911 0.011 0.301 -0.031 999.000 0.143 -999.000 25.414 
10 29.73 1.000 0.911 0.089 0.152 -0.116 999.000 0.225 -999.000 22.939 
 
Selected results for the example above are shown in Table 6.  Only every tenth line is shown to 
save space.  It is apparent from Table 6 above that a D value at least as low as 0.119976 is possible.  A 
slightly lower value might be obtained by trying h values slightly higher or lower than -0.1. 
Figure 82 illustrates the values of D obtained for each .01 interval between -2.0 and -0.01.  Since 
the theoretical distribution has a different functional form at h = 0, the value at h = -0.001 was used instead.  
Note that there appears to be a local minimum for D at the optimal h.  A similar pattern was observed in the 
practical examples studied for Objective 5:  D declines as h approaches its optimal value, then increases. 
Figure 83 shows the orderly progression of optimal ξ, α pairs.  As ξ decreases, α increases.  In fact 
the relationship is nearly linear.  However, there appears to be a small inflection at the point illustrating the 
optimal solution. 
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Table 6:  Optimal α, ξ and resulting D values for selected h values and the example data set. 
Hj Aj Ej Dj 
-2.000 2.563475 22.597370 0.145598 
-1.900 2.642953 22.498641 0.144537 
-1.800 2.726745 22.395044 0.143412 
-1.700 2.815178 22.286230 0.142219 
-1.600 2.908608 22.171813 0.140954 
-1.500 3.007427 22.051373 0.139613 
-1.400 3.112067 21.924441 0.138192 
-1.300 3.223005 21.790501 0.136686 
-1.200 3.340767 21.648979 0.135092 
-1.100 3.465934 21.499238 0.133405 
-1.000 3.599154 21.340564 0.131620 
-0.900 3.741142 21.172163 0.129733 
-0.800 3.892696 20.993141 0.127741 
-0.700 4.054705 20.802495 0.125637 
-0.600 4.228159 20.599095 0.123419 
-0.500 4.387823 20.389962 0.122022 
-0.400 4.528251 20.178259 0.121545 
-0.300 4.675073 19.956199 0.121046 
-0.200 4.828637 19.723181 0.120523 
-0.100 4.989311 19.478565 0.119976 
-0.001 5.113296 19.243645 0.120695 
 
 
Figure 82:  Example – value of lowest D calculated for a given h with k = 0 fixed. 
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Figure 83:  Example – values of optimal ξ and α calculated for selected h with k = 0 fixed. 
For comparison with the normal and lognormal distributions, the theoretical distribution functions 
are shown in Figure 84 along with the frequency distribution.  Recall that the optimization process 
minimizes D, the largest vertical distance between the empirical distribution and the kappa distribtion. 
The density functions are shown in Figure 85 against an illustration of the density of the observed 
data.  Because the area under any density function must equal 1.0, each of the 10 observations is 
responsible for an area of 1/n = 0.10.  For all but the lowest and highest observations, the 0.10 area is 
represented by a rectangle whose left edge is the midpoint between that observation and the previous one.  
The right edge is the midpoint between that observation and the following one.  This distance divided into 
0.10 produces the height of the rectangle.  The end values are also represented by rectangles, with the 
distance from observation to left edge equaling the distance from observation to right edge. 
This illustration method works well when there are not repeated observations of the same value.  The 
technique has the potential, with further refinement, to provide objective, reproducible chi-squared tests of 
goodness of fit.  Chi-squared tests have an advantage over Kolmogorov-Smirnov tests in that they consider 




Figure 84:  Example – actual frequency and theoretical cumulative distributions. 
 
Figure 85:  Example – density of actual and theoretical distributions. 
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OBJECTIVE 5:  APPLY OPTIMIZATION TECHNIQUE TO REAL-WORLD DATA 
 
The optimization technique just developed was used to estimate parameters for several sample 
data sets, including annual precipitation totals for the period of record for 17 South Dakota locations – the 
same data used by Finney and DeBoer (1991).  The flexibility of the method was tested by adding annual 
precipitation data from outside South Dakota, adding more positively and negatively-skewed data, adding 
datasets with many more observations, and using a hydrologic record as an example of non-weather data to 
which this research might apply.  Data are summarized in Table 7. 
Table 7:  Summary of data sources, number of observations, and extremes. 
Location Type of Data Obs. Minimum Maximum 
Huron, SD, example Annual precipitation total, inches 10 14.55 29.73 
Academy, SD Annual precipitation total, inches 89 11.50 35.53 
Brookings, SD Annual precipitation total, inches 96 11.61 35.87 
Camp Crook, SD Annual precipitation total, inches 77 4.33 24.07 
Cottonwood, SD Annual precipitation total, inches 79 7.13 27.62 
Dupree, SD Annual precipitation total, inches 66 8.06 25.24 
Huron, SD Annual precipitation total, inches 109 9.72 31.71 
Ipswich, SD Annual precipitation total, inches 69 9.84 29.34 
Lemmon, SD Annual precipitation total, inches 70 5.54 24.14 
Milbank, SD Annual precipitation total, inches 89 7.67 35.31 
Oelrichs, SD Annual precipitation total, inches 78 8.40 42.27 
Pierre, SD Annual precipitation total, inches 97 4.58 29.59 
Pollock, SD Annual precipitation total, inches 74 3.66 27.18 
Rapid City, SD Annual precipitation total, inches 96 7.51 28.89 
Sioux Falls, SD Annual precipitation total, inches 99 10.44 36.02 
Spearfish, SD Annual precipitation total, inches 75 10.58 42.40 
Wood, SD Annual precipitation total, inches 71 8.92 33.49 
Yankton, SD Annual precipitation total, inches 93 13 38.2 
Shreveport, LA Annual precipitation total, inches 102 26.23 81.99 
Baton Rouge, LA Daily maximum temperature, degrees F 18258 21 103 
Cumberland Falls, KY Peak discharge, cubic feet per second 54 18200 59600 
Shreveport, LA Daily rainfall totals (2001), inches 365 0 2.73 
Shreveport, LA >0 daily rainfall totals (2001), inches 115 0.01 2.73 
Crowley, LA Maximum wind speed, meters/second 1440 0.065 18.130 
Crowley, LA Average wind speed, meters/second 1440 0.028 14.230 
 
 The sample sizes (other than 10 observations used for earlier demonstrations) ranged from 54 
years of annual peak discharges to 18258 daily high temperatures.  Data values ranged from 0 inches of 
rain on some days at Shreveport to 59600 cubic feet per second of stream discharge at Cumberland Falls.  
Observations were kept in the original measurement units to avoid misrepresentation or resolution. 
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 Table 8 summarizes the first four sample moments of the various data sets, along with mean and 
deviations of the natural logarithms of each number.  The logarithms were necessary for a comparison 
between the optimized kappa distribution and the lognormal distribution.  The mean and deviation of the 
actual data were required for comparison with the normal distribution.  Note that the daily precipitation and 
one-minute wind data are positively skewed.  Daily temperatures are negatively skewed.  Skewness values 
of the annual precipitation series vary widely.  Mean and deviation of the logarithms of the complete daily 
precipitation series for Shreveport cannot be calculated.  This is because there are zeros in the data, and 
logarithms of zero are not defined. 
Table 8:  Summary of sample statistics for data and natural logarithms of data. 
Location      Mean Deviation Skewness Kurtosis Mean(ln) Deviation(ln) 
Huron, SD, example 21.66 5.01 0.19 1.92 3.05 0.24 
Academy, SD 21.40 5.16 0.59 3.53 3.03 0.24 
Brookings, SD 20.97 4.94 0.50 2.87 3.02 0.24 
Camp Crook, SD 13.65 3.71 0.37 3.34 2.57 0.29 
Cottonwood, SD 15.65 4.06 0.68 3.53 2.72 0.26 
Dupree, SD 15.86 4.09 0.25 2.26 2.73 0.26 
Huron, SD 19.39 4.95 0.25 2.54 2.93 0.26 
Ipswich, SD 17.92 4.04 0.38 3.35 2.86 0.23 
Lemmon, SD 16.50 4.29 -0.23 2.34 2.77 0.29 
Milbank, SD 21.99 5.32 0.36 3.54 3.06 0.25 
Oelrichs, SD 17.12 4.77 1.95 11.81 2.81 0.26 
Pierre, SD 17.02 4.58 -0.24 3.10 2.79 0.31 
Pollock, SD 16.03 4.09 -0.11 3.86 2.74 0.30 
Rapid City, SD 17.63 4.54 0.25 2.82 2.83 0.27 
Sioux Falls, SD 24.96 5.36 -0.27 2.82 3.19 0.24 
Spearfish, SD 21.05 6.39 0.89 3.93 3.00 0.30 
Wood, SD 18.85 4.98 0.33 3.04 2.90 0.27 
Yankton, SD 23.52 5.57 0.26 2.67 3.13 0.24 
Shreveport, LA 45.93 10.71 0.52 0.19 3.80 0.23 
Baton Rouge, LA 77.95 13.28 -0.79 3.02 4.34 0.19 
Cumberland Falls, KY 34740.74 10976.38 0.51 2.35 10.41 0.32 
Shreveport, LA, daily 0.16 0.42 3.27 14.50 none none 
Shreveport, LA, >0 0.52 0.61 1.46 4.72 -1.69 1.74 
Crowley, LA, max. 3.08 2.84 1.98 7.67 0.74 0.96 
Crowley, LA, avg. 2.48 2.27 2.03 7.95 0.52 0.96 
 
The results of the optimization are shown in Table 9.  For most data studied a value of h between 0 
and –2 produced a D value that clearly appeared to be a local minimum.  For two of the series of annual 
precipitation totals, Oelrichs and Spearfish, the value of D was lowest at h = -.001 in the process described 
above.  Consequently positive values of h were used, increasing from 0.01 in steps of by .01 until 
 72
(hopefully) an optimal set of numbers could be found.  In the case of Spearfish, that occurred before the left 
end of the theoretical distribution crept up to the lowest observation.  In the case of Oelrichs, h was 
increased to the highest value for which optimal ξ and α could still be found using the basic method 
described.  At that point, where the lower bound equaled the lowest observation, the process could have 
ended.  However, a simple spreadsheet modification proved useful.  A fixed F(x) = 0 for any number less 
than the left bound allowed continuation through gradually rising h values until a minimum D had been 
reached and passed.  Without the modification, a poor initial approximation for α or ξ could create 
unresolvable equations in the spreadsheet.  This is because positive h values cause the distribution to be 
bound on the left, and an increasing h affects α or ξ in such a way that the lower limit approaches the 
lowest sample observation.  As shown in Table 9, data from Oelrichs and Spearfish precipitation, 
Cumberland Falls discharge, Shreveport daily rain and Crowley wind speeds all were found to be fit best 
with positive h values, demonstrating the importance of the variation to the spreadsheet described above.  
Table 9:  Results of optimization, comparison of D values for normal and lognormal distributions. 
Observation Location H α ξ Dk minimum F(0) Dn Dl 
Huron, SD, example -0.09 5.01 19.45 0.120  7.51E-09 0.174 0.160 
Academy, SD -1.26 2.57 21.23 0.053  1.19E-03 0.113 0.083 
Brookings, SD -0.14 4.30 18.99 0.043  1.39E-08 0.092 0.062 
Camp Crook, SD -0.50 2.63 12.83 0.043  2.26E-04 0.076 0.059 
Cottonwood, SD -0.10 2.81 14.19 0.048  6.47E-13 0.112 0.063 
Dupree, SD -0.23 3.50 14.44 0.054  7.09E-06 0.082 0.068 
Huron, SD -0.47 3.68 18.27 0.031  1.23E-04 0.058 0.052 
Ipswich, SD -0.87 2.21 17.67 0.059  1.19E-04 0.088 0.083 
Lemmon, SD -1.54 2.38 17.39 0.055  6.60E-03 0.091 0.139 
Milbank, SD -0.52 3.34 21.00 0.037  1.95E-05 0.071 0.074 
Oelrichs, SD 0.29 4.05 14.37 0.062 9.36  0.104 0.085 
Pierre, SD -1.55 2.34 17.87 0.038  5.50E-03 0.067 0.132 
Pollock, SD -0.24 2.96 15.05 0.050  2.15E-07 0.067 0.132 
Rapid City, SD -0.74 3.02 17.15 0.035  6.94E-04 0.050 0.060 
Sioux Falls, SD -1.63 2.76 25.92 0.039  2.31E-03 0.059 0.100 
Spearfish, SD 0.27 5.68 17.34 0.044 9.90  0.115 0.057 
Wood, SD -0.69 3.29 18.23 0.032  5.48E-04 0.046 0.062 
Yankton, SD -1.04 3.24 23.51 0.041  8.98E-04 0.054 0.071 
Shreveport, LA -0.30 8.50 42.67 0.035  2.78E-06 0.055 0.042 
Baton Rouge, LA -5.78 2.80 87.65 0.039  3.31E-03 0.098 0.121 
Cumberland Falls, KY 0.18 10646.80 28346.38 0.052 10089.27  0.097 0.077 
Shreveport, LA 0.13 0.09 0.00 0.342 -0.19 0.342465 0.389 none 
Shreveport, LA 1.56 0.63 -0.29 0.096 -0.01 0.049086 0.202 0.109 
Crowley, LA 0.99 2.58 0.41 0.033 0.39  0.178 0.046 
Crowley, LA 0.88 1.96 0.49 0.033 0.24  0.175 0.048 
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For all 24 data sets studied, the optimization process worked quite smoothly other than the 
necessary adjustment just described for cases when h is positive and the theoretical minimum is close to the 
smallest value in the sample. 
In every case, the optimized distribution (kappa distribution, but limited to cases where k = 0) 
provided a better fit than either the normal or the lognormal distribution.  In some cases the fit was a 
dramatic improvement.  In Table 9, Dk, Dn and Dl columns list the Kolmogorov-Smirnov D statistic for 
the kappa, normal and lognormal distributions, respectively.  Optimal h, α and ξ values are also listed.  
When h > 0 there is a minimum value listed because the distribution is bound on the left.  When h < 0, 
there is some theoretical probability, F(0), that an observation could be negative.  In all data sets except for 
temperature, the lower limit would ideally be zero.  However, for many applications it is more important to 
fit the actual data well throughout the range than to get the tails represented perfectly. 
 Appearing on the following pages are brief comments, raw data tables, illustrations of raw data, 
and graphs of the empirical and theoretical distribution and density functions for each of the 24 examples.  
For the benefit of a reader unfamiliar with South Dakota, the locations of the 17 sites are shown below in 
Figure 86.  South Dakota annual precipitation totals generally increase from northwest to southeast.   
 
Figure 86:  Locations of  17 South Dakota sites for which annual precipitation was studied. 
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Example 1:  Annual precipitation totals for Academy, South Dakota.  
Academy is in south-central South Dakota.  The dataset consists of 89 annual precipitation totals 
ranging from 11.50 inches to 35.53 inches, with an average of 21.40.  The optimal h value was –1.26, and 
the ξ value was 21.23.  The D statistic for the kappa distribution selected was 0.053. 
Table 10:  Annual precipitation totals for Academy, South Dakota. 
1871  1886  1901 27.83 1916 19.13 1931 16.19 1946 29.15 1961 17.50 1976 11.50 
1872  1887  1902 22.00 1917 22.12 1932 19.46 1947 20.02 1962 32.75 1977 35.63 
1873  1888  1903 20.42 1918 22.48 1933 17.09 1948 18.45 1963 22.75 1978 18.93 
1874  1889  1904 16.61 1919 23.39 1934 11.97 1949 23.71 1964 21.44 1979 22.39 
1875  1890  1905 24.80 1920 23.95 1935 19.32 1950  1965 22.50 1980 16.86 
1876  1891  1906 33.59 1921 20.25 1936 12.91 1951 28.50 1966 19.22 1981 21.58 
1877  1892  1907 20.94 1922 19.65 1937 16.66 1952 15.33 1967 16.47 1982 35.36 
1878  1893  1908 26.03 1923 20.80 1938 23.40 1953 23.90 1968 22.81 1983 22.04 
1879  1894  1909 21.38 1924 20.89 1939 19.46 1954 22.79 1969 19.70 1984 28.12 
1880  1895  1910 16.67 1925  1940 15.20 1955 12.28 1970 19.93 1985 26.60 
1881  1896  1911 23.57 1926 16.19 1941 23.75 1956 16.95 1971 22.47 1986 22.89 
1882  1897  1912 20.67 1927 21.19 1942 29.20 1957 26.81 1972 25.76 1987 24.05 
1883  1898  1913 19.81 1928 14.52 1943 14.21 1958 15.96 1973 24.05 1988 23.88 
1884  1899 16.17 1914 25.84 1929  1944 33.74 1959 22.54 1974 16.55 1989 12.79 
1885  1900 22.23 1915 29.18 1930 20.75 1945 17.07 1960 21.87 1975 15.52 1990 22.12 
 
Figure 87:  Annual precipitation totals for Academy, South Dakota. 
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Figure 88:  Academy – actual frequency and theoretical cumulative distributions. 
 
Figure 89:  Academy – density of actual and theoretical distributions. 
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Example 2:  Annual precipitation totals for Brookings, South Dakota.  
Brookings is in east-central South Dakota.  The dataset consists of 96 annual precipitation totals 
between 11.61 and 35.87 inches, with a 20.97 average, similar to Academy.  However, the optimal h value 
was –0.14, and the ξ value was 18.99.  The D statistic for the kappa distribution selected was 0.043. 
Table 11:  Annual precipitation totals for Brookings, South Dakota. 
1871  1886  1901 19.76 1916 17.32 1931 15.73 1946 28.84 1961 24.08 1976 13.26 
1872  1887  1902 21.83 1917 19.53 1932 17.43 1947 20.39 1962 24.27 1977 30.25 
1873  1888  1903 24.62 1918 20.42 1933 12.40 1948 18.57 1963 35.87 1978 21.55 
1874  1889  1904 15.48 1919 27.86 1934 17.71 1949 16.88 1964 19.18 1979 22.80 
1875  1890  1905 26.77 1920 28.34 1935 17.45 1950  1965 22.06 1980 19.62 
1876  1891  1906 26.26 1921 17.56 1936 16.92 1951 27.60 1966 17.12 1981 19.29 
1877  1892  1907 20.21 1922 17.87 1937 16.19 1952 17.05 1967 19.24 1982 25.46 
1878  1893 15.24 1908 32.31 1923 20.53 1938 17.20 1953 26.74 1968 28.82 1983 26.61 
1879  1894 11.61 1909 22.34 1924 19.20 1939 17.24 1954 17.20 1969 24.62 1984 30.07 
1880  1895 20.74 1910 12.64 1925 14.10 1940 18.72 1955 15.38 1970 24.16 1985 22.78 
1881  1896 21.53 1911 24.91 1926 14.59 1941 19.51 1956 21.48 1971 19.55 1986 30.70 
1882  1897  1912 23.63 1927 20.40 1942 24.32 1957 17.39 1972 27.95 1987 20.60 
1883  1898 16.41 1913 16.58 1928 16.48 1943 26.29 1958 13.45 1973 16.60 1988 15.90 
1884  1899 20.23 1914 24.15 1929 21.54 1944 28.65 1959 20.72 1974 14.66 1989 20.32 
1885  1900 24.56 1915 20.42 1930 15.14 1945 21.62 1960 25.98 1975 22.66 1990 25.14 
 
Figure 90:  Annual precipitation totals for Brookings, South Dakota. 
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Figure 91:  Brookings – actual frequency and theoretical cumulative distributions. 
 
Figure 92:  Brookings – density of actual and theoretical distributions. 
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Example 3:  Annual precipitation totals for Camp Crook, South Dakota.  
Camp Crook is in the northwest corner of South Dakota.  The 77 values in the dataset range from 
4.33 inches in 1936 up to 24.07 inches.  The average of 13.65 inches is lowest among the 17 South Dakota 
sites studied.  Results from the optimization were h = -0.50, ξ = 12.83, and D= 0.043.  
Table 12:  Annual precipitation totals for Camp Crook, South Dakota. 
1871  1886  1901 11.39 1916  1931 11.59 1946 19.50 1961 11.77 1976 14.14 
1872  1887  1902  1917 8.73 1932 14.72 1947 10.84 1962 18.71 1977 14.07 
1873  1888  1903  1918  1933 12.57 1948 15.55 1963 15.53 1978 17.07 
1874  1889  1904  1919  1934 6.50 1949 12.03 1964 13.46 1979 9.63 
1875  1890  1905  1920 15.35 1935 12.38 1950 12.71 1965 16.87 1980 8.39 
1876  1891  1906  1921 10.09 1936 4.33 1951  1966 11.55 1981 10.87 
1877  1892  1907  1922 20.85 1937 15.95 1952 9.90 1967 15.43 1982 22.01 
1878  1893  1908  1923  1938 14.49 1953 15.22 1968 12.68 1983 11.33 
1879  1894  1909  1924 12.81 1939 14.20 1954 11.05 1969 12.22 1984  
1880  1895  1910 9.77 1925  1940 14.58 1955 10.35 1970 15.80 1985  
1881  1896 19.46 1911 8.90 1926 15.40 1941 19.88 1956 9.56 1971 21.39 1986  
1882  1897 10.20 1912 13.31 1927 24.07 1942 15.31 1957 12.06 1972 16.26 1987 12.26 
1883  1898 15.24 1913 12.77 1928 12.77 1943 12.88 1958 9.71 1973 14.74 1988 7.84 
1884  1899 14.41 1914 11.15 1929 17.83 1944 16.09 1959 13.66 1974 10.92 1989 16.64 
1885  1900  1915 20.11 1930 16.33 1945 12.32 1960 13.65 1975 16.62 1990 8.26 
 
Figure 93:  Annual precipitation totals for Camp Crook, South Dakota. 
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Figure 94:  Camp Crook – actual frequency and theoretical cumulative distributions. 
 
Figure 95:  Camp Crook – density of actual and theoretical distributions. 
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Example 4:  Annual precipitation totals for Cottonwood, South Dakota.  
Cottonwood’s 79 annual totals range from 7.13 in 1936 to 27.62 inches, averaging 15.65.  The 
optimal h value is –0.10, so the result of the optimization is very close to a Gumbel distribution.  The 
optimal ξ value was 14.19.  The D statistic for the kappa distribution selected was 0.048. 
Table 13:  Annual precipitation totals for Cottonwood, South Dakota. 
1871  1886  1901  1916 12.29 1931 9.58 1946 17.75 1961 14.08 1976 11.61 
1872  1887  1902  1917 13.16 1932 17.27 1947 12.97 1962 14.92 1977 20.28 
1873  1888  1903  1918 15.03 1933 14.53 1948 17.06 1963 17.37 1978 14.62 
1874  1889  1904  1919 15.99 1934 11.99 1949 14.77 1964 15.35 1979 17.03 
1875  1890  1905  1920 19.38 1935 15.68 1950 11.93 1965 17.35 1980 14.37 
1876  1891  1906  1921 10.90 1936 7.13 1951 20.92 1966 15.26 1981 17.12 
1877  1892  1907  1922 22.41 1937 14.65 1952 16.71 1967 20.18 1982 23.23 
1878  1893  1908  1923 22.30 1938 14.90 1953 18.58 1968 15.86 1983 15.01 
1879  1894  1909  1924 11.22 1939 8.35 1954 13.01 1969 20.05 1984 16.40 
1880  1895  1910 9.95 1925 10.45 1940 9.84 1955 13.95 1970 15.83 1985 13.48 
1881  1896  1911 12.31 1926 13.52 1941 18.62 1956 14.63 1971 26.36 1986 24.29 
1882  1897  1912 14.07 1927 21.02 1942 19.32 1957 22.51 1972 15.68 1987 13.67 
1883  1898  1913 10.48 1928 14.06 1943 10.98 1958 16.43 1973  1988 14.60 
1884  1899  1914 15.01 1929 18.15 1944 12.87 1959 15.53 1974  1989 12.28 
1885  1900  1915 27.62 1930 23.07 1945 11.39 1960 15.18 1975 15.77 1990 12.85 
 
Figure 96:  Annual precipitation totals for Cottonwood, South Dakota. 
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Figure 97:  Cottonwood – actual frequency and theoretical cumulative distributions. 
 
Figure 98:  Cottonwood – density of actual and theoretical distributions. 
 82
Example 5:  Annual precipitation totals for Dupree, South Dakota.  
Results from Dupree were similar to those from Camp Crook.  The 66 annual precipitation totals 
ranged from 8.06-25.24 inches, with an average of 15.86.  The optimal h value was –0.23, and the ξ value 
was 14.44.  The D statistic for the kappa distribution selected was 0.054. 
Table 14:  Annual precipitation totals for Dupree, South Dakota. 
1871  1886  1901  1916  1931 12.37 1946 21.81 1961 11.90 1976 14.82 
1872  1887  1902  1917  1932 16.37 1947 16.79 1962 17.04 1977 23.31 
1873  1888  1903  1918  1933 16.27 1948 20.57 1963 14.82 1978 17.47 
1874  1889  1904  1919  1934 8.59 1949 13.57 1964 14.87 1979 13.49 
1875  1890  1905  1920  1935 11.36 1950  1965 18.41 1980 12.15 
1876  1891  1906  1921  1936 8.06 1951  1966 14.80 1981 16.08 
1877  1892  1907  1922 23.64 1937 16.40 1952 11.12 1967 18.12 1982 25.24 
1878  1893  1908  1923 21.60 1938 11.65 1953 20.70 1968 15.51 1983  
1879  1894  1909  1924 18.48 1939 11.53 1954 12.08 1969 12.66 1984 16.83 
1880  1895  1910  1925 13.54 1940 10.83 1955 11.38 1970 16.60 1985 16.04 
1881  1896  1911  1926 14.36 1941 21.48 1956 12.72 1971 17.82 1986 22.71 
1882  1897  1912  1927 21.48 1942 21.16 1957 19.16 1972 20.47 1987 22.12 
1883  1898  1913  1928 18.35 1943 15.33 1958 9.84 1973 18.39 1988 11.26 
1884  1899  1914  1929 14.71 1944 18.52 1959 11.20 1974 11.04 1989 15.01 
1885  1900  1915  1930 18.34 1945 12.07 1960 9.82 1975 17.52 1990 12.94 
 
Figure 99:  Annual precipitation totals for Dupree, South Dakota. 
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Figure 100:  Dupree – actual frequency and theoretical cumulative distributions. 
 
Figure 101:  Dupree – density of actual and theoretical distributions. 
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Example 6:  Annual precipitation totals for Huron, South Dakota.  
Huron’s data had 109 observations between 9.72-31.71 inches, averaging 19.39.  The optimal h 
value was –0.47, approximately midway between the Gumbel and logistic distributions.  The ξ value was 
21.23.  The D statistic was very low (0.031), partly because of the larger sample size. 
Table 15:  Annual precipitation totals for Huron, South Dakota. 
1871  1886 20.25 1901 21.98 1916 22.66 1931 12.67 1946 23.26 1961 19.92 1976 10.97 
1872  1887 25.54 1902 16.42 1917 18.01 1932 13.43 1947 19.15 1962 31.71 1977 23.14 
1873  1888 17.05 1903 13.83 1918 24.03 1933 12.48 1948 20.39 1963 19.08 1978 15.89 
1874  1889 20.17 1904 20.36 1919 22.98 1934 10.71 1949 16.20 1964 10.85 1979 15.95 
1875  1890 14.68 1905 28.93 1920 27.95 1935 19.22 1950 17.03 1965 19.52 1980 18.15 
1876  1891 20.17 1906 25.37 1921 20.77 1936 12.60 1951 24.19 1966 22.55 1981 15.79 
1877  1892 25.17 1907 15.05 1922 15.25 1937 15.62 1952 9.72 1967 15.17 1982 25.04 
1878  1893 16.94 1908 28.67 1923 17.97 1938 20.05 1953 20.44 1968 26.17 1983 18.54 
1879  1894 13.56 1909 19.14 1924 22.84 1939 13.79 1954 13.32 1969 20.09 1984 29.73 
1880  1895 17.09 1910 10.19 1925 10.13 1940 13.39 1955 14.48 1970 22.20 1985 24.95 
1881  1896 26.10 1911 18.02 1926 16.60 1941 17.03 1956 18.08 1971 18.55 1986 27.38 
1882 28.12 1897 22.74 1912 16.75 1927 21.07 1942 25.84 1957 22.57 1972 26.46 1987 19.40 
1883 23.25 1898 15.62 1913 17.87 1928 18.07 1943 18.23 1958 13.58 1973 17.38 1988 19.20 
1884 20.84 1899 13.66 1914 30.14 1929 17.51 1944 26.40 1959 20.05 1974 13.03 1989 14.55 
1885 25.78 1900 24.73 1915 20.70 1930 21.47 1945 17.66 1960 18.39 1975 18.38 1990 21.97 
 
Figure 102:  Annual precipitation totals for Huron, South Dakota. 
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Figure 103:  Huron – actual frequency and theoretical cumulative distributions. 
 
Figure 104:  Huron – density of actual and theoretical distributions. 
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Example 7:  Annual precipitation totals for Ipswich, South Dakota.  
Ipswich’s 69 observations ranged from 9.84 inches in 1936 to 29.34 inches in 1906.  The mean 
annual precipitation total was 17.92 inches.  The optimal h value of –0.87 suggests that a logistic 
distribution would be a reasonable compromise. The ξ value was 17.67, and the D statistic was 0.059. 
Table 16:  Annual precipitation totals for Ipswich, South Dakota. 
1871  1886  1901  1916 26.12 1931 18.11 1946  1961 16.23 1976 9.84 
1872  1887  1902 24.56 1917 13.41 1932 19.74 1947  1962 18.26 1977 23.76 
1873  1888  1903  1918 16.55 1933 12.74 1948  1963 24.52 1978 19.25 
1874  1889  1904  1919 18.55 1934 10.36 1949  1964 23.02 1979 16.79 
1875  1890  1905  1920  1935 19.02 1950  1965 18.10 1980 17.47 
1876  1891  1906 29.34 1921 22.43 1936 9.84 1951  1966 18.57 1981 19.98 
1877  1892  1907 18.69 1922 17.33 1937 15.41 1952 13.49 1967 18.65 1982 20.57 
1878  1893  1908  1923 17.15 1938 14.79 1953  1968 23.57 1983 19.43 
1879  1894  1909 15.75 1924 17.93 1939 14.59 1954 14.14 1969 21.90 1984  
1880  1895  1910  1925 17.08 1940 15.09 1955 14.03 1970 16.99 1985 18.92 
1881  1896  1911  1926 13.95 1941 18.51 1956 18.55 1971 22.13 1986 22.99 
1882  1897  1912  1927  1942 19.64 1957 22.15 1972 15.26 1987 11.77 
1883  1898  1913  1928  1943 14.79 1958 15.75 1973 14.71 1988 10.84 
1884  1899  1914 18.69 1929 13.72 1944  1959 15.57 1974 15.00 1989 20.68 
1885  1900 16.57 1915 27.52 1930 18.22 1945  1960 18.72 1975 20.20 1990 18.48 
 
Figure 105:  Annual precipitation totals for Ipswich, South Dakota. 
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Figure 106:  Ipswich – actual frequency and theoretical cumulative distributions. 
 
Figure 107:  Ipswich – density of actual and theoretical distributions. 
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Example 8:  Annual precipitation totals for Lemmon, South Dakota.  
Lemmon’s 70 observations covered the range 5.54-24.14 inches, and averaged 16.50.  The optimal 
h value (-1.54) was less than –1, probably because of the negative skewness of the data (-0.23)  The ξ value 
was 17.39, and the D statistic for the kappa distribution selected was 0.055. 
Table 17:  Annual precipitation totals for Lemmon, South Dakota. 
1871  1886  1901  1916  1931 14.13 1946 20.86 1961 10.80 1976 18.77 
1872  1887  1902  1917 11.10 1932 16.90 1947 18.30 1962 21.03 1977 23.42 
1873  1888  1903  1918 12.16 1933 11.58 1948 14.35 1963 17.97 1978 21.48 
1874  1889  1904  1919 8.77 1934 8.67 1949 11.30 1964 17.07 1979 17.27 
1875  1890  1905  1920 15.31 1935 12.07 1950 17.55 1965 23.72 1980 10.84 
1876  1891  1906  1921 12.64 1936 5.54 1951 17.28 1966 22.78 1981 17.64 
1877  1892  1907  1922 23.40 1937 13.46 1952 9.81 1967 20.36 1982 24.14 
1878  1893  1908  1923  1938 15.00 1953 22.34 1968 17.94 1983 18.86 
1879  1894  1909 15.55 1924  1939 14.09 1954 16.86 1969 20.54 1984 19.12 
1880  1895  1910 11.01 1925 15.80 1940 19.32 1955 17.28 1970 22.07 1985  
1881  1896  1911  1926  1941 20.25 1956 14.44 1971 19.23 1986 20.71 
1882  1897  1912  1927 17.48 1942 19.90 1957 19.41 1972 22.54 1987 17.31 
1883  1898  1913  1928  1943 15.58 1958 14.72 1973 18.02 1988 14.28 
1884  1899  1914  1929  1944 21.60 1959 13.34 1974 10.38 1989 19.97 
1885  1900  1915  1930 13.91 1945 11.97 1960 12.34 1975 18.42 1990 10.85 
 
Figure 108:  Annual precipitation totals for Lemmon, South Dakota. 
 89
 
Figure 109:  Lemmon – actual frequency and theoretical cumulative distributions. 
 
Figure 110:  Lemmon – density of actual and theoretical distributions. 
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Example 9:  Annual precipitation totals for Milbank, South Dakota.  
Milbank’s dataset consists of 89 annual precipitation totals ranging from 7.67 inches to 35.31 
inches, with an average of 21.99.  The relatively high average is related to Milbank’s location on the 
eastern edge of South Dakota.  The optimal h value was –0.52, ξ was 21.00, and D was 0.037. 
Table 18:  Annual precipitation totals for Milbank, South Dakota. 
1871  1886  1901 21.49 1916 26.16 1931 19.17 1946 27.47 1961 19.23 1976 7.67 
1872  1887  1902 17.73 1917 22.19 1932 24.49 1947 20.78 1962 26.11 1977 34.51 
1873  1888  1903  1918 25.92 1933 15.63 1948 22.06 1963 26.41 1978 21.26 
1874  1889  1904  1919 24.93 1934 12.95 1949 17.51 1964 16.37 1979 20.23 
1875  1890 19.88 1905 35.31 1920 32.55 1935 22.04 1950  1965 25.93 1980 18.23 
1876  1891 12.71 1906 33.97 1921 24.30 1936 11.49 1951 23.61 1966 18.59 1981 19.53 
1877  1892 28.80 1907  1922  1937 25.92 1952 18.05 1967 16.24 1982  
1878  1893 15.85 1908 33.50 1923 19.24 1938 19.45 1953 27.54 1968 23.51 1983  
1879  1894 14.35 1909 22.67 1924 23.96 1939 22.83 1954 23.17 1969 20.95 1984  
1880  1895 14.82 1910 17.08 1925 19.04 1940 21.60 1955 20.10 1970 23.17 1985  
1881  1896 22.45 1911 24.80 1926 25.35 1941 22.54 1956 22.71 1971 25.11 1986  
1882  1897 20.05 1912 22.53 1927 24.98 1942 30.23 1957 34.85 1972 23.08 1987 15.98 
1883  1898 18.95 1913 21.58 1928  1943 22.06 1958 16.69 1973 15.88 1988 17.16 
1884  1899 24.19 1914 29.01 1929 24.38 1944 19.78 1959  1974 16.15 1989 20.70 
1885  1900 20.64 1915 30.59 1930 19.58 1945 21.96 1960 21.24 1975 16.79 1990 25.25 
 
Figure 111:  Annual precipitation totals for Milbank, South Dakota. 
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Figure 112:  Milbank – actual frequency and theoretical cumulative distributions. 
 
Figure 113:  Milbank – density of actual and theoretical distributions. 
 92
Example 10:  Annual precipitation totals for Oelrichs, South Dakota.  
Oelrichs data consists of 78 values from 8.40 to 42.27 inches, with an average of 17.12.  However, 
the second-highest total is only 25.96 inches.  The outlier (42.27) causes skewness (1.95) and kurtosis 
(11.81) values to be unusually high.  The optimal h value was 0.29, ξ was 14.37, and D statistic was 0.062. 
Table 19:  Annual precipitation totals for Oelrichs, South Dakota. 
1871  1886  1901 24.34 1916 16.94 1931 15.51 1946 19.42 1961 11.78 1976 15.62 
1872  1887  1902 19.19 1917 15.88 1932 18.41 1947 21.52 1962 21.77 1977 17.39 
1873  1888  1903 18.57 1918  1933 19.47 1948 17.10 1963 20.88 1978 14.47 
1874  1889  1904  1919 13.38 1934 14.10 1949 15.98 1964 14.88 1979 14.76 
1875  1890  1905  1920  1935 17.29 1950  1965 22.57 1980 18.07 
1876  1891  1906 22.25 1921 14.81 1936 8.40 1951 13.65 1966 19.19 1981 13.01 
1877  1892  1907  1922  1937 11.25 1952 10.47 1967 20.68 1982 25.17 
1878  1893  1908 19.00 1923  1938 14.79 1953 12.17 1968 21.03 1983 17.04 
1879  1894  1909  1924 13.01 1939 10.11 1954 11.23 1969 15.42 1984 13.63 
1880  1895  1910  1925 22.22 1940 10.29 1955 19.99 1970 14.04 1985  
1881  1896 17.57 1911 14.12 1926  1941 17.94 1956  1971 19.59 1986 22.09 
1882  1897 14.75 1912 23.33 1927  1942 21.43 1957 18.69 1972 14.06 1987 14.27 
1883  1898  1913 17.68 1928  1943 13.82 1958 16.15 1973 19.62 1988 14.43 
1884  1899 20.65 1914  1929 25.96 1944 17.30 1959 17.72 1974 14.86 1989 12.96 
1885  1900 12.93 1915 42.27 1930 21.58 1945 14.80 1960 13.72 1975 14.16 1990 14.55 
 
Figure 114:  Annual precipitation totals for Oelrichs, South Dakota. 
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Figure 115:  Oelrichs – actual frequency and theoretical cumulative distributions. 
 
Figure 116:  Oelrichs – density of actual and theoretical distributions. 
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Example 11:  Annual precipitation totals for Pierre, South Dakota.  
Pierre’s 97 observations range from 4.58 inches to 29.59 inches, with average 17.02 and skewness 
–0.24.  As was the case with Lemmon, the optimal h (-1.55) is less than –1.The corresponding ξ value was 
17.87.  The D statistic for the kappa distribution selected was 0.038. 
Table 20:  Annual precipitation totals for Pierre, South Dakota. 
1871  1886  1901 17.04 1916 20.52 1931 10.96 1946 23.37 1961 11.00 1976 7.12 
1872  1887  1902 20.04 1917 14.87 1932 16.87 1947 10.88 1962 21.32 1977 24.87 
1873  1888  1903 19.53 1918 17.68 1933 16.10 1948 17.94 1963 19.31 1978 19.50 
1874  1889  1904 9.47 1919 21.15 1934 9.26 1949 17.10 1964 18.37 1979 20.80 
1875  1890  1905 20.46 1920 22.83 1935 11.15 1950 16.15 1965 16.52 1980 15.43 
1876  1891  1906 22.06 1921 19.17 1936 9.44 1951 23.03 1966 16.02 1981 20.29 
1877  1892 4.58 1907 14.02 1922 19.47 1937 12.85 1952 13.09 1967 17.33 1982 29.59 
1878  1893 14.56 1908 19.10 1923 17.88 1938 15.78 1953 22.48 1968 22.19 1983 17.66 
1879  1894 7.82 1909 12.99 1924 17.47 1939 13.90 1954 16.99 1969 17.02 1984 22.92 
1880  1895 16.85 1910  1925 11.84 1940 8.85 1955 17.64 1970 21.57 1985 19.90 
1881  1896 7.55 1911 12.67 1926 15.44 1941 21.86 1956 19.67 1971 19.50 1986 23.99 
1882  1897 18.84 1912  1927 19.47 1942 20.07 1957 18.69 1972 20.78 1987 16.57 
1883  1898 10.65 1913 11.45 1928 14.09 1943 16.35 1958 13.18 1973 14.34 1988 13.80 
1884  1899 20.00 1914 20.29 1929 15.81 1944 23.46 1959 17.48 1974 12.36 1989 16.75 
1885  1900 16.81 1915 23.57 1930 15.70 1945 14.18 1960 19.18 1975 26.08 1990 16.44 
 
Figure 117:  Annual precipitation totals for Pierre, South Dakota. 
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Figure 118:  Pierre – actual frequency and theoretical cumulative distributions. 
 
Figure 119:  Pierre – density of actual and theoretical distributions. 
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Example 12:  Annual precipitation totals for Pollock, South Dakota.  
Pollock’s 74 observations (3.66-17.18 range, 16.03 mean) are also negatively skewed (-0.11) but 
the optimal h (-0.24) is nonetheless between 0 and –1.  This contradicts the examples of Lemmon and 
Pierre.  The optimal ξ value was 15.05, and the D statistic for the kappa distribution selected was 0.050. 
Table 21:  Annual precipitation totals for Pollock, South Dakota. 
1871  1886  1901  1916 21.62 1931 14.12 1946 24.41 1961 14.63 1976  
1872  1887  1902  1917 12.36 1932 17.83 1947 15.55 1962 19.58 1977 22.62 
1873  1888  1903  1918  1933 9.59 1948 13.23 1963 16.87 1978 19.55 
1874  1889  1904  1919 11.40 1934 6.46 1949  1964 20.06 1979 14.72 
1875  1890  1905  1920 13.52 1935 13.86 1950  1965 21.14 1980 15.19 
1876  1891  1906  1921 19.51 1936 3.66 1951  1966 16.72 1981 18.43 
1877  1892  1907  1922 14.94 1937 14.45 1952 8.05 1967 14.37 1982 18.86 
1878  1893  1908  1923 23.23 1938 12.85 1953 16.44 1968 16.34 1983 19.33 
1879  1894  1909  1924 17.32 1939 12.54 1954 15.48 1969 14.66 1984 16.86 
1880  1895  1910  1925  1940 12.26 1955 16.15 1970 19.56 1985 13.85 
1881  1896  1911 13.46 1926 12.82 1941 17.88 1956 17.51 1971 21.19 1986 23.21 
1882  1897  1912 15.50 1927 21.03 1942 20.35 1957 18.93 1972 15.32 1987 14.68 
1883  1898  1913 14.77 1928 17.10 1943 15.22 1958 15.81 1973 16.01 1988 10.54 
1884  1899  1914 19.25 1929 13.85 1944 19.06 1959 10.19 1974 9.77 1989 14.83 
1885  1900  1915 27.18 1930 14.38 1945 11.87 1960 15.41 1975 19.01 1990 15.91 
 
Figure 120:  Annual precipitation totals for Pollock, South Dakota. 
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Figure 121:  Pollock – actual frequency and theoretical cumulative distributions. 
 
Figure 122:  Pollock – density of actual and theoretical distributions. 
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Example 13:  Annual precipitation totals for Rapid City, South Dakota.  
Rapid City is at the foot of the Black Hills in western South Dakota.  The range of the 96 annual 
precipitation totals is 7.51 (in 1936, of course) to 28.89, with an average of 17.63.  The optimal h value was 
–0.74, and the ξ value was 17.15.  The D statistic for the kappa distribution selected was 0.035. 
Table 22:  Annual precipitation totals for Rapid City, South Dakota. 
1871  1886  1901 23.25 1916 15.95 1931 9.31 1946 27.70 1961 10.29 1976 21.36 
1872  1887  1902 18.51 1917 16.87 1932 20.76 1947 13.20 1962 28.89 1977 16.00 
1873  1888 22.75 1903 21.28 1918 20.38 1933 17.88 1948 17.97 1963 22.52 1978 18.84 
1874  1889 17.93 1904 16.40 1919 19.05 1934 10.20 1949  1964 16.65 1979 15.66 
1875  1890 14.02 1905 27.06 1920 23.86 1935 15.40 1950 15.43 1965 19.22 1980 13.35 
1876  1891 16.75 1906 19.85 1921 13.31 1936 7.51 1951 18.84 1966 23.08 1981 17.05 
1877  1892 20.03 1907  1922 21.49 1937 13.99 1952 12.37 1967 22.28 1982 27.31 
1878  1893 9.61 1908 19.63 1923 25.10 1938 15.71 1953 20.29 1968 19.53 1983  
1879  1894 13.75 1909 20.38 1924 14.91 1939 11.02 1954 14.11 1969 16.13 1984  
1880  1895 15.48 1910 16.39 1925 18.80 1940 11.27 1955 17.21 1970 20.76 1985  
1881  1896 13.68 1911 10.55 1926 21.08 1941 20.55 1956 16.47 1971 21.59 1986  
1882  1897 12.32 1912 17.79 1927 25.86 1942 19.34 1957 21.46 1972 20.51 1987 14.20 
1883  1898 10.98 1913 18.32 1928 16.80 1943 14.24 1958 17.13 1973 17.29 1988 10.35 
1884  1899 16.71 1914 15.33 1929 24.44 1944 22.23 1959 15.59 1974 14.33 1989  
1885  1900 13.32 1915 27.14 1930 13.74 1945 19.64 1960 13.03 1975 19.03 1990 15.09 
 
Figure 123:  Annual precipitation totals for Rapid City, South Dakota. 
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Figure 124:  Rapid City – actual frequency and theoretical cumulative distributions. 
 
Figure 125:  Rapid City – density of actual and theoretical distributions. 
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Example 14:  Annual precipitation totals for Sioux Falls, South Dakota.  
Sioux Falls is in eastern South Dakota, along the Sioux River.  The average annual rainfall of 
24.96 inches was highest among the 17 South Dakota sites studied.  The 99 annual totals ranged from 10.44 
to 36.02 inches.  The optimal h value was –1.63 (skewness was –0.27), ξ was 25.92, and D was 0.039. 
Table 23:  Annual precipitation totals for Sioux Falls, South Dakota. 
1871  1886  1901 22.53 1916 22.26 1931 17.73 1946 26.26 1961 23.05 1976 11.42 
1872  1887  1902 25.92 1917 19.45 1932 27.65 1947 25.61 1962 30.47 1977 31.62 
1873  1888  1903 30.90 1918 25.62 1933 20.73 1948 27.58 1963 21.00 1978 23.17 
1874  1889  1904 20.07 1919 27.88 1934 24.61 1949 20.76 1964 22.56 1979 32.25 
1875  1890  1905 35.53 1920 32.89 1935 32.25 1950 21.24 1965 27.94 1980 13.82 
1876  1891 18.75 1906 32.88 1921 24.18 1936 25.28 1951 30.79 1966 20.84 1981 18.11 
1877  1892 23.88 1907 20.68 1922 23.10 1937 27.65 1952 18.86 1967 16.40 1982 33.26 
1878  1893 22.33 1908 33.04 1923 29.23 1938 29.43 1953 30.05 1968 27.82 1983 26.77 
1879  1894 10.44 1909 36.02 1924 20.28 1939 25.33 1954 24.69 1969 26.58 1984 29.64 
1880  1895 20.28 1910 16.89 1925 20.04 1940 26.64 1955 18.16 1970 27.38 1985 27.16 
1881  1896 30.07 1911 34.57 1926 24.64 1941 20.68 1956 22.74 1971 23.64 1986 30.50 
1882  1897 25.74 1912 24.63 1927 23.95 1942 27.94 1957 28.19 1972 26.43 1987 18.66 
1883  1898 26.89 1913 26.96 1928 26.23 1943 23.45 1958 15.33 1973 28.19 1988 19.14 
1884  1899 28.42 1914 26.58 1929 34.09 1944 32.21 1959 29.81 1974 17.03 1989 15.79 
1885  1900  1915 29.41 1930 23.76 1945 25.37 1960 27.51 1975 26.10 1990 19.20 
 
Figure 126:  Annual precipitation totals for Sioux Falls, South Dakota. 
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Figure 127:  Sioux Falls – actual frequency and theoretical cumulative distributions. 
 
Figure 128:  Sioux Falls – density of actual and theoretical distributions. 
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Example 15:  Annual precipitation totals for Spearfish, South Dakota.  
Spearfish is at the northern edge of the Black Hills, and has a reputation for unusual weather.  The 
75 values range from 10.58 to 42.40 and the average (21.05) is high for western South Dakota.  The 
optimal h value of 0.27 implies a minimum at 9.90 inches.  The ξ value was 17.34, and D was 0.044. 
Table 24:  Annual precipitation totals for Spearfish, South Dakota. 
1871  1886  1901 19.14 1916 20.41 1931 12.78 1946 42.40 1961 14.03 1976 28.65 
1872  1887  1902 19.44 1917 11.55 1932 26.23 1947  1962 30.82 1977 24.90 
1873  1888  1903 29.41 1918 19.34 1933 21.38 1948  1963 23.48 1978 20.66 
1874  1889  1904 24.40 1919  1934 14.82 1949  1964 25.63 1979 18.46 
1875  1890  1905 27.85 1920 23.35 1935 14.39 1950 17.89 1965  1980 18.14 
1876  1891  1906  1921 14.56 1936 10.58 1951  1966 24.27 1981 20.36 
1877  1892  1907 25.64 1922 37.03 1937 21.91 1952 10.69 1967 21.80 1982 35.94 
1878  1893  1908 17.68 1923 32.42 1938 16.06 1953 19.12 1968 21.76 1983  
1879  1894  1909  1924 20.50 1939 15.14 1954 15.64 1969 19.40 1984  
1880  1895  1910  1925 19.16 1940 20.44 1955 18.68 1970 31.06 1985  
1881  1896  1911 13.78 1926 19.28 1941 31.16 1956 18.81 1971 25.17 1986 27.17 
1882  1897  1912  1927 24.01 1942 26.02 1957 20.81 1972 25.49 1987  
1883  1898 11.89 1913 14.05 1928 19.88 1943 16.55 1958 18.27 1973 24.01 1988  
1884  1899 17.18 1914 16.12 1929  1944 31.10 1959 13.96 1974 18.67 1989  
1885  1900 17.73 1915  1930 16.29 1945 24.29 1960 16.76 1975 16.48 1990 14.37 
 
Figure 129:  Annual precipitation totals for Spearfish, South Dakota. 
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Figure 130:  Spearfish – actual frequency and theoretical cumulative distributions. 
 
Figure 131:  Spearfish – density of actual and theoretical distributions. 
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Example 16:  Annual precipitation totals for Wood, South Dakota.  
Wood’s annual precipitation totals ranged from 8.92-33.49 inches, with an average of 18.85.  The 
optimal h value was –0.69, and ξ was 18.23.  The D statistic for the kappa distribution selected was 0.032.  
This D value was lowest among the 17 South Dakota sites, even though the sample size was only 71. 
Table 25:  Annual precipitation totals for Wood, South Dakota. 
1871  1886  1901  1916 19.01 1931 14.23 1946 25.86 1961 17.72 1976 11.99 
1872  1887  1902  1917  1932 20.69 1947 16.40 1962 28.11 1977 26.95 
1873  1888  1903  1918 20.14 1933 10.44 1948 20.48 1963 20.54 1978 19.64 
1874  1889  1904  1919 21.90 1934 8.92 1949 20.33 1964 17.71 1979 17.91 
1875  1890  1905  1920 28.24 1935 18.31 1950 22.92 1965 21.48 1980 13.07 
1876  1891  1906  1921  1936 12.39 1951  1966 26.82 1981 15.31 
1877  1892  1907  1922 24.79 1937 11.13 1952 17.07 1967 14.67 1982 27.40 
1878  1893  1908  1923 21.17 1938 15.43 1953 24.22 1968 25.23 1983 18.80 
1879  1894  1909  1924 16.92 1939 19.20 1954 16.00 1969 14.72 1984  
1880  1895  1910  1925 10.77 1940 11.10 1955 18.79 1970 15.75 1985  
1881  1896  1911  1926 13.81 1941 24.11 1956 17.91 1971 16.17 1986  
1882  1897  1912  1927 20.59 1942 23.17 1957 21.93 1972 19.29 1987  
1883  1898  1913 18.08 1928 12.22 1943 15.30 1958 16.63 1973 22.83 1988 14.58 
1884  1899  1914 19.83 1929 22.07 1944 24.79 1959 17.55 1974 10.79 1989 17.48 
1885  1900  1915 33.49 1930 20.99 1945 14.99 1960 22.73 1975 16.43 1990 20.25 
 
Figure 132:  Annual precipitation totals for Wood, South Dakota. 
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Figure 133:  Wood – actual frequency and theoretical cumulative distributions. 
 
Figure 134:  Wood – density of actual and theoretical distributions. 
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Example 17:  Annual precipitation totals for Yankton, South Dakota.  
The final South Dakota site considered, Yankton, is along the Missouri River in southeast South 
Dakota.  The 93 annual precipitation totals ranged from 13.00 inches to 38.82 inches, with an average of 
23.52.  The optimal h value was –1.04 (close to logistic), ξ was 23.51 (close to the mean), and D was 0.041. 
Table 26:  Annual precipitation totals for Yankton, South Dakota. 
1871  1886  1901  1916 22.40 1931 15.21 1946 24.98 1961 23.81 1976 16.27 
1872  1887  1902  1917 25.84 1932 15.40 1947 18.90 1962 24.79 1977 27.72 
1873  1888  1903 31.38 1918 28.56 1933 18.04 1948  1963 19.27 1978 22.00 
1874  1889  1904 20.05 1919 26.30 1934 18.38 1949 28.15 1964 23.29 1979 25.80 
1875  1890  1905 25.46 1920 27.50 1935 22.05 1950  1965 30.18 1980 14.60 
1876  1891  1906 33.21 1921 22.39 1936 13.30 1951 34.36 1966 27.04 1981 20.89 
1877  1892 24.11 1907 25.71 1922 17.68 1937 24.91 1952 20.84 1967 17.38 1982 30.64 
1878  1893 23.31 1908 26.39 1923 31.42 1938 26.97 1953 23.19 1968 22.42 1983  
1879  1894 14.15 1909 34.53 1924 20.86 1939 17.41 1954 25.52 1969 23.41 1984  
1880  1895 21.31 1910 20.33 1925 15.14 1940 20.54 1955 15.77 1970 19.83 1985 23.30 
1881  1896 27.55 1911 26.41 1926 21.30 1941 26.38 1956 13.00 1971 23.30 1986 27.43 
1882  1897 21.64 1912 22.63 1927 29.21 1942 25.60 1957 26.94 1972 35.39 1987 22.52 
1883  1898 21.42 1913 27.36 1928 21.75 1943 25.09 1958 14.72 1973 27.62 1988 17.09 
1884  1899 19.54 1914 18.78 1929 25.37 1944 38.20 1959 32.93 1974 16.09 1989 16.95 
1885  1900 31.38 1915 33.95 1930 16.28 1945 22.77 1960 31.89 1975 19.03 1990 25.57 
 
Figure 135:  Annual precipitation totals for Yankton, South Dakota. 
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Figure 136:  Yankton – actual frequency and theoretical cumulative distributions. 
 
Figure 137:  Yankton – density of actual and theoretical distributions. 
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Example 18:  Annual precipitation totals for Shreveport, Louisiana. 
To verify usefulness beyond South Dakota, the series of 102 annual totals (1900-2001) from 
Shreveport, Louisiana, was considered.  Shreveport is much wetter than South Dakota (range of 26.23-
81.99 inches; average of 45.93 inches).  Again, the kappa distribution fit the data well (D = 0.035). 
Table 27:  Annual precipitation totals for Shreveport, Louisiana. 
1886  1901 36.65 1916 32.34 1931 42.41 1946 64.53 1961 57.50 1976 43.50 1991 81.99 
1887  1902 49.88 1917 34.70 1932 42.97 1947 44.28 1962 35.62 1977 32.18 1992 51.41 
1888  1903 29.26 1918 26.23 1933 63.71 1948 38.10 1963 30.03 1978 41.46 1993 57.18 
1889  1904 35.29 1919 50.34 1934 43.33 1949 49.88 1964 32.31 1979 63.92 1994 54.60 
1890  1905 63.12 1920 47.34 1935 49.34 1950 47.88 1965 41.12 1980 34.57 1995 43.96 
1891  1906 34.35 1921 32.16 1936 26.44 1951 37.75 1966 33.86 1981 41.30 1996 44.80 
1892  1907 39.05 1922 47.76 1937 50.59 1952 42.64 1967 38.13 1982 44.72 1997 69.20 
1893  1908 47.19 1923 53.62 1938 40.16 1953 46.56 1968 57.83 1983 49.83 1998 50.60 
1894  1909 32.13 1924 28.65 1939 40.23 1954 34.94 1969 42.80 1984 48.35 1999 55.02 
1895  1910 37.51 1925 35.62 1940 62.16 1955 47.23 1970 41.80 1985 51.30 2000 57.88 
1896  1911 44.98 1926 49.00 1941 51.34 1956 34.01 1971 35.50 1986 58.11 2001 59.37 
1897  1912 53.03 1927 44.62 1942 45.23 1957 67.23 1972 46.96 1987 54.14 2002  
1898  1913 51.98 1928 36.97 1943 30.64 1958 46.75 1973 58.16 1988 36.38 2003  
1899  1914 38.34 1929 35.93 1944 56.06 1959 39.02 1974 61.46 1989 60.90 2004  
1900 48.58 1915 43.55 1930 43.41 1945 57.67 1960 48.51 1975 43.87 1990 65.64 2005  
 
Figure 138:  Annual precipitation totals for Shreveport, Louisiana. 
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Figure 139:  Shreveport annual rain – actual frequency and theoretical cumulative distributions. 
 
Figure 140:  Shreveport annual rain – density of actual and theoretical distributions. 
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Example 19:  Daily temperatures for Baton Rouge, Louisiana. 
Daily maximum temperatures recorded at Baton Rouge, Louisiana, from 1948-1997 were studied, 
both to have a strongly-negatively skewed dataset and to test the technique on a much larger sample size.  
Of 18263 days in the 50 year-period only five observations were missing.  Values ranged from 21 degrees 
Fahrenheit (January 11, 1962) to 103 degrees (June 30, 1954).  The high temperature occurring most 
frequently (90) was very close to the maximum (103).  The optimization resulted in values of –5.78 for h, 
87.65 for ξ and 0.039 for D.  Note that ξ (87.65) is much closer to the mode (90) than to the mean (77.95). 
Table 28:  Summary of Baton Rouge, Louisiana, daily maximum temperatures, 1948-1997. 
21 1 31 3 41 32 51 78 61 221 71 349 81 458 91 799 101 3
22 0 32 7 42 33 52 120 62 221 72 393 82 507 92 776 102 4
23 1 33 8 43 43 53 133 63 215 73 386 83 508 93 656 103 1
24 0 34 12 44 55 54 156 64 245 74 387 84 502 94 500 104 0
25 2 35 8 45 63 55 149 65 274 75 411 85 573 95 381 105 0
26 0 36 9 46 48 56 151 66 264 76 448 86 590 96 162 106 0
27 3 37 12 47 63 57 160 67 261 77 430 87 539 97 91 107 0
28 0 38 15 48 67 58 203 68 288 78 418 88 596 98 56 108 0
29 1 39 21 49 72 59 159 69 318 79 422 89 632 99 28 109 0
30 2 40 24 50 93 60 217 70 367 80 534 90 808 100 12 110 0
 
Figure 141:  Daily maximum temperature for Baton Rouge, Louisiana, 1948-1997. 
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Figure 142:  Baton Rouge daily highs – actual frequency and theoretical cumulative distributions. 
 
Figure 143:  Baton Rouge daily highs – density of actual and theoretical distributions. 
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Example 20:  Maximum discharge for Cumberland Falls, Kentucky. 
The peak discharge in cubic feet per second (cfs) of the Cumberland River at Cumberland Falls, 
Kentucky, was studied to verify the suitability of the optimization technique to non-meteorological data.  
Values were obtained from Haan (1977) but are also available from the United States Geological Survey.  
The optimization resulted in a positive h value (0.18) which causes a minimum of 10,089 cfs in the 
resulting distribution.  This minimum appears reasonable, since the lowest annual peak was 18,200 cfs. 
Table 29:  Annual peak discharge at Cumberland Falls, Kentucky, 1916-1970. 
1911  1921 28200 1931 26800 1941 27300 1951 46500 1961 25000
1912  1922 38600 1932  1942 21700 1952 37000 1962 43300
1913  1923 30900 1933 23600 1943 44100 1953 20700 1963 38800
1914  1924 35100 1934 34200 1944 33000 1954 24900 1964 18200
1915  1925 30900 1935 35800 1945 22500 1955 41600 1965 34800
1916 45200 1926 25600 1936 31000 1946 54200 1956 35100 1966 21400
1917 47000 1927 51900 1937 36300 1947 27500 1957 57400 1967 37600
1918 59600 1928 31600 1938 20900 1948 44800 1958 33700 1968 20400
1919 37200 1929 56100 1939 52300 1949 28900 1959 25900 1969 27400
1920 43500 1930 23600 1940 21400 1950 50100 1960 21800 1970 43100
 
Figure 144:  Annual peak discharge at Cumberland Falls, Kentucky, 1916-1970. 
 113
 
Figure 145:  Cumberland River – actual frequency and theoretical cumulative distributions. 
 
Figure 146:  Cumberland River – density of actual and theoretical distributions. 
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Examples 21 and 22:  Daily precipitation totals for Shreveport, Louisiana (with and without zeros). 
Rainfall data on a different time scale would be a likely application of the optimization technique, 
so daily precipitation data from Shreveport, Louisiana, was obtained for all 365 days of 2001.  There was 
measurable precipitation on 115 days (maximum 2.73 inches); none on 250 days.  Including zeros 
overwhelms the non-zero values enough that the optimized distribution is still an awful fit.  However, 
removing the zeros makes it possible to fit the remaining data much better than the normal distribution (of 
course) and slightly better than the lognormal distribution.  The lognormal distribution has an appealing 
theoretical lower limit of zero, but the optimized kappa distribution’s minimum of –0.01 inches is close. 
Table 30:  Daily precipitation totals for Shreveport, Louisiana, 2001. 
 Jan. Feb. March April May June July Aug. Sep. Oct. Nov. Dec.
1 0.00 0.00 0.88 0.00 0.00 0.00 0.01 0.21 1.19 0.00 0.00 0.00
2 0.00 0.00 0.85 0.01 0.00 0.00 0.02 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.76 0.01 0.00 0.00 0.01 0.00 0.39 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.10 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.22 0.19 0.00 0.00 0.93 1.60 0.00 0.00
6 0.00 0.00 0.00 0.00 0.05 2.56 0.00 0.01 0.05 0.00 0.00 0.03
7 0.00 0.00 0.00 0.00 1.84 0.15 0.00 0.00 0.00 0.00 0.00 0.00
8 0.00 0.00 0.29 0.00 0.00 0.91 0.00 0.00 0.00 0.00 0.00 0.47
9 0.00 0.36 0.55 0.00 0.01 0.29 0.00 0.00 1.63 0.00 0.00 0.00
10 0.27 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.82 0.00 0.00
11 0.03 0.88 0.00 0.00 0.00 0.00 0.00 0.67 0.00 0.74 0.00 1.30
12 0.00 0.32 0.95 0.09 0.02 0.00 0.00 0.00 0.00 0.03 0.00 2.73
13 0.09 0.01 0.00 0.13 0.00 0.00 0.00 0.28 0.00 1.98 0.12 0.86
14 0.00 0.01 0.74 0.04 0.00 1.11 0.00 0.00 0.00 0.00 0.00 0.00
15 0.00 0.33 0.00 0.34 0.00 0.24 0.00 0.00 0.00 0.00 0.00 0.03
16 1.19 1.15 0.00 0.00 0.00 0.00 0.00 0.32 0.00 0.00 0.00 0.67
17 1.49 0.00 0.00 0.00 0.00 0.00 0.00 0.31 0.00 0.00 0.00 0.00
18 1.39 0.00 0.00 0.00 0.00 0.00 0.00 0.47 0.18 0.00 0.00 0.00
19 0.13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.00
20 0.00 0.00 0.00 0.00 0.00 0.89 0.00 0.00 0.11 0.00 0.00 0.00
21 0.00 0.02 0.00 0.00 0.02 0.87 0.00 0.00 2.04 0.00 0.00 0.00
22 0.00 0.00 0.00 0.00 0.00 0.00 0.38 0.00 0.04 0.00 0.02 0.01
23 0.00 0.03 0.00 0.24 0.00 0.00 0.00 0.00 0.15 0.00 0.00 0.00
24 0.00 0.08 0.66 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.11 0.00
25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
26 0.00 0.18 0.01 0.00 0.02 0.00 0.01 0.77 0.00 0.00 1.39 0.00
27 0.01 1.49 0.18 0.00 0.00 0.10 1.32 0.23 0.00 0.00 0.43 0.00
28 0.02 1.66 0.30 0.00 0.32 0.00 0.00 0.02 0.00 0.00 1.59 0.00
29 1.14  0.30 0.00 0.00 0.01 0.00 0.05 0.00 0.00 0.50 0.00
30 0.00  0.00 0.00 0.01 0.00 0.00 0.40 0.00 0.00 0.00 0.00
31 0.00  0.00  1.80  0.00 0.36  0.00   0.00
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Figure 147:  Daily rainfall total at Shreveport, Louisiana, for January 1, 2001 – December 31, 2001. 
 
Figure 148:  Number of occurrences of non-zero daily precipitation totals at Shreveport, Louisiana.   
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Figure 149:  Shreveport daily rain (all) – actual frequency and theoretical cumulative distributions. 
 
Figure 150:  Shreveport daily rain (all) – density of actual and theoretical distributions. 
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Figure 151:  Shreveport daily rain (>0) – actual frequency and theoretical cumulative distributions. 
 
Figure 152:  Shreveport daily rain (>0) – density of actual and theoretical distributions. 
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Examples 23 and 24:  Maximum and average wind speeds within each minute – Crowley, Louisiana. 
In the final two examples, both maximum and average wind speeds for each minute were 
considered for October 29, 2002, using data from the Louisiana Agriclimatic Information System’s  
electronic weather station at the Rice Research Station near Crowley, Louisiana.  The maximum speed in 
each minute is the highest of 20 3-second observation; the average is the mean of those same 20 values.  
The highest speed recorded on the day under consideration was 18.13 meters per second, and the highest 
average was 14.230.  The lowest speeds were very close to zero in both cases.  D values of 0.033 were 
obtained for both sets of data.  These are much better than the corresponding numbers for the normal 
distribution, and slightly better than the lognormal.  However, the lognormal distribution has a theoretical 
minimum of zero which is appropriate for this data, whereas the optimized distributions obtained here had 
resulting minimums of 0.39 meters per second for the maximum, and 0.24 meters per second for the 
average.  For applications where this is a major problem, it should be possible to refine the optimization 
technique with the restriction that the domain of the density function be strictly positive. 
 
Figure 153:  Maximum and average wind speeds, 10/29/2002,  Crowley, Louisiana. 
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Table 31:  Maximum wind speed (m/s) at Crowley, Louisiana, for each minute before noon 10/29/02. 
 0:00 1:00 2:00 3:00 4:00 5:00 6:00 7:00 8:00 9:00 10:00 11:00 
0:01 4.181 5.586 5.586 10.710 6.729 4.345 2.385 3.103 1.013 3.038 2.744 1.111 
0:02 3.234 6.468 6.795 12.450 6.239 5.031 3.005 3.071 1.209 3.038 3.463 1.209 
0:03 4.149 6.076 9.180 11.760 5.749 5.357 3.332 5.619 1.078 2.907 3.299 1.013 
0:04 3.430 4.639 7.250 10.090 6.958 5.586 3.495 6.305 0.947 3.071 3.822 0.555 
0:05 2.973 4.671 5.945 10.060 7.710 5.782 3.234 5.227 1.143 4.312 4.149 0.621 
0:06 3.169 5.455 6.011 9.380 7.420 5.129 3.005 6.305 1.111 4.018 4.083 0.686 
0:07 2.842 6.141 8.560 8.620 8.950 5.749 2.385 6.468 1.274 2.940 3.691 1.013 
0:08 2.646 5.880 7.090 12.150 7.840 5.586 2.417 5.423 1.699 3.201 3.103 1.405 
0:09 2.907 4.867 8.400 13.460 6.501 5.357 2.319 6.174 1.731 3.136 3.103 1.437 
0:10 2.907 6.272 6.207 11.890 7.580 6.403 1.633 4.900 1.895 3.365 2.352 1.405 
0:11 3.691 4.769 7.020 12.670 7.810 6.566 1.470 4.704 1.764 3.071 1.895 0.817 
0:12 3.234 4.475 5.227 15.550 7.420 6.370 2.287 5.586 2.352 3.136 2.875 0.457 
0:13 3.299 5.227 7.870 11.860 5.717 6.076 3.136 5.815 1.927 3.038 2.777 0.425 
0:14 2.842 5.488 7.610 12.220 6.664 6.468 3.234 6.403 2.189 3.397 2.385 1.045 
0:15 3.593 5.978 7.120 13.070 5.880 5.553 2.777 6.174 1.797 2.809 1.601 1.503 
0:16 3.038 7.190 6.893 12.320 6.795 5.521 2.940 5.717 2.515 4.083 2.613 0.882 
0:17 3.136 6.403 7.280 10.750 5.390 6.011 3.071 6.239 2.646 3.561 2.091 0.980 
0:18 3.495 6.239 7.060 10.190 5.357 5.390 3.397 6.697 1.797 3.789 1.993 1.045 
0:19 3.299 6.337 6.958 12.120 5.063 5.063 3.397 6.501 2.058 3.430 2.123 1.045 
0:20 3.822 5.847 7.770 10.940 6.043 5.325 3.822 6.893 2.515 2.679 2.025 1.078 
0:21 3.659 6.011 8.040 10.910 6.435 5.161 3.822 5.847 2.483 2.711 1.143 0.751 
0:22 3.691 5.063 6.566 11.760 7.150 4.541 3.985 6.076 1.993 2.875 1.633 1.176 
0:23 3.953 5.945 5.945 11.070 6.403 3.985 3.593 4.965 1.405 2.744 2.450 1.470 
0:24 4.671 6.076 9.180 9.470 6.501 3.822 4.541 7.060 2.548 3.332 2.385 1.176 
0:25 3.724 7.220 9.600 10.000 5.717 4.116 2.973 6.468 2.450 4.312 2.156 1.176 
0:26 3.430 5.651 8.040 10.320 6.403 4.247 3.430 5.357 2.483 4.279 2.058 0.882 
0:27 4.443 7.090 10.940 9.380 6.011 3.887 3.103 6.305 2.287 3.855 1.895 0.751 
0:28 2.875 5.847 9.540 10.360 6.076 4.508 3.920 5.390 2.319 3.855 2.319 1.633 
0:29 3.495 4.998 8.530 9.240 5.031 4.377 3.397 4.965 1.960 3.724 1.993 1.503 
0:30 3.855 5.717 9.700 8.690 5.586 3.920 3.920 4.998 1.960 4.573 2.025 1.241 
0:31 2.613 4.998 9.600 9.340 5.227 3.724 2.907 3.822 2.515 4.116 1.764 0.915 
0:32 3.789 4.737 8.560 7.740 5.749 4.018 3.626 3.463 1.927 3.299 1.960 0.686 
0:33 3.985 5.651 11.370 7.680 4.998 3.855 3.659 5.651 1.764 3.953 1.601 0.621 
0:34 4.051 4.965 12.380 8.330 6.533 3.985 3.430 4.965 2.548 2.809 1.470 0.065 
0:35 4.965 6.305 10.000 10.090 5.913 4.247 3.201 3.822 1.829 3.267 1.405 0.359 
0:36 4.312 5.978 12.020 8.330 7.190 3.103 3.299 3.887 2.515 2.679 1.666 0.490 
0:37 4.639 5.031 10.850 9.050 6.076 2.711 3.267 3.463 1.829 3.626 1.699 1.176 
0:38 3.103 5.815 11.960 10.420 6.272 2.548 3.365 4.345 1.862 3.071 1.960 0.980 
0:39 4.769 4.802 10.710 9.700 6.370 2.613 3.626 3.593 1.764 3.561 1.568 0.555 
0:40 4.704 6.827 12.090 9.800 5.619 2.025 3.430 3.332 2.352 3.626 1.372 0.915 
0:41 4.051 7.150 12.380 9.210 7.320 1.633 3.463 4.018 2.417 2.319 1.829 1.176 
0:42 3.495 6.533 11.240 10.810 7.420 1.993 3.985 3.005 2.483 1.927 1.797 0.817 
0:43 4.704 6.468 11.500 8.490 6.207 2.417 3.757 3.005 2.287 2.548 2.025 0.490 
0:44 4.704 5.945 9.540 11.730 4.998 2.777 3.071 3.528 2.091 2.287 2.319 1.503 
0:45 4.704 4.998 8.690 11.300 5.063 2.940 2.777 3.855 1.731 2.777 2.548 1.895 
0:46 6.011 5.619 11.630 9.570 4.965 3.201 2.123 2.287 2.385 2.646 2.221 1.797 
0:47 5.031 5.194 16.300 9.700 4.965 3.528 2.777 2.025 1.960 2.581 2.417 1.764 
0:48 5.815 5.553 15.970 10.060 4.671 3.691 2.940 2.091 2.646 2.581 2.417 1.764 
0:49 6.076 5.978 15.780 9.380 5.815 3.626 3.397 2.548 3.626 2.515 2.156 2.189 
0:50 6.043 6.827 18.130 8.460 4.541 3.985 2.842 2.515 3.071 3.201 2.417 2.058 
0:51 5.880 6.827 17.870 10.030 5.553 3.561 3.789 2.254 3.920 2.483 2.548 1.895 
0:52 4.802 6.435 16.040 8.170 6.076 3.267 4.704 2.254 2.711 2.973 2.221 1.993 
0:53 5.227 6.631 16.070 8.170 4.410 3.887 2.417 1.895 3.201 2.777 1.699 2.123 
0:54 4.965 7.640 17.540 9.150 4.900 3.724 3.103 1.535 2.646 3.136 1.535 2.123 
0:55 5.227 6.468 17.640 8.260 4.410 3.463 2.385 1.993 2.744 3.299 1.535 2.091 
0:56 4.802 7.250 11.760 8.430 5.847 3.561 2.646 2.875 3.495 2.613 1.633 2.809 
0:57 7.120 6.011 13.920 7.940 5.357 3.789 3.103 2.679 3.495 3.038 1.437 2.809 
0:58 5.717 6.566 13.000 9.110 6.174 3.463 3.103 2.417 3.757 2.907 1.764 2.842 
0:59 6.599 6.109 15.060 7.550 5.096 3.299 3.201 2.352 2.973 2.254 1.797 2.679 
1:00 7.250 6.729 13.560 7.640 4.802 2.973 2.973 1.274 3.724 2.417 1.503 2.875 
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Table 32:  Maximum wind speed (m/s) at Crowley, Louisiana, for each minute after noon 10/29/02. 
 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00 
0:01 2.875 2.515 0.751 2.483 1.307 1.013 0.817 0.947 1.927 0.980 0.065 0.065 
0:02 3.005 2.483 0.196 1.829 1.143 1.143 1.013 1.176 1.764 0.915 0.392 0.065 
0:03 2.417 2.777 0.098 2.058 1.176 1.143 1.013 0.882 2.221 1.013 0.425 0.065 
0:04 3.267 2.875 1.013 2.025 1.666 0.882 1.045 0.751 2.189 1.013 0.425 0.065 
0:05 2.777 2.385 0.980 2.221 1.601 0.817 1.176 0.784 2.123 1.111 0.392 0.065 
0:06 2.417 1.960 0.849 1.568 1.829 0.523 1.078 0.849 1.797 1.111 0.425 0.065 
0:07 2.450 2.777 1.176 1.372 1.405 0.425 1.143 0.882 1.993 1.209 0.588 0.065 
0:08 2.319 2.581 1.307 1.960 1.633 0.490 0.882 0.784 1.862 1.111 0.621 0.065 
0:09 2.548 2.711 1.143 1.993 1.470 0.621 0.686 0.719 2.123 1.307 0.751 0.065 
0:10 1.862 3.005 0.947 1.927 1.927 0.588 0.784 0.653 2.254 1.143 0.719 0.065 
0:11 2.352 2.940 1.013 2.417 1.927 0.523 0.719 0.621 2.123 1.209 0.817 0.065 
0:12 2.417 2.025 1.437 2.287 2.744 0.719 0.817 0.719 2.025 1.143 0.915 0.065 
0:13 2.777 3.038 1.045 1.927 2.515 0.686 0.849 0.686 1.829 0.751 0.980 0.163 
0:14 3.038 2.450 1.013 2.385 2.058 0.947 1.045 0.751 2.515 0.490 0.980 0.261 
0:15 2.352 2.548 1.078 2.156 2.385 1.013 0.947 0.882 2.221 0.588 0.915 0.392 
0:16 1.993 2.385 0.817 2.221 2.613 0.817 1.013 0.751 1.862 0.849 0.882 0.523 
0:17 2.221 2.058 1.241 1.633 2.613 0.849 0.947 0.849 2.287 0.817 0.849 0.686 
0:18 2.385 2.385 0.784 1.601 2.875 0.915 0.882 0.947 2.058 0.621 0.947 0.588 
0:19 1.927 2.189 0.719 1.895 2.352 0.980 0.915 1.078 2.352 0.719 0.947 0.653 
0:20 1.437 2.907 0.915 1.862 2.548 0.817 0.751 1.078 2.091 0.751 1.013 0.653 
0:21 1.503 2.613 1.241 1.829 2.842 1.013 0.490 1.241 1.862 0.751 1.209 0.523 
0:22 1.927 2.809 1.274 1.764 3.038 1.013 0.490 1.405 2.319 0.817 1.405 0.457 
0:23 2.025 2.156 1.437 1.797 2.907 1.339 0.490 1.176 2.058 0.849 1.568 0.523 
0:24 2.058 2.385 1.764 1.437 2.777 0.980 0.359 1.078 2.189 0.784 1.699 0.555 
0:25 2.254 2.907 1.927 1.470 2.744 1.045 0.621 0.817 1.927 0.947 1.731 0.555 
0:26 2.319 2.842 1.764 1.699 2.777 1.111 0.751 1.045 1.797 0.980 1.633 0.588 
0:27 2.417 2.385 1.666 1.797 2.613 1.176 0.882 1.143 1.829 1.078 1.535 0.588 
0:28 2.025 2.091 1.699 1.437 2.417 1.045 0.980 1.209 1.829 0.980 1.372 0.653 
0:29 1.503 2.025 1.829 1.535 2.287 1.078 1.045 1.143 1.764 0.588 1.372 0.588 
0:30 2.352 1.960 2.319 1.535 2.254 0.817 1.013 1.143 1.699 1.307 1.241 0.588 
0:31 1.895 1.372 2.287 1.829 2.809 0.588 1.045 1.111 1.927 1.241 1.176 0.588 
0:32 1.993 2.254 2.123 1.731 2.581 0.621 1.143 1.176 1.405 0.915 1.209 0.523 
0:33 2.189 1.829 2.287 1.535 2.711 0.588 0.947 1.372 1.666 0.915 1.209 0.555 
0:34 2.189 2.352 2.058 1.535 2.548 0.653 1.209 1.372 1.797 0.784 1.241 0.523 
0:35 2.515 2.091 2.058 1.568 2.352 0.588 0.849 1.176 1.601 0.359 1.209 0.523 
0:36 2.156 2.221 2.025 1.307 2.319 0.686 0.686 0.947 1.405 0.261 1.176 0.523 
0:37 2.156 1.797 1.764 1.241 2.189 0.653 1.013 1.405 1.176 0.490 1.176 0.523 
0:38 2.123 1.960 1.699 1.045 2.287 0.751 1.013 1.372 1.274 0.327 1.209 0.523 
0:39 1.764 2.025 1.339 0.849 1.895 0.621 0.980 1.078 1.274 0.065 1.274 0.653 
0:40 1.405 1.601 1.241 1.405 2.352 0.686 1.209 1.078 0.947 0.065 1.307 0.849 
0:41 1.470 2.221 0.882 1.405 1.764 0.784 1.437 1.339 0.849 0.065 1.241 1.143 
0:42 1.568 1.862 0.980 1.503 1.699 0.653 1.764 1.078 0.686 0.065 1.241 1.372 
0:43 1.535 1.666 1.013 1.535 1.307 0.523 1.731 1.209 0.457 0.065 1.111 1.699 
0:44 1.895 1.895 1.405 1.568 1.339 0.294 1.699 1.274 0.817 0.065 1.176 1.797 
0:45 1.895 1.503 1.437 1.339 1.666 0.359 1.666 1.339 0.817 0.425 1.274 1.895 
0:46 2.091 1.601 1.731 0.784 1.993 0.425 1.372 1.470 0.882 0.457 1.241 1.862 
0:47 1.927 1.568 1.993 0.947 1.797 0.490 1.503 1.372 0.947 0.490 1.241 1.829 
0:48 2.025 1.372 1.339 1.143 1.601 0.588 1.503 1.862 1.045 0.392 1.372 2.287 
0:49 1.699 2.058 1.176 1.405 1.503 0.588 1.111 1.797 1.111 0.327 1.470 2.777 
0:50 1.895 2.058 1.078 1.535 1.731 0.719 1.666 1.960 1.078 0.294 1.241 2.613 
0:51 1.927 2.025 2.319 1.437 1.764 0.751 1.731 1.829 1.111 0.261 1.045 2.581 
0:52 1.829 1.699 2.483 1.437 1.699 0.751 1.601 1.666 0.980 0.229 0.980 2.679 
0:53 1.568 1.503 1.960 1.470 1.307 0.653 1.535 2.156 1.339 0.261 0.915 3.071 
0:54 1.666 1.045 1.339 1.699 1.535 0.621 1.372 1.731 1.339 0.098 0.915 3.463 
0:55 1.633 0.653 2.189 1.699 1.633 0.686 1.013 2.025 0.947 0.065 0.784 3.561 
0:56 2.123 0.653 2.385 1.470 1.470 0.653 1.307 1.960 0.980 0.065 0.686 3.757 
0:57 1.633 1.045 2.385 1.176 1.078 0.588 1.241 1.895 1.045 0.065 0.425 3.593 
0:58 1.601 1.274 2.091 1.372 1.176 0.588 1.078 1.960 0.784 0.065 0.294 3.430 
0:59 1.797 1.568 1.666 1.568 1.372 0.588 0.849 1.927 0.947 0.065 0.065 3.038 
1:00 1.829 1.503 2.417 1.405 1.437 0.784 0.915 2.156 0.882 0.065 0.065 3.397 
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Table 33:  Average wind speed (m/s) at Crowley, Louisiana, for each minute before noon 10/29/02. 
 0:00 1:00 2:00 3:00 4:00 5:00 6:00 7:00 8:00 9:00 10:00 11:00 
0:01 3.103 4.779 3.853 9.130 5.782 3.678 1.769 2.100 0.851 2.086 2.141 0.978 
0:02 2.474 5.527 5.441 10.130 5.336 4.000 2.086 2.295 0.928 2.465 2.476 0.903 
0:03 3.219 4.732 6.247 9.180 4.902 4.438 2.417 2.638 0.830 2.465 2.602 0.802 
0:04 2.670 3.920 5.824 8.810 5.624 5.022 2.646 4.382 0.782 2.198 3.334 0.469 
0:05 2.504 3.533 4.247 8.230 6.896 4.611 2.595 3.995 0.954 3.162 3.731 0.343 
0:06 2.559 4.691 5.024 7.720 6.096 4.691 2.530 4.436 0.882 2.876 3.753 0.475 
0:07 2.321 4.627 6.736 6.037 6.702 4.830 1.775 5.432 0.864 2.543 2.881 0.606 
0:08 2.145 4.425 5.638 9.510 6.667 5.036 1.918 4.632 1.271 2.765 2.551 1.217 
0:09 2.538 4.199 5.380 10.860 5.588 4.697 1.689 4.599 1.375 2.391 2.179 1.210 
0:10 2.411 4.715 5.223 9.290 6.421 5.031 1.217 3.860 1.339 2.773 1.849 1.106 
0:11 2.953 3.912 5.537 10.940 6.659 5.397 1.225 3.861 1.361 2.274 1.498 0.531 
0:12 2.963 3.521 4.467 13.110 5.893 5.517 1.841 4.369 1.867 2.350 1.790 0.345 
0:13 2.739 3.833 5.816 9.680 4.748 4.892 2.169 4.193 1.813 2.615 2.311 0.237 
0:14 2.522 4.648 6.081 10.060 5.147 5.143 2.512 5.210 1.522 2.561 1.834 0.725 
0:15 3.038 4.464 4.679 10.760 4.926 4.779 2.519 4.204 1.449 2.380 1.354 1.107 
0:16 2.599 5.614 5.400 9.570 5.359 4.312 2.644 4.644 1.490 2.932 1.674 0.550 
0:17 2.685 4.644 5.431 8.510 4.616 5.302 2.533 4.340 2.166 3.213 1.749 0.304 
0:18 2.947 4.807 5.050 8.710 4.706 4.717 2.733 5.261 1.447 3.048 1.659 0.771 
0:19 2.891 3.897 5.624 9.620 4.338 4.172 2.933 4.385 1.624 2.932 1.661 0.908 
0:20 3.200 4.658 6.313 8.320 4.983 4.511 3.175 5.674 1.815 2.184 1.663 0.743 
0:21 3.028 5.081 6.244 9.600 4.982 4.144 3.043 4.738 2.192 2.172 0.941 0.523 
0:22 2.938 3.815 4.559 9.500 5.385 3.868 3.236 4.408 1.694 2.233 1.168 1.011 
0:23 3.234 4.885 4.887 9.140 5.390 3.234 2.847 4.140 1.120 2.190 1.708 1.276 
0:24 4.039 4.608 6.406 7.860 5.361 3.116 3.384 4.799 1.753 2.470 1.973 1.057 
0:25 2.875 5.176 6.510 8.110 4.735 3.492 2.507 4.671 2.047 3.533 1.891 1.013 
0:26 2.693 4.297 6.669 9.010 5.111 3.585 2.450 4.250 1.666 3.696 1.586 0.671 
0:27 3.255 4.552 8.050 8.370 4.526 3.219 2.453 4.719 1.988 3.123 1.588 0.658 
0:28 1.988 4.859 7.550 8.830 5.145 3.536 3.146 4.227 1.890 3.358 1.780 1.370 
0:29 2.863 3.791 6.765 8.080 4.482 3.778 2.706 3.753 1.710 3.218 1.336 1.186 
0:30 3.067 4.100 7.390 7.520 4.709 3.281 3.009 3.685 1.521 4.031 1.792 1.101 
0:31 2.213 4.175 7.580 7.670 4.274 3.107 2.347 3.245 1.857 3.577 1.576 0.699 
0:32 3.013 3.629 6.786 6.561 4.666 3.322 2.385 2.945 1.586 2.716 1.465 0.547 
0:33 3.129 4.217 8.140 6.081 4.243 3.063 2.716 4.274 1.362 3.255 1.285 0.176 
0:34 3.154 3.641 8.770 6.517 5.259 2.752 2.453 3.584 1.921 2.110 1.207 0.065 
0:35 3.250 4.291 8.400 8.330 5.140 3.404 2.522 2.362 1.480 2.600 1.022 0.167 
0:36 3.615 3.817 9.420 6.888 5.547 2.639 2.012 2.868 1.774 2.089 1.416 0.364 
0:37 3.348 3.948 8.500 7.340 4.959 2.205 2.434 2.775 1.245 2.968 1.400 0.745 
0:38 2.290 4.382 9.260 8.890 5.037 2.027 2.265 3.056 1.503 2.280 1.658 0.804 
0:39 3.423 3.386 8.490 8.060 5.480 1.870 2.785 2.845 1.096 2.638 1.307 0.405 
0:40 3.598 4.959 9.710 8.080 4.662 1.715 2.746 2.555 2.002 2.832 1.145 0.554 
0:41 3.208 5.557 9.870 7.900 5.784 1.447 2.884 3.275 1.836 1.921 1.379 1.050 
0:42 2.826 4.732 9.480 8.210 6.014 1.555 3.157 2.074 1.935 1.651 1.468 0.578 
0:43 3.902 5.470 8.830 7.300 5.486 2.047 2.687 2.153 2.033 2.125 1.557 0.276 
0:44 3.910 4.204 8.080 7.640 4.337 2.306 2.378 2.865 1.815 1.759 1.829 1.294 
0:45 3.879 4.026 6.966 9.680 4.160 2.692 2.311 2.839 1.212 2.089 2.127 1.659 
0:46 4.658 3.731 9.030 8.310 4.025 2.911 1.704 1.356 1.803 2.378 1.795 1.596 
0:47 4.464 3.922 12.240 7.980 4.049 3.221 2.285 1.552 1.601 2.133 1.787 1.465 
0:48 3.879 4.305 13.260 8.940 4.119 3.105 2.278 1.509 1.981 2.022 2.038 1.362 
0:49 4.823 4.616 14.100 7.210 4.402 3.330 2.876 1.949 2.672 2.022 1.886 1.658 
0:50 4.335 4.662 13.730 6.920 3.636 3.397 2.319 2.009 2.579 2.682 1.988 1.847 
0:51 5.120 5.230 13.780 8.450 4.461 2.729 2.798 1.895 3.015 2.043 2.004 1.499 
0:52 3.931 5.223 14.230 7.030 5.124 2.682 3.105 1.535 1.984 2.368 1.911 0.985 
0:53 4.632 5.421 13.030 6.507 3.954 3.409 1.921 1.606 2.639 2.218 1.429 1.655 
0:54 4.157 5.349 14.200 7.870 3.869 2.719 2.068 1.153 2.066 2.568 1.336 1.730 
0:55 4.430 4.900 13.860 6.938 3.977 2.739 2.029 1.648 2.323 2.520 1.241 1.457 
0:56 4.163 5.405 10.390 6.492 4.766 2.579 2.002 2.104 2.496 2.341 1.253 1.104 
0:57 5.158 4.546 11.530 7.030 4.795 3.090 2.443 2.172 2.770 1.575 1.204 2.421 
0:58 4.511 4.467 10.540 6.832 4.977 2.687 2.296 1.983 3.219 2.450 1.310 2.278 
0:59 5.532 5.186 11.250 6.296 4.140 2.572 2.275 1.831 2.639 1.620 1.604 2.223 
1:00 5.086 5.534 10.610 6.153 4.131 2.437 2.218 0.933 2.844 1.769 1.254 1.981 
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Table 34:  Average wind speed (m/s) at Crowley, Louisiana, for each minute after noon 10/29/02. 
 12:00 13:00 14:00 15:00 16:00 17:00 18:00 19:00 20:00 21:00 22:00 23:00 
0:01 2.641 2.123 0.562 2.140 1.119 0.820 0.732 0.644 1.673 0.900 0.065 0.065 
0:02 2.484 1.883 0.077 1.646 0.924 0.799 0.900 0.957 1.472 0.848 0.273 0.065 
0:03 1.857 2.602 0.028 1.640 0.800 0.905 0.913 0.808 1.888 0.942 0.372 0.065 
0:04 2.352 2.411 0.621 1.818 1.158 0.724 0.869 0.663 1.908 0.893 0.340 0.065 
0:05 2.331 2.167 0.818 1.797 1.387 0.663 1.031 0.626 1.849 0.982 0.340 0.065 
0:06 1.704 1.659 0.650 1.245 1.542 0.341 0.924 0.676 1.563 0.983 0.356 0.065 
0:07 1.880 2.184 0.784 1.192 1.179 0.145 0.923 0.738 1.692 1.070 0.510 0.065 
0:08 1.463 1.888 1.060 1.684 1.305 0.186 0.755 0.670 1.586 0.983 0.577 0.065 
0:09 2.011 2.290 0.996 1.570 1.300 0.467 0.642 0.577 1.945 1.181 0.688 0.065 
0:10 1.692 2.798 0.639 1.361 1.457 0.444 0.627 0.490 1.994 1.060 0.675 0.065 
0:11 1.867 2.489 0.804 1.823 1.754 0.302 0.673 0.534 1.739 1.049 0.733 0.065 
0:12 2.140 1.702 1.085 1.780 2.096 0.546 0.766 0.619 1.650 0.934 0.830 0.065 
0:13 2.582 2.167 0.867 1.508 2.261 0.467 0.799 0.578 1.689 0.621 0.915 0.077 
0:14 2.390 2.047 0.635 1.699 1.772 0.376 0.929 0.606 2.006 0.374 0.926 0.136 
0:15 1.888 2.156 0.652 2.065 2.047 0.608 0.835 0.724 1.860 0.343 0.871 0.253 
0:16 1.829 2.159 0.647 1.937 2.148 0.639 0.965 0.679 1.699 0.735 0.838 0.402 
0:17 1.854 1.726 0.797 1.498 2.439 0.724 0.694 0.727 1.818 0.738 0.817 0.470 
0:18 1.960 1.988 0.648 1.267 2.455 0.683 0.761 0.856 1.676 0.529 0.889 0.469 
0:19 1.325 1.782 0.421 1.501 2.109 0.848 0.745 0.884 2.040 0.598 0.895 0.536 
0:20 1.241 2.648 0.627 1.617 2.277 0.724 0.598 0.926 1.746 0.532 0.931 0.438 
0:21 1.148 2.324 1.000 1.527 2.507 0.895 0.415 1.032 1.659 0.688 1.070 0.428 
0:22 1.586 2.290 1.104 1.295 2.568 0.702 0.353 1.222 2.035 0.647 1.294 0.403 
0:23 1.645 1.922 1.254 1.442 2.595 1.031 0.403 1.086 1.802 0.704 1.491 0.444 
0:24 1.885 1.852 1.357 1.147 2.262 0.915 0.289 0.758 1.614 0.668 1.624 0.528 
0:25 1.947 2.517 1.731 0.825 2.424 0.908 0.469 0.676 1.619 0.781 1.679 0.508 
0:26 1.953 2.537 1.700 1.454 2.457 1.021 0.575 0.882 1.630 0.799 1.526 0.524 
0:27 2.048 2.127 1.351 1.485 2.156 1.009 0.759 0.928 1.506 0.973 1.336 0.550 
0:28 1.666 1.950 1.447 1.024 1.927 0.910 0.885 1.117 1.439 0.714 1.259 0.578 
0:29 1.130 1.641 1.428 1.228 1.973 0.898 0.939 1.062 1.449 0.531 1.251 0.541 
0:30 1.780 1.490 1.940 1.200 1.834 0.670 0.920 1.040 1.553 0.874 1.209 0.537 
0:31 1.720 1.009 2.110 1.555 2.074 0.465 0.893 1.040 1.575 0.939 1.117 0.529 
0:32 1.617 1.788 1.926 1.555 1.862 0.528 0.980 1.026 1.246 0.766 1.101 0.493 
0:33 1.759 1.589 2.032 1.395 2.559 0.412 0.738 1.200 1.383 0.681 1.119 0.518 
0:34 1.878 1.984 1.748 1.102 1.968 0.415 0.911 1.117 1.413 0.559 1.058 0.469 
0:35 2.122 1.878 1.851 1.328 1.785 0.385 0.769 1.031 1.364 0.248 1.022 0.438 
0:36 1.984 1.548 1.668 1.132 2.025 0.591 0.603 0.885 1.116 0.188 1.081 0.444 
0:37 1.935 1.645 1.426 1.037 1.601 0.483 0.818 1.120 1.003 0.379 1.088 0.461 
0:38 1.916 1.689 1.369 0.884 1.754 0.599 0.835 0.947 1.106 0.114 1.151 0.490 
0:39 1.553 1.530 1.093 0.679 1.597 0.513 0.872 0.920 1.052 0.065 1.194 0.534 
0:40 1.176 1.243 0.911 1.039 1.787 0.573 1.004 0.851 0.828 0.065 1.222 0.696 
0:41 1.323 1.854 0.740 1.191 1.480 0.673 1.236 1.050 0.763 0.065 1.184 1.044 
0:42 1.276 1.550 0.877 1.297 1.463 0.583 1.058 0.779 0.519 0.065 1.150 1.196 
0:43 1.107 1.388 0.854 1.297 1.044 0.420 1.328 1.042 0.346 0.065 1.089 1.555 
0:44 1.615 1.646 1.156 1.325 1.142 0.230 1.290 1.129 0.650 0.065 1.143 1.704 
0:45 1.754 1.272 0.946 1.034 1.284 0.310 1.346 1.192 0.689 0.206 1.199 1.767 
0:46 1.730 1.316 1.442 0.740 1.481 0.335 1.143 1.330 0.750 0.379 1.189 1.731 
0:47 1.700 1.127 1.619 0.810 1.477 0.420 1.240 1.249 0.789 0.400 1.205 1.690 
0:48 1.792 0.756 1.130 1.001 1.410 0.444 1.222 1.516 0.835 0.299 1.267 2.001 
0:49 1.486 1.909 0.982 1.134 1.261 0.552 0.807 1.669 0.996 0.255 1.341 2.135 
0:50 1.545 1.771 0.931 1.254 1.369 0.563 1.212 1.490 0.983 0.250 1.129 2.285 
0:51 1.751 1.733 1.465 0.975 1.277 0.688 1.530 1.635 1.009 0.193 1.021 2.105 
0:52 1.552 1.455 2.131 1.282 1.419 0.645 1.390 1.514 0.902 0.168 0.942 2.306 
0:53 1.352 1.272 1.624 1.176 0.967 0.588 1.269 1.766 1.129 0.170 0.895 2.465 
0:54 1.436 0.761 1.057 1.498 1.184 0.519 1.022 1.509 1.068 0.067 0.835 2.827 
0:55 1.339 0.524 1.674 1.488 1.361 0.578 0.773 1.586 0.828 0.065 0.704 3.025 
0:56 1.620 0.493 2.143 1.290 1.285 0.550 1.155 1.663 0.771 0.065 0.559 2.907 
0:57 1.383 0.874 2.210 1.047 0.657 0.444 0.897 1.480 0.892 0.065 0.345 3.002 
0:58 1.361 1.008 1.772 0.964 0.880 0.503 0.777 1.635 0.720 0.065 0.165 2.963 
0:59 1.570 1.341 1.396 1.367 1.169 0.483 0.751 1.625 0.797 0.065 0.065 2.672 
1:00 1.372 1.174 1.898 1.184 0.962 0.684 0.683 1.653 0.792 0.065 0.065 2.822 
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Figure 154:  Crowley maximum wind – actual frequency and theoretical cumulative distributions. 
 
Figure 155:  Crowley maximum wind – density of actual and theoretical distributions. 
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Figure 156:  Crowley average wind – actual frequency and theoretical cumulative distributions. 
 
Figure 157:  Crowley average wind – density of actual and theoretical distributions. 
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SUMMARY AND CONCLUSIONS 
 
 There were five principal objectives of the project, listed below.   The results of exploring each 
objective then follow. 
 1) Describe the many possible shapes of the kappa distribution that arise from various choices of h 
and k.  
 2) Develop a technique to optimize the logistic distribution’s scale and location parameters with 
respect to the Kolmogorov-Smirnov test for goodness of fit. 
3) Select an appropriate generalization of the logistic distribution (within the possibilities provided 
by the four-parameter kappa distribution) that allows optimization with respect to the Kolmogorov-
Smirnov test but eliminates the restriction that the distribution be symmetrical. 
 4) Describe and demonstrate the optimization process for the selected distribution, and 
 5) Apply the optimization technique to fit sample data sets representative of various types of 
environmental data, and compare the results to the quality of fit possible with more traditional methods. 
 There are several possible shapes of density functions that can be described by the kappa 
distribution.  This study identified 12 distinct regions in the h-k plane, illustrated in Figure 2, and described 
the shape characteristics for each of those 12 cases.  The domain of the kappa distribution can be bound on 
the left, right or nowhere.  Furthermore, the density can be high on the left end, right end, both ends or 
neither.  Figures 7-77 illustrated some of the possible shapes. 
 A technique for optimizing the logistic distribution’s scale and location parameters was described 
and applied to annual precipitation totals from 17 South Dakota locations. 
 In order to extend the work involving the logistic distribution (kappa distribution with h = -1 and k 
= 0), investigation of either on the line h = -1 or the line k = 0 was needed.  The line h = -1 is the 
generalized logistic distribution (as noted by Hosking).  On this line the skewness and kurtosis values rise 
very quickly as one depart from k = 0.  Furthermore, there is no distribution on this line that is both 
unbounded in both directions and nonsymmetrical. 
 The line k = 0 was chose for optimization because skewness and kurtosis vary much more slowly 
than is the case with the generalized logistic distribution.  Also, there is a large variety of distributional 
shapes possible, including the Gumbel and exponential distributions. 
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 An optimization process was developed to find the values of ξ and α such that the Kolmogorov-
Smirnov D statistic was minimized for any h along line line k = 0, excluding h = 0.  The process was shown 
to find gradually lower D values as the optimal h was approached, then gradually higher values beyond. 
 The process was then used on 24 data sets, including the 17 sets of South Dakota precipitation for 
which the logistic distribution had been optimized earlier.  Allowing h values different than –1 allowed an 
improved D in every case.  The distributions so found were in every case also better fits than either the 
normal or lognormal distribution. 
The optimization process presented in this effort worked the best for data that do not have a 
natural minimum or maximum value, although that assumption may be violated as long as it is done 
carefully.  None of the best-fit distributions have the minimum value of 0 that would be ideal for a set of 
precipitation totals.  Two of them (Oelrichs and Spearfish) have higher limits; the rest have a portion of tail 
that extends below zero.  However, the Gumbel, logistic and normal distributions also extend below zero.  
Furthermore, the lognormal and exponential distributions start at zero, but they don’t fit the data as well as 
the optimal skewed logistic distribution found by the process just described. 
Another limiting factor in the use of the method is that D will always be at least as large as half the 
largest step size in the actual frequency distribution.  This caused a problem in the example of Shreveport 
daily precipitation values for the year 2001.  Of 365 days, 250 had a precipitation value of 0.  Consequently 
the frequency distribution stepped from 0 directly to 250/365.  Therefore the D value could get no smaller 
than 125/365.  Removing the zeros allowed for a much better fit. 
It would be desirable to build upon this study by extending the best-search fit on either side of the 
k = 0 line.  Just like the optimized logistic distribution provided a good starting point for the present study, 
the best fit along the line k = 0 would be a good start for a search among non-zero k values for which a 
lower D value could be obtained.  This is particularly important as a possible way of getting the tails of the 
theoretical distribution to better match the ends of the actual distribution.  For example, the Baton Rouge 
temperature data would be modeled still better by a function that became very close to zero at the measured 
extremes of daily high temperature (21 and 103 degrees).  
 Perhaps the greatest value of the optimization technique would be determining parameters for a 
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James Finney was born and raised in South Dakota.  The family lived in Britton when he was 
born, and later moved to Hitchcock, Burke, White Lake, Colman and Mobridge.  He was graduated from 
Mobridge High  School in 1982. 
He then enrolled in Dakota Wesleyan University in Mitchell, South Dakota, as a music major.  In 
1985 he was graduated as a mathematics major and computer science minor.   The music program 
disappeared after his freshman year, but he stayed.  He worked at the University for the next year.  Among 
other things, he rekeyed entire buildings and served as the accounts payable coordinator for several weeks.  
His next employment was with a general contractor.  Among the projects were reroofing a four-story 
dormitory building in the middle of the summer.  He took some time off in 1987 to marry Miss Christine 
Harford, whom he dated throughout her four years at Dakota Wesleyan.  After another year at Claggett 
Construction, he retired from construction and moved up to the profession of surveyor’s assistant.  For the 
year he worked for Schmucker, Paul, Nohr and Associates, he drew plans and worked on a survey crew, 
and finally advanced to the point where he was the on-site inspector for the replacement of the Alexandria, 
South Dakota, sanitary sewer system. 
Next he accompanied his wife to Brookings, South Dakota, when she took a job with the South 
Dakota State University Police Department.  While there he decided that gainful employment would be 
appropriate, but instead he took a teaching assistantship with the South Dakota State University 
mathematics department.  He earned the title of Daddy in 1990 when Robert was born, and he earned the 
Master of Science degree in 1991. 
In the midst of a cold January in 1992, the family moved south to Stillwater, Oklahoma.  
Katherine was born in 1992, and Braden followed in 1994.  After an uninspiring stint as a student at 
Oklahoma State University, James retired from his studies to deliver hamburgers for a restaurant. 
From late 1994 until late 2003, James operated the Louisiana Agriclimatic Information System, a statewide 
network of electronic weather stations.  He now works for Jackson State University, planning and 
implementing the Mississippi Mesonet.  For the last several years he has also been the organist for Chapel 
of the Cross Lutheran Church in Baton Rouge.  He expects to earn the degree of Doctor of Philosophy from 
Louisiana State University in August, 2004. 
