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SiMpLIfy: A Toolbox for Structured Model Reduction
Martin Biel, Farhad Farokhi, and Henrik Sandberg
Abstract— In this paper, we present a toolbox for structured
model reduction developed for MATLAB. In addition to struc-
tured model reduction methods using balanced realizations
of the subsystems, we introduce a numerical algorithm for
structured model reduction using a subgradient optimization
algorithm. We briefly present the syntax for the toolbox and its
features. Finally, we demonstrate the applicability of various
model reduction methods in the toolbox on a structured mass-
spring mechanical system.
I. INTRODUCTION
Recent developments in control engineering and commu-
nication networks have enabled us to construct large-scale
engineering or physical systems, such as smart grids and
intelligent transportation systems, that are intertwined with
our daily life. These systems are, most often, composed of
several smaller units that are interconnected to each other
through their dynamics, controllers, or performance criteria.
The interconnection patterns are, typically, governed by the
physical characteristics of the system and the geographi-
cal distribution of its subsystems. Since, most often, these
systems are scattered across vast areas, the interconnection
pattern is structured and carries valuable insights about the
weaknesses and the strengths of the system. Because of the
large scale of these systems, it is desirable to develop model
(order) reduction methods that can reduce the order of the
system while preserving the original interconnection between
the subsystems (to not sacrifice the mentioned insights).
Model reduction has been extensively studied in the
past [1]–[3], however, most of these methods do not pre-
serve the interconnection structure between the subsystems.
Therefore, several studies have specifically focused on struc-
tured model reduction. An early study in [4] proposes a
heuristic method for frequency-weighted model reduction.
Note that the frequency-weighted model reduction can be
seen as a structured model reduction for serial interconnec-
tion patterns. The idea was later generalized to feedback
interconnection pattern in [5]. These ideas were generalized
to structured model reduction with arbitrary static networks
in [6], [7] and with dynamic networks in [8]. Generalized
structured Gramians were introduced using linear matrix
inequalities and used for structured model reduction in [9],
[10]. When using generalized structured Gramians, bounds
on the reduction error were provided [8], [10], however,
the existence of generalized structured Gramians cannot be
guaranteed unless in special cases [11].
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In this paper, we present a structured model reduction
toolbox for MATLAB. To describe the toolbox properly, we
first survey various structured model reduction algorithms
in the literature. We start with model reduction methods
using the balanced realizations. For extracting the balanced
realizations of the subsystems, we use the structured Grami-
ans. The structured Gramians are calculated heuristically by
extracting the block-diagonal entries of regular controllability
and observability Gramians. We later use the generalized
structured Gramians to construct the balanced realizations.
The generalized structured Gramians are extracted using
linear matrix inequalities. Bounds on the reduction error for
balanced truncation using generalized structured Gramians
are presented. Considering that these methods do not pro-
vide (sub)optimal reduced systems, we present a numerical
method using subgradient optimization algorithm. The nu-
merical algorithm builds upon H∞ synthesis results in [12].
After presenting the methods, we present a brief description
of the toolbox and its syntax. We also demonstrate the appli-
cability of the included structured model reduction methods
on a structured mechanical system.
The rest of the paper is organized as follows. In Sec-
tion II, we present a mathematical framework for presenting
interconnected systems and formulate the structured model
reduction problem. In Section III, we survey the model
reduction methods using the balanced realizations of the sub-
systems. Model reduction using the subgradient optimization
algorithm is presented in Section IV. Finally, we present the
present the numerical example in Section V and conclude
the paper in Section VI.
A. Notation
Let N and R denote the sets of integers and reals. Further-
more, define JqK = {1, . . . , q} for any q ∈ N. Let the Hardy
space H∞ be the space of complex Lebesgue measurable
functions that are analytic and bounded in the right half
plane {s ∈ C |Re(s) > 0}. For all G(s) ∈ H∞, we define
the H∞-norm as ‖G(s)‖∞ = supω∈R σmax(G(jω)), where
σmax(·) denotes the largest singular value of a complex
matrix. Moreover, let RH∞ be the set of proper rational
functions with real coefficients in H∞. For a rational transfer
function G(s), deg(G(s)) denotes its McMillan degree.
Finally, the set of symmetric positive semidefinite matrices
in Rn×n is denoted by Sn+.
II. PROBLEM FORMULATION AND PRELIMINARIES
A. Interconnected Systems
Here, we present a framework for representing intercon-
nected systems. We follow the convention in [8] to represent
interconnected systems as the feedback form in Figure 1. Let
G(s) contain the transfer functions of q ∈ N subsystems as
its block-diagonal entries
G(s) = diag(G1(s), . . . , Gq(s)),
where Gi(s) ∈ (RH∞)pi×mi for mi, pi ∈ N is the transfer
function of subsystem i ∈ JqK. For each i ∈ JqK, we assume
Gi(s) = Ci(sI −Ai)
−1Bi +Di,
where Ai ∈ Rni×ni , Bi ∈ Rni×mi , Ci ∈ Rpi×ni , and Di ∈
Rpi×pi for some ni ∈ N. Clearly, we have
G(s) = CG(sI −AG)
−1BG +DG,
where
AG = diag(A1, . . . , Aq) ∈ R
n×n,
BG = diag(B1, . . . , Bq) ∈ R
n×m,
CG = diag(C1, . . . , Cq) ∈ R
p×n,
DG = diag(D1, . . . , Dq) ∈ R
p×p,
with n =
∑q
i=1 ni, m =
∑q
i=1mi, and p =
∑q
i=1 pi.
The augmented input and output vector of subsystems are,
respectively, u(t) ∈ Rm and y(t) ∈ Rp. Moreover, let w(t) ∈
Rm
′
and z(t) ∈ Rp′ be the external inputs and outputs. The
network is modelled using N ∈ R(m′+m)×(p′+p) as[
z(t)
y(t)
]
= N
[
w(t)
u(t)
]
,
[
DE DF
DH DK
] [
w(t)
u(t)
]
.
Note that the assumption that the network is static is without
loss of generality as one can always absorb the network
dynamics into the subsystems or introduce additional sub-
systems. The transfer function matrix of the complete in-
terconnected system is given by the lower linear fractional
transformation
F(N,G(s)) , DE +DF (I −G(s)DK)
−1G(s)DH(s)
= C(sI −A)−1B +D,
where
A = AG +BG(I −DKDG)
−1DKCG,
B = BG(I −DKDG)
−1DH ,
C = DF (I −DGDK)
−1CG,
D = DE +DFDG(I −DKDG)
−1DH .
We make the following assumption throughout the paper.
ASSUMPTION 1: F(N,G(s)) ∈ (RH∞)p
′
×m′
.
REMARK 1: In general, model reduction problems are
traditionally defined for stable systems due to various rea-
sons. Firstly, the controllability and observability Gramians,
that are typically used for balanced realization methods, are
not well-defined for unstable systems. Secondly, and more
importantly, model reduction of the anti-stable part of the
systems (i.e., the part of the system that contains only the
unstable poles) is not meaningful as the outputs of two anti-
stable systems that do not have the same transfer function
drift arbitrarily apart even when excited with the same input.
Therefore, we do not address structured model reduction for
unstable closed-loop systems.
N
G(s)
w(t)z(t)
u(t) y(t)
Fig. 1. The interconnected systems. The subsystem transfer functions to
be reduced (Gi(s))ni=1 are stored in the block-diagonal transfer function
G(s). The network structure is captured by the matrix N .
B. Model Reduction Problem
To extract the reduced system, we propose solving the
optimization problem
Gˆ(s) ∈ argmin
Gˆ(s) = diag((Gˆi(s))i∈JqK),
Gˆi(s) ∈ (RH∞)pi×mi ,∀i ∈ JqK,
deg(Gˆi(s)) ≤ ri,∀i ∈ JqK
‖F(N, Gˆ(s))−F(N,G(s))‖∞,
where ri ≤ ni is the order of the reduced subsystem i ∈ JqK.
Note that this optimization problem is, generally, noncon-
vex [13]. Therefore, several heuristic methods have been
proposed to find “good” solutions. In the next section, we
review some of these methods. Subsequently, we propose a
numerical algorithm using a subgradient optimization algo-
rithm to find a locally optimal solution. These methods are
all implemented in the toolbox.
III. STRUCTURED BALANCED TRUNCATION AND
SINGULAR PERTURBATION
First, we define the structured Gramians and the general-
ized structured Gramians. Then, we introduce the balanced
truncation and singular perturbation using these Gramians.
A. Structured Gramians
In this subsection, we make the following assumption.
ASSUMPTION 2: The state-space representation of the
closed-loop system (A,B,C) is minimal.
Let the regular controllability Gramian P ′ ∈ Rn×n and
the regular observability Gramian Q′ ∈ Rn×n of the overall
system F(N,G(s)) be calculated as the unique positive
definite solutions of the Lyapunov equations
AP ′ + P ′A⊤ +BB⊤ = 0,
A⊤Q′ +Q′A+ C⊤C = 0.
We can use these regular Gramians to balance the overall
system and reduce its dimension [3], however, doing so, we
will lose the inherent structure of the system. Therefore, we
need to define structured Gramians. Considering the order of
the subsystems, we may decompose the regular Gramians as
P ′ =


P ′11 · · · P
′
1q
.
.
.
.
.
.
.
.
.
P ′q1 · · · P
′
qq

, Q′ =


Q′11 · · · Q
′
1q
.
.
.
.
.
.
.
.
.
Q′q1 · · · Q
′
qq

,
where P ′ij , Q′ij ∈ Rni×nj for all i, j ∈ JqK. The matrices
P = diag(P ′11, . . . , P
′
qq) and Q = diag(Q′11, . . . , Q′qq) are,
respectively, the structured controllability and observability
Gramians for the interconnected system.
B. Generalized Structured Gramians
The generalized structured Gramians (introduced origi-
nally in [14] for uncertain model reduction) can be extracted
from semi-definite programming problems
P ∈ argmin
P = diag((Pii)i∈JqK)
trace(P ),
s.t. AP + PA⊤ +BB⊤ ≤ 0,
Pii ∈ S
ni
+ , ∀i ∈ JqK,
and
Q ∈ argmin
Q = diag((Qii)i∈JqK)
trace(Q),
s.t. A⊤Q+QA+ C⊤C ≤ 0,
Qii ∈ S
ni
+ , ∀i ∈ JqK,
Unfortunately, the generalized structured Gramians may not
exist in general unless focusing on specific categories of
systems, e.g., the subsystems are strictly positive real [11].
C. Balanced Realization
Now, for each i ∈ JqK, we may find transformation Ti so
that TiPiiT⊤i = T
−⊤
i QiiT
−1
i = Σi ∈ S
ni
+ , where Pii and
Qii are the block-diagonal entries of either the structured
Gramians or the generalized structured Gramians. We assume
that the transformation Ti is chosen to guarantee that the
diagonal entries of Σi appear in a descending order. This
is without loss of generality as we can always switch the
order of the columns in the transformation Ti to achieve
such a property. The structured Hankel singular values for
subsystem i ∈ JqK can be computed as σi,k =
√
λk(PiiQii)
for all k ∈ JniK. Clearly, Σi = diag((σi,k)k∈JniK). Now, we
may find the corresponding state-space representation for this
transformation as
A¯i = T
−1
i AiTi, B¯i = T
−1
i Bi, C¯i = CiTi, D¯i = Di.
In what follows, we use this balanced realization to extract
the reduced subsystems.
D. Balanced Truncation
We may decompose the model matrices of the balanced
subsystem i ∈ JqK as
A¯i =
[
A¯11i A¯
12
i
A¯21i A¯
22
i
]
, B¯i =
[
B¯1i
B¯2i
]
, C¯i =
[
C¯1i C¯
2
i
]
,
where A¯11i ∈ Rri×ri , B¯1i ∈ Rri×mi , and C¯1i ∈ Rpi×ri
with ri ∈ N so that ri ≤ ni. Following this, we can easily
calculate the truncated subsystem i ∈ JqK as
Gˆi(s) = Cˆi(sI − Aˆi)
−1Bˆi + Dˆi,
where
Aˆi = A¯
11
i , Bˆi = B¯
1
i , Cˆi = C¯
1
i , Dˆi = D¯i.
A nice property of the balanced truncation is that the reduced
system and the original system behave similarly for high
frequencies, that is, F(N, Gˆ(∞)) = F(N,G(∞)) [15].
If we use the structured Gramians in Subsection III-A, we
cannot guarantee a good performance or even informative
upper bounds on the reduction error (see Theorem 2 in [8]).
However, upon using the generalized structured Gramians in
Subsection III-B, we get the following intuitive bounds on
the quality of the reduced model.
THEOREM 1 ([8]): Let Gˆ(s) = diag((Gˆi)i∈JqK), where
Gˆi(s), i ∈ JqK, is the truncated subsystem extracted from
the balanced realization using the generalized structured
Gramians. Then,
‖F(N, Gˆ(s))−F(N,G(s))‖∞ ≤ 2
q∑
i=1
ni∑
k=ri+1
σi,k.
This bound provides us with a simple procedure for finding
an appropriate order for the reduced subsystem. First, we
rank the Hankel singular values of each subsystem {σi,j}nij=1
in a descending order. Then, we may select the order of the
reduced system by selecting the index after which there is a
significant drop in the value of the singular values.
E. Singular Perturbation
Using the singular perturbation, the reduced subsystem i ∈
JqK is given by
Gˆi(s) = Cˆi(sI − Aˆi)
−1Bˆi + Dˆi,
where
Aˆi = A¯
11
i − A¯
12
i (A¯
22
i )
−1A¯21i , Bˆi = B¯
1
i − A¯
12
i (A¯
22
i )
−1B¯2i ,
Cˆi = C¯
1
i − C¯
2
i (A¯
22
i )
−1A¯21i , Dˆi = D¯i − C¯
2
i (A¯
22
i )
−1B¯2i .
A nice property of the singular perturbation is that the
reduced system and the original system behave closely for
low frequencies, that is, F(N, Gˆ(0)) = F(N,G(0)) [15].
Note that since, in an interconnected system, the other
subsystems act as a low-pass filter for any given subsystem
if the subsystems are all strictly proper (i.e., they have no
direct term), matching the behavior of a subsystem at low
frequencies might result in a better closed-loop performance
(as the high frequencies are filtered out anyhow and, hence,
match each other perfectly). Therefore, using singular pertur-
bation in structured model reduction is, heuristically, better
justified.
IV. STRUCTURED MODEL REDUCTION USING
SUBGRADIENT OPTIMIZATION
Model reduction using structured Gramians is a heuristic
and, although very useful, it can fail occasionally. The stan-
dard balanced truncation algorithm (without the structure)
has no H∞ optimality property either. Moreover, model
reduction methods using generalized structured Gramians
can give solutions that are potentially far from the optimal
solution. In addition, there is also no guarantee that, in
general, the generalized structured Gramians even exist.
Hence, in this section, we use subgradient optimization
algorithm to improve the quality of the heuristic solutions.
To do this, we use the methodology introduced in [12] to
compute (sub)optimal H∞ control laws using subgradient
optimization algorithm.
We can rewrite the error transfer function F(N,G(s)) −
F(N, Gˆ(s)) as a feedback interconnection, where all the
decision variables (Aˆ, Bˆ, Cˆ, Dˆ), i.e., the model matrices
NG(s)
w(t)z(t)
u(t) y(t)
N
1
sIr
Φ =
[
Aˆ Bˆ
Cˆ Dˆ
]
w(t)z′(t)+−
P (s)
Fig. 2. The realization of the transfer function F(N,G(s))−F(N, Gˆ(s))
as a feedback interconnection with the unknowns in the feedback gain.
of the reduced subsystems, are in the feedback gain. This
is portrayed in Figure 2. Here, r = r1 + · · · + rq de-
notes the total order of the reduced subsystems. By defi-
nition (of the presented feedback interconnection), we have
F(N,G(s)) − F(N, Gˆ(s)) = F(P (s),Φ). Now, following
the results of [12], we can easily construct the subdiffer-
entials ∂Φ‖F(P (s),Φ)‖∞. To keep the matrices Aˆ, Bˆ, Cˆ,
and Dˆ block-diagonal (so as to preserve the subsystems and
their interconnection structure), we should use the projected
subgradients
∆i =
{
Ξ ◦
[
ΨA ΨB
ΨC ΨD
] ∣∣∣∣Ξ ∈ ∂Φ‖F(P (s),Φ)‖∞
}
,
where
ΨA = diag(1r1×r1 , . . . ,1rq×rq),
ΨB = diag(1r1×m1 , . . . ,1rq×mq ),
ΨC = diag(1p1×r1 , . . . ,1pq×rq ),
ΨD = diag(1p1×m1 , . . . ,1pq×mq).
Here, X ◦ Y denotes the Hadamard product, also known
as the element-wise product, of matrices X and Y with
appropriate dimensions. Now, we can propose a numerical
algorithm to construct a locally optimal reduced system by
moving in the opposite direction of this projected subgradi-
ents. Such a numerical algorithm is discussed in length in
Section VI.F in [12].
V. NUMERICAL EXAMPLE
Let two elastic masses be interconnected by a linear spring
with constant k = 10 as in Figure 4. The first mass model,
G1(s), takes the forces u1,1(t) and u1,2(t) as inputs and
provides its positions as an output y1(t). Similarly, the
second mass model, G2(s), takes the force u2(t) as an input
G1(s) G2(s)
k
w = u1,1 u1,2
z1 = y1
u2
z2 = y2
Fig. 4. A mass–spring mechanical system.
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Fig. 5. Bode magnitude plots of individual subsystems G1(s) (top) and
G2(s) (bottom).
and provides the its positions as an output y2(t). These
models are of high degree as they are discretized partial
differential equations of elastic bodies, i.e., deg(G1(s)) = 8
and deg(G2(s)) = 10. The Bode magnitude plots of these
systems1 are shown in Figure 5.
The models are interconnected with a linear spring, and the
mapping of interest (the transfer function from the external
input to the external output) could be how the force w(t) =
u1,1(t) maps to the two positions z(t) =
[
y1(t) y2(t)
]⊤
.
The network is, hence, modeled as
N =
[
DE DF
DH DK
]
=


0 1 0
0 0 1
1 0 0
0 −k k
0 k −k

 .
Figure 6 illustrates the structured Hankel singular values
extracted from the structured Gramians. The singular values
corresponding to the first subsystem, {σ1,k}8k=1, are marked
with ‘◦’ and the singular values corresponding to the second
subsystem, {σ2,k}10k=1, are marked with ‘×’. For instance,
these structured singular values show that the order of the
second subsystem can be reduced to 6 without sacrificing
the performance (i.e., preserving a similar input-output be-
havior).
Table I shows the model reduction error ‖F(N,G(s)) −
F(N, Gˆ(s))‖∞ for various selections of r1 and r2, i.e., the
order of the reduced subsystems, when using the balanced
truncation with structured Gramians. We can evidently see
that reducing the order of the second subsystem to 6 does
1The m-file for constructing these models is included in the toolbox as a
demo.
Structured ModeL reductIon (SiMpLIfy) Toolbox
SiMpLIfy is a MATLAB toolbox for structured model reduction of interconnected systems. The user guide and the m-files
for this toolbox can be found in http://simplifytoolbox.tumblr.com/. There are also several demos, including the
numerical example in this paper, attached to the toolbox files. In what follows, we briefly introduce the syntax for using
this toolbox in the context of the mass–spring mechanical example utilized in this paper.
The first step is to construct an interconnected system as an instance of a ‘SystemNetwork’ class defined in the toolbox as
>> iedges=[1 2 k; 2 2 k; 1 3 k; 2 3 k];
>> einedges=[1 1];
>> eoutedges=[1 1; 2 2];
>> eedges=[ ];
>> systemNetwork=SystemNetwork(iedges,einedges,eoutedges,eedges,G1,G2)
In this example, ‘iedges’, ‘einedges’, ‘eoutedges’, and ‘eedges’ list, repsectively, the edges between interal outputs and
internal inputs, the edges between external inputs and internal inputs, the edges between internal ouputs and external outputs,
and the edges between external inputs and external outputs. See Figure 3 for a visualization of these edges. Moreover, ‘G1’
and ‘G2’ are the transfer functions of the first and the second subsystems. Now, we may use the following command to
visualize the Hankel singular values and to compare them with regular Hankel singular values
>> compareHankels(systemNetwork)
To reduce the order of the subsystems, we can use balanced reduction with structured Gramians as
>> red=balancedNetworkReduction(systemNetwork,[6 3])
We may also use the following command to extract the reduced subsystems using singular perturbation
red = balancedNetworkReduction(systemNetwork,[6 3],‘ReductionMethod’,‘perturbation’)
This command construct subsystems of orders 6 and 3, repsectively. After the reduction, the subsystems can be extracted
using the commands
>> red.extractSubsystem(1)
>> red.extractSubsystem(2)
Finally, we can improve the quality of the reduced models by using the subgradient optimization algorithm as
>> optred=improveNetworkReduction(systemNetwork,red)
This command supplies the preliminary reduced model ‘red’, extracted from the balanced truncation, as an intial point
to the numerical algorithm. We invite the interested readers to check the user guide developed for the toolbox to learn
about all the other implemented algorithms. We have also included ‘testMechSystem.m’ in the toolbox for creating this
mechanical system and reducing it.
G1 G2
1 1
2
3
2 1
21
u1,1
u1,2
u2y2y1
−k −k
+k+k
Fig. 3. The network structure for the mechanical system. The nodes G1 and G2 denote the subsystems. The internal inputs (the inputs of each
subsystem) are numbered sequentially in red color. The internal outputs (the outputs of each subsystem) are numbered sequentially in cyan color. The
external inputs (the inputs of the overall interconnected system) are numbered sequentially in blue color. Finally, the external outputs (the outputs of the
overall interconnected system) are numbered sequentially in green color. The solid curves portray the edges between internal inputs, internal outputs,
external inputs, and external outputs. The weights on the edges are displayed only if they are not equal to identity. Notice that if more than one edge is
going to an input, implicitly, we mean that these edges are summed together before being fed to that input.
not introduce much error, which certifies our intuition from
the structured Hankel singular values. Because the structured
Gramians give heuristic reduction methods, we cannot expect
a stable interconnected system with the reduced subsystems.
This is evident from the last column of Table I.
To improve the quality of the reduced models, we can use
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Fig. 6. The structured Hankel singular values for the 18th-order intercon-
nected model F(N,G(s)). The singular values corresponding to G1(s)
and G2(s) are, respectively, marked with ‘◦’ and ‘×’.
TABLE I
THE REDUCTION ERROR FOR THE BALANCED TRUNCATION WITH THE
STRUCTURED GRAMIANS.
r2/r1 8 6 4 2
10 0.0 3.58× 10−2 2.40 × 10−1 ∞
8 1.23× 10−5 3.58× 10−2 2.40 × 10−1 ∞
6 7.62× 10−3 3.58× 10−2 2.40 × 10−1 ∞
4 2.08× 10−1 2.07× 10−1 3.28 × 10−1 ∞
2 3.98× 10−1 3.98× 10−1 4.20 × 10−1 ∞
TABLE II
THE REDUCTION ERROR FOR THE MODEL REDUCTION METHOD USING
THE SUBGRADIENT OPTIMIZATION ALGORITHM.
r2/r1 8 6 4 2
10 0.0 2.17× 10−3 6.33× 10−3 1.23 × 10−1
8 6.33× 10−7 4.57× 10−3 3.10× 10−2 1.21 × 10−1
6 9.99× 10−4 3.08× 10−2 5.66× 10−2 1.37 × 10−1
4 3.42× 10−2 5.68× 10−2 1.40× 10−1 1.79 × 10−1
2 1.36× 10−1 1.38× 10−1 1.80× 10−1 1.86 × 10−1
0246810
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Fig. 7. Reduction error ‖F(N,G(s)) − F(N, Gˆ(s))‖∞ for the model
reduction method using the subgradient optimization algorithm as function
of the reduced systems’ orders.
the model reduction methods using subgradient optimization
algorithm. We initialize this numerical algorithms with the
reduced model from the balanced truncation with structured
Gramians. Table II shows the reduction error ‖F(N,G(s))−
F(N, Gˆ(s))‖∞ for various selections of r1 and r2 in this
case. We can easily see that the results of this algorithm
are much better than the ones extracted from the balanced
truncation with structured Gramians. The reduction is error
is also portrayed in Figure 7 for various orders. If we
were to recover the global optimum (with the optimization
algorithm), the reduction error would have been a decreasing
function of the order. However, although the error is mostly
decreasing with increasing the orders, this not true for all
cases, which is because the proposed algorithm at best
recovers a local optimum.
VI. CONCLUSIONS
We presented a toolbox for structured model reduction in
MATLAB. It contains model reduction algorithms based on
balanced truncation and singular perturbation. To construct
the balanced realization of the subsystems, we use structured
Gramians and generalized structured Gramians. The latter
resulted in bounds on the reduction error. We also proposed a
model reduction algorithm using a subgradient optimization
algorithm. The algorithms were compared on a structured
mechanical system. Future research can focus on extending
the modules in the toolbox to admit uncertain models and/or
parameter-dependent ones.
REFERENCES
[1] B. Moore, “Principal component analysis in linear systems: Control-
lability, observability, and model reduction,” IEEE Transactions on
Automatic Control, vol. 26, no. 1, pp. 17–32, 1981.
[2] K. Glover, “All optimal Hankel-norm approximations of linear mul-
tivariable systems and their L∞-error bounds,” International Journal
of Control, vol. 39, no. 6, pp. 1115–1193, 1984.
[3] G. Obinata and B. D. O. Anderson, Model reduction for control system
design. Springer-Verlag New York, 2001.
[4] D. F. Enns, “Model reduction with balanced realizations: An error
bound and a frequency weighted generalization,” in Proceeedings of
the 23rd IEEE Conference on Decision and Control, vol. 23, pp. 127–
132, 1984.
[5] G. Schelfhout and B. De Moor, “A note on closed-loop balanced
truncation,” IEEE Transactions on Automatic Control, vol. 41, no. 10,
pp. 1498–1500, 1996.
[6] A. Vandendorpe and P. Van Dooren, “On model reduction of intercon-
nected systems,” in Proceedings of the 16th International Symposium
on Mathematical Theory of Networks and Systems, 2004.
[7] A. Vandendorpe and P. Van Dooren, “Model reduction of intercon-
nected systems,” in Model Order Reduction: Theory, Research Aspects
and Applications (W. H. A. Schilders, H. A. van der Vorst, and
J. Rommes, eds.), vol. 13 of Mathematics in Industry, pp. 305–321,
Springer Berlin Heidelberg, 2008.
[8] H. Sandberg and R. M. Murray, “Model reduction of interconnected
linear systems,” Optimal Control Applications and Methods, vol. 30,
no. 3, pp. 225–245, 2009.
[9] L. Li and F. Paganini, “Structured coprime factor model reduction
based on LMIs,” Automatica, vol. 41, no. 1, pp. 145–151, 2005.
[10] K. Zhou, C. D’Souza, and J. R. Cloutier, “Structurally balanced
controller order reduction with guaranteed closed loop performance,”
Systems & Control Letters, vol. 24, no. 4, pp. 235–242, 1995.
[11] P. Trnka, C. Sturk, H. Sandberg, V. Havlena, and J. Rehor, “Structured
model order reduction of parallel models in feedback,” IEEE Trans-
actions on Control Systems Technology, vol. 21, no. 3, pp. 739–752,
2013.
[12] P. Apkarian and D. Noll, “Nonsmooth H∞ synthesis,” IEEE Trans-
actions on Automatic Control, vol. 51, no. 1, pp. 71–86, 2006.
[13] G. E. Dullerud and F. Paganini, A Course in Robust Control Theory:
A Convex Approach. Texts in Applied Mathematics, Springer New
York, 2010.
[14] C. L. Beck, J. Doyle, and K. Glover, “Model reduction of multidi-
mensional and uncertain systems,” IEEE Transactions on Automatic
Control, vol. 41, no. 10, pp. 1466–1477, 1996.
[15] M. Green and D. J. N. Limebeer, Linear Robust Control. Information
and System Sciences Series, Prentice Hall, 1995.
